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ANALYSIS AND CONVERGENCE OF HERMITE SUBDIVISION SCHEMES
BIN HAN
Abstract. Hermite interpolation property is desired in applied and computational mathematics.
Hermite and vector subdivision schemes are of interest in CAGD for generating subdivision curves
and in computational mathematics for building Hermite wavelets to numerically solve partial differen-
tial equations. In contrast to well-studied scalar subdivision schemes, Hermite and vector subdivision
schemes employ matrix-valued masks and vector input data, which make their analysis much more
complicated and difficult than their scalar counterparts. Despite recent progresses on Hermite subdi-
vision schemes, several key questions still remain unsolved, for example, characterization of Hermite
masks, factorization of matrix-valued masks, and convergence of Hermite subdivision schemes. In this
paper, we shall study Hermite subdivision schemes through investigating vector subdivision operators
acting on vector polynomials and establishing the relations among Hermite subdivision schemes, vec-
tor cascade algorithms and refinable vector functions. This approach allows us to resolve several key
problems on Hermite subdivision schemes including characterization of Hermite masks, factorization
of matrix-valued masks, and convergence of Hermite subdivision schemes.
1. Introduction, Motivations and Main Results
A vector subdivision scheme is an iterative averaging algorithm by recursively applying a vector
subdivision operator to a given initial input vector sequence. A Hermite subdivision scheme is a
special modified type of vector subdivision schemes for computing a limiting function and its consec-
utive derivatives. Due to their highly desired properties such as interpolation, smoothness and short
support of basis functions, Hermite subdivision schemes are of particular interest and importance in
CAGD for generating subdivision curves and in computational mathematics for constructing Hermite
wavelets to numerically solve partial differential equations.
Let us first recall some notations and definitions related to a Hermite subdivision scheme. Let
r, s ∈ N be positive integers. By (l(Z))s×r we denote the linear space of all sequences u = {u(k)}k∈Z :
Z → Cs×r. Similarly, (l0(Z))s×r consists of all finitely supported sequences u ∈ (l(Z))s×r with
{k ∈ Z : u(k) 6= 0} being finite. Let a = {a(k)}k∈Z ∈ (l0(Z))r×r with a(k) ∈ Cr×r for all k ∈ Z,
which is often called a matrix-valued mask in CAGD and a matrix-valued filter in wavelet theory. A
vector or Hermite subdivision scheme can be conveniently expressed through the vector subdivision
operator Sa : (l(Z))s×r → (l(Z))s×r which is defined to be
(Sav)(j) := 2
∑
k∈Z
v(k)a(j − 2k), j ∈ Z (1.1)
for v = {v(k)}k∈Z ∈ (l(Z))s×r. In computational mathematics and CAGD, one is often interested
in the special case s = 1 and real-valued sequences/masks a. Because complex-valued masks are of
interest in certain applications (e.g., see [15]), without restricting ourselves, we deal with masks of
both complex and real numbers. For u ∈ (l0(Z))s×r, we define its symbol or Fourier series to be
û(ξ) :=
∑
k∈Z
u(k)e−ikξ, ξ ∈ R, (1.2)
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which is an s × r matrix of 2π-periodic trigonometric polynomials. For v ∈ (l0(Z))s×r, it follows
directly from the definition of a vector subdivision operator in (1.1) that Ŝav(ξ) = 2v̂(2ξ)â(ξ).
We now recall a Hermite subdivision scheme. Let w0 : Z → C1×r be a sequence on Z (which is
a row vector sequence) standing for a given input vector sequence/data. In a Hermite subdivision
scheme of order r (i.e., degree r − 1) associated with a mask a ∈ (l0(Z))r×r, a sequence of Hermite
refinements wn : Z→ C1×r for n ∈ N is obtained through recursively applying the vector subdivision
operator Sa on w0 iteratively as follows:
wn := (S
n
aw0)D
−n, n ∈ N with D := diag(1, 2−1, . . . , 21−r). (1.3)
In terms of Fourier series for w0 ∈ (l0(Z))1×r, we have
ŵn(ξ) = 2
nŵ0(2
nξ)ân(ξ)D
−n with ân(ξ) := â(2
n−1ξ) · · · â(2ξ)â(ξ). (1.4)
If wn+1(2k) = wn(k) for all k ∈ Z and n ∈ N, then such a Hermite subdivision scheme of order r is
often called an interpolatory Hermite subdivision scheme of order r. It is easy to deduce from (1.1)
that wn+1(2k) = wn(k) for all k ∈ Z and n ∈ N if and only if
a(0) = diag(2−1, 2−2, . . . , 2−r) and a(2k) = 0, ∀ k ∈ Z\{0}. (1.5)
That is, an interpolatory Hermite subdivision scheme of order r associated with mask a ∈ (l0(Z))r×r
is just a Hermite subdivision scheme whose mask satisfies the interpolation condition in (1.5). Its un-
derlying basis vector function h = (h1, . . . , hr)
T associated with an interpolatory Hermite subdivision
scheme of order r often is a Hermite interpolant of order r, that is, h ∈ (C r−1(R))r and
[h, h′, . . . , h(r−1)](k) = δ(k)Ir, ∀ k ∈ Z, (1.6)
where δ is the Dirac sequence such that δ(0) := 1 and δ(k) = 0 for all k ∈ Z\{0}. Note that δ̂(ξ) = 1.
The study of interpolatory Hermite subdivision schemes of order 2 (i.e., degree 1) has been initiated
by Merrien [23] and Dyn and Levin [6]. For a vector subdivision scheme, the matrix D−n in (1.3)
and (1.4) is removed for refinements. Vector and Hermite subdivision schemes have been extensively
studied in the literature by a lot of researchers, e.g., see [2–7, 9, 10, 15, 16, 18, 19, 21–28] and many
references therein from different perspectives and purposes. We mention that multivariate refinable
Hermite interpolants have been characterized in [10, Corollary 5.2] (also see [15, Theorem 6.2.3]) and
multivariate noninterpolatory Hermite subdivision schemes have been studied in [18].
To avoid potential confusion about notations used in this paper, it is important to pay attention
to the notation differences of a Hermite subdivision scheme defined here in comparison with other
papers in the literature. The vector subdivision operator in (1.1) and Hermite subdivision schemes
in (1.3) follow the same notations as in the book [15] on framelets and wavelets. As we shall see
later in this paper, these notations allow us conveniently link Hermite subdivision schemes to vector
cascade algorithms and refinable vector functions in wavelet theory. More precisely, the masks A
and generated Hermite refinement data {fn}
∞
n=1 (or {cn}
∞
n=1) in other papers such as [2,3,6,7,23–26]
correspond to 2aT for masks and {wTn}
∞
n=1 for Hermite refinement data in this paper. In short, the
main difference of notations is a transpose put on masks and refinement data.
For ℓ = 1, . . . , r, by eℓ ∈ Rr we denote the standard unit coordinate (column) vector such that
eℓ = (0, . . . , 0, 1, 0, . . . , 0)
T with the only nonzero coefficient 1 at the ℓth entry. To explain our
motivations of this paper, we recall the definition of a convergent Hermite subdivision scheme, e.g.,
see [5, Definition 1], [18, Definition 1.1], [26, Definition 2] and references therein.
Definition 1.1. Let r ∈ N and m ∈ N0 := N ∪ {0} with m > r − 1. We say that a Hermite
subdivision scheme of order r (i.e., degree r − 1) associated with a finitely supported matrix-valued
mask a ∈ (l0(Z))r×r is convergent with limiting functions in Cm(R) if for every input vector sequence
w0 = {w0(k)}k∈Z : Z → C1×r (i.e., w0 ∈ (l(Z))1×r), there exists a Cm(R) function η : R → C such
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that for all constants K > 0,
lim
n→∞
max
k∈Z∩[−2nK,2nK]
‖wn(k)− [η(2
−nk), η′(2−nk), . . . , η(r−1)(2−nk)]‖ℓ∞ = 0. (1.7)
Or equivalently,
lim
n→∞
max
k∈Z∩[−2nK,2nK]
|wn(k)eℓ+1 − η
(ℓ)(2−nk)| = 0, ∀ ℓ = 0, . . . , r − 1, (1.8)
where η(ℓ) stands for the ℓth classical derivative of the function η ∈ Cm(R).
Let r ∈ N and m ∈ N0 with m > r − 1. In the following, we first discuss the underlying
basis vector function φ in a convergent Hermite subdivision scheme of order r associated with a
matrix-valued mask a ∈ (l0(Z))r×r with limiting functions in Cm(R). For each ℓ = 1, . . . , r, take
w0 = δe
T
ℓ ∈ (l0(Z))
1×r (i.e., w0(0) = e
T
ℓ and w0(k) = (0, . . . , 0) for all k ∈ Z\{0}) as an initial input
vector sequence. Then recursively compute Hermite refinements {wn}
∞
n=1 as in (1.3). We define
the filter support of the mask a ∈ (l0(Z))r×r to be fsupp(a) := [L,R] with L,R ∈ Z such that
a(L) 6= 0, a(R) 6= 0 and a(k) = 0 for all k ∈ Z\[L,R]. For simplicity of discussion, we assume that
0 ∈ fsupp(a). Using induction on n, one can easily observe that fsupp(wn) ⊆ (2
n − 1) fsupp(a) for
all n ∈ N. By Definition 1.1, since the mask a has finite support, there exists a compactly supported
Cm(R) function φℓ : R → C such that (1.8) holds with η = φℓ and supp(φℓ) ⊆ fsupp(a). More
explicitly, the basis vector function φ := (φ1, . . . , φr)
T of the convergent Hermite subdivision scheme
is given as the limiting vector function from the initial sequence w0 = δIr satisfying
lim
n→∞
‖(Sna (δIr))(·)D
−n − [φ, φ′, . . . , φ(r−1)](2−n·)‖(l∞(Z))r×r = 0 with φ := (φ1, . . . , φr)
T, (1.9)
where Ir stands for the r × r identity matrix and δ is the Dirac sequence. Note that
Sna (δIr) = 2
nan with ân(ξ) := â(2
n−1ξ) · · · â(2ξ)â(ξ). (1.10)
In terms of entries, (1.9) can be equivalently rewritten as
lim
n→∞
‖2(ℓ−1)nan(·)eℓ+1 − φ
(ℓ)(2−n·)‖(l∞(Z))1×r = 0, ∀ ℓ = 0, . . . , r − 1. (1.11)
Conversely, if there exists a compactly supported vector function φ ∈ (Cm(R))r such that (1.9)
holds, then the Hermite subdivision scheme of order r associated with mask a ∈ (l0(Z))r×r must be
convergent with limiting functions in Cm(R). Indeed, for any initial vector sequence w0 ∈ (l(Z))1×r,
define refinement data {wn}
∞
n=1 as in (1.3). Define η := w0 ∗ φ :=
∑
k∈Zw0(k)φ(· − k). Then we can
directly deduce from (1.4) that (1.9) implies (1.7). Hence, a Hermite subdivision scheme of order r
associated with mask a ∈ (l0(Z))r×r is convergent with limiting functions in Cm(R) if and only if
(1.9) (or equivalently (1.11)) holds for a compactly supported vector function φ ∈ (Cm(R))r.
Note that the matrix D−n in (1.3) and (1.4) is removed for refinements in a vector subdivision
scheme. Because vector and Hermite subdivision schemes employ matrix-valued masks and vector
sequence data, it is widely known that their analysis is often much more difficult and complicated than
their scalar counterparts (e.g., see [1,8,15]). Due to the extra factor D−n in (1.3) and (1.4) for Hermite
subdivision schemes, it is known in the literature (e.g., [5, 26]) that a Hermite subdivision scheme is
not stationary, i.e., the Hermite refinements wn in (1.3) can be rewritten as wn = SDn−1aD−nwn−1,
whose masks Dn−1aD−n depend on the subdivision level n. This non-stationarity of level dependent
masks makes it much harder to analyze Hermite subdivision schemes than vector subdivision schemes.
To study the convergence of a Hermite or vector subdivision scheme, the dominating approach in
the area of subdivision schemes is to factorize a Hermite or vector subdivision scheme into another
derived associated vector subdivision scheme through the factorization of its underlying masks, e.g.,
see [3,5–7,24–26] and references therein for more details. This approach requires factorization of the
symbol of a matrix-valued mask. This is a highly nontrivial task, because factorizing a matrix of
2π-periodic trigonometric polynomials for vector or Hermite subdivision schemes is much harder and
complicated than factorizing a 2π-periodic trigonometric polynomial for scalar subdivision schemes.
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As a consequence, in recent years, we see a growing interest in the literature to study factorization
of the symbol of a matrix-valued mask for a Hermite subdivision scheme, to only mention a few
references here, see [3, 5, 24–26] and references therein. Despite recent progresses on Hermite subdi-
vision schemes, a few key questions on Hermite subdivision schemes still remain open, for example,
characterization and factorization of matrix-valued masks, and convergence of a Hermite subdivision
scheme. It is the purpose of this paper to study and resolve these key questions on Hermite subdivi-
sion schemes by linking these problems with vector cascade algorithms and refinable vector functions
in wavelet theory.
To study convergent Hermite subdivision schemes, it is crucial to characterize their masks with
desired properties for convergent Hermite subdivision schemes. This topic is closely related to how a
vector subdivision operator acts on vector polynomials, which in turn is linked to the notion of sum
rules of a matrix-valued mask (e.g., see [8–10, 15, 20, 21]). For a matrix-valued mask a ∈ (l0(Z))r×r
and m ∈ N0 := N ∪ {0}, we way that a has order m + 1 sum rules with respect to a (moment)
matching filter υa ∈ (l0(Z))1×r if υ̂a(0) 6= 0 and
υ̂a(2ξ)â(ξ) = υ̂a(ξ) + O(|ξ|
m+1) and υ̂a(2ξ)â(ξ + π) = O(|ξ|
m+1), ξ → 0. (1.12)
Here the notation f̂(ξ) = ĝ(ξ) + O(|ξ|m+1) as ξ → 0 simply stands for f̂ (j)(0) = ĝ(j)(0) for all
j = 0, . . . , m, as long as both f̂ and ĝ are smooth near the origin. In this paper we shall frequently
use this short-hand notation, because it makes the presentation much compact and simple.
To study Hermite subdivision schemes, we shall extensively study in Section 2 how a vector subdi-
vision operator acts on vector polynomials. Form ∈ N0, by Πm we denote the space of all polynomials
of degree no more than m. An element in (Πm)
1×r is simply a row vector of polynomials (i.e., a vector
polynomial) having degree no more than m. For ~p ∈ (Πm)
1×r, note that the vector polynomial ~p is
uniquely determined by the vector polynomial sequence {~p(k)}k∈Z by restricting the vector polyno-
mial ~p on Z. Therefore, throughout this paper we do not distinguish a vector polynomial and its
corresponding vector polynomial sequence. We caution the reader that we cannot simply replace the
polynomial space Πm for scalar subdivision schemes by (Πm)
1×r for vector or Hermite subdivision
schemes, largely because dim(Πm) = m+ 1 < r(m+ 1) = dim((Πm)
1×r) for r > 1. For m ∈ N0 and
v ∈ (l0(Z))1×r, as in [9, 10, 15], we define the following vector polynomial subspace of (Πm)1×r by
Pm,v := {p ∗ v : p ∈ Πm} with p ∗ v :=
∑
k∈Z
p(· − k)v(k). (1.13)
Note that Pm,v ⊆ (Πm)
1×r. If v̂(0) 6= 0, then dim(Pm,v) = dim(Πm). The vector polynomial space
Pm,v plays the role for vector and Hermite subdivision schemes as Πm for scalar subdivision schemes.
For scalar subdivision schemes with r = 1, we always have Pm,v = Πm for any choice of v ∈ l0(Z)
with v̂(0) 6= 0. However, for vector and Hermite subdivision schemes with r > 1, different choices of
v ∈ (l0(Z))1×r may lead to different subspaces of (Πm)1×r and how to find suitable v ∈ (l0(Z))1×r for
a given matrix-valued mask becomes nontrivial at all.
For a vector subdivision scheme acting on vector polynomials, we shall prove in Section 2 the
following result, which plays a key role in our study of Hermite subdivision schemes.
Theorem 1.2. Let a ∈ (l0(Z))r×r and v ∈ (l0(Z))1×r with v̂(0) 6= 0. For a nonnegative integer
m ∈ N0, the following statements are equivalent to each other:
(1) SaPm,v = Pm,v and Sa(v̂(0)) = v̂(0), where v̂(0) is regarded as a constant vector sequence.
(2) Sa~p ∈ P~p := span{~p,~p
′, . . . ,~p(m)} and Sa(~p
(m)) = ~p(m), where ~p := (·)
m
m!
∗ v.
(3) There exists a finitely supported sequence c ∈ l0(Z) with ĉ(0) = 1 such that
v̂(2ξ)â(ξ) = ĉ(ξ)v̂(ξ) + O(|ξ|m+1) and v̂(2ξ)â(ξ + π) = O(|ξ|m+1), ξ → 0. (1.14)
(4) There exists a finitely supported sequence d ∈ l0(Z) with d̂(0) = 1 such that the sequence
υa ∈ (l0(Z))r×r defined by υ̂a(ξ) := d̂(ξ)v̂(ξ) satisfies (1.12) for order m+ 1 sum rules.
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(5) SaPm,v ⊆ Pm,v and all the eigenvalues of Sa : Pm,v → Pm,v are 2
−j for j = 0, . . . , m. More
precisely, Sa~pj = 2
−j~pj and ~pj = ~p
(m−j)
m for j = 0, . . . , m, where
~pj(x) :=
(
(·)j
j!
∗ υa
)
(x) =
j∑
k=0
(−i)k
k!(j − k)!
xj−kυ̂a
(k)(0) (1.15)
and υa is given in item (4). Note that Pm,υa = Pm,v and deg(~pj) = j for all j = 0, . . . , m.
(6) Sa~pm = 2
−m~pm for some ~pm ∈ Pm,v satisfying deg(~pm) = m.
Moreover, any of the above items (1)–(6) implies Sa(q ∗ υa) = (q(2
−1·)) ∗ υa for all q ∈ Πm and
Sa(~q
(j)) = 2j[Sa~q]
(j) = (~q(j)(2−1·)) ∗ a =
∞∑
k=0
(−i)k
k!2k
~q(j+k)(2−1·)â(k)(0), ∀ ~q ∈ Pm,v, j ∈ N0. (1.16)
For f ∈ L1(R), we define its Fourier transform to be f̂(ξ) :=
∫
R f(x)e
−iξxdx for ξ ∈ R. The
Fourier transform can be naturally extended to tempered distributions through duality. Now using
Theorem 1.2 and results in [10, 15] on vector cascade algorithms and refinable vector functions, we
can characterize masks for all Hermite subdivision schemes as follows.
Theorem 1.3. Let r ∈ N and m ∈ N0 with m > r− 1. Assume that the Hermite subdivision scheme
of order r associated with a matrix-valued mask a ∈ (l0(Z))r×r is convergent with limiting functions
in Cm(R). Let the compactly supported vector function φ = (φ1, . . . , φr)T ∈ (Cm(R))r be defined as
the limiting basis vector function through (1.9) using the initial data w0 = δIr ∈ (l0(Z))r×r. If
span{φ̂(2πk) : k ∈ Z} = Cr and span{φ̂(π + 2πk) : k ∈ Z} = Cr, (1.17)
then the following statements hold:
(1) 1 is a simple eigenvalue of â(0) and all other eigenvalues of â(0) are less than 2−m in modulus.
(2) The mask a must be a Hermite mask of accuracy order m + 1, that is, the mask a has order
m+ 1 sum rules with respect to some υa ∈ (l0(Z))1×r in (1.12) such that
υ̂a(ξ) =
(
1 + O(|ξ|), iξ + O(|ξ|2), . . . , (iξ)r−1 + O(|ξ|r)
)
, ξ → 0, (1.18)
that is, for some c1, . . . , cr ∈ l0(Z) satisfying ĉ1(0) = ĉ2(0) = · · · = ĉr(0) = 1,
υ̂a(ξ) =
(
ĉ1(ξ), iξĉ2(ξ), . . . , (iξ)
r−1ĉr(ξ)
)
+ O(|ξ|m+1), ξ → 0 (1.19)
(3) φ = 2
∑
k∈Z a(k)φ(2 · −k) with e
T
1 φ̂(0) = 1 and φ̂(ξ) = limn→∞
[∏n
j=1 â(2
−jξ)
]
e1 for ξ ∈ R.
We shall prove Theorem 1.3 in Section 3. As we shall explain in Section 3, the condition in (1.17)
allows us to avoid degenerate Hermite subdivision schemes and is quite weak in general. Also, we
shall see in Section 3 that Theorem 1.3 allows us to easily construct all Hermite masks of accuracy
order m+ 1 through solving a system of equations.
To link Hermite subdivision schemes with vector cascade algorithms, let us recall the vector cascade
algorithm. For 1 6 p 6∞, the refinement operator Ra : (Lp(R))r → (Lp(R))r is defined to be
Raf := 2
∑
k∈Z
a(k)f(2 · −k), f ∈ (Lp(R))
r. (1.20)
Built on Theorem 1.3 and results in [10,15], the following result characterizes convergence of Hermite
subdivision schemes and will be proved in Section 4.
Theorem 1.4. Let r ∈ N and m ∈ N0 with m > r − 1. Let a ∈ (l0(Z))r×r be a finitely supported
mask such that items (1) and (2) of Theorem 1.3 are satisfied. Let φ = (φ1, . . . , φr)
T be the vector of
compactly supported distributions satisfying φ̂(2ξ) = â(ξ)φ̂(ξ) and υ̂a(0)φ̂(0) = 1. If the integer shifts
of φ are stable, i.e.,
span{φ̂(ξ + 2πk) : k ∈ Z} = Cr, ∀ ξ ∈ R, (1.21)
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then the following statements are equivalent to each other:
(1) The Hermite subdivision scheme associated with the mask a ∈ (l0(Z))r×r is convergent with
limiting functions in Cm(R).
(2) The vector cascade algorithm associated with the mask a is convergent in Cm(R), that is, for
every compactly supported vector function f ∈ (Cm(R))r such that
υ̂a(0)f̂(0) = 1 and υ̂a(ξ)f̂(ξ + 2πk) = O(|ξ|
m+1), ξ → 0, ∀ k ∈ Z\{0}, (1.22)
the cascade sequence {Rnaf}
∞
n=1 converges to φ in C
m(R), i.e.,
φ ∈ Cm(R) and lim
n→∞
‖Rnaf − φ‖(Cm(R))r = 0. (1.23)
(3) sm∞(a) > m, where the quantity sm∞(a) is stated in Section 4 and is introduced in [10,15].
Theorems 1.2 to 1.4 together provide us a comprehensive picture on Hermite subdivision schemes.
In Section 4, we shall prove Theorem 1.4 and discuss factorization of general matrix-valued masks
and Hermite masks through the approach of the normal form of matrix-valued masks.
The structure of this paper is as follows. In Section 2, we shall study how a general vector subdivi-
sion operator acts on vector polynomials. This provides us the basics for studying Hermite subdivision
schemes and for proving Theorem 1.2. In Section 3, we shall study some necessary conditions for
a convergent Hermite subdivision scheme. Then we shall prove Theorem 1.3 in Section 3. Finally,
in Section 4 we shall first recall the normal form (also called the canonical form) of a matrix mask
introduced and studied in [10, 11, 15, 17]. The notion of the normal form of a matrix-valued mask
plays a central role for greatly facilitating the study of vector cascade algorithms and refinable vector
functions. For example, as a direct consequence of a normal form of a matrix-valued mask, we can
straightforwardly obtain a factorization of matrix-valued masks for Hermite and vector subdivision
schemes. Finally, we shall prove Theorem 1.4 on the convergence of Hermite subdivision schemes.
2. Action of Vector Subdivision Operators on Vector Polynomials
To study various properties of Hermite and vector subdivision schemes, it is crucial to understand
how a vector subdivision operator acts on vector polynomial spaces. For scalar subdivision schemes,
this problem is well studied in [8,10,13,15] and references therein. In this section we shall investigate
vector subdivision operators acting on vector polynomials. As we shall explain later in this section,
it is much more complicated to study vector subdivision operators acting on vector polynomials than
their scalar counterparts in [10, 13, 15]. In particular, we shall prove Theorem 1.2 in this section.
The following result is known in [11, Proposition 2.1] and [13, Lemma 3.1]. For the convenience of
the reader, we provide a proof here.
Lemma 2.1. Let u ∈ l0(Z) be a finitely supported sequence and p be a polynomial of degree m. Then
p ∗ u is a polynomial sequence satisfying deg(p ∗ u) 6 m,
(p ∗ u)(x) :=
∑
k∈Z
p(x− k)u(k) =
∞∑
j=0
(−i)j
j!
p(j)(x)û(j)(0), x ∈ Z (2.1)
and [p ∗ u](k)(· − τ) = (p(k)(· − τ)) ∗ u for all k ∈ N0 and τ ∈ R. Moreover, for v ∈ l0(Z), the identity
p ∗ u = p ∗ v holds if and only if û(ξ) = v̂(ξ) + O(|ξ|m+1) as ξ → 0.
Proof. By the Taylor expansion p(x− k) =
∑
∞
j=0 p
(j)(x) (−k)
j
j!
=
∑m
j=0 p
(j)(x) (−k)
j
j!
, we have
(p ∗ u)(x) =
∑
k∈Z
p(x− k)u(k) =
∑
k∈Z
∞∑
j=0
p(j)(x)u(k)
(−k)j
j!
=
∞∑
j=0
1
j!
p(j)(x)
∑
k∈Z
u(k)(−k)j.
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Since û(ξ) =
∑
k∈Z u(k)e
−ikξ, we have û(j)(0) =
∑
k∈Z u(k)(−ik)
j = ij
∑
k∈Z u(k)(−k)
j. Hence, we
conclude from the above identity that
(p ∗ u)(x) =
∞∑
j=0
1
j!
p(j)(x)(−i)j û(j)(0) =
∞∑
j=0
(−i)j
j!
p(j)(x)û(j)(0).
This proves (2.1) which also holds for all x ∈ R. For k ∈ N0, using (2.1) with x ∈ R, we have
[p∗u](k)(x−τ) =
∞∑
j=0
(−i)j
j!
p(j+k)(x−τ)û(j)(0) =
∞∑
j=0
(−i)j
j!
[p(·−τ)](j+k)(x)û(j)(0) = ((p(k)(·−τ))∗u)(x).
This proves [p ∗ u](k)(· − τ) = (p(k)(· − τ)) ∗ u. Since p, p′, . . . , p(m) are linearly independent by
deg(p) = m, we deduce from (2.1) that p ∗ (u − v) = 0 if and only if û− v
(j)
(0) = 0 for all
j = 0, . . . , m. 
For m ∈ N0 := N ∪ {0} and v ∈ (l0(Z))1×r, recall that Pm,v := {p ∗ v : p ∈ Πm} in (1.13). By
Lemma 2.1, the space Pm,v is invariant under derivatives and translation, that is,
~p(j)(· − τ) ∈ Pm,v ∀~p ∈ Pm,v and τ ∈ R, j ∈ N0. (2.2)
The following result facilitates the study of subdivision operators acting on vector polynomials.
Lemma 2.2. Let ~p ∈ (Πm)
1×r and v ∈ (l0(Z))1×r. Then ~p =
(·)m
m!
∗ v if and only if
v̂(j)(0) = j!ij~p(m−j)(0), j = 0, . . . , m. (2.3)
Moreover, if ~p = (·)
m
m!
∗ v, then
P~p(j) := span{~p
(j),~p(j+1), . . . ,~p(m)} = Pm−j,v, j = 0, . . . , m. (2.4)
Proof. Note that [ (·)
m
m!
](j) = (·)
m−j
(m−j)!
for all j = 0, . . . , m. Considering the Taylor expansion of ~p at the
point 0, we have ~p(x) =
∑m
j=0~p
(j)(0)x
j
j!
. By (2.1) in Lemma 2.1,(
(·)m
m!
∗ v
)
(x) =
m∑
j=0
(−i)j
j!
xm−j
(m− j)!
v̂(j)(0) =
m∑
j=0
(−i)m−j
(m− j)!
xj
j!
v̂(m−j)(0).
Since (·)
j
j!
, j = 0, . . . , m are linearly independent and ~p(x) =
∑m
j=0~p
(j)(0)x
j
j!
, we conclude from the
above identity that ~p = (·)
m
m!
∗ v if and only if (2.3) holds.
By (2.1) and ~p = (·)
m
m!
∗ v, we have ~p(j) = [ (·)
m
m!
∗ v](j) = (·)
m−j
(m−j)!
∗ v ∈ Pm−j,v for all j ∈ N0. This
proves P~p(j) ⊆ Pm−j,v. Conversely, any q ∈ Πm−j has the Taylor expansion q(x) =
∑m−j
k=0 q
(k)(0)x
k
k!
.
Hence,
(q ∗ v)(x) =
m−j∑
k=0
q(k)(0)
(
(·)k
k!
∗ v
)
(x) =
m−j∑
k=0
q(k)(0)~p(m−k)(x)
which belongs to P~p(j) . Hence, Pm−j,v ⊆ P~p(j) . This proves (2.4). 
For a ∈ (l0(Z))r×r and γ ∈ Z, recall that a[γ] := {a(γ + 2k)}k∈Z is its γ-coset sequence. Note that
â[γ](ξ) =
∑
k∈Z a(γ + 2k)e
−ikξ and â(ξ) = â[0](2ξ) + â[1](2ξ)e−iξ.
Generalizing [13, Theorem 3.4] and [15, Theorem 1.2.4] from scalar subdivision operators to vector
subdivision operators, we have the following result about a vector subdivision operator acting on a
given vector polynomial.
Theorem 2.3. Let ~p ∈ (Πm)
1×r and v ∈ (l0(Z))1×r such that ~p =
(·)m
m!
∗ v. Define ua ∈ (l0(Z))1×r by
ûa(ξ) := v̂(2ξ)â(ξ). Then the following statements are equivalent to each other:
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(1) Sa~p ∈ (Πm)
1×r, that is, Sa~p is a vector polynomial sequence.
(2) v̂(ξ)â[1](ξ)e−iξ/2 = v̂(ξ)â[0](ξ) + O(|ξ|m+1) as ξ → 0.
(3) v̂(2ξ)â(ξ + π) = O(|ξ|m+1) as ξ → 0, i.e., ûa(ξ + π) = O(|ξ|
m+1) as ξ → 0.
(4) SaPm,v = Pm,ua. Note that Pm,v = P~p := span{~p,~p
′, . . . ,~p(m)}.
(5) Sa(~p
(j)) ∈ (Πm)
1×r for all j ∈ N0, i.e., SaP~p ⊆ (Πm)1×r.
Moreover, any of the above items (1)–(5) implies
Sa(q ∗ v) = (q(2
−1·)) ∗ ua, ∀ q ∈ Πm, or equivalently, Sa~q = (~q(2
−1·)) ∗ a, ∀~q ∈ Pm,v, (2.5)
and
Sa(~q
(j)) = 2j[Sa~q]
(j), ∀~q ∈ Pm,v, j ∈ N0. (2.6)
Proof. Define pm(x) :=
xm
m!
. By assumption, we have ~p = pm∗v and hence Pm,v = P~p by Lemma 2.2.
For γ ∈ Z, note that u[γ]a = v ∗ a[γ]. By Lemma 2.1 and the definition of Sa in (1.1), we have
(Sa~p)(γ + 2·) = 2
∑
k∈Z
~p(k)a(γ + 2 · −2k) = 2
∑
k∈Z
~p(k)a[γ](· − k) = 2~p ∗ a[γ]
= 2(pm ∗ v) ∗ a
[γ] = 2pm ∗ u
[γ]
a = 2
∞∑
j=0
(−i)j
j!
p(j)m (·)û
[γ]
a
(j)
(0).
Hence, we deduce from the above identity that Sa~p(x) = ~θ(x) for all x ∈ (γ + 2Z), where
~θ(x) := 2
∞∑
j=0
(−i)j
j!
p(j)m (2
−1x− 2−1γ)û
[γ]
a
(j)
(0). (2.7)
Note that Sa~p ∈ (Πm)
1×r if and only if ~θ is a vector polynomial independent of the choice of γ ∈ Z. We
now calculate ~θ. Using the Taylor expansion of p(j)(2−1x−2−1γ) at 2−1x, we have p(j)(2−1x−2−1γ) =∑
∞
n=0
1
n!
p(j+n)(2−1x)(−2−1γ)n =
∑m
n=0
1
n!
p(j+n)(2−1x)(−2−1γ)n. Using substitution k = j+n, we have
∞∑
j=0
(−i)j
j!
p(j)m (2
−1x− 2−1γ)û
[γ]
a
(j)
(0) =
∞∑
j=0
∞∑
n=0
(−i)j
j!n!
p(j+n)m (2
−1x)(−2−1γ)nû
[γ]
a
(j)
(0)
=
∞∑
k=0
k∑
j=0
(−i)j
j!(k − j)!
p(k)m (2
−1x)(−2−1γ)k−jû
[γ]
a
(j)
(0)
=
∞∑
k=0
p(k)m (2
−1x)
k∑
j=0
(−i)j
j!(k − j)!
(−2−1γ)k−jû
[γ]
a
(j)
(0).
On the other hand, using Leibniz differentiation formula, we have[
û
[γ]
a (ξ)e
−iγξ/2
](k)
(0) =
k∑
j=0
k!
j!(k − j)!
[e−iγξ/2](k−j)(0)û
[γ]
a
(j)
(0)
=
k∑
j=0
k!
j!(k − j)!
(−i2−1γ)k−jû
[γ]
a
(j)
(0) =
k∑
j=0
k!ik−j
j!(k − j)!
(−2−1γ)k−jû
[γ]
a
(j)
(0).
Combining the above two identities, we conclude that
∞∑
j=0
(−i)j
j!
p(j)m (2
−1x− 2−1γ)û
[γ]
a
(j)
(0) =
∞∑
k=0
p(k)m (2
−1x)
(−i)k
k!
[
û
[γ]
a (ξ)e
−iγξ/2
](k)
(0).
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In summary, the identity in (2.7) becomes
~θ(x) = 2
m∑
j=0
(−i)j
j!
p(j)m (2
−1x)
[
û
[γ]
a (ξ)e
−iγξ/2
](j)
(0). (2.8)
Note that pm, p
′
m, . . . , p
(m)
m are linearly independent by pm(x) =
xm
m!
. Therefore, it follows from (2.8)
that ~θ is a vector polynomial independent of γ ∈ Z if and only if [û[γ]a (ξ)e−iγξ/2](j)(0) is independent
of γ ∈ {0, 1} for all j = 0, . . . , m. Since û
[γ]
a (ξ) = v̂(ξ)â[γ](ξ) and Sa~p = ~θ, this proves (1)⇐⇒ (2).
We now prove that item (2) implies (2.5) and (2.6). We first prove (2.5) with q(x) = pm(x) =
xm
m!
.
By what has been proved, we have Sa~p = ~θ, where ~θ in (2.8) is a vector polynomial independent of
γ. Averaging (2.8) for γ ∈ {0, 1} and noting that ûa(ξ/2) = û
[0]
a (ξ) + û
[1]
a (ξ)e−iξ/2, we obtain
(Sa~p)(x) =
m∑
j=0
(−i)j
j!
p(j)m (2
−1x)
1∑
γ=0
[
û
[γ]
a (ξ)e
−iγξ/2
](j)
(0) =
m∑
j=0
(−i)j
j!
p(j)m (2
−1x)[ûa(·/2)]
(j)(0)
=
m∑
j=0
(−i)j
j!
[pm(2
−1·)](j)(x)ûa
(j)(0) = (pm(2
−1·)) ∗ ua.
Since ~p = (·)
m
m!
∗ v = pm ∗ v, we proved that item (2) implies
Sa(pm ∗ v) = (pm(2
−1·)) ∗ ua. (2.9)
On the other hand, item (2) trivially implies
v̂(ξ)â[1](ξ)e−iξ/2 = v̂(ξ)â[0](ξ) + O(|ξ|j+1), ξ → 0 for all j = 0, . . . , m.
That is, item (2) holds with m being replaced by j for all j = 0, . . . , m. By what has been
proved, (2.9) must hold with pm being replaced by pj with pj(x) :=
xj
j!
for all j = 0, . . . , m. Since
span{p0, . . . , pm} = Πm, this proves the first identity in (2.5).
Since ûa(ξ) = v̂(2ξ)â(ξ), by Leibniz differentiation formula, we have
ûa
(j)(0) =
j∑
k=0
j!
k!(j − k)!
2j−kv̂(j−k)(0)â(k)(0). (2.10)
To prove the second identity in (2.5), for ~q ∈ Pm,v, there must exist q ∈ Πm such that ~q = q ∗ v.
Therefore, by the first identity of (2.5) and (2.1), using (2.10), we deduce that
Sa~q = Sa(q ∗ v) = (q(2
−1·)) ∗ ua =
∞∑
j=0
(−i)j
j!
[q(2−1·)](j)(·)ûa
(j)(0)
=
∞∑
j=0
j∑
k=0
(−i)j
k!(j − k)!
2−kq(j)(2−1·)v̂(j−k)(0)â(k)(0)
=
∞∑
k=0
(−i)k
k!
2−k
(
∞∑
j=k
(−i)j−k
(j − k)!
[q(k)](j−k)(2−1·)v̂(j−k)(0)
)
â(k)(0)
=
∞∑
k=0
(−i)k
k!
2−k(q(k) ∗ v)(2−1·)â(k)(0) =
∞∑
k=0
(−i)k
k!
[~q(2−1·)](k)â(k)(0) = (~q(2−1·)) ∗ a,
where we used [~q(2−1·)](k) = 2−k~q(k)(2−1·) = 2−k(q(k) ∗ v)(2−1·). This proves (2.5). To prove that
item (2) implies (2.6), by proved (2.5), we have
2j [Sa~q]
(j) = 2j[~q(2−1·) ∗ a](j) = (~q(j)(2−1·)) ∗ a = Sa(~q
(j)).
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This proves (2.6). Hence, item (2) implies both (2.5) and (2.6).
Note that â(ξ+π) = â[0](2ξ)−â[1](2ξ)e−iξ. Item (3) is equivalent to v̂(2ξ)â[1](2ξ)e−iξ = v̂(2ξ)â[0](2ξ)+
O(|ξ|m+1) as ξ → 0, which is obviously equivalent to item (2). This proves (2)⇐⇒ (3).
Because we already proved (3) ⇐⇒ (2) ⇐⇒ (1), (3)=⇒(4) follows directly from the first identity
in (2.5). Since ~p(j) = (·)
m−j
(m−j)!
∗ v ∈ Pm,v, it is trivial that (4)=⇒(5). Item (5)=⇒(1) is obvious. This
proves all the claims. 
Let us now look at the differences between r = 1 and r > 1. Suppose that ~p is a vector polynomial
with m := deg(~p) such that Sa~p ∈ (Πm)
1×r. We now consider two cases.
Case 1: r = 1, i.e., we have a scalar subdivision scheme. Then it is trivial to observe that
span{~p,~p′, . . . ,~p(m)} = Πm and Pm,ua ⊆ Πm. Consequently, S
n
aΠm ⊆ Πm for all n ∈ N.
Case 2: r > 1, i.e., we have a vector subdivision scheme. Then P~p := span{~p,~p
′, . . . ,~p(m)} (
(Πm)
1×r. That is, P~p must be a proper subspace of (Πm)
1×r and it is not necessary that Pm,ua ⊆
P~p. Consequently, even if Sa~p ∈ (Πm)
1×r, we no longer necessarily have S2a~p ∈ (Πm)
1×r. Since a
vector subdivision scheme is always iterative, the polynomial reproduction property may lose during
iteration. This makes things a lot complicated for vector subdivision schemes.
Next, let us study when Sna~p ∈ (Πm)
1×r for all n = 1, . . . , N with N ∈ N ∪ {∞}.
Corollary 2.4. Let ~p ∈ (Πm)
1×r and v ∈ (l0(Z))1×r such that ~p =
(·)m
m!
∗ v. Let N ∈ N ∪ {∞} and
finitely supported masks an ∈ (l0(Z))r×r for n = 1, . . . , N . Then the following are equivalent:
(1) San · · · Sa1~p ∈ (Πm)
1×r for all n = 1, . . . , N .
(2) v̂n(ξ + π) = O(|ξ|
m+1) as ξ → 0 for all n = 1, . . . , N , where
v̂n(ξ) := v̂(2
nξ)â1(2
n−1ξ)â2(2
n−2ξ) · · · ân−1(2ξ)ân(ξ), n ∈ N.
(3) San · · · Sa1Pm,v = Pm,vn for all n = 1, . . . , N .
Proof. Note that v̂n(ξ) = v̂n−1(2ξ)ân(ξ). Now all the claims follow directly from Theorem 2.3. 
Let an ∈ (l0(Z))r×r for n ∈ N. For N ∈ N, we define
PN := {~p ∈ (Πm)
1×r : San · · · Sa1~p ∈ (Πm)
1×r for all n = 1, . . . , N}
and P∞ := ∩
∞
N=1PN . Note that P∞ ⊆ PN+1 ⊆ PN ⊆ (Πm)
1×r for all N ∈ N. Using Lemma 2.2,
we observe that the linear space PN consists of all elements
∑m
j=0
(−i)j
j!
xm−j
(m−j)!
v̂(j)(0), where {v̂(j)(0)}mj=0
is a solution to the linear systems induced by item (2) of Corollary 2.4.
If an = a for all n ∈ N, since {dim(PN)}∞N=1 is a decreasing sequence, then there must exist
N ∈ N such that PN+1 = PN and hence P∞ = PN . Since P∞ is closed under derivatives and
translation (see (2.2)), if P∞ 6= {0}, then P∞ must contain a nonzero constant vector sequence.
For a convergent subdivision scheme, it is natural to require that Sac = c for some nonzero constant
vector sequence c ∈ P∞, that is, the constant vector sequence c must be preserved by the subdivision
operator Sa.
We are now ready to prove the main result stated in Theorem 1.2 on a vector subdivision operator
acting on vector polynomials.
Proof of Theorem 1.2. By Lemma 2.2, we have P~p := span{~p,~p
′, . . . ,~p(m)} = Pm,v and ~p
(m) =
1 ∗ v = v̂(0). Therefore, it is obvious that (1)=⇒(2).
(2)=⇒(3). Since Sa~p ∈ P~p ⊆ (Πm)
1×r, by Theorem 2.3, the second identity in (1.14) and the
identities in (2.5) must hold. By ~pm = 1 ∗ v = v̂(0) and the first identity in (2.5), we have Sa(~p
(m)) =
1 ∗ ua = ûa(0) = v̂(0)â(0), where ûa(ξ) := v̂(2ξ)â(ξ). By our assumption Sa(~p
(m)) = ~p(m) = v̂(0), we
conclude that v̂(0)â(0) = Sa(~p
(m)) = v̂(0). Using (2.5) and Lemma 2.1, we have
Sa~p = Sa(qm ∗ v) = (qm(2
−1·)) ∗ ua = 2
−m
m∑
n=0
(−i)n
n!
qm−n(·)ûa
(n)(0), (2.11)
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where qm−n(x) :=
xm−n
(m−n)!
for n = 0, . . . , m. By our assumption Sa~p ∈ span{~p,~p
′, . . . ,~p(m)}, we have
Sa~p =
∑m
k=0 dk~p
(k) for some d0, . . . , dm ∈ C. By Lemma 2.2, ~p(k)(x) =
∑m−k
j=0
(−i)j
j!
xm−k−j
(m−k−j)!
v̂(j)(0).
Therefore, using substitution n = k + j, we have
Sa~p(x) =
m∑
k=0
dk~p
(k)(x) =
m∑
k=0
m−k∑
j=0
dk
(−i)j
j!
xm−k−j
(m− j − k)!
v̂(j)(0) =
m∑
n=0
qm−n(x)
n∑
j=0
dn−j
(−i)j
j!
v̂(j)(0).
Comparing (2.11) with the above identity and noting that {qm−n}
m
n=0 are linearly independent, we
must have 2−m (−i)
n
n!
ûa
(n)(0) =
∑n
j=0 dn−j
(−i)j
j!
v̂(j)(0) for all n = 0, . . . , m. That is,
ûa
(n)(0) =
n∑
j=0
in−j2m(n− j)!dn−j
n!
j!(n− j)!
v̂(j)(0), n = 0, . . . , m. (2.12)
Take c ∈ l0(Z) such that ĉ(j)(0) = 2mijj!dj for all j = 0, . . . , m. Then in−j2m(n− j)!dn−j = ĉ(n−j)(0).
By Leibniz differentiation formula, (2.12) is equivalent to ûa(ξ) = ĉ(ξ)v̂(ξ) + O(|ξ|
m+1) as ξ → 0.
Because ûa(ξ) = v̂(2ξ)â(ξ), this proves the first identity in (1.14). Taking n = 0 in (2.12), we have
ûa(0) = 2
md0v̂(0). Since we proved ûa(0) = v̂(0)â(0) = v̂(0), we conclude from 2
md0v̂(0) = ûa(0) =
v̂(0) and v̂(0) 6= 0 that d0 = 2
−m. Consequently, ĉ(0) = 2md0 = 1. This proves (2)=⇒(3).
(3)=⇒(4). Since c ∈ l0(Z) with ĉ(0) = 1, the function ϕ̂(ξ) :=
∏
∞
j=1 ĉ(2
−jξ) is a well-defined
analytic function and satisfies ϕ̂(2ξ) = ĉ(ξ)ϕ̂(ξ) with ϕ̂(0) = 1. Note that ĉ(ξ) = ϕ̂(2ξ)/ϕ̂(ξ). Take
a sequence d ∈ l0(Z) satisfying d̂(ξ) = 1/ϕ̂(ξ) + O(|ξ|m+1) as ξ → 0. Note that d̂(0) = 1/ϕ̂(0) = 1.
By υ̂a(ξ) := d̂(ξ)v̂(ξ) = v̂(ξ)/ϕ̂(ξ) +O(|ξ|
m+1) as ξ → 0, we can easily see that (1.14) implies (1.12).
(4)=⇒(5). Since υ̂a(ξ) = d̂(ξ)v̂(ξ) for some d ∈ l0(Z) with d̂(0) = 1, we have Pm,v = Pm,υa . By
item (4), all the claims in Theorem 2.3 hold with ~p = ~pm :=
(·)m
m!
∗υa. Note that ~pj :=
(·)j
j!
∗υa = ~p
(m−j)
m
is obviously true. We conclude from the first identity in (2.5) that
Sa~pj = Sa
(
(·)j
j!
∗ υa
)
=
(
(2−1·)j
j!
)
∗ ua = 2
−j
(
(·)j
j!
)
∗ ua,
where ûa(ξ) := υ̂a(2ξ)â(ξ). By the first identity in (1.12), we have ûa(ξ) = υ̂a(ξ) + O(|ξ|
m+1) as
ξ → 0. Consequently, we conclude from the above identity and Lemma 2.1 that for all j = 0, . . . , m,
Sa~pj = 2
−j
(
(·)j
j!
)
∗ ua = 2
−j
(
(·)j
j!
)
∗ υa = 2
−j~pj.
This proves (4)=⇒(5).
(5)=⇒(6) is trivial since ~pm in (1.15) belongs to Pm,υa and deg(~pm) = m by v̂(0) 6= 0. Note that
Pm,υa = Pm,v by Lemma 2.2.
(6)=⇒(1). Since Sa~pm = 2
−m~pm ∈ (Πm)
1×r, by Theorem 2.3, we have Sa(~p
(j)
m ) = 2j[Sa~pm]
(j) =
2j−m~p
(j)
m . Since ~pm ∈ Pm,v and Pm,v is closed under derivatives, we have Sa(~p
(j)
m ) = 2j−m~p
(j)
m ∈
Pm,v. In particular, Sa(~p
(m)
m ) = ~p
(m)
m . Note that ~p
(m)
m = [
(·)m
m!
∗ v](m) = 1 ∗ v = v̂(0). Hence, we
proved Sa(v̂(0)) = v̂(0). Since P~pm = span{~pm,~p
′
m, . . . ,~p
(m)
m }, we have SaP~pm = P~pm ⊆ Pm,v.
Because deg(~pm) = m and all the elements ~pm,~p
′
m, . . . ,~p
(m)
m are linearly independent, we deduce from
P~pm ⊆ Pm,v that P~pm = Pm,v. Therefore, we proved SaPm,v = Pm,v. This proves (6)=⇒(1).
The identity in (1.16) follows directly from (2.5) and (2.6). 
As a special case of Theorem 1.2, we have the following result.
Corollary 2.5. Let a ∈ (l0(Z))r×r and m ∈ N0.
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(i) If Sa~pm = 2
−m~pm for some ~pm ∈ (Πm)
1×r with deg(~pm) = m, then a has order m+1 sum rules
with respect to any sequence υa ∈ (l0(Z))1×r satisfying (1.12) and υ̂a
(j)(0) = j!ij~p
(m−j)
m (0) for
all j = 0, . . . , m. Note that υ̂a(0) = ~p
(m)
m (0) 6= 0 due to deg(~pm) = m.
(ii) If a has order m+ 1 sum rules in (1.12) with respect to υa ∈ (l0(Z))1×r with υ̂a(0) 6= 0, then
Sa(~p
(j)
m ) = 2j−m~p
(j)
m and deg(~p
(j)
m ) = m− j for all j = 0, . . . , m, where ~pm :=
(·)m
m!
∗ υa.
Proof. By the choice of υa in item (i), we have ~pm =
(·)m
m!
∗ υa. Now items (i) and (ii) follow directly
from Theorem 1.2. 
In terms of coset sequences, note that the definition of sum rules in (1.12) can be equivalently
expressed as (see [15, Lemma 5.5.5]):
υ̂a(ξ)â[0](ξ) = 2
−1υ̂a(ξ/2) + O(|ξ|
m+1), ξ → 0,
υ̂a(ξ)â[1](ξ) = 2
−1eiξ/2υ̂a(ξ/2) + O(|ξ|
m+1), ξ → 0,
(2.13)
where a[γ](k) := a(γ + 2k) for all k ∈ Z and â[γ](ξ) :=
∑
k∈Z a(γ + 2k)e
−ikξ for all γ ∈ Z.
For the scalar case r = 1, we must have â(0) = 1 in (1.12) due to υ̂a(0)â(0) = υ̂a(0) and υ̂a(0) 6= 0.
Moreover, we can pick υa ∈ l0(Z) in (1.12) through υ̂a(ξ) = 1/ϕ̂a(ξ) + O(|ξ|m+1) as ξ → 0, where
ϕ̂a(ξ) :=
∏
∞
j=1 â(2
−jξ). Then υ̂a(0) = 1 and the first identity in (1.12) is automatically satisfied.
Hence, for the scalar case r = 1, a mask a has order m+1 sum rules in (1.12) if and only if â(0) = 1
and â(ξ + π) = O(|ξ|m+1) as ξ → 0, i.e., â(ξ) = 2−1−m(1 + e−iξ)m+1ĉ(ξ) for some c ∈ l0(Z) with
ĉ(0) = 1. In addition, we have Sa(~p
(j)
a ) = 2j−m~p
(j)
a and deg(~p
(j)
a ) = m− j for all j = 0, . . . , m, where
pa(x) :=
(
(·)m
m!
∗ υa
)
(x) =
m∑
j=1
(−i)j
j!
xm−j
(m− j)!
υ̂a
(j)(0) =
m∑
j=1
(−i)j
j!
xm−j
(m− j)!
[1/ϕ̂a(ξ)]
(j)(0). (2.14)
For the case r > 1, things are a little bit more complicated and confusing. Let us provide an example
here to demonstrate the differences between scalar and vector subdivision schemes.
Example 1. For m ∈ N, the mask aBm ∈ l0(Z) for the B-spline of order m is given by âBm(ξ) :=
2−m(1 + e−iξ)m. Then âBm(0) = 1 and a
B
m has order m sum rules. For m,n ∈ N, we define a finitely
supported matrix-valued mask a ∈ (l0(Z))2×2 by
â(ξ) :=
[
âBm(ξ) 0
0 2−mâBn (ξ)
]
.
Define P∞ := ∪
∞
m=0{p ∈ (Πm)
1×2 : Sna p ∈ (Πm)
1×2 ∀n ∈ N}. By the remark after Corollary 2.5,
we have P∞ = {(p, q) : p ∈ Πm−1, q ∈ Πn−1} and SaP∞ = P∞. As we discussed before, since a
B
m
has order m sum rules, we have SaBm(p
(j)
aBm
) = 2m−1−jp
(j)
aBm
for all j = 0, . . . , m− 1, where paBm is defined
in (2.14) with a,m being replaced by aBm and m− 1, respectively. Define vector polynomials by
~pj := (p
(m−1−j)
aBm
, 0), j = 0, . . . , m− 1 and ~pm+k := (0, p
(n−1−k)
aBn
), k = 0, . . . , n− 1.
Then we have Sa~pj = 2
−j~pj for all j = 0, . . . , m + n − 1. Note that deg(~pm+k) = k 6= m + k for all
k = 0, . . . , n−1. Using Corollary 2.5 and noting that deg(~pj) = j for all j = 0, . . . , m−1, we see that
a has order m sum rules. However, the mask a cannot have order m+n sum rules. Suppose not. By
Corollary 2.5, there exists ~p ∈ (Πm+n−1)
1×2 such that deg(~p) = m+n− 1 and Sa~p = 2
1−m−n~p. Write
~p = (p1, p2). Since deg(~p) = m + n− 1, without loss of generality, we assume deg(p1) = m + n− 1.
Then Sa~p = 2
1−m−n~p must imply SaBmp1 = 2
1−m−np1. Since deg(p1) = m + n − 1, by Corollary 2.5,
the mask aBm must have order m+ n sum rules, which is a contradiction to â
B
m(ξ) = 2
−m(1 + e−iξ)m.
Hence, the mask a cannot have order m+n−1 sum rules, even though its vector subdivision operator
Sa has eigenvalues 2
−j, j = 0, . . . , m+ n− 1 with all eigenvectors being vector polynomials in P∞.
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Now suppose that we remove the factor 2−m before âBn in the definition of the matrix-valued mask
a. Define υ1, υ2 ∈ (l0(Z))1×2 by
υ̂1(ξ) := (1/ϕ̂aBm(ξ), 0) + O(|ξ|
m) and υ̂2(ξ) := (0, 1/ϕ̂aBn (ξ)) + O(|ξ|
n), ξ → 0,
where ϕ̂aBm(ξ) :=
∏
∞
j=1 â
B
m(2
−jξ). Note that υ̂1(0) = (1, 0) 6= 0 and υ̂2(0) = (0, 1) 6= 0. Then we can
easily check that the mask a (after dropping the factor 2−m) has order m sum rules with respect to
υ1 ∈ (l0(Z))1×2, but the same mask a also has order n sum rules with respect to υ2 ∈ (l0(Z))1×2.
3. Characterization of Matrix-valued Masks for Hermite Subdivision Schemes
To characterize masks for convergent Hermite subdivision schemes, in this section we shall first
study some necessary conditions for convergent Hermite subdivision schemes of order r by linking
them to vector cascade algorithms and refinable vector functions in wavelet theory. This allows us
to characterize the matrix-valued masks for convergent Hermite subdivision scheme in Theorem 1.3
for which we shall provide a proof in this section. The characterization of convergence of a Hermite
subdivision scheme stated in Theorem 1.4 will be proved later in Section 4.
To link Hermite subdivision schemes with vector cascade algorithms and refinable vector functions,
we recall that the refinement operator Ra : (Lp(R))r → (Lp(R))r is defined in (1.20), that is, Raf :=
2
∑
k∈Z a(k)f(2 · −k) for f ∈ (Lp(R))
r. By induction, we can easily observe that
Rnaf =
∑
k∈Z
(Sna (δIr))(k)f(2
n · −k) or equivalently, R̂naf(ξ) = ân(2
−nξ)f̂(2−nξ), (3.1)
where ân(ξ) = â(2
n−1ξ) · · · â(2ξ)â(ξ) as defined in (1.10). The cascade algorithm produces a sequence
{Rnaf}
∞
n=1 of iteratively generated vector functions, which may converge to a limiting vector function
in some function spaces.
Let us first prove a simple fact, which is critical for us to link Hermite subdivision schemes with
cascade algorithms and refinable vector functions. Because we are not aware of any explicit proof of
this simple fact for Hermite subdivision schemes, we provide a proof here.
Proposition 3.1. Let r ∈ N and m ∈ N0 with m > r − 1. Assume that the Hermite subdivision
scheme of order r associated with a mask a ∈ (l0(Z))r×r is convergent with limiting functions in
Cm(R) (see Definition 1.1). Let the compactly supported vector function φ ∈ (Cm(R))r be defined
as the limiting vector function through (1.9) using the initial data w0 = δIr ∈ (l0(Z))r×r. Then the
compactly supported vector function φ must satisfy the following refinement equation:
φ = 2
∑
k∈Z
a(k)φ(2 · −k) or equivalently, φ̂(2ξ) = â(ξ)φ̂(ξ). (3.2)
Moreover, φ̂(ξ) = limn→∞
[∏n
j=1 â(2
−jξ)
]
e1 for ξ ∈ R.
Proof. Define h(x) := max(1−|x|, 0) to be the centered hat function. For n ∈ N, we define a sequence
of vector functions fn, n ∈ N by
fn :=
∑
k∈Z
(Sna (δIr))(k)f0(2
n · −k) = 2n
∑
k∈Z
an(k)f0(2
n · −k),
where f0 := (h, 0, . . . , 0)
T and an is defined in (1.10). That is, fn = R
n
af0. We now prove that
limn→∞ ‖fn − φ‖(C (R))r = 0. Since h(k) = δ(k) for all k ∈ Z, we notice that fn(2−nk) = 2nan(k)e1
for all k ∈ Z and n ∈ N. Therefore, by f0 = e1h, we obtain
fn =
∑
k∈Z
(Sna (δIr))(k)e1h(2
n · −k) = 2n
∑
k∈Z
an(k)e1h(2
n · −k).
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Because (1.9) holds and D−ne1 = e1, in particular, (1.9) must hold for its first column, that is,
lim
n→∞
‖2nan(·)e1 − φ(2
−n·)‖(l∞(Z))r×r = 0, (3.3)
where we used Sna (δIr) = 2
nan by (1.10). Define a sequence of vector functions ψn, n ∈ N by
ψn :=
∑
k∈Z
φ(2−nk)h(2n · −k).
Then ψn(2
−nk) = φ(2−nk) for all k ∈ Z and n ∈ N. Since φ is a compactly supported continuous
vector function, φ must be uniformly continuous and consequently,
lim
n→∞
‖ψn − φ‖(C (R))r = 0. (3.4)
Since
∑
k∈Z |h(x+ k)| 6 1 for all x ∈ R, we conclude that
‖fn − ψn‖(C (R))r =
∥∥∥∥∥∑
k∈Z
(
2nan(k)e1 − φ(2
−nk)
)
h(2n · −k)
∥∥∥∥∥
(C (R))r
6 ‖2nan(·)e1 − φ(2
−n·)‖(l∞(Z))r×r .
As a consequence, we have
‖fn−φ‖(C (R))r 6 ‖fn−ψn‖(C (R))r +‖ψn−φ‖(C (R))r 6 ‖2
nan(·)e1−φ(2
−n·)‖(l∞(Z))r×r +‖ψn−φ‖(C (R))r .
Now it follows directly from (3.3) and (3.4) that limn→∞ ‖fn−φ‖(C (R))r = 0. That is, limn→∞ ‖R
n
af0−
φ‖(C (R))r = 0. On the other hand, by induction on n we observe that
f̂n(ξ) = ân(2
−nξ)f̂0(2
−nξ) = â(2−1ξ)ân−1(2
−nξ)f̂0(2
−nξ) = â(ξ/2)f̂n−1(ξ/2).
That is, we proved f̂n(2ξ) = â(ξ)f̂n−1(ξ), which is equivalent to
fn = Rafn−1 = 2
∑
k∈Z
a(k)fn−1(2 · −k).
Since a ∈ (l0(Z))r×r has finite support, we can easily deduce that all the vector functions fn and φ are
supported inside fsupp(a). Because limn→∞ ‖fn−φ‖(C (R))r = 0, we now conclude from the above iden-
tity that (3.2) must hold for φ. Moreover, we have φ̂(ξ) = limn→∞ f̂n(ξ) = limn→∞ ân(2
−nξ)e1ĥ(2
−nξ).
Since limn→∞ ĥ(2
−nξ) = ĥ(0) = 1, we conclude that
φ̂(ξ) = lim
n→∞
ân(2
−nξ)e1 = lim
n→∞
[ n∏
j=1
â(2−jξ)
]
e1
for ξ ∈ R. This completes the proof. 
We shall use the existence of a refinable vector function in Proposition 3.1 to link Hermite subdivi-
sion schemes with cascade algorithms and refinable vector functions. To do so, we need the following
special case of a technical result from [15, Proposition 5.6.2] and [10, Section 3].
Proposition 3.2. ([15, Proposition 5.6.2] and [10, Section 3]) Let a ∈ (l0(Z))r×r and m ∈ N0. Let
φ = (φ1, . . . , φr)
T be a compactly supported vector function in (Cm(R))r satisfying the refinement
equation in (3.2) and the condition in (1.17). Then the following statements hold:
(1) 1 is a simple eigenvalue of â(0) and all other eigenvalues of â(0) are less than 2−m in modulus.
(2) There exists υa ∈ (l0(Z))1×r such that υ̂a(0)φ̂(0) = 1 and the mask a has order m + 1 sum
rules with respect to the matching filter υa, i.e., (1.12) holds.
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(3) All the vectors υ̂a
(j)(0), j = 0, . . . , m are uniquely determined through the recursive formula:
υ̂a(0)â(0) = υ̂a(0) with the normalization condition υ̂a(0)φ̂(0) = 1 and
υ̂a
(j)(0) = [1− 2j â(0)]−1
j−1∑
k=0
2kj!
k!(j − k)!
υ̂a
(k)(0)â(j−k)(0), j = 1, . . . , m. (3.5)
(4) Any polynomial p ∈ Πm can be reproduced through p =
∑
k∈Z(p ∗ υa)(k)φ(· − k) and
υ̂a(ξ)φ̂(ξ + 2πk) = δ(k) + O(|ξ|
m+1), ξ → 0, ∀ k ∈ Z. (3.6)
Proof. Since φ ∈ (Cm(R))r and Raφ = φ by (3.2), it is trivial that limn→∞ ‖Rnaφ − φ‖(Cm(R))r = 0.
Note that the condition in (1.17) prevents φ to be identically zero. Now all the claims in items
(1)–(4) follow directly from [15, Proposition 5.6.2] by taking f = φ. Also, see [10, Section 3] for
closely related results for multivariate refinable vector functions. 
Using the above two results, we are now ready to prove Theorem 1.3 characterizing all the masks
for convergent Hermite subdivision schemes.
Proof of Theorem 1.3. By Proposition 3.1, we know that φ ∈ (Cm(R))r is a refinable vector function
satisfying (3.2) and φ̂(ξ) = limn→∞
[∏n
j=1 â(2
−jξ)
]
e1 for ξ ∈ R. By Proposition 3.2, all the claims in
items (1)–(4) of Proposition 3.2 hold. By υ̂a(0)φ̂(0) = 1 and item (2) of Proposition 3.2, we have
1 = υ̂a(0)φ̂(0) = lim
n→∞
υ̂a(0)[â(0)]
ne1 = lim
n→∞
υ̂a(0)e1 = υ̂a(0)e1.
That is, we proved υ̂a(0)e1 = 1. By item (2) of Proposition 3.2, we deduce from item (5) of The-
orem 1.2 that Sa~pm = 2
−m~pm with ~pm :=
(·)m
m!
∗ υa and deg(~pm) = m. Therefore, S
n
a~pm = 2
−mn~pm
for all n ∈ N. Take w0 = ~pm as the initial vector sequence. Then the refinement data {wn}∞n=1 in
(1.3) must satisfy wn = S
n
a (~pm)D
−n = 2−mn~pmD
−n. Since the Hermite subdivision scheme of order
r associated with mask a is convergent with limiting functions in Cm(R), there exists a function
η ∈ Cm(R) such that (1.8) holds, that is, for any K > 0,
lim
n→∞
max
k∈[−2nK,2nK]∩Z
|2−mn~pm(k)2
ℓneℓ+1 − η
(ℓ)(2−nk)| = 0, ∀ ℓ = 0, . . . , r − 1, (3.7)
where we used D−neℓ+1 = 2
ℓneℓ+1. On the other hand, by Lemma 2.1 and ~pm =
(·)m
m!
∗ υa, we have
2(ℓ−m)n~pm(·)eℓ+1 = 2
(ℓ−m)n
m∑
j=0
(−i)j
j!
(·)m−j
(m− j)!
υ̂a
(j)(0)eℓ+1 =
m∑
j=0
(−i)j
j!
(2−n·)m−j
(m− j)!
υ̂a
(j)(0)eℓ+12
(ℓ−j)n.
For n ∈ N, we define functions
ψℓ+1,n(x) :=
m∑
j=0
(−i)j
j!
xm−j
(m− j)!
υ̂a
(j)(0)eℓ+12
(ℓ−j)n, ℓ = 0, . . . , r − 1. (3.8)
Then 2(ℓ−m)n~pm(k)eℓ+1 = ψℓ+1,n(2
−nk) for all k ∈ Z and n ∈ N. Therefore, (3.7) implies
lim
n→∞
ψℓ+1,n(x) = η
(ℓ)(x) ∀ x ∈ ∪∞n=1(2
−nZ) and ℓ = 0, . . . , r − 1. (3.9)
By the definition of ψℓ+1,n in (3.8) and
lim
n→∞
2(ℓ−j)n =

0, if j > ℓ,
1, if j = ℓ,
∞, if j < ℓ,
the existence of the limits in (3.9) forces
υ̂a
(j)(0)eℓ+1 = 0, ∀ 0 6 j < ℓ 6 r − 1 (3.10)
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and
η(ℓ)(x) = lim
n→∞
ψℓ+1,n(x) =
(−i)ℓ
ℓ!
xm−ℓ
(m− ℓ)!
υ̂a
(ℓ)(0)eℓ+1 =: qℓ+1(x), ℓ = 0, . . . , r − 1. (3.11)
Since ∪∞n=1(2
−nZ) is dense in R, the above identity in (3.9) must hold for all x ∈ R and therefore,
(−i)ℓ
ℓ!
xm−ℓ
(m− ℓ)!
υ̂a
(ℓ)(0)eℓ+1 = qℓ+1(x) = [η(x)]
(ℓ) = q
(ℓ)
1 (x) =
xm−ℓ
(m− ℓ)!
υ̂a(0)e1.
Because we proved υ̂a(0)e1 = 1, the above identity becomes
υ̂a
(ℓ)(0)eℓ+1 = ℓ!i
ℓ, ∀ ℓ = 0, . . . , r − 1. (3.12)
Note that (3.10) and (3.12) together are equivalent to
υ̂a(ξ)eℓ+1 = (iξ)
ℓ + O(|ξ|ℓ+1), ξ → 0, ∀ ℓ = 0, . . . , r − 1, (3.13)
which is just (1.18). In particular, υ̂a(0) = (1, 0, . . . , 0) and thus e
T
1 φ̂(0) = υ̂a(0)φ̂(0) = 1. Now (3.13)
is equivalent to (1.19) for some c1, . . . , cr ∈ l0(Z) with ĉ1(0) = · · · = ĉr(0) = 1. This proves all the
claims in Theorem 1.3. 
Motivated by Theorem 1.3, for Hermite subdivision schemes, we define
Definition 3.3. Let r ∈ N andm ∈ N0 with m > r−1. We say that a ∈ (l0(Z))r×r is a Hermite mask
of accuracy order m+1 if the mask a has order m+1 sum rules with respect to some υa ∈ (l0(Z))1×r
such that (1.18) or (1.19) is satisfied for some c1, . . . , cr ∈ l0(Z) with ĉ1(0) = · · · = ĉr(0) = 1.
By Proposition 3.2 and Theorem 1.3, for a convergent Hermite subdivision scheme associated with
a mask a ∈ (l0(Z))r×r with limiting functions in Cm(R), items (1) and (3) of Proposition 3.2 must
hold. Hence, every finitely supported Hermite mask a ∈ (l0(Z))r×r of accuracy order m + 1 can be
easily obtained by solving the following linear system: υ̂a(0) = (1, 0, . . . , 0) and
υ̂a
(j)(0) =
j∑
k=0
2kj!
k!(j − k)!
υ̂a
(k)(0)â(j−k)(0), j = 1, . . . , m, (3.14)
where the vectors υ̂a
(j)(0), j = 1, . . . , m are given in (1.19), for finding the unknown coefficients of a
mask a ∈ (l0(Z))r×r and ĉℓ
(j)(0), 1 6 ℓ 6 r and 1 6 j 6 m+ 1− ℓ with ĉ1(0) = · · · = ĉr(0) = 1.
For an interpolatory Hermite subdivision scheme of order r associated with a mask a ∈ (l0(Z))r×r,
its mask a must satisfy the interpolation condition in (1.5). If in addition a is a Hermite mask of
accuracy order m + 1, then it is easy to deduce from (1.5) and (2.13) that the sequence υa satisfies
(1.19) if and only if ĉℓ(ξ) = 1+O(|ξ|
m+1) as ξ → 0 for all ℓ = 1, . . . , r, that is, υa is just υH ∈ (l0(Z))1×r
satisfying
υ̂H(ξ) = (1, iξ, . . . , (iξ)
r−1) + O(|ξ|m+1), ξ → 0, (3.15)
which agrees with [9, Lemma 4.1], [10, Proposition 5.3] and [15, Lemma 6.2.5] for interpolatory
Hermite subdivision schemes. Moreover, by Theorem 1.2, we have Sa~pj = 2
−j~pj with ~pj := pj ∗ υH =
(pj, p
′
j , . . . , p
(r−1)
j ) and pj(x) :=
xj
j!
for j = 0, . . . , m. This eigenvalue condition is called the spectral
condition in [5] for studying Hermite subdivision schemes.
As we discussed before, for any initial input data w0 ∈ (l0(Z))1×r, its Hermite refinements {wn}∞n=1
defined in (1.3) converge to w0 ∗ φ :=
∑
k∈Zw0(k)φ(· − k). It is natural to require that w0 ∗ φ be
identically zero only if w0 is identically zero. This is equivalent to saying that the integer shifts of φ
are linearly independent, which is further equivalent to
span{φ̂(ξ + 2πk) : k ∈ Z} = Cr, ∀ ξ ∈ C. (3.16)
For a simple proof of the above equivalence, see [14] and references therein. Obviously, (3.16) implies
the condition in (1.17) of Theorem 1.3 and the stability condition in (1.21) of Theorem 1.4. On
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the other hand, as explained in [9, Theorem 2.3] and [15, Theorem 5.5.4], the condition in (1.17) is
often necessary to guarantee the sum rules condition in item (2) of Proposition 3.2. Hence, (1.17) is
probably the weakest condition to avoid degenerate Hermite subdivision schemes.
4. Factorization and Convergence of Hermite Subdivision Schemes
In this section we shall introduce the normal form and factorization of a general matrix-valued mask
and then we shall characterize convergence of Hermite subdivision schemes by proving Theorem 1.4.
The analysis of convergence of general vector subdivision schemes and smoothness of refinable
vector functions has been widely known to be much more difficult and complicated than their scalar
counterparts. This is largely because general vector subdivision schemes and refinable vector functions
employ matrix-valued masks and as we already discussed in Section 2, the notion of sum rules for
matrix-valued masks is much more involved than their scalar counterparts.
To facilitate the study of refinable vector functions, the normal form of a matrix-valued mask
has been initially introduced in [17, Theorems 2.2 and 2.3] for studying one-dimensional dual multi-
framelets and in [10, Proposition 2.4] for studying convergence of multivariate vector cascade algo-
rithms and smoothness of refinable vector functions. The normal form of matrix-valued masks has
been further developed in [11, Theorem 2.1] and [12, Theorem 5.1] for studying balancing properties
of multiwavelets and multiframelets, which are derived from refinable vector functions.
In order to introduce the normal form of a matrix-valued mask and study the convergence of
Hermite subdivision schemes, let us first introduce some definitions. For υ ∈ (l0(Z))1×r and m ∈ N0,
recall that Pm,υ := {p ∗ υ : p ∈ Πm}. For analyzing convergence of vector cascade algorithms and
refinable vector functions, a closely related dual space Vm,v is defined to be
Vm,υ := {u ∈ (l0(Z))
r : υ̂(ξ)û(ξ) = O(|ξ|m+1), ξ → 0}. (4.1)
Note that Vm,υ is shift-invariant, that is, u ∈ Vm,υ implies u(·−k) ∈ Vm,υ for all k ∈ Z. It is important
to notice that we removed both complex conjugate and transpose in the definition of the space Vm,υ
in [10,15], which is a subspace of (l0(Z))1×r (instead of (l0(Z))r here) and is just {u(−·)
T
: u ∈ Vm,υ}
with Vm,υ here defined in (4.1). The definition in (4.1) makes the presentation simple.
For U ∈ (l0(Z))r×r, we say that U (or Û) is strongly invertible if det(Û) is a nonzero monomial,
in other words, (Û(ξ))−1 is a matrix of 2π-periodic trigonometric polynomials. If U ∈ (l0(Z))r×r
is strongly invertible, then we can define U−1 ∈ (l0(Z))r×r by Û−1(ξ) := (Û(ξ))−1. Note that
U ∗ U−1 = U−1 ∗ U = δIr. For u ∈ (l0(Z))s×r and n ∈ N0, we define ∇u := u − u(· − 1) and
∇nu := ∇n−1(∇u), that is, ∇̂nu(ξ) := (1− e−iξ)nû(ξ).
Mainly following [15, Theorem 5.6.4], we now state the result on the normal form of a matrix-valued
mask, for which we give a sketch of proof here.
Theorem 4.1. Let m ∈ N0 and a ∈ (l0(Z))r×r such that there is υa ∈ (l0(Z))1×r satisfying
υ̂a(0) 6= 0 and υ̂a(2ξ)â(ξ) = υ̂a(ξ) + O(|ξ|
m+1), ξ → 0. (4.2)
Then there exists a strongly invertible sequence U ∈ (l0(Z))r×r such that̂˚υ(ξ) := υ̂a(ξ)Û(ξ) = (1 + O(|ξ|),O(|ξ|m+1)), . . . ,O(|ξ|m+1), ξ → 0 (4.3)
and the following statements hold:
(1) If φ is an r×1 vector of compactly supported distributions satisfying φ̂(2ξ) = â(ξ)φ̂(ξ), define
̂˚a(ξ) := (Û(2ξ))−1â(ξ)Û(ξ) and ̂˚φ(ξ) := (Û(ξ))−1φ̂(ξ), (4.4)
then φ˚ is an r× 1 vector of compactly supported distributions satisfying
̂˚
φ(2ξ) = ̂˚a(ξ)̂˚φ(ξ) and
its associated mask a˚ must be finitely supported, i.e., a˚ ∈ (l0(Z))r×r.
18 BIN HAN
(2) The finitely supported mask a˚ must take the following normal (or canonical) form:[
a1,1 a1,2
a2,1 a2,2
]
with â1,1(0) = 1, â1,2(ξ) = O(|ξ|
m+1), ξ → 0, (4.5)
where a1,1 ∈ l0(Z), a1,2 ∈ (l0(Z))1×(r−1), a2,1 ∈ (l0(Z))(r−1)×1, and a2,2 ∈ (l0(Z))(r−1)×(r−1).
(3) The mask a has order m+1 sum rules with respect to υa if and only if a˚ has order m+1 sum
rules with respect to υ˚, which is further equivalent to that a˚ satisfies (4.5) and
â1,1(ξ + π) = O(|ξ|
m+1), â1,2(ξ + π) = O(|ξ|
m+1), ξ → 0. (4.6)
(4) Pm,υa = Pm,˚υ ∗ U
−1 := {u ∗ U−1 : u ∈ Pm,˚υ} and Vm,υa = U ∗ Vm,˚υ.
(5) Vm,υa is generated by Bm,υa , i.e., Vm,υa = span{u(· − k) : u ∈ Bm,υa , k ∈ Z}, where
Bm,υa := U ∗Bm,˚υ with Bm,˚υ := {∇
m+1
δe1, δe2, . . . , δer}. (4.7)
(6) For the case r > 1, we can further choose such a strongly invertible sequence U ∈ (l0(Z))r×r
satisfying all the above claims in items (1)–(5) with the additional propertieŝ˚υ(ξ) := υ̂a(ξ)Û(ξ) = (1, 0, . . . , 0) + O(|ξ|m+1) and â(ξ) = 1 + O(|ξ|m+1), ξ → 0. (4.8)
Proof. We sketch the main idea of proof. The reader is referred to [10–12,15,17] for details. The key
idea for proving all the claims in Theorem 4.1 is very simple: We can always construct a strongly
invertible sequence U ∈ (l0(Z))r×r such that (4.3) holds. To do so, we write (υ1, . . . , υr) := υa by
listing the entries of the vector υa. Because υ̂a(0) 6= 0, without loss of generality we can assume
υ̂1(0) 6= 0, otherwise we perform a permutation on the entries of υa. Since υ̂1(0) 6= 0, we can easily
find u2, . . . , ur ∈ l0(Z) such that
ûℓ(ξ) = υ̂ℓ(ξ)/υ̂1(ξ) + O(|ξ|
m+1), ξ → 0, ℓ = 2, . . . , r.
Now we can define a matrix-valued sequence U ∈ (l0(Z))r×r by
U =
1
υ̂1(0)

δ −u2 · · · −ur
0 δ · · · 0
...
...
. . .
...
0 0 0 δ
 , i.e., Û(ξ) := 1υ̂1(0)

1 −û2 · · · −ûr(ξ)
0 1 · · · 0
...
...
. . .
...
0 0 0 1
 . (4.9)
Since det(Û(ξ)) = 1/υ̂1(0) 6= 0, the sequence U is clearly strongly invertible and (4.3) holds. We can
gain the extra property in item (6) for r > 1 by using a technique on matrices. See [11, Theorem 2.1]
for more details for proving item (6).
Now all the claims in Theorem 4.1 can be easily and directly verified. 
Because U is strongly invertible, the mask a and its refinable vector function φ in Theorem 4.1 can
be equivalently transformed through (4.4) into the new mask a˚ and a new refinable vector function φ˚.
Due to the normal form of the new mask in (4.5) and (4.6), almost all analysis techniques for scalar
masks and scalar refinable functions can be applied to matrix-valued masks and refinable vector
functions. The normal form of matrix-valued masks in (4.5) greatly facilitates the study of vector
subdivision schemes, refinable vector functions and multiwavelets. See [10–12,15,17] for more details.
Moreover, the normal form in Theorem 4.1 and Theorems 1.3 and 1.4 together can transform any
matrix-valued mask into a Hermite mask.
In order to prove Theorem 1.4, we need to recall the definition of a technical quantity sm∞(a)
from [10,15]. Let m be the largest possible integer such that items (1) and (2) of Proposition 3.2 are
satisfied (i.e., we take the highest order m+ 1 of sum rules). For 1 6 p 6∞, we define
smp(a) :=
1
p
− log2 ρm+1(a, υa)p (4.10)
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where
ρm+1(a, υa)p := 2max{lim sup
n→∞
‖an ∗ u‖
1/n
(lp(Z))r
: u ∈ Bm,υa}, (4.11)
where an := 2
−nSn(δIr) in (1.10), i.e., ân(ξ) := â(2
n−1ξ) · · · â(2ξ)â(ξ), and Bm,υa ⊆ Vm,υa generates
Vm,υa , i.e., span{u(· − k) : u ∈ Bm,υa} = Vm,υa . The normal form of a matrix-valued mask and the
technical quantity smp(a) play critical roles in studying convergence of vector cascade algorithms,
smoothness of refinable vector functions, multiwavelets and framelets, see [10, 15] and references
therein for details.
To provide an example to demonstrate the advantages of the normal form of matrix-valued masks,
we employ it here to factorize matrix-valued masks. Suppose that a mask a ∈ (l0(Z))r×r has order
m+ 1 sum rules with respect to υa ∈ (l0(Z))1×r. Then the new mask a˚ in Theorem 4.1 must satisfy
(4.5) and (4.6). It follows easily from (4.5) and (4.6) (e.g., see [15, Theorem 5.8.3]) that the new
derived matrix-valued mask b from the mask a˚, defined through
b̂(ξ) := (D̂m+1(2ξ))
−1̂˚a(ξ)D̂m+1(ξ) with D̂m+1(ξ) := diag((1− e−iξ)m+1, Ir),
must be finitely supported. Consequently, we can factorize the matrix-valued mask a as follows:
â(ξ) = Û(2ξ)̂˚a(ξ)(Û(ξ))−1 = V̂ (2ξ)̂b(ξ)(V̂ (ξ))−1 with V̂ (ξ) := Û(ξ)D̂m+1(ξ). (4.12)
Before preceding further, let us look at the matrix sequence V first. Write U = [u1, . . . , ur] with
u1, . . . , ur being the column vectors of U . By the definition of V in (4.12), we can easily observe
that V = [∇m+1u1, u2, . . . , ur]. By the definition of the vector subdivision operator Sa in (1.1), for
w ∈ (l0(Z))s×r, we have
Ŝaw(ξ) = 2ŵ(2ξ)â(ξ) = 2ŵ(2ξ)V̂ (2ξ)̂b(ξ)(V̂ (ξ))
−1 = ̂Sb(w ∗ V )(ξ)(V̂ (ξ))
−1.
That is, we arrive at the factorization of the vector subdivision operator for a matrix-valued mask a
with order m+ 1 sum rules as follows:
(Saw) ∗ V = Sb(w ∗ V ) with V = [∇
m+1u1, u2, . . . , ur]. (4.13)
Consequently, we have
(Snaw) ∗ V = (Sa(S
n−1
a w)) ∗ V = Sb((S
n−1
a w) ∗ V ) = S
n
b (w ∗ V ).
Taking w = δIr and noting that S
n
a (δIr) = 2
nan, we obtain from the above identity that
an ∗ V = 2
−nSnb V = (V (2
n·)) ∗ bn with b̂n(ξ) := b̂(2
n−1ξ) · · · b̂(2ξ)̂b(ξ). (4.14)
On the other hand, by the definition of Bm,υa in (4.7), we notice that U ∗ (∇
m+1δe1) = ∇
m+1u1 and
U ∗ (δeℓ) = uℓ for all ℓ = 2, . . . , r. Hence, the columns of V forms the basis elements in Bm,υa , which
generates Vm,υa . In other words, by (4.14) we reach
ρm+1(a, υa)p = 2max{lim sup
n→∞
‖an ∗ V ‖
1/n
(lp(Z))r×r
} = 2max{lim sup
n→∞
‖(V (2n·)) ∗ bn‖
1/n
(lp(Z))r×r
}.
Using a technical result in [10] or [15, Theorem 5.8.3], we conclude from the above identity that
ρm+1(a, υa)p = ρ(b)p := 2max{lim sup
n→∞
‖bn‖
1/n
(lp(Z))r×r
}.
Therefore, the convergence of the vector subdivision scheme using Sa can be characterized through
its derived vector subdivision scheme using Sb via the above identity. See [10, 15] for more details.
Let us demonstrate the normal form and factorization of Hermite masks for Hermite subdivision
schemes. Let a ∈ (l0(Z))r×r be a Hermite mask of accuracy order m + 1 (see Definition 3.3 (1.19)).
Hence, the mask a has order m + 1 sum rules with respect to υa ∈ (l0(Z))1×r satisfying (1.19) for
some c1, . . . , cr ∈ l0(Z) with ĉ1(0) = · · · = ĉr(0) = 1. That is, we have
υ̂a(ξ) = ĉ1(ξ)[1, iξĉ2(ξ)/ĉ1(ξ), . . . , (iξ)
r−1ĉr(ξ)/ĉ1(ξ)] + O(|ξ|
m+1), ξ → 0.
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Define η̂(ξ) := 1−e
−iξ
iξ
, the Fourier transform of the characteristic function χ[0,1]. Then η̂ is an infinitely
differentiable function and η̂(0) = 1. Thus, for ℓ = 2, . . . , r, since ĉ1(0) = η̂(0) = 1 6= 0, we can take
dℓ ∈ l0(Z) satisfying
d̂ℓ(ξ) =
ĉℓ(ξ)
ĉ1(ξ)(η̂(ξ))ℓ−1
+ O(|ξ|m+1), ξ → 0.
Consequently, for ℓ = 2, . . . , r, we have
υ̂a(ξ)eℓ = (iξ)
ℓ−1 ĉℓ(ξ)
ĉ1(ξ)
+O(|ξ|m+1) = (1−e−iξ)ℓ−1
ĉℓ(ξ)
ĉ1(ξ)(η̂(ξ))ℓ−1
+O(|ξ|m+1) = (1−e−iξ)ℓd̂ℓ(ξ)+O(|ξ|
m+1)
as ξ → 0. That is, we have
υ̂a(ξ) = ĉ1(ξ)[1, (1− e
iξ)d̂2(ξ), . . . , (1− e
−iξ)r−1d̂r(ξ)] + O(|ξ|
m+1), ξ → 0.
We can define a strongly invertible sequence U ∈ (l0(Z))r×r in (4.9) with υ̂1(0) = ĉ1(0) 6= 0 and
uℓ := ∇
ℓ−1dℓ, that is, ûℓ(ξ) := (1− e
−iξ)ℓ−1d̂ℓ(ξ), ℓ = 2, . . . , r.
More explicitly, the matrices U in (4.9) and V in (4.13) can be explicitly written as
U =
1
ĉ1(0)

δ −∇d2 · · · −∇
r−1dr
0 δ · · · 0
...
...
. . .
...
0 0 0 δ
 , V = 1ĉ1(0)

∇m+1δ −∇d2 · · · −∇
r−1dr
0 δ · · · 0
...
...
. . .
...
0 0 0 δ
 .
Since det(Û(ξ)) = 1/ĉ1(0) 6= 0, the sequence U is clearly strongly invertible and̂˚υ(ξ) := υ̂a(ξ)Û(ξ) = [ĉ1(ξ)/ĉ1(0), 0, . . . , 0] + O(|ξ|m+1), ξ → 0.
To prove Theorem 1.4, we need the following auxiliary result.
Lemma 4.2. Let ψ be a compactly supported continuous function on R. Let u ∈ l1(Z) such that
û(ξ) = 1+ (1− e−iξ)ĉ(ξ) for some c ∈ l1(Z), i.e., u(k) := δ(k) + c(k)− c(k− 1) for k ∈ Z (note that
this condition is satisfied for any exponentially decaying sequence u ∈ l1(Z) with û(0) = 1). Then
limn→∞ ‖ψ(2
−n·) ∗ u− ψ(2−n·)‖C (R) = 0 and in particular, limn→∞ ‖ψ(2
−n·) ∗ u− ψ(2−n·)‖l∞(Z) = 0,
where
ψ(2−n·) ∗ u :=
∑
k∈Z
ψ(2−n(· − k))u(k).
Proof. Observe that the Fourier transform of ψ(2−n·) ∗ u is 2nψ̂(2nξ)û(ξ) and
2nψ̂(2nξ)û(ξ) = 2nψ̂(2nξ) + 2nψ̂(2nξ)(1− e−iξ)ĉ(ξ) = ψ̂(2−n·)(ξ) + ψ̂n ∗ c(ξ),
where ψn := ψ(2
−n·) − ψ(2−n · −2−n), that is, ψ̂n(ξ) := 2
nψ̂(2nξ)(1 − e−iξ). Consequently, we have
ψ(2−n·) ∗ u = ψ(2−n·) + ψn ∗ c and hence
‖ψ(2−n·) ∗ u− ψ(2−n·)‖C (R) = ‖ψn ∗ c‖C (R) 6 ‖c‖l1(Z)‖ψn‖C (R) = ‖c‖l1(Z)‖ψ − ψ(· − 2
−n)‖C (R).
Since ψ is a compactly supported continuous function, ψ must be uniformly continuous and thus
limn→∞ ‖ψ − ψ(· − 2
−n)‖C (R) = 0. This completes the proof. 
We are now ready to prove Theorem 1.4 on convergence of Hermite subdivision schemes.
Proof of Theorem 1.4. (2)⇐⇒ (3) is established in [10, Theorem 4.3]. Also, see [15, Theorem 5.6.11]
for more details and related results.
To prove (2)=⇒(1), we need a suitable initial vector function f satisfying (1.22). Because the
existence of a compactly supported refinable Hermite interpolant θ ∈ (Cm(R))r of order r still
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remains open, we now modify a well-known Hermite interpolant θ := (θ0, . . . , θm)
T ∈ (Cm(R))m+1 of
order m+ 1 given below (e.g., see [15, Proposition 6.2.2])
θℓ(x) :=

(1− x)m+1 x
ℓ
ℓ!
∑m−ℓ
j=0
(m+j)!
m!j!
xj , x ∈ [0, 1],
(1 + x)m+1 x
ℓ
ℓ!
∑m−ℓ
j=0
(m+j)!
m!j!
(−x)j , x ∈ [−1, 0),
0, x ∈ R\[−1, 1],
for ℓ = 0, . . . , m. Then θ ∈ (Cm(R))m+1 is a compactly supported refinable Hermite interpolant of
order m+ 1 possessing the Hermite interpolation property:
θ
(j)
ℓ (k) = δ(ℓ− j)δ(k), ∀ ℓ, j = 0, . . . , m and k ∈ Z, (4.15)
and by [10, Corollary 5.2] or [15, Theorem 6.2.3], we have
(1, iξ, . . . , (iξ)m)θ̂(ξ + 2πk) = δ(k) + O(|ξ|m+1), ξ → 0, k ∈ Z. (4.16)
For ℓ = r, . . . , m, we take uℓ ∈ l0(Z) such that
ûℓ(ξ) = (iξ)
ℓ + O(|ξ|m+1), ξ → 0, ℓ = r, . . . , m. (4.17)
Now we define a vector function h := (h1, h2, . . . , hr) := (h1, θ1, . . . , θr−1)
T, where hℓ := θℓ−1 for
ℓ = 2, . . . , r and
h1 := θ0 +
m∑
ℓ=r
uℓ ∗ θℓ = θ0 +
m∑
ℓ=r
∑
k∈Z
uℓ(k)θℓ(· − k). (4.18)
By the Hermite interpolation property of θ in (4.15), we see that h is a Hermite interpolant of order
r satisfying
H(k) = δ(k)Ir, ∀ k ∈ Z with H := [h, h
′, . . . , h(r−1)]. (4.19)
Let υH ∈ (l0(Z))1×r be a vector sequence satisfying (3.15). By the definition of the function h1 in
(4.18), we have ĥ1(ξ) = θ̂0(ξ) +
∑m
ℓ=r ûℓ(ξ)θ̂ℓ(ξ). Note that all ûℓ are 2π-periodic. From (4.17), we
deduce that
ĥ1(ξ + 2πk) = θ̂0(ξ + 2πk) +
m∑
ℓ=r
ûℓ(ξ)θ̂ℓ(ξ + 2πk) = θ̂0(ξ + 2πk) +
m∑
ℓ=r
(iξ)ℓθ̂ℓ(ξ + 2πk) + O(|ξ|
m+1)
as ξ → 0. Consequently, since υH satisfies (3.15), we conclude from (4.16) that for all k ∈ Z,
υ̂H(ξ)ĥ(ξ + 2πk) = ĥ1(ξ + 2πk) +
r−1∑
ℓ=1
(iξ)ℓθ̂ℓ(ξ + 2πk)
= θ̂0(ξ + 2πk) +
m∑
ℓ=1
(iξ)ℓθ̂ℓ(ξ + 2πk) + O(|ξ|
m+1)
=
m∑
ℓ=0
(iξ)ℓθ̂ℓ(ξ + 2πk) + O(|ξ|
m+1) = δ(k) + O(|ξ|m+1)
as ξ → 0. That is, we proved
υ̂H(ξ)ĥ(ξ + 2πk) = δ(k) + O(|ξ|
m+1), ξ → 0, k ∈ Z. (4.20)
Note that the Hermite interpolant h ∈ (Cm(R))r of order r is no longer refinable. On the other hand,
since ĉ1(0) = · · · = ĉr(0) = 1, by [10, Lemma 3.4] or [15, Lemma 5.6.7], there exist d1, . . . , dr ∈ l0(Z)
such that
|d̂ℓ(ξ)| > 1/2 ∀ ξ ∈ R and d̂ℓ(ξ) = 1/ĉℓ(ξ) + O(|ξ|
m+1), ξ → 0, ∀ ℓ = 1, . . . , r. (4.21)
We define a compactly supported initial vector function f ∈ (Cm(R))r by
f := (d1 ∗ f1, . . . , dr ∗ fr)
T, that is, f̂(ξ) = (d̂1(ξ)ĥ1(ξ), . . . , d̂r(ξ)ĥr(ξ))
T, (4.22)
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where dℓ ∗ fℓ :=
∑
k∈Z dℓ(k)fℓ(· − k) for ℓ = 1, . . . , r. Now it is trivial to deduce from (4.20) and
(4.21) that (1.22) holds. That is, f is an admissible initial vector function. Define fn := R
n
af for
n ∈ N, where the refinement operator Ra is defined in (1.20).
(2)=⇒(1). By item (2) and fn := R
n
af , we have limn→∞ ‖fn−φ‖(Cm(R))r = 0 and by m > r−1 > 0
we particularly have limn→∞ ‖Fn − Φ‖(C (R))r×r = 0, where
Fn := [fn, f
′
n, . . . , f
(r−1)
n ] and Φ := [φ, φ
′, . . . , φ(r−1)]. (4.23)
Note that
f̂n(ξ) = R̂naf(ξ) = ân(2
−nξ)f̂(2−nξ) = ân(2
−nξ)B̂(2−nξ)ĥ(2−nξ) = b̂n(2
−nξ)ĥ(2−nξ),
where B := diag(d1, . . . , dr) and bn := an ∗B satisfies
b̂n(ξ) := ân(ξ)B̂(ξ) = â(2
n−1ξ) · · · â(2ξ)â(ξ)diag(d̂1(ξ), . . . , d̂r(ξ)).
Then fn = 2
n
∑
k∈Z bn(k)h(2
n · −k) and
Fn = [fn, f
′
n, . . . , f
(r−1)
n ] =
∑
k∈Z
2nbn(k)H(2
n · −k)D−n,
where H := [h, h′, . . . , h(r−1)] as in (4.19) and D := diag(1, 2−1, . . . , 21−r) as in (1.3). Due to the
Hermite interpolation property in (4.19), since both B and D are diagonal matrices, we have
Fn(2
−nk) = 2nbn(k)D
−n = 2n(an ∗B)(k)D
−n = 2n((anD
−n) ∗B)(k)
for all k ∈ Z. Now it follows from∥∥2n((anD−n) ∗B)(·)− Φ(2−n·)∥∥(l∞(Z))r×r = ‖Fn − Φ‖(l∞(Z))r×r 6 ‖Fn − Φ‖(C (R))r×r
and limn→∞ ‖Fn − Φ‖(C (R))r×r = 0 that
lim
n→∞
∥∥2n((anD−n) ∗B)(·)− Φ(2−n·)∥∥(l∞(Z))r×r = 0. (4.24)
Since |d̂ℓ(ξ)| > 1/2 for all ξ ∈ R and ℓ = 1, . . . , r, we can define sequences uℓ on Z by
ûℓ(ξ) := 1/d̂ℓ(ξ), ℓ = 1, . . . , d.
Moreover, ûℓ(0) = 1/d̂ℓ(0) = ĉℓ(0) = 1 and all the sequences uℓ must have exponential decay. Define
U := diag(u1, . . . , ur). By B ∗ U = δIr, we have∥∥2nanD−n − Φ(2−n·) ∗ U∥∥(l∞(Z))r×r 6 ‖U‖(l1(Z))r×r ∥∥2n((anD−n) ∗B)(·)− Φ(2−n·)∥∥(l∞(Z))r×r
Using (4.24) and the above inequality, we conclude that limn→∞ ‖2
nan(·)D
−n − Φ(2−n·) ∗ U‖(l∞(Z))r×r =
0. Note that all entries in Φ are compactly supported continuous functions and all sequences uℓ
have exponential decay with û1(0) = · · · ûr(0) = 1. Consequently, by Lemma 4.2, we must have
limn→∞ ‖Φ(2
−n·) ∗ U − Φ(2−n·)‖(l∞(Z))r×r = 0. Now by the triangle inequality∥∥2nanD−n − Φ(2−n·)∥∥(l∞(Z))r×r 6 ∥∥2nanD−n − Φ(2−n·) ∗ U∥∥(l∞(Z))r×r+∥∥Φ(2−n·) ∗ U − Φ(2−n·)∥∥(l∞(Z))r×r ,
we conclude that limn→∞ ‖2
nan(·)D
−n − Φ(2−n·)‖(l∞(Z))r×r = 0. Since S
n
a (δIr) = 2
nan, this proves
(1.9) and the Hermite subdivision scheme associated with mask a is convergent with limiting functions
in (Cm(R))r. Hence we proved (2)=⇒(1) without using the stability condition in (1.21).
(1)=⇒(2). The condition in (1.21) obviously implies (1.17). Hence, by Theorem 1.3, since item
(1) holds, its basis vector function ϕ ∈ (Cm(R))r of the Hermite subdivision scheme associated with
mask a must be refinable with eTϕ̂(0) = 1 and items (1) and (2) of Theorem 1.3 hold. On the
other hand, the refinable vector distribution φ satisfies the refinement equation and υ̂a(0)φ̂(0) = 1.
However, due to item (1) of Theorem 1.3, the compactly supported distributional solutions to the
refinement equation φ = 2
∑
k∈Z a(k)φ(2 · −k) must be unique, up to a multiplicative constant.
Because υ̂a(0) = e1, we have e
T
1 ϕ̂(0) = 1 = e
T
1 φ̂(0). Therefore, we must have φ = ϕ. Hence, by
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ϕ ∈ (Cm(R))r, we must have φ ∈ (Cm(R))r. Thanking to the stability condition in (1.21) and
φ ∈ (Cm(R))r, we conclude from [10, Theorem 4.3] or [15, Corollary 5.6.12] that item (2) holds. This
proves (1)=⇒(2). This proves all the claims. 
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