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“Bedrijven en financiële markten:
hun gedrag in wederzijdse beïnvloeding”
VOORWOORD
Graag heb ik de taak op mij genomen de coördinatie waar te nemen
van een speciale editie van het Tijdschrift voor Economie en Manage-
ment ter gelegenheid van het emeritaat van Prof. Dr. Lambert
Vanthienen. Niet alleen is hij reeds lang een belangrijk boegbeeld van
de faculteit Economische en Toegepaste Economische Wetenschap-
pen, maar ook – en dit heb ikzelf kunnen vaststellen over de vele jaren
van samenwerking – heeft hij deze plaats werkelijk rechtmatig ver-
worven door zijn grote bijdrage aan de faculteit en het departement
Toegepaste Economische Wetenschappen in het bijzonder. Zijn diep-
gaand inzicht in situaties en problemen, innoverende spirit, brede visie
en internationaal perspectief, alsook zijn moedig denken, lieten hem
steeds toe zeer snel tot de kern van een vraagstuk door te dringen en
een goede oplossing te suggereren. Zijn mening vormde dan ook vaak
een belangrijke input in het besluitvormingsproces van het departe-
ment. Hij was steeds bereid aan de vele collega’s, assistenten, stu-
denten en kennissen die erom vroegen, advies te geven, en met zijn
scherpe inzicht, de zaken in een juist perspectief te plaatsen.
Bovenstaande karakteristieken van zijn persoonlijkheid worden zeer
zeker gereflecteerd in zijn loopbaan. Reeds vanaf 1972, na het beha-
len van zijn doctoraat aan de University of Chicago, introduceerde hij
in Vlaanderen en aan het departement, toen totaal revolutionaire
ideeën omtrent de werking van de financiële markten. De notie van
efficiënte markten, portefeuilletheorie en het Capital Asset Pricing
model, de inzichten van Modigliani en Miller omtrent kapitaalstruc-
tuur – vandaag algemeen geaccepteerd – stonden haaks op de toen-
malige gevestigde opvattingen. Alzo lag hij aan de basis van de ver-
wetenschappelijking van het onderzoek in Financiewezen, en lag hij
ten grondslag aan de opstart van de vakgroep in dat domein binnen het
departement. Bijdrage tot het onderzoek realiseerde hij o.a. ook door
het begeleiden van heel wat doctoraten en door het ondersteunen van
de internationale uitstraling via contacten met Nobelprijswinnaars entopwetenschappers in het domein van Financiewezen. Zo werden, op
zijn initiatief facultaire eredoctoraten toegekend aan de latere Nobel-
prijswinnaars Prof. Merton Miller en Prof. Myron Scholes, alsook het
K.U.Leuven eredoctoraat aan de wereldwijd befaamde academicus en
autoriteit in het Financiewezen, Prof. Eugene Fama.
Reeds vroeg begreep hij, opnieuw op een ogenblik dat dit nog niet
gangbaar was in de Vlaamse universitaire wereld, dat internationali-
sering bijdraagt tot kwaliteitsverbetering van onderzoek en onderwijs,
en dat dit thema binnen het universitaire gebeuren een belangrijke
plaats zou gaan innemen. Alzo nam hij het voortouw in de interna-
tionalisering van het MBA-programma, en werd hij de spilfiguur in de
uitwisselingsovereenkomsten met de University of Chicago en Cornell
University, beide zeer vooraanstaande instituten in onderzoek en
onderwijs aangaande management. Tientallen afgestudeerden van de
faculteit E.T.E.W. hebben deze uitwisseling als de ideale springplank
voor een succesvolle loopbaan aangegrepen. Vandaag de dag blijft
zijn engagement inzake het uitbouwen van de internationale contac-
ten van de faculteit nog steeds doorgaan.
Ook heeft Prof. Lambert Vanthienen belangrijke bijdragen geleverd
aan het onderwijs in het domein van het Financiewezen binnen het
departement. Vooreerst is hij een uitstekend lesgever, die zowel stu-
denten uit de kandidaturen, licenties, masters alsook executieve stu-
denten steeds heeft weten te begeesteren. Daarnaast was hij mede-
stichter van de Alumni-vakgroep SCAFF, oprichter en, tot zijn
emeritaat, de drijvende kracht achter het postgraduaat Financiewezen.
Hij heeft hierbij steeds een mooie combinatie kunnen vinden tussen
het overdragen van de fundamenteel wetenschappelijke inzichten en
zijn praktijkkennis, die hij via vele contacten in het bedrijfsleven heeft
opgebouwd.
Samenvattend getuigt zijn loopbaan van een grote veelzijdigheid,
waarin het succes stevig werd gestoeld op de hoger beschreven karak-
teristieken, namelijk een snel en diepgaand begrip, innoverend en dur-
vend denken, en een breed en internationaal perspectief.
Dit nummer uit het tijdschrift is samengesteld door bijdragen van
alle collega’s van het departement waarmee Prof. Lambert Vanthienen
vele jaren binnen het domein Financiewezen heeft samengewerkt en
die hem dankbaar zijn voor zijn bijdrage in hun leven op Professio-
neel en menselijk vlak. Ook het jonge talent, namelijk alle doctorale
studenten van de vakgroep, hebben meegewerkt. De bijdragen omvat-
ten vaak een innovatief onderzoekselement en geven een mooi beeld
528van belangrijke aspecten inzake de wisselwerking tussen bedrijven en
de financiële markten, het domein dat steeds de speciale interesse van
Prof. Lambert Vanthienen heeft weggedragen.
Twee bijdragen bekijken in detail hoe bepaalde klassen van bedrijfs-
beslissingen door de financiële markten worden gepercipieerd. In het
bijzonder:
Marie Dutordoir en Linda Van de Gucht bestuderen empirisch de
markt van de converteerbare Euro-obligaties. Zij vinden, in overeen-
stemming met wat vaak in de financiële pers wordt beweerd, dat bij
Europese bedrijven deze obligaties een sterke ‘schuld’-component
hebben – d.w.z. deze effecten leunen relatief dicht aan bij gewone
obligaties – terwijl in de Amerikaanse markt een grotere nadruk ligt
op de conversiemogelijkheid in aandelen. Hun analyse toont aan
dat deze verschillen kunnen verklaard worden door het feit dat
Amerikaanse bedrijven die dergelijk papier uitgeven, reeds veel
schuldgerelateerde kosten te dragen hebben. Deze bevindingen heb-
ben significante implicaties voor de optimale samenstelling van beleg-
gingsportefeuilles: binnen de portefeuillecomponent van converteer-
bare obligaties, zouden meer risico-averte beleggers beter Europese
effecten opnemen terwijl Amerikaanse converteerbare obligaties meer
geschikt zijn voor beleggers met een grotere risico-appetijt.
Auke Jongbloed beschouwt in een theoretische studie de gevolgen
van het afstoten van een bedrijfsdivisie via een spin-off. Bij deze ope-
ratie, die vooral in de Angelsaksische wereld regelmatig voorkomt,
worden de aandelen van de afgestoten divisie pro rata verdeeld tus-
sen de aandeelhouders van de oorspronkelijke moedermaatschappij.
De auteur besluit dat dergelijke transactie vooral zinvol is wanneer de
divisie en andere delen van de moederonderneming zeer verschillende
politieken behoeven inzake interne organisatie. Een klassiek voorbeeld
van zo een situatie is een snelgroeiende divisie binnen een matuur
moederbedrijf.
Drie artikels bestuderen hoe financiële markten het bedrijfsgedrag
helpen sturen. Meer bepaald:
Frederiek Schoubben en Cynthia Van Hulle onderzoeken empirisch
in welke mate een gemakkelijkere toegang tot de financiële markten
via een beursnotering de kapitaalstructuur en groei van een onderne-
ming beïnvloedt. Zij vinden voor Belgische ondernemingen dat de
factoren die bepalen hoeveel schuld een bedrijf opneemt in belangrijke
mate verschillen naargelang het al dan niet een beursgenoteerde
onderneming betreft. Niet-beursgenoteerde ondernemingen hebben
529structureel meer schulden, worden meer afgeremd in hun groei door
financiële beperkingen en zijn meer afhankelijk van het hebben van
activa die als onderpand kunnen dienen. Dit cijfermateriaal onder-
streept dat, ook in de Belgische context, het passend gebruik van een
beursnotering effectief bijdraagt tot de gezondheid en lange termijn
groei van een onderneming.
Nico Dewaelheyns en Cynthia Van Hulle bestuderen in welke mate
het al dan niet behoren tot een bedrijvengroep het falen van onderne-
mingen beïnvloedt. Op basis van Belgische gegevens vinden zij dat in
moeilijkheden verkerende dochtermaatschappijen in belangrijke mate
worden geholpen door de bedrijvengroep waartoe zij behoren. Hier-
door hebben deze dochters, in vergelijking met onafhankelijke onder-
nemingen, meer kans te overleven, maar slepen de moeilijkheden ook
langer aan voordat effectief het faillissement wordt aangevraagd.
De onderzoekers tonen aan dat de performantie van klassieke falings-
predictiemodellen significant kan worden verbeterd door informatie
omtrent de financiële gezondheid van de groep in haar geheel op te
nemen alsook door aparte predictiemodellen te ontwikkelen voor onaf-
hankelijke bedrijven enerzijds en groepsbedrijven anderzijds.
Qi Quan en Nancy Huyghebaert beschouwen de keuzes die gemaakt
dienen te worden bij privatisering en de effecten van privatisering op
de bedrijfsperformantie, met bijzondere aandacht voor China. Meestal
wordt aangenomen dat het overdragen van de eigendom van overheid
naar privé-sector positieve effecten heeft op de performantie van de
betrokken onderneming. De auteurs wijzen er echter ook op dat wan-
neer de juridische structuren die een degelijk toezicht op het gebruik
van bedrijfsmiddelen nastreven niet of onvoldoende aanwezig zijn
en/of in de praktijk regels onvoldoende worden nageleefd, de blij-
vende aanwezigheid van de overheid als belangrijke aandeelhouder
positief kan zijn. Resultaten uit een empirisch onderzoek wijzen erop
dat dit laatste inderdaad het geval kan zijn, gezien, na de privatisering
van Chinese staatsbedrijven, verdere belangrijke reducties in het over-
heidsbelang geassocieerd zijn met een dalende bedrijfsperformantie.
De twee volgende bijdragen beschouwen wederzijdse interacties
tussen bedrijfsgedrag en financiële markten. In het bijzonder:
Nancy Huyghebaert en Cynthia Van Hulle bekijken de specifieke
eigenschappen van institutionele beleggers (zoals beleggingsfond-
sen, pensioenfondsen, verzekeringsmaatschappijen) als aandeelhou-
ders. Tegelijkertijd wordt ook onderzocht welke bedrijven speciale
inspanningen leveren om deze beleggers aan te trekken. Institutionele
530beleggers als groep kunnen een belangrijke bijdrage leveren aan de
ondernemingen waarin zij beleggen. In het bijzonder levert voorgaand
onderzoek evidentie dat deze Professionelen door hun acties, infor-
matie-asymmetrieën tussen bedrijven en financiële markten helpen
milderen, alsook een positief effect hebben op de liquiditeit van de
aandelen. Daarnaast zouden zij, door de druk die zij (kunnen) uitoe-
fenen, een betere corporate governancepraktijk binnen ondernemin-
gen stimuleren. Uiteindelijk leidt dit tot een hogere aandelenprijs en
dus lagere kapitaalkost. Dit laatste is belangrijk voor ondernemingen
die plannen om in de toekomst een kapitaalverhoging te realiseren.
Gebruik makend van gegevens omtrent Belgische beursintroducties,
vinden de auteurs dat bedrijven die een toekomstige kapitaalverho-
ging plannen, reeds tijdens het proces van beursintroductie speciale
inspanningen leveren om institutionelen aan te trekken. Dit resulteert
in een hogere plaatsingsprijs van de aandelen bij de beursintroductie
en een hogere liquiditeit achteraf. De data laten echter niet toe het
effect op corporate governance – indien dit er is – ondubbelzinnig te
bepalen.
Tom Franck en Nancy Huyghebaert evalueren de tot nu toe ont-
wikkelde modellen omtrent de interactie tussen financiële en product
markten. Vragen die hierbij worden gesteld betreffen o.a.: zouden
bedrijven zich best een kapitaalstructuur aanmeten in functie van de
toestand van de productmarkt waarin zij opereren?, hoe beïnvloedt de
graad van competitie en de concurrentiële positie van de onderneming
de optimale kapitaalstructuur?, wat met het effect van onzekerheid in
de productmarkt en de impact van een grote of kleine vraagelastici-
teit?…. Op al deze vragen bestaan geen eenduidige antwoorden. Van-
daar dat de auteurs wijzen op de noodzaak van een degelijk uitge-
voerde empirische evaluatie van alle in de theorie aangedragen
argumenten. Zij pleiten ook om niet alleen te kijken naar de verhou-
ding schulden/eigen middelen, maar om ook andere elementen zoals
samenstelling van de schulden, maturiteit en senioriteit, in het onder-
zoek te betrekken.
De laatste twee studies spitsen zich toe op bepaalde aspecten van
het gedrag van de financiële markten. Specifiek:
Lieven De Moor en Piet Sercu beschouwen de factoren die in de
financiële markten aanleiding geven tot een risicopremie op aande-
lenbeleggingen. Bij het optimaal samenstellen van portefeuilles wordt
in de praktijk het CAPM vaak vervangen door een multifactormodel.
Uit heel wat studies blijkt namelijk dat naast het globale marktrisico
531ook andere factoren een rol spelen bij de bepaling van de risicopre-
mie op een individueel aandeel. De meest gekende extra factoren zijn
het grootte-effect (kleine ondernemingen eisen een hogere risicopre-
mie) en de toekomstvooruitzichten van het bedrijf gemeten via de ver-
houding marktwaarde/boekwaarde van de onderneming (slechte toe-
komstvooruitzichten zijn geassocieerd met een hogere risicopremie).
De auteurs vinden dat naast het reeds klassiek ingevoerde grootte-
effect, de performantie van rendementsverklarende modellen verbetert
door een extra grootte-variable in te voeren, namelijk deze voor de
10% kleinste aandelen in de markt. Een verdere verbetering wordt
bekomen door ook voor de bedrijven met de laagste marktwaarde/
boekwaarde een aparte variabele te voorzien. Deze resultaten betref-
fen de periode 1980-2000 en worden teruggevonden zowel in een
steekproef van Amerikaanse aandelen als in een internationale steek-
proef.
Stan Beckers en Jan Smedts onderzoeken of, en in welke mate,
hedge funds een betere belegging vormen ten aanzien van meer klas-
sieke alternatieven. Alhoewel eerstgenoemde beleggingsvormen de
meer klassieke domineren, althans indien men de standaard rende-
ment/risico maatstaven gebruikt, zijn zij onderworpen aan heel wat
andere risico’s die zich niet gemakkelijk laten meten via de klassieke
methodologieën. De auteurs vinden in een empirische studie dat,
alhoewel beheerders van hedge funds vaak voorop stellen dat hun
opbrengsten weinig afhankelijk zijn van het algemene marktrende-
ment, de algemene marktperformantie toch de belangrijkste determi-
nant is van de rendementen van deze fondsen. De auteurs tonen ook
aan dat de voornaamste toegevoegde waarde van beleggen in een
fonds van hedge funds bestaat uit de diversificatie over verschillende
beleggingsstijlen/risico’s.
Deze bijdragen drukken tevens erkentelijkheid uit voor de grote bij-





The popular financial press often suggests that convertible debt issued by European
firms is more debt-like in nature than convertible debt issued by US firms. This
paper is the first to formally test the validity of this common perception. Our evi-
dence indicates that European convertibles are effectively structured to be more
debt-like than US convertibles. We also show that European convertible debt
announcements induce less negative stockholder reactions than US announcements,
which is consistent with the larger debt component of the former securities. Lastly,
we explore some potential explanations for the relatively more debt-like design of
European convertibles. Our results indicate that this finding may be attributable to
both issuer-related and institutional differences across European and US convertible
debt markets.
***
In de financiële pers wordt vaak gesuggereerd dat converteerbare obligaties uitge-
geven door Europese bedrijven een grotere schuldcomponent hebben dan conver-
teerbare obligaties uitgegeven door Amerikaanse bedrijven. In deze paper testen we
de geldigheid van deze populaire opvatting door de kenmerken van een steekproef
van Europese en Amerikaanse converteerbare obligaties te vergelijken. We vinden
dat Europese converteerbare obligaties inderdaad een grotere schuldcomponent heb-
ben dan hun Amerikaanse tegenhangers. Daarenboven tonen we aan dat de aande-
lenkoersen van Europese emittenten minder negatief reageren op de aankondiging
van de converteerbare uitgifte. Deze bevinding is consistent met de grotere schuld-
component vervat in Europese convertibles. Tot slot onderzoeken we enkele moge-
lijke verklaringen voor de verschillende structuur van Europese en Amerikaanse
converteerbare obligaties. Onze resultaten geven aan dat de grotere schuldcompo-
nent van Europese convertibles zowel door ondernemingsgerelateerde als door insti-
tutionele verschillen tussen de Europese en de Amerikaanse markt voor conver-
teerbare obligaties kan verklaard worden.
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An Empirical Analysis











Convertible bonds are debt securities that offer the holder the option
to convert the bonds into equity of the issuing firm. They thus com-
bine the downside protection of a bond with some of the upside poten-
tial of a stock.
Over the past decades, a substantial literature has developed exam-
ining the stock price effects of convertible debt announcements. Most
studies find that convertibles induce negative announcement effects
intermediate between the announcement effects traditionally reported
for straight debt and pure equity. This is consistent with the hybrid
debt-equity nature of convertible debt. Nevertheless, it is remarkable
that European studies on convertible debt generally detect less nega-
tive announcement effects than US-based studies. For example,
whereas Dann and Mikkelson (1984), Billingsley, Lamy and Smith
(1990) and Nanda and Yun (1996) all find a significant negative
announcement effect in the order of –2% for their samples of US con-
vertibles, Abhyankar and Dunning (1999) report an abnormal stock
price reaction of only –1.2% for their sample of UK convertibles, and
Burcalu (2000) detects an announcement effect of only –0.22% for
his sample of French convertibles. De Roon and Veld (1998) even
report a (non-significant) positive announcement return of 0.16% for
their sample of Dutch convertible debt offerings.
The popular financial press offers a potential explanation for this
divergence in the event study results obtained by European and US
studies, being that convertibles issued by European firms tend to be
more debt-like in nature than convertibles issued by US firms. For
example, in the article ‘2001 ways to use convertibles’ published in
Corporate Finance (February 2001), we read:
‘In the US, convertibles have been – and still are – an equity play. In Europe,
a different attitude prevails. Convertibles are considered debt, both by the
investors that buy them and the investment banks that market them.’
Since the pecking-order model of Myers and Majluf (1984) predicts
that relatively more debt-like securities should be accompanied by less
negative announcement returns, this might explain why European con-
vertibles are generally found to induce less unfavorable stockholder reac-
tions than US convertibles. However, surprisingly, the validity of the
common perception that European convertibles have a larger debt com-
ponent than US convertibles has never been formally examined thus far.
534Our paper provides an answer to this gap in the empirical finance
literature by conducting an in-depth analysis of the differences
between European and US convertibles. First, we investigate the secu-
rity design differences across European and US convertible debt
issues. Our evidence confirms that European convertible debt is effec-
tively structured to be more debt-like than US convertible debt. In a
next step, we examine the differences in the stockholder reactions to
European and US convertible debt announcements. In line with the
existing empirical evidence outlined above, we find that European
convertible debt announcements induce a significantly less negative
abnormal stock price effect than US convertible debt announcements.
Subsequently, we explore several potential explanations for the dif-
ferent security design of European and US convertibles. Since Euro-
pean convertibles have a larger debt component than US convertibles,
we argue that European convertible debt issuers should have smaller
debt-related costs than their US-based counterparts. Our results sup-
port this hypothesis. In addition, we find that the relatively more debt-
like nature of European convertibles may also partly be driven by non-
firm-related (i.e., demand-side or regulatory) differences between the
European and the US markets.
In the popular financial literature, it is often claimed that the dif-
ferences between the European and US convertible debt markets
should gradually diminish over time, because the European convert-
ible debt market is evolving towards the US convertible debt market.
For example, in the article ‘Changing the face of equity-linked
issuance’ published in Corporate Finance (August 2000), we read:
‘(…) the European convertibles market is shifting towards one which looks
much more like the US, which is dominated by smaller technology-oriented
companies and far less populated than Europe with top-rated blue chips.
(…) Bankers believe that Europe’s convertibles market is already develop-
ing in line with the US template.’
In contrast with this statement however, we find that most of the dif-
ferences in the European and US convertible debt (issuer) character-
istics uncovered by our study are persistent (and sometimes even
increasing) over our research window 1990-2002.
The remainder of this article is organized as follows. The next sec-
tion describes our sample selection procedure. Section III discusses the
security design differences across European and US convertible debt.
Section IV compares the stockholder reactions induced by the
announcements of European and US convertibles. Section V presents
535our analysis of firm-related and institutional differences across the
European and the US convertible debt market. Section VI concludes
the paper.
II. SAMPLE SELECTION PROCEDURE
The sample of European convertible debt issues used in this study was
constructed by retrieving a list of all convertible debt offerings made
by Western European companies during the period 1990-2002 from
Bloomberg Thomson Financial. We thus obtained an initial dataset of
524 observations. Subsequently, we applied the following criteria to
select offerings for inclusion in our final sample:
– The offering must be made by an industrial company (exclude
financial companies and regulated public utilities) headquartered in
Western Europe (exclude subsidiaries of non-Western European
firms);
– The offering must be convertible in the issuing firm’s stock (exclude
exchangeables);
– Security design data must be available on Bloomberg;
– The offering announcement date must be available on Bloomberg,
and should not include other confounding corporate event
announcements (e.g., announcements of dividend payments or other
security offerings);1
– The issuing firm’s daily stock price data for the full calendar year
preceding the announcement date must be available on Datastream;
– The issuing firm’s accounting data for the fiscal year-end immedi-
ately prior to the announcement date must be available on Data-
stream.
The final Western European convertible debt sample contains
222 offerings made by 168 different firms.2
The sample of US convertibles was constructed in the same man-
ner. Our initial US convertible debt dataset consisted of a list of 1.092
convertibles retrieved from Bloomberg. After applying analogous
selection criteria as the ones outlined above, we obtained a final sam-
ple of 670 offerings made by 486 different US-based firms.
Table 1 presents the number of European and US convertible debt
offerings sorted by issue year. We see that the temporal dispersion of
our two convertible debt samples is largely similar. More particularly,
536both in the European and in the US sample, there is a clustering of
offerings towards the end of the research period: approximately 50%
of the sample issues are made during the window 1999-2002.
III. DIFFERENCES IN SECURITY DESIGN CHARACTERISTICS
ACROSS EUROPEAN AND US CONVERTIBLES
A. Measurement
In this section, we test whether European convertible debt offerings
have a larger debt component than US convertibles (as is often sug-
gested in the popular financial press). When firms issue convertibles,
they can decide how debt-like or equity-like the convertible debt will
be by specifying several security design parameters, such as the
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TABLE 1
European and US convertible debt offerings sorted per issue year
Number of offerings (Cumulative %)
European convertibles US convertibles
1990 4 (1.80%) 18 (2.69%)
1991 8 (5.41%) 34 (7.76%)
1992 7 (8.56%) 32 (12.54%)
1993 17 (16.22%) 43 (18.96%)
1994 18 (24.32%) 16 (21.34%)
1995 4 (26.13%) 27 (25.37%)
1996 8 (29.73%) 64 (34.93%)
1997 22 (39.64%) 76 (46.27%)
1998 24 (50.45%) 44 (52.84%)
1999 28 (63.06%) 49 (60.15%)
2000 36 (79.28%) 89 (73.43%)
2001 26 (90.99%) 124 (91.94%)
2002 20 (100.00%) 54 (100.00%)
Total 222 670
The European convertible debt sample consists of 222 offerings made by Wes-
tern European industrial firms between 1990 and 2002. The US convertible debt
sample consists of 670 offerings made by US industrial firms between 1990 and
2002.conversion premium, the convertible debt maturity, the level of post-
conversion equity dilution and callability. Ceteris paribus, convert-
ibles with a high conversion premium are more debt-like in nature,
since they have a small probability of ever being converted into equity.
Conversely, convertibles with a long maturity are more equity-like in
nature, because they have a higher likelihood of becoming in the
money over their lifetime (and hence, a higher conversion probabil-
ity). The level of post-conversion equity dilution (calculated as the
number of new shares issued upon conversion divided by the number
of new shares plus the number of old shares outstanding at fiscal-year
end before the announcement date) is also positively related to the
equity component embedded in the convertibles. Lastly, callable con-
vertibles are more equity-like in nature than their non-callable coun-
terparts. The reason is that, by calling its outstanding convertible debt,
the issuing firm can force the convertible bondholders to convert their
bonds into equity before maturity.3 Hence, callable convertibles will
be converted into equity in more states of the world than non-callable
convertibles (Nyborg (1995)).4
All of these security design measures however have the disadvan-
tage that they only capture one specific aspect of the convertible debt
design. Therefore, we also include a more comprehensive convertible
debt design measure in our analysis, being the convertible debt delta
(also used by Burcalu (2000)). The delta measures the sensitivity of
the convertible bond value to its underlying common stock value.
It simultaneously takes into account the convertible debt maturity and
the conversion premium (and hence also the level of post-conversion
equity dilution, since this variable is inversely related to the conver-
sion premium), thereby providing a more complete picture of the con-
vertible debt design than the individual security features outlined
above. More particularly, under the standard Black and Scholes (1973)
assumptions, the delta can be represented by the following formula:
(1)
With δ: Continuously compounded dividend yield for the fiscal
year-end immediately preceding the announcement date;




































538T: Initial convertible debt maturity (expressed in years);
N(.): Cumulative probability under a standard normal distribu-
tion function;
S: Price of the underlying stock measured one week prior to
the announcement date (in order to abstract from the
impact that the convertible debt announcement might have
on the issuing firm’s stock price);
X: Conversion price;
r: For the European convertibles: the continuously com-
pounded yield on a 5-year German Treasury Bond (mea-
sured on the announcement date); for the US convertibles:
the continuously compounded yield on a 10-year US Trea-
sury Bond (measured on the announcement date);5
σ: Stock return volatility per annum, estimated from the con-
tinuously compounded equity return measured over the
period 240 to 40 trading days prior to the announcement
date.
A high delta (approaching 1) means that the convertible bond is
very sensitive to its underlying common stock and subsequently has
a large equity component. Inversely, a low delta value indicates that
the convertible is structured to be highly debt-like in nature.
To assess the statistical significance of the differences between the
continuous security design measures across the European and the US
sample, we use a parametric two-sample t-test and a non-parametric
two-sample Wilcoxon test. The continuous security design character-
istics are all winsorized at the 99th and the 1st percentile, in order to
reduce the influence of potential outliers.6 To determine the statistical
significance of the difference in the proportion of callable convert-
ibles across the European and the US sample in turn, we use a χ2-test
statistic (i.e., the outcome of a contingency table analysis).
B. Findings
Table 2 presents our univariate test results on the security design char-
acteristics of European versus US convertibles. In Panel A, we report
full-sample test results. In Panels B and C, we provide separate test
results for convertibles issued in the window 1990-1998 and for con-
vertibles issued in the window 1999-2002, respectively. By means of
this split-sample analysis, we want to examine whether the differences
539540
TABLE 2
Differences in security design characteristics across European and
US convertibles
Panel A: Research window 1990-2002 (full sample)
Security design European US Test statistics
measure convertibles convertibles for differences
(1) (2) across (1) and (2)
Conversion  Average: 1.17 Average: 1.23 t-test: –3.76*** 
premium Median: 1.17 Median: 1.21 Wilcoxon test: 
–2.94***
Maturity (years) Average: 6.71 Average: 10.25 t-test:  –11.17*** 
Median: 5.48 Median: 7.03 Wilcoxon test:  
–9.87***
Post-conversion  Average: 0.10 Average: 0.12 t-test:  –1.92* 
equity dilution Median: 0.07 Median: 0.10 Wilcoxon test:  
–4.44***
Call dummy = 1 78.38% 98.36% x2-test: 107.77***
Delta Average: 0.63  Average: 0.82  t-test:  –16.73*** 
Median: 0.63 Median: 0.84 Wilcoxon test:  
–15.39***
Panel B: Convertibles issued between 1990 and 1998
Security design  European US Test statistics 
measure convertibles convertibles  for  differences
(1) (2) across (1) and (2)
Conversion  Average: 1.15 Average: 1.23 t-test: –3.59*** 
premium Median: 1.14 Median: 1.20 Wilcoxon test: 
–5.05***
Maturity (years) Average: 7.77 Average: 9.77 t-test: –4.92***
Median: 7.00 Median: 9.89 Wilcoxon test: 
–4.48***
Post-conversion  Average: 0.10 Average: 0.12 t-test: –1.79*
equity dilution Median: 0.06 Median: 0.11 Wilcoxon test: 
–4.93***
Call dummy = 1 81.25% 99.72% χ2-test: 64.51***
Delta Average: 0.58 Average: 0.79 t-test: –11.86***
Median: 0.58 Median: 0.81 Wilcoxon test: 
–11.05***between European and US convertibles tend to become smaller over
time (as is often claimed in the popular financial press).7
Our full-sample results presented in Panel Aprovide strong support
for the common belief that European convertibles are more debt-like
in nature than US convertibles. More specifically, we see that the
maturity, the level of post-conversion equity dilution, the proportion
of callable offerings and the delta (i.e., our main equity component
measure) are all significantly smaller for European convertibles than
for US convertibles. Our only finding that is inconsistent with the
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Panel C: Convertibles issued between 1999 and 2002
Security design  European US Test statistics 
measure convertibles convertibles  for  differences
(1) (2) across (1) and (2)
Conversion Average: 1.20 Average: 1.22 t-test: –1.79*
premium Median: 1.24 Median: 1.22 Wilcoxon test: 0.66
Maturity (years) Average: 5.63 Average: 10.78 t-test: –10.89***
Median: 5.00 Median: 7.00 Wilcoxon test: 
–9.73***
Post-conversion Average: 0.10 Average: 0.12 t-test: –1.69*
equity dilution Median: 0.08 Median: 0.10 Wilcoxon test: 
–2.00**
Call dummy = 1 75.45% 96.84% χ2-test: 47.03***
Delta Average: 0.66 Average: 0.85 t-test: –13.60***
Median: 0.66 Median: 0.87 Wilcoxon test: 
–11.57***
Conversion premium is the conversion price divided by the stock price measured
one week prior to the announcement date. Maturity denotes the initial maturity
of the offering. Post-conversion equity dilution is the number of shares issued
assuming full conversion of the convertibles divided by (1) the total number of
shares outstanding at fiscal year-end before the offering announcement and (2) the
number of shares issued assuming full conversion. Call dummy equals one for
callable bonds, and equals zero for non-callable bonds. Delta measures the sen-
sitivity of the convertible debt value to its underlying common stock value
(cf. Equation (1)).
* Significant at the 0.10 level
** Significant at the 0.05 level
*** Significant at the 0.01 levelpopular claim that European convertibles have a larger debt compo-
nent than US convertibles is that the conversion premium for Euro-
pean convertibles is significantly smaller than the conversion premium
for US convertibles. Further in the paper, we will provide a possible
explanation for this last result.
Acomparison of the split-sample test results reported in Panels B and
C reveals that the differences in the security design characteristics of
European and US convertibles remain stable over time. It should how-
ever be noted that both European and US convertibles tend to become
substantially more equity-like over the last part of our research window.
More specifically, the average delta of the European convertibles
increases from 0.58 in the first subperiod to 0.66 in the second subpe-
riod (t-statistic for difference in the average delta values across the two
subperiods equals 6.83, p-value < 0.0001), and the average delta of the
US convertibles rises from 0.79 in the first subperiod to 0.85 in the sec-
ond subperiod (t-statistic for difference in the average delta values
across the two subperiods equals 3.92, p-value = 0.0001).
IV. DIFFERENCES IN STOCKHOLDER REACTIONS TO
EUROPEAN AND US CONVERTIBLE DEBT
ANNOUNCEMENTS
A. Testable hypothesis
Myers and Majluf (1984) argue that, in an environment with asym-
metric information about firm value, stockholders will interpret risky
security offerings as a signal that the issuing firm is overvalued. As a
consequence, all risky security offering announcements are predicted
to have a negative influence on the issuing firm’s stock price. Never-
theless, the announcement effect associated with relatively more debt-
like securities should be less negative than the announcement effect
associated with relatively more equity-like securities. The reason is that
the payoffs of debt-like securities are less sensitive to firm value, so that
these offerings are less likely to be inspired by opportunistic issuer
motivations (i.e., taking advantage of a temporary firm overvaluation).
Since the previous section revealed that European convertibles have
a larger debt component than US convertibles, we thus expect the for-
mer securities to induce less negative stockholder reactions than the
latter securities.
542B. Measurement
To determine the abnormal stock returns at the announcements of Euro-
pean and US convertibles, we use standard event study methodology
as described in Dodd and Warner (1983). Our proxy for the market
index is the Datastream benchmark index for the country of domicile
of the issuing company. The Datastream benchmark indices are value-
weighted market indices calculated analogously for all countries, which
makes them very suitable for a cross-country analysis like ours. Our
results remain however virtually similar when we use other market
index proxies (e.g., market indices provided by the specific stock mar-
kets on which our sample firms are listed; a pan-European Datastream
benchmark index instead of different Datastream benchmark indices
for each of our Western European sample countries; etc.).8
According to Mikkelson and Partch (1986), event studies that exclu-
sively rely on a pre- or a post-event estimation window might yield
biased test results. Therefore, in line with Dann and Mikkelson (1984)
and Lewis, Rogalski and Seward (2003), we estimate the market
model regressions over the combined pre- and post-event estimation
windows (–200,–61) and (61,200). Our test results are however insen-
sitive to the use of alternative estimation windows (e.g., the pre-event
window (–200,–61)).9
For assessing the statistical significance of the abnormal return esti-
mates within the European and the US convertible debt sample, we use
a Patell (1976) Z-test. Since daily abnormal returns are reported to be
highly non-normal in nature (Campbell, Lo and MacKinlay (1997)), we
cross-check the conclusions obtained by this parametric test by means of
a non-parametric Wilcoxon signed-rank test. Significance levels were
highly similar. For determining the abnormal return differences across the
European and US convertible debt sample in turn, we use a parametric
two-sample t-test and a non-parametric two-sample Wilcoxon test.
C. Findings
Table 3 provides an overview of the cumulative abnormal stock returns
computed over several windows surrounding the convertible debt
announcement date (= day 0).
Our full-sample analysis reported in Panel A indicates that both Euro-
pean and US convertible debt announcements induce a significant nega-





Daily abnormal stock returns around European and US convertible debt offering announcements
Panel A: Research window 1990-2002 (full sample)
Interval Average (median) AR % Negative Z-statistic Test statistics for differences
(%) AR’s across EU and US sample
1. Pre-announcement period window
(–60,–2) EU: 2.86 (3.97) 40.99 2.48** t-test: –6.11***
US: 14.29 (9.98) 29.15 11.80*** Wilcoxon test: –4.84***
2. Announcement period windows
(–1,0) EU: –1.18 (–1.09) 64.41 –4.14*** t-test: 5.01***
US: –2.97 (–2.54) 70.00 –16.59*** Wilcoxon test: 4.33***
0 EU: –1.34 (–1.08) 68.08 –7.59*** t-test: 2.00**
US: –1.87 (–1.86) 69.25 –14.66*** Wilcoxon test: 2.16**
(0,1) EU: –1.42 (–1.24) 64.41 –5.37*** t-test: 1.08
US: –1.78 (–1.84) 64.78 –10.39*** Wilcoxon test: 1.49
3. Post-announcement period window
(2,60) EU: –0.91 (–0.58) 51.35 –0.77 t-test: 0.27
US: –1.36 (0.84) 47.61 –1.00 Wilcoxon test: 0.495
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Panel B: Convertibles issued between 1990 and 1998
Interval Average (median) AR % Negative Z-statistic Test statistics for differences
(%) AR’s across EU and US sample
1. Pre-announcement period window
(–60,–2) EU: 2.81 (2.74) 41.96 1.41 t-test: –2.77***
US: 8.79 (8.11) 31.44 7.04*** Wilcoxon test: –3.04***
2. Announcement period windows
(–1,0) EU: –0.42 (–0.50) 61.61 –1.08 t-test: 3.75***
US: –1.91 (–1.84) 67.80 –9.76*** Wilcoxon test: 3.54***
0 EU: –0.49 (–0.55) 61.60 –3.16*** t-test: 2.17**
US: –1.14 (–1.48) 67.80 –7.63*** Wilcoxon test: 2.60***
(0,1) EU: –0.65 (–0.68) 60.71 –2.58*** t-test: 0.91
US: –1.06 (–1.45) 62.15 –5.27*** Wilcoxon test: 1.22
3. Post-announcement period window
(2,60) EU: –1.16 (–0.81) 51.79 –0.46 t-test: 0.82
US: –2.01 (–1.10) 51.69 –1.75* Wilcoxon test: 0.585
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6 Panel C: Convertibles issued between 1999 and 2002
Interval Average (median) AR % Negative Z-statistic Test statistics for differences
(%) AR’s across EU and US sample
1. Pre-announcement period window
(–60,–2) EU: 2.90 (6.31) 40.00 2.10** t-test: –5.60***
US: 20.43 (13.63) 26.58 9.73*** Wilcoxon test: –4.04***
2. Announcement period windows
(–1,0) EU: –1.96 (–1.59) 67.27 –4.80*** t-test: 3.71***
US: –4.15 (–4.01) 72.47 –13.83*** Wilcoxon test: 3.05***
0 EU: –2.21 (–2.01) 74.55 –7.60*** t-test: 1.20
US: –2.69 (–2.67) 70.89 –13.28*** Wilcoxon test: 1.13
(0,1) EU: –2.20 (–1.85) 68.18 –5.03*** t-test: 0.22
US: –2.61 (–2.59) 67.72 –9.55*** Wilcoxon test: 1.09
3. Post-announcement period window
(2,60) EU: –0.66 (–0.57) 50.91 –0.62 t-test: 0.23
US: –0.48 (4.07) 43.04 –0.40 Wilcoxon test: 1.12
‘EU’ indicates the sample of European convertibles, ‘US’ indicates the sample of US convertibles. Abnormal stock returns are calcu-
lated by means of the market model, with the market index proxied by the Datastream benchmark index for the issuing firm’s country
of domicile. Market model regressions are estimated over the windows (–200,–61) and (61,200) relative to the announcement dates
retrieved from Bloomberg. All equity returns are continuously compounded and based on stock prices expressed in the local currency
of the issuing firm’s country of domicile.
*  Significant at the 0.10 level
**  Significant at the 0.05 level
***  Significant at the 0.01 levelwith European convertibles is significantly less negative in windows
(–1,0) and (0) than the announcement effect associated with US convert-
ibles. This finding is in line with our testable hypothesis, as well as with
findings reported by previous European and US-based studies (cf. supra).
Our event study analysis also reveals that both European and US
convertible debt announcements are preceded by a significant positive
abnormal stock runup. Nevertheless, the stock runup prior to European
convertible debt announcements is significantly smaller than the stock
runup prior to US convertible debt announcements (i.e., 2.86% ver-
sus 14.29% on average). Over the post-announcement window (2,60),
we detect no abnormal stock price behavior in either of our two con-
vertible debt samples.
In Panels B and C, we report split-sample abnormal return estimates
for convertibles issued prior to 1999 and for convertibles issued from
1999 onwards. Our evidence indicates that the difference between the
day-0 announcement effects of European and US convertibles
decreases over time. In particular, whereas the difference in the day-
0 abnormal returns is significant at less than 5% during the period
1990-1998 (Panel B), it is no longer significant during the window
1999-2002 (Panel C). The difference between the abnormal returns
measured over the two-day event window (-1,0) however remains sig-
nificant during our four last sample years.
It is worth noting that the announcement effects associated with both
European and US convertible debt offerings become considerably more
negative towards the end of our research window. More specifically, the
day-0 abnormal returns for the European (US) sample drop from –0.49%
(–1.14%) on average over the window 1990-1998 to –2.21% (–2.69%)
on average over the window 1999-2002 (t-statistic for difference in the
day-0 announcement returns across the two subperiods equals 3.85 for
the European sample (p-value = 0.0002) and equals 4.13 for the US sam-
ple (p-value<0.0001)). This is consistent with our earlier finding (cf. pre-
vious section) that both European and US convertible debt issues tend
to become significantly more equity-like over time.
V. POTENTIAL EXPLANATIONS FOR THE DIFFERENT
SECURITY DESIGN OF EUROPEAN AND US CONVERTIBLES
In Section III, we showed that European convertibles tend to have a
larger debt component than US convertibles. In this section, we
547explore some potential, non-mutually exclusive explanations for this
finding. First, we analyze the differences in the issuer characteristics
across our European and US convertible debt sample. Afterwards, we
examine whether the difference in the equity component size of Euro-
pean and US convertibles could be attributable to different institu-
tional features of the European and the US convertible debt markets.
A. Differences in issuer characteristics across the European and
the US convertible debt markets
1. Sectoral dispersion
In Table 4, we present the number (percentage) of European and US
convertible debt issuers sorted per sector. The sector classification is
based upon the FTSE World Actuaries sector codes (retrieved from
Datastream). The top five sectors of the European and the US con-
vertible debt issuer universe are printed in italic, with the sector’s posi-
tion added in parentheses.
Table 4 reveals that convertible debt issuance is not confined to a
specific industry sector: almost all FTSE sector codes are represented,
both in the European and in the US sample. Nevertheless, there seems
to be some industry clustering, especially in the I/T sector. More par-
ticularly, the sectors ‘I/T hardware’ and ‘Software and computer ser-
vices’ account for 16.86% of the European convertible debt issuers
and for 28.60% of the US convertible debt issuers.
The overlap between the top five sectors of our European and US
sample is very limited (i.e., only with respect to the two I/T-related
sectors). In the European sample, there is a larger representation of
companies from Old Economy sectors such as ‘Construction and
building materials’(8.72% of the European issuers versus 1.44% of the
US issuers) and ‘Food producers and processors’(6.40% of the Euro-
pean issuers versus 1.44% of the US issuers). To the extent that Old
Economy firms have a larger debt capacity than New Economy firms
(as documented e.g. by Houben and Kakes (2002)), this could explain
why European convertibles tend to have a larger debt component than
their US-based counterparts.
In the popular financial press, it is often stated that the European
convertible debt issuer universe is moving towards one that is look-
ing more like the US, i.e. towards more technology-oriented firms (cf.
quote provided in the introduction). In order to check whether this is
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effectively the case, we calculated the evolution in the relative im-
portance of each sector from the period 1990-1998 to the period 
1999-2002. Our results are represented in the ‘Evolution’ columns of
Table 4.
On the whole, we can conclude from these columns that there are
no drastic shifts in the sectoral dispersion of our sample firms: the
recorded percentage changes are mostly very small. For the European
sample, we see that there effectively is an increase in the relative
importance of technology-oriented sectors such as ‘Software and com-
puter services’, ‘Telecommunication services’ and ‘Media and enter-
tainment’, and this at the expense of more traditional sectors such as
‘Forestry and paper’and ‘Transport’. However, in the US sample, we
observe a similar trend. More specifically, the relative importance of
technology-driven industries such as ‘Pharmaceuticals and biotech’
and ‘I/T hardware’ sharply increases, whereas Old Economy sectors
such as ‘Household goods and textiles’ lose weight. Hence, we can
conclude that there is no convergence between the European and the
US convertible debt market with respect to the sectoral dispersion of
the issuing firms, as both markets seem to be moving in the same
direction.
2. Debt-related financing costs
a. Measurement
In this paragraph, we analyze the differences in firm-specific debt
financing costs across European and US convertible debt issuers. Since
convertibles issued by European firms tend to have a larger debt com-
ponent than convertibles issued by US firms, we expect the former
firms to have smaller debt-related costs than the latter.
The literature distinguishes three kinds of debt-related financing
costs, i.e. financial distress costs, adverse selection costs and moral
hazard costs. Financial distress costs arise when a firm is close to
bankruptcy due to an excessive debt level. They consist of trustee fees,
legal fees and other costs of reorganization or bankruptcy (Copeland
and Weston (1992)). Debt-related adverse selection costs are present
when there is asymmetric information about the current and future
risk of the issuing firm. As a result of this risk uncertainty, new
debtholders will require an additional lemon’s premium over the inter-




European and US convertible debt issuers divided per sector
Sector European issuers US issuers
Total sample Evolution Total sample Evolution
Aerospace and defense 2 (1.16%) +2.13% 7 (1.44%) –0.66%
Automobiles and parts 7 (4.07%) –1.86% 9 (1.85%) +0.48%
Beverages 4 (2.33%) +2.18% 0 (0.00%) –
Chemicals 3 (1.74%) –0.96% 4 (0.82%) –1.44%
Construction and building materials 15 (8.72%) (2) –2.71% 7 (1.44%) +0.08%
Distributors 0 (0.00%) – 0 (0.00%) –
Diversified industrial 3 (1.74%) –3.03% 4 (0.82%) –0.70%
Electronic and electric equipment 8 (4.65%) –2.87% 16 (3.29%) +0.53%
Engineering and machinery 14 (8.14%) (3) –0.63% 17 (3.50%) +0.91%
Food and drug retailers 1 (0.58%) +0.05% 9 (1.85%) –2.13%
Food producers and processors 11 (6.40%) (4) +0.38% 7 (1.44%) +0.30%
Forestry and paper 5 (2.91%) –5.05% 2 (0.41%) +0.02%
General retailers 9 (5.23%) –1.81% 25 (5.14%) –0.11%
Healthcare 3 (1.74%) +1.12% 33 (6.79%) (5) –3.38%
Household goods and textiles 6 (3.49%) +0.16% 17 (3.50%) –3.53%
I/T hardware 10 (5.81%) (5) –0.74% 85 (17.49%) (1) +6.85%
Leisure and hotels 8 (4.65%) +0.27% 21 (4.32%) –3.49%
Media and entertainment 11 (6.40%) (4) +2.45% 20 (4.12%) +3.21%
Mining 1 (0.58%) +1.06% 4 (0.82%) –1.06%
Oil and gas 5 (2.91%) +3.25% 25 (5.14%) –2.70%5
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Packaging 0 (0.00%) – 0 (0.00%) –
Personal care and household products 1 (0.58%) –1.01% 2 (0.41%) +0.02%
Pharmaceuticals and biotech 4 (2.33%) +0.11% 47 (9.67%) (3) +12.00%
Software and computer services 19 (11.05%) (1) +5.80% 54 (11.11%) (2) +3.92%
Steel and other metals 5 (2.91%) +2.24% 1 (0.21%) +0.38%
Support services 3 (1.74%) –0.96% 37 (7.61%) (4) –5.91%
Telecommunication services 6 (3.49%) +3.30% 20 (4.12%) –0.89%
Tobacco 0 (0.00%) – 1 (0.21%) +0.38%
Transport 8 (4.65%) –2.87% 12 (2.47%) –2.47%
Total 172 0.00% 486 0.00%
The European sample consists of 172 different Western European firms that issued convertibles between 1990 and 2002. The US
sample consists of 468 different US firms that issued convertibles between 1990 and 2002. The sector classification is based upon the
FTSE World Actuaries sector codes. The top five sectors (i.e., the sectors with the largest issuer representation) for the European and
the US sample are printed in italic, with the sector’s position added in parentheses. The columns labeled ‘Total sample’ describe the
sector classification of all sample firms. The columns labeled ‘Evolution’ describe the evolution (% increase (+) / % decrease (–)) in
the proportion of European and US sample firms classified in each sector from the period 1990 – 1998 to the period 1999 – 2002.(Brennan and Schwartz (1988)). Debt-related moral hazard costs in
turn arise because debt contracts may give stockholders an incentive
to invest suboptimally. More specifically, debt may either induce
stockholders to overinvest in projects with a negative NPV (i.e., the
asset substitution problem described by Jensen and Meckling (1976))
or to underinvest in projects with a positive NPV (i.e., the debt over-
hang problem described by Myers (1977)). Provided that debtholders
correctly anticipate these harmful investment incentives, stockholders
will have to bear the debt-related moral hazard costs in the form of a
higher risk premium on the corporate debt.
In our empirical tests, we use the following proxy variables for cap-
turing the debt-related problems described above. All accounting num-
bers are measured at fiscal year-end preceding the convertible issue.
First, in line with Mayers (1998) and Lewis et al. (1999), we include
the leverage ratio, calculated as the ratio of long term debt to total
assets. Firms with a high leverage ratio are hypothesized to have a
high probability of financial distress, and thus a large cost of attract-
ing new debt capital. Our second debt cost proxy (also used by Marsh
(1982) and Lewis et al. (2003)) is the daily stock return volatility,
measured over the window (-240,-40) relative to the convertible debt
announcement date. Firms with volatile stock returns tend to have a
high operational and financial risk, and thus a high likelihood of finan-
cial distress. Moreover, for these firms, there is a large degree of
uncertainty about firm risk, resulting in high adverse selection costs
(Brennan and Schwartz (1988)). As a last debt cost measure, we
include the ratio of fixed assets to total assets (also used by MacKie-
Mason (1990)). According to Myers (1977), debt-related over- and
underinvestment problems should be less severe when firm value
depends heavily on committed assets in place, thus leaving less room
for discretionary managerial investment decisions. Hence, the fixed
assets ratio serves as an (inverse) proxy for the level of debt-related
moral hazard costs associated with our sample firms.
b. Findings
In Table 5, we report our univariate test results on the differences in
the debt-related costs associated with European and US convertible
debt issuers.
Panel Areveals that our European sample firms have a significantly
smaller leverage ratio and stock return volatility and a significantly
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TABLE 5
Differences in debt-related costs across European and US convertible debt
issuers
Panel A: Research window 1990-2002 (full sample)
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Long term debt/TA Average: 0.19 Average: 0.21 t-test: –1.84*
Median: 0.15 Median: 0.18 Wilcoxon test: 
–2.28**
Stock return  Average: 0.03 Average: 0.04 t-test: –11.63***
volatility Median: 0.02 Median: 0.03 Wilcoxon test: 
–10.14***
Fixed assets/TA (–) Average: 0.31 Average: 0.27 t-test: 2.19**
Median: 0.27 Median: 0.21 Wilcoxon test: 
2.36**
Panel B: Convertibles issued between 1990 and 1998
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Long term debt/TA Average: 0.16 Average: 0.21 t-test: –2.93***
Median: 0.14 Median: 0.18 Wilcoxon test: 
–2.14**
Stock return  Average: 0.02 Average: 0.03 t-test: –11.25***
volatility Median: 0.02 Median: 0.03 Wilcoxon test: 
–9.65***
Fixed assets/TA (–) Average: 0.34 Average: 0.30 t-test: 1.72*
Median: 0.32 Median: 0.23 Wilcoxon test: 
2.22**
higher proportion of fixed assets than our US sample firms. We thus
obtain strong support for our hypothesis that European convertible
debt issuers should have smaller debt-related costs than US convert-
ible debt issuers.
It should be noted that, according to the signaling model of Bren-
nan and Kraus (1987), the conversion premium is positively related tothe stock return volatility of the issuing firm. Hence, our earlier find-
ing that US convertibles tend to have a significantly higher conversion
premium (cf. Section III) could be explained by the fact that US
issuers have a significantly higher stock return volatility than their
European counterparts.10
In Panels B and C, we provide split-sample univariate test results
for convertibles issued before 1999 and for convertibles issued from
1999 onwards. We see that both European and US convertible debt
issuers tend to have higher debt-related costs during the last four sam-
ple years (changes in all debt-related cost proxies for the European
sample are significant at less than 1%, and changes in the stock return
volatility and the fixed assets ratio for the US sample are significant
at less than 1%).11 This could explain our earlier finding that both
European and US convertible debt offerings become significantly
more equity-like towards the end of our sample period (cf. Section
III). The debt-related costs of the European convertible debt issuers
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Panel C: Convertibles issued between 1999 and 2002
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Long term debt/TA Average: 0.21 Average: 0.21 t-test: 0.02
Median: 0.17 Median: 0.17 Wilcoxon test: 
–1.38
Stock return  Average: 0.03 Median: 0.05 t-test: –9.14***
volatility Average: 0.05 Median: 0.04 Wilcoxon test: 
–7.41***
Fixed assets/TA (–) Average: 0.27 Average: 0.24 t-test: 1.44
Median: 0.22 Median: 0.18 Wilcoxon test: 1.05
Long term debt/TA is debt with a maturity > 1 year divided by the book value
of total assets, measured at fiscal year-end prior to the announcement date. Stock
return volatility denotes the standard deviation of the daily stock returns estima-
ted over the window (–240, –40) relative to the announcement date. Fixed
assets/TA is the amount of fixed assets divided by the book value of total assets,
measured at fiscal year-end prior to the announcement date.
*  Significant at the 0.10 level
**  Significant at the 0.05 level
***  Significant at the 0.01 levelhowever increase more strongly than the debt-related costs of the US
convertible debt issuers, so that the differences between the debt-
related costs associated with European and US issuers decrease over
time. In particular, whereas the differences between the leverage ratios
and the fixed assets ratios of European and US issuers are statistically
significant over the window 1990-1998 (Panel B), they are no longer
significant over the window 1999-2002 (Panel C).
It should be recalled that, unlike the differences in the debt cost
proxies, the difference in the equity component size of European and
US convertibles does not diminish over time (cf. Section III). We can
thus conclude that the different security design of European and US
convertible debt cannot solely be attributable to differences in debt-
related financing costs across European and US issuers.
3. Equity-related financing costs
a. Measurement
Another plausible explanation for the relatively more debt-like struc-
ture of European convertibles is that European convertible debt issuers
face higher equity-related adverse selection costs than US convertible
debt issuers. As noted above, equity-related adverse selection costs
arise from the fact that, in an environment with asymmetric informa-
tion about firm value, stockholders automatically infer from an
equity(-linked) security offering that the firm is overvalued. As a
result, firm value drops at the announcement of equity(-linked) secu-
rity issues (Myers and Majluf (1984)). The higher the perceived level
of firm overvaluation, the more severe this equity-related adverse
selection problem.
In order to test the hypothesis that European convertible debt
issuers have higher equity-related financing costs than US convert-
ible debt issuers, we use the following proxy variables. Again, all
accounting numbers are measured at fiscal year-end preceding the
convertible issue. First, we include the amount of slack capital, cal-
culated as the ratio of cash plus marketable securities divided by total
assets. When a firm with sufficient slack capital issues risky securi-
ties, stockholders are more likely to infer that this firm is overvalued,
since undervalued firms would rather resort to internal slack financ-
ing (according to the pecking order theory of Myers and Majluf
(1984)). Therefore, firms with a large amount of slack capital are
555expected to incur high equity-related adverse selection costs (de Jong
and Veld (2001)). As a second equity cost proxy, we use the raw pre-
announcement stock price runup, measured over the window (–75,–1)
relative to the announcement date. Stockholders may interpret a large
pre-announcement stock runup as a signal of opportunistic timing
behavior, which again results in high equity-related financing costs
(Lucas and McDonald (1990)).
On the other hand, Choe, Masulis and Nanda (1993) argue that the
equity-related adverse selection problem should be less severe for
offerings announced after a high stock market runup, since informa-
tion asymmetries for the economy as a whole tend to be smaller dur-
ing market expansions. We therefore use the pre-announcement mar-
ket runup (calculated as the return on the Datastream benchmark
index for the issuing firm’s country of domicile, realized over
the window (–75,–1) relative to the announcement date) as a third
(inverse) proxy for the level of equity financing costs faced by our
sample firms. Our last equity cost measure is the relative issue size,
calculated as the issue size divided by the market value of equity.
According to the model of Krasker (1986) (i.e., a generalization of
the Myers and Majluf (1984) model), this variable should be a direct
measure for the level of equity-related adverse selection costs
incurred by the issuing firm. All of the equity-related cost proxies
included in our study are widely used in the literature (see e.g. de
Jong and Veld (2001) and Lewis et al. (2003)).
b. Findings
Table 6 presents our univariate test results on the differences in equity-
related financing costs across European and US convertible debt issu-
ing firms.
Panel Aof the table indicates that European convertible debt issuers
actually have significantly smaller values on all of our equity-related
cost measures, except for the pre-announcement market runup. Hence,
we can conclude that the relatively more debt-like design of European
convertibles can not be attributed to the fact that European issuers
face higher equity financing costs than US issuers.
In Panels B and C, we again report split-sample univariate test
results for convertibles issued prior to 1999 and for convertibles issued
from 1999 onwards. The panels reveal that the differences in the
equity-related cost measures for European and US issuers are stable
556over our research window: only the difference in the relative issue
sizes becomes insignificant during the window 1999-2002. In contrast
with the debt-related cost proxies, there is no general time trend in the
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TABLE 6
Differences in equity – related costs across European and us convertible
debt issuers
Panel A: Research window 1990-2002 (full sample)
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Slack Average: 0.12 Average: 0.20 t-test: –8.17***
Median: 0.09 Median: 0.11 Wilcoxon test: 
–2.71***
Stock runup Average: 0.06 Average: 0.18 t-test: –4.80***
edian: 0.08 Median: 0.14 Wilcoxon test: 
–4.27***
Market runup Average: 0.05 Average: 0.03 t-test: 1.59
Median: 0.04 Median: 0.04 Wilcoxon test: 1.36
Issue size/MV equity Average: 0.17 Average: 0.19 t-test: –2.09**
Median: 0.13 Median: 0.15 Wilcoxon test: 
–2.59***
Panel B: Convertibles issued between 1990 and 1998
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Slack Average: 0.11 Average: 0.16 t-test: –3.49***
Median: 0.09 Median: 0.08 Wilcoxon test: 0.39
Stock runup Average: 0.09 Average: 0.15 t-test: –2.40**
Median: 0.08 Median: 0.14 Wilcoxon test: 
–2.54***
Market runup Average: 0.06 Average: 0.07 t-test: –0.86
Median: 0.07 Median: 0.06 Wilcoxon test: 0.54
Issue size/MV equity Average: 0.17 Average: 0.25 t-test: –4.04***
Median: 0.15 Median: 0.20 Wilcoxon test: 
–4.23***values of the equity-related cost proxies. More particularly, both for
the European and the US sample firms, some proxy variables (e.g.,
slack capital) show increasing equity-related costs, whereas other
proxy variables (e.g., relative issue size) show decreasing equity-
related costs over time.
4. Multivariate analysis
a. Measurement
In order to test the robustness of our different univariate test
results, we also conduct a multivariate logistic regression analysis of
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Panel C: Convertibles issued between 1999 and 2002
Variable European US Test statistics for
convertibles convertibles differences across
(1) (2) (1) and (2)
Slack Average: 0.12 Average: 0.27 t-test: –7.89***
Median: 0.08 Median: 0.18 Wilcoxon test: 
–4.23***
Stock runup Average: 0.04 Average: 0.21 t-test: –4.24***
Median: 0.06 Median: 0.12 Wilcoxon test: 
–2.79***
Market runup Average: 0.03 Average: –0.01 t-test: 3.53***
Median: 0.02 Median: –0.01 Wilcoxon test: 
3.40***
Issue size/MV equity Average: 0.16 Average: 0.11 t-test: 1.40
Median: 0.11 Median: 0.11 Wilcoxon test: 0.72
Slack denotes the sum of cash and marketable securities divided by total assets,
measured at fiscal year-end prior to the announcement date. Stock runup is the
cumulative raw stock return realized over the window (–75,–1) relative to the
announcement date. Market runup is the cumulative return on the Datastream
benchmark index for the issuing firm’s country of domicile, measured over the
window (–75,–1) relative to the announcement date. Issue size/MV equity is the
issue size divided by the market value of common equity, measured one week
prior to the announcement date.
*  Significant at the 0.10 level
**  Significant at the 0.05 level
***  Significant at the 0.01 levelthe differences in the characteristics of European and US convert-
ible debt issuers. The dependent variable of this regression analysis
equals one for convertibles issued by European firms, and equals
zero for convertibles issued by US firms. As independent variables,
we use all of the debt- and/or equity-related cost proxies discussed
above. In addition, we include two control variables that could act
as proxies for both debt- and equity-related financing costs. First, we
control for the issuing firm’s growth opportunities with the market
to book ratio, calculated as the sum of total assets plus the market
value of common equity minus the book value of common equity
divided by total assets. Firms with many growth opportunities are
more difficult to value, which results in high debt-related financial
distress costs and equity-related adverse selection costs (Lewis et
al. (2003)). Debt-related over- and underinvestment problems may
also be larger for firms with many growth options, because stock-
holders and bondholders may disagree over the optimal exercise of
the options (Barclay and Smith (1995)). Hence, the market to book
ratio acts as a proxy for both debt- and equity-related financing
costs.
As a second control variable, we include the issuing firm size, mea-
sured by the natural logarithm of the book value of total assets
(expressed in constant December 2002 dollars by means of the IMF
monthly Consumer Price Index for Europe and for the US). Since both
debt-related financial distress costs and equity-related adverse selec-
tion costs should be smaller for large companies (Krishnaswami and
Yaman (2004)), firm size acts as an inverse proxy for the level of
external financing costs in general.
b. Findings
Table 7 reports our logistic regression results. We see that these results
largely confirm the findings obtained through the separate univariate
tests. The only differences are that the fixed assets/total assets ratio
becomes insignificant, whereas the market runup becomes significant.
The latter variable is estimated with a positive coefficient, which again
indicates that European convertible debt issuers face smaller equity-
related costs than US convertible debt issuers. The two control vari-
ables have insignificant regression parameters.
On the whole, our analysis of the differences in the characteristics
of European and US convertible debt issuers reveals that US
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TABLE 7
Logistic regression analysis of differences in firm characteristics across
European and US convertible debt issuers




Proxies for debt-related costs
Long term debt/TA –1.259***
(4.85)
Stock return volatility –56.040***
(45.84)
Fixed assets/TA (–) –0.164
(0.15)







Issue size/MV equity –1.625***
(6.42)
Control variables






The dependent variable equals one for convertibles issued by European firms, and
equals zero for convertibles issued by US firms. All firm-specific independent
variables are measured at fiscal year-end prior to the convertible debt announ-
cement date, unless otherwise indicated. Long term debt/TA is debt with a matu-
rity > 1 year divided by total assets. Stock return volatility denotes the standard
deviation of the daily stock returns estimated over the window (–240, –40) rela-
tive to the announcement date. Fixed assets/TA is the ratio of fixed assets divi-
ded by total assets. Slack denotes the sum of cash and marketable securities
divided by total assets. Stock runup is the cumulative raw stock return realized
over the window (–75,–1) relative to the announcement date. Market runup is
the cumulative return on the Datastream benchmark index for the issuing firm’s
country of domicile, measured over the window (–75,–1) relative to theconvertible debt issuers face both higher debt- and equity-related
financing costs than their European counterparts. Hence, the relatively
more equity-like design of US convertibles remains an unresolved
issue. One plausible explanation for this finding is that the debt-related
costs associated with US issuers are so important that these firms
mainly structure their convertible debt in order to mitigate these costs,
even at the expense of incurring some equity-related adverse selection
problems. This interpretation is in line with findings of a recent study
of Krishnaswami and Yaman (2004) on the security design determi-
nants of US convertible debt offerings.12
B. Institutional differences across the European and the US
convertible debt markets
Thus far, our search for an explanation of the security design differ-
ences across European and US convertibles has only focused on the
supply-side, i.e. on differences in the characteristics of European and
US convertible debt issuing firms. The popular financial press how-
ever suggests that the European and the US convertible debt markets
may also differ with respect to various non-firm-related aspects, e.g.
demand-side characteristics, tax and accounting regulations and other
institutional features. For example, in the article ‘2001 ways to use
convertibles’ published in Corporate Finance (February 2001), we
read:
‘Part of the difference (between European and US convertibles) is explained
in the mentality of the end-users. In the US (…), the investment banks that
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announcement date. Issue size/MV equity is the issue size divided by the mar-
ket value of common equity, measured one week prior to the announcement date.
Market to book ratio is calculated as (total assets + market value of common
equity measured one week prior to the announcement date – book value of com-
mon equity)/total assets. Ln(total assets) is the natural logarithm of the book
value of total assets, expressed in constant December 2002 dollars by means of
the IMF monthly Consumer Price Indices for Europe and the US. χ2-statistics are
inserted in parentheses.
*  Significant at the 0.10 level
**  Significant at the 0.05 level
***  Significant at the 0.01 leveldeal in the product normally locate their teams on the same floor as the
stock guys, and investors generally come from an equity background. All this
makes perfect sense in a market where venture capital and investment risk-
taking is part and parcel of the culture. Unlike the US, most dedicated con-
vertible funds in Europe operate with a bond fund mentality – complete with
longer-term outlooks and conservative targets. European investors prefer
stronger, more established credits, and generally look upon the convertibles
market as an extension to the bond market, with the focus on debt service
and equity coverage.’
In order to examine whether the different security design of Euro-
pean and US convertibles may be driven by non-firm-related dif-
ferences between the European and the US convertible debt market,
we conduct the following cross-sectional OLS regression analysis.
As dependent variable, we include our main equity component mea-
sure, i.e. the convertible debt delta. As independent variables, we
include all of the firm-specific debt and equity cost measures dis-
cussed above, as well as a Europe dummy equal to one for Euro-
pean convertibles, and equal to zero for US convertibles. The
regression coefficient of the Europe dummy captures the impact of
non-issuer-related differences between the European and US con-
vertible debt market on the convertible debt equity component
size.13
Table 8 presents our regression results. Since White’s test rejects the
null hypothesis of no heteroscedasticity, the reported t-statistics are
calculated by means of White’s heteroscedasticity-corrected standard
deviations.
The regression coefficients of the firm-specific variables indicate
that debt-related costs are more important convertible debt design
determinants than equity-related costs. More specifically, the para-
meter estimates of the leverage ratio and the stock return volatility are
significant and have the predicted positive impact on the convertible
debt equity component size. By contrast, none of the equity-related
cost proxies are significant.14 With respect to the control variables, we
find that firm size has a significant negative impact on the convertible
debt delta.
Our main variable of interest in this regression analysis however is
the Europe dummy. This variable is estimated with a highly signifi-
cant regression parameter. Hence, we obtain strong evidence for our
conjecture that the different security design of European and US con-
vertibles may partly be driven by non-issuer-related differences across
the European and the US convertible debt markets.
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TABLE 8
OLS regression analysis of impact of issuer characteristics and institutional
features on the size of the equity component of convertible debt




Proxies for debt-related costs
Long term debt/TA 0.051***
(2.84)
Stock return volatility 3.964***
(13.67)
Fixed assets/TA (–) 0.034
(1.10)







Issue size/MV equity 0.020
(0.59)
Control variables








The dependent variable used as proxy for the convertible debt equity component
size is the delta. The delta measures the sensitivity of the convertible debt value
to its underlying common stock value (cf. Equation (1)). All firm-specific inde-
pendent variables are measured at fiscal year-end prior to the convertible debt
announcement date, unless otherwise indicated. Long term debt/TA is debt with
a maturity > 1 year divided by total assets. Stock return volatility denotes the stan-
dard deviation of the daily stock returns estimated over the window (–240, –40)
relative to the announcement date. Fixed assets/TA is the ratio of fixed assets
divided by total assets. Slack denotes the sum of cash and marketable securitiesVI. SUMMARY AND CONCLUSION
In the popular financial press, it is often claimed that European con-
vertible debt is more debt-like in nature than US convertible debt.
This paper is the first to formally investigate the validity of this com-
mon belief. Our findings support that European convertibles effec-
tively have a larger debt component than US convertibles. In a next
step of our analysis, we compare the stockholder reactions upon the
announcements of European and US convertible debt offerings. We
find that European convertibles induce less negative abnormal stock
price reactions than US convertibles, which is consistent with the rel-
atively more debt-like structure of the former securities.
Subsequently, we examine some potential explanations for the dif-
ferent security design of European and US convertibles. Our analysis
of the differences in the firm characteristics reveals that US issuers
have both higher debt- and equity-related financing costs than Euro-
pean issuers. One plausible explanation for the relatively more equity-
like nature of US convertibles could then be that the debt-related prob-
lems associated with US issuers are much more severe than their
equity-related problems. As a result, US firms may design their con-
vertibles mainly in order to reduce debt-related costs, even at the
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divided by total assets. Stock runup is the cumulative raw stock return realized
over the window (–75,–1) relative to the announcement date. Market runup is the
cumulative return on the Datastream benchmark index for the issuing firm’s
country of domicile, measured over the window (–75,–1) relative to the announ-
cement date. Issue size/MV equity is the issue size divided by the market value
of common equity, measured one week prior to the announcement date. Market
to book ratio is calculated as (total assets + market value of common equity meas-
ured one week prior to the announcement date – book value of common
equity)/total assets. Ln(total assets) is the natural logarithm of the book value of
total assets, expressed in constant December 2002 dollars by means of the IMF
monthly Consumer Price Indices for Europe and the US. Europe dummy is equal
to one for convertibles issued by European firms, and equal to zero for conver-
tibles issued by US firms. t-statistics (calculated by means of White’s heteros-
cedasticity-corrected standard deviations) are inserted in parentheses.
*  Significant at the 0.10 level
**  Significant at the 0.05 level
***  Significant at the 0.01 levelexpense of incurring some additional equity-related costs. Neverthe-
less, our evidence indicates that supply-side differences between the
European and US convertible debt markets tell only part of the story.
More specifically, we find that the divergence in the equity component
size of European and US convertibles is also partly attributable to
non-firm-related differences between the European and the US con-
vertible debt markets.
Articles in the popular financial press often suggest that the secu-
rity- and issuer-related characteristics of European convertibles are
gradually shifting towards the security- and issuer-related character-
istics of US convertibles, so that the differences between the European
and US convertible debt markets should eventually disappear. Our
study casts doubt on this conjecture. More specifically, we show that
most of the security- and issuer-related dissimilarities between the
European and US convertible debt markets tend to remain stable over
time. Rather than converging towards each other, the European and US
convertible debt markets seem to be moving in the same direction.
For example, both European and US convertibles tend to become more
equity-like (with, as a consequence, more negative announcement
effects), and both the European and the US convertible debt issuer
universe tend to become more technology-oriented towards the end of
our sample period.
This study is relevant both from an academic and a practitioner’s
point of view. First, it offers a potential explanation for the divergence
in the results obtained by European and US-based studies on con-
vertible debt. Second, it has important implications for the appropri-
ate treatment of convertible bonds for taxation and financial reporting
purposes. More specifically, our results suggest that European con-
vertibles should receive a different (i.e., more debt-like) tax and
accounting treatment than US convertibles. Lastly, this study may also
be useful for investors that need to decide between adopting Euro-
pean or US convertibles in their portfolios. In particular, our findings
indicate that European convertibles are more appropriate for investors
with conservative targets, whereas US convertibles are more suitable
for investors with a high risk tolerance.
NOTES
1. Confounding announcements were identified by means of the Bloomberg Corporate
Actions Calendar, the Financial Times World Press Monitor, the Ebscohost database
and the company websites.
5652. The countries represented in our Western European convertible debt sample are
(ordered by decreasing numbers of convertible debt offerings): France, the UK, the
Netherlands, Switzerland, Germany, Sweden, Norway, Finland, Italy, Austria, Bel-
gium, Spain, Denmark and Greece.
3. Of course, this so-called ‘forced conversion’will only succeed if the conversion value
of the convertibles is higher than the call price. If this is not the case, convertible
bondholders will ask for redemption of their bonds (at the call price), thus leaving the
issuing firm with an additional debt burden.
4. More specifically, non-callable convertible bonds of non-dividend paying firms will
never be converted into equity before maturity. Non-callable convertible bonds of div-
idend paying firms will only be converted prior to maturity if the after-tax dividend
payments on the newly issued stocks exceed the after-tax coupon payments on the
convertibles (Asquith and Mullins (1991)).
5. The German interest rate plays a leading role in the European economy, hence our
choice for the yield on a German Treasury Bond as a proxy for the European risk-free
interest rate. Since the average (median) maturity of our European sample offerings
is only 6.71 (5.48) years, a 5-year Treasury Bond rate seems more appropriate than
the 10-year Treasury Bond rate used for the US convertible debt sample (which has
an average (median) maturity of 10.25 (7.03) years). Our test results are however
robust to the use of other proxies for the risk-free interest rate in the delta calculation
for the European convertibles, e.g. a US Treasury Bond rate instead of a German Trea-
sury Bond rate, a 10-year rate instead of a 5-year rate, etc. (detailed results of these
robustness checks are available upon request).
6. We applied the same winsorization procedure to all of the other continuous variables
discussed throughout this paper. All of our findings remain virtually similar when we
use unwinsorized data, or when we winsorize our data at the 95th and the 5th percentile
(detailed results of these robustness checks are available upon request).
7. We choose 01/01/1999 as cutoff point for our split-sample univariate analyses because,
both in the European and the US sample, approximately 50% of the offerings are
made after this date (cf. Table 1 supra). Our split-sample univariate test results remain
however qualitatively similar when we use other cutoff points (e.g. 01/07/1996, which
is exactly halfway our research window). Detailed split-sample univariate test results
obtained with alternative cutoff points are available upon request.
8. Event study results obtained by means of alternative market index proxies are avail-
able upon request.
9. Event study results obtained through alternative estimation windows are available
upon request.
10. It is worth noting that the daily return volatility of the Datastream US market index
over the window 1990-2002 (i.e., 1.04% on average) is not significantly different from
the daily return volatility of the Datastream Western European market index over the
same window (i.e., 0.95% on average). Thus, our finding that US companies have a
significantly higher stock return volatility than European companies seems to be
uniquely confined to the convertible debt issuer universe (i.e., not to the entire popu-
lation of US versus European firms).
11. For parsimony, we don’t report t-statistics and p-values for the changes in the aver-
age value of the debt-related cost proxies between the two subperiods. These statis-
tics are available upon request.
12. More specifically, Krishnaswami and Yaman (2004) examine the impact of debt-related
financial distress and moral hazard costs and equity-related adverse selection costs on
the equity component size of US convertibles. They find that the structure of con-
vertibles is strongly influenced by financial distress considerations. By contrast, debt-
related moral hazard costs and equity-related adverse selection costs have only very
limited power for explaining the convertible debt design.
56613. Strictly spoken, the Europe dummy captures all the differences between the European
and the US convertible debt sample not accounted for by the nine debt- and/or equity-
related cost proxies included in the regression analysis. It could thus be that the Europe
dummy picks up some firm-related characteristics that are not explicitly measured by
these nine proxy variables, thereby introducing a bias in our test results. Unfortunately
however, it is impossible to conduct a more direct test of the impact of non-issuer-
related aspects on the convertible debt equity component size. In our opinion, the pro-
posed regression analysis is the best way of approximating this impact.
14. Note that this finding is in line with our earlier-formulated intuition that (US) con-
vertible debt issuers mainly design their convertibles in order to mitigate debt-related
costs, even at the expense of incurring some extra equity-related costs.
REFERENCES
Abhyankar, A. and Dunning, A., 1999, Wealth Effects of Convertible Bond and Convert-
ible Preference Share Issues: an Empirical Analysis of the UK Market, Journal of Bank-
ing and Finance 23, 1043-1065.
Asquith, P. and Mullins, D., 1991, Convertible Debt: Corporate Call Policy and Voluntary
Conversion, Journal of Finance 46, 1273-1289.
Barclay, M. and Smith, C., 1995, The Maturity Structure of Corporate Debt, Journal of
Finance 50, 609-631.
Billingsley, R., Lamy, R. and Smith, D., 1990, Units of Debt with Warrants: Evidence of
the ‘Penalty-Free’ Issuance of an Equity-Like Security, Journal of Financial Research
13, 187-199.
Black, F. and Scholes, M., 1973, The Pricing of Options and Corporate Liabilities, Jour-
nal of Political Economy 81, 637-659.
Brennan, M. and Kraus, A., 1987, Efficient Financing under Asymmetric Information,
Journal of Finance 42, 1225-1243.
Brennan, M. and Schwartz, E., 1988, The Case for Convertibles, Journal of Applied Cor-
porate Finance 1, 55-64.
Burcalu, R., 2000, New Evidence on the Pecking Order Hypothesis: the Case of French
Convertible Bonds, Journal of Multinational Financial Management 10, 439-459.
Campbell, J., Lo, A. and MacKinlay, C., 1997, The Econometrics of Financial Markets,
(Princeton University Press, Princeton).
Choe, H., Masulis, R. and Nanda, V., 1993, Common Stock Offerings across the Business
Cycle: Theory and Evidence, Journal of Empirical Finance 1, 3-31.
Copeland, T. and Weston, J., 1992, Financial Theory and Corporate Policy, (Addison-Wes-
ley Publishing Company).
Corporate Finance, August 2000, Changing the Face of Equity-Linked Issuance, 24-27.
Corporate Finance, February 2001, 2001 Ways to Use Convertibles, 24-26.
Dann, L. and Mikkelson, W., 1984, Convertible Debt Issuance, Capital Structure Change
and Financing-Related Information, Journal of Financial Economics 13, 157-186.
De Jong, A. and Veld, C., 2001, An Empirical Analysis of Incremental Capital Structure
Decisions under Managerial Entrenchment, Journal of Banking and Finance 25, 1857-
1895.
De Roon, F. and Veld, C., 1998, Announcement Effects of Convertible Bond Loans and
Warrant-Bond Loans: an Empirical Analysis for the Dutch Market, Journal of Banking
and Finance 22, 1481-1506.
Dodd, P. and Warner, J., 1983, On Corporate Governance: a Study of Proxy Contests,
Journal of Financial Economics 11, 401-438.
Houben, A. and Kakes, J., 2002, ICT Innovations and Economic Performance: the Role of
Financial Intermediation, Kyklos 55, 543-562.
567Jensen, M. and Meckling, W., 1976, Theory of the Firm: Managerial Behavior, Agency
Costs and Ownership Structure. Journal of Financial Economics 3, 305-360.
Krasker, W., 1986, Stock Price Movements in Response to Stock Issues under Asymmet-
ric Information, Journal of Finance 41, 93-105.
Krishnaswami, S. and Yaman, D., 2004, The Role of Convertible Bonds in Alleviating
Contracting Costs, SSRN Working paper.
Lewis, C., Rogalski, R. and Seward, J., 1999, Is Convertible Debt a Substitute for Straight
Debt or for Common Equity?, Financial Management 28, 5-27.
Lewis, C., Rogalski, R. and Seward, J., 2003, Industry Conditions, Growth Opportunities
and Market Reactions to Convertible Debt Financing Decisions, Journal of Banking
and Finance 27, 153-181.
Lucas, D. and McDonald, R., 1990, Equity Issues and Stock Price Dynamics, Journal of
Finance 45, 1019-1043.
MacKie-Mason, J., 1990, Do Taxes Affect Corporate Financing Decisions?, Journal of
Finance 45, 1471-1493.
Marsh, P., 1982, The Choice Between Equity and Debt: an Empirical Study, Journal of
Finance 37, 121-144.
Mayers, D., 1998, Why Firms Issue Convertible Bonds: The Matching of Financial and
Real Investment Options, Journal of Financial Economics 47, 83-102.
Mikkelson, W. and Partch, M., 1986, Valuation Effects of Security Offerings and the
Issuance Process, Journal of Financial Economics 15, 31-60.
Myers, S., 1977, Determinants of Corporate Borrowing, Journal of Financial Economics
5, 147-175.
Myers, S. and Majluf, N., 1984, Corporate Financing and Investment Decisions when
Firms Have Information that Investors Do Not Have, Journal of Financial Economics
13, 187-221.
Nanda, V. and Yun, Y., 1996, Financial Innovation and Investor Wealth: a Study of the Poi-
son Put in Convertible Bonds, Journal of Corporate Finance 3, 1-22.
Nyborg, K., 1995, Convertible Debt as Delayed Equity: Forced Versus Voluntary Conver-
sion and the Informational Role of Call Policy, Journal of Financial Intermediation 4,
358-395.
Patell, J., 1976, Corporate Forecasts of Earnings per Share and Stock Price Behavior:
An Empirical Test, Journal of Accounting Research 14, 246-276.
568569
ABSTRACT
Corporate spin-offs are important corporate restructurings that are associated with
significant positive abnormal stock returns at their announcement. Recent
research has investigated the sources of these gains. There has been considerable
empirical support for theories that argue that excessive diversity of the assets of
a large firm gives problems. A spin-off separates diverse units of the firm and
results in two companies that have dissimilar assets. This paper explores impli-
cations for the organization and optimal corporate policies of these new firms.
I argue that because the assets of the two new companies are dissimilar, their opti-
mal corporate policies and internal organization also should be different. The
impossibility to implement these dissimilar optimal policies in the original firm
likely has aggravated the problems leading to the spin-off.
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Coase (1937) argues that firms should be integrated if the costs of
transacting within the firm are lower than the costs of using an exter-
nal market. However, if the costs of integration are larger than the
benefits then the firm should separate one or more units.
In this paper, I discuss the simplest way to split a corporation: a
corporate spin-off. In a corporate spin-off, the stock of a subsidiary is
distributed on a pro-rata basis to the original shareholders of the par-
ent firm. The parent yields control of the subsidiary and no sale takes
place: ownership remains (at least initially) unchanged. Thus, after
the spin-off the firm is split into two firms that initially have the same
shareholders. I will refer to the original firm as the parent firm and to
the spun-off unit as the subsidiary or division.
Corporate spin-offs are relatively new to Europe, but they have been
common in the U.S. Thus, almost all academic research about spin-
offs has been about U.S. firms. This research has established that cor-
porate spin-offs have significant positive abnormal stock returns at
the announcement of the spin-off and are therefore beneficial for
shareholders. Given the evidence about positive abnormal stock
returns, research has subsequently focused on investigating valid eco-
nomic arguments that can explain these gains for shareholders.
I present theories that can explain the benefits of a spin-off. There
has been ample empirical support for theories that argue that too much
diversity of the assets of parents and subsidiaries is harmful for the
firm. A spin-off alleviates this problem by separating the company
into two companies with different assets. In this paper, I argue that
because the assets of the two new companies are different, their opti-
mal corporate policies also should be different.
This paper contributes by providing a comprehensive framework for
implementing new corporate policies after the spin-off. The paper is
therefore also interesting for managers, shareholders and analysts of large
companies that could benefit from a spin-off. Only after implementing
optimal corporate policies, the full gains of a spin-off can be exploited.
The organization of this paper is as follows. I present evidence from
previous research about abnormal returns in section II. In section III,
theories that can explain these abnormal returns are presented. In section
IV, organizational aspects of a spin-off are investigated. In section V,
implications for corporate policies are derived. Section VI presents the
conclusions.
570II. THE GAINS FROM SPIN-OFFS
A. Abnormal returns
Earlier studies have investigated the magnitude of the gains of spin-
offs. Schipper and Smith (1983), Hite and Owers (1983), Miles and
Rosenfeld (1983) and Rosenfeld (1984) all show that announcements
of spin-offs are associated with significantly positive abnormal returns.
In addition, Rosenfeld finds in his sample that the gains from spin-offs
are greater than the gains from sell-offs. Schipper and Smith document
a significantly positive abnormal return of 2.8% during the announce-
ment period in a sample of 93 spin-offs, but they find no pre-
announcement period gain. Hite and Owers (1983) find significant
abnormal returns of 3.3% during the announcement period but also
find gains in the pre-announcement period.
In Europe, spin-offs were uncommon before the 1990s. However,
the last few years have seen a large number of European spin-offs.
Veld and Veld-Merkoulova (2004) investigate a sample of European
companies that completed a spin-off in the period 1987 to 2000. Dur-
ing these years most spin-offs in their sample occurred in the United
Kingdom (70 spin-offs), followed by Sweden (24 spin-offs), Germany
(14 spin-offs) and Italy (11 spin-offs). They find wealth effects for
shareholders that are similar to the wealth effects that are documented
for U.S. spin-offs: the average cumulative abnormal return at the
announcement of the spin-offs is around 2.6%.
B. The ex-day puzzle
After the announcement, it usually takes several months before the
spin-off takes effect: at that point in time two separate exchange-listed
companies are created. Both companies initially have the same set of
shareholders. However, on the first day of trading – the ex date or dis-
tribution date of the spin-off transaction – ownership changes: some
shareholders sell shares of one company but keep their shares of the
other company; other shareholders buy extra shares in one company
but not in the other. Also, new investors now have the opportunity to
buy shares of the subsidiary.
Recently, researchers have found some puzzling evidence about
abnormal price movements at or shortly after the ex date. Brown and
Brooke (1993) investigate the behavior of stock prices of subsidiaries
571after the ex date. They find that subsidiary stock experiences an aver-
age negative abnormal return of around –4.3 % in the first 30 days
after the ex date. They argue that the need for institutional investors
to rebalance their portfolios causes this negative abnormal return. They
find that if the parent firm is in the S&P 500, the decline in stock
prices is even higher. Their explanation is that managers of index
funds are forced to sell the shares of the subsidiary because the sub-
sidiary’s stock is not part of the index.
Cusatis, Miles and Woolridge (1993) investigate stock returns up to
three years after the spin-off. They find evidence of significantly pos-
itive abnormal returns both for spun-off units and their parent firms.
Their explanation is that both a parent and a subsidiary become ‘pure
plays’ in the takeover market, making it less expensive for bidders to
acquire the desired part of the original firm.
Vijh (1994) finds that stock of parent firms has an average abnor-
mal return of 3.0% on the ex date, a magnitude that is approximately
equal to the abnormal return on the announcement date. To explain
why there is an additional abnormal return on the ex dates, Vijh (1994)
proposes a clientele effect: parent and subsidiary stocks attract dis-
tinct clienteles of investors.
Abarbanell, Bushee and Raedy (2003) argue that if it is true that the
spin-off results in two firms that are sufficiently different from each
other, institutional investors will rebalance their portfolios because of
their investment styles or the fiduciary restrictions that they are fac-
ing. For example, an income-oriented fund is not interested in stocks
of companies that do not pay dividend. They find strong evidence that
investment strategy and fiduciary restrictions have an impact on the
demand for stocks after spin-offs, but they do not find evidence that
this trading causes the abnormal returns.
However, in contrast to these studies of U.S. firms, Veld and Veld-
Merkoulova (2004) find no long-run abnormal returns after the spin-
offs of their sample of European firms. More study is needed to find
out whether and why European stocks show different behavior than
U.S. stocks.
C. Tax issues
Taxes influence the gains from spin-offs. In the U.S., most spin-offs
are structured as non-taxable distributions. If the unit to be spun off
is not already a legally separate subsidiary, but a department or a
572division, then a reorganization under Section 368 of the Internal Rev-
enue Code must take place first. Section 368 governs the tax-free
transfer of assets from the parent company to a subsidiary. After the
subsidiary is formed, Section 355 of the Internal Revenue Code of
1954 describes the conditions under which a subsidiary is allowed to
split from a parent corporation without the imposition of taxes. Impor-
tant conditions are that the parent must distribute at least 80% of the
stock of the subsidiary and that the distribution cannot be a device,
e.g., for the distribution of profits.1
In Europe, taxability differs from country to country. Veld and Veld-
Merkoulova (2004) report that taxability does not seem to create major
problems for European companies because in most countries – except
in the Netherlands, Germany and France – companies are allowed to
defer their tax payments.
Veld and Veld-Merkoulova (2004) also report that in some coun-
tries, tax authorities create uncertainty for corporations that consider
a spin-off. Usually, companies know beforehand whether their planned
spin-offs are taxable or not, but in France tax authorities will inform
companies only after the spin-off whether the transaction is taxable.
In Germany, taxability depends on the percentage of shareholders that
sell their shares within five years after the spin-off: if more than 20%
of the shareholders sell their stocks, the spin-off will be taxable.
III. REASONS FOR A SPIN-OFF
In this section, I investigate economic arguments that can explain the
gains from spin-offs that were reported in the previous section. The
benefits and costs of an integrated company are discussed. If the costs
of integration are higher than the benefits, then large firms should
divest one or more of their units. Most studies that attempt to explain
the causes for spin-offs take the benefits as given and concentrate on
the costs of integration.
A. The benefits of combining units
In many cases it is efficient to combine smaller firms into one large
firm. Coase (1937) argues that firms should be integrated if the costs
of transacting within the firm are lower than the costs of using an
external market. I identify five basic extensions of his analysis:
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scale; (4) financial synergies; and (5) tax benefits. First, it can be
advantageous for firms to be vertically integrated. Klein, Crawford
and Alchian (1978) expand the analysis of Coase by including in the
costs of undertaking transactions in the market, the costs of potential
opportunistic behavior between buyers and sellers. In their analysis,
one party can expropriate quasi-rents from the other party after con-
tracts are signed. Second, large firms provide information benefits.
Alchian and Demsetz (1972) argue that large firms permit better mon-
itoring of production as well as rewards in team production. Jensen
and Meckling (1991) argue that in large firms there are economies
from transferring general knowledge. Third, large firms may provide
economies of scale. Economies of scale arise when the costs of admin-
istration, raising funds, marketing and distribution are lower in big
firms than in smaller disjoint units. Fourth, financial synergies may be
obtained by channeling funds from cash-rich divisions without prof-
itable reinvestment opportunities to divisions which do not generate
enough cash to invest in new growth opportunities. Internally gener-
ated funds can be an attractive source of capital because they avoid
the costs of asymmetric information associated with raising external
capital.2 Fifth, combining units can generate tax benefits. If one firm
can use another firm's net operating losses, capital losses, investment
tax credits or other carry-forwards faster than the other firm to offset
its taxable profits, then the present value of these benefits is increased
by combining the two firms (Scholes and Wolfson (1992)).3
B. The costs of combining units
There are also costs of combining units. In this sub-section, I present
cost-based hypotheses for spin-offs. In general, these hypotheses are
not mutually exclusive.
1. Focus
The focus hypothesis argues that spin-offs can enhance the focus of
the parent firm. Focusing on core activities is beneficial for firms that
have evolved over time into big conglomerates of unrelated assets.
Divesting assets that are unrelated to the core business of the firm
increases shareholder’s value (Comment and Jarrell (1995); Berger
and Ofek (1995); John and Ofek (1995)).
574Daley, Mehrotra and Sivakumar (1997) investigate whether spin-
offs enhance focus and therefore increase the value of the firm. They
classify spin-offs as own-industry spin-offs if the spun-off unit oper-
ates in the same industry as the parent firm, and as cross-industry spin-
offs if the spun-off unit operates in a different industry. They consider
the industries of parents and subsidiaries different, if the subsidiary has
a two-digit Standard Industry Classification (SIC) code that is differ-
ent from the SIC code of the parent. Their hypothesis is that in con-
trast to an own-industry spin-off, a cross-industry spin-off increases
the focus of the parent firm. They find evidence that cross-industry,
focus-increasing spin-offs have positive abnormal returns at the
announcement, and thus create shareholder value, while own-industry
spin-offs do not seem to create value. Consistent with the focus-
hypothesis they find that the operations of the parent firms improve,
but they do not find evidence of performance improvement by the
subsidiaries. Similarly, Desai and Jain (1999) find that focus-increas-
ing spin-offs have higher abnormal returns than non focus-increasing
spin-offs.
In their sample of European spin-offs, Veld and Veld-Merkoulova
(2004) also find (weak) evidence that abnormal returns are positively
related to increase in industrial focus.
2. Diversity
A more recent hypothesis also argues that unrelated parts of the firm
should be spun off, but this hypothesis is more specific about the exact
nature of the diversity in assets.
In a multidivisional firm, the CEO makes decisions regarding the
allocation of funds across divisions or the promotion of one manager
instead of another. The managers affected by these decisions attempt
to influence the outcome of these decisions. Such activities waste
resources, but if the stakes are large, then the incentives for influence
activities are high. For example, Meyer, Milgrom and Roberts (1992)
argue that the prospect of layoffs creates influence costs since the
managers of declining units try to protect their jobs.
Jongbloed (1994) argues that activities designed to influence the
CEO's decision include overstatements of productivity and the value
of investment opportunities of the manager's own division or sabo-
tage of the performance of the other divisions. In large firms, top
management frequently tries to benefit from financial synergies by
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sions with growth options that can use the cash more profitably.
The managers of divisions with their assets in place use political influ-
ence to subvert the transfer, arguing that they too have important
investment projects. The predicted result is underinvestment in divi-
sions with growth options and/or overinvestment in divisions with
assets-in-place. Thus, combining units with assets-in-place and growth
options in one firm will give problems. Evidence is found that firms
with units that have large differences in their investment opportunity
sets are more likely to separate units than firms with more homoge-
neous units. Also, of the firms that do divest, either the highest-growth
unit or the lowest-growth unit is separated.
Rajan, Servaes and Zingales (2000) present a general model that
predicts that power struggles inside diversified firms distort the opti-
mal allocation of resources between divisions. If divisions are diverse
in resources and opportunities, the resources flow towards the most
inefficient divisions, resulting in inefficient investment. Asimilar study
by Scharfstein and Stein (2000) presents a model of rent-seeking
behavior by division managers. Their model predicts that capital bud-
gets of weaker divisions will be subsidized by stronger divisions.
McNeil and Moore (2005) find that abnormal returns are higher if
resource allocation within the original firm was more inefficient before
the spin-off. Similarly, Burch and Nanda (2003) argue that the value
gain of the combination of parent and subsidiary after the spin-off is
an increasing function of diversity in investment opportunities.
Recently, several papers have investigated changes in investment
behavior around spin-offs. Ahn and Denis (2004) argue that diversi-
fied firms make inefficient allocations of investments funds: sub-
sidiaries that have many investment opportunities underinvest and sub-
sidiaries that have few investment opportunities overinvest relative to
free-standing firms with similar opportunities. After the spin-off, the
investment inefficiency is reduced, especially in the case of sub-
sidiaries with growth opportunities. Before the spin-off these sub-
sidiaries were underinvesting, but after the spin-off their investment
is similar to control firms. They find less evidence that subsidiaries
with few investment opportunities overinvest compared to their indus-
try counterparts. Similar to Ahn and Denis (2004), Gertner, Powers
and Scharfstein (2004) find that spin-offs cause investments of sub-
sidiaries to be more in line with their investment opportunities. The
effect is most pronounced if parents and subsidiaries are unrelated.
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Habib, Johnsen and Naik (1997) argue that because a spin-off
increases the number of traded securities on the stock market, the price
system will become more informative. As a consequence, the degree
of information asymmetry between managers of the firm and unin-
formed investors decreases. In their model, a more informative price
system improves the quality of investment decisions made by man-
agers and reduces the uncertainty of investors about the value of divi-
sions. This will lead to an increase in the value of parent firm and
subsidiary after the spin-off.
Krishnaswami and Subramaniam (1999) report that before the spin-
off, firms in their sample have higher levels of information asymme-
try than comparable control firms. Using various measures of infor-
mation asymmetry, they find that the degree of information asymmetry
decreases after the spin-off. Consistent with their predictions, firms
with high information asymmetry have higher abnormal returns at the
announcement of the spin-off than firms with low information asym-
metry.
In contrast to the studies by Habib, Johnsen and Naik (1997) and
Krishnaswami and Subramaniam (1999), Huson and MacKinnon
(2003) find that the information asymmetry between informed and
uninformed investors actually increases after the spin-off. They
argue that this occurs either because informed traders can better
exploit their information about a particular division after the spin-
off, or the precision of their private information increases because
additional public information complements their private informa-
tion. Their results are stronger when parent firms spin off unrelated
subsidiaries.
Veld and Veld-Merkoulova (2004) investigate whether the degree of
information asymmetry is related to abnormal returns of European
spin-offs. However, they do not find a relation between abnormal
returns and information asymmetry.
4. Merger and takeover facilitation
Cusatis, Miles and Woolridge (1993) argue that a spin-off is an
efficient way to transfer control of certain divisions to acquiring
firms because if bidders are interested only in a part of the firm,
they do not have to take over the entire firm. Bidders can negotiate
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instead of having to negotiate with the management of the parent
firm. They find that both parents and subsidiaries experience sig-
nificantly more takeovers after their spin-off than control groups of
similar firms.
Chemmanur and Yan (2004) show that a spin-off can increase the
probability of a takeover of a division. In their model, the manage-
ment of a diversified firm can mask its inferior ability to run some
units of the firm by superior ability to run other units. After the spin-
off, their inferior ability is revealed, and shareholders might vote in
favor of a takeover when a bidder expresses interest. Also, it is eas-
ier for a bidder to take over a smaller firm. In their theory, a takeover
does not necessarily actually have to occur: the increased chance of
loss of control can force management to work harder to minimize
that probability. Alternatively, management can give up control of
the subsidiary to capable division managers when the spin-off is
implemented.
5. Regulations
Sometimes a split of a firm is necessary because of government laws
or regulations. For example, in 1984 the U.S. government forced
AT&T to split up into seven so-called Baby Bells (Pacific Bell,
Ameritech, Southwestern Bell, US West, Bell Atlantic, BellSouth and
Nynex) to undo its telecommunications monopoly.
6. Wealth expropriation
Finally, shareholders can simply gain by expropriating wealth from
other claimholders of the firm. For example, Parrino (1997) finds that
shareholders have gained at the expense of bondholders in the case of
the spin-off of Marriott’s hotel management businesses (Marriott Inter-
national) from its hotel properties (Host Marriott) in 1993. The spin-
off was unusual because the spun-off unit represented almost 80% of
the value of the equity. Usually, the spun-off unit is much smaller than
the parent. The parent firm became highly leveraged because almost
all debt stayed with the parent (the initial plan called for even higher
leverage). Because the asset base that could support the bondholders’
claims on the cash flows decreased, the claims of the bondholders lost
value.
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In the previous sections, explanations for gains from spin-offs were
investigated. These explanations are not mutually exclusive. Also,
there does not seem to be only one single true explanation: different
firms can have different reasons for a spin-off. However, recent empir-
ical research has shown that a large group of companies engage in
spin-offs because their investment opportunity sets are too diverse.
In this section, I discuss alternatives for a spin-off to effectuate the
split, and investigate the optimal organization for managing these
diverse assets after the spin-off.
A. Alternatives for a spin-off
First, before committing to a spin-off, parent management should con-
sider alternative corporate restructurings. The main alternatives for
spin-offs are equity carve-outs and asset sales (or sell-offs). In these
restructurings, (part of) the subsidiary is sold to interested parties, so
cash changes hands, in contrast to spin-offs where no cash changes
hands.
An asset sale is a sale of a subsidiary to another company. Selling
a subsidiary to another company might be a good idea if the parent
has cash-flow problems, no continuing business relationships with the
subsidiary any more, and the parent is not concerned that a competi-
tor could benefit by taking over the subsidiary. An equity carve-out is
the initial public offering (IPO) of the stock of a wholly-owned sub-
sidiary. Here, claims on the subsidiary are sold to new investors. Sim-
ilar to spin-offs, the subsidiary’s stock is going to trade separately
from the stock of the parent firm after the equity carve-out.4 In an
equity carve-out, the parent can either sell its stock of the subsidiary
or the subsidiary can sell its own unissued stock. Nanda (1991) views
an equity carve-out as a way for the parent to raise funds when man-
agers believe that the parent is undervalued and the subsidiary is over-
valued. If the parent is not considered undervalued but has trouble
raising funds, the initial public offering of the subsidiary might also
be a good way to raise capital.
In contrast to a spin-off where the parent usually retains less than
20% of the equity of the subsidiary to ensure tax-free status (in the
case of a U.S. spin-off), in an equity carve-out the parent usually retains
a substantial interest in the subsidiary by selling only a minority stake.
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want to keep control over the subsidiary while spin-offs are likely to
be chosen when parent firms have no continuing relationship with the
subsidiary. Also, a 100% spin-off allows the subsidiary to start alliances
with other companies that do not want their proprietary information to
reach to the parent firm. On the other hand, a spin-off is not a good idea
if parent management doubts that the subsidiary can survive on its own.
Combinations of restructuring methods are also possible. Increasingly
in the U.S., firms restructure in two stages: first, the parent firm sells
up to 20% of the subsidiary in an initial public offering of the subsidiary
(an equity carve-out), and performs a spin-off later. It is not clear why
firms are proceeding in this way. Low (2001) argues that the equity
carve-out could aid the portfolio balancing activities of institutional
investors that were discussed earlier in this paper. She finds that sub-
sidiaries perform better (have less negative long-term abnormal returns)
in the case of two-step spin-offs, but the gains do not seem to justify
the additional costs associated with the initial public offering.
Trying to sell a subsidiary can be a long and frustrating process. If
a parent wants to sell a division with many growth options it can be
hard to reach agreement because the value of the subsidiary is largely
intangible and therefore difficult to assess. Also, the parent does not
want to volunteer proprietary information to competitors who might
end up not buying. Aspin-off might seem to be a quicker solution, but
also here delays can happen. The Marriott spin-off that was discussed
in the previous section was delayed for almost one year because bond-
holders were revolting when they heard about the spin-off. Eventually
the company was forced to modify its plans.
B. New management
Which executive should run the subsidiary after the spin-off? It is not
obvious that the former division manager should become the new
Chief Executive Officer (CEO) of the spun-off firm. Division man-
agers usually do not have the knowledge and expertise that is required
for good corporate governance and they are not accustomed to deal-
ing with investors, creditors, analysts and a board of directors.
The diversity hypothesis predicts that spun-off firms can either
be high-growth or low-growth firms. The challenges that face the
new CEO depend on which part of the parent firm is spun off: man-
aging a high-growth firm requires different skills than managing a
580low-growth firm. Especially if the division needs equity financing
because internally generated funds are insufficient, establishing and
maintaining good relations with capital markets is important. The new
CEO has to convince investors and analysts that the company has
valuable growth opportunities. The skills that are essential for these
activities are different from the influencing activities that were dis-
cussed earlier. A good solution might be to appoint the former divi-
sion manager as Chief Operating Officer (COO) because of his good
knowledge of the operations of the firm, and appoint a senior manager
with corporate governance experience, either from the ranks of par-
ent management or from outside the company, as CEO.5
In a subset of firms, the CEO of the parent could also become the
CEO of the former subsidiary. For example, Chemmanur and Yan’s
argument that a spin-off can force management to work harder to min-
imize the higher probability of a takeover does not necessarily imply
that parent management has to hand over control of the subsidiary,
although their model demonstrates that in many situations incumbent
management might be better off relinquishing control.
C. The new board of directors
After the spin-off, the former subsidiary will get its own board of
directors or supervisory board. The size and the composition of the
board of the subsidiary is not necessarily similar to the size and the
composition of the board of the parent.
Denis and Sarin (1999) and Yermack (1996) find that firm size is
positively correlated with board size. Boone, Field, Karpoff and
Raheja (2004) find that the number of business segments of a firm is
positively correlated with both board size and the fraction of inde-
pendent outsiders on the board. Given that a spun-off subsidiary is
usually relatively small and not very diversified, a small board would
seem to be sufficient.
It could be tempting for parent board members to take seats on the
new board. Especially if the division manager is chosen as the new
CEO, board members from the parent firm who have experience with
corporate governance could make a valuable contribution. However,
given the different character of the new firm – as predicted by the
focus and diversity theories – it might be wise to search for new board
members with more knowledge and expertise in the business area of
the spun-off firm.
581Monitoring management will be an important task of the new board.
Demsetz and Lehn (1985) argue that monitoring costs are higher when
the operating environment of the firms is more noisy. Lehn, Patro and
Zhao (2003) find evidence for their argument that growth firms should
have a relatively small board with a relatively low fraction of outside
directors.
D. Corporate culture
Corporate culture is an intangible but very important aspect of an
organization. Every organization has its own style and atmosphere
that influences how it operates and how its employees are interact-
ing. Its shared values could range from conservative to very entre-
preneurial and dynamic. An entrepreneurial culture that would be
optimal for a small high-growing division could be disruptive for
other divisions if implemented in a large diverse firm: the optimal
corporate culture of an assets-in-place firm is very different from the
corporate culture of a growth-options firm. After the spin-off the new
firm is free to implement its own culture. It is the task of the new
CEO to communicate important aspects of the firm’s corporate cul-
ture to every employee.
V. IMPLICATIONS FOR CORPORATE POLICIES
The corporate policies of a large diverse firm are imposed by its core
business. After the spin-off however, parent and subsidiary can imple-
ment their own optimal policies. For the subsidiary the date of the
spin-off is obviously the right moment to implement its own optimal
policies, but especially if the spun-off subsidiary is large, the spin-off
is also the right moment for the parent to reexamine its own policies
because the character of its assets has changed.
In the third section of this paper, evidence was presented that in
many spin-offs, units with growth options are separated from units
with assets in place. This has implications for corporate policies of
both the parent and the subsidiary: the optimal corporate policies of
the new firm are likely to deviate from the corporate policies of the
old parent firm. In this section, I discuss compensation, financing, div-
idend and other policies that are affected by the nature of the invest-
ment opportunity set of the firm.
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Smith and Watts (1992) argue that the investment opportunity set of
a firm determines its compensation policy. They predict that manage-
rial compensation rises if the firm has many growth options. This pre-
diction is based on two hypotheses: first, the marginal product of
investment decision makers is higher than the marginal product of
supervisors; second, a firm with growth options is riskier, which typ-
ically translates into higher risk for managerial compensation. Based
on the assumption that it is more difficult for shareholders to monitor
the manager of a firm that has many growth options than to monitor
the manager of a firm with its assets predominantly in place, Smith
and Watts predict that a firm with growth opportunities is likely to
use a formal incentive plan that ties compensation to firm perfor-
mance. Their prediction of incentive compensation based on account-
ing profits is ambiguous because accounting numbers are poor mea-
sures of performance in firms with growth options. However, they
unambiguously predict higher stock-based incentive compensation as
percentage of total compensation in firms with growth options. This
suggests that when a firm has both divisions with assets-in-place and
with growth options, and spins off either the assets-in-place or the
growth options, the optimal compensation policy for each new firm
varies with respect to both the level and the form of compensation.
Especially in divisions that have growth options, changes could be
substantial after the spin-off. First, the level of managerial compen-
sation should rise because the CEO of the new firm makes his/her
own investment decisions and manages a company that is riskier as a
free-standing firm than as a division of a larger firm. Second, before
the spin-off the division manager had limited decision rights, and
his/her incentive compensation would largely consist of bonuses based
on accounting numbers of the division. After the spin-off, the former
division has it own stock price. Therefore, a large part its managerial
compensation should be tied to the stock price of the new firm.
B. Financing policy
Myers and Majluf (1984) show that in firms that are made up of a
combination of units with assets in place and units with growth
options, external financing of the investment opportunities of a
growth-options unit by an equity issue is costly because of an
583asymmetric information problem with outside investors. The problem
is driven by uncertainty about the value of the assets-in-place. Suppose
managers work in the interest of existing shareholders. Investors fig-
ure out that managers who have private information that the assets-in-
place of the firm are undervalued have no incentives to issue shares
if the cost of issuing shares at bargain prices outweighs the net pre-
sent value of the new project. Therefore, an equity offering implies bad
news about the assets-in-place. This affects the price investors are
willing to pay, which in turn affects the decision to issue shares.
A spin-off can alleviate these financing problems by separating assets
in place and growth options.
Myers (1977) argues that if a firm has debt outstanding, share-
holders could refuse to undertake new investment projects with a pos-
itive net present value. This so-called underinvestment problem arises
because the fixed claimholders have senior claims on the cash flows
of the project in the case of bankruptcy. In that case shareholders bear
the costs of investment, but fixed claimholders capture the cash-flows.
Financing new investment projects with senior claims such as secured
debt limits transfers of cash-flows to existing bondholders and thus can
help to reduce the underinvestment problem. Another possibility is to
finance new projects with short-term debt instead of long-term debt
(Myers (1977), Barclay and Smith (1995a)).
After the spin-off, both firms are free to set their own optimal
financing goals. Firms with growth opportunities should have a low
debt-equity ratio, and relatively more secured debt and short-term debt
as a fraction of total debt. Firms with assets in place should be
financed with a higher debt-equity ratio. The high debt load could also
serve to prevent management from expanding their empire by using
their free cash flows to undertake negative net present value invest-
ment projects (Jensen (1986)).
C. Dividend policy
Easterbrook (1984) and Rozeff (1982) argue that the firm’s dividend
policy depends on the firm’s growth opportunities. High-growth firms
pay low dividend to avoid constraints in investments, but low-growth
firms should pay high dividends because they do not have good oppor-
tunities for reinvestment of their cash flows. In the pre-spinoff firm,
dividend policy is imposed by the parent. After the spin-off, both firms
can implement their own optimal policies.
584Given the evidence about asset diversity, the optimal dividend pol-
icy of the subsidiary will likely differ from the optimal dividend pol-
icy of the parent. This can have repercussions for investors: e.g. an
institutional investor who manages a fund that specializes in income
stocks will sell the shares of a spun-off subsidiary that does not pay
dividend income. This could explain some of the findings about abnor-
mal returns at or after the ex date of the spin-off that were discussed
earlier.
D. Other corporate policies
The firm’s investment opportunity set also has an impact on other cor-
porate policies. Skinner (1993) investigates possible links between the
firm’s investment opportunity set and its accounting procedure choice.
The firms leasing policy also will be affected: Barclay and Smith
(1995b) find that growth opportunities are positively related to capi-
talized leases as fraction of all fixed claims in the firm. This supports
their argument that financing new investment projects with senior
claims such as capitalized leases limits wealth transfers from stock-
holders to existing bondholders and so helps to reduce the underin-
vestment problem that was discussed earlier. Finally, a good hedging
policy is important for firms with growth options: it reduces the prob-
ability of default and thus increases the debt capacity of the firm.
VI. CONCLUSIONS
Corporate spin-offs are important corporate restructurings that are
associated with significant positive abnormal stock returns at their
announcement. Recent research has investigated the sources of these
gains. There has been considerable empirical support for theories that
argue that excessive diversity of the assets of a large firm gives prob-
lems. Because of sub-optimal fund allocation in large diverse firms,
divisions with few investment opportunities invest too much and divi-
sions with many investment opportunities do not invest enough.
A spin-off separates diverse units and will result in two companies
that have different investment opportunity sets. After the spin-off, both
firms are free to invest according to their growth potential.
In this paper, I argue that because the assets of the two new com-
panies are dissimilar, their optimal corporate policies and internal
585organization also should be different. The impossibility to implement
these dissimilar optimal policies in the original firm likely has aggra-
vated the problems. Especially divisions with growth options are likely
to have suffered. For example, suboptimal managerial compensation
failed to give managers incentives to identify all good investment
opportunities and suboptimal financing policies lead to failure to
attract funds for the good investment opportunies that were identified.
Investigating how these issues contributed to the spin-off should be the
subject of future research.
NOTES
1. Section 355 specifies three other requirements for tax-free treatment. First, it requires
that parent and subsidiary are involved in separate lines of business or deal with sep-
arate classes of customers. Second, both companies must have been involved in the
active conduct of business for five years. Third, neither the parent nor the subsidiary
can be purchased in a taxable transaction by a third party as part of the restructuring.
If the conditions of Section 355 are not met, the parent company must pay taxes on
the excess of the value of the subsidiary over the parent's tax basis, and shareholders
must pay taxes because the distribution is treated as dividend income. These rules are
less likely to be important under specific tax circumstances, for example, for firms that
have tax-loss carry-forwards that are likely to have comparative advantages in struc-
turing taxable transactions.
2. Alternatively, combining units with different exposures to market-wide factors (such
as commodity prices, interest rates and foreign exchange rates) provides for a special
case of corporate hedging that is valuable if volatility is costly. Without a combina-
tion, units must consider the benefits and costs of alternative hedging instruments,
including financial contracts, such as forwards, futures, swaps and options (Smith
(1993)).
3. For example, if one firm is not expected to be profitable for five years, then the ben-
efits of reducing taxable income by carry forwards must be discounted back five years.
However, a merger with a firm that is currently profitable allows the benefits to be real-
ized immediately.
4. For example, the first annual report of a new firm often provides pro-forma account-
ing numbers for the years when the unit was still part of the large firm. This infor-
mation is usually not provided by the annual reports of the large firm in the years
before the split-up.
5. Wruck and Wruck (2001) find that it is very unusual that the management of the new
firm is comprised solely of former division managers.
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ABSTRACT
Er is reeds zeer veel onderzoek verricht naar de kapitaalstructuur van voorna-
melijk beursgenoteerde bedrijven. Gebruik makende van een databank van Bel-
gische beursgenoteerde en niet beursgenoteerde bedrijven, onderzoeken wij niet
enkel de determinanten van de schuldgraad maar ook de invloed van een beurs-
notering op de relatie tussen de determinanten en de kapitaalstructuur zelf. Onze
resultaten zijn in grote mate vergelijkbaar met vroegere onderzoeken en onder-
steunen voornamelijk de Pecking Order theorie. Ook in lijn met de Pecking Order
theorie blijkt dat beursgenoteerde bedrijven minder schuld opnemen, zelfs indien
we controleren voor andere determinanten van schuldgraad. Daarnaast tonen we
ook aan dat de determinanten van kapitaalstructuur inderdaad verschillen tussen
beursgenoteerde en niet beursgenoteerde ondernemingen.
* * *
The design of capital structure in quoted companies has received much attention
in the academic literature. Using panel data from quoted as well as non quoted
Belgian companies, this paper investigates not only the determinants of capital
structure, but also the influence of a stock listing on the relationship between
these determinants and leverage. Overall our empirical results are in line with pre-
vious studies and support mainly the Pecking Order theory. Also in line with the
predictions of the Pecking Order theory, quoted companies are less levered, even
when controlling for other determinants of capital structure. Furthermore we find
that the determinants of capital structure differ to some extend between quoted
and non quoted companies.
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One of the most important decisions confronting a firm in corporate
finance, is the design of its capital structure. Since the work of Modigliani
and Miller (1958) many studies have been devoted to the question of
how much leverage (i.e. the relative amount of debt in the capital struc-
ture) a firm should take on, and why. In this paper we investigate the
determinants of leverage on a sample of Belgian panel data and – novel
to the literature – test whether these determinants differ between com-
panies that are quoted on the stock exchange and those that are not.
Our empirical evidence on the determinants of capital structure is in
line with previous studies. Furthermore we find that quoted companies
have less debt in their capital structure all else being equal. This result
stresses the importance of information asymmetries and the availability
of financing alternatives open to quoted firms. The main explanations
are on the one hand the lower information costs due to higher levels of
transparency in quoted companies and on the other hand the extra infor-
mation financial markets typically generate about public firms. Next to
that, quoted companies also have more financing alternatives and thus
higher bargaining power towards their suppliers of finance.
The remainder of this paper is organized as follows. Section II con-
tains a review of the literature on the determinants of capital structure,
and whether or not, one would expect a difference between quoted
and non quoted firms. Next, section III describes the data and the def-
inition of the variables. Section IV discusses the results, and finally
Section V offers some conclusions.
II. LITERATURE REVIEW
Several important theories about capital structure choice have been
developed. After a quick summary of the main ideas, we discuss the
implication of these theories for firms, and this depending upon spe-
cific firm characteristics. In a next step we evaluate whether or not,
and how, these theories help to explain differences in capital structure
between quoted and non quoted firms.
Trade-Off theory
The Trade-Off perspective is the oldest theory and is immediately
linked to the insights from Miller and Modigliani on capital structure.
590It predicts that companies optimize their debt level such that marginal
tax advantages of additional borrowing are offset by the increase in
the costs of financial distress. Specifically, since interest payments are
tax deductible, raising more debt increases the tax benefit. However
an increase in debt also increases the probability of default and hence
the expected cost of bankruptcy.
Pecking Order theory
A next strand of literature is the Pecking Order Theory pioneered by
Myers and Majluf (1984). This literature focuses on information costs
and signaling effects. Specifically, in their seminal paper from 1984,
Myers and Majluf show that companies prefer to finance their projects
from internally generated cash flows. When this source of financing
is exhausted, they move on to debt, and only when also the latter
source does not suffice to fill financing needs, additional equity is
issued. This hierarchy materializes because of differences in financ-
ing costs. Issuing additional equity is the most expensive means of
financing as it suffers the most from information asymmetries between
managers, existing shareholders and potentially new shareholders; in
view of its fixed payments, debt is already less sensitive to informa-
tion problems, while internally generated resources do not suffer at all
from issuing costs. According to the Pecking Order Theory external
financing would only be used when there is an imbalance between
internal funds and real investment opportunities.
Signaling theory
The signaling effect, proposed by Ross (1977), is another capital struc-
ture theory based on asymmetric information. According to Ross
investors interpret higher levels of debt as a signal of higher quality
and higher future cash flows. Lower quality firms cannot mimic higher
quality firms by taking on more debt because they have higher
expected costs of bankruptcy at any level of debt.
Agency theory
Asymmetric information does not only cause issuance and signaling
costs, it also is at the root of agency problems. In fact, in the framework
of agency theory, there is a strand of literature studying the impact of
591debt on sub optimal managerial decision making. One major perspec-
tive here is the free cash flow approach put forward by Jensen (1986).
In cash flow rich companies, managers may be tempted to spend abun-
dant resources not too wisely and engage in negative net present value
projects. In order to mitigate this potential conflict of interest between
the management and the owners, leverage can be increased. For the
mandatory payments of interest and principal reduces the cash flow
available for spending at the discretion of managers. However, instead
of solving the over investment problem, leverage can also lead to the
opposite problem. When the proceeds would mainly benefit the debt
holders, firms may be tempted to under invest (see Myers (1977)).
The under investment problem will be more severe for companies
whose value consists principally of future growth options, so that these
companies are better off using equity. Due to the investment opportu-
nities, these companies have more chances of being short of cash. Under
such circumstances the pressure of the debt servicing is likely to ham-
per firms in the implementation of their investment programs.
Studies on capital structure usually focus on publicly quoted firms,
so that research that systematically investigates differences in lever-
age between public and non public companies is absent. Neverthe-
less, the latter issue is meaningful as both categories of companies are
likely to differ with respect to corporate strategy, investment oppor-
tunities, financial constraints and information conditions in general.
Below, using the insights from the theories reviewed above, a first
subsection discusses the link between firm characteristics and lever-
age as proposed so far in the literature; the second subsection consid-
ers the likely impact of a stock market quotation.
A. Firm characteristics
Previous theories imply that, depending upon firm characteristics, the
optimal capital structure differs across firms. Below we discuss them
one by one. Table 1 contains for every capital structure theory
reviewed above, the hypothesized sign of the relationship between
leverage and a particular firm characteristic.
Size
A first important firm characteristic studied in the literature is size.
Several papers predict a positive relationship between size and
592leverage (e.g. Rajan and Zingales (1995), among others). The expla-
nation offered is that information asymmetries are smaller for large
companies so that the latter have easier access to the market of debt
finance. Hence, at least when compared to internally generated funds,
issuance costs of debt financing decrease, so that this mode of financ-
ing becomes more attractive. Therefore one could argue that the Peck-
ing Order theory would predict a positive relationship between size
and leverage. However Titman and Wessels (1988) note that both the
cost of issuing debt and equity securities is related to firm size.
As issuing equity is relatively much more costly for small firms as
compared to the costs for large ones, small firms may be more lever-
aged than large companies. Furthermore to reduce issuance costs even
more, small firms may prefer to borrow short term (through bank
loans) rather than issue long term debt. Hence, if there are major dif-
ferences in the way size impacts on the issuance costs of alternative
sources of financing, a negative relationship between size and lever-
age may also materialize within the Pecking Order logic. From the
perspective of the Trade-Off theory one would expect that, as large
companies tend to be more diversified and less prone to bankruptcy,
the latter firms would opt for more debt in their capital structure.
As more information is available for large firms, there is also less
need for quality signaling through high debt levels by those firms.
Furthermore, in view of the availability of more information, the
agency perspective would also predict less need for debt as a disci-
plining device. Hence signaling and agency perspectives would pre-
dict a negative relationship between size and leverage. Overall, pre-
ceding discussion shows that finance theory is not unambiguous about
its prediction of the impact of firm size on leverage. Empirical results
suffer from the same problem. Rajan and Zingales (1995) find a pos-
itive relationship for the US, UK, Japan and Canada. For France they
report no effect while the impact for Germany is negative. Other
authors like Titman and Wessels (1988) find no relationship for the
US. For Belgium, Deloof and Verschueren (1998) report a positive
relationship between size and leverage, but when looking separately
at short term debt, this study does not find a relationship with size.
Profitability
Another important firm characteristic that may influence capital struc-
ture is profitability. As indicated above, the Pecking Order Theory of
593Myers and Majluf (1984) predicts that firms prefer financing through
retained earnings, then move to debt and as a last resort issue new
equity. Consequently, firms with high past profitability and hence
opportunities to retain earnings, should have lower debt. By contrast,
the Trade-Off theory would predict a positive effect since profitable
firms are less likely to go bankrupt, and hence can sustain more debt,
thereby capturing more tax advantages. Also agency based theories
like the free cash flow theory of Jensen (1986) predict a positive rela-
tionship between profitability and leverage: in profitable firms with
excess cash flow, a higher debt level is needed to refrain managers
from engaging in sub optimal investment projects. Finally as high
profitability may serve as an alternative signal of quality, there is less
need for profitable firms to take on high leverage to distinguish them-
selves from lower quality companies. Hence the signaling perspective
would predict a negative relationship between leverage and prof-
itability. Most empirical studies find a negative relationship between
profitability and leverage in line with the Pecking Order and signal-
ing theories (e.g. Rajan and Zingales (1995), Titman and Wes-
sels (1988) among others).
Risk
The variability of profits – a proxy for company risk – is hypothesized
to be negatively related to leverage. Specifically, the Trade-Off theory
implies that the expected cost of financial distress increases with risk,
while the chances that the tax shield will be (fully) used decrease.
Simultaneously, risk also exacerbates the negative impact of asym-
metric information and debtors are likely to protect themselves by
strengthening conditions in debt contracts. Consequently as direct and
indirect costs of debt increase, the Pecking Order Hypothesis also
implies a negative relationship between risk and leverage. By con-
trast, the agency and signaling perspectives would both predict more
leverage as risk increases. For, as argued above, risk exacerbates the
negative impact of asymmetric information, increasing the need for
quality signaling and disciplining. Similar to theoretical predictions,
empirical findings concerning this firm characteristic are not unam-
biguous either. Titman and Wessels (1988) report a negative but non
significant relationship, while Bennet and Donnelly (1993) find a pos-
itive impact. Deloof and Verschueren (1998) obtain a significantly
negative relationship for Belgian data.
594Growth
The literature is also unclear about the relationship between firm
growth and leverage. According to the Trade-Off theory, growth com-
panies borrow less because of increased expected costs of bankruptcy.
Specifically, growth opportunities are intangible; they increase the
value of the firm but they cannot be collateralized. Also from the
agency perspective growth companies should have lower leverage.
For, as already argued before, growth companies have continuously
large cash flow needs and are therefore hampered in their normal
investment decisions by the pressure of the additional cash outflows
for debt servicing. Because internal financing is not likely to fill the
needs of these firms, the Pecking Order Theory would predict that
growth companies are likely to hold more debt. Finally, as growth
may serve as an alternative quality signal, the signaling perspective
would hypothesize less need for leverage. Again, also empirical find-
ings show conflicting results. Rajan and Zingales (1995) report a neg-
ative relationship between growth and leverage, while Titman and
Wessels (1988) do not find any connection. Deloof and Verschueren
(1998) report a positive relationship for Belgian data.
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TABLE 1
Hypotheses of the determinants of leverage according to different theories
Determinants Pecking Order Trade-Off Signaling Agency
Size +/– + – –
Profitability –+–+
Risk – – + +
Growth + – – –
Tangibility + + n.a. –
Current Assets + + n.a. –
Non-debt Tax Shield n.a. – n.a. n.a.
Stock Listing +/– + + +
+: positive impact
–: negative impact
n.a.: not applicableType of asset and non-debt tax shields
The last two important determinants of leverage studied in the litera-
ture are type of assets and non-debt tax shields. Turning to type of
assets first, there is a strand of literature investigating the collateral
value of assets. Myers and Majluf (1984) suggest that managers may
reduce the cost of debt by issuing secured debt. Therefore they expect
firms with assets that can be collateralized to use more leverage. Sim-
ilarly, the Trade-Off theory also predicts such a positive relationship
as firms with a relatively large portion of tangible assets also have a
higher liquidation value, which in turn reduces bankruptcy costs. Nei-
ther the Signaling nor the Agency perspective are very helpful in for-
mulating relevant hypothesis concerning the link between tangibility
and leverage, except perhaps that agency problems might reduce with
the increase of tangible assets because there may be less room for
abuse by management. Rajan and Zingales (1995) find a positive rela-
tionship between tangibility and leverage for all the G-7 countries in
their sample. Deloof and Vershueren (1998) find a negative relation-
ship between intangibility, which can be seen as an inverse measure
of tangibility, and leverage. Demirgüç-Kunt and Maksimovic (1996)
study the relative importance of short term versus long term assets.
They argue that there should be a positive relationship between short
term assets and leverage, simply because usually firms finance short
term assets with debt while fixed assets are mainly financed by inter-
nally generated resources. Overall, capital structure theories have not
much to say about the link between the proportion of short term assets
and leverage. At the most one could argue that, as short term assets
may be more difficult to collateralize on average, the arguments
offered above for tangibility may also be valid to some extend. Finally,
the non debt tax shield is a characteristic that fits in with the Trade-
Off theory of capital structure. Titman and Wessels (1988) indicate
that tax deductions for depreciation and investment tax credits are sub-
stitutes for the tax benefits of debt financing. Therefore it can be
assumed that firms with large non debt tax shields include less debt
in their capital structure. By contrast one may also argue that firms
with substantial non debt tax shields should have considerable tangi-
ble assets. Consequently there is more room for cheap borrowing,
which may induce firms to use more leverage. Empirical evidence is
also mixed. De Miguel and Pindado (2001) report a negative rela-
tionship for Spanish data. Conversely, Titman and Wessels (1988) do
596not find a link between non debt tax shields and leverage while
Gardner and Trzcinka (1992) show a positive impact.
B. Leverage and stock listing
The literature points out several advantages a firm can extract from
having its shares quoted on a stock exchange. Stock markets allow effi-
cient risk sharing and provide informative stock prices. The informa-
tion contained in stock prices helps to improve allocation of invest-
ment and creates opportunities for setting up effective managerial
compensation schemes. Simultaneously the stock market may also pro-
vide a disciplining device by creating the danger of hostile takeovers
and by exposing managerial decisions (Allan 1993) to the market’s
assessment. A stock market quotation also has disadvantages though.
For next to costs directly related to maintaining a quotation, the dissi-
pation of ownership may create costly agency problems between own-
ers and managers, as well as information asymmetries between these
two parties. When put into the framework of capital structure theory,
preceding arguments may have a bearing on the use of leverage, as
they clearly impact on the relative costs of sources of financing.
Only very little empirical research has been devoted to differences
and similarities between quoted and non-quoted companies. One likely
reason is that in stock market oriented systems like the US and the
UK, traditionally one focuses on quoted companies. Another reason is
simply one of data availability. Accounting data (in the Anglo-Saxon
system) is usually much easier to gather for quoted than for non
quoted companies. Mayer and Alexander (1991) attempted to inves-
tigate the impact of stock markets on corporate performance. They
use a paired sample of quoted and non-quoted companies drawn from
the top 1000 UK firms. Their main findings are that unquoted firms
are on average smaller, have higher concentration of ownership, are
less diversified across industries and are concentrated in low technol-
ogy industries. Quoted companies seem to grow faster and be more
profitable than non quoted companies. Another important result from
Mayer and Alexander is that in their sample quoted firms prove to be
more active bidders in the takeover market. From this they conclude
that the higher growth of quoted companies is to a large extend attrib-
utable to takeover and external growth rather than internal expansion.
As indicated above, the theories concerning capital structure can
also be used to develop hypotheses about how a stock listing could
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of the Trade-Off theory one could argue that the increased trans-
parency reduces expected bankruptcy costs, so that public companies
would be better off using more debt than private firms. From the view
of agency theory, logic suggests less leverage for unquoted firms.
Specifically, the higher ownership concentration that one may expect
in non quoted firms, implies less need for the pressure of debt ser-
vicing as a disciplining device. Also, since for these companies less
financing is available or more costly to obtain, one would expect, sim-
ilar to the findings of Mayer and Alexander (1991) that these latter
firms choose lower growth paths or less cash flow consuming strate-
gies in general. Hence the argument by Myers (1977) about the dan-
ger for under investment associated with high debt levels would be
less of an issue for the non quoted firms. Finally, the signaling per-
spective would suggest that, as non quoted firms do not have the need
to signal their quality to the external stock market by mastering a high
debt level, non quoted firms would be better off to carry less debt than
their quoted counterparts. From the Pecking Order theory we can also
develop some propositions concerning the determinants of leverage.
Pagano et al (1998) find that companies experience a reduction in the
cost of bank credit after they went public. Furthermore these compa-
nies also prove to be able to borrow from more banks. Pagano et al
(1998) explain these results by pointing out that by going public, firms
gain bargaining power vis-à-vis financial institutions. Specifically,
public companies do not depend solely on banks as a source of exter-
nal funds. Furthermore as more and better quality information is avail-
able about them compared to their non quoted counterparts, public
firms enjoy improved access to external financial markets in general.
Hence, this argument would suggest that quoted companies may be
more highly levered. Simultaneously however, the earlier mentioned
logic of Titman and Wessels (1988) indicates that for non-quoted com-
panies the cost of issuing new equity is much larger than for a quoted
company, implying that quoted firms would be less levered as com-
pared to their non quoted counterparts. The paper by Pagano et al
(1998) contains another interesting viewpoint concerning leverage and
stock listing. It is seen that, in contrast to the United States, in Con-
tinental Europe companies do not go public to finance subsequent
investment and growth, but rather to rebalance their accounts after a
period of high investment and growth. Hence these findings suggest
that, ceteris paribus, quoted companies have lower leverage compared
598to non-quoted companies. Jain and Kini (1994) also argue that one of
the motivations to go public is the reduction of debt.
II. DATAAND MEASUREMENT ISSUES
A. Sample description
The sample consists of panel data for the years 1992-2002 and uses
the set of all non financial Belgian companies issuing consolidated
statements. Information was gathered from the NBB (National Bank
of Belgium) and Van Dijck Belfirst. We don’t have 11 years of data
for all firms because each year some companies enter or leave the
sample. This solves the problem of survivorship bias since for each
year we take all firms with available consolidated data.
Table 2 reports information on the composition of our sample
according to industry. The total sample contains 587 companies from
which 119 are quoted. Almost all of these firms (94%) are (have been)
quoted on Euronext Brussels.1 The largest portion of firms in our sam-
ple are manufacturing firms (206). Companies in distribution (114)
and servicing (136) are two other important industries in our sample.
As in Belgium only parent companies may be required to publish con-
solidated accounts, the data covers only independent entities (inde-
pendent firms or business groups as a whole).
Similar to the very interesting work of Deloof and Verschueren
(1998) we test the determinants of leverage for Belgian companies.
Our work however adds in three ways to this earlier study. First we
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TABLE 2
Sample composition and industry distribution
Industry Number of firms Non Quoted Quoted
Food & Agriculture 55 45 10
Manufacturing 206 162 44
Construction 27 24 3
Distribution 114 94 20
Transportation 49 45 4
Services 136 98 38
Total firms 587 468 119use consolidated data. The importance of this kind of information in
capital structure research is highlighted by Rajan and Zingales (1995).
These authors point out that companies with unconsolidated balance
sheets report an affiliate’s net assets as a long term investment on their
balance sheets. Consequently, if the subsidiary uses debt, these parent
firms would (incorrectly) appear to have lower leverage than otherwise
identical firms that do consolidate. Alternatively, these companies may
place the debt they take on in less visible affiliated companies and
borrow it back via inter firm trade credit. Rajan and Zingales (1995)
find, for their Japanese and German samples, that firms that do not
report consolidated balance sheets have indeed much lower leverage
than firms that do. Second, we use panel data, so that we can test both
cross sectional and time effects. Third, and novel to the literature, we
also extend capital structure research to include the impact of a stock
market quotation on the use of leverage.
B. Variable measurement issues
We use two proxies for leverage: total debt and short term debt both
divided by total assets. Since our sample consists of quoted and non
quoted companies we can only use accounting measures for the dif-
ferent types of debt. However prior studies like Titman and Wessels
(1988) have shown that empirical models based on book values give
similar findings to those based on market values. Next to measuring
leverage, we also use debt mix variables. BANKLEV proxies for the
importance of bank debt and is defined as total bank debt (long and
short term) divided by total debt. Similarly TRADCRED is calculated
as the total amount of trade credit divided by total debt and STDEBT
as short term debt divided by total debt.
We use two proxies for size: LNTA is the natural logarithm of total
assets and LNVA is the natural logarithm of value added. Profitabil-
ity is measured as the return on assets (ROA) calculated as EBIT
divided by total assets. As an alternative proxy for profitability we
also use a cash flow measure. CASHFL is calculated as net income
plus the non cash flow costs minus the non cash flow revenues. The
cash flow variable is also divided by total assets. Since the two size
(profitability) variables are highly correlated, only one of them is
included in a model.
As in Deloof and Verschueren (1998), in any one year, risk (RISK)
is proxied by the standard deviation of the return on assets for the last
600three years. This way we lose the first two years of data for our mod-
els. Company growth (GROWTH) is measured as growth in sales dur-
ing that year and can proxy for growth opportunities. Since our sam-
ple consists of quoted as well as non quoted companies, other growth
opportunity measures like Tobin’s Q or market to book are not avail-
able for this study. The non-debt tax shield (NDTAX) is calculated as
depreciation divided by total assets.
The last group of variables proxies for the type of assets. As in
Titman and Wessels (1988), for investigating the issue of collateral
value / tangibility, we use the ratio of intangible assets to total assets
(INTAS) and the ratio of inventory plus gross plant and equipment to
total assets (TANGAS). The first indicator is negatively related to col-
lateral value, while the second one (representing tangible assets) is
positively correlated to it. Following Demirgüç-Kunt and Maksimovic
(1996) and as discussed above, we also define the ratio of current
assets to total assets (CURAS) to investigate the relationship between
current assets and leverage.
Finally, our QUOTED dummy distinguishes between listed and non
listed companies (i.e. 1 if the firm is listed on the stock exchange in
that year). We also use industry dummies based on 2 digit NACE
codes and year dummies to account for industry and year effects.
III. EMPIRICAL RESULTS
A. Univariate statistics
Below we split our sample in a non quoted and quoted group and cal-
culate the means and medians for the variables defined in the previ-
ous section. The results are shown in Table 3.
Panel A includes all variables concerning leverage and debt mix.
Non-quoted companies use more leverage than the quoted ones. Non-
quoted companies hold on average about 65% of there total assets in
debt whereas for quoted companies this is only about 56%. This result
is in line with the logic of Titman and Wessels (1988) about the rela-
tive decrease in the cost of attracting equity and with the findings of
Pagano et al (1998) at the time a company goes public through an ini-
tial public offering of its shares (IPO). The overall average is also in
line with the results in Deloof and Verschueren (1998).2 Also the pro-
portion of short term debt to total assets amounts to almost 50% for
601non-quoted firms and is significantly higher than for quoted ones.
Next we calculate the proportion of short term debt in total debt to
evaluate whether or not, given a higher debt level, non-quoted com-
panies still rely relatively more on short term. Panel A shows that in
non-quoted companies short term debt accounts for almost 74% of all
leverage, which is significantly more than the 70% in quoted ones.
Thereby the use of trade credit is more popular with private firms as
compared to quoted ones. Finally Panel A shows no significant dif-
ference in the relative use of bank debt between the two sub samples.
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TABLE 3
Descriptive statistics for quoted and non quoted subsamples
PANEL A
Non quoted Quoted Test p-values
Leverage Mean 0,64263 0,56087 64,389*** 0,000
Median 0,66365 0,57374 –10,254*** 0,000
Stdebt/ta Mean 0,4713 0,3857 64,389*** 0,000
Median 0,4643 0,3585 –9,963*** 0,000
Stdebt Mean 0,73958 0,70451 14,254*** 0,000
Median 0,77362 0,72947 –4,095*** 0,000
Banklev Mean 0,29113 0,29365 0,066 0,798
Median 0,28744 0,26142 –0,108 0,914
Tradcred Mean 0,31648 0,25483 25,788*** 0,000
Median 0,27996 0,23614 –6,963*** 0,000
PANEL B
Non quoted Quoted Test p-values
Lnva Mean 10,36799 11,06203 110,057*** 0,000
Median 10,27505 11,06715 –10,910*** 0,000
Lnta Mean 11,52077 12,23690 143,979*** 0,000
Median 11,29220 12,04728 –11,172*** 0,000
Growth Mean 0,04719 0,11707 14,608*** 0,000
Median 0,04665 0,05773 –7,598*** 0,000
ROA Mean 0,05045 0,05009 0,009 0,924
Median 0,04522 0,05157 –2,366** 0,018
Cashfl Mean 0,04990 0,05139 0,161 0,688
Median 0,04711 0,05130 –2,230** 0,026Panel B of Table 3 contains means and medians for the variables
indicating size and performance. Not surprisingly, the variable total
assets as well as the value added variable show that quoted companies
are significantly larger than non-quoted ones. Specifically, if we would
transform this numbers back to real euro values we would find that
quoted companies are on average about twice as large. Hence some
of the differences in leverage reported in Panel A above could simply
be due to this size difference. Menédez Reguejo (2002) for example,
found that small companies were more levered than large companies
and Titman and Wessels (1988) indicated, as already noted, that small
companies would have higher proportions of short term debt. Later on
we will control for size in our regression models to test whether or not
the differences remain.
Other variables in panel B are return on assets, the cash flow vari-
able and sales growth. Return on assets only differs between quoted
and non-quoted companies in median terms. Also the cash flow vari-
able differs only marginally. This implies that the quoted companies
do not outperform the non-quoted ones based on these accounting per-
formance measures. The growth of quoted firms however is signifi-
cantly higher. On average the growth in sales is twice as large for the
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PANEL C
Non quoted Quoted Test p-values
Risk Mean 0,04368 0,04729 0,098 0,755
Median 0,01387 0,01390 –1,111 0,267
Ndtax Mean 0,05838 0,07775 14,461*** 0,000
Median 0,03904 0,04635 –5,194*** 0,000
Curas Mean 0,62779 0,55681 59,767*** 0,000
Median 0,64670 0,56064 –7,287*** 0,000
Intas Mean 0,06081 0,06379 0,247 0,619
Median 0,01003 0,01435 –3,321*** 0,001
Tangas Mean 0,42415 0,43147 0,606 0,436
Median 0,43700 0,44394 –0,676 0,499
The F-test statistic for the means test and the Wilcoxon Mann-Whitney Z-statis-
tic for the median test are given in the respective row together with the corre-
sponding P-value. Variables are defined as in section II.B; * denotes significance
at the 10% level; ** denotes significance at the 5% level; *** denotes signifi-
cance at the 1% levellatter, but in median terms the difference is less pronounced though
still significant on a 1% level.
The last variables of interest are shown in panel C of Table 3. The
variability of profitability captured by our risk variable does not seem
to be significantly different for the two groups. On average non quoted
as well as quoted companies have a standard deviation of about 4%
to 5%. Public companies have however significantly higher depreci-
ation tax shields. Within the context of the Trade-Off perspective, this
is consistent with the lower use of debt by these firms as they have
more competing tax shields available.
The other variables in panel C represent the tangibility or the col-
lateral value of assets. Non quoted companies have significantly more
current assets relative to total assets. This means that quoted compa-
nies have a larger proportion of fixed assets, so that, consistent with
the data, one also would expect more depreciation tax shields. The
proportion of intangible assets seems to be slightly larger for quoted
companies but tangible assets are not different between both groups.
The reason for the latter result is probably that our measure of tangi-
ble assets also includes inventories. Specifically, although not reported
in Table 3, we have also tested for the importance of inventories and
found that in non quoted companies the latter is significantly higher.3
Table 3 indicates that both relative use as well as the composition of
the debt structure differs between public and private firms. However
several determinants of leverage and debt composition also differ. In
the next section we investigate the interactions between all these vari-
ables to gain a more thorough understanding of the dynamics of lever-
age and debt composition.
B. Univariate correlations
Table 4 reports correlations between our variables of interest. Panel A
shows the results for the full sample. Note however that these are uni-
variate test results, and hence should be interpreted with care. How-
ever the correlations are useful as they yield some insights into the
properties of the sample data.
Most of the variables have signs consistent with some theoretical
hypothesis.4 Profitability (ROA), risk, intangible assets, size are sig-
nificantly negatively correlated with leverage, while there is a positive
relationship with current assets and no or only a marginal relationship





Correlation matrix of the determinants of leverage
PANEL A: Correlations for the full sample
Leverage Stdebt/ta roa Risk lnta growth curas intas tangas
Leverage 0,642** –0,155** –0,102** –0,062** 0,048* 0,223** –0,312** (0,000)
(0,000) (0,000) (0,000) (0,001) (0,026) (0,000) (0,000) (0,987)
Stdebt/ta –0,128** –0,117** –0,216** 0,048* 0,578** –0,307** –0,179**
(0,000) (0,000) (0,000) (0,026) (0,000) (0,000) (0,000)
Roa –0,140** 0,055** 0,027 0,026 –0,069** 0,086**
(0,000) (0,002) (0,187) (0,149) (0,000) (0,000)
Risk 0,048* 0,025 –0,125** 0,417** –0,075**
(0,032) (0,281) (0,000) (0,000) (0,002)
Lnta 0,047* –0,306** 0,143** 0,123**
(0,023) (0,000) (0,000) (0,000)








6 PANEL B: Correlations for non-quoted sample (top right) and quoted sample (bottom left)
Leverage Stdebt/ta roa Risk lnta growth curas intas tangas
Leverage 0,636** –0,174** –0,116** –0,080** 0,088** 0,254** –0,333** –0,002
(0,000) (0,000) (0,000) (0,000) (0,000) (0,000) (0,000) (0,937)
Stdebt/ta 0,628** –0,160** –0,099** –0,236** 0,094** 0,596** –0,306** –0,167**
(0,000) (0,000) (0,000) (0,000) (0,000) (0,000) (0,000) (0,000)
Roa –0,123** –0,063 –0,107** 0,016 0,064** 0,021 –0,074** 0,077**
(0,002) (0,114) (0,000) (0,447) (0,008) (0,302) (0,000) (0,000)
Risk –0,052 –0,196** –0,277** 0,101** 0,024 –0,120** 0,402** –0,064*
(0,275) (0,000) (0,000) (0,000) (0,384) (0,000) (0,000) (0,020)
Lnta 0,083* –0,057 0,137** –0,108* 0,104** –0,278** 0,130** 0,099**
(0,035) (0,147) (0,000) (0,014) (0,000) (0,000) (0,000) (0,000)
Growth –0,016 –0,031 –0,054 0,043 –0,119** 0,020 –0,088** 0,042
(0,714) (0,487) (0,189) (0,337) (0,004) (0,402) (0,000) (0,094)
Curas 0,065 0,476** 0,038 –0,162** –0,307** –0,034 –0,410** –0,350**
(0,103) (0,000) (0,310) (0,000) (0,000) (0,406) (0,000) (0,000)
Intas –0,246** –0,318** –0,061 0,499** 0,189** –0,123** –0,331** –0,336**
(0,000) (0,000) (0,102) (0,000) (0,000) (0,003) (0,000) (0,000)
tangas 0,014 –0,227** 0,110** –0,123** 0,180** –0,047 –0,527** –0,269**
(0,722) (0,000) (0,005) (0,008) (0,000) (0,273) (0,000) (0,000)
Pearson correlation matrices for leverage variables and determinants. P-values of the two-tailed Pearson’s correlation test in paren-
theses; * denotes significance at the 5% level; ** denotes significance at the 1% levelwith leverage as well as short term debt, not reported in table 4, is sig-
nificantly negative. This is also in line with our hypothesis based on
trade off theory.
However to arrive at final conclusions, there is a need to correct
simultaneously for different firm characteristics. For example, size
seems to be negatively correlated with leverage as well as short term
debt. We also saw from the descriptive statistics in Table 3 that quoted
companies are much larger than the non quoted firms and that these
latter companies hold more debt. Hence, is leverage really negatively
related to size or rather does the negative correlation reflect the impact
of not being quoted? At least panel A of Table 4 implies that, overall,
correlations between variables are such that multicollinearity prob-
lems are limited.
Finally in panel B of Table 4 we split up our sample in a quoted and
non quoted group. The upper right part of the matrix represents the
correlation results for the non quoted sample while the lower left part
contains those for the quoted one. This way we can test for differ-
ences in relationships between variables across sub samples. For the
private firms results are largely similar to those of the full sample.
The sample of public companies however reveals that less variables
are significantly correlated with leverage. Only the proportion of short
term debt relative to total assets, ROA and intangibles show a signif-
icant relationship with leverage. Contrary to their private counterparts,
and except for intangibles, for public firms there is no correlation
between leverage and composition of asset side, growth and risk. Pos-
sibly some weak correlation with size may exist. These findings indi-
cate that the determinants of leverage are not entirely different for
quoted and non-quoted companies, but that conducting also split
regressions between subgroups is warranted.
C. Multivariate testing of the determinants of capital structure
For comparability, the basic models we test are similar to those in
Deloof and Verschueren (1998) and Rajan ans Zingales (1995). As in
Rajan and Zingales (1995) all models are tested using maximum like-
lihood regression. Compared to OLS, this technique has the advantage
that variables need not have constant variance. Hence, biases due to
heteroscedasticity are avoided. Each model was tested first without and
than with a specific firm effect (i.e. for each firm a dummy was added
to absorb company specific information). Table 5 shows the results for
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quoted while others are not. The left hand side of Table 5 contains
models (A) with no firm effects. In the right hand side models (B)
firms are allowed to have random intercepts. All models are tested with
industry and year effects.5 Finally, to avoid multicollinearity, and as a
robustness check, in turn, each one of two highly correlated variables
is left out. What variable is deleted is indicated with a dash.
Models A1 to A4 all have comparable explanatory power.
The pseudo R2 is between 27% and 31%, which is comparable with
Deloof and Verschueren (1998). Another consistent result for these
four models is that the industry effects are each time very significant,
but the year effects are not.
The relationship between profitability (ROA or CASHFL) and
leverage is significantly negative. This result is contradicting the
Trade-Off theory as well as the signaling explanations of capital struc-
ture but is in line with the Pecking Order Theory proposed by Myers
and Majluf (1984) as well as the Agency perspective.
The second determinant of interest, risk, has a negative relationship
with the proportion of total debt, as predicted by both the Trade-Off
theory and the Pecking Order logic. It contradicts however both the
Agency and Signalling perspectives.
In none of the four models the coefficients of the size variables
(LNTAor LNVA) are significant and may not even be of the predicted
sign. This is in contrast to the results in Deloof and Verschueren
(1998). However Rajan and Zingales (1995) do not find a significant
relationship between size and leverage either on their French and
Italian samples.
The growth variable has a positive coefficient that is very signifi-
cant in the four models. The positive relationship between growth and
leverage is again in line with the Pecking Order perspective and con-
tradicts the other views. For, consistent with Pecking Order theory,
fast growing companies use up much cash flow and are therefore
forced to turn to debt once the internally generated resources have
been exhausted.
Another variable that is used in all four models is the proportion of
current assets. The sign of the CURAS coefficient is positive and sig-
nificant at the 1% level for most models. This result is in line with the
arguments of Demirgüç-Kunt and Maksimovic (1996) that current
assets are mainly financed with debt. It is also consistent with both the






No fixed firm effects Fixed firm effects
A1 A2 A3 A4 B1 B2 B3 B4
Intercept 0.6019*** 0.5981*** 0.6858*** 0.6726*** 0.5020*** 0.5518*** 0.6513*** 0.6225***
(7.59) (7.77) (8.93) (8.42) (2.80) (3.12) (3.68) (3.45)
ROA –0.5691*** –0.6531*** –0.5915*** – –0.4939*** –0.5940*** –0.4992*** –
(–8.74) (–9.00) (–9.17) (–9.16) (–9.90) (–9.22)
Cashfl – – – –0.5683*** – – –0.5222***
(–8.62) (–9.43)
Risk –0.0779*** –0.0672** –0.0581** –0.0766*** –0.0384* –0.0439 –0.0364 –0.0377*
(–3.94) (–2.07) (–2.29) (–3.84) (–1.75) (–1.06) (–1.49) (–1.71)
Lnta 0.0027 – 0.0032 –0.0004 0.0184*** – 0.0141*** 0.0116**
(0.81) (0.97) (–0.13) (3.58) (2.72) (2.17)
Lnva – 0.0042 – – – 0.0152*** – –
(1.22) (2.91)
Growth 0.0375*** 0.0443*** 0.0274** 0.0372*** 0.0117* 0.0135* 0.0102 0.0058
(3.39) (3.38) (2.49) (2.98) (1.88) (1.76) (1.62) (0.81)
Curas 0.2358*** 0.2271*** 0.1450*** 0.2205*** 0.1162*** 0.1173*** 0.0196 0.0948***
(9.51) (8.94) (5.91) (8.74) (3.99) (3.95) (0.65) (3.28)
Tangas 0.0574** 0.04889** – 0.0850*** 0.0785*** 0.0662*** – 0.0950***
(2.51) (2.08) (3.67) (3.44) (2.86) (4.14)
Intas – – –0.2849*** – – – –0.1959*** –
(–7.32) (–5.23)6
1
0 No fixed firm effects Fixed firm effects
A1 A2 A3 A4 B1 B2 B3 B4
Firm effect No No No No Yes Yes Yes Yes
F-stat ind. 7.96*** 7.73*** 7.89*** 7.67*** 1.88*** 1.73*** 1.83*** 1.81***
F-stat year 0.43 0.45 0.56 0.55 1.64 2.11** 1.74* 2.24**
Pseudo R2 0.286 0.272 0.308 0.284 0.875 0.872 0.874 0.877
Maximum likelihood regressions with leverage as dependent variable. T-tatistics in parentheses; Variables are as defined in Section II. B;
* denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.The last determinant of leverage tested in our models is the collat-
eral value of assets. Following Titman and Wessels (1988) we use two
alternative measures (i.e. TANGAS and INTAS). The estimate for
these variables is in line with the Trade-Off and Pecking Order theo-
ries (positive for TANGAS since more tangible assets are available to
serve as collateral and negative for the measure of the importance of
intangibles INTAS).
The right hand side of Table 5 shows the results of the same mod-
els but tested with firm specific intercepts. Because of the inclusion
of this firm specific intercept, the fit statistic, pseudo R2, is much
higher and reaches almost 0,88. In contrast to the left hand side mod-
els, the year effects become much more important while the industry
effects remain highly significant. This result is not entirely unexpected.
By imposing a fixed firm effect for each company, much of the cross-
sectional variation of leverage is eliminated. This way inter temporal
variation gains in importance, leading to the significant year effects.
A comparison of the models without fixed firm effects (A) and the
models with fixed firm effects (B) shows one important difference.
The size variables LNTAand LNVAare significantly positively related
with leverage in the fixed effect models. Hence, all else being equal,
larger companies hold relatively more debt in their capital structure as
was predicted by all the capital structure theories. The size effect how-
ever was not significant in the models with no fixed firm effects. From
this we can conclude that the size effect is more inter temporally than
cross sectionally evident. This finding again is consistent with the
Pecking Order perspective, as contrary to the other theories, the
dynamics of leverage is a fundamental part of its logic. The different
results for the fixed effect models indicate that each firm has its own
starting level of leverage; then this level is adjusted depending upon
the firm specific values of the different determinants. This is consis-
tent with the notion that path dependency is important (as implied by
the Pecking Order theory) or that the firm specific dummies capture
the impact of missing variables. Importance of path dependency and
history – this would be captured by the firm specific intercepts – could
also explain why in the fixed effects models growth loses much of its
significance. For, according to the Pecking Order theory, past growth
would lead to higher starting levels of leverage, differences which are
captured by the firm dummies. Growth would then continue to cap-
ture mainly cross sectional yearly short term effects. This interpreta-
tion also implies that growth is more related to the level of the firm
611dummies as compared to size, so that, once these dummies are
included, less variation in the data is left to be captured by our growth
variable.
Other determinants like profitability (ROA, CASHFL), current
assets (CURAS), collateral value of assets (TANGAS, INTAS) hold
the same sign and significance as in the former models. However the
risk variable (RISK) suffers from a decrease in significance. This
could suggest that this variable contains much noise, so that a simple
firm specific adjustment like a dummy is capable of partially attract-
ing its explanatory power. It is also consistent with the notion that
long term effects are, at least to some extend, captured by the dummy,
while yearly short term effects are reflected in RISK.
In sum we can conclude from table 5 that the results are in line
with other empirical research concerning capital structure. Overall the
findings lend most support to Pecking Order theory.
D. The impact of stock listing
The univariate test results of table 3 showed that quoted companies are
relatively less debt financed as compared to private firms. In the fol-
lowing models, we test whether this effect remains when we control
for other determinants of capital structure. Therefore we include a
QUOTED dummy in previous regression models. However, because
of the similarity in results for the models A1, A2, A3 and A4 in Table
5, we only continue with model A1. The first column of Table 6 con-
tains the model without fixed firm effects, while in column 2 fixed
firm effects are used.
Column 1 of Table 6 shows that the QUOTED dummy adds
explanatory power to the model. The coefficient has a value of –0.0407
and is significant at a 1% level. Hence, controlling for other determi-
nants of capital structure, quoted firms have lower leverage as com-
pared to non quoted ones. This finding is consistent with the Pecking
Order view and with the findings of Pagano et al (1998) on European
stock market introductions. All other results remain similar to those
obtained before. However, the differences in correlation structure as
reflected in Table 4 indicates that relationships between the variables
within the sub samples of quoted and unquoted firms may be differ-
ent. Furthermore the Pecking Order theory stresses the fact that, when
information conditions change (as is the case when a firm becomes
quoted), relative costs of alternative sources of finance change also.
612This implies an alteration in the parameters of the implicit decision
models firms are faced with. Therefore, in order to test whether the
determinants of capital structure are different for quoted and non-
quoted companies, we split up our sample in two groups and retest the
models. The results are shown in Table 7 where the left hand side rep-
resents the non quoted sample and the right hand side the quoted one.
Several differences appear between the private and public compa-
nies. The variable measuring risk has a negative relationship with
leverage but the coefficient is no longer significant for the quoted
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TABLE 6
Impact of stock listing on leverage
Leverage

















Firm effect No Yes
F-stat ind. 7.43*** 1.75***
F-stat year 0.41 1.41
Pseudo R2 0.293 0.876
Maximum likelihood regressions with leverage as dependent variable. T-tatistics
in parentheses; Variables are as defined in Section II. B;
* denotes significance at the 10% level; ** denotes significance at the 5% level;
*** denotes significance at the 1% level.sample. The size variable has a positive coefficient for quoted com-
panies in the fixed firm effect models as well as the no fixed firm
effect models. This indicates that size is a relatively more important
determinant of capital structure for quoted companies.
An important difference between quoted and non quoted compa-
nies is the impact of growth on the proportion of debt. For public
companies high growth does not necessarily result in more debt.
The coefficient of growth has a positive sign but is not significant in
the quoted sample. An explanation for this could be that quoted
companies have more alternative forms of financing, so that their
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TABLE 7
Determinants of leverage on separate samples of quoted and non quoted firms
Non-quoted sample Quoted sample
No fixed firm  Fixed firm  No fixed firm  Fixed firm 
effects effects effects effects
Intercept 0.6696*** 0.5152** 0.0921 0.1219
(7.33) (2.77) (0.54) (0.55)
ROA –0.5481*** –0.5546*** –0.5547*** –0.2486**
(–6.96) (–9.29) (–3.82) (–1.99)
Risk –0.0758*** –0.0299 –0.0433 –0.0579
(–3.64) (–1.35) (–0.43) (–0.66)
Lnta –0.0028 0.0183*** 0.0281*** 0.0297***
(–0.62) (2.99) (4.62) (2.99)
Growth 0.0512*** 0.0136* 0.0231 0.0083
(3.70) (1.87) (1.25) (0.71)
Curas 0.2153*** 0.1052*** 0.2290*** 0.0451
(6.96) (3.26) (3.83) (0.61)
Tangas 0.0797*** 0.0898*** –0.0380 0.0305
(3.07) (3.75) (–0.68) (0.47)
Firm effect No Yes No Yes
F-stat ind. 5.16*** 1.57** 6.38*** 1.38*
F-stat year 0.34 2.54*** 0.88 1.13
Pseudo R2 0.279 0.893 0.429 0.813
Maximum likelihood regressions with leverage as dependent variable. T-tatistics
in parentheses; Variables are as defined in Section II. B; * denotes significance
at the 10% level; ** denotes significance at the 5% level; *** denotes signifi-
cance at the 1% level.financial structure is less dependent upon using (bank)debt once inter-
nally generated funds are exhausted. Rajan and Zingales (1995), who
only considered public firms in their sample, already found a negative
relationship or no significant relationship between growth and lever-
age. Similarly, current assets is also less important as a determinant
of leverage for quoted companies, especially in the model with fixed
firm effects. Again the argument that quoted companies have more
financial flexibility could be used here. Another important difference
between quoted and non quoted companies seems to be the collateral
value of assets. While the tangibility has a strong positive relationship
with leverage for private companies, this relationship does not seem
to exist for public firms. This indicates that quoted enterprises are less
dependent upon collateral value to obtain debt. For quoted companies
are less likely to go bankrupt and information asymmetries are lower
than with non quoted companies. Therefore collaterability will be less
of an issue in the negotiation of debt contracts. On top the evidence
in authors like Pagano et al. (1998) supports the notion that quoted
companies have more bargaining power with financial institutions.
Ceteris paribus, this also reduces the need of offering collateral. Over-
all the evidence in Table 7 is consistent with the Pecking Order per-
spective and suggests that quoted companies have more financial flex-
ibility, so that, when internal financial resources are exhausted,
contrary to their private counterparts, they are less dependent on debt
(e.g. to handle year to year variations in financing needs).
E. Explaining short term debt
For completeness, and following Deloof and Verschueren (1998), we
use tentatively the models of Tables 6 and 7 to explain the proportion
of short term debt in the capital structure. Panel A of Table 8 contains
the results for the full sample, while Panel B reports the split sample
regressions. Turning first to Panel A, it can be seen that there is no dif-
ference in the sign of any significant coefficient between the short
term debt and the leverage models. Also the variables that have sig-
nificant coefficients are largely the same.
There are, however, a few noteworthy differences for the short term
debt models. First of all the impact of current assets on short term
debt is about twice as large as the impact on leverage itself. This is a
logical result since current assets can change rapidly and therefore





Determinants of short term debt on full sample and separate samples of quoted and non quoted firms
Panel A Panel B
Full Sample Non-Quoted Sample Quoted Sample
No fixed firm  Fixed firm  No fixed firm  Fixed firm  No fixed firm Fixed firm
effects effects effects effects effects effects
Intercept 0.2135*** 0.3380** 0.3740*** 0.4766*** 0.0622 –0.0793
(3.04) (2.11) (4.62) (2.80) (0.44) (–0.41)
ROA –0.4496*** –0.3755*** –0.4866*** –0.4577*** –0.3788*** –0.0856
(–7.76) (–7.82) (–6.96) (–8.42) (–3.13) (–0.80)
Risk –0.0360** –0.0187 –0.0165 –0.0128 –0.1657** 0.0042
(–2.05) (–0.96) (–0.90) (–0.63) (–1.98) (0.06)
Lnta –0.0016 0.0031 –0.0164*** –0.0079 0.0192*** 0.0301***
(–0.53) (0.67) (–4.04) (–1.39) (3.80) (3.32)
Growth 0.0282*** 0.0044 0.0473*** 0.0087 0.0051 –0.0019
(2.78) (0.80) (3.84) (1.30) (0.33) (–0.19)
Curas 0.4631*** 0.2548*** 0.4615*** 0.2375*** 0.3003*** 0.2675***
(20.92) (9.78) (16.85) (8.07) (6.11) (4.17)
Tangas 0.0335* 0.0100 0.0434* 0.0219 –0.0775* –0.0494
(1.65) (0.49) (1.89) (1.00) (–1.66) (–0.90)




Panel A Panel B
Full Sample Non-Quoted Sample Quoted Sample
No fixed firm  Fixed firm  No fixed firm  Fixed firm  No fixed firm Fixed firm
effects effects effects effects effects effects
Firm effect No Yes No Yes No Yes
F-stat ind. 7.32*** 2.13*** 5.87*** 2.00*** 5.64*** 1.26
F-stat year 0.39 2.23** 0.76 1.70* 0.56 1.13
Pseudo R2 0.192 0.471 0.181 0.466 0.206 0.427
Maximum likelihood regressions with short term debt as dependent variable. T-tatistics in parentheses; Variables are as defined in Sec-
tion II. B; * denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.tangibility is much less important in the short term debt models,
which, perhaps not surprisingly, indicates that collateral value is rel-
atively more important for long term debt. Also here the coefficient
of the quoted dummy is negative and significant. Hence, controlling
for other firm characteristics, quoted companies use less short term
debt. However, overall the fit statistics of the models show that the
explanatory power of the regressions explaining short term debt is
much lower than of those explaining total debt.
In the split regressions of Panel B, the most remarkable result is
that size has a negative or no relationship with short term debt for non
quoted firms and a positive relationship for quoted ones. Profitability
and current assets have the same impact on short term debt for quoted
and non quoted firms, although for quoted firms, once the firm spe-
cific dummy is taken into account, no impact is left anymore. Simi-
larly, growth seems to be a more important driver of short term debt
for private companies. Comparable to total debt, also short term debt
is less influenced by growth in quoted companies. This could indicate
that the higher level of financial flexibility available to public firms
causes them to be less dependent upon internally generated cash
flows/uses for managing short term debt.
As our modeling of the drivers of short term debt was only tenta-
tive, our conclusions on this issue should be interpreted with care.
However, overall the empirical results seem to indicate that, just as in
the case of total leverage, publicly quoted firms use relatively less
(short term) debt. Furthermore, the data suggest that the latter firms
are less dependent upon internally generated cash flows/uses for man-
aging short term debt.
IV. DISCUSSION AND CONCLUSIONS
In this paper we analyze the main firm characteristics that, according
to the literature, are important determinants of capital structure.
We also test empirically the impact of a stock listing on the use of
leverage for Belgian firms.
For the determinants of leverage we find evidence in line with ear-
lier empirical studies. Well known firm characteristics like profitabil-
ity, growth, risk and tangibility have the expected impact on the level
of debt. Overall results are mainly consistent with the Pecking Order
theory put forward by Myers and Majluf (1984). The other important
618perspectives studied in the literature, i.e. Trade-Off, Signaling and
Agency problems get less support from our data.
Quoted companies seem to be less levered, even when controlling
for other determinants of capital structure. As discussed in the paper,
this result is in line with the Pecking Order theory. Furthermore, at
least to some extend, determinants of capital structure differ between
quoted and non-quoted firms. Profitability is an important driver of
total leverage for both subgroups. However growth, the extend to
which the company owns tangible assets, and the proportion of cur-
rent assets is more important for the capital structure of private firms.
These findings are in line with the Pecking Order theory and support
the idea that the latter type of firms are more financially constrained
as compared to the public ones.
Unfortunately static capital structure models, like the ones tested in
this paper, are not able to systematically capture the dynamic adjust-
ment in leverage ratios. Recent studies like De Miguel and Pindado
(2001) propose a dynamic model approach where observed and opti-
mal leverage may differ due to the presence of adjustment costs.
It might be interesting, for future research, to test whether the adjust-
ment process differs between quoted and non quoted companies. This
dynamic approach would shed additional light on the impact of stock
listing on capital structure. Also a more in depth analysis of the dri-
vers of short term debt would be of interest.
NOTES
1. From the 119 quoted companies in our sample, there are 13 companies that became
public during the sample period for which we have data from both their private and
public period. On the other hand there are 4 companies that went private for which
we also have data from the public as well as the private period.
2. The median leverage for our sample is 65% while Deloof and Verschueren (1998)
report 68%.
3. On average the proportion of inventory to total assets is 19% for non quoted compa-
nies compared to 16% for the quoted sample.
4. To avoid redundancy we leave out several highly correlated variables from the corre-
lation matrix like LNVA, which has a correlation with LNTA of 0.85, and cash flow
which is highly correlated (0.80) with return on assets. Also NDTAX is not included
in the correlation matrices. This is because this variable will not be included in the
regression models later on.
5. Non debt tax shields were not included in the models presented in this paper mainly
because the variable was not used in comparable studies like Deloof and Verschueren
(1998) or Rajan and Zingales (1995). We did however test the impact of our NDTAX
variable on leverage. The coefficient was negative but was not consistently significant
over all models.
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ABSTRACT
De literatuur over falingspredictie negeert eigendomsstructuren en maakt de assump-
tie dat alle ondernemingen onafhankelijke economische entiteiten zijn. Door het
belang van ondernemingsgroepen gaat die assumptie niet op voor het Europese
Continent. In een steekproef bestaande uit middelgrote en grote Belgische onder-
nemingen tonen we aan dat de verklarende kracht van een aantal vaakgebruikte
boekhoudkundige ratio’s (vb. winstgevendheid, schuldgraad, liquiditeit en efficiën-
tie) verschillend is voor ondernemingen die deel uitmaken van een groep dan wel
voor zelfstandige bedrijven. Het uitspelen van de relatieve verschillen in verkla-
ringskracht kan de performantie van een falingspredictiemodel verbeteren zonder
nieuwe informatie toe te voegen. Verdere verbetering is nog mogelijk door rechtst-
reeks te corrigeren voor groepsgebonden effecten, bijvoorbeeld door het toevoegen
van een maatstaf voor de financiële situatie van de hele groep. Tenslotte wordt aan-
getoond dat ook de voorspellingskracht van enkele vooraanstaande predictiemo-
dellen kan verbeterd worden door rekening te houden met groepsfactoren.
* * *
The bankruptcy prediction literature generally ignores corporate ownership and
assumes companies are independent economic entities. In Continental Europe this
latter assumption does not hold, due to the importance of business groups. Using a
sample of mostly non-quoted Belgian medium and large sized companies, we show
that the predictive power of several accounting ratios that are commonly used in
bankruptcy prediction models (e.g. performance, leverage, liquidity and efficiency)
is different for group member companies as compared to stand-alone companies. By
exploiting these differences in relative importance, model fit can be improved with-
out adding any new information. Performance can be increased further by directly
adjusting for group related factors, e.g. by including a measure of financial health
of the group as a whole. Finally, it is shown that group adjustments can also improve
the fit of some well-known existing prediction models.
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Ever since the late 1960s, publicly available financial statement data
has been actively examined to predict corporate failure. This is hardly
surprising given the importance of the topic to many different eco-
nomic agents: financial institutions and suppliers need to be able to
form an opinion on the credit worthiness of a client; institutional
investors want to identify acceptable investment risks; auditors are
interested in the going concern probabilities of a company; govern-
ment agencies need a reliable identification tool to grant support to dis-
tressed companies, etc. Knowledge of the financial health of a com-
pany can benefit individual stakeholders (e.g. clients, employees and
managers) as well.
A. No miracles in the bankruptcy prediction literature
All bankruptcy prediction models in the literature are build on the
basic insights of a small number of pioneering papers: Beaver (1966)
who introduces univariate tests on financial ratios, Altman (1968) who
is the first to use Multivariate Discriminant Analysis (MDA) in clas-
sifying failing versus non-failing companies and Ohlson (1980) who
points to statistical problems with respect to MDA and prefers logis-
tic regression as discriminating method.
During the last decades researchers have made continuous efforts to
increase predictive performance. Most models select explanatory vari-
ables from a large pool of financial ratios, based either on stepwise
selection methods or past performance in the literature. Some other
studies argue there are theoretical grounds on which to build distress
models, for instance cash flow identities (Aziz et al. (1988)) or vari-
ations in market returns (Aharony et al. (1980)). Other attempts to
improve modeling include refining the definition of distress and incor-
porating additional information. For example, Lau (1987) distinguishes
five different states of distress and uses multinomial logit models and
Kluger and Shields (1989) find that changes in information quality
due to auditor changes can be helpful in improving predictive perfor-
mance. In addition, a growing number of niche models are being
developed; Huyghebaert et al. (2000), for instance, use a cash flow
based model to predict survival of start-up companies. Mossman et al.
(1998) compare four different approaches using a single data set and
conclude that ratio models do best for short-term prediction (one year
624before failure) and cash flow models perform adequately as an early
warning signal (three years before failure).
Many of the more recent studies on bankruptcy prediction examine
the usefulness of more sophisticated estimation techniques. Altman et
al. (1994) evaluate the performance of classic (MDA and logit) mod-
els versus that of neural networks of varying complexity. They find
neural networks are not superior, even when compared to a simple
MDA approach. Other methodological issues are raised by e.g. Laiti-
nen and Laitinen (2000), who explore the usefulness of Taylor series
expansions in logistic regressions and Shumway (2001), who builds
a case for forecasting bankruptcy using hazard models instead of sta-
tic techniques.
While the majority of models that received most attention in the lit-
erature focused on quoted companies in the United States, many
researchers have developed models for quoted and/or private compa-
nies in their home countries. Asurvey of these efforts – both in indus-
trialized and in developing countries – is contained in Altman and
Narayanan (1997). The survey shows there is no real consensus on
which technique best estimates the probability of corporate failure.
However, there is much similarity in the selected predictors: measures
of past and present performance, liquidity, solvability, efficiency and
– depending on the sampling approach – size and industry.
B. Business group effects: little studied but potentially important
All of the bankruptcy prediction models discussed above ignore cor-
porate ownership structure. In essence, this is equivalent to making
the assumption that all companies are stand-alone, i.e. independent
economic entities. However, during the 1990s empirical studies have
shown that the classic Bearle and Means (1932) assumption of dis-
persed ownership is mostly relevant for publicly quoted firms in
Anglo-Saxon countries. La Porta et al. (1999), for instance, find that
ultimate ownership and control in Continental Europe often belongs
to families, financial groups or, in some cases, the State. This con-
trol is achieved through pyramidal holding structures, cross-holding
constructions and – in countries where this is legal – shares with dif-
ferential voting rights. Of the 27 industrialized countries examined
in La Porta et al. (1999), Belgium has the highest score for the pres-
ence of pyramids and controlling shareholders. Becht et al. (1999)
confirm that, due to concentrated corporate ownership by holding
625companies and families, Belgium is a prototype of an ‘insider sys-
tem’.
Links between companies create agency problems that are not as
straightforward as those discussed in the literature of the 1970s and
1980s (Bebchuk et al. (2000)). Moreover, the existence of business
groups gives rise to the formation of internal capital markets. These
enable groups and conglomerates to actively shift resources and risk
throughout their structure. Deloof (1998) empirically confirms the
importance of intra-group financing for Belgian non-quoted compa-
nies.
If a company has access to an internal capital market popular bank-
ruptcy prediction ratios likely are biased. For instance, empirical
research has documented that group member companies have lower
liquidity constraints and hence maintain lower liquidity levels (Hoshi
et al. (1991); Deloof (2001)) than their stand-alone counterparts. The
power of liquidity ratios to predict bankruptcy of the former firms
may therefore be limited. The information content of leverage ratios
may be affected by internal capital markets as well: group member-
ship may increase debt bearing capacity (Hoshi et al. (1990)) while the
leverage of individual firms within the group likely is the result of a
global cost minimizing intra-group optimisation process (cf. Faccio
et al. (2001); Bianco and Nicodano (2002)). Even performance mea-
sures – usually the strongest class of predictors – may not have the
same predictive ability as they have in the case of stand-alone com-
panies: several studies have shown that groups or conglomerates tend
to systematically support weakly performing subsidiaries (Lamont
(1997); Claessens et al. (2002)). This type of behavior may be inspired
by strategic, taxation or control considerations, but could also be due
to inefficiencies sometimes referred to as ‘socialism within the group’
(Sharfstein et al. (1998)). Furthermore, bankrupting a subsidiary may
have a severe negative impact on the relationships between the par-
ent and its lenders and on the group’s reputation in general, leading
to a group-wide increase in the cost of capital (Bebchuk et al. (2000)).
A limited number of models have attempted to correct for group
effects. A straightforward way of doing this is by including a dummy
variable representing group membership. Using this approach on a set
of Italian SMEs, Bechetti and Sierra (2003) find that, ceteris paribus,
group member firms have a lower probability of failure than stand-
alone companies. Heiss and Köke (2001) examine the impact of con-
trol structure on ownership changes and failure in Germany. They
626introduce a Herfindahl index for ownership concentration and dum-
mies for the existence of an ultimate owner, pyramid membership and
level within the group. Although they report a significant relationship
between ownership concentration and occurrence of a control change,
they find no evidence of a link between ownership and failure. How-
ever, they indicate that this may be a result of lack of power due to
the very low number of failing firms in their sample. Finally, in a
three-years-before-bankruptcy prediction model developed for Bel-
gian non-quoted small, medium and large companies, Ooghe et al.
(1991) introduce a ‘group relationship’ ratio. This ratio reflects the
importance of the commitments (amounts receivable, secured loans,
etc.) taken up by a firm to the benefit of affiliated companies.
Using a sample of mostly non-quoted Belgian medium and large
sized companies, our paper attempts to further improve bankruptcy
prediction model performance by controlling for group membership in
a more refined way. First, we estimate separate models for group
member and stand-alone companies. This should allow us to examine
whether or not the importance of specific prediction ratios differs
across different company types. Second, we refine the group rela-
tionship ratio of Ooghe et al. (1991) by also taking into account com-
mitments made by affiliated companies in favor of the sample com-
pany. Next, whatever the underlying motivation, the extent to which
weak subsidiaries can be supported is likely to be related to the finan-
cial situation of the group as a whole. We therefore include a measure
of the group’s financial health (Altman Z” score) as a predictor of the
bankruptcy probability of its subsidiaries. Finally, we analyze whether
including group control variables increases the performance of some
well-known international (Altman (1983)) and Belgian (Ooghe et al.
(1991)) prediction models.
The remainder of the paper is organized as follows: section II dis-
cusses the sample composition and some methodological issues; section
III describes the tests and empirical findings and section IV concludes.
II. SAMPLE AND METHODOLOGY
A. Data and sample construction
We start from the set containing all non-financial Belgian limited lia-
bility corporations (NV/SA) filing complete financial accounts for at
627least one year between fiscal years 1996 and 2001. As only compa-
nies that meet certain size criteria are obliged to do this, the data set
consists of medium sized and large firms.1Accounting data and infor-
mation on ownership and legal status have been obtained from
BelFirst (Bureau Van Dijk Electronic Publishing) and the National
Bank of Belgium (NBB). In this set, 252 companies are identified as
filing for bankruptcy (cf. U.S. Chapter 7) or judicial composition
(cf. U.S. Chapter 11) between January 1st, 2000 and December 31st,
2002.
Following the literature, we estimate both short-term (one year
before failure) and medium term models (three years before failure).
To avoid an artificial increase in predictive performance the use of
information published after the bankruptcy filing is minimized. As the
average publication lag for Belgian companies is 7 months, year t-1
is defined as the fiscal year ended between 7 and 19 months prior to
failure. Year t-3 is set as two fiscal years before t-1. To be able to
compare across different prediction lengths, we only include firms
with information for both years t-1 and t-3. This implies a loss of
71 data points. Furthermore, 25 observations are lost due to missing
data and three more companies were deleted due to company specific
reasons.2 The remaining 153 bankrupt companies are randomly paired
with an equal number of non-failing firms with data from the same fis-
cal years (cf. Ohlson (1980)).
Next, the ownership structure of the sample companies is exam-
ined. It is assumed that corporations that directly or indirectly hold
more than 50% of another company’s shares, have full control over
financing decisions. These controlling shareholders are termed cor-
porate owners (CO). If the CO itself is fully controlled (+50%) by
another company, this third corporation controls the sample firm as
well. We continue to follow this decision rule until the ultimate cor-
porate owner (UCO) is identified. This UCO is thus assumed to con-
trol the business group to which it belongs. Setting a lower control
threshold (e.g. 20 or 30%) would only have a marginal impact in our
setting with highly concentrated ownership.3 Consolidated statements
are used when available, as these should give the most realistic view
of the group’s financial situation (62.4% of UCOs at t-1 and 52.3% at
t-3). If not, UCO level information is used as proxy for group char-
acteristics. Data on the UCO is obtained from the databases mentioned
above and from Datastream or Amadeus for international owners. For
a number of UCOs (23 at t-1 and 20 at t-3) the sample firm is its only
628substantial operational asset. In such a case the UCO is likely merely
a taxation or limited liability construction instead of the hub of a busi-
ness group. Therefore their subsidiaries are reclassified as stand-alone
firms.
The detailed sample composition is given in Table 1. The 153 failed
and 153 non failed firms are split into two sub-samples: stand-alone
and group member companies. The importance of business groups in
the Belgian economy is confirmed by the large number of group mem-
ber companies in the sample (more than 46% at t-1). Note that due to
some ownership changes, a small number of companies shifted across
sub-samples between t-3 and t-1.
Based on the discussion in section I, we compute standard bank-
ruptcy prediction ratios: liquidity (LIQ; quick ratio), past performance
(PP; retained earnings), current performance (ROA; return on assets),
leverage (LEV; total debt) and efficiency (EFF; asset turnover). More
precise definitions and the expected relationship of the variables to
the probability of bankruptcy are given in Table 2. The proxy for sales
generating efficiency (EFF) is known to be industry sensitive (for
instance, the asset turnovers of a retailer and of a metallurgy company
are completely different). Therefore, EFF is industry-adjusted by sub-
tracting the industry median ratio first and then dividing by the indus-
try inter-quartile range (cf. Cudd and Duggal (2000)).4
A second group of variables defined in Table 2 are meant to con-





Total #  % # % ‘00 ‘01 ‘02
obs.
t-1 Stand Alone Companies 165 53.9 96 58.1 34 34 28
Group Member Companies 141 46.1 57 40.4 15 17 25
Full Sample 306 153 49 51 53
t-3 Stand Alone Companies 176 57.5 96 54.5 34 35 27
Group Member Companies 130 42.5 57 43.8 15 16 26
Full Sample 306 153 49 51 53these include a dummy for group membership (GROUP), a measure
for the net commitments (receivables, guarantees, etc.) the sample
company has received from affiliated companies5 (NCOM) and a mea-
sure of the financial health of the group or UCO (GZ). This last vari-
able is the Z” score calculated at the UCO level using the original
Altman (1983) coefficients. The very low data requirements enable
us to compute a Z” score for both the Belgian and the international
owners in our sample.
To reduce the influence of extreme observations, all continuous
explanatory variables are winsorized at 5 and 95%.
B. Methodological issues
Despite the development of more advanced classification techniques,
Multivariate Discriminant Analysis (MDA) and logistic regression
(LR) continue to be the most widely used techniques (Altman and
Narayanan (1997)). LR has the advantage that it imposes no assump-
tions on the distribution of the predictors or the prior probabilities of
bankruptcy. It also provides better scope to perform standard signifi-
cance tests. In addition, for reasons of comparability and following
Mossman et al. (1998), all models in this paper are estimated using
logistic regression, even if originally they have been developed with
MDA (e.g. the Altman (1983) model).
In a binomial logistic setting, the (adjusted) R2 cannot be used for
evaluating model performance. In this paper, the squared Pearson cor-
relation coefficient functions as a simple R2 equivalent. For r2
expresses in a straightforward way the closeness of the model’s pre-
dictions to the observed values (Hosmer and Lemeshow (2000)). An
alternative performance measure is the number of correct classifica-
tions. We report the percentage of classification success for the esti-
mated model both in sample and quasi-jack-knife corrected.6 How-
ever, classification success is a very crude approximation to
bankruptcy prediction, as, by definition, for any company it can only
take on a value of either 1 or 0. In practice, companies are subject to
different degrees of bankruptcy risk so that a continuous variable is
more appropriate.In credit scoring, for instance, model output (i.e. the
actual predicted value, not a 0/1 prediction) is translated into internal
risk categories or transformed into bond equivalent ratings (Altman







Variable Definition Proxy for E(Failure Prob.)
Basic Prediction Ratios
LIQ (current asstes – inventory and W.I.P.)∞ ⁄∞(current liabilities) Liquidity –
PP (reserves + retained earnings)∞ ⁄∞(total assets) Past Performance –
ROA (operating profits (losses))∞ ⁄∞(total assets) Current Performance –
LEV (ST debt + LT debt)∞ ⁄∞(total assets) Leverage +
EFF Industry-adjusted (sales∞ ⁄∞total assets) Efficiency –
Group Adjustments
GROUP dummy variable: 1 if an Ultimate Corporate Owner is identified  Group Membership –
NCOM Net Commitments from 
Affiliated Companies
–
GZ Altman Z” score of Ultimate Corporate Owner§ Group Financial Health –
§Z’’ = 6.56 AX1 + 3.26 AX2 + 6.72 AX3 + 1.05 AX4(see Appendix for definitions of Altman (1983) variables)
commitments made by affiliated companies






  ()III. TESTS AND RESULTS
A. Summary statistics and univariate tests
The one and three years before failure median values of all continu-
ous standard predictors and group adjustment variables are shown in
Table 3. Statistics are given for the full sample and for the stand-alone
and group member sub-samples separately. Wilcoxon tests for equal-
ity of medians between failing and non-failing companies are reported
in brackets.
As could be expected, median liquidity (LIQ), performance (PP
and ROA), leverage (LEV) and sales generating efficiency (EFF) are
considerably worse for failing firms as compared to non-failing com-
panies. Univariate tests strongly reject the equality hypothesis for
these variables for both prediction lengths and in both sub-samples.
When comparing across sub-samples (tests not reported in Table 3),
leverage of non-failing group firms is significantly higher than that
of non-failing stand-alone companies, both at t-1 and t-3. This is con-
sistent with the argument that debt-bearing capacity (and hence the
optimal leverage) of firms belonging to a group is higher. The data
also indicate that within groups, problems have been present for a
longer time before the bankruptcy filing. Specifically, at t-3, effi-
ciency (EFF) and leverage (LEV) are significantly worse for failing
group firms as compared to failing stand-alone companies (tests not
reported in Table 3). Another interesting result is that groups with a
failing subsidiary are in worse financial health as compared to groups
without failing subsidiaries; both at t-1 and t-3 the Altman Z” score at
UCO level (GZ) is significantly better for groups without failing
subs.
More information on the relative importance of predictors for stand-
alone versus group companies can be found in Table 4. The Table
reports the fit (ρ2) of univariate logistic regressions for all standard
bankruptcy prediction variables. In general, results are consistent with
the discussion of potential group effects in section I. The performance
ratios (PP and ROA) have more predictive power in the stand-alone
sub-sample, both at t-1 and t-3. The leverage ratio (LEV) does better
for stand-alone companies as well, but only at t-1. The largest differ-
ences in fit are observed for liquidity (LIQ; very poor performance for
group member companies) and for sales generating efficiency (EFF;





Summary statistics and univariate tests
t-1 t-3
Full Sample Stand-Alone Sample Group Sample Full Sample Stand-Alone Sample Group Sample
N FFN F N F N FFN FFN FFN FF
LIQ 1.028 0.637 1.079 0.629 1.001 0.669 0.997 0.735 1.010 0.716 0.974 0.741
(7.57)*** (5.78)*** (4.35)*** (4.97)*** (4.08)*** (2.75)***
PP 0.110 –0.110 0.168 –0.089 0.089 –0.142 0.119 –0.009 0.136 –0.001 0.103 –0.017
(11.00)*** (8.75)*** (6.69)*** (7.16)*** (5.62)*** (4.54)***
ROA 0.047 –0.051 0.053 –0.064 0.040 –0.044 0.042 0.014 0.047 0.018 0.019 0.005
(10.89)*** (8.28)*** 6.86)*** (4.87)*** (4.51)*** (2.40)**
LEV 0.659 0.846 0.644 0.853 0.697 0.841 0.696 0.789 0.678 0.776 0.734 0.828
(7.73)*** (5.91)*** (4.80)*** (3.90)*** (3.00)*** (2.87)***
EFF 0.102 –0.302 0.108 –0.214 0.101 –0.407 0.083 –0.224 0.080 –0.152 0.108 –0.287
(5.51)*** (3.09)*** (5.10)*** (4.35)*** (2.25)** (4.03)***
NCOM – – – – 0.009 0.000 – – – – 0.017 0.000
–– (2.85)*** – – (2.07)**
GZ – – – – 2.483 –0.810 – – – – 2.019 0.668
–– (6.53)*** – – (3.31)***
Test statistics in parentheses: Wilcoxon (Mann-Whitney) T-statistics for equality of medians; variables as defined in Table 2;
F = failed companies; NF = non-failed companies
* denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.indicates that business groups continue to support their subsidiaries as
long as they generate sufficient sales.
B. Basic prediction models and group adjustments
Of course, univariate tests alone do not suffice to determine the rela-
tive importance of predictors for group and stand-alone companies.
In this section we will therefore estimate multivariate logistic regres-
sion models for both sub-samples. Variable selection is done by a step-
wise optimisation technique (likelihood ratio optimising).
First an optimised model is estimated on the full sample to establish
a benchmark. Because of the high correlation between the past perfor-
mance (PP) and leverage (LEV) ratios, the selection technique is
restricted to include maximally one of these two variables. Results are
presented in Table 5. For both prediction lengths, the optimal model
specification contains the same three variables: PP, ROA (current per-
formance) and EFF (sales generating efficiency). All are highly sig-
nificant and have the expected signs. Similar to the literature, this very
simple model performs quite well and allows classifying 83.0 % (CP
quasi-jack-knife adjusted) of all companies correctly one year before
bankruptcy. ρ2 equals 0.548. Not surprisingly, model performance is
lower for the longer prediction horizon (ρ2 of 0.201 and CP of 69.0%).
Next, the same optimisation technique is used to construct models
for the stand-alone and group samples separately. Confirming the uni-
variate regression results, the optimal model specification is different
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TABLE 4
Performance of individual prediction ratios across sub-samples
t-1 t-3
Stand-Alone Group Stand-Alone Group
Sample Sample Sample Sample
LIQ 0.211 0.078 0.067 0.023
PP 0.476 0.317 0.194 0.110
ROA 0.425 0.309 0.124 0.075
LEV 0.230 0.173 0.060 0.063
EFF 0.048 0.190 0.033 0.128




Basic Bankruptcy Prediction Models and Group Adjustments
t-1 t-3
Full Stand-Alone  Group  Full  Sample Full Stand-Alone Group Full  Sample
Sample Sample Sample Group Adj.  Sample Sample Sample Group Adj.
PP –6.119*** –9.004*** –5.323*** –7.230*** –2.954*** –3.488*** –2.246** –3.690***
(31.442) (17.654) (13.438) (30.938) (18.405) (10.165) (5.354) (23.573)
ROA –14.901*** –19.965*** –10.749*** –16.244*** –4.326*** –5.448** –5.605** –5.729***































Intercept –0.047 1.384 –0.686 0.465 0.189 1.038 –0.210 0.469
ρ2 0.548 0.627 0.523 0.630 0.201 0.225 0.244 0.282
CPin sample 83.3 86.7 84.9 86.6 69.9 68.2 76.2 72.6
CPquasi-jack-knife 83.0 84.8 83.0 85.9 69.0 66.5 73.8 70.9
Stepwise Logistic Regressions (Likelihood Ratio Optimising); variables as defined in Table 2; Wald test statistics in parentheses;
CP = overall Classification Performance (in %)
* denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.depending on the class of company. PP and ROA are included in both
sub-samples, but for stand-alone companies LIQ is preferred over
EFF. One year before bankruptcy, the fit of the basic prediction model
is much better for stand-alone companies (ρ2 of 0.627) as compared
to business group companies (ρ2 of 0.523). By contrast, for the
medium prediction length performance is better in the group sample
due to the strong predictive power of the sales generating efficiency
proxy. By combining the predicted values made by the separate mod-
els, we obtain a ρ2 for the full sample but based on split sample esti-
mation. These ρ2s amount to 0.598 (t-1) and 0.242 (t-3) and show that
split sample estimation improves model fit by about 0.05 without
adding new information.
As an alternative for the split estimation approach, we take the full
sample and correct for group effects by adding the group adjustment
variables discussed in sections I and II to the pool of variables of the
optimisation algorithm. The fourth and eighth columns of Table 5
show the optimised model specification for t-1 and t-3 respectively.
For both prediction horizons NCOM and GZ are significant with a
negative coefficient. In other words, companies that are net receivers
of intra-group commitments and subsidiaries of healthy groups are,
ceteris paribus, less likely to file for bankruptcy. At t-1 the GROUP
dummy is significantly negative as well, albeit only at the 10% level.
The group-adjusted full sample models substantially outperform the
benchmark full sample models, both in terms of fit (an increase in ρ2
of 0.082 at t-1 and of 0.081 at t-3) and of classification performance.
The fit of the group-adjusted approach is also higher than that of the
split estimation. In sum, the results from Table 5 show that business
group business membership matters for the relative importance of indi-
vidual predictor variables and for overall predictive model perfor-
mance.
C. Incorporation of group adjustment variables into existing models
In this sub-section we turn to the question whether or not group cor-
rections add value to some well known and widely used prediction
models.
Undoubtedly worldwide the best known bankruptcy prediction indi-
cators are produced by Edward Altman’s Z and ZETA models. Due
to the low number of predictor ratios and the limited data require-
ments to compute those predictors, Z type models are popular with
636practitioners looking for a first quick assessment of failure probabil-
ity. For the same reasons, Altman Z scores are often used in the
finance and accounting literature as a measure of bankruptcy risk (e.g.
Allayanis et al. (2003); Sapienza (2004), among many others). Most
appropriate for our sample is the Z” version (Altman (1983)) designed
for non-quoted companies. It contains ratios for working capital, past
performance, current performance and leverage (see the appendix for
definitions). Note that the original Altman models are estimated with
MDA. As discussed in section II above, we use Altman (1983)’s vari-
ables in logistic regressions.
Results of these regressions are given in Table 6. Under the origi-
nal model specifications, model fit (ρ2 of 0.529 for t-1 and 0.184 for
t-3) is slightly lower than that of our non-group adjusted basic mod-
els from Table 5. Next, the Z” models are group adjusted based on a
stepwise optimisation selection process. The general results are very
similar to the ones obtained for the basic models. For the one year
prediction horizon, the GROUP dummy, net commitments to affili-
ated companies (NCOM) and the original Z” score of the ultimate
corporate owner (GZ) are significant predictors of bankruptcy. At t-3,
again only NCOM and GZ are included in the optimised model. The
performance improvement obtained by including the group adjustment
variables is even more outspoken for the Altman Z” models as com-
pared to our basic prediction models from Table 5: ρ2 increases by
0.111 (t-1) and 0.104 (t-3), while quasi-jack-knife corrected classifi-
cation performance rises with 3.2% one year before bankruptcy and
7.5% for the medium term prediction length.
As already mentioned, the ratios of the Altman models require only
a limited amount of accounting data. In Belgium, publicly available
financial statements are very detailed, even for small private compa-
nies. A number of Belgian bankruptcy prediction models have been
constructed to exploit this wealth of available data (for a survey, see
Ooghe et al. (1995)). Good examples are the Ooghe-Joos-De Vos mod-
els. Ooghe et al. (1991) estimate separate models one year and three
years before failure. The short term prediction model contains eight
factors (see appendix). These include measures of leverage, liquidity
and past and current performance. Furthermore, information from the
notes to the financial statements is used in computing a secured debt
ratio and a dummy for overdue tax and social security payments. The
first column of Table 7 shows the results of reestimating the original





Original Group Original Group
Specification Adjusted Specification Adjusted
AX1 0.393 – 0.399 –
(0.202) (0.315)
AX2 –6.030*** –7.325*** –2.745*** –3.198***
(29.760) (31.061) (13.073) (16.293)
AX3 –15.690*** –16.952*** –5.226*** –6.733***
(33.345) (28.197) (10.239) (13.839)
AX4 –0.586 –1.195*** –0.454** –0.659***
(2.599) (9.079) (3.385) (7.672)
GROUP – –0.731* – –
(3.193)
NCOM – –3.967*** – –2.767***
(17.656) (20.777)
GZ – –0.633*** – –0.170**
(16.277) (5.514)
Intercept 0.279 1.006 0.414 0.837
ρ2 0.529 0.640 0.184 0.288
CPin sample 83.0 86.9 65.4 73.2
CPquasi-jack-knife 82.4 85.6 64.7 72.2
Logistic Regressions using Altman (1983) variables as defined in the appendix;
Wald test statistics in parentheses; CP = overall Classification Performance (in %)
* denotes significance at the 10% level; ** denotes significance at the 5% level;
*** denotes significance at the 1% level.
on our sample. Note that the dummy for overdue payments (OJD1X4)
and the secured debt ratio (OJD1X8) are significant. Therefore, it is not
surprising this model outperforms the (non-group adjusted) basic and
Altman models from Tables 5 and 6. The second column at the left
hand side of Table 7 shows a group adjusted version of the OJD1
model. Net commitments to affiliated companies (NCOM) and the Z”
score of the ultimate corporate owner (GZ) are once again included
in the optimised specification, but in this case the GROUP dummy is
not. Given the fact that fit was already quite high, there is less scope
for improvement through group adjustment. Nevertheless, r2 still
increases with 0.034 to 0.664.639
TABLE 7
Ooghe et al. (1991) Models
t-1 t-3
Original Group Original Group
Specification Adjusted Specification Adjusted
OJD1X1 –1.594*** –2.485*** OJD3X1 –2.773*** –3.975***
(9.723) (29.570) (12.461) (25.716)
OJD1X2 –3.662*** –4.867*** OJD3X2 0.001 –
(13.656) (21.035) (1.174)
OJD1X3 –7.144** –9.211*** OJD3X3 1.285** 1.148**
(6.019) (8.908) (5.592) (4.382)
OJD1X4 2.461*** 2.552*** OJD3X4 –6.805*** –7.010***
(18.222) (15.317) (19.265) (19.336)
OJD1X5 –0.138 – OJD3X5 1.249* –
(0.018) (3.170)
OJD1X6 –2.977 – OJD3X6 0.640 –
(2.249) (0.699)
OJD1X7 4.288*** 4.238*** NCOM – –2.273***
(13.820) (14.860) (14.934)
OJD1X8 1.989** – GZ – –0.122*
(5.397) (2.703)





ρ2 0.630 0.664 ρ2 0.251 0.316
CPin sample 86.3 86.9 CPin sample 69.3 72.9
CPquasi-jack-knife 85.3 85.3 CPquasi-jack-knife 67.0 72.9
Logistic Regressions using Ooghe et al. (1991) variables as defined in the appen-
dix; Wald test statistics in parentheses; CP = overall Classification Performance
(in %)
* denotes significance at the 10% level; ** denotes significance at the 5% level;
*** denotes significance at the 1% level
The Ooghe-Joos-De Vos three-years-before-bankruptcy prediction
model (OJD3) consists of six factors (see appendix), two of which
– the proxies for current performance and overdue payments – were
already in OJD1. Other interesting variables are OJD3X2 (the lagbetween the end of the fiscal year and the publication date of the finan-
cial statements; not significant for our sample) and OJD3X5 (com-
mitments made by the sample company to affiliated companies).
The latter variable is comparable to our NCOM, but only shows half
the picture, i.e. it does not take into account the commitments made
by affiliated companies to the sample company. Therefore, it is not
surprising that NCOM and not OJD3X5 is included in the optimised
model specification. As was the case for the other medium term mod-
els, the additional group adjustments have a very positive impact on
performance, both in terms of fit and of classification success.
Table 8 summarizes the fit of the different model specifications we
evaluated. In addition to the ρ2 of the standard and group adjusted
models from Tables 5, 6 and 7, the fit of a split estimation approach
is reported as well. Recall that the split estimation approach entails the
estimation of two separate models (one for stand-alone companies and
another for business group members) using an optimised mix of stan-
dard predictor variables (i.e. without group adjustment variables).
It turns out that split estimation increases fit by 0.02 to 0.05 for all
models and in both prediction lengths. Given the fact that extra infor-
mation is used in the group adjusted models, it is not surprising their
fit further improves (improvements between 0.034 and 0.111 com-






ρ2 – Standard 0.548 0.201
ρ2 – Split Estimation 0.598 0.242
ρ2 – Group Adjusted 0.630 0.282
Altman Z”
ρ2 – Standard 0.529 0.184
ρ2 – Split Estimation 0.552 0.203
ρ2 – Group Adjusted 0.640 0.288
Ooghe-Joos-De Vos (1991)
ρ2 – Standard 0.630 0.251
ρ2 – Split Estimation 0.650 0.306
ρ2 – Group Adjusted 0.664 0.316IV. CONCLUSIONS
The bankruptcy prediction literature tends to ignore ownership struc-
ture and implicitly assumes companies are stand-alone entities. On
the European Continent this assumption does not hold because many
companies are linked through business groups. As these groups likely
actively use internal capital markets, the predictive power of classic
bankruptcy predictors (such as liquidity, performance, leverage or effi-
ciency) may be different for group companies as compared to stand-
alone firms. We show that the univariate performance of liquidity, past
performance and current performance ratios is better for stand-alone
companies and that sales generating efficiency predicts failure better
for group members. Optimised multivariate models confirm these
results: sales generating efficiency is only included in a sub-sample
consisting of group member companies, while liquidity is only sig-
nificant for stand-alone firms. By estimating separate models for the
sub-samples of companies, global fit in terms of r2 improves by up
to 0.05. An even larger improvement, with relative increases of r2 of
40% or more, is achieved by controlling directly for group effects.
A dummy for group membership is only useful in some cases. More
refined control variables – net commitments made by affiliated com-
panies and the Altman Z” score of the group or the ultimate corporate
owner – are significant predictors across all model specifications, both
for short-term and medium-term prediction horizons. These group cor-
rections also improve the predictive performance of existing models
such as Altman (1983) and Ooghe et al. (1991).
In general, results are consistent with the notion that business groups
support poorly performing subsidiaries unless the financial situation
of the group prevents them from engaging in this activity (cf. Lamont
(1997)). A more detailed analysis of the group’s or the ultimate cor-
porate owner’s characteristics may shed more light on intra-group
behaviour towards distressed subsidiaries.
NOTES
1. Under Belgian Accounting Law, “large” companies are required to file complete
(unconsolidated) accounts if they meet at least two of the following criteria: total assets
exceeding 3.125 million euros, operating revenue exceeding 6.25 million euros, or more
than 50 full time equivalent employees. Companies with on average more than 100
full time equivalent employees are always classified as “large”, regardless of assets
and revenue. All other (“small”) companies are allowed to file abbreviated accounts.
6412. Lernout & Hauspie Speech Products, a former NASDAQ quoted company for which
accounts allegedly do not reflect economic reality; Sabena, a State controlled airline
company; Durobor, a State controlled glass manufacturer.
3. For instance, lowering the control threshold from 50% to 20% increases the number
of sample companies identified as business group members from 141 to 157 in the one
year before failure sample, and from 130 to 143 in the three year before failure sam-
ple. Robustness checks show that results and findings remain unaltered.
4. Following Platt and Platt (1991), computation of industry statistics is based on the 4-
digit industry classification code NACE-BEL (the Belgian version of the European
standard industry classification system NACE). If there are less than 25 observations
in an industry the 3 or 2-digit NACE-BEL is used instead.
5. Under Belgian Accounting Law, all companies which are controlled by or are con-
trolling a corporation are considered to be “affiliated”. Control is defined as holding
more than 50% of the shares or the votes, or having common controlling sharehold-
ers who can appoint the majority of the board or can make strategic decisions. This
control can also be the result of company bylaws, contracts or the existence of a con-
sortium. Information on affiliated companies is reported in the comments to the finan-
cial statements.
6. Jack-knife correction is a leaving-one-out validation procedure in which an observa-
tion is removed from the sample, the model parameters are reestimated and the obser-
vation is classified based on the new model parameters. This means the entire proce-
dure consists of estimating as many models as there are observations. To limit
computation time, a number of software packages (including SAS) automatically pro-
vide a one-step approximation to jack-knife adjusted parameter estimates; hence the
term quasi-jack-knife.
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Definition of variables in Altman (1983) and Ooghe et al. (1991) models
Variable Definition Proxy for E(Failure Prob.)
Altman Z”
AX1 (working capital)⁄ (total assets) Working Capital –
AX2 (reserves + retained earnings)⁄ (total assets) Past Performance –
AX3 (operating profits (losses))⁄ (total assets) Current Performance –
AX4 equity/(total debt) Leverage –
Ooghe-Joos-De Vos
OJD1X1 dummy variable;  Direction of Financial 
1 if (net return on total assets before taxes – average interest rate of debt) > 0 Leverage –
OJD1X2 Past Performance –
OJD1X3 (cash + ST investments)/(total assets) Liquidity –
OJD1X4 dummy variable; 1 if (overdue taxes & social security charges) > 0 Overdue Payments +
OJD1X5 Working Capital –
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OJD1X6 net return on operating assets before taxes Current Performance –
OJD1X7 (ST financial debt)⁄ (ST debt) ST Financial Debt +
OJD1X8 (guaranteed debt)⁄ (total debt) Guaranteed Debt +
OJD3X1 = OJD1X2 Past Performance –
OJD3X2 number of days between end of fiscal year and filing of accounts Publication Lag +
OJD3X3 = OJD1X4 Overdue Payments +
OJD3X4 (EBITDA – capital investments)⁄ (total assets) Autofinancing Ability –
OJD3X5 Group Relationships +
OJD3X6 Leverage +
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This paper reviews the theory and recent empirical studies on privatization, with
a special focus on the efforts made in the case of China. Over the last decade,
the Chinese government has initiated major privatizations in an attempt to pro-
mote more efficiency and improve the financial and operating performance of
state-owned enterprises. Despite the great variation in perspectives and adopted
methodology, studies on privatization mainly address the following two ques-
tions: why to privatize and how to privatize? Also, there is a huge literature on
the post-privatization performance of these firms. While privatization has
improved the performance of most SOEs worldwide, our data suggest that it does
not work very well in the case of China.
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Ever since Britain’s Thatcher government launched a large-scale pri-
vatization program in the early 1980s, skepticism about the govern-
ment’s role in allocating resources has spurred worldwide privatiza-
tions, both in developed and in developing countries. By divesting
state-owned enterprises (SOEs) at once or selling part of their assets,
governments usually wish to promote more efficiency and improve
SOEs’ financial and operating performance. Despite the great varia-
tion in perspectives and adopted methodology, studies on privatization
mainly address the following two questions: why to privatize and how
to privatize? Also, there is a huge literature on the post-privatization
performance of these firms.
This paper reviews the theory and recent empirical studies on pri-
vatization, with a special focus on the efforts made in the case of
China for the following two reasons. First, China has taken a unique
gradual path in reforming its SOEs, rather than implementing a rapid
market liberalization and mass privatization as seen in some Eastern
European countries. Specifically, the government usually allocates
shares to distinct investors categories, such as institutional investors,
retail investors and foreign investors, while simultaneously it retains
a large stake in most firms at the time of their privatization (‘partial
privatizations’). This policy has resulted in a unique mixed ownership
structure that differs significantly across firms. Second, under the pol-
icy of privatizing all but the largest and strategically important SOEs,
privatization has had a significant impact on the Chinese economic
landscape. By the end of 2003, over 1200 middle- and large-sized
SOEs have been privatized through listing (some of) their shares on
the Shanghai and Shenzhen stock exchanges. Furthermore, China’s
entry into the World Trade Organization (WTO) in 2001 may further
expedite the pace of privatization in the near future, as domestic firms
will have to compete with foreign ones on an equal basis once the
domestic market is fully opened. Most of this process will be accom-
plished by 2007, i.e. within six years after WTO accession. As an
example, since 2001 the Chinese government has worked out regula-
tions to further facilitate the transfer of state-owned assets and has
established a number of policies loosening foreign ownership restric-
tions.1
This paper is organized as follows. In Section II, we briefly intro-
duce the reform of state-owned enterprises in China. Section III
648provides some theoretical arguments on the underlying motives for
privatization. Also, we argue that privatization in the case of China
typically is only partial and describe the evolution of ownership as of
privatization for Chinese SOEs. In Section IV, we present the methods
for implementing a privatization program. Section V reviews the
empirical studies that examine the performance of newly privatized
firms. Also, we discuss the results of our own (preliminary) study on
the post-privatization performance of Chinese SOEs. Finally, Section
VI concludes our paper.
II. THE REFORM OF STATE-OWNED ENTERPRISES IN CHINA
According to Liu and Gao (1999), the reform of SOEs in China has
experienced four stages since the third Plenum of the eleventh Cen-
tral Committee of the Communist Party of China (CPC) in 1978. The
first stage (1979-1983) featured administrative decentralization and
profit retention. As part of this restructuring, the management of SOEs
obtained some discretion over the production process whereas firms
were allowed to retain 3% of their profits. Although the reform more
aligned the incentives of managers with those of the government, it
also led to the unexpected decline of government revenues when
managers started bargaining over the profit sharing rules or even hid
profits. To deal with these problems, the government shifted its policy
and required SOEs to pay taxes instead of turning in profits directly.
The second stage of the reform (1983-1987) centered on the role of
bank loans in financing SOEs. SOEs now did no longer obtain fund-
ing directly from the government through budget allocation from
financial reserves, but had to borrow from state-owned banks. This
policy relieved some of the government’s financial burden but inad-
vertently increased the debt ratio of many SOEs. Average leverage
(book value of debt/total assets) of SOEs was as high as 67.9% in
1994 and 65.1% in 1996 (Wu (1997); Sun and Tong (2003)).2 Also,
bad loans at banks rose significantly because a lot of loans were
granted to poorly performing companies, which continued to benefit
from soft budget constraints.
In the third stage of the reform (1987-1992), the government imple-
mented a Contractual Management System. Managers, as a result,
received more freedom in managing the company but also promised
to turn in a beforehand-agreed-on amount of taxes. However, the
649obligation of the management remained only on the profit side, not on
the loss side. In other words, the government continued to assume
most of the responsibilities should there be losses. Not surprisingly,
these reforms were not able to solve the SOEs’ problems of low effi-
ciency and poor financial performance.
The fourth stage of the reform was initiated after the 14th Party Con-
gress in October 1992, targeting the construction of a socialist market
economy and the establishment of a modern corporate system. The
latter refers to restructuring the SOEs into modern corporations with
clearly defined property rights and corresponding ownership structure.
In doing so, the state and the local governments started to “corpora-
tize” many SOEs into limited liability firms. The reform also paved
the road for private and other forms of ownership in SOEs. Also, under
the policy of “seizing the large, releasing the small,” which means
privatizing all but the largest and strategically important SOEs, many
small and weak enterprises have been sold off to employees and other
private investors3 whereas a significant number of medium- and large-
sized SOEs were transformed into publicly listed companies. For this
purpose, the government established two exchanges, the Shanghai
Stock Exchange (SHSE) and the Shenzhen Stock Exchange (SZSE) in
December 1990 and April 1991, respectively. By the end of 2003,
1287 firms have been listed on these two stock exchanges, most of
them being former SOEs.
III. MOTIVES FOR PRIVATIZATION
Privatization, as the term itself indicates, is the process of changing
state ownership into private ownership. Privatization goals include the
wish to raise revenues for the state, promote wider share ownership,
reduce the government’s interference in the economy, stimulate eco-
nomic efficiency and introduce competition to subject SOEs to mar-
ket discipline (e.g., Price Waterhouse (1989)). These objectives almost
always appear in all privatization programs, even though different
governments have different priorities in achieving them. These dif-
ferences likely may help to explain the variation in privatization methods
used across countries, which are discussed in Section IV of this paper.
Also, as argued by Jenkinson and Ljungqvist (2001), these goals
have made share-issuing privatizations fundamentally different from
ordinary IPOs. In this section, we discuss the theoretical arguments on
650the underlying motives for privatization. Also, we argue that privati-
zation in the case of China typically is only partial and describe the
evolution of ownership as of privatization for Chinese SOEs.
According to Megginson and Netter (2001), the economic theory on
privatization is the subset of literature on the economics of ownership
and the role of governments in allocating resources. Studies on the
sources of privatization gains thus primarily center on the comparison
between private ownership and state ownership. Different arguments
have been developed from the literature on agency relationships (e.g.,
Jensen and Meckling (1976)) and corporate governance (e.g., Shleifer
and Vishny (1997)).
One important argument is that the real owners of the SOE’s assets,
namely the country’s citizens, are unable to write complete contracts
with the firm due to their diffuse nature. Shleifer (1998) points out that
state ownership fails in motivating managers to innovate, implement
cost reductions and/or improve quality. Also, since governments usu-
ally have social and political goals other than corporate value maxi-
mization, governmental intervention may be detrimental. For instance,
the government may transfer the profits of one (sound) company,
which could be used to finance the firm’s own growth, to help another
(distressed) SOE. And for the concern of social stability, the govern-
ment may require a company to employ more workers than needed.
The entry of private ownership through privatization will make
government intervention in corporate decisions more difficult or even
deter it (Sappington and Stiglitz (1987)).
Other arguments stem from the fundamental theorem of welfare eco-
nomics that efficiency gains can be achieved through competition. State
ownership sometimes deters competition because of the government’s
wish to protect SOEs against bankruptcy. As an example, the govern-
ment can try to save state-owned firms from financial distress by offer-
ing various forms of financing, such as budgetary subsidies, trade credit
via other SOEs with whom the firm trades or loans via state-owned
banks, which weaken the financial disciplining from the capital mar-
ket. These soft budget constraints are considered to be a major impedi-
ment to the competitiveness of many SOEs (e.g., Berglof and Roland
(1998); Frydman et al. (2000); Gao and Shaffer (1998); among others).
Gao and Shaffer (1998) point out that bank financing to poorly per-
forming firms is the main form of soft budget constraints in China.
Hence, it is expected that part of the efficiency gains produced through
privatization will come from reducing soft budget constraints.
651Despite a seemingly clear distinction between state ownership and
private ownership, staged or partial privatization in which the govern-
ment does not sell its stake in the firm at once is common practice
in China, especially in highly regulated industries (e.g., utilities). As
claimed by Jenkinson and Ljungqvist (2001), a staged sale can
increase the government’s revenue because the initial sale reveals the
firm’s (true) value and so fewer shares have to be underpriced. Apart
from the objective to increase revenues, a partial privatization may be
justified for other reasons (see for instance, Sun and Tong (2003); Tian
(2001); Mok and Hui (1998); Perotti (1995)). First, state ownership
can act as a credible signal that the government will commit to its
current privatization policy and will not implement a “re-nationaliza-
tion” in the future. By making itself a main beneficiary of any
improvements in firm value through keeping a large stake in the listed
company, the government implicitly commits itself to not arbitrarily
changing its policy in the future. Second, in countries where the mar-
kets for managerial labor and corporate control are not well developed,
the government may be more efficient in monitoring the firm
than other (small) investors (e.g., Lin (2000)). Third, in a partial pri-
vatization, the government may help firms in terms of policy support
when it owns significantly large cash flow rights in the company (Tian
(2001); Che (2002)).
The issue of partial privatization is quite important when studying
the case of China. Nearly all privatizations of middle- and large-sized
SOEs in China so far are partial ones. Under a socialist ideology, the
government fears that rapid and massive privatizations may lead to the
loss of state-owned assets. As a result, the government assigns priority
to reforming its SOEs into modern corporations through widening
their ownership structure rather than radically changing the nature of
ownership. Bolton (1995), for instance, argues that the strategy of the
Chinese government is to improve its SOEs’ governance structure
rather than fundamentally changing the ownership of production
means. The Chinese government actually believes that attracting new
owners in its SOEs will improve these firms’ corporate governance
and therefore promote their efficiency, even when it continues to con-
trol them. Xu and Wang (1997), for example, point out that in newly
privatized firms, government officials or the SOE’s former managers
usually occupy most board seats. Interestingly, share-issuing privati-
zations (SIPs) mainly occur via primary sales, where new funds are
raised once the firm becomes listed. At that time, the government
652retains its shares in the firm but does not buy new ones in the offering.
The government ownership percentage then may further decrease
during the years after the SIP when the government chooses to sell its
shares to other institutional investors in a private sale or when the
government takes cash dividends instead of stock dividends.4
Moreover, the ownership structure of a typical publicly listed firm
is rather complicated. Apart from the shares owned by the state, there
are legal persons’shares owned by domestic institutions,5 which, like
the state shares, are non-tradable in the secondary market, and tradable
A shares held by Chinese individuals.6 End 2002, 60% of total
outstanding shares remain non-tradable; state shares represent more
than half of these non-tradable shares. As a result, it is impossible to
obtain a control stake in most privatized SOEs through purchasing
their shares in the secondary market. Not surprisingly, mergers and
acquisitions of Chinese listed firms usually are implemented through
negotiation with the government and/or the institutional investors who
hold large blocks of non-tradable shares.7 Some companies also have
issued employee shares (non-tradable during the lock-up period) and
tradable shares that can only be held by foreign investors, such as
B shares (first issued in 1992), H shares (first issued in 1993) and
N shares. B shares are listed on the two national exchanges, with those
listed on the Shanghai stock exchange denominated in U.S. dollars
whereas those listed on the Shenzhen stock exchange denominated in
Hong Kong dollars. H shares are quoted on the Hong Kong stock
exchange and are denominated in Hong Kong dollars. N shares are
listed on the New York stock exchange and are denominated in U.S.
dollars. By the end of 2003, 111 firms have B shares outstanding and
90 firms have issued H shares. The number of firms listing N shares
on NYSE is quite limited. Interestingly, B shares constantly trade at
a discount compared to A shares (Chen et al. (2001)). Ever since
domestic investors were allowed to also trade B shares (i.e. June
2001), the discount on average amounts to 50%. Before that time, the
discount was even larger as it amounted to 100% or more.8
Table 1 provides some information on the ownership structure of
429 newly privatized firms on the Shanghai stock exchange, based on
data collected from the website of Shenyin & Wanguo Securities Com-
pany Ltd, a Chinese investment banker. In our sample, we include all
non-financial firms with government ownership at the time of privati-
zation. We follow these firms’ ownership structure during each of
the five years subsequent to privatization, with year 0 being the
653privatization year. The table shows that the mean percentage of non-
tradable shares amounts to 69.12% in the privatization year and remains
as high as 60.46% in the fifth year after privatization. The median per-
centage of non-tradable shares reveals a similar picture. These obser-
vations indicate that the market for corporate control hardly exists in
China as it is impossible to take control over a company by launching
a hostile bid in the secondary market. Overall, the decrease in the per-
centage of non-tradable shares over time is due to the fact that firms
issue new (tradable) shares to the public after their IPO. Government
ownership on average represents more than 50% of total shares in the
year of privatization, but the mean percentage of government shares
gradually falls over the years to 37.65% in year 5. Also, as the median
government ownership percentage remains above 50% until year 3, the
Chinese government still controls more than half of all privatized com-
panies two years after privatization. Nevertheless, a standard deviation
of more than 20% in each of the years after privatization shows that
government ownership varies significantly across firms. Next, the mean
and median percentages of legal persons’ shares are constantly on the
rise over the years, to 21.45%, respectively 14.26% in year 5 after pri-
vatization. Moreover, there is a notable upward trend in the percentage
of Ashares. On average, the percentage of Ashares amounts to 35.42%
in year 5, compared to 29.01% in the privatization year; this change is
even more pronounced when examining the median percentage
of A shares. The average percentage of B shares is rather small
(amounting to 1.18% in the privatization year and 2.30% in year 5), but
this is due to the fact that only a limited number of firms have B shares
outstanding. Indeed, when considering only the firms with a positive
number of B shares in our sample (16 firms), we observe that the mean
percentage of B shares is 31.72% in the privatization year, which
slightly increases to 32.72% in year 5 after privatization. Overall, the
figures in Table 1 reveal that even five years after privatization, the
interests of managers in publicly Chinese listed firms remain largely
aligned with those of the government and – to a smaller extent – insti-
tutional investors than with small retail investors.
IV. HOW TO PRIVATIZE?
According to Brada (1996), there are four main privatization methods,
including mass or voucher privatization, privatization from below,
654property reinstitution and the sale of state property. Mass or voucher
privatization enables eligible citizens to bid for the shares in a SOE
or other privatized assets with vouchers that are distributed for free or
at a low cost. So far, this method has only been used in Central and
Eastern Europe. Privatization from below involves setting up new pri-
vate businesses by domestic or foreign entrepreneurs so as to foster
the growth of the private sector. Property reinstitution is the return of
property to its original owners or their heirs. The latter method does
655
TABLE 1
Ownership structure according to privatization year of the SOE
Year 0 Year 1 Year 2 Year 3 Year 4 Year 5
% non-tradable shares
Mean 0.6912 0.6827 0.6737 0.6344 0.6265 0.6046
Median 0.7001 0.6995 0.6909 0.6475 0.6316 0.6103
Standard deviation 0.0798 0.0776 0.0823 0.0996 0.0998 0.1099
% government shares
Mean 0.5234 0.5019 0.4542 0.4162 0.3954 0.3765
Median 0.5882 0.5700 0.5178 0.4849 0.4563 0.4201
Standard deviation 0.1974 0.2153 0.2366 0.2472 0.2464 0.2347
% legal persons’shares
Mean 0.1322 0.1491 0.1810 0.2028 0.2145 0.2145
Median 0.0490 0.0602 0.0932 0.1108 0.1205 0.1426
Standard deviation 0.1725 0.1903 0.2150 0.2317 0.2379 0.2261
% A shares
Mean 0.2901 0.2962 0.3035 0.3377 0.3406 0.3542
Median 0.2860 0.2920 0.2980 0.3310 0.3310 0.3681
Standard deviation 0.0976 0.0953 0.0978 0.1218 0.1263 0.1392
% B shares
Mean 0.0118 0.0131 0.0152 0.0189 0.0195 0.0230
Median 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Standard deviation 0.0622 0.0649 0.0709 0.0787 0.0796 0.0886
% B shares if positive (N=16)
Mean 0.3172 0.3137 0.3158 0.3158 0.3134 0.3272
Median 0.3193 0.3193 0.3121 0.3121 0.3292 0.3324
Standard deviation 0.0843 0.0814 0.0996 0.0996 0.1001 0.1108
Number of observations 429 383 333 267 241 199not occur much as it is often hard to identify the original owners,
except for the case of real estate. The commonly adopted approach in
most countries, including China, is to sell state property through either
introducing the SOE’s shares on a public capital market (a Share-Issu-
ing Privatization or SIP) or selling the SOE’s assets to a smaller group
of investors, mostly another industrial firm, through a private place-
ment (a direct asset sale).
Recent studies have investigated the terms of privatization, examin-
ing the motives behind and the consequences of using different pri-
vatization methods. These decisions include pricing and share offering
methods and the allocation of shares to non-state investors. An impor-
tant issue in this respect is whether or not foreign investors are allowed
to participate in the privatization program. The latter issue is particu-
larly relevant for some developing countries, including China, that
have greatly benefited from FDI under the form of joint ventures and
green field investments, but still remain cautious about allowing
foreign investors to participate in the privatization of their SOEs.9
Finally, Jones et al. (1999) point out that in implementing a SIP, the
choice of pricing and offering methods and the allocation of shares are
interrelated decisions that governments make in order to satisfy both
economic and political goals.
A. Share-issuing privatization (SIP) versus direct asset sale
Megginson et al. (2000) examine the choice between a SIP and a
direct asset sale using data on 767 public share-issuing privatizations
and 1225 direct asset sales in 92 countries (excluding China). They
argue that the degree of market development, the level of income
inequality, the legal and political environment and firm-specific fac-
tors all influence this choice. In addition to a descriptive analysis, they
also build a logistic regression model to explore the relations between
these factors and the choice of privatization method. Specifically, the
market turnover ratio (total value of the shares traded in the country
each year divided by market capitalization) serves as a proxy for the
degree of capital market development whereas GNP per capita is a
proxy for economic development. Megginson et al. find the proba-
bility of a SIP to be higher in countries with a lower market turnover
ratio, respectively GNP per capita, which they interpret as evidence
that SIPs may intentionally be used to stimulate the development
of (immature) capital markets. The Gini-index, which measures
656the skewness of the income distribution, is used to capture the level
of income inequality. Megginson et al. find a negative relation
between this Gini-index and the probability of a SIP, which confirms
their hypothesis that governments have to underprice a SIP more in
countries with higher income inequality in order to get the SOE’s
shares placed, thereby increasing the relative cost of a SIP. Next, they
construct four variables to measure the extent to which private prop-
erty and small shareholders’ interests are protected. These variables
include the Henisz index (measures the ability of the government to
credibly commit to its policy), the property rights index (measures the
degree to which the property rights of private investors are protected
by the country’s laws), the rule of law variable (measures the extent
to which the laws are actually enforced) and the shareholder rights
index (measures legal protection of minority shareholders). Meggin-
son et al. find significantly negative relations between the first three
variables and the probability of a SIP, suggesting that a government
that is able to show strong policy commitment and protects property
rights is more likely to attract buyers in a private asset sale; the share-
holder rights index is not significant in any of the regressions. Finally,
as far as the firm-specific factors are concerned, Megginson et al. use
the log of the offering size, the return on sales (ROS) of the SOE and
a dummy variable that indicates whether or not the firm is in a strate-
gic industry. Their results show that there is a significantly positive
relation between offering size, respectively ROS and the probability
of a SIP. The dummy variable capturing firms in strategic industries
has no impact on the choice of privatization method.
So far, no study has explored the determinants of the choice
between a SIP and a direct asset sale in Chinese privatizations.
Nevertheless, as the Chinese Securities Regulatory Commission
(CSRC) strictly controls the yearly number of firms becoming listed
on the stock market, only relatively profitable firms of large and
medium size are entitled to list their shares, which is consistent with
the findings of Megginson et al. (2000).
B. The pricing and offering method
The pricing and offering method used are essential to the success of
a privatization program, such as whether the program will be accepted
and accomplish the intended objectives. Prior research on this topic
mostly concentrates on the determinants of underpricing (initial return)
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ple, compare the determinants of underpricing in a SIP to those in an
ordinary IPO using data on 630 SIPs from 59 countries, including
China, over the period 1977-1997. They argue that the asymmetric
information problem faced by investors in a SIP is even more serious
than that in an ordinary IPO. Specifically, investors in a SIP are also
largely concerned about whether the government will stick to its policy
in the future. In general, their study is based on the model of Perotti
(1995). Perotti argues that a committed government would first divest
a small portion of its shares at a small discount in order to signal to
the public that it would bear most of the redistribution risk should any
policy changes happen in the future. When the future political uncer-
tainty is high, this committed government should sell a larger fraction,
but with sufficient underpricing to discriminate itself from the
populistic government, which can change its policy easily and cares
more about proceeds maximization. In addition, governments tend to
sell shares at a larger discount when they wish to involve a particular
investor group – e.g., the middle class – in the privatization program
so as to gain wide support for the reform. In subsequent (seasoned)
equity offerings or for politically less important groups, such as insti-
tutional investors and foreign investors,10 governments are more likely
to use bookbuilding or auctions to maximize their proceeds.
From a descriptive analysis of their sample, Jones et al. (1999) con-
clude that offering terms and share allocation in a SIP indeed reflect
the political considerations of governments. Domestic investors and
employees usually enjoy preferential share allocation at fixed and dis-
counted prices. Also, to shed more light on the determinants of under-
pricing in a SIP and to verify Perotti’s hypotheses, Jones et al. build
a simultaneous equations model on a sample of 93 SIPs to explore
the link between initial returns (the difference between the issue price
and the closing price on the first trading day divided by the issue price)
and the percentage of capital divested. Given that the link between
the initial return and the percentage of capital divested may be endoge-
nous, depending on the investors’demand as well as the government’s
supply, they estimate one “demand” and one “supply” equation. Both
regressions take the initial return as the dependent variable and have
some common explanatory variables, including the percentage of
capital divested, an index of economic freedom and the (log) value of
the privatized firm. In the demand equation, they also include the Gini-
index to measure income inequality and a dummy variable that equals
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transfer). In the supply equation, Jones et al. include government
expenditures and deficit as a percentage of GDP, the percentage of
the offering allocated to foreign investors, respectively employees and
some other control variables, such as dummy variables indicating
whether the SIP is the first privatization in the country, whether it is
an offering in the U.K., etc. Generally speaking, the demand equation
is designed to reflect investor preferences, which are assumed similar
across countries. The supply equation is expected to reveal the dif-
ferent pricing strategies and political considerations across different
types of government.
Jones et al.’s findings are generally consistent with the predictions
of Perotti’s model. Specifically, they find that in the demand equa-
tion, the percentage of capital divested is significantly positively
related to underpricing. So, governments that wish to sell a larger frac-
tion of their shares incur a larger discount. As argued by Perroti
(1995), the willingness of governments to underprice serves as a com-
mitment device to the public. The coefficient of the economic free-
dom index is positive, which shows that investors need to be com-
pensated more if there is a lot of government intervention. Moreover,
the positive relation between the Gini-index and the initial return
implies that higher discounts are required in countries with higher
income inequality (see also Megginson et al. (2000)). The coefficient
of the control transfer dummy variable is significantly negative, indi-
cating that investors need less underpricing if the risk of a future
policy change is smaller. As far as the supply equation is concerned,
the coefficient of the percentage of capital divested is not significant,
probably because pricing strategies are mixed across different types of
governments. The coefficients of the index of economic freedom and
government expenditures as a percentage of GDP are significantly
negative, confirming that populistic governments, that wish to maxi-
mize their proceeds, are reluctant to underprice the issue. Also, the
deficit as a percentage of GDP is used to discriminate between govern-
ments that run on high expenditures because of a deficit and govern-
ments that are really populistic (control variable). Next, the percentage
of shares allocated to either foreign investors or employees does not
affect the initial return, which is contrary to the expectations that
domestic investors are compensated for their smaller allotment of
shares in successful SIPs and that underpricing should be higher to
attract more employees. Interestingly, and unlike in ordinary IPOs,
659the value of the privatized firm, which is used as an inverse proxy for
information asymmetries, has no impact on the magnitude of under-
pricing. In their multivariate analysis on the determinants of under-
pricing, Jones et al. only use data from some developed countries, as
their data on developing countries are not complete. As a result, their
findings cannot be easily extrapolated to developing countries,
including China.
Mok and Hui (1998) examine the determinants of underpricing in
the Chinese market using data on 109 firms over the period 1990-
1993, including 87 A-share IPOs and 22 B-share IPOs. Simultane-
ously, they shed some light on the causes of differential pricing of A
and B shares. First, they claim that domestic investors usually consider
a large government ownership stake after the IPO as a guarantee that
the government will further support the privatized firm. Foreign
investors, however, deem such a large stake as a bad signal as they are
more concerned about the inefficiencies associated with possible state
interventions. Therefore, the higher the percentage of shares kept by
the government, the better the first-day after-market performance (and
thus the perceived underpricing) of A shares, and vice versa for
B shares.11 Second, they claim that information asymmetries are more
serious for domestic investors than for foreign investors, due to the
immaturity of the Chinese stock market. The legal protection of minority
shareholders was so weak, especially during the first few years after
stock markets were established, and domestic investors only had lim-
ited access to company information. By contrast, and in compliance
with international accounting standards, the B-share prospectus con-
tained more elaborate company information for foreign investors.
Consistent with the above arguments, the ex ante risk of the issue,
measured by the amount of new funds raised, has a larger positive
impact on the underpricing of Ashares than on B shares. Also, the time
period between the offering and the listing of shares usually is long
in China, which might further increase the required underpricing by
adding to the ex ante risk of the issue.12 Mok and Hui find a signifi-
cantly positive link between the length of this period and underpricing
for A-share IPOs, while the relation is significantly negative for
B-share IPOs. Furthermore, they find that the cumulative abnormal
returns of underpriced IPOs are negative for an extended period after
the first trading day. This finding could be the result of a fledgling
market, as they argue. Nevertheless, their study suffers from a serious
weakness as they fail to recognize that the magnitude of underpricing
660is determined by the discretion of the government as well as investor
perceptions. Also, their findings are based on data from the first years
after Chinese stock markets were established and therefore cannot be
easily extrapolated to current years. For instance, the time period
between the offering and listing of A shares has been shortened sub-
stantially and the information disclosure to domestic investors has
been greatly improved.
Chan et al. (2004) is a more recent paper examining the under-
pricing of IPOs in China. Their data set includes all A-share IPOs
from 1993 to 1998 and B-share IPOs from 1995 to 1998. The average
underpricing in their sample amounts to 177.8% for A-share IPOs and
only 11.6% for B-share IPOs. This underpricing is not much lower
after adjusting for market movements. They argue that some institu-
tional factors, including the fairly long time period between share
offering and listing, the control by CSRC on the maximum number of
shares per IPO and the geographic distribution of share issue quotas
by CSRC, and the percentage of non-tradable shares determine the
magnitude of underpricing in Chinese IPOs. As Mok and Hui (1998),
they predict a positive relation between the time period between the
offering and listing of shares on the one hand and underpricing on the
other. They also expect that A-share IPOs show better first-day returns
when the number of shares offered is limited; the reason is that domes-
tic investors have only limited investment opportunities and therefore
are more anxious to buy shares on the first day when only few are
available. Next, as the CSRC installs issue quotas per region, thereby
benefiting firms in relatively under-developed areas to go public, Chan
et al. expect that firms going public in less developed areas will realize
lower first-day returns. Using the number of retail investors in the
area where the listed firm comes from as a proxy for local economic
development, they predict a positive relation between this variable
and underpricing. Finally, consistent with Mok and Hui (1998), they
argue that the percentage of non-tradable shares, i.e. government and
legal persons’shares, has an impact on underpricing. But unlike Mok
and Hui (1998), they predict that even domestic investors consider
this as a signal of inefficiency, and therefore lower first-day returns.
Consistent with their arguments, they find that the underpricing of A-
share IPOs is significantly positively related to the number of days
between offering and listing and the number of investors in the area
of the IPO company, but significantly negatively related to the number
of shares being listed and the percentage of non-tradable shares. The
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these variables. Finally, they also compare the magnitude of under-
pricing before and after 1999, when the CSRC allowed firms and
underwriters to set a range for the offering price instead of using a
fixed price. The underpricing of A-share IPOs has decreased signifi-
cantly ever since, averaging to 107.5%. The latter results are consis-
tent with Jenkinson and Ljungqvist (2001), who point out that using
different pricing strategies can help to reduce underpricing. Moreover,
in order to decrease the underpricing while accommodating the target
group, Jenkinson and Ljungqvist (2001) stress that it might be optimal
to split the offering into multiple tranches aimed at different investor
groups using a different pricing strategy. For instance, the total offering
can be divided into an institutional tranche that is marketed using
bookbuilding or auction methods and a retail tranche that is sold at a
fixed price. Chan et al. (2004), however, do not examine this issue.
C. Share allocation to domestic versus foreign investors
In 2002, the Chinese government released two important rules
allowing foreign investors to participate in the takeovers of and
mergers with Chinese listed firms on the one hand and to buy non-
tradable state-owned and legal persons’ shares of listed SOEs on the
other hand. These shares can be sold through an auction, but will
remain non-tradable in the secondary market. These activities,
however, are still subject to the Foreign Investment Guidance, which
stipulates the industries that welcome foreign capital, the industries
where a Chinese partner must hold a controlling stake and the
industries that are barred from foreign investment. This raises
questions regarding the motivation(s) and the consequences of selling
shares to foreign investors in Chinese firms.
Bortolotti et al. (2000) examine why governments may want to sell
shares to foreign investors through listing abroad or cross-listing the
shares in newly privatized firms by examining 392 SIPs in 42 coun-
tries over the period 1977-2000. Unfortunately, as they exclude tran-
sition and socialist economies, their sample does not cover China.
They find that governments are more likely to list abroad the shares
of firms in industries exposed to global competition (e.g., telecom
firms) in order to subject them to the discipline of international capi-
tal markets. Also, governments use listing abroad and cross-listing as
a way to promote trade with foreign countries. Governments in
662developing countries may resort to other markets that are more liquid
and investor-protection oriented to obtain a better price for their
shares. Also, the fact of being listed on such a market itself adds to
the reputation of the firm.
The existing literature on China does not elaborate on why the
Chinese government may want to sell shares to foreign investors,
except that it may wish to attract foreign capital to finance and restruc-
ture its SOEs. But according to the results of some studies, which are
discussed in Section V of this paper, foreign investors do not have an
influence on the performance of Chinese listed firms. Qi et al. (2000)
and Sun and Tong (2003) attribute this to foreign investors owning
only a minority stake in newly privatized SOEs, at least when com-
pared to the ownership percentage held by the state and institutional
investors. Also, foreign investors usually are of diffuse nature and do
not hold enough board seats to influence the firm’s strategy. Their
influence, however, may increase in the future, now that foreign
ownership restrictions have been loosened.
V. EMPIRICAL STUDIES ON THE PERFORMANCE
OF NEWLY PRIVATIZED FIRMS
When launching a privatization program, governments usually expect
it to improve the SOEs’ financial and operating performance. There-
fore, the finance literature has paid a great deal of attention to the
question whether privatization indeed accomplishes these goals. In this
section, we briefly review the empirical studies that examine the finan-
cial and operating changes at the firm level. Two representative papers
are Megginson et al. (1994) and Boubakri and Cosset (1998). Both
studies employ a large multi-country and multi-industry database,
thereby overcoming the small-sample selection bias of earlier studies
(e.g., Pryke (1982); Yarrow (1986)). Thereafter, we discuss studies
that examine the post-privatization performance of Chinese SOEs.
Table 2 summarizes the empirical findings. We end this section by
discussing the results of our own (preliminary) study on the post-
privatization performance of recent Chinese SOEs.
Megginson et al. (1994) compare the pre- and post-privatization
performance of 61 firms from 18 countries and 32 industries that expe-
rience full or partial privatization during the period 1961-1990. They
conjecture that privatization has a positive impact on profitability,
663operating efficiency, capital investment spending, and a negative effect
on financial leverage and employment. To test their predictions, they
compute firm-level proxy variables for a period of three years before
until three years after privatization. Using a Wilcoxon signed-rank test
and proportion test, they find that profitability (measured as return on
sales and return on assets), operating efficiency (real sales per
employee, net income per employee) and capital investment spending
(capital expenditures divided by sales, respectively total assets)
increase significantly both in economic and statistical terms after pri-
vatization whereas financial leverage (total debt to total assets)
decreases. Nevertheless, contrary to the expectation that privatization
leads to massive job losses, they find that in 64% of the newly priva-
tized firms, employment actually increases over the studied window.
Also, they conclude that especially the firms that experience the largest
changes in ownership structure (i.e. the government divests more than
50% of its shares) exhibit the biggest performance improvements.
Taking into account the differences between developing and
developed countries, such as the extent to which capital markets are
developed, differences in GDP, development status of the private
sector, which all can affect the success of a privatization program,
Boubakri and Cosset (1998) extend the study of Megginson et al.
(1994) by focusing exclusively on privatization in developing
countries. Their sample covers 79 firms from 21 developing countries
– unfortunately, China is not included – over the period 1980-1992.
Using a similar methodology as in Megginson et al. (1994) based on
accounting performance measures,13 they conclude that privatization
in developing countries also significantly increases profitability, oper-
ating efficiency and capital investment spending. The decline in the
leverage ratio, however, is only significant when using the unadjusted
measure (and including those firms experiencing a pre-privatization
debt restructuring).
Chen et al. (2002) is among the first studies that investigate Chinese
privatizations using the same univariate methodology as Megginson
et al. (1994) and Boubakri and Cosset (1998). Their database includes
financial statements data (sales, profits, total assets, total debt, long-
term debt, shareholder’s equity and capital expenditures) and owner-
ship information on 735 privatized firms listed on the Shanghai and
Shenzhen stock exchanges over the period 1991-1997. Surprisingly,
the authors conclude that although capital expenditures increase and
leverage decreases after privatization, the performance of Chinese
664SOEs actually deteriorates within three years after privatization. They
attribute this performance deterioration rarely seen in other countries
to the fact that the government still holds a large stake in most of the
companies after their privatization. They link their results to owner-
ship structure by implementing univariate comparisons of subsamples,
split on the basis of the percentage of shares held by the state, legal
persons, respectively domestic retail investors and on the presence of
foreign owners. In addition, they implement a multivariate analysis to
examine the determinants of performance changes, changes in invest-
ment spending and debt ratios. Specifically, they regress changes in
these variables on the percentage change in GNP, the percentage of
shares held by the state, institutional and retail investors after privati-
zation, a dummy variable for foreign ownership and some control vari-
ables including firm size, a dummy for the exchange and industry
dummy variables. They find weak evidence that state ownership
negatively impacts performance and capital expenditures whereas
foreign ownership increases capital expenditures, but reduces leverage.
However, they find no relation between the other owner categories
(legal persons and domestic individuals) and performance.
Ahighly related paper is that of Xu and Wang (1997), who examine
the effects of ownership concentration and ownership structure on
the value and performance of Chinese listed firms during 1993-1995.
Xu and Wang regress the firm’s market-to-book ratio, return on equity,
respectively return on sales on ownership concentration (the owner-
ship percentage and the Herfindahl index14 of the ten most important
shareholders) and ownership mix (the fraction of shares held by the
state, legal persons and small domestic investors). They report a
positive relation between ownership concentration and corporate
value, respectively profitability. Also, from examining the link
between the various ownership types and value, respectively perfor-
mance in more detail, Xu and Wang conclude that legal persons’
ownership positively affects whereas state ownership negatively
affects value and profitability. The percentage of shares held by small
domestic investors does not have an impact on return on equity or
return on sales, but is significantly negatively related to firm value.
The regression approach of Xu and Wang (1997) has been widely
adopted in subsequent studies, which differ in sample and empirical
proxies used to measure financial and operating performance. These
papers also explore the role of foreign investors, via the B share-
holdings. Qi et al. (2000), for instance, expand the sample to Chinese
665listed firms over the period 1991-1996. Consistent with Xu and Wang
(1997), they find that legal persons positively affect performance
whereas state ownership has a detrimental impact. Domestic investors
and foreign investors have no influence. The authors argue that legal
persons hold large blocks of shares and therefore have both the incen-
tives and the expertise to monitor firm management. Conversely,
small domestic and foreign shareholders are of diffuse nature and
therefore lack the incentives and capability of monitoring. These
explanations are consistent with arguments from the corporate gover-
nance literature (e.g., Grossman and Hart (1980); Shleifer and Vishny
(1986)). Tian (2001) is the only paper up till now that lends some sup-
port to the argument that state ownership may actually be beneficial
to the firm as he discovers a quadratic relation between state owner-
ship and performance. Specifically, when the government’s cash flow
rights are relatively small, the incentives of fulfilling some social
objectives at the expense of value maximization are higher. However,
when these cash flow rights are sufficiently large, firms perform
better, indicating that the government may have more incentives to
monitor the firm and/or help it. Also, what is distinct about this study
is that Tian is the first to recognize that privatization is an endoge-
nous process that may affect the conclusions of studies on post-
privatization performance. As an example, the negative relation
between state ownership and performance might be spurious when the
government tends to keep more shares in poorly performing SOEs.
Therefore, he regresses the change in government ownership at SIP-
time on the firm’s previous-year ROAand industry-level control vari-
ables, but finds no evidence that government divestment is related to
firm profitability.
Sun and Tong (2003) is another notable exception that recog-
nizes the endogeneity problem; their sample includes 634 privatized
(listed) firms on the Shanghai and Shenzhen stock exchanges over the
period 1994-1998.15 They find that although real sales, earnings and
employee productivity improve up to three years after privatization,
profitability (return on sales, earnings on sales) actually declines.
Overall, the performance of Chinese privatized firms is not as good
as would be expected from the experience of other countries, which
confirms the findings of Chen et al. (2002). Also, their findings largely
confirm the positive effect of legal persons’ ownership and the nega-
tive effect of state ownership on firm value and performance. Further-
more, they document a positive relation between foreign ownership
666and firm market value while they find no relation with operating per-
formance. Finally, Sun and Tong check for the possibility that the
profitability of the SOE before privatization might have an impact on
the number of shares the government retains after privatization. For
this purpose, they implement a cross-sectional regression analysis to
examine whether accounting profitability (the three-year average
accounting profits before privatization) affects the government’s deci-
sion of how much shares to retain. The latter variable is measured by
two proxies: the proportion of state ownership upon public listing and
the three-year average of state ownership after listing. However, they
find no relation between the two examined variables, meaning that
they are unable to (partly) model the endogeneity of the privatization
process. Also, in a logistic regression model that estimates the likeli-
hood of selling shares to foreign investors, they find no relation
between accounting profitability and the dependent variable.
The final section of this paper will shed a more recent and more
rigorous light on how privatization impacts on the performance of SOEs
in China. Also, we extend the window to five years after privatization
whereas previous studies limited their observation period to three
years. For this purpose, we use data on a sample of listed firms on the
Shanghai stock exchange over the period 1994-2002. Only non-finan-
cial firms where the government owns a stake at the time of the SIP
are included in our sample. As many firms are restructured before
going public – e.g., their unproductive parts are spun off – comparing
the pre- and post-privatization performance of a sample that still
includes these firms is not so meaningful. To reduce this problem, we
calculate the growth rate in total assets from one year before to the
year of privatization, and drop the firms with extreme growth rates;
using the 5% and 95% percentile value turned out to be sufficient for
this purpose. Next, to reduce the impact of extreme values on our
results, we winsorize all accounting ratios at the 5%-95% percentile.
The performance ratios we examine include return on sales (net
income/sales), return on assets (net income/total assets) and return
on equity (net income/book value of equity). In addition, we inves-
tigate leverage (book value of debt/total assets), financial debt/total
debt, short-term (<1 year) debt/total debt, fixed assets/total assets,
capital expenditures/total assets, inventories/total assets and cash and
marketable securities/total assets. Unfortunately, we are not able to
examine the ratios real sales/employees and net income/employees





Summary of empirical studies on the performance of newly privatized companies
Study Sample description, study period,  Summary of empirical findings
and methodology
Megginson et al. (1994)
Boubakri and Cosset (1998)
Chen et al. (2002)
They conduct a Wilcoxon signed-rank test and
proportion test on accounting measures of 61 pri-
vatized firms during the period 1961-1990 to
examine the financial and operating performance
changes of these firms three years before to three
years after privatization. Chinese firms are not
included.
They conduct a Wilcoxon signed-rank test and
proprotion test on crude and adjusted accounting
measures of 79 privatized firms from 21 develo-
ping countries during the period 1980-1992 to
examine the financial and operating performance
changes of these firms three years before to three
years after privatization. Chinese firms are not
included.
They implement both a univariate and multiva-
riate analysis on financial data (profits, sales,
total assets, capital expenditures, total debt, long-
term debt, shareholders’ equity, and share
ownership) of 735 privatized firms listed on the
two major Chinese stock markets over the period
1991-1997 to examine the performance changes
as well as their determinants.
Profitability, operating efficiency and capital invest-
ment spending rise significantly after privatization.
The leverage ratio declines. Employment increases
in 64% of the privatized firms. Also, firms expe-
riencing large changes in their ownership structure
display larger improvements in their performance.
Profitability, operating efficiency and capital invest-
ment spending, dividends and employment rise sig-
nificantly after privatization, using both crude and
market condition adjusted measures. The leverage
ratio decline is only significant when the effect of
pre-privatization debt restructurings is not accoun-
ted for.
Both the operating and financial performance dete-
riorate after the privatization. There is weak evi-
dence that state ownership negatively impacts per-
formance and capital expenditures whereas foreign
ownership increases capital expenditures but redu-
ces the debt ratio. There is no relation between the
other owner categories, including legal persons and
retail investors, and performance.6
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Study Sample description, study period,  Summary of empirical findings
and methodology
Xu and Wang (1997)
Qi et al. (2000)
Tian (2001)
They regress firm performance measures on
ownership measures of Chinese listed firms
during the period 1995-1995.
They take the same regression approach as Xu
and Wang (1997) on Chinese listed firms over
the period 1991-1996 to explore the relation
between ownership and performance
He uses a similar regression approach as Xu and
Wang (1997) on the performance data of 826
Chinese listed firms to examine the role of state
ownership.
There is a positive relation between ownership 
concentration and corporate value and  profitability.
Also, value and profitability are positively related to
legal persons’ownership, negatively related to state
ownership. Ownership by retail investors is not
related to profitability, but is significantly negati-
vely related to firm value.
The ownership of legal persons positively affects
whereas state ownership negatively affects firm per-
formance. Domestic investors and foreign investors
have no impact on performance.
There is a quadratic relation between state owners-
hip and firm performance. When the government’s
cash flow rights are relatively small, the rent
expropriation effect dominates. However, when
cash flow rights become sufficiently large, perfor-
mance improves, indicating that the government
may have more incentives to monitor or help the
SOE. There is no evidence that the change in gover-
nment ownership is related to the SOE’s prior pro-
fitability.6
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0 Study Sample description, study period,  Summary of empirical findings
and methodology
Sun and Tong (2003) They implement both a univariate analysis and
multivariate analysis on accounting measures of
634 Chinese listed firms after 1994 to examine
the performance changes as well as the impact
of ownership. Also, there is cross sectional
analysis to explore the impact of government’s
decision on the observed performance changes. 
Earnings, real sales and employee productivity
improve up to three years after privatization, but
the return on sales and earnings on sales actually
decline. Also, legal persons positively influence
whereas state ownership negatively impacts firm
value and performance. Foreign ownership has no
impact on operating performance, but has a posi-
tive impact on market value. Finally, there is no
relation between pre- privatization accounting
measures and the government’s percentage of sha-
res kept, respectively the decision to involve foreig-
ners in the firm’s ownership structure.Cosset (1998) – since data on the number of employees are not
available.
The results in Table 3 suggest that the post-privatization perfor-
mance of (partially) privatized Chinese SOEs deteriorates, which is
consistent with the conclusions from earlier studies on Chinese pri-
vatizations. All profitability ratios decline significantly from the year
before to five years after privatization, with mean ROS dropping from
13.09% to 7.57%, mean ROA from 8.53% to 3.16% and mean ROE
from 20.28% to 7.24%. As profitability before privatization is largely
stable over time, it can be concluded that the decrease as of privati-
zation is driven by the event we study. As Chinese SOEs usually raise
new equity at privatization time, ROA and ROE may be negatively
affected (when new funds are not instantly invested or do not pay off
immediately); however, as ROS also decreases and as ROA and ROE
decrease during each of the post-privatization years, we can safely
decide that our conclusions on privatization negatively affecting per-
formance are not spurious.
The mean leverage declines slightly in the years before privatiza-
tion, but plummets from 55.65% in the year before to 39.03% in the
year of privatization. This decline is even more pronounced for the
median debt ratio. After the event, mean and median leverage start to
rise again during each of the studied years and reach 49.74%, respec-
tively 49.67% in the fifth year after privatization. The latter results
contrast with the findings of Chen et al. (2002), who find that debt
ratios of Chinese SOEs decrease after privatization during the period
1991-1997. The trend in the fraction of financial debt (bank loans)16
relative to total debt is less clear-cut. On average, this ratio is increasing
over the years – from 46.10% in the third year before to 52.44% in
the fifth year after privatization – but this trend is clearly disrupted in
the privatization year. Perhaps, access to bank loans becomes easier
after privatization as stock market listing allows firms to strengthen
their equity base. Finally, the mean and median percentage of short-
term debt to total debt increase at the event of privatization and these
patterns are even continued during the next five years. The ratio of
short-term to total debt is extremely high over the years, averaging
77.86% in the year before and 82.32% five years after privatization.
Finally, the asset side of the balance sheet reveals that the average
percentage of fixed assets to total assets drops significantly at priva-
tization, from 39.83% to 33.00%; this drop is even more obvious when
examining the median percentage. In the years afterwards, firms build
671up their stock of fixed assets again. When examining the firm’s capital
expenditures, we see that investment percentages do not vary greatly
from year to year (even though the percentage is somewhat lower five
years after privatization). This result likely indicates that the large
decrease in fixed assets at privatization is due to firms raising equity
while not immediately investing all funds at SIP-time. Finally,
we observe that the event of privatization increases the efficiency of
inventory management: at the time of privatization, inventories on
average decrease from 17.35% to 12.55% of total assets and firms
more or less stick to this percentage during subsequent years. Cash and
marketable securities increase significantly at the event of privatiza-
tion, from 9.86% to 23.47%, but cash holdings seem to be cut down
during each of the years afterwards.
We now report and discuss the results from a multivariate analysis
on post-privatization performance using the above sample in order to
explore the driving forces behind performance deterioration in
Chinese privatized SOEs. In this analysis, we are particularly
interested in how different types of ownership affect post-privatization
performance. Unlike previous studies, we condition our analysis on
the number of years after privatization. For this purpose, we examine
ROS in Table 4, considering both the determinants of the absolute
ratio in a particular post-privatization year and the determinants of
its change as of privatization. We also report results for ROA(Table 5)
and ROE (Table 6), but as the firm’s financing decisions may influ-
ence these ratios (e.g., the decision to issue seasoned equity enlarges
total assets and equity), we do not largely focus on these performance
measures.17 The model for every year after privatization looks as
follows:
PRt = αt + β1 state + β2 Ashare + β3 foreign + β4 size + β5 leverage +
β6 findebt +β7 shortdebt + β8 fixassets + β9 cash + β10 regulated +
β9 GDP + et;
∆PRt = αt +  β1 ∆state + β2 ∆Ashare + β3 foreign + β4 size + 
β5 ∆leverage + β6 ∆findebt + β7 ∆shortdebt + β8 ∆fixassets +
β9 ∆cash + β10 regulated + β9 GDP + et
where PR indicates the performance ratio, state is the government
ownership percentage,18 Ashare is the retail ownership percentage,
foreign is a dummy for the presence of a foreign owner (foreign
founder or tradable B, H shareholder), size is the natural logarithm of





Descriptive statistics on performance, financial and asset structure for 429 Chinese SOEs at the event of privatization (year 0).
Year -3 Year -2 Year -1 Year 0 Year 1 Year 2 Year 3 Year 4 Year 5
Return on sales
Mean 0.1273 0.1328 0.1309 0.1385 0.1352 0.1162 0.1003 0.0898 0.0757
Median 0.1003 0.1087 0.1116 0.1146 0.1072 0.0899 0.0774 0.0666 0.0509
Standard deviation 0.0914 0.0901 0.0853 0.0934 0.1055 0.0978 0.0912 0.0920 0.0804
Number of observations 267 290 360 388 346 306 242 217 179
Return on assets
Mean 0.0818 0.0862 0.0853 0.0616 0.0604 0.0490 0.0428 0.0367 0.0316
Median 0.0742 0.0808 0.0825 0.0588 0.0594 0.0461 0.0397 0.0358 0.0286
Standard deviation 0.0424 0.0383 0.0372 0.0308 0.0370 0.0343 0.0348 0.0320 0.0313
Number of observations 240 282 357 389 348 308 244 217 181
Return on equity
Mean 0.2094 0.2145 0.2028 0.1026 0.1056 0.0864 0.0772 0.0764 0.0724
Median 0.1934 0.2001 0.1985 0.1008 0.1023 0.0832 0.0763 0.0713 0.0624
Standard deviation 0.0989 0.0888 0.0875 0.0518 0.0647 0.0578 0.0564 0.0639 0.0730
Number of observations 237 279 355 389 348 308 244 217 181
Leverage
Mean 0.5991 0.5877 0.5565 0.3903 0.4198 0.4338 0.4507 0.4729 0.4974
Median 0.6296 0.6223 0.5861 0.3796 0.4162 0.4233 0.4521 0.4699 0.4967
Standard deviation 0.1383 0.1345 0.1361 0.1399 0.1505 0.1555 0.1615 0.1720 0.1723
Number of observations 241 322 376 390 348 308 244 217 1816
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4 Year -3 Year -2 Year -1 Year 0 Year 1 Year 2 Year 3 Year 4 Year 5
Financial debt/total debt
Mean 0.4610 0.4702 0.4874 0.4693 0.4703 0.4923 0.5145 0.5002 0.5244
Median 0.4800 0.4969 0.5227 0.5073 0.4969 0.5231 0.5401 0.5365 0.5665
Standard deviation 0.2345 0.2262 0.2237 0.2285 0.2243 0.2255 0.2195 0.2151 0.2130
Number of observations 242 323 378 390 348 308 244 217 181
Short-term debt/total debt
Mean 0.7780 0.7775 0.7786 0.7946 0.8098 0.8185 0.8191 0.8314 0.8232
Median 0.8247 0.8232 0.8085 0.8356 0.8625 0.8714 0.8803 0.8852 0.8823
Standard deviation 0.1995 0.1932 0.1880 0.1829 0.1818 0.1804 0.1876 0.1819 0.1841
Number of observations 242 323 378 390 348 308 244 217 181
Fixed assets/total assets
Mean 0.4035 0.3974 0.3983 0.3300 0.3651 0.3827 0.3759 0.3707 0.3714
Median 0.3916 0.3768 0.3866 0.2985 0.3457 0.3742 0.3565 0.3506 0.3410
Standard deviation 0.1874 0.1828 0.1794 0.1700 0.1669 0.1751 0.1707 0.1802 0.1894
Number of observations 241 322 376 390 348 308 244 217 181
Capital exp./total assets
Mean 0.0778 0.0816 0.0745 0.0771 0.0842 0.0627 0.0607 0.0620
Median 0.0420 0.0477 0.0365 0.0489 0.0565 0.0337 0.0313 0.0253
Standard deviation 0.0896 0.0877 0.0892 0.0858 0.0884 0.0789 0.0798 0.0888
Number of observations 241 321 377 344 307 243 216 1796
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5
Year -3 Year -2 Year -1 Year 0 Year 1 Year 2 Year 3 Year 4 Year 5
Inventories/total assets
Mean 0.1847 0.1834 0.1735 0.1255 0.1341 0.1299 0.1330 0.1338 0.1342
Median 0.1770 0.1693 0.1657 0.1164 0.1239 0.1173 0.1181 0.1175 0.1145
Standard deviation 0.1188 0.1146 0.1122 0.0887 0.0901 0.0915 0.0919 0.0969 0.0994
Number of observations 241 322 376 390 348 308 244 217 181
Cash & securities/tot. assets
Mean 0.0730 0.0882 0.0986 0.2347 0.1686 0.1496 0.1426 0.1457 0.1499
Median 0.0528 0.0590 0.0696 0.2329 0.1481 0.1256 0.1171 0.1183 0.1307
Standard deviation 0.0686 0.0861 0.0885 0.1323 0.1119 0.1050 0.1010 0.1033 0.1054




Regression results for ROS
Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel A: Determinants of ROS
Intercept 0.3134 0.0418  0.1698 0.2486  0.1001 0.5084 –0.0354 0.8261  –0.0950 0.6045 
% government shares –0.0083  0.7229  0.0137  0.5078  0.0089  0.6674  –0.0242  0.2651  –0.0035  0.8945 
% A shares –0.0499  0.4521  –0.0228  0.7164  –0.0251  0.6251  –0.0663  0.2138  –0.0886  0.1059 
Dummy for foreign owner –0.0240  0.2303  –0.0397  0.0373  –0.0403  0.0440  –0.0468  0.0222  –0.0333  0.1279 
Firm size 0.0012  0.8441  0.0071  0.2663  0.0075  0.2767  0.0110  0.0959  0.0100  0.1542 
Leverage –0.3467 0.0000 –0.3097 0.0000 –0.2444 0.0000 –0.2337 0.0000  –0.1444 0.0002 
Financial debt/total debt –0.0095  0.7133  –0.0217  0.3859  0.0128  0.6198  0.0390  0.1596  0.0013  0.9671 
Short-term debt/total debt –0.1053  0.0014  –0.1269  0.0002  –0.1182  0.0005  –0.1057  0.0054  –0.0556  0.1899 
Fixed assets/total assets –0.0024  0.9448  0.0132  0.7002  –0.0029  0.9327  0.0381  0.3012  0.0266  0.5195 
Cash & securities/total assets 0.0082  0.8678  0.0519  0.2980  0.1579  0.0049  0.1407  0.0089  0.0694  0.2796 
Dummy for regulated industry 0.1132  0.0000  0.0928  0.0000  0.0908  0.0003  0.0917  0.0002  0.0528  0.0688 
Real GDP growth rate 0.6986  0.3256  0.5233  0.3380  0.3936  0.4453  1.0411  0.0303  1.4483  0.1829 
Adjusted R-square 0.3284 0.3396 0.3400 0.3722 0.1586
Number of observations 341 301 237 215 1786
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Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel B: Determinants of change in ROS
Intercept –0.1410 0.0804  0.0475 0.6070 –0.0984 0.3610  0.0649 0.5496  0.0188 0.9110 
Ch. % government shares 0.0590  0.0267  0.0599  0.0229  0.0190  0.5702  0.0560  0.3155  –0.1293  0.1884 
Ch. % A shares 0.0126  0.9005  –0.1759  0.2121  –0.0212  0.7022  –0.0926  0.5591  –0.1479  0.3039 
Dummy for foreign owner –0.0080  0.4725  –0.0038  0.7731  0.0024  0.8650  –0.0021  0.8755  0.0165  0.3326 
Firm size 0.0050  0.1700  –0.0017  0.6961  0.0029  0.5791  –0.0052  0.2881  –0.0016  0.8113 
Ch. leverage –0.0573  0.1199  –0.1202  0.0042  –0.1454  0.0016  –0.0629  0.1595  –0.1822  0.0046 
Ch. financial debt/total debt –0.0088  0.6680  –0.0055  0.8199  –0.0533  0.0670  –0.0169  0.5672  0.0021  0.9592 
Ch. short-term debt/total debt –0.0209  0.4104  0.0241  0.4779  0.0738  0.0741  –0.0475  0.2123  –0.0717  0.1732 
Ch. fixed assets/total assets –0.0491  0.2385  –0.0206  0.6657  –0.0250  0.6777  0.0507  0.3146  0.1069  0.1729 
Ch. cash & securities/total assets –0.0339  0.3835  0.1294  0.0053  0.0558  0.2996  0.1086  0.0207  0.0725  0.3372 
Dummy for regulated industry 0.0160  0.2464  –0.0281  0.1007  0.0064  0.7496  0.0045  0.8097  –0.0443  0.0970 
Real GDP growth rate 0.5127  0.2553  –0.4231  0.3303  0.3221  0.4571  0.4837  0.1960  0.0377  0.9739 
Adjusted R-square 0.0096 0.0789 0.0858 0.0325 0.0729




Regression results for ROA
Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel A: Determinants of ROA
Intercept 0.1687 0.0034  0.0200 0.7108  0.0034 0.9574 –0.1591 0.0073  –0.0669 0.3297 
% government shares –0.0047  0.5868  0.0068  0.3672  –0.0013  0.8774  –0.0121  0.1288  –0.0137  0.1745 
% A shares –0.0635  0.0106  –0.0084  0.7163  –0.0068  0.7525  –0.0114  0.5563  –0.0329  0.1180 
Dummy for foreign owner –0.0169  0.0238  –0.0131  0.0623  –0.0160  0.0565  –0.0184  0.0138  –0.0169  0.0465 
Firm size –0.0026  0.2694  0.0029  0.2138  0.0037  0.1958  0.0078  0.0014  0.0045  0.0922 
Leverage –0.0884 0.0000 –0.0948 0.0000 –0.0808 0.0000 –0.0615 0.0000  –0.0276 0.0611 
Financial debt/total debt –0.0297  0.0022  –0.0204  0.0269  –0.0171  0.1119  –0.0073  0.4676  –0.0307  0.0103 
Short-term debt/total debt 0.0144  0.2400  0.0108  0.3815  0.0017  0.9049  0.0170  0.2172  0.0031  0.8497 
Fixed assets/total assets 0.0207  0.1181  0.0173  0.1696  0.0189  0.1845  0.0337  0.0126  0.0111  0.4853 
Cash & securities/total assets 0.0003  0.9883  0.0290  0.1130  0.0676  0.0039  0.0635  0.0013  0.0753  0.0023 
Dummy for regulated industry 0.0115  0.1736  0.0145  0.0777  0.0069  0.5075  0.0165  0.0636  0.0089  0.4270 
Real GDP growth rate –0.0109  0.9671  0.0026  0.9896  –0.0931  0.6661  0.5742  0.0012  0.5539  0.1884 
Adjusted R-square 0.2470 0.3020 0.2610 0.3128 0.1682
Number of observations 343 303 239 215 1806
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Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel B: Determinants of change in ROA
Intercept –0.0506 0.1552  0.0209 0.5893  0.0203 0.6632  0.0196 0.6129  0.1134 0.1084 
Ch. % government shares 0.0033  0.7788  0.0212  0.0558  –0.0041  0.7769  0.0581  0.0039  –0.0431  0.2081 
Ch. % A shares –0.0652  0.1421  –0.1438  0.0159  –0.0088  0.7156  –0.0156  0.7835  –0.0694  0.2559 
Dummy for foreign owner –0.0061  0.2173  0.0023  0.6762  0.0012  0.8430  0.0037  0.4271  0.0089  0.2229 
Firm size 0.0022  0.1772  –0.0009  0.6128  –0.0012  0.5906  –0.0015  0.3976  –0.0041  0.1356 
Ch. leverage –0.0637  0.0001  –0.0419  0.0175  –0.0765  0.0001  –0.0300  0.0609  –0.1184  0.0000 
Ch. financial debt/total debt –0.0101  0.2649  –0.0167  0.1034  –0.0300  0.0179  –0.0295  0.0058  –0.0244  0.1657 
Ch. short-term debt/total debt –0.0047  0.6748  –0.0006  0.9660  0.0414  0.0209  –0.0107  0.4298  –0.0205  0.3630 
Ch. fixed assets/total assets –0.0293  0.1113  –0.0122  0.5421  –0.0259  0.3210  0.0379  0.0362  –0.0426  0.1989 
Ch. cash & securities/total assets –0.0471  0.0063  –0.0033  0.8671  –0.0464  0.0477  0.0554  0.0010  0.0211  0.5148 
Dummy for regulated industry 0.0022  0.7237  –0.0005  0.9410  0.0022  0.8008  0.0145  0.0303  –0.0120  0.2924 
Real GDP growth rate 0.0550  0.7822  –0.1970  0.2815  –0.0265  0.8881  0.0442  0.7398  –0.4732  0.3376 
Adjusted R-square 0.0492 0.0413 0.1450 0.1218 0.1526




Regression results for ROE
Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel A: Determinants of ROE
Intercept 0.2232 0.0499  0.0069 0.9479 –0.0712 0.5387 –0.0055 0.9683  –0.0647 0.7016 
% government shares –0.0080  0.6452  0.0141  0.3382  0.0000  0.9979  0.0139  0.4560  –0.0083  0.7387 
% A shares –0.1050  0.0328  –0.0126  0.7791  –0.0136  0.7291  –0.0149  0.7447  –0.0338  0.5142 
Dummy for foreign owner –0.0266  0.0725  –0.0277  0.0430  –0.0331  0.0308  –0.0292  0.0952  –0.0298  0.1542 
Firm size –0.0062  0.1853  0.0042  0.3579  0.0077  0.1412  –0.0027  0.6360  0.0013  0.8378 
Leverage 0.0245 0.3834 –0.0309 0.2422 –0.0194 0.4679  0.0821 0.0047  0.1360 0.0002 
Financial debt/total debt –0.0421  0.0279  –0.0356  0.0476  –0.0203  0.3037  –0.0240  0.3119  –0.0703  0.0171 
Short-term debt/total debt 0.0335  0.1676  0.0116  0.6300  0.0071  0.7791  0.0396  0.2218  0.0317  0.4323 
Fixed assets/total assets 0.0402  0.1255  0.0304  0.2138  0.0238  0.3623  0.0646  0.0420  0.0290  0.4603 
Cash & securities/total assets 0.0089  0.8061  0.0477  0.1794  0.1115  0.0091  0.0868  0.0592  0.1081  0.0735 
Dummy for regulated industry 0.0327  0.0517  0.0294  0.0656  0.0106  0.5799  0.0282  0.1758  0.0175  0.5244 
Real GDP growth rate 0.1820  0.7296  –0.0847  0.8283  –0.2370  0.5486  0.6296  0.1261  0.6930  0.5038 
Adjusted R-square 0.0344 0.0687 0.0591 0.0463 0.0678
Number of observations 343 303 239 215 1806
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Year 1 Year 2 Year 3 Year 4 Year 5
estimate p-value estimate p-value estimate p-value estimate p-value estimate p-value
Panel B: Determinants of change in ROE
Intercept –0.0575 0.4097  0.0562 0.4737  0.0676 0.4558  0.4244 0.0004  0.1858 0.1975 
Ch. % government shares –0.0021  0.9276  0.0309  0.1667  –0.0046  0.8714  0.0986  0.1044  –0.1005  0.1511 
Ch. % A shares –0.0930  0.2849  –0.3136  0.0094  –0.0207  0.6578  0.0319  0.8530  –0.0770  0.5365 
Dummy for foreign owner –0.0094  0.3308  –0.0002  0.9880  0.0062  0.6048  0.0083  0.5620  0.0125  0.4004 
Firm size 0.0023  0.4578  –0.0030  0.4074  –0.0034  0.4284  –0.0188  0.0005  –0.0063  0.2692 
Ch. leverage 0.0553  0.0825  0.0981  0.0061  0.0202  0.5987  0.0840  0.0836  0.0346  0.5325 
Ch. financial debt/total debt –0.0119  0.5013  –0.0211  0.3095  –0.0432  0.0791  –0.0303  0.3454  –0.0640  0.0755 
Ch. short-term debt/total debt –0.0104  0.6357  –0.0063  0.8269  0.0985  0.0049  –0.0036  0.9309  –0.0492  0.2843 
Ch. fixed assets/total assets –0.0388  0.2816  –0.0040  0.9207  –0.0385  0.4486  0.1645  0.0029  –0.0742  0.2735 
Ch. cash & securities/total assets –0.0651  0.0534  0.0033  0.9325  –0.0783  0.0853  0.1081  0.0337  0.0623  0.3462 
Dummy for regulated industry 0.0100  0.4025  –0.0088  0.5466  –0.0088  0.6020  0.0260  0.2001  –0.0197  0.3975 
Real GDP growth rate 0.0746  0.8482  –0.2017  0.5854  –0.1240  0.7346  –0.5456  0.1780  –0.9509  0.3458 
Adjusted R-square 0.0036 0.0387 0.0462 0.1035 0.0082
Number of observations 335 302 238 211 177cial debt/total debt, shortdebt is short-term debt/total debt, fixassets is
fixed assets/total assets, cash is cash & marketable securities/total
assets, regulated is a dummy for regulated industries such as utilities,
and GDP is the real GDP growth rate. Including the real GDP growth
rate should allow us to control for privatization timing, so that we do
not confuse performance improvements with favorable economic con-
ditions. Previous studies usually had only a limited scope of control
variables for firm-specific factors, which, to some extent, might have
concealed the real forces behind any performance changes. A∆ in one
of the above variables indicates a change in this variable.
As far as the impact of different types of ownership on ROS is con-
cerned, the percentage of government ownership cannot explain per-
formance differences across firms since the coefficient of this vari-
able is not significantly different from zero in each post-privatization
year. Surprisingly, the regressions explaining changes in ROS indi-
cate that a large decrease in government ownership as of privatization
negatively affects performance, especially in the early years after the
event. When we replace state ownership by institutional (legal per-
sons) ownership, we find that the latter variable is not related to
absolute performance, but that large increases in institutional owner-
ship as of privatization negatively affect ROS in years 1 and 2, but
positively affect ROS in year 5.
These results thus suggest that a large decrease in state ownership at
privatization is not beneficial to a firm, but may pay in the longer run.
The percentage of Ashares does not affect ROS and changes in this per-
centage are not related to changes in ROS. However, we do find that
retail ownership is significantly negatively related to ROA and ROE in
the first year and that changes in this variable are significantly nega-
tively related to the changes in ROA, respectively ROE in year 2 after
privatization, which support our earlier conclusion. Finally, the coeffi-
cient of the foreign ownership dummy variable is negative and signifi-
cant in years 2, 3 and 4; this variable does not explain changes in ROS,
however. Overall, our results deviate from the earlier literature on
Chinese privatizations, which has generally confirmed that state share-
holdings have a detrimental effect on financial performance whereas
institutional investors are beneficial. These differences may be due to our
study focusing on more recent, partial privatizations and examining
performance changes over different post-privatization years. Also, the
positive relation between changes in government ownership and changes
in ROS in the early post-privatization years may be caused by the
682decision of the government to divest shares in firms with limited
profitability prospects, which calls for future research on this topic.
As for the firm-specific factors, we find that larger firms generally
show better ROS figures, especially in the later years. Firm size, how-
ever, does not bear any relation with performance changes. We find
strong evidence that firms with a high debt ratio show relatively low
ROS. Also, the relation between the change in leverage and the change
in ROS is negative and significantly so in most of the years. Next, the
percentage of financial debt is not related to ROS, while it negatively
impacts ROA and ROE in most years. The same conclusions hold for
the regressions that explain performance changes. Interestingly, the
percentage of short-term debt has a significantly negative impact on
ROS during each year, except for year 5. Further research is needed
to examine the causality behind these relations. Finally, we find evi-
dence that capital intensity does not affect performance whereas firms
with high cash holdings show somewhat better performance. Specifi-
cally, the percentage of cash is positively related to ROS in all years
and significantly so in years 3 and 4. Similar conclusions hold when
examining the relation between changes in cash and changes in ROS.
Our earlier remark on causality also holds in this case.
Firms in regulated industries show better ROS figures; this indus-
try feature however only explains absolute performance as it is not
significantly related to changes in ROS. While it is useful to control
for the variation in economic conditions, the real GDP growth rate
generally is not significant in explaining post-privatization perfor-
mance, even though this variable has the expected positive sign.
Overall, our results show that it is much easier to explain absolute
performance rather than performance changes using the explanatory
variables in our model.
VI. CONCLUSIONS
Studies on privatization in developed and developing countries so far
have answered important questions, such as why to privatize and how
to privatize. Also, there is a huge literature on the post-privatization
performance of newly privatized firms.
In practice, the objectives of launching a privatization program
usually include raising revenues for the state, promoting wider share
ownership, reducing the government’s interference in the economy,
683stimulating economic efficiency and introducing competition to subject
SOEs to market discipline. From a theoretical point of view,
privatization can mitigate agency problems of equity when the real
owners of the SOE’s assets are unable to write complete contracts with
the firm or monitor it. Also, privatization can promote efficiency when
the privatized firm is subject to market competition and hardened bud-
get constraints. Finally, the entry of private ownership may reduce or
deter costly government interventions. However, partial privatizations
where the government keeps a stake in its SOEs might be beneficial
as well. In countries where the markets for managerial labor and cor-
porate control are not well developed, the government may be more
efficient in monitoring the firm than other (small) investors. Also, the
government stake can serve as a signal that it will not arbitrarily change
its policies in the future. In the case of China, it turns out that partial
privatizations are quite important and that the government retains a
large stake in most firms, even up to five years after privatization.
The most frequently used privatization method is to sell state
property via a SIP or through a direct asset sale. Specific privatization
terms in SIPs, such as the percentage of shares divested, underpricing
and share allocation, are interrelated decisions that are largely deter-
mined by the government’s priorities in achieving various economic
and political objectives. Unfortunately, no study has yet examined the
Chinese government’s choice between a SIP and a direct asset sale
and the determinants of specific SIP-terms, except for underpricing.
Studies on SIPs (and IPOs) in China have revealed that underpricing
is largely determined by institutional factors, such as the fairly long
time period between offering and listing, the CSRC control on the
number of shares that can be listed and the geographic distribution of
share issue quotas by CSRC.
Next, empirical studies on the performance of newly privatized
firms generally indicate that privatization has a positive impact on the
operating and financial performance of state-owned enterprises world-
wide. China, however, is an exception, which usually is attributed to
the fact that most privatizations are partial ones. After implementing
a preliminary descriptive analysis as well as a multivariate analysis on
a sample of 429 non-financial firms that experience partial privatiza-
tion over the period 1994-2002, we do not find evidence that govern-
ment ownership has a significant impact on post-privatization perfor-
mance. By contrast, we find that large reductions in the percentage of
shares owned by the state negatively impact performance during the
684first few years after privatization; these results tend to reverse in the
later years. Other types of shareholders, such as retail and foreign
investors, play a negative – if any – role. As a result, we believe that
exploring the determinants of underperformance in Chinese privatized
companies is more complicated than simply deciding whether gov-
ernment ownership is good or not. One reason is that little is known
about the underlying forces that determine the divestment of shares by
the government in Chinese SOEs. A study on the unique and gradual
reform of SOEs in China therefore may be able to provide new and
fresh perspectives for the literature on privatization as well as the lit-
erature on corporate governance.
NOTES
1. These policies will be discussed in Section IV.C of this paper.
2. For listed companies on the Shanghai stock exchange, the average debt ratio of most
former SOEs still exceeds 50% in 2002 (own calculations). Also, according to esti-
mates of Standard and Poor’s and official statements by the Chinese government, bad
loans account for more than 20% of outstanding bank loans at the four largest state-
owned banks by the end of 2003.
3. More details on the privatization of small SOEs can be found in Cao et al. (1999). By
1996, about 70% of small SOEs have been privatized in the provinces that first initi-
ated a privatization program whereas more than 50% have been privatized in many
other provinces.
4. Although the state shareholder and the other shareholders enjoy the same rights
according to Chinese law, the state shareholder sometimes can choose between a cash
dividend and a stock dividend whereas the other shareholders have to content
themselves with stock dividends.
5. Domestic institutions include holding companies, non-bank financial institutions, and
SOEs that have at least one non-state owner (Xu and Wang (1997)). Legal persons can
divest their stake by transferring it to other companies through a private negotiation.
6. It is required that A shares account for at least 25% of total outstanding shares when
a company goes public.
7. Since 2002, the Chinese government has started to collect information on feasible
plans that could make state shares tradable. The expectation that a huge number of state
shares may circulate in the future has sent share prices on the Shanghai and Shenzhen
stock exchanges to a historical low since then.
8. Chen et al. (2001) analyze this phenomenon in more detail using panel data on
68 firms that have both A and B shares outstanding over the period 1992-1997. They
conclude that the price discount is mainly due to the illiquidity of the B shares. As a
result, foreign investors require a higher return in order to be compensated for the
lower liquidity and the higher transaction costs on the B-share market.
9. The restrictions on foreign capital have been loosened since 2002, but as described in
Section IV.C, the government is still selective about industries into which foreign
investors are allowed to enter.
10. Foreign investors are regarded as politically less important in the sense that these
investors usually are not the group the government targets to obtain political support
for the privatization.
68511. Also, A and B shares usually are issued at different prices.
12. In their sample, this period averages to 238 days for A-share IPOs and 20 days for
B-share IPOs.
13. Boubakri and Cosset use crude accounting performance measures and measures
adjusted for market effects and the possibility of a pre-privatization debt restructuring.
14. The sum of the squared percentage of shares held by each of the top-10 shareholders.
15. Sun and Tong (2003) argue that because of the change in Chinese accounting prac-
tices in 1993, there is a problem of incomparability when examining accounting mea-
sures on a sample that includes firms before and after 1993.
16. Since the corporate bond market is almost non-existent in China, bank loans are the
most viable source of debt financing for most firms.
17. We indeed find that the explanatory power of the model examining ROS is much
higher than that explaining ROA and ROE. However, we find that our general con-
clusions from examining ROS also largely extend to the other performance measures.
18. The correlation between government and institutional ownership was as high as -0.89;
therefore both variables could not be included in the same model. We find that pair-
wise correlations among other explanatory variables never exceed 0.6. So multi-
collinearity is unlikely to be a problem in our study.
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ABSTRACT
This paper argues that institutional investors may have a positive effect on stock
prices. This effect realizes through different mechanisms: institutional investors
reduce information asymmetries between firms and (other) investors, contribute to
the liquidity of the company’s stock and improve its corporate governance. We con-
jecture that firms, understanding the benefits of having institutional investors in
their ownership, may do efforts to attract them. We apply this idea in the context
of IPOs. Using data on Belgian IPOs over the period 1984-2000, we find that firms
using the stock market as a financing vehicle and firms less likely to be monitored
by corporate blockholders are more likely to pre-allocate shares to institutional
investors at IPO-time. Finally, pre-allocating shares to institutional investors is
shown to reduce underpricing and enhance post-IPO liquidity.
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Institutional investors – such as investment companies, mutual funds,
brokerages, insurance companies, pension funds, investment banks
and endowment funds – are entities with large amounts to invest.
While these investors have been prominently present in Anglo-Saxon
countries since a long time, we provide evidence that their importance
in Continental Europe has increased dramatically, especially since the
second half of the nineties. Specifically, we show an upsurge in the
amount of funds that they manage since 1991, which becomes espe-
cially striking as of 1995. Simultaneously, institutional investors in
Continental Europe on average exhibit a larger appetite for invest-
ments in the equity of listed companies during the second half of
the nineties.
Different studies have investigated the impact of having institu-
tional investors involved in a company’s ownership. Usually, institu-
tional investors are considered to have a positive effect on the stock
prices of the firms in which they invest. This effect materializes
through different mechanisms: institutional investors reduce infor-
mation asymmetries between the firm and (other) investors, con-
tribute to the liquidity of the company’s stock and improve the firm’s
corporate governance. Nevertheless, the literature has pointed out that
some new problems may arise after involving institutional investors
in a company’s ownership, such as larger variability in stock prices.
Also, specific conflicts of interest may arise between the firm and
small shareholders on the one hand and institutional investors on the
other.
If firms fully understand the positive influences of institutional
investors and if benefits are larger than costs, they may do efforts to
involve these professional investors in their ownership. In particular,
firms that can benefit from the functions performed by institutional
investors may wish to attract institutional interest. We apply these
ideas in the context of going public, using data on a sample of Bel-
gian initial public offerings (IPOs).1 The reason why we focus on IPOs
is that at the time firms go public, information asymmetries generally
are large (the firm has not yet built up a public track record), the liq-
uidity of the firm’s stock has to be assured in order to establish the
firm’s credibility (leave a good taste in investors’mouths) and gover-
nance structures usually have to be adjusted to take into account the
new (public) ownership structure of the firm. Our results show that
690firms using the stock market as a financing vehicle are more likely to
pre-allocate shares to institutional investors at IPO-time. Such pre-
allocation is found to reduce underpricing and enhance post-IPO stock
liquidity. On the score of corporate governance, we find that firms
that are less likely to be monitored by corporate blockholders are more
inclined to pre-allocate shares to professionals, who are potential
active monitors. As pre-allocating companies have relatively fewer
outside directors in their board, we cannot conclude from our results
that institutional investors actually contribute to firm monitoring and
governance.
The remainder of this paper is organized as follows. Section II dis-
cusses the importance of institutional investors in financial markets.
The contribution of institutional investors to reducing information
asymmetries, increasing stock liquidity and improving governance is
treated in Section III. Section IV presents the results of our own study
on the role of institutional investors in IPOs. Finally, Section V con-
cludes this paper.
II. THE IMPORTANCE OF INSTITUTIONAL INVESTORS
IN FINANCIAL MARKETS
The amount of financial resources under the control of institutional
investors and their investment in the equity of listed firms is rising in
all OECD-countries. Table 1 shows the evolution for Belgium and the
G-7 countries over the period 1991-2001. Data were obtained from the
OECD statistical yearbook on institutional investors. For every coun-
try and year, two pieces of information are reported: the market value
of total assets under institutional management as a percentage of the
country’s GDP (= Assets/GDP) and the value of assets invested in the
stock market as a percentage of total institutional assets (= Shares/
Assets).
Looking first at the importance of their assets relative to GDP, it is
clear that institutional investors as a group manage very important
amounts of capital, ranging from a capital stock equal to 81% of GDP
in Germany to 191% in the U.S. and the U.K. in 2001. In fact, in most
Anglo-Saxon countries institutional investors hold a significant posi-
tion, mainly because of the pension system: instead of paying pen-
sions through repartition as in Belgium, France, Italy, Germany and
Japan, where the active population generates the pensions of the retired
691(i.e. no reserves are formed), Anglo-Saxon countries have developed
a capitalization system, with individuals save for their own pensions.
In practice, the financial reserves that are produced this way are man-
aged by professional investors. Nevertheless, Table 1 shows that over
the studied window, Continental European countries have invested
very heavily in financial assets under management of institutional
investors. In these countries, the global growth rate of institutional
Assets/GDP-ratio is huge and ranges between 134% (France) and
356% (Italy).
Not only are the assets under the management of institutionals more
important in the U.S. and the U.K., also the fraction of total assets
invested in the stock market is significantly larger. Specifically, Table 1
shows that especially U.K. institutionals are very much share capital-
minded and invest around 65% of their resources in the stock market
over the considered window. With an average of about 40%, stock
market investments are a major part of professional portfolios in the
U.S. too. Parallel to the growth in importance, in Continental Euro-
pean countries the portion of assets invested in equity also rises over
time. In fact for Belgium and France, this portion attains a level sim-
ilar to the one in the U.S. in 2001. Probably, the stock market boom
during the second half of the nineties has played an important role in
the increasing importance of institutional holdings and the shift
towards equity investments. In fact, the high returns produced by
shares (and the low interest rates) over that period made it particularly
attractive for institutionals to invest higher portions in stock rather
than in traditional interest-bearing securities. The resulting influx of
capital in the stock market, next to increasing stock prices even more,
obviously created opportunities for firms wishing to enter the stock
market through an IPO.
In view of the combination of rising weight in the economy and
increasing appetite for shares, institutionals have become an increas-
ingly important investor group in the stock market, especially in Con-
tinental Europe. As these investors have demands, behavior and inter-
ests different from small individual shareholders, this phenomenon is
likely to affect publicly quoted firms and stock markets in general. In
Section III, we survey three important aspects of institutional investor
behavior and investigate the consequences for firms. These aspects
concern professional information collection, the demand for and the
contribution to liquidity and the more important bargaining power of





Importance and investments of institutional investors
1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001
Belgium
Assets/GDP 44.6 47.4 57.3 55.5 57.9 64.3 73 88.1 101 106.1 109
Shares/Assets 19.59 18.69 19.93 21.73 21.68 22.96 26.68 31.52 37.6 41.39 40.9
France
Assets/GDP 56.4 61.9 73.9 71.7 77.7 86.6 97 106.9 124.2 131.8 131.8
Shares/Assets 9.02 7.96 6.69 6.9 23.31 25.03 29.68 34.26 42.03 45.64 42.89
Italy
Assets/GDP 20.6 21.8 28.2 32.2 32 39 53.9 79.6 99.5 97.8 94
Shares/Assets 10.26 8.87 10.9 14.96 14.14 12.07 14.06 15.28 22.37 23.02 18.13
Germany
Assets/GDP 33.9 34 38.9 41.3 45.3 50.6 58.8 66.3 76.9 79.8 81
Shares/Assets 9.57 10.24 12.46 12.22 12.23 13.99 18.61 21.79 27.91 28.01 24.43
Japan
Assets/GDP 73.3 77.7 83 81.5 88.6 88.4 86.7 89.6 98.9 97.7 94.7
Shares/Assets 23.91 21.66 21.73 18.26 19.13 16.8 15.31 15.35 18.78 17.05 15.736
9
4 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001
Canada
Assets/GDP 64.2 69.6 79.4 81.7 84.2 93.2 101.4 110.1 111.5 113.7 115.8
Shares/Assets 22.18 22.68 22.97 23.97 25.51 26.52 27.83 27.6 26.88 26.9 25.12
U.K.
Assets/GDP 116.3 130.7 162.2 143 162.8 172 194.1 202 227.7 212.8 190.9
Shares/Assets 69.53 68.3 69.73 68.51 68.37 67.24 67.99 64.98 66.59 65.48 64.92
U.S.
Assets/GDP 124.2 127.2 136.3 135.9 151.8 162.9 178.4 192 207.8 198.7 191
Shares/Assets 28.91 30.34 33 33.49 38.41 42.13 46.19 48.19 51.3 48.81 44.11III. THE FUNCTIONS OF INSTITUTIONAL INVESTORS IN
CORPORATE FINANCE
In this section, we discuss the role of institutional investors in reduc-
ing information asymmetries, increasing liquidity, and improving cor-
porate governance.
A. Institutional investors and information asymmetries
Since the seminal work by Akerlof (1970), it is well known that asym-
metric information leads to price discounts. Using the example of the
used car market, Akerlof shows that rational buyers understand that
they are up against sellers that are better informed about the intrinsic
quality of the cars put up for sale. As a result, they will only offer to
buy at prices reflecting the fact that lower quality owners are most
likely to be the ones that are prepared to sell. If asymmetric informa-
tion is important, the discount may become so large that good quality
sellers are driven out of the market and only the lowest quality own-
ers remain willing to trade.
Adverse selection through asymmetric information is also a well-
known phenomenon in financial markets. When stock prices are low,
managers and company insiders often complain that their firm cannot
issue new shares to finance its investments because the market can-
not be convinced that it underestimates the true value of the firm. Con-
vincing the market is not easy, because outside investors understand
that they are up against better informed agents that have an interest in
claiming that the share price is too low, even if this is not the case.
Hence overall, information asymmetries tend to have a negative
impact on the stock price of better quality firms. Consequently, firms
may invest in reducing information asymmetries to increase their stock
prices.
Different theoretical models show how this may actually arise.
These models generally assign a role to institutional investors. Dia-
mond and Verrecchia (1991) start out from the logic that a reduction
in information asymmetries lowers the cost of capital and that com-
panies that can benefit most will invest more strongly in reducing such
asymmetries. In their model, the decline in the cost of capital is caused
by the fact that better information attracts more large investors (such
as institutional owners) as less information asymmetries enhance
every-day liquidity. Clearly, the problem of information asymmetry
695and liquidity – which is discussed in Section III.B. hereafter – are
closely interrelated. Similarly, in a capital market with incomplete
information, Merton (1987) shows that stock prices are higher the
larger the number of investors aware of the company’s securities. This
view could explain why larger, hence most of the time also better-
known firms attract more investors and institutionals in particular.
The preceding views are supported by empirical evidence. Consis-
tent with the notion that fewer information asymmetries are associated
with the presence of more institutional owners, Grullon et al. (2004)
find that firms that invest in increased visibility attract more investors,
and especially institutional owners. This practice results in more
liquidity and higher stock prices. Interestingly, their findings also
reveal that visibility may be enhanced not only by investing directly
in investor relations, but also by product market advertising. Bushee
and Noe (2000) find that firms ranking higher in the disclosure
rankings2 have more institutional ownership. Consistent with the view
that attracting more investors in general enhances prices, Kadlec and
McConnell (1994) find that when companies listed elsewhere
announce their decision to also list in New York, their stock on average
yields a positive abnormal return.
A quickly developing area of research linking reduced information
asymmetries and institutional investors concerns bookbuilding. Book-
building is a method through which the selling price of a large block
of shares is determined. Originally developed in the U.S., the method
has been extensively used in Continental Europe since the mid-nineties
for the marketing of shares in IPOs. In essence, it involves asking pro-
fessional investors how many shares they are willing to buy and at
what price. On the basis of this information, the firm and its invest-
ment bankers determine the IPO’s offering price. The method uses the
fact that compared to small retail investors, professionals generally
are better able to evaluate the true worth of a firm. Cohen et al. (2002)
find empirical support for this conjecture. Their evidence indicates
that institutional investors are capable of better evaluating the infor-
mational content of cash flow news as compared to retail investors.
So, in contrast to the earlier discussed studies of Diamond and
Verrecchia (1991) and Merton (1987), where institutional investors
benefit from reduced information asymmetries and enhanced liquidity,
this stream in the literature posits that institutional investors – via the
bookbuilding procedure – actually contribute to decreasing information
asymmetries, thereby adding to the stock’s value and liquidity.
696Usually, bookbuilding is part of a two-stage procedure whereby in
the first stage the offering price is determined as described above, and
in a second stage retail investors are allowed to subscribe at the price
determined in the first stage.3 As this subscription price reflects
the value professionals are willing to pay, it should reduce the thresh-
old to subscribe for small investors. However, for bookbuilding to
work in practice, the IPO-firm needs to give professional investors an
incentive to invest in information collection and then truthfully reveal
their opinion. This is typically achieved by reducing the subscription
price below the true worth of the firm as revealed by the bookbuild-
ing. Subscribers then achieve a positive return as compared to buying
on the first day of normal trading on the exchange (in most countries,
this return to ‘underpricing’amounts to 15% on average).4 Because of
this reduction in price, investors usually ask more shares than are sup-
plied by the firm so that rationing has to take place. Classically, the
institutional investors that bade the highest price during the book-
building phase are less rationed. This logic has been developed in
detail in Benveniste and Spindt (1989), Benveniste and Wilhelm
(1990), Welch (1991), Cornelli and Goldreich (2001). It is also sup-
ported empirically. Indeed, as predicted by these models, institutional
investors collect valuable information and prove to be able to outper-
form small investors at the time of an IPO (Aggarwal et al. (2002)).
Furthermore, when allocation rules change and the benefits of partic-
ipating are reduced, these professionals collect less information
(Ljungqvist and Wilhelm (2002); Keloharju and Torstila (2002)).
Ljungqvist and Wilhelm (2002) also show that overall the indirect
issuance costs caused by underpricing are reduced through the process
of bookbuilding and hence benefit IPO-firms.
Preceding findings imply that through the presence of institution-
als in the market, selling methods of shares can be developed that
ease capital market access for firms that face important information
asymmetries, i.e. hard to value stocks, like young high-growth firms.
Arosio et al. (2001) and Huyghebaert and Van Hulle (2002) indeed
find that since the introduction of bookbuilding in Continental Europe
in the second half of the nineties, young high-tech firms with large
financing needs dominate the population of firms going public. By
using bookbuilding, organizing roadshows abroad and involving high-
reputation foreign investment banks in the marketing process, these
IPO-firms have succeeded in placing a fraction of their shares with
Anglo-Saxon institutional investors also. However, notwithstanding
697its merits, the method has been a source of conflicts of interest
between firms and small shareholders on the one hand and the advis-
ing investment bankers and professional investors on the other hand.
Specifically, Aggarwal et al. (2002) show for IPOs in the U.S. that
investment bankers reward their good institutional clients with deeply
underpriced issues, significantly in excess of what could be explained
by a mere remuneration for the service of information gathering. In
response, investment bankers argue that institutional investors are
assigned shares on the basis of more criteria than only their effort in
information gathering. One important additional service that these
professionals may offer to the investment banker is the promise not
to immediately sell shares in the aftermarket, or even buy shares if
selling pressure would occur shortly after the IPO. In Continental
Europe, this conflict of interest may be even more serious as many
institutional investors are subsidiaries of financial institutions that
render investment banking services. Consistent with this idea, Hebb
and MacKinnon (2004) find that greater information asymmetry is
present in the aftermarket when a commercial bank acts as under-
writer in an IPO. This asymmetry resolves itself over time as the mar-
ket learns more about each issue so that it becomes clear which ones
may have involved a conflict of interest on the part of the commer-
cial bank. These findings thus are consistent with the market perceiv-
ing a possible conflict of interest on the part of commercial banks.
B. Institutional investors and liquidity
Liquidity, i.e. the ease with which an asset can be converted into cash
– and especially the lack of it – affects value. The reason why a defi-
ciency in liquidity negatively affects the price of shares is threefold.
First of all, if a stock is not regularly traded (in the limit not traded),
uncertainty about its underlying value increases (Merton (1987)). For
one of the important properties of a stock market is that, as investors
assemble information and act upon it, the information becomes
reflected into the stock price. Hence the less trading, the less oppor-
tunity for information to be (timely) incorporated into the price, and
the more uncertainty about the stock’s underlying value. Furthermore,
as liquidity decreases, fewer investors are interested in the stock, so
that overall information collection tends to decline. Finally, since it
is more difficult to find interested buyers, an illiquid stock is more
costly to turn into cash. As a consequence, the seller of an illiquid
698stock will have to accept a discount on the selling price. Consequently,
as uncertainty about the underlying value increases, as less investors
are interested to buy it and as trading becomes more costly, the share
price decreases.
Although there is no perfect agreement yet about how the precise
interaction of the factors in the process described above affects value,
there is consensus in the academic literature that liquidity has an
impact on share prices. For example, Amihud and Mendelson (1986),
Reingaum (1990), Eleswarapu and Reingaum (1993), Brennan and
Subrahmanyam (1996), Brennan et al. (1998), Eckbo and Norli (2000)
provide evidence that stock market liquidity is priced in asset returns.
Specifically, they show that illiquid shares require higher (pre-trading
cost) returns, which implies a higher cost of equity. In a more direct
test of the consequences of liquidity for value, Loderer and Roth
(2003) report that the least liquid stocks on Nasdaq and the Swiss
Exchange suffer a discount on value of about 30%. Finally, Butler et
al. (2002) show for the U.S. that companies with highly liquid shares
suffer less issuance costs at the time they raise new share capital and
sell these additional shares in the market.
Although research on the exact determinants of liquidity is still
ongoing, there is agreement that the type of investors holding the
firm’s stock may affect it. Specifically, companies that count many
institutional investors among their investor base tend to have more
liquid shares. Of course, institutional investors have a preference for
liquid shares (see for example Gompers and Metrick (1998)). Liquid-
ity, for example, is valuable when they have to rebalance their port-
folios over time. Conversely, as these investors engage in more infor-
mation collection compared to the average retail investor, liquidity is
likely to improve. Supporting this idea, Bennett et al. (2003) report
that when changes in the preferences of institutional investors occur
– e.g., a relative increase in interest for smaller firms in search for
‘greener pastures’ – the liquidity of these companies’ stock rises over
time.
However, trading by institutional investors may also induce other
effects on stock prices and/or the cost of equity. Institutional investors
may reduce the global tax bill paid by the company and its investors
if the former function under a different tax regime. In Belgium, for
example, BEVEKS pay no taxes on dividends, and tax trading by
these mutual funds around the ex-dividend day is a well-known phe-
nomenon. Furthermore, Redding (1997) shows in a theoretical model
699that when professional investors pay relatively few taxes on dividends,
publicly quoted firms generally pay more dividends. As indicated in
Section III.C., higher cash disbursements to investors imply less
opportunities for overspending by management, which may positively
affect the quality of the firm’s governance. On the negative side, it is
sometimes claimed that institutional investors contribute to greater
stock price variability because of the vast amounts of trading when
these investors rebalance their portfolios. That such rebalancing indeed
may have important effects can be easily observed by looking at the
stock prices of firms that are moved in or out of an important stock
market index. As institutional investors commonly have a prefer-
ence for index stocks, inclusion in (deletion from) a stock market
index induces substantial changes in ownership. Shleifer (1986) and
Denis et al. (2003), among others, show that this event significantly
impacts on the company’s stock price. Whether or not institutional
investors actually cause greater stock price variability is as yet not
clear. The empirical findings of Bushee and Noe (2000) indicate that
for the U.S. the presence of these professionals has not much impact
on return volatility. However, some institutional investors – such as
momentum traders and hedge funds5 – tend to trade more aggressively,
and these professionals may induce more volatility. For Poland, Bohl
and Brzeszczynski (2004) document that since the reform of the Pol-
ish pension system in 1999, when privately managed pension funds
were established and allowed to invest in the stock market, institu-
tionals have become a major investor group. Since then, at least for
index stocks, return volatility has decreased. Also, Abarbanell et al.
(2003) find that the rebalancing of institutional portfolios after a firm
spins off a subsidiary does not create abnormal price movements in
the firm’s stock. Similarly, the findings of Welker and Sparks (2001)
indicate a stabilizing trade response by institutional owners at the time
corporations disclose news. However, Potter (1992) and Sias (1996)
provide evidence that higher institutional ownership is associated with
higher stock price volatility. The findings in Badrinath and Wahal
(2002) imply that contribution to (reduction in) volatility depends on
the type of trading decision: to enter a new stock, institutional
investors act as momentum traders, and hence may contribute to
volatility, but when they exit or make adjustments to ongoing holdings,
they behave as contrarian traders. Overall, most research indicates that
institutional investors positively influence liquidity. However, from
the findings it is also clear that further work is needed as the type of
700professional investors and their trading strategies have a diverse
impact on the behavior of stock prices.
C. Institutional investors and corporate governance
Corporate governance concerns the development of performing top
structures in corporate organizations. One of its major elements is the
creation of effective oversight of managers. Legally, shareholders exer-
cise such oversight by voting at the general meeting and electing the
board of directors. The board, being responsible to the shareholders
and to the firm as a whole, has the duty to monitor managers and their
performance. If shareholders such as institutional investors become
dissatisfied with the board and likely also with the firm’s performance,
they have three choices: 1) use the old ‘Wall Street rule’, i.e. simply
sell their shares, 2) hold their shares and voice their dissatisfaction,
3) hold their shares and otherwise do nothing. Over the last decades,
especially in the Anglo-Saxon world, the question has been raised as
to whether or not institutional shareholders should be assigned a spe-
cial role in corporate governance. The underlying idea is that they are
in a much better position to effectively exercise oversight compared
to small retail investors, given the size of their investments and the
resources at their command.
To improve the quality of corporate oversight, in the Anglo-Saxon
countries much attention has already been devoted to the question of
designing conditions that stimulate institutional investors to exert
shareholder activism, i.e. choose option 2 above. The reason is that as
ownership of publicly quoted firms is dispersed, which is typical in
these countries, management acquires a great deal (too much?) of
power. This is the source of the famous agency problem of equity,
which states that although the management is the agent of the share-
holders, it typically has its own interests that it wishes to pursue.
Hence unless forces of oversight stop this, managers may not spend
the resources of the firm too wisely. Management derives its power
from the fact that over time it builds up a vast information advantage
about the goings-on in the firm relative to outside shareholders,
whereas the latter – especially when being small owners – have no
incentive to expend costs and effort to monitor management or board
functioning. As a result, managers may even acquire an important
degree of influence over the nomination and the functioning of the
board instead of, as intended by the legislator, the board hiring, firing
701and monitoring them. In essence, the problem is that the only share-
holders that may have an incentive to actively engage in corporate
oversight are large owners. The importance of their stake justifies
expending the costly monitoring effort. When the ownership of large
public corporations is relatively widespread, as is the case in the U.S.,
the owners with the most important stakes usually are professional
investors. Hence, the idea to activate institutional investors. To achieve
this goal, in the U.S. these professionals are obliged to be present at
the general meeting and vote. Furthermore, and possibly even more
important, they afterwards have to explain to their stakeholders the
stance they have taken. Obviously, too easy-going behavior by insti-
tutional investors may result in lawsuits from their stakeholders.
By contrast, in non-Anglo-Saxon countries, institutional owners
tend to play a far less prominent role, although, as discussed in Sec-
tion II, worldwide their weight is rising quickly. Furthermore, unlike
the U.S., institutional investors in non-Anglo-Saxon countries are not
pushed by the legal system to actively monitor their portfolio firms.
Hence, it should not come as a surprise that the latter behave more
passively in corporate governance matters. Also, and likely more
important, in these countries, control in publicly quoted firms is typ-
ically concentrated within the hands of a few large blockholders that
usually act in concert. Such blockholders typically consist of wealthy
families, holding firms, large industrial firms, banks or even the gov-
ernment. Their objectives are different from those of the typical insti-
tutional investor. Whereas the latter remains an outsider to the firm
and only strives for diversification within its portfolio, good returns
and liquidity, blockholders wish to become insiders into the firm and
actively exercise control over it. Not surprisingly, the typical owner-
ship stake of institutional investors in a listed firm normally is below
5% (often constrained by law to amount to maximally 3 to 5%), while
the stake of controlling blockholders typically is much higher (usu-
ally above 25%). Furthermore, as a rule, institutional investors do not
sit on boards. By contrast, controlling blockholders in many non-
Anglo-Saxon countries vote themselves or their representatives into
the board and take an active interest in the management of the firm.
As a result, in publicly quoted non-Anglo-Saxon firms, managers hold
far less power as compared to the Anglo-Saxon situation. Although the
presence of such large owners largely solves the agency problem of
equity, a new difficulty arises, viz. the issue of possible conflicts of
interest between large and small owners. Clearly, the way corporate
702governance functions differs between Anglo-Saxon and non-Anglo-
Saxon countries. Hence, the possible contribution of institutional
investors to it is also likely to have a somewhat different character.
In particular, oversight by large blockholders may substitute for mon-
itoring by institutionals.
Until the late nineties, there was a general satisfaction about the
functioning of the corporate governance system in Anglo-Saxon coun-
tries, especially in the U.S. One felt that by a combination of stricter
rules about the functioning of the board – to make it more indepen-
dent from management, by appointing outside directors for example
– and by increasing outside pressures through activating the share-
holder base – e.g., force institutional investors to take an active role
as described earlier – one had converged to a situation where on the
one hand management had the leeway to take its responsibilities while
on the other hand there was sufficient oversight. The accounting scan-
dals of the early 2000’s, however, show the limitations of outsiders
(institutional investors and financial markets in general) once they are
pitted against management with its important information advantage
about the internal processes of the firm. Hence, additional measures,
like the Sarbanes-Oxley Act, which aim at forcing firms to tighten
their internal control systems, have been taken.
Many researchers have attempted to measure the consequences of
institutional shareholder activism. However, measuring its effective-
ness is quite problematic. One of the reasons is that when activism
occurs, usually the firm is not doing well and, as a result, management
is under mounting pressure from different sides. Debtholders, for
example, may take a more active role in monitoring the firm (Lasfer
et al. (1996)). Furthermore, much of the activism occurs behind the
scenes, through private discussions. Not surprisingly, the empirical
evidence – which virtually all concerns the U.S. – on whether insti-
tutional investors contribute to better governance through monitoring
is somewhat mixed, although the majority of the research reports pos-
itive effects. Chung et al. (2002), for example, report that when insti-
tutional investors own a large fraction of outstanding shares, firms
manage their earnings less opportunistically through the use of accru-
als. Another example on the positive role of institutionals in disci-
plining managers in the U.S. is provided by O’Neill and Swisher
(2003). These authors build further on the results of Easley et al.
(2002), who find that as the probability of trading by informed insid-
ers increases, the required rate of return on equity goes up. O’Neill and
703Swisher show for a sample of firms undertaking a self-tender offer,6
that such informed trading is less likely to occur the higher the num-
ber of institutional investors owning shares in the company. Further-
more, institutional investors seem to influence management in its deci-
sions to use firm resources. As discussed earlier, one of the major
concerns in Anglo-Saxon governance is the possible wasteful spend-
ing of cash flow by managers. Therefore, disgorgement of cash to
shareholders through dividends instead of investing it in unprofitable
projects is considered a plus in the governance literature. Most empir-
ical studies indicate that institutional investors generally are capable
of making a distinction between overspending on uninteresting pro-
jects and making valuable long-term investments. To look into this
issue, several studies have examined the relation between institutional
ownership and the degree of R&D spending. Most studies report that
– contrary to what is often claimed by managers – the presence of
these owners does not force firms to behave myopically. Rather, high
institutional ownership and sizeable R&D spending prove to be pos-
itively correlated (e.g., Wahal and McConnell (2000); Bushee (1998),
among others). However, a few studies conclude the reverse (e.g.,
Jones and Danbolt (2003)). Also, Hartzell and Starks (2003) find that
professional investors help to constrain lavish remunerations of top
managers in the U.S. whereas badly managed firms break more eas-
ily with their current managers under the pressure of institutional own-
ers (Parrino et al. (2003)).
On the other hand, Pound (1988) and Brickley et al. (1988), Van
Nuys (1993), Borokhovich et al. (2000), Almazan et al. (2003), among
others, provide theoretical and empirical evidence that instead of mon-
itoring, institutional investors may have an incentive to simply go
along with entrenched managers, and this depending upon current and
prospective business relations between the institution and the firm. As
an example, the money manager of the company’s pension fund is
less likely to act independently vis-à-vis its management as compared
to the money manager of an independent pension fund. In other words,
institutional investors themselves may be confronted with important
conflicts of interest, to the detriment of small retail investors. To sum-
marize, the literature generally indicates that institutional investors
play a positive role in improving governance practices in firms, espe-
cially in the Anglo-Saxon world.7 However, many unknowns remain.
The latter conclusion is even more applicable to non-Anglo-Saxon
countries.
704IV. INSTITUTIONAL INVESTORS AND IPOS:
AN APPLICATION TO BELGIUM
Former studies focus on the impact of institutional investors on the
firms in which they own stock. However, firms, understanding the ben-
efits of having institutional investors in their ownership structure, may
undertake efforts to attract them. The fact that company policy may be
an important factor influencing involvement by institutionals has been
shown in Grullon et al. (2004) for the U.S. in the context of actions that
increase firm visibility. We show a similar effect for Belgium in the case
of firms going public. As indicated in the introduction the reason why
we focus on IPOs is that at the time of the event, information asym-
metries generally are large (the firm has not yet built up a public track
record), the liquidity of the firm’s stock has to be assured in order to
establish the firm’s credibility (leave a good taste in the investors’
mouth) and governance structures usually have to be adjusted to take
into account the new (public) ownership structure of the firm. So, when
benefits are larger than costs, firms may wish to attract institutional
interest for their company’s stock. We start by describing our IPO-
sample in Section IV.A. Then, we examine the underlying forces that
drive the decision to pre-allocate shares to institutional investors at IPO-
time (Section IV.B.), linking our research to the different functions of
institutionals as described in Section III. Specifically, we cannot directly
measure the amount IPO-firms expend on attracting institutional
interest. Instead we examine whether or not IPO-firms preallocate a
fraction of shares offered to these investors. Next, we investigate how
share pre-allocation to institutional investors affects underpricing (Sec-
tion IV.C.), post-IPO stock liquidity (Section IV.D.) and the fraction of
outside directors in the board at IPO-time (Section IV.E.).
A. Sample description
Our sample covers the period 1984-2000 and includes all new listings
of Belgian firms on the three main exchanges of the country, i.e. the
main market of the Brussels Stock Exchange (Euronext Brussels),
Euro.NM Belgium and EASDAQ (NASDAQ Europe). Our sample
does not include unit offerings nor reverse LBOs. For all 95 firms in
the sample, we obtained the issue prospectus (containing data on
ownership structure and board composition) and have access to their
consolidated financial statements as of two years before the IPO.
705In addition, we collected data on the first-day closing price and trading
volumes in the two years after the company became publicly quoted.
Figure 1 reveals a concentration of new listings in the periods 1986-
1987 and 1996-2000. Other studies (e.g., Pagano et al. (1998); Aro-
sio et al. (2001)) show that IPO-volume also peaks in other Conti-
nental European countries during these years. As expected, increased
IPO-activity coincides with periods in which the stock market indices
BASI (Euronext) and EASI (EASDAQ) are booming.
Table 1 shows the industry distribution of the 95 sample firms.8
Similar to Arosio et al. (2001) for Italy, financial IPOs are concentrated
in the earlier years of the sampling period, while high-tech flotations
mainly occur during the later years. Despite the creation of new markets,
an important fraction of the high-tech firms continues to opt for the main
market of Euronext. In particular, of the 29 high-tech IPOs since 1996,
14 firms (48.28%) list on the main market, whereas 9 firms (31.03%)
list on EASDAQ and 6 firms (20.69%) quote on Euro-NM Belgium.
Table 2 contains some summary statistics on the IPO-firms. Given
the length of the sampling period and in view of the high inflation
rates during the late eighties and early nineties, all absolute statistics
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FIGURE 1
Number of IPOs versus stock market returns over the period 1984-2000
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Number of IPOs Belgian All Share Index European All Share Indexare corrected for inflation. 61 firms sell primary shares at IPO-time.
In other words, they create new shares and sell these to the general
public at their IPO. Hence, the company receives the proceeds from
the sale. 71 firms offer secondary, i.e. existing shares. This implies
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TABLE 2
Industry distribution of sample firms
NACE Sector Number of 
firms
16 Production and distribution of electricity, gas, steam and 
hot water 1 firm
22 Production and preliminary processing of metals 1 firm
24 Manufacture of non-metallic mineral products 3 firms
25 Chemical industry 4 firms
31 Manufacture of metal articles (except for mechanical, 
electrical and instrument engineering and vehicles) 1 firm
32 Mechanical engineering 1 firm
34 Electrical engineering 7 firms
41/42 Food, drink and tobacco industry 9 firms
43 Textile industry 2 firms
45 Footwear and clothing industry 2 firms
46 Timber and wooden furniture industry 1 firm
47 Manufacture of paper and paper products; printing and 
publishing 3 firms
48 Processing of rubber and plastics 3 firms
61 Wholesale distribution (except dealing in scrap and 
waste materials) 5 firms
64/65 Retail distribution 2 firms
66 Hotels and catering 3 firms
75 Air transport 1 firm
79 Communication 1 firm
81 Banking and finance 14 firms
82 Insurance, except for compulsory social insurance 3 firms
83 Activities auxiliary to banking and finance and 
insurance; business services 20 firms
84 Renting, leasing and hiring of movables 1 firm
85 Letting of real estate by the owner 2 firms
97 Recreational services and other cultural services 5 firms
TOTAL 95 FIRMSthat existing shareholders who sell some of their own shares receive
the proceeds. In our sample, 34 offerings combine primary and sec-
ondary shares. The median primary and secondary portion equals
10.50%, respectively 15%. In total, the free float amounts to 25.79%
of shares outstanding post-IPO. 38 firms pre-allocate shares to insti-
tutional investors at IPO-time, i.e. pre-assign a portion of the shares
for sale to professional investors. Pre-assigning became increasingly
popular during the second half of the nineties, with the spreading use
of bookbuilding. Since the beginning of 1996, about 60% of IPOs
opted for the bookbuilding procedure; before that time, it was rarely
used. Table 3 shows that on average, 24.68% of offered shares are
pre-allocated to institutional investors, but the dispersion in this vari-
able is substantial. For the firms with institutional pre-allocation, this
percentage on average amounts to 60.12%.9 Median underpricing,
after correcting for the market return, equals 5.31%. This figure is
rather low compared to the underpricing reported for many other coun-
tries (e.g., Ritter (1991); Leleux (1993); Arosio et al. (2001)), but may
reflect that a large majority of the sample IPOs are firm-commitment
offerings (e.g., Jegadeesh et al. (1993)).10
Firm age at flotation varies between zero and 283 years, with a
median of 18 years. Firm size in the year preceding the IPO is also
dispersed, independent of the construct used to measure it (total assets,
book value of equity or sales). The median firm has a return on assets
of 14.52% and a return on sales of 12.06%, but profitability again dif-
fers widely across firms. Companies are highly levered: on average,
67.16% of total assets are debt-financed, and bank loans represent
42.53% of total debt (bank debt, leasing and current liabilities).
Despite high leverage, an average coverage ratio of 22.05 indicates
that firms can easily meet their debt obligations; the median coverage
ratio, however, is much lower (3.09). As some firms have a leverage
ratio above one and/or a negative coverage ratio, it can be concluded
that not all firms are financially sound at IPO-time. The average mar-
ket-to-book ratio, calculated using the offering price, is 3.94. The
growth rate in total assets and sales amounts to 28.22%, respectively
21.43% in the pre-IPO year; these growth rates however vary sub-
stantially across firms.
Ownership before and after the IPO is highly concentrated. On
average, there are 2.46 blockholders per firm; together, they own
93.31% of the shares before the IPO. Afterwards, their number and





Summary statistics for the total sample of N = 95 IPOs
Variable Mean Median Std. Dev. Min Max
IPO TRANSACTION
PRIMARY PORTION 0.3004 0.1050 0.7790 0 6.7568
SECONDARY PORTION 0.1704 0.1500 0.1658 0 1
PERCENTAGE PLACED 0.3080 0.2579 0.1629 0.0587 1
INSTITUTIONAL STAKE 0.2468 0 0.3089 0 0.9133
UNDERPRICING 0.1395 0.0531 0.3429 –0.2153 2.7769
FIRM CHARACTERISTICS
AGE 39.4421 18 53.2401 0 283
TOTAL ASSETS (/) 1,348,613,382 44,407,221 9,575,200,000 422,260 92,360,483,771
EQUITY (/) 106,708,008 11,548,860 306,170,000 –2,597,647 1,783,888,453
SALES (/) 281,596,118 44,588,670 919,420,000 0 6,194,926,469
ROA (EBITD/total assets) 0.1235 0.1452 0.2103 –0.7205 1.1063
ROS (EBITD/sales) –0.0079 0.1206 0.6423 –3.5983 1
LEVERAGE (debt/total assets) 0.6716 0.7256 0.3421 0.0319 2.8262
DEBT MIX (bank debt/total debt) 0.4253 0.4186 0.2923 0 1
INTEREST COVERAGE 
(interestexpenses/EBIT) 22.0540 3.0875 78.4790 –31.8377 461.3582
MARKET/BOOK 3.9366 1.8992 0.7403 17.9444 4.8245
ASSETS GROWTH 0.5330 0.2822 0.7407 –0.1541 3.5668
SALES GROWTH 5.1747 0.2143 36.2668 –0.7128 336.44447
1
0 Variable Mean Median Std. Dev. Min Max
OWNERSHIP STRUCTURE
BLOCKHOLDERS BEFORE IPO 2.46 2 1.4718 1 7
BLOCKHOLDERS AFTER IPO 1.99 2 1.1439 1 5
CONC BEFORE IPO (%) 93.31 98.61 11.3780 33.43 100.00
CONC AFTER IPO (%) 64.94 69.10 15.9887 11.85 94.13
PRIMARY (SECONDARY) PORTION is the ratio of new (existing) shares sold to the public relative to shares outstanding before the
IPO. PERCENTAGE PLACED is the number of new and existing shares sold at the IPO relative to shares outstanding after the IPO.
INSTITUTIONAL is the percentage of shares that is pre-allocated to institutional investors. UNDERPRICING is initial stock return
minus the corresponding market return. The variables measuring firm characteristics are self-contained. BLOCKHOLDERS BEFORE
IPO is the number of shareholders whose ownership exceeds 5%. BLOCKHOLDERS AFTER IPO equals the number of initial block-
holders that retain an ownership percentage above 5% after the IPO. CONC measures the percentage of shares initial blockholders
hold before, respectively after the IPO.cases, initial ownership decreases below 50 percent, but this does not
need to imply that initial owners lose control once listed. Similar
results have been found for Italy (Pagano et al. (1998)), Germany
(Ljungqvist (1997); Goergen (1998)) and other Continental European
countries.
B. Determinants of pre-allocating shares to institutional investors
In Section III, we have argued that firms with large information asym-
metries, firms in need of liquidity and/or firms with less developed
governance structures may benefit from having institutional investors
in their ownership. To test whether or not firms actually seek to reduce
the costs of asymmetric information, low liquidity and poor corporate
oversight, we estimate a regression model that explains the likelihood
of pre-allocating shares to institutional investors at IPO-time. Such
pre-allocation increases the transparency of the IPO-procedure, guar-
antees institutionals at least a minimal stake11 and hence, gives them
incentives to gather information. Possibly, it may also enhance their
long-run ownership in the firm. The dependent variable in our logit
regression model, INSTITUTIONAL, is a dummy variable that equals
one when a fraction of the offering is pre-allocated to institutional
investors and zero otherwise. Hereafter, we first describe our mea-
surement of explanatory variables and then discuss our results, which
are presented in Table 4.
To examine the relation between information asymmetries at IPO-
time and INSTITUTIONAL, we use three variables. First, several
authors (e.g., Megginson and Weiss (1991); Chemmanur and Fulghieri
(1999)) find adverse selection costs to be more serious for young
(AGE = logarithm of the firm’s age at IPO-time) and small (SIZE =
logarithm of total assets) companies. The reason is that younger and
smaller firms typically have a limited track record and low visibility.
In addition, firms with large growth opportunities (MARKET/BOOK
= number of shares outstanding pre-IPO times the offering price plus
book value of debt divided by book value of total assets pre-IPO) also
may suffer from severe information problems. For growth opportuni-
ties represent investment projects that still have to be converted into
cash generation. So, the quality of growth opportunities is uncertain
and, as argued in Section III.A., firms may find it difficult to com-
municate that quality. To control for the fact that in carve-outs, infor-
mation asymmetries likely are less severe, we include a dummy
711variable (CARVEOUT = dummy variable that is set to one when the
offering is a carve-out and zero otherwise).
Second, growth firms planning to use the exchange as a source of
future financing can benefit from institutional interest through an
increase in stock liquidity. Huyghebaert and Van Hulle (2002) find
that firms selling primary shares at IPO-time (PRIMARY = dummy
variable equal to one when primary shares are sold at the IPO and
zero otherwise) are more likely to raise additional equity in the after-
market. Conversely, firms that do not intend to tap the stock market
in the future gain far less from institutional interest and may even dis-
like the monitoring by these professionals (e.g., Brennan and Franks
(1997)).
Third, to capture the quality of a company’s governance, we include
two variables in our regression model. First, Jensen (1986) claims that
firms with higher debt ratios (LEVERAGE = total debt to total assets)
have a smaller need for capital market disciplining as leverage forces
them to regularly pay out free cash flows to meet debt-servicing pay-
ments. Second, as argued in Section III.C., firms that have large block-
holders among their shareholder base (CONC AFTER IPO = the per-
centage of shares initial blockholders retain after the IPO) are less
likely to need monitoring by institutional investors. Finally, we include
industry dummy variables using the classification by Ritter (1991);
the parameter estimates corresponding to these dummy variables are
not reported, but can be obtained from the authors upon request.
The results in Table 4 show that the relation between information
asymmetries and the likelihood of pre-allocation is not unambiguous.
While we do find that carve-outs are significantly less likely to pre-
allocate shares to institutional investors, we also find that larger firms
are more likely to pre-allocate, which is inconsistent with our hypothe-
ses. In addition, the variables AGE and MARKET/BOOK are not sig-
nificant in explaining the pre-allocation decision. These inconclusive
results may reflect that, as argued in Section III.A., institutional
investors not only help to reduce information asymmetries, but gen-
erally also wish to invest in firms that face low information problems.
The positive relation with firm size may also reveal that firms need
to have a minimal size in order for institutional investors to become
interested in the company. Simultaneously, the positive and signifi-
cant coefficient for SIZE could indicate that larger, hence most of the
time also better-known firms attract more investors and institutionals
in particular, as argued in Section III.A.
712Consistent with our hypotheses, firms raising new equity at IPO-
time are significantly more likely to pre-allocate shares to institutional
investors. This finding suggests that firms using the exchange as a
source of future financing can benefit greatly from the presence of
professional investors, who reduce information asymmetries and help
to establish stock liquidity. These actions reduce the cost of seasoned
equity offerings and thus the cost of capital. Huyghebaert and Van
Hulle (2002) even find that these firms position themselves to meet
the requirements of an international investor audience. They show that
firms create the conditions such that a liquid market in their shares can
develop. Particularly, firms with a small portion of primary shares
complement their offering with secondary shares to realize a suffi-
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The dependent (dummy) variable INSTITUTIONAL equals one when a fraction
of the shares is pre-allocated to institutional investors at IPO-time and zero oth-
erwise. AGE (SIZE) is measured by the logarithm of firm age at the IPO (total
assets post-IPO). Growth opportunities at IPO-time are measured by the firm’s
market-to-book ratio (MARKET/BOOK). CARVEOUT is a dummy variable that
is set to one when the offering is a carve-out and zero otherwise. LEVERAGE
is debt to total assets. PRIMARY is a dummy variable that equals one when pri-
mary shares are sold at IPO-time and zero otherwise. CONC AFTER IPO mea-
sures the percentage of shares initial blockholders retain after the IPO.Finally, we find some support for our conjecture that firms with
less developed governance structures may benefit from having pro-
fessionals among their shareholder base. On the one hand, the relation
between LEVERAGE and INSTITUTIONAL has the expected nega-
tive sign, but is not significant. On the other hand, firms where a larger
fraction of outstanding shares is concentrated in the hands of block-
holders are less likely to pre-allocate shares to institutionals. The lat-
ter finding suggests that, as argued in Section III.C., in Continental
Europe, blockholder monitoring can substitute for institutional moni-
toring.
C. Impact of institutional investors on underpricing
In this section, we investigate whether pre-allocating shares to insti-
tutional investors at IPO-time helps to reduce information asymme-
tries. Specifically, we examine its impact on IPO-underpricing, which
is defined as the percentage difference between the first-day closing
price and the offering price, corrected for the stock market return
(BASI) of that day. Consistent with our discussion in Section III.A.,
we also include a dummy variable that equals one when bookbuild-
ing was used to market the shares and zero otherwise (BOOK-
BUILDING) in this model. In addition, we control for the fact that
firms planning to use the stock market as a source of future financing
may have an incentive the underprice the issue in order to leave a
good taste in the investors’ mouths (PRIMARY). As in Garfinkel
(1993), Spiess and Pettway (1997), among others, we control for addi-
tional factors that are related to IPO-underpricing: firm age, firm size,
investment opportunities (MARKET/BOOK), whether or not the IPO
is a carve-out, a dummy variable that equals one when a high-reputa-
tion foreign investment bank is part of the underwriting committee
(FOREIGN BANK), the percentage adjustment in the offering price
relative to the mid-price of the initial price range (ADJ.PRICE), the
historical stock market return (MARKET RETURN = the return on the
Belgian All Shares Index (BASI) in the year preceding the IPO) and
a measure for hot versus cold issue markets (VOLUME = the num-
ber of IPOs in the preceding year scaled by the total number of IPOs
in the sample). Table 5 contains the results.
We find some evidence that firms pre-allocating shares to institu-
tional investors underprice their shares to a smaller extent, even though
the variable INSTITUTIONAL is only marginally significant at the
71410% level (p-value of 0.1040). This finding is consistent with the idea
that involving institutional investors in the pricing process through
pre-allocating a fraction of the offering induces these investors to
invest in information collection and truthfully reveal their opinion.
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TABLE 5
OLS regression results: determinants of underpricing









FOREIGN BANK –0.2161 0.0106
ADJ.PRICE 0.9318 0.0122
MARKET RETURN 0.3514 0.0316
VOLUME 2.2340 0.0015
Number of observations 93
Adjusted R2+ 25.59%
The dependent variable UNDERPRICING is the percentage difference between
the first-day closing price and the offering price, corrected for the stock market
return (BASI) of that day. INSTITUTIONAL is a dummy variable that equals one
when a fraction of the shares is pre-allocated to institutional investors at IPO-time
and zero otherwise. BOOKBUILDING is a dummy variable that equals one when
bookbuilding was used to market the shares and zero otherwise. PRIMARY is a
dummy variable that equals one when primary shares are sold at IPO-time and
zero otherwise. AGE (SIZE) is measured by the logarithm of firm age (total
assets) at the IPO. Growth opportunities at IPO-time are measured by the firm’s
market-to-book ratio (MARKET/BOOK). CARVEOUT is a dummy variable that
is set to one when the offering is a carve-out and zero otherwise. FOREIGN
BANK is a dummy variable that equals one when a high-reputation foreign
investment bank is part of the underwriting committee. ADJ.PRICE is the per-
centage adjustment in the offering price measured relative to the mid-price of
the initial price range. MARKET RETURN is the stock market return (BASI)
during the twelve months pre-IPO whereas VOLUME is the number of IPOs in
that same period scaled by the total number of IPOs in the sample.Surprisingly, the results show that using bookbuilding generally leads
to higher underpricing, ceteris paribus. The positive sign of BOOK-
BUILDING is inconsistent with the results of other studies that largely
use data on U.S. IPOs (e.g., Cornelli and Goldreich (2001); Aggarwal
et al. (2002); Ljungqvist and Wilhelm (2002)). While we have hinted
at possible conflicts of interest between firms going public and their
investment bankers in Continental Europe, we believe that further
research is needed to examine the driving forces behind the positive
relation in our study. The hypothesis that firms likely to tap the stock
market in the future may have an incentive to underprice their offer-
ing to a larger extent is not supported by our model.
While firm size and the dummy for the IPO being a carve-out do
not explain IPO-underpricing, we find that all other variables are sta-
tistically significant, with the expected sign. In particular, we find that
younger firms with more investment opportunities realize higher first-
day returns, ceteris paribus. When a high-reputation foreign invest-
ment bank is part of the underwriting committee, IPOs are underpriced
to a smaller extent. A larger percentage adjustment of the final offer-
ing price relative to the mid-price of the initial price range, which in
the literature is considered to capture the uncertainty in determining
the final price, is associated with higher IPO-underpricing. Finally,
when the historical stock market return is large or the IPO takes place
in a hot issue market, offerings are underpriced more. Interestingly,
when the latter two variables are removed from the model, its explana-
tory power reduces drastically: the adjusted R2 drops from 25.59% to
16.08%. Overall, these results thus stress the importance of market
conditions in explaining IPO-underpricing.
D. Impact of institutional investors on stock liquidity
In this section, we wish to investigate whether post-IPO liquidity is
higher in firms that pre-allocated a fraction of their offering to insti-
tutional investors at IPO-time. Post-IPO stock liquidity is hereby
defined as the number of shares traded during a horizon of one, respec-
tively two years starting one month after the IPO divided by the num-
ber of shares outstanding after the IPO (see also Eckbo and Norli,
2000). The first post-IPO month is disregarded to correct for the fact
that early liquidity may be affected by the adopted distribution rules.
To test our main hypothesis, we investigate the relation between
INSTITUTIONAL and post-IPO liquidity. In addition, we include the
716variable PRIMARY, which is highly related to INSTITUTIONAL,
to control for the fact that firms planning to use the stock market as
a financing vehicle structure their IPO also in other ways such that a
liquid market in their shares can develop (e.g., Huyghebaert and Van
Hulle (2002)). To control for firm age and size, the log of firm age at
the IPO, respectively total assets post-IPO are included. As in Bren-
nan and Subrahmanyam (1995), Chordia et al. (2001) and others, we
control for additional factors that may affect stock liquidity: invest-
ment opportunities (MARKET/BOOK), a dummy that equals one
when the firm lists on a market for innovative growth companies, i.e.
EASDAQ or Euro.NM Belgium (MARKET TYPE), a dummy that
equals one when at least one market maker is appointed (MARKET
MAKER), the historical stock market return (MARKET RETURN)
and a measure for hot versus cold issue markets (VOLUME). Finally,
we include industry dummy variables using Ritter’s (1991) classifi-
cation. The results are presented in Table 6.
We find that INSTITUTIONAL is significantly positively related to
post-IPO liquidity, independent of the time horizon considered. So,
pre-allocating shares to institutional investors significantly positively
affects a stock’s liquidity. This relation confirms the idea that firms
may have incentives to involve institutional investors in their owner-
ship so as to help establish liquidity. While firms may also use other
mechanisms to develop a liquid market in their shares, we find that
PRIMARY is not significantly related to post-IPO liquidity. This find-
ing stresses that pre-allocation to institutional investors is the main
channel through which firms planning to use the exchange as a financ-
ing vehicle assure the liquidity of their stock. Firm age, firm size and
investment opportunities, as captured by the market-to-book ratio, are
not significant.
However, we do find evidence of different levels of stock liquidity
depending upon the exchange on which the firm lists. In particular,
EASDAQ and Euro.NM Belgium, which were established for listing
innovative growth companies, have more depth, ceteris paribus.
Hence, as pointed out by Corwin and Harris (2001), the selection of
the appropriate stock market is an important consideration for IPO-
candidates. Appointing a market maker also significantly increases
liquidity, especially over longer horizons. The latter result is not sur-
prising as the task of a market maker mainly consists of guaranteeing
market liquidity. Historical stock market performance affects post-IPO
liquidity positively. Also, there is some evidence of reduced liquidity
717following periods of high IPO-volume, especially during the two-year
window. Finally, a comparison of the adjusted R2 of the models in
Table 6 indicates that it is easier to explain liquidity over the longer
horizon. The reason may be that the trade of shares in the first post-




determinants of one- and two-year post-IPO stock liquidity
One-year liquidity Two-year liquidity
Variable Parameter p-value Parameter p-value
estimate estimate
Intercept 0.6964 0.0738 –0.0443 0.8474
INSTITUTIONAL 0.2052 0.0222 0.1574 0.0023
PRIMARY –0.0002 0.9984 –0.0088 0.8381
AGE –0.0241 0.3926 0.0142 0.3633
SIZE (post-IPO) –0.0204 0.2262 0.0062 0.5230
MARKET/BOOK 0.0124 0.1779 0.0057 0.2844
MARKET TYPE 0.1984 0.1163 0.1730 0.0166
MARKET MAKER 0.0756 0.3789 0.0948 0.0621
MARKET RETURN 0.4688 0.0077 0.2182 0.0303
VOLUME –0.9621 0.1763 –1.4741 0.0003
Number of observations 92 77
Adjusted R2 37.09% 52.00%
The dependent variable ONE-(TWO-)YEAR LIQUIDITY in column one (two)
is the number of shares traded over a window of one (two) year(s) following the
IPO divided by the number of shares outstanding post-IPO. INSTITUTIONAL
is a dummy variable that equals one when a fraction of the shares is pre-allocated
to institutional investors at IPO-time and zero otherwise. PRIMARY is a dummy
variable that equals one when primary shares are sold at IPO-time and zero oth-
erwise. AGE (SIZE) is measured by the logarithm of firm age at the IPO (total
assets post-IPO). Growth opportunities at IPO-time are measured by the firm’s
market-to-book ratio (MARKET/BOOK). MARKET TYPE is equal to one if the
firm lists on a market for innovative growth firms and zero otherwise. MAR-
KET MAKER equals one if at least one market maker is appointed and is zero
otherwise. MARKET RETURN is the stock market return (BASI) during the
twelve months pre-IPO whereas VOLUME is the number of IPOs in that same
period scaled by the total number of IPOs in the sample.distribution rules or support activities by the investment banker, which
fade out over time.
E. Impact of institutional investors on board composition
Finally, we investigate whether or not pre-allocation to institutional
investors affects the number of independent directors on the IPO-
firm’s board. Specifically, in Belgium much of the governance debate
during our sampling period was centered on increasing the number of
outside directors on boards. Attenuating conflicts of interest between
controlling blockholders and small shareholders was considered to be
a major part of their task. Consequently we check whether or not com-
panies that involve institutionals in their ownership at IPO-time also
have more independent directors on their boards, ceteris paribus.
Hence, the dependent variable in this section is the number of outside
directors relative to the total number of directors at IPO-time (variable
BOARD COMPOSITION). In addition to the variable INSTITU-
TIONAL, we include our variable capturing whether or not firms
intend to use the stock market as a source of future financing (PRI-
MARY), firm age, firm size (measured post-IPO), growth opportuni-
ties, the dummy for carve-outs, the firm’s debt ratio (post-IPO) and the
percentage initial blockholders retain after the IPO (CONC AFTER
IPO). Table 7 contains the results.
Firms that pre-allocate a fraction of their offering to institutional
investors have a significantly lower fraction of outside directors. This
finding is surprising when taking into account that institutional
investors, who usually do not sit on boards, likely prefer outside direc-
tors to make sure that blockholders do not expropriate small minority
shareholders. Yet, our finding could indicate that the information pro-
duced at the time of the IPO by pre-allocating shares to institutional
investors has significantly reduced information asymmetries (which
is indeed supported by the lower underpricing) such that the need for
independent monitoring at (and shortly after) the IPO is less urgent.
In that case, institutional information production may be considered
as a substitute for outside directors. Earlier, in Section IV.B., we
already found that ownership concentration and institutional involve-
ment could be substitutes. Clearly, although our model only consid-
ers a limited aspect of the interaction between institutional ownership
and governance structure, it indicates that this relation is intricate,
which offers scope for additional research.
719Next, we find that firms likely to use the stock market as a financ-
ing vehicle have a larger fraction of outside directors, ceteris paribus.
Consistent with earlier findings that these firms try to meet the require-
ments of an international investor audience by guaranteeing a mini-
mum free float, involving outside directors in their board is likely to
improve their standing. The latter is particularly important when they
are compared to their (high-tech) peers in stock markets worldwide.
Indeed, as argued in Section III.A., over time IPO-firms have suc-
ceeded in also placing a fraction of their shares with Anglo-Saxon
institutional investors. Next, larger firms and carve-outs have a smaller
fraction of outside directors. The negative sign for SIZE is consistent
with the findings of Van Der Elst (2002), who concludes that large
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TABLE 7
OLS regression results: determinants of board composition





SIZE (post-IPO) –0.0339 0.0050
MARKET/BOOK –0.0028 0.6744
CARVEOUT –0.1053 0.0878
LEVERAGE (post-IPO) 0.0750 0.4479
CONC AFTER IPO 0.5523 0.0107
Number of observations 92
Adjusted R2 28.43%
The dependent variable BOARD COMPOSITION is the number of outside direc-
tors relative to the total number of directors at IPO-time. INSTITUTIONAL is a
dummy variable that equals one when a fraction of the shares is pre-allocated to
institutional investors at IPO-time and zero otherwise. PRIMARY is a dummy
variable that equals one when primary shares are sold at IPO-time and zero oth-
erwise. AGE (SIZE) is measured by the logarithm of firm age at the IPO (total
assets post-IPO). Growth opportunities at IPO-time are measured by the firm’s
market-to-book ratio (MARKET/BOOK). CARVEOUT is a dummy variable that
is set to one when the offering is a carve-out and zero otherwise. LEVERAGE
is debt to total assets post-IPO. CONC AFTER IPO measures the percentage of
shares initial blockholders retain after the IPO.listed companies in Belgium have a larger number of executive board
members relative to total board size. Finally, the variable capturing
blockholder ownership has a significantly positive impact on the frac-
tion of outside directors. Apparently, when control is centered in the
hands of a limited number of blockholders, the latter may wish to con-
vince the stock market that they will not expropriate minority share-
holders by appointing a larger fraction of outside directors. Alterna-
tively, as the number of different blockholders – each wishing to have
its own representative(s) on the board – decreases, there may be more
room for outside directors.
V. CONCLUSIONS
This paper considers the question whether or not institutional investors
have a role different from that of other owners in publicly quoted
firms, like controlling blockholders or small private investors. An
overview of the literature shows that institutionals indeed may take up
such a special place. In fact, previous research indicates that the lat-
ter investors play a positive role in decreasing harmful information
asymmetries, thereby offering firms opportunities to decrease their cost
of capital. Similarly, these investors, although they require liquidity,
also contribute to it. In turn, this limits the illiquidity discount on share
value. Finally, compared to small retail investors, professionals have
large amounts of money to invest and more resources available to
monitor company decision making and performance. Consequently,
institutional investors are also in a good position to contribute to the
quality of corporate oversight, i.e. governance in listed firms.
After reviewing the literature on institutional investors, we exam-
ine for Belgium whether or not these professionals indeed play the
roles attributed to them by academic research. To that end, we inves-
tigate the possible impact of these investors on the IPO-process. IPOs
are particularly interesting for this kind of research. The reason is that
at the time of the event information asymmetries are generally large,
the liquidity of the firm’s stock still has to be established and gover-
nance structures often need adjustment. If IPO-companies recognize
the possible beneficial impact of institutional investors on reducing
information problems, increasing liquidity and improving governance,
they may do efforts to attract them. In view of the limited data avail-
ability on the latter issue, we cannot directly measure the amount of
721effort IPO-firms spend on establishing an institutional shareholder
base. Rather, we examine whether or not IPO-firms assign these
professionals an important role in the offering process by checking
whether or not they pre-allocate a fraction of their shares to institu-
tionals at IPO-time.
Controlling for other effects, we find that companies using the stock
market as a financing vehicle are more likely to pre-allocate shares to
institutional investors. Furthermore, pre-allocation tends to be associ-
ated with less underpricing while stock liquidity in the years after the
IPO is significantly larger. These findings indicate that institutional
investors indeed help to decrease information problems, contribute to
liquidity, and that mainly firms that can gain most from these advan-
tages, i.e. companies planning to actively tap the stock market in the
future, seek to attract institutional investors in their ownership structure.
With respect to the contribution of institutionals to corporate gov-
ernance, the evidence is less clear. On the one hand, firms less likely
to be monitored by corporate blockholders are more likely to pre-allo-
cate shares to institutionals at IPO-time. On the other hand, compa-
nies that pre-allocate shares to institutional investors have a signifi-
cantly lower fraction of outside directors in their board. In view of the
fact that, at least when compared to the U.S., in Belgium (and other
Continental European countries) these investors play a less active role
in corporate oversight, our inconclusive findings are not surprising.
Notwithstanding the limited scope of our research on this topic, the
data reveal that interesting interactions exist between ownership con-
centration, the relative number of independent directors and firms
wishing to attract institutional investors.
NOTES
1. An IPO is a transaction whereby private firms become publicly quoted by selling part
of their shares to the public at large.
2. Especially in Anglo-Saxon countries, it has become popular to rank firms based on the
quality of their information disclosure. Typically, such rankings include an evaluation
of the quality, completeness and clarity of the annual report, the timeliness and com-
pleteness of intermediate news reports, the effort spend by the firm on organizing
meetings with financial analysts and institutional investors, etc.
3. These two stages can occur sequentially (in the U.S., for example) or simultaneously,
which is often the case in Belgium. In the latter case, retail investors do not know at
what price they will buy shares; they only know that the price will be in a pre-deter-
mined price range. In case the price that institutional investors are willing to pay
exceeds the maximum of this price range, retail investors are allowed to cancel their
bids.
7224. Alternative explanations have been put forward in the literature to explain IPO under-
pricing. For an overview of the main theories explaining underpricing, see Jenkinson
and Ljungqvist (2000).
5. A hedge fund is a fund that is allowed to use aggressive trading strategies that are
unavailable to mutual funds, including short selling, leverage, program trading, swaps,
arbitrage, and derivatives. Hedge funds are exempt from many of the rules and regu-
lations governing other mutual funds, which allows them to accomplish aggressive
investing goals.
6. A self-tender offer is a transaction whereby the company tenders for its own shares,
i.e. a stock repurchase.
7. For a recent overview of the literature on institutional investors and corporate gover-
nance, see Gillian and Starks (2003).
8. As in Pagano et al. (1998), holding companies that concentrate 75% of their assets in
a single industrial company are reclassified as belonging to the corresponding indus-
trial sector. Financial firms are kept in the sample as in Belgium, and many other
European countries, these firms represent a relatively important subgroup. However,
as financial firms may differ from the other sample firms, we have tested the robust-
ness of our results by removing them from the sample. These results, which show that
our conclusions are unaffected, can be obtained upon request.
9. For the 40 firms on which we have effective share allocation data, we find that on aver-
age 49.43% (median of 58.68%) of the shares placed in public are owned by institu-
tional investors.
10. Firm-commitment IPOs are transactions where the investment banker guarantees the
issuing firm that it will purchase all shares of the offering that remain unsold at a
price as determined in the firm-commitment contract.
11. IPO-allocation mechanisms in Belgium also regularly include a ‘claw back’ clause.
This implies that if the offering is highly successful in attracting small retail investors,
the portion of shares allocated to the latter may increase to the detriment of institu-
tionals.
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ABSTRACT
This paper surveys capital structure theories based on product characteristics and
the structure of input and output markets. In this manner, it extends the work of
Harris and Raviv (1991). Simultaneously, we relate capital structure to decisions
in the input and output markets, such as production and pricing, investments, and
entry and exit. We briefly discuss each of the central papers in these literatures
and relate them to the other models. Next, we present the known empirical evi-
dence that either supports or rejects these models. Finally, we offer our conclu-
sions and elaborate on this review article’s implications for future research.
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In their seminal articles of 1958 and 1963, Modigliani and Miller show
that in a frictionless world without taxes and information asymme-
tries and with no influence of financing choices on corporate invest-
ment decisions, capital structure has no impact on firm value. If this
proposition is reversed, as suggested by Miller (1988), firm value can
be affected by financing decisions if (1) different tax regimes exist,
(2) information asymmetries between the firm’s management and out-
side investors are present, (3) “real” decisions differ across financing
decisions, because of agency costs for example, and/or (4) other fric-
tions, such as costs of financial distress, are introduced.
A recent article by Graham (2003) reviews the vast literature on
taxes. A highly regarded survey on the other capital structure deter-
minants is that of Harris and Raviv (1991), who discuss four
distinctive categories of determinants, namely: agency problems,
information asymmetries, products and product market characteris-
tics, and corporate control contests. In their conclusion, Harris and
Raviv refer to the third determinant as the most promising for future
research:
“In our view, models which relate capital structure to products and inputs
are the most promising. This area is still in its infancy and is short on impli-
cations relating capital structure to industrial organization variables such
as demand and cost parameters, strategic variables, etc.”
(Harris and Raviv (1991), p. 351)
Our article extends the work of Harris and Raviv on the interactions
between capital structure and product markets, both in volume and
content. While the seminal papers in this field were published in the
second half of the 1980’s (and covered by Harris and Raviv), a lot of
new theoretical and – especially – empirical work has emerged since
then. Also, we not only examine product market determinants of capi-
tal structure, but elaborate on the implications of financing choices
for various product market decisions. Firms can use their financial
policy towards product market participants (customers, suppliers,
employees, competitors) to solve asymmetric information and agency
problems. Also, capital structure can serve as a signaling device to
these non-financial stakeholders (NFS), and affect their behavior. This
subdomain of the corporate finance literature bears a clear link with
the industrial organization literature.
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to the development of our understanding of how products and product
markets affect a firm’s financing choices and vice versa. The process
of deciding which papers to include was tedious, and some interesting
papers may have been left out of the discussion, due to a difference
in focus or because of neglect from our part, for which we apologize.
The structure of this paper is as follows. Section II defines NFS, Sec-
tion III discusses the selected theoretical articles arranged by capital
structure determinants, respectively product market decisions. Sec-
tion IV presents some major empirical papers whereas Section V con-
cludes our article.
II. NON-FINANCIAL STAKEHOLDERS
Non-financial stakeholders have no direct monetary stake in the firm.
Also, they have no direct influence on the firm’s financial policy (no
decision or voting power). However, a firm’s capital structure can
affect NFS both directly, for instance by affecting the probability of
default on their explicit and implicit claims with the firm, as well as
indirectly, for instance by influencing the firm’s production and pricing
decisions. NFS, as a result, are interested in the firm’s financing
choices and firms may be forced (implicitly) to take their NFS’objec-
tives into account when determining their capital structure. Figure 1
gives a broad overview of the relations between the firm and its NFS.
Competitors and entrants may wish to predict the firm’s pricing, pro-
duction and investment decisions in order to respond optimally. By
observing the firm’s financial policy, (potential) competitors may be
able to infer information on the firm’s output market behavior. Cus-
tomers and suppliers prefer solid contracts, depending on product (e.g.,
durability, exclusivity, quality, price) and firm characteristics. They will
assess and price the probability of rupture of their explicit and implicit
contracts with the firm; the firm’s capital structure may be informative
for this purpose. Employees also favor reliable contracts, depending
on input (education, experience, job-specific investments) and job mar-
ket characteristics (e.g., unions, labor opportunities). Finally, the
government can be considered as a special NFS. In contrast to the other
NFS, it has a direct stake in the firm’s results and its income (from
taxes) straightforwardly depends on the firm’s financing choices.
Nevertheless, the government has no direct power over the firm.
729III. THEORY ON THE INTERACTIONS BETWEEN CAPITAL
STRUCTURE AND PRODUCT MARKETS
The firm is a set of interrelated contracts among its various input sup-
pliers and the purchasers of its final output good. Following Jensen
and Meckling (1976), this concept of the firm has been translated into
the corporate finance literature. However, the role of NFS in the firm’s
capital structure choice only recently received attention in this litera-
ture. In Section III.A, we discuss the main NFS determinants of capi-
tal structure. The implications of a firm’s capital structure for its deci-
sions in the product market are treated in Section III.B. Our discussion
of the theoretical models is summarized in Table 1.
A. NFS determinants of capital structure
In this section we look at how relationships with NFS influence or
firm‘s capital structure decision. The theoretical literature in this field
basically has raised three issues: expected bankruptcy costs of NFS,
the negotiation power of clients, suppliers and workers, and the com-









1. NFS determinants of Capital Structure
1.1. Expected Bankruptcy Costs of NFS
Cornell and Shapiro, 1987 Implicit claims affect capital structure; a low debt ratio can serve as a pre-commitment
mechanism to make large payouts on implicit contracts.
Titman, 1984 NFS’ expected liquidation costs negatively affect debt ratios.
Maksimovic and Titman, 1991 Firms that wish to maintain a reputation for producing high-quality goods assume lower debt
ratios. When the firm’s assets have a high liquidation value, this effect can be reversed.
1.2. Negotiation Power of NFS vis-à-vis the Firm
Subramaniam, 1998 Leverage can serve as a commitment device against firm-suppliers hold-up problems:
leverage increases the number of suppliers and lowers input prices for a monopolist in
the product market. Trade credit reduces the optimal debt ratio.
Krishnaswami and Subramaniam, 2000 Subramaniam’s (1998) strategic debt effect is reversed and firm profits are lowered in a
duopoly model unless external economies of scale in the supplier industry and demand elas-
ticity for the firm’s products are small.
Bronars and Deere, 1991 Firms facing a greater threat of unionization choose a higher debt-equity ratio to prevent
paying out quasi-rents from sunk investments to the workforce. The optimal amount of debt




Perotti and Spier, 1993 By exchanging junior debt for equity, shareholders alter their own incentives to invest and
can extract concessions from senior creditors.
Sarig, 1998 Firms can increase their bargaining power vis-à-vis suppliers of specialized production fac-
tors by lowering their debt ratio. The use of debt increases with the market alternatives of
employees.
2. Impact of Capital Structure on Product Market Decisions
2.1. Production and Pricing Decisions
Brander and Lewis, 1986 Debt increases the firm’s aggressiveness in the output market through a limited liability
effect.
Brander and Lewis, 1988 With fixed bankruptcy costs, the effects of Brander and Lewis (1986) are replicated. With
proportional bankruptcy costs, the relation between debt and output is convex (U-shaped).
Showalter, 1995 Under Bertrand competition, the output market aggressiveness of firms depends on the type
of uncertainty. Under cost uncertainty, debt makes competition tougher; under demand uncer-
tainty, debt makes competition softer. The results under Cournot competition are not affected
by the type of uncertainty.
Wanzenried, 2003 The relation between product differentiation and the optimal debt level is U-shaped under
Cournot and Bertrand competition. When competing in strategic substitutes, the probability
of bankruptcy increases in product substitutability and vice versa for competition in strate-
gic complements. A rise in demand volatility induces firms to increase their debt.
Dasgupta and Shin, 1999 Information sharing through a trade association decreases aggressiveness in the output mar-




Glazer, 1994 Long-term debt makes firms compete less aggressively and makes prices fluctuate more.
Faure-Grimaud, 2000 Debt can have anti-competitive effects when a reward that induces firms to repay their credi-
tors instead of strategically defaulting is included in debt contracts.
Maksimovic, 1988 The firm’s debt level affects the viability of collusive agreements. The maximal debt ratio sus-
taining collusion declines in the discount rate and increases in the number of firms in the indus-
try and in the elasticity of demand. The effect of capacity constraints depends on the proper-
ies of demand and cost, the discount rate and the number of firms in the industry. Specific
financial instruments, such as warrants and convertibles, also affect the collusive debt level.
Spagnolo, 2000 Debt has anti-competitive effects when collusive credit markets or banking groups force
firms to behave debtholder-friendly.
Dasgupta and Titman, 1998 Under Nash competition, pre-committing with debt reduces market aggressiveness. Under
Stackelberg competition, a less levered leader has incentives to react aggressively to debt
increases. Optimal debt rises as the liquidation value rises and falls as competition rises.
2.2. Investment Decisions
Myers, 1977 The optimal debt ratio is inversely related to the ratio of the firm value accounted for by
growth options relative to the value of assets in place.
Dotan and Ravid, 1985 Taking on more debt increases the probability of incurring an accounting loss, which reduces
the present value of non-debt related tax shields. So, debt and investments are negatively related.
Hart and Moore, 1995 Long-term debt is more optimal in curbing managers’incentives to overinvest than short-term
debt. The debt-equity mix and the seniority structure of debt depend on the relative
profitability of assets in place versus new investments.7
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4 Author(s) Results
Allen, 2000 Strategic bankruptcy costs should include the costs due to the delay in investment decisions
during the bankruptcy process. This strategic cost depends on the relative solvency of firms,
fixed capacity costs and the state of demand. Marginal bankruptcy costs together with tax
benefits determine the firm’s debt ratio. As a result, similar firms in one industry can have
different capital structures.
2.3. Predatory Models of Entry and Exit
Fudenberg and Tirole, 1986 Incumbents prey upon entrants by decreasing current entrant profitability when entrants are
uncertain about future profitability. The prey can be forced to exit the market if it is inca-
pable of renewing capital or financing new projects.
Poitevin, 1989 Information asymmetries in financial markets can increase the entrant’s financial vulnera-
bility. A separating equilibrium where a low-cost entrant signals with debt and a high-cost
entrant with equity exists. Incumbent incentives to prey are a function of the entrant’s finan-
cial structure.
Bolton and Scharfstein, 1990 Agency problems in financial contracting can give rise to predation. Shallow pockets are
mostly optimal.
Fernandez-Ruiz, 2004 Adverse selection problems in financial contracting can give rise to predation. The proba-
bility of predation depends on the cost of preying, the difference in profit with or without
the entrant, and the distortion created by the predatory action. Deep pockets are mostly opti-
mal.
Rotemberg and Scharfstein, 1990 Firms choose to pay out cash (dividends, stock repurchases), depending on whether indus-





Maurer, 1999 Predation by internally financed rivals reduces the probability of refinancing, which is lower
under Stackelberg competition.
Lambrecht, 2001 High leverage of incumbents leads to faster entry. Higher operating profits, lower debt repay-
ments, larger incremental gains from becoming a monopolist, and higher bankruptcy costs
help firms to survive. The relative importance of these factors depends on macro-economic
variables, such as interest rates, profit volatility and profit growth rates. Finally, macro-
economic variables also influence the order in which firms default if firms differ sufficiently.
Kanatas and Qi, 2001 Short-term and bank debt induce firms to act strategically in the output market to dis-
tort information to investors and induce firms to prey. Short-term debt is decreasing in
concentration. Long-term debt is increasing in price elasticity of demand.1. Expected bankruptcy costs of NFS
By definition, expected bankruptcy costs are influenced by both the
likelihood and the magnitude of costs incurred by NFS upon the firm’s
bankruptcy. The likelihood is largely determined by the firm’s capital
structure. Generally, it can be assumed that a rise in leverage increases
this probability, although not linearly. Other elements of financing
policy such as debt ownership, maturity, covenants, etc. may also play
an important role (e.g., Gilson et al. (1990)). The magnitude of bank-
ruptcy costs is determined by direct (switching) costs and implicit
costs, which are discussed by Cornell and Shapiro (1987). If NFS are
rational, they price these expected bankruptcy costs when negotiating
with the firm, thereby affecting firm value. Based on this argument,
Titman (1984) and Maksimovic and Titman (1991) show that firms
may wish to pre-commit to a low likelihood of bankruptcy by lowering
their debt ratio.
Cornell and Shapiro (1987) define implicit contracts as claims that
are nebulous and state-contingent so that the costs of writing a contract
on them are prohibitive. A second characteristic is that they cannot be
unbundled and traded independently from the goods and services the
firm sells. Defaulting on implicit claims does not automatically trig-
ger bankruptcy. However, the value of implicit claims is sensitive to
the firm’s financial condition, even when bankruptcy is remote.
Implicit claims also suffer from a time-inconsistency problem, namely
how to assure NFS that the firm’s future decisions will involve large
payouts on these claims. One solution is for the firm to make claim-
specific investments, whose value is tied to the payouts on implicit
contracts. Another solution is to alter the firm’s financial structure as
a pre-positioning mechanism, as argued hereafter.
In a two-period model Titman (1984) examines how the firm’s
liquidation policy affects its NFS. Customers and other NFS assess the
probability of liquidation in period 1 for every state of nature and
price this probability rationally. The firm thus bears the liquidation
costs imposed on NFS ex ante. Titman now shows that a value-
maximizing firm adopts an enforceable policy of only liquidating in
those states of nature where the value of the assets if liquidated
exceeds their value if not liquidated by an amount greater than the
liquidation costs imposed on NFS. The firm thus will be liquidated
only in those states of nature (qi) where d∞(qi)∞K∞(M*)∞∞–∞∞C∞(qi)∞∞>∞∞V1∞(qi)
with d∞(qi)∞K∞(M*) the liquidation value in state qi, C∞(qi), the costs
736imposed on NFS, and V1∞(qi) the operating value at time 1. The liquida-
tion costs C∞(qi) equal the selling price of the firm’s products if not
liquidated minus the selling price after liquidation.
Proposition 1: a firm will liquidate according to its optimal policy if
its financing contracts are chosen such that:
It is bankrupt in all those states of nature and only those states in
which V1∞(qi)∞∞<∞∞d∞(qi)∞∞–∞∞K∞∞–∞∞C∞(qi).
(a) D∞∞≥∞∞d∞(qi)∞K∞∞–∞∞C∞(qi) whenever the firm is bankrupt, and
(b) Pf∞∞+∞∞D∞∞≥∞∞d∞(qi)∞K,∞∞∀∞qi with Pf the claims of preferred stockholders and
(c) D the claims of debtholders.
A crucial assumption in this framework is that stockholders and
debtholders have different incentives to liquidate. Debtholders liqui-
date in more states of nature than equityholders, and the probability
of liquidation depends on the bankruptcy decision.1 Liquidation in an
additional period 1 state qi lowers the firm’s value in period 0 by
[V1∞(qi)∞∞–∞∞d∞(qi)∞K∞∞+∞∞C∞(qi)]∞p∞(qi), with p∞(qi) a discount factor. In this
framework, capital structure thus “controls” future liquidation deci-
sions through the bankruptcy mechanism. As a result, financing
choices serve as a pre-positioning mechanism to maximize firm value.
Maksimovic and Titman (1991) extend Titman’s (1984) theory that
NFS’ pricing of future liquidation costs affects firm value and capital
structure to situations where NFS do not suffer such direct costs if the
firm goes out of business. Rather, they focus on firms trying to main-
tain a reputation for product quality, which can be considered as an
implicit contract. Firm value will be affected by the reluctance of NFS
to deal with a near-bankrupt firm as financial distress may affect the
firm’s incentives to honor its implicit contracts. Maksimovic and Tit-
man investigate in which situations debt influences the firm’s ability
to credibly offer high-quality goods. As NFS price this credibility,
capital structure affects firm value.
In their framework, firms do not need to be on the verge of bank-
ruptcy. In Proposition 6, they even show that if there is no probability
of financial distress or bankruptcy, a levered firm has a greater ten-
dency to reduce quality. The reason is that a reduction in quality has
a similar effect as obtaining an (involuntary) loan from customers as
profits rise in the short run. This “loan” will be repaid through reduc-
tions in future revenues after customers have priced the decrease in
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the claims of existing creditors are diluted. So, debtholders share the
costs of the loan with shareholders.2 Now, firms that experience a
financial shortfall may reduce quality rather than borrow in cases
where the costs associated with borrowing at unfavorable terms more
than offset the reputational benefits of being considered a high-quality
producer. Maksimovic and Titman specify conditions under which
firms will lower their debt ratio (which depend on the ratio of low-
quality producers in the market, the relative cost of producing low- and
high-quality goods, the firm’s financial health, dividend policy, etc.).
Finally, Maksimovic and Titman examine the role of the firm’s liqui-
dation (salvage) value in capital structure decisions. They show that
the value of a firm with an opportunity to liquidate may be lower than
that of a firm that doesn’t have this chance. Two ways to commit to
not liquidating are to have a low salvage value or to change the
liquidation policy of the firm by issuing senior claims whose face
value exceeds the firm’s liquidation value without causing bankruptcy.
This way, the equityholders never choose to liquidate. As in Titman
(1984), such a capital structure has the property that the firm goes
bankrupt only in those states of nature where the firm would opti-
mally choose to liquidate.
2. Negotiation power of NFS vis-à-vis the firm
As the firm is a nexus of contracting relationships, it is constantly
negotiating with its customers, suppliers and workers. The outcome of
these negotiations is determined by the relative bargaining power of
the different players, which can be influenced by financial policy. Sub-
ramaniam (1998) and Krishnaswami and Subramaniam (2000) show
that a firm can be forced to increase its leverage when it has too much
negotiation power vis-à-vis its suppliers. Other papers look at how
leverage affects a firm’s bargaining position with unions. Bronars and
Deere (1991) and Perotti and Spier (1993) show that a firm can extract
more rents from its workers by raising debt. By contrast, Sarig (1998)
finds that high debt diminishes a firm’s negotiation power when bar-
gaining with specialized input providers.
Subramaniam (1998) looks at how leverage influences the firm-
supplier relationship for a monopolist dealing with a competitive sup-
pliers’market. He shows that the monopolist is eager to behave oppor-
tunistically, by asking for lower input prices or demanding lower input
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an unlevered firm, the quantity that maximizes shareholder value in
the presence of firm-supplier interactions is lower than Q*, the quan-
tity produced in the absence of such interactions. Unfortunately for the
monopolist, suppliers anticipate this hold-up behavior, and fewer sup-
pliers service the firm, thereby increasing its input costs. However,
the monopolist can pre-commit to producing a certain quantity. Sub-
ramaniam examines the debt ratio as such a commitment device.
He shows that due to limited liability, shareholders of a levered firm
prefer to produce more than debtholders do, or than is produced by an
unlevered firm (e.g., Brander and Lewis (1986)). Although the opti-
mal output level is increasing in leverage, the agency costs of debt are
also increasing. Proposition 2 states that for small levels of debt, the
number of suppliers servicing the monopolist increases with debt.
For larger levels of debt, the agency costs associated with the
increased debt grow larger than the benefits. Proposition 3 states that
it is in the shareholders’ interest to have a strictly positive debt level.
Subramaniam even models in Corollary 2 an equilibrium level of debt
where benefits outweigh costs and where the monopolist produces Q*.
The final section of the paper discusses the influence of trade credit
on the model. Trade credit can change the results as suppliers may
become reluctant to accept debt since it influences the default risk on
their trade credit. Subramaniam, however, finds that if suppliers price
the trade credit correctly, a small level of debt is still optimal.
Krishnaswami and Subramaniam (2000) extend the above model
and show that when duopolists in the output market can influence
input quantities or prices after suppliers have entered a fully competi-
tive input market, Subramaniam’s (1998) strategic advantage of debt
when selling substitutes may be cancelled by lowering input costs of
the firm’s rival.
In their model, a firm’s leverage is also used to pre-commit to pro-
ducing more than the Cournot outcome (Brander and Lewis (1986)).
As a result, more inputs are required and more suppliers are lured into
the input market. Proposition 2 shows that if there are sufficient exter-
nal economies of scale in the supplier industry, a unilateral increase
in debt increases the number of suppliers servicing both the firm and
its rival and the individual output of each firm increases. The conse-
quence of the rise in production at the industry level is that profits are
lowered. For the levered firm, market share has not risen because the
rival’s output has risen proportionally, and the lower output price can
739depress the firm’s profits more than the lower input price raises profits.
Proposition 3 posits that in a duopoly, both firms prefer debt financing
if the external economies of scale in the supplier industry and demand
elasticity of the final product are small. Otherwise, firms are fully
equity financed.
Bronars and Deere (1991) argue that if workers are likely to
establish a union, raising debt can protect the wealth of shareholders.
In the presence of collective bargaining, firms tend to underinvest in
assets that are sunk to some extent as the quasi-rents generated by
these investments accrue partially to the workforce. By issuing debt,
the firm lowers the amount of quasi-rents to be bargained on with the
union as a fixed share of earnings is needed to service the debt. To the
extent that labor compensation is lowered, raising debt can increase
shareholder wealth. Debt is incurred until the marginal expected gain
from limiting the union’s payoff equals the expected increase in bank-
ruptcy costs. In this model, the probability of bankruptcy should be
positive; otherwise shareholders are unable to shield any revenues
from the union. The optimal amount of debt is shown to depend on
the probability of forming a union, the nature of the bargaining
process, and the probability of bankruptcy.
Perotti and Spier (1993) examine how the underinvestment effect
induced by debt can serve as a bargaining tool to force the renegoti-
ation of senior claims (by creditors, employees or suppliers) through
the exchange of junior debt for equity. In a two-period dynamic model,
they look at the conflict of interest between shareholders and risk-
averse workers represented by a union. Outstanding debt can make
the shareholders’ threat not to invest more credible, and will lead to
wage concessions over a larger set of states of nature. The presence
of junior debt can also reduce the union’s share of the surplus during
the contract renegotiation stage.
In their model, second-period investment is needed to guarantee full
payment of the union’s claim. They first show that when renegotiation
is impossible and debt-for-equity exchanges are not feasible, the firm
only invests when profits are high. If renegotiation is possible, but
debt-for-equity exchanges are not, wages are only renegotiated if the
firm is not able to pay these. Finally, Perotti and Spier examine the
situation where contracts can be renegotiated and debt-for-equity
exchanges are feasible. If only shareholders and workers negotiate,
then debt-for-equity exchanges have strategic value (unions will agree
to larger wage concessions), new investments are always made and
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When debtholders are also part of the renegotiations, similar results
hold, but the union now receives part of the return from new invest-
ments.
Sarig (1998) looks at how the supply of specialized production fac-
tors interacts with the leverage of the firm that employs them. He uses
a bargaining model to determine the dependency of the outcome of
wage negotiations on capital structure. Focusing on the supply of firm-
specific human capital, Sarig shows that the workforce’s share of the
quasi-rents to specialization increases with debt (Proposition 1). This
effect realizes during the wage negotiation process, where a levered
firm is more vulnerable to bankruptcy after the supply of specialized
production factors is suspended. It is clear that when debt weakens the
bargaining position of shareholders, they would like to use less of it,
but Proposition 2 shows that shareholder wealth may decrease fol-
lowing a reduction in leverage. The reason is that the resulting
decrease in labor costs benefits both shareholders and debtholders.
Finally, considering the employees’ bargaining power, Proposition 3
states that the use of debt increases with the market alternatives of
employees. As employees have more market alternatives, the quasi-
rents to be bargained on decrease. Sarig also argues that unionized
labor can demand wages exceeding their market alternatives, even
when there is no firm-specific human capital. As a consequence, firms
use less debt if their employees’ labor union is powerful.
3. Market structure and competition
Athird important NFS determinant of capital structure is market struc-
ture and the behavior and characteristics of competitors in the output
market. As most of the papers discussing these determinants also deal
with the effects of capital structure on product market decisions, we
discuss all papers on strategic market interactions in Section III.B
hereafter.
B. Impact of capital structure on product market decisions
In a world with perfectly competitive product markets, perfect capi-
tal markets and no information asymmetries or agency problems,
financial policy does not interfere with product market decisions. But
upon introducing imperfections, firms may increase their value by
741strategically changing their behavior, depending on their own and their
rivals’ capital structure. In our framework, we distinguish between
three categories of product market decisions. Afirst category concerns
production and pricing decisions. Models of imperfect competition
show that a firm can use its capital structure to pre-commit to a strate-
gic output or price level. Second, investments are most directly
affected by managers’ incentives. Managers may have a tendency to
overinvest in market share and size, and capital structure can be used
to restrain these incentives. Simultaneously, too much debt can result
in underinvesting in positive NPV projects. Third, financial structure
can influence entry and exit decisions through incumbent predatory
behavior. Figure 2 presents the general framework in which product
market decisions are made and by which they are affected.
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FIGURE 2
A competition model1. Production and pricing decisions
Equityholders and debtholders may disagree on the product market
strategy the firm should follow. The reason is that their payoffs dif-
fer. Debtholders are only entitled to fixed debt servicing payments
whereas shareholders receive residual payoffs and thus prefer riskier
projects. The seminal paper by Brander and Lewis (1986) shows that
debt increases the firm’s output market aggressiveness as managers
acting in the interests of shareholders maximize profits over only
(a more limited number of) good states of the world. Brander and
Lewis (1988) find that this model outcome is affected by the type of
bankruptcy costs (fixed or proportional). Showalter (1995) shows that
the results are also sensitive to the form of competition (Bertrand or
Cournot) and the type of uncertainty (demand or cost) that firms face.
Wanzenried (2003) examines the role of product differentiation and
demand volatility. Dasgupta and Shin (1999) argue that trade associ-
ations can reduce the product market aggressiveness of levered firms.
Glazer (1994) examines the role of debt maturity and finds that long-
term debt softens competition. Similarly, Faure-Grimaud (2000) finds
that including a reward in debt contracts makes firms compete less
aggressively. Maksimovic (1988) shows that the amount of debt
affects the willingness of managers to honor collusive agreements in
repeated oligopolies. Spagnolo (2000) uses Maksimovic’s model to
show that debt can also have anti-competitive effects when creditors
export their own collusive behavior to output markets. Finally, Das-
gupta and Titman (1998) demonstrate that the relation between
leverage and pricing strategies depends on the nature of the competi-
tive game (Nash or Stackelberg).
Brander and Lewis (1986) argue that financial structure changes the
relative payoffs to stock- and debtholders, which influences a firm’s
product market behavior. They find that debt intensifies firm competi-
tive behavior due to a limited liability effect. As debt rises, low (mar-
ginal) value states of nature become irrelevant to the shareholders for
the firm is turned over to its debtholders. So, as firms take on more debt,
they pursue output strategies that raise returns in good states and lower
returns in bad states. Brander and Lewis now show that increasing out-
put enlarges the variance in profits. As a result, the Nash equilibrium
production level in a Cournot duopoly model is increasing in leverage
(Proposition 1). Proposition 2 shows that if one firm increases its debt,
it increases its output at the expense of rival output. Propositions 1
743and 2 thus state that a high debt level credibly pre-commits a firm to
following an aggressive output stance. Debtholders likely will take this
limited liability effect into account in their bond prices. Brander and
Lewis show that for sufficiently low debt levels, the strategic effect of
debt compensates for this negative price effect. For larger debt levels,
the costs of the conflict of interest between debt- and equityholders out-
weigh the benefits of strategic debt. In equilibrium, industry debt will
be strictly positive, so that more output is produced than in the tradi-
tional industrial organization oligopoly model.
In a duopoly model similar to that of their 1986 paper, Brander and
Lewis (1988) find that the form of bankruptcy costs (fixed versus pro-
portional) influences the outcome of their earlier model. The reason
is that bankruptcy costs affect the payoffs to debt- and equityholders.
The results under fixed bankruptcy costs are comparable to those of
their 1986 limited liability model: own output is increasing in the debt
level (Proposition 1), albeit starting from a lower level than the
Cournot outcome of unlevered firms (Proposition 3). Proposition 2
states that a unilateral debt increase raises own output and decreases
rival output. With proportional bankruptcy costs, firms always produce
less than the Cournot outcome of unlevered firms, and the strategic
effect of debt on output is a convex (U-shaped) function of leverage.
Proposition 5 states that at low (but positive) debt levels, output is
decreasing in own debt and increasing in rival debt. At high levels of
debt, reverse results emerge.
When considering how limited liability influences the optimal debt
level, Brander and Lewis find that the form of bankruptcy costs plays
an important role. Whereas fixed bankruptcy costs induce firms to
hold higher debt ratios, proportional bankruptcy costs have more
mixed effects. Absent all other capital structure determinants, firms
prefer to hold no debt at all as then rival output and the own proba-
bility of bankruptcy are minimized. But if other capital structure
determinants induce firms to hold positive debt levels, strategic debt
effects might lead firms to hold higher or lower debt levels, depending
on the state of the world. Brander and Lewis also examine the effect
of a rival’s bankruptcy (strategic bankruptcy effect). As the payoff of
increasing output rises through this additional effect, firms raise own
output and industry output increases.
Showalter (1995) shows that Brander and Lewis’(1986) conclusion
that firms have a strategic incentive to increase their debt depends
both on the type of strategic interactions within the product market and
744on the type of uncertainty faced by the firm. Whereas Cournot (out-
put) competition induces firms to compete in strategic complements,
Bertrand (price) competing firms are generally assumed to compete in
strategic substitutes. Consequently, the conclusions of the Brander and
Lewis model may be reversed.
In a duopoly model similar to Brander and Lewis (1986), but
where firms compete in prices (Bertrand competition), Showalter
shows that the assumption that marginal profits are higher in the bet-
ter states of the world only holds under demand uncertainty; under
cost uncertainty, this assumption is violated. In Theorem 1, Showal-
ter shows that under demand uncertainty, the firm increases its price
as debt increases, which is followed by its rival. When costs are
uncertain, the firm prefers lower prices as debt increases and is again
followed by its rival. As an increase in prices amplifies the states in
which equityholders are residual claimants, the limited liability effect
of debt is strategically advantageous to the firm under demand uncer-
tainty, but harmful under cost uncertainty. Therefore, the results of a
model weighing this strategic benefit against the cost of extra debt
are that under cost uncertainty, firms hold no debt whereas the debt
level is positive under demand uncertainty. In case of Cournot com-
petition, the type of uncertainty is shown to have no effect on the
model outcome; so, the Brander and Lewis (1986) results continue
to hold.
In a two-stage game, Wanzenried (2003) studies the strategic use of
debt when firms face demand uncertainty. In this framework, she
examines how the substitutability of products and the volatility of
demand affect financial structure. In Proposition 1, Wanzenried con-
firms the results of Showalter (1995). Debt induces firms to raise their
output and the profitability of boosting debt depends on the nature of
competition. If products are strategic complements (substitutes), higher
debt raises (lowers) profits under Cournot competition. Under Bertrand
competition, results reverse as the limited liability effect of debt induces
firms to raise their price (and reduce total output). In Proposition 2,
Wanzenried shows that the relation between product differentiation and
the optimal debt level is U-shaped, under Cournot ánd Bertrand com-
petition. When products are highly substitutable, competition is fierce
and firms increase their output levels in the second stage, as pre-
committed to in the first stage by increasing their leverage. When prod-
ucts are less substitutable, and thus more differentiated, firms can
increase their output levels without suffering a decline in profits. Firms
745thus again increase their period-one debt level.3 At an average level of
substitutability, both effects are minimal and firms have minimal debt
ratios. In Proposition 3, Wanzenried shows that for competition in
strategic substitutes, the probability of bankruptcy is increasing in
product substitutability, and vice versa for competition in strategic
complements. Finally, Proposition 4 shows that a more volatile demand
for the firm’s products increases its indebtedness, ceteris paribus. In
this setting, the strategic benefits of increasing debt dominate the nega-
tive effects of enlarged bankruptcy risk.
Dasgupta and Shin (1999) examine how the possibility of sharing
information through a trade association can soften the aggressive out-
put stance of levered firms. They show that one way of mitigating
Brander and Lewis’ (1986) limited liability effect is to resolve
demand uncertainty. Dasgupta and Shin model a Cournot duopoly
where firms have asymmetric access to information on future
demand. Proposition 1 shows that when both firms are completely
equity financed, they do not share information. In this framework,
the less informed firm has an incentive to increase its leverage. The
reason is that when this firm has risky debt outstanding, there is a sig-
nificant benefit for the better informed firm to share its information
on future market demand. If the better informed firm conveys this
information, the other firm will lower its output when demand will
be low.4 The levered firm then benefits from free-riding on the infor-
mation supplied by the better informed, unlevered firm, which in turn
benefits from the softer competition. Proposition 4 derives sufficient
conditions for firms to form a trade association. These conditions
weigh the information free-riding benefit against the loss due to the
destruction of commitment power. Finally, Proposition 5 concludes
that a trade association is always formed in the case of symmetric
firms. The reason is that if both firms are symmetric, they have an
equal chance (nature’s choice) of being the Stackelberg information
leader.
Glazer (1994) examines the role of debt maturity structure in
product market competition. He uses the model of Brander and Lewis
(1986) to show that long-term debt makes firms compete less aggres-
sively than similar firms with short-term debt or no debt at all.5
In Glazer’s framework, firms raise long-term debt at the beginning
of the first period and repay it at the end of the second period. Period 1
profits cannot (entirely) leave the firm and thus can be thought of as
servicing already part of the debt; they are not enough to completely
746“repay” the debt, however. This “remaining” debt affects the compe-
titive outcome in the second period through the Brander and Lewis’
limited liability effect. As a result, a duopolist has an incentive to
lower its rival’s debt in the second period. Glazer now proves in
Proposition 1 that a firm produces less than the period 1 optimizing
output in order to lower the rival’s aggressiveness in period 2 and
maximize its own profits.6 Glazer goes on to show that for symmetric
firms, period 1 production is lower than the Cournot output (and lower
than the output with short-term debt). Lengthening maturity structure
thus makes competition less aggressive. A side-effect of his model is
that prices fluctuate more if firms have long-term debt outstanding.
The reason is that firms tend to behave less collusively as the maturity
date of their debt comes closer.
In a framework similar to Brander and Lewis (1986), Faure-
Grimaud (2000) shows that debt causes firms to behave less aggres-
sively once firms and lenders sign a debt contract that induces firms
to repay their creditors instead of strategically defaulting. This contract
resembles a standard debt contract (fixed payments, control is turned
to lenders after default), with an additional possibility of granting the
firm a reward.7 When not rewarded, the firm bears an opportunity
cost, which can be interpreted as a bankruptcy cost. This dead-weight
loss is proportional to the expected size of the default. The more
aggressive the output stance of the firm, the higher the probability of
not getting the reward, and thus the higher the firm’s expected bank-
ruptcy costs. This negative financial distress effect of debt can domi-
nate the positive limited liability effect and can, as shown in Propo-
sition 1, reduce the output level of a levered firm. So, debt can make
firms less aggressive in order to limit the size of the default and to
improve the odds of getting the reward. Furthermore, in Proposition 2,
Faure-Grimaud shows that output is decreasing in the firm’s own debt
and increasing in rival debt.
Maksimovic (1988) examines how debt influences the attainability
of collusive agreements in repeated oligopolies, and which firm and
industry characteristics shape this effect. He finds that for repeated
oligopolies, capital structure endogeneously determines the type of
equilibrium (Cournot competition versus collusion) in the product
market. Collusive agreements last as long as for every player, the pay-
off of deviating is lower than the payoff of colluding. An increase in
leverage is shown to increase the payoff of deviating as the generated
surplus accrues entirely to the equityholders (residual claimants).
747Maksimovic looks at the sustainability conditions of a trigger strategy
where all firms produce Cournot quantities after deviating. He shows
that the maximal debt ratio for which the trigger strategy is sustain-
able declines in the discount rate and increases in the number of firms
in the industry. He also finds that a higher demand elasticity increases
this sustainable debt ratio. Next, Maksimovic discusses the impact of
capacity constraints. On the one hand, capacity constraints restrain a
firm from producing the deviation output, which lowers the payoff
from deviating. On the other hand, capacity constraints restrain other
firms from effectively punishing the deviator as producing the higher
Cournot output may be unattainable in the short run. He shows that
the relative effect of capacity constraints depends on the properties of
demand and cost, the discount rate and the number of firms in the
industry. Finally, Maksimovic investigates how specific financial
instruments, such as warrants and convertibles, affect the collusive
debt level. In his model, these instruments serve as a “tax” on the cash
flow to equity as they lower the residual payoff after deviating. By
strategically choosing the exercise price of the warrants, a firm can
provide its rivals with a guarantee against cheating. Issuing convert-
ible debt has the mixed effect of raising leverage while simultane-
ously limiting the payoff from deviating.
Spagnolo (2000) uses the framework of Maksimovic (1988) to show
that debt can also have anti-competitive, i.e. collusive effects. He
shows that collusive credit markets or large banking groups can export
their own collusive behavior to output markets by forcing firms to
behave prudently. Creditors (implicitly) force firms to take creditor-
friendly actions that reduce agency costs of debt (such as hiring
managers who have a reputation at stake, making managers’contracts
less dependent on shareholder value, etc.). These creditor-friendly
actions, which dampen the limited liability effect of debt, are sus-
tainable if managerial contracts can be made renegotiation-proof.
In Spagnolo’s model, that this can be achieved by the power to veto
renegotiation or by developing information networks that render secret
renegotiation impossible (e.g., being represented on the firm’s board),
as shown in Proposition 5.
Dasgupta and Titman (1998) investigate how leverage, by affecting
the cost of capital, influences a firm’s pricing strategy under Bertrand
competition. They find that the nature of the competitive game (Nash
or Stackelberg) affects the relation between leverage and prices. Das-
gupta and Titman use a two-period model, where firms may invest in
748market share in period 1 by lowering their prices to increase their
period 2 cash flows. Proposition 1 states that first-period prices are
increasing in the level of debt. If firms increase their leverage in this
framework, they increase their cost of capital. The reason is that out-
standing (long-term) debt increases the cost of new borrowing and
thus increases the discount rate at which period 2 cash flows are dis-
counted. As a result, firms care less about period 2 income and raise
their prices in period 1. The reaction of rivals depends on their reac-
tion curve. Two opposing effects are at work. On the one hand, when
a firm increases its price, the rival can increase its profitability by
increasing its own price as prices are strategic substitutes. On the other
hand, when a firm increases its price, the rival’s borrowing costs are
reduced due to a rising profitability, and investments in market share
become more attractive. Then, the rival will lower its price. Under
Nash price competition, firms have an incentive to commit to a less
aggressive pricing policy as this will induce the rival to also price less
aggressively. Outstanding senior debt can be used as such a commit-
ment device as it raises the cost of new borrowing and thus reduces
the incentives to gain market share. So, firms will have higher debt
ratios, ceteris paribus. Under Stackelberg price competition, a rela-
tively less levered firm can steal away market share from its rival by
lowering its price as it places a higher value on the period 2 payoff
than a highly levered firm (Proposition 7). Finally, the model shows
that an inelastic demand reduces the benefits of committing to a higher
price, and so firms raise less debt. Another prediction of the model is
that firms in industries with larger asset liquidation values may have
higher debt ratios. The reason is that higher liquidation values decrease
the cost of debt, thereby inducing firms to increase their debt levels.
However, this latter positive effect can be undone when the lower
discount rate increases the rival’s incentives to invest in market share.
Depending on the state of nature, one of these two effects will domi-
nate.
2. Investment Decisions
Debt influences investments, both directly and indirectly through
interest rates. In this section, we focus on the direct, strategic effects
of debt on investments,8 thus leaving out the models that deal with
interest rates. The seminal paper by Myers (1977) demonstrates the
existence of an underinvestment effect induced by risky debt. Dotan
749and Ravid (1985) show that through non-debt related tax shields,
investments also decrease in leverage. Models focusing on managerial
incentives (e.g., Jensen (1986)) show that high debt can curb negative
NPV investments in market share and size. Hart and Moore (1995)
take both under- and overinvestment effects into account to determine
optimal leverage, debt maturity and seniority structure. Finally, Allen
(2000) shows that high debt can put firms at a strategic disadvantage
through a delay in investments when competition is imperfect.
Myers’(1977) seminal paper introduces conflicts of interest between
debt- and equityholders into the framework of optimal capital struc-
ture. He shows that managers acting in the interest of shareholders
may forego positive NPV projects if these projects’ payoffs largely
accrue to the firm’s creditors. So, without any (tax) advantages to debt
financing, a firm with access to profitable investment projects should
hold no debt at all. In a more realistic setting, his model concludes that
the optimal debt ratio should be inversely related to the ratio of the
value of the firm accounted for by growth options relative to the value
of assets in place. Underinvestment incentives thus directly link capi-
tal structure to a firm’s investment opportunities. The reason is that
growth options demand discretionary investment decisions by the
firm’s managers.
Dotan and Ravid (1985) extend the work of DeAngelo and Masulis
(1980)9 to take into account the positive relation between investments
and non-debt related tax shields. Firms that take on more debt have
an increased probability of incurring accounting losses, which reduces
the present value of non-debt related tax shields resulting from invest-
ments in capital goods.
Dotan and Ravid use a one-period model in which they endogenize
the investment decision in a world without taxes and debt, and than
gradually introduce both, endogenizing the leverage decision. They
show that firm value maximization results from the simultaneous
determination of output level and capital structure. Proposition 1 states
that optimal capital investment is a decreasing function of the debt
level. Corollary 2 shows that the simultaneous optimization of capi-
tal stock and leverage results in a higher debt ratio than in case where
leverage is optimized for the optimal capital stock of an unlevered
firm. They then look at how exogenous determinants of either invest-
ment or capital structure affect both endogenous variables, showing in
Proposition 2 that an increase in the tax rate leads to a lower optimal
capacity level and a higher optimal debt level. Proposition 3 shows
750that increases in the expected price of the firm’s product lead to greater
optimal capacity and lower leverage.
In many models, managers are assumed to maximize total firm
value or shareholder value. But managers may be more interested in
maximizing a mix of shareholder value and organizational surplus,
which includes benefits accruing from size, growth, above-market
salaries, overstaffing, etc. Jensen (1986) states that the greater the
amount of free cash flows firms generate the greater the managerial
incentives to maximize this organizational surplus. Free cash flows
are hereby defined as the discretionary cash flows after funding all
positive NPV projects. Exchanging debt for equity has a negative
impact on free cash flows as debt effectively bonds managers to pay
out cash flows. Furthermore, as pointed out by Jensen and Meckling
(1976), debt-for-equity exchanges where the amount of equity owned
by managers is held constant increase the relative amount of equity
owned by managers and thus better align their incentives with those
of shareholders. Thus, by increasing debt, the firm might curb
managers’ incentives to invest in size and market share, thereby
decreasing firm aggressiveness.
In the same spirit, Hart and Moore (1995) explain why companies
issue hard (i.e. senior, non-postponable) long-term debt to curb
managers. In their model, they use debt to trade off overinvestment
(Jensen (1986)) and underinvestment (Myers (1977)) incentives. Over-
investment resulting from empire building projects stems from a lack
of hard claims (non-postponable short-term debt that makes excess
cash scarce and senior long-term debt that prevents managers from
borrowing against current assets’future earnings). Too much borrow-
ing causes current assets to be ‘over-mortgaged’ and could force a
firm to underinvest in profitable projects. The trade-off between both
effects determines the optimal debt-equity mix and the mix of junior
and senior debt. As for the maturity structure of the debt, Proposi-
tions 1 and 2 show that firms optimally use only long-term debt to
balance the two effects. The debt-equity mix depends on the relative
profitability of assets in place versus new investments: with a lot of
new profitable projects, (long-term) debt should be modest and vice
versa if current assets are profitable. In an extension of the model,
Hart and Moore derive the distributional assumptions of assets in place
and investment opportunities under which a mix of senior and junior
long-term debt is more optimal than a simple long-term debt contract
(Propositions 4, 5 and 6).
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ruptcy costs through the strategic effect of a delay in investment
decisions when product market competition is imperfect. This strate-
gic effect depends inter alia on the (relative) solvency of both players,
fixed capacity costs and the state of demand. In Allen’s model, firms
weigh this strategic effect against the tax advantage of debt to
determine their capital structure.
Allen looks at two identical duopolists in a two-period model
where investment and financing decisions are made simultaneously
at the beginning of every period. Afterwards, output equal to capacity
is produced, the state of demand is revealed, prices are set, and taxes
and payments to securityholders are made. If a firm cannot meet its
obligations, it goes bankrupt and its investment decisions in the next
period are delayed. The outcome of the second period now depends
on the relative solvency of firms. If both firms are in the same
solvency state at the end of period 1, the outcome is determined by
a Nash game. Then, both firms have the same debt level, which
depends on other capital structure determinants, and have no incen-
tive to change it. But if only one firm is solvent, the outcome is deter-
mined by a Stackelberg game. Through backward induction, Allen
shows that period 0 equilibrium is symmetric (and thus firms play a
Nash game in period 2) below a certain fixed cost of capital t**
whereas the equilibrium is asymmetric (Stackelberg game) above t**.
In period 2, if the firms play the Stackelberg game, the Stackelberg
leader will force the follower out of the market above a fixed cost of
capital t*, with t*∞∞<∞∞t**. At intermediate cost of capacity levels, he
raises capacity above the monopoly level to induce the follower to
liquidate. At high levels, the leader produces the monopoly output,
and the follower’s best response is to liquidate. In sum, when only
one firm is solvent and insolvency leads to a delay in investments,
the fixed cost of capacity determines the outcome of the competitive
game and the marginal costs of bankruptcy. These marginal bank-
ruptcy costs together with tax benefits determine the firm’s debt ratio.
As more debt increases the probability of costly bankruptcy and
liquidation, it is associated with less aggressive output market
behavior. The model also provides evidence for the existence of dif-
ferent debt ratios within the same industry. When firms are asym-
metric, one firm prefers the tax advantage of debt, while the other
firm prefers the advantage of being able to force the rival out of the
market if demand turns out to be low.
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Firms may benefit from taking output market decisions that drive their
rivals into insolvency (strategic bankruptcy effect). A seminal contri-
bution by Telser (1966) introduced the deep-purse argument. Deep-
pocketed incumbents may be able to exhaust financially constrained
firms by engaging in predatory actions such as price wars. Later studies
examine different forms of predation, where predators “jam” infor-
mation in order to put financial constraints on the prey (Fudenberg
and Tirole (1986); Poitevin (1989); Bolton and Scharfstein (1990);
Fernandez-Ruiz (2004)), or to improve their relative performance
(Rotemberg and Scharfstein (1990)). Maurer (1999) finds that the pat-
tern of strategic interactions within the industry affects the probability
of predation. Lambrecht (2001) looks at the firm, industry and macro-
economic conditions that influence entry and exit, and the exit order.
Kanatas and Qi (2001) find that differences in maturity and sources
of debt can reduce the predatory threat.
Fudenberg and Tirole’s (1986) signal-jamming model of predation
differs from long-purse predation models in that current profits only
matter insofar they signal future profitability. Under the informational
assumptions that the incumbent’s output prices and fixed costs are not
directly observable, entrants infer future profitability from their cur-
rent earnings and cannot observe predatory activities by the incum-
bent. The incumbent then may have an incentive to abuse this
inference, and “jam” the earnings signal to drive the entrant out of
the market. In the long-purse model, the prey can be forced to exit the
market if it is incapable of renewing capital or financing new pro-
jects.10 In equilibrium, the profits of both firms are reduced, but the
entrant is not fooled as he rationally anticipates the predatory pricing
of the incumbent and only leaves the market if it is unprofitable to
stay. Nevertheless, predation does pay off as it lowers the probability
of entry.
Poitevin (1989) formalizes the deep-pocket model of Telser (1966)
by bypassing the argument that in perfect financial markets, profitable
firms can always secure financing. By endogenizing the entrant’s
financial structure, information asymmetries in financial markets can
increase the entrant’s financial vulnerability. Poitevin develops a
model with an incumbent firm, whose cost structure is known in the
finance community, and an entrant whose cost (higher or lower than
the cost of the incumbent) is uncertain. The entrant needs to make a
753fixed investment, which can only be financed externally. In equi-
librium, the low-cost entrant credibly signals its type to investors by
issuing debt (Proposition 2). By contrast, the high-cost entrant and the
incumbent are entirely equity financed. As debt carries the risk of
bankruptcy, Poitevin shows that the incumbent firm tries to prey upon
the levered entrant by increasing output. The model shows that the
incumbent’s incentives to prey are a function of the entrant’s financial
structure. Predation thus can induce (temporary) exit. Also, if there
are many lemons in the market and predation is strong, signaling costs
may prohibit entry in the market.
Bolton and Scharfstein (1990) look at how agency problems in
financial contracts can engender rational predation. Making refi-
nancing decisions dependent on firm performance solves incentive
problems between the firm and its financiers, but at the same time
increases the probability that rivals prey upon the firm to lower its
performance and induce exit.
In a two-period model, a deep-pocketed firm competes with a shal-
low-pocketed firm that has to finance its investments in each period
via the capital market. In a world without predation, investors pro-
vide second-period financing if the firm was able to pay back initial
loans, thereby dealing with potential incentive problems. This opti-
mal contract, however, maximizes the rival’s incentives to prey. If pre-
dation is not ruled out, the costs and benefits of predation affect the
optimal financing contract. Two possible solutions are to lower the
probability of refinancing if the firm was solvent in the first period
(shallow pockets), or to increase the probability of refinancing when
the firm was insolvent (deep pockets). If debt contracts are observable
and if deterring predation is more profitable than supporting it,
investors choose for shallow pockets. If contracts are unobservable or
if supporting predation is more profitable, financing contracts are not
adjusted.
While Bolton and Scharfstein look at the difficulty in assessing a
firm’s ex post performance when incumbents have an incentive to
prey, Fernandez-Ruiz (2004) examines the difficulty of determining
the ex ante prospects of a project. To alleviate adverse selection prob-
lems, entrants condition their own survival on future performance
assessments by investors (at the renewal of financing contracts).
Incumbents again have an incentive to distort (“jam”) these assess-
ments by preying upon the entrant. Actual predation depends on the
cost of preying, the difference in profit with or without the entrant
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derives optimal financing contracts in this setting. He finds that the
optimal contract is mostly deep-pocketed, in contrast to the findings
of Bolton and Scharfstein (1990), where shallow pockets are optimal
in most cases. The reason is that marginal survival after performance
assessment increases managerial control rents (non-pecuniary bene-
fits), which are not considered by Bolton and Scharfstein. An increase
in marginal survival also increases the project’s ex ante expected
revenues (provided that the firm’s expected cash flows as of date 0 are
worth more than its liquidation value). Finally, Fernandez-Ruiz exam-
ines how the possibility of renegotiating financing contracts after the
assessment affects the optimal ex ante contract. In Propositions 4
and 5, he finds that this possibility has no effect.
Rotemberg and Scharfstein (1990) show that the prospect of equity
issues can influence output market behavior and that this mechanism
can induce firms to pay out dividends or to repurchase stock. Under
imperfect information, investors try to infer a firm’s costs and demand
from its own and its rivals’realized profits. Rotemberg and Scharfstein
show that a firm’s stock price reacts to its cost position relative to that
of rivals. Managers now can take actions to improve investor percep-
tions of future profits. Rival profits have two countervailing effects on
the firm’s own stock price. First, higher rival profits can be interpreted
as rivals having relatively lower production costs or higher firm-spe-
cific demand (and vice versa). This effect enhances the firm’s aggres-
siveness. Second, high rival profits signal that the industry has low
costs or high demand, which decreases the firm’s aggressiveness.
Depending on which effect dominates, a firm uses its output choice
to influence rival profits and increase its own stock price. In their
model, firms pre-commit to a more or less aggressive output stance by
distributing cash flows as dividends or stock repurchases (equivalent
to changing leverage) depending on the dominant effect. If investors
value relative performance more than industry performance, firms dis-
tribute cash and/or repurchase stock. If investors attach more impor-
tance to industry performance, firms do not pay out cash flows.
Maurer (1999) shows in a two-period model, where one firm
finances projects internally whereas the other (the entrant) has to con-
tract outside debt and where the probability of getting second-period
financing is made contingent on first-period profits, that the tendency
of rivals to prey upon leveraged firms depends inter alia on the pat-
tern of strategic interactions within the industry (Stackelberg or
755simultaneous move). These strategic interactions are modeled by the
observability of the debt contract. If debt contracts are observable
before firms choose their effort levels, the relation between the inter-
nally financed firm and the lender corresponds to a Stackelberg game
between the less levered firm and the investor with the investor acting
as the Stackelberg leader. The optimal contract will deter predation,
but the probability of refinancing is lower compared to the case where
contracts are not observable (Proposition 4). If debt contracts are
not observable, a simultaneous move game results. The unlevered
firm will increase its period 1 effort level (Proposition 3), thereby
increasing the probability that the levered firm will not be refinanced.
Lambrecht (2001) demonstrates the interrelation between firm-spe-
cific, industry-specific and macro-economic factors and their com-
bined effect on entry and exit decisions and on the exit order. Con-
cerning entry, Lambrecht finds in Proposition 9 that an entrant’s need
to borrow money tends to delay entry. An incumbent’s leverage ratio,
however, tends to speed up entry. These two findings support the con-
clusion that higher industry leverage makes competition softer.
Regarding survival, Lambrecht finds that higher operating profits,
lower debt obligations, larger incremental gains from becoming a
monopolist and higher bankruptcy costs (highly intangible assets)11
help firms in their struggle with competitors. The relative importance
of these factors depends on macro-economic variables, such as inter-
est rates, profit volatility and profit growth rates. For the firm-specific
factors, Lambrecht thus extends the empirical findings of Zingales
(1998) that not only the fittest (most efficient), but also the fattest
(lowest coupon) firms survive, to include also the survival of the
greediest firm (the firm with the largest incremental gain of becom-
ing a monopolist). He concludes that in a duopoly, it is more impor-
tant to be fat and greedy than to be fit as firms can benefit substan-
tially from the monopoly outcome. Finally, Lambrecht shows that
macro-economic factors can influence the order in which firms default
if firms differ sufficiently. He finds that increases in profit volatility
are to the relative advantage of the firm with the lower profit and
higher coupon parameters, whereas increases in profit growth and
interest rates are to the relative advantage of the firm with the higher
profit and the lower coupon parameters.
Kanatas and Qi (2001) recognize the incentives of rivals to distort
information to investors. Also, they take into account that investors
may recognize the incentives of rivals to dilute a firm’s information
756stream. In a Cournot duopoly model, they examine the different
information effects of short-term versus long-term debt, and bank
versus capital market debt. With short-term debt, firms have to refi-
nance early, which requires a certain degree of transparency. When
making refinancing decisions, investors compare the performance of
the firm relative to that of its rival. Thus, both the firm and its rival
have an incentive to distort the information to their advantage when
debt contracts are short-term. As the authors assume that banks moni-
tor their loans, bank lending also induces information distortion.
Long-term and capital market debt, by contrast, reduce this incentive
but increase the managers’ abilities to shirk and invest in negative
NPV projects. Kanatas and Qi show that firms will sooner try to prey
when competitors are financed with short-term or bank debt. Con-
sistent with Glazer (1994), short-term debt and bank debt stimulate
firms to act more aggressively in the output market, but do not
moderate managers’ information distortion incentives. Also, they
show that short-term debt usage decreases in industry concentration
whereas the use of long-term increases as price elasticity of demand
increases.
IV. EMPIRICAL FINDINGS
Over the last decade, attention has shifted away from theoretical to
empirical work on the interactions between capital structure and
product markets. The main point of interest in this empirical literature
is the question whether firms interact strategically through limited lia-
bility, strategic investment, strategic bankruptcy and/or predation?
And how do firm and rival debt ratios affect these interactions? Rela-
tively little attention has gone to the impact of NFS on the financing
choices of a firm, largely because of a lack of data.
We structured this section conform our discussion of the theoreti-
cal models; this process was not easy as empirical papers tend to test
a bulk of theories at once. We have chosen to discuss each paper
entirely within one category – its dominant category – instead of
slicing up the results. Mostly, the results are in line with the theoreti-
cal predictions and other empirical studies. Nevertheless, we also treat
empirical evidence that disagrees with the above-discussed theoreti-
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What are the determinants of capital
structure choice? Are the effects consis-
tent for different measures of leverage?
What are the determinants of financial
structure of start-ups? Are the effects
similar for established firms? Is there a
relation between leverage, debt mix, and
maturity choices?
Do capital structure determinants pro-
posed in the literature explain active
debt and equity issues, or do only stock
prices explain leverage dynamics? Do
firms readjust to their target debt ratios?
Firms with unique/specialized product-
shave lower debt ratios. Transaction costs
are more important for (small) firms than
other determinants. Debt ratios are not
related to the firm’s expected growth,
volatility of operating income, non-debt
tax shields or asset collateral value.
Decisions concerning level and composi-
tion of debt are made simultaneously and
financing decisions are context-specific.
Adverse selection and moral hazard
affect relations with creditors. Private
benefits of control, owner type and scale
economies affect financing choices.
Stock price effects are more important
than other capital structure determinants
in explaining debt ratios. Firms with
more profitable assets and highly volatile
returns avoid readjustment to their debt
ratios after equity offerings.
469 (large) firms from Compustat
Industrial Files; 1974-1982
244 Belgian start-ups in manufac-
turing in 1992 and their four-digit
NACE incumbents
>40,000 firm-years from Compu-
stat and CRSP; 1962-20007
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What is the effect of financial distress
on firm performance? What is the role
of switching costs and industry concen-
tration?
High-debt firms loose market share and
firm value, sales decline during industry
downturns. This loss is higher in more
concentrated industries with differenti-
ated products.
46,799 firm-years (U.S.); 3% in
distressed industries; 1972-1991
How do NFS affect capital structure?
How does capital structure interact with
market structure? How does it enact
strategic behavior by the firm and its
rivals?
How are debt ratios related to cost and
demand parameters?
How does market structure affect debt
ratios?
Employee bargaining power, customer
concentration, reputation and economic
growth are negatively related whereas
industry concentration and vertical indus-
try concentration and vertical integration
are positively related to leverage.
Demand uncertainty is positively whereas
cost uncertainty is negatively related to
leverage.
Oligopolies have higher leverage than
monopolies. The relation between con-
centration and leverage is U-shaped.
The prices of oligopolists are positively
related to debt ratios.
1,502 Spanish manufacturin firms;
1993-1999
1,641 U.S. manufacturing firms;
1975-1994
22 newspaper companies; 1957-
19957
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Is debt a mechanism that reduces over-
investment in industries where high con-
centration reduces the disciplinary effect
of product market competition? Limited
liability effect? Strategic investment
effect?
What dynamic effects do financing deci-
sions have on investment decisions and
output market competition over the busi-
ness cycle? What effect do a firm’s
liquidation value, customer switching
costs and rival financial structure have?
Does recapitalization restrict empire
building? Does predation occur when
rivals are less levered? Does higher
leverage induce stronger competition?
Firms are more likely to recapitalize
when they have plants of low productiv-
ity, when they operate in a highly con-
centrated industry, and when industry
capacity utilization is low. Afterwards,
firms produce less but rivals increase
their output.
With negative demand shocks, high-lev-
ered firms loose market share. This effect
is exacerbated if competitors have low
debt levels or if customers face high
switching costs.
Leverage decreases market share and
sales and increases plant closings, prices
and operating margins, except when the
industry has low entry barriers.
867 firms from ten commodity
industries; 1979-1990
1,744 U.S. manufacturing firms
in 57 industries; 1989-1991 and
firm-level panel data; 1976-1996
4 U.S. industries (Compustat);
1980-1990
What is the impact of rival leverage on
the relation between capital structure
and pricing decisions? Predation?
Post-LBO, the firm’s price is higher than
that of less levered rivals. If rivals are
highly levered, prices rise whereas prices
fall if rivals have low leverage.
U.S. supermarket chains; firm-













Do liquidity constrained industries raise
mark-ups and cut capital expenditures
and inventories during cyclical down-
turns? Are mark-ups more countercycli-
cal in more concentrated industries?
Is a firm’s mark-up more countercyclical
if it is more financially constrained?
What is the effect of rival financial con-
straints? Are average industry mark-ups
more countercyclical if firms are more
financially constrained?
Does debt, conditional on the phase of
the business cycle and rival leverage,
lead to underperformance as high lever-
age firms cut investments in market
share? When are mark-ups counter-
cyclical?
Mark-ups tend to be more countercycli-
cal in highly concentrated industries that
have a greater fraction of liquidity con-
strained firms. Investments in PPE are
procyclical.
Liquidity constraints make firm mark-ups
countercyclical. During recessions, prices
rise more in MSAwith a lot of financially
constrained supermarket chains. Finally,
firms tend to raise their prices more when
their rivals are highly levered.
During (demand) busts, highly levered
firms loose markets share in relatively
unlevered industries. Those losses are
reversed during booms. In high-debt
industries, these competitive dynamics
are not observed. Mark-ups are more
countercyclical if industry debt is high.
20 (two-digit SC) manufacturing
industries; 1959-1989
U.S. supermarket chains (firm and
industry data); 1986-1992
28,133 firm-quarters in 171 indus-
tries; firm- and industry-level data
(Compustat); 1976-19967
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Does debt play a fundamentally different
role in firms, depending on the amount
of positive NPV projects? Does the pre-
sence of growth opportunities affect the
relation between equity ownership and
corporate value?
Firm value (Tobin’s Q) is negatively
related to leverage for firms with a lot of
profitable investment opportunities and
vice versa for low-growth firms. The
relation between corporate value and
insider equity ownership is quadratic.
Institutional and block ownership is posi-
tively related to Q for low-growth firms.
These relations are less clear-cut for
high-growth firms.
1,764 U.S. firms in 1976, 1986,
1988; Compustat, Value Line
investment survey
What is the effect of leverage on the
bidding behavior of firms, controlling
i.a. for bankruptcy risk?
Does financial distress and bankruptcy
affect pricing behavior?
As debt levels increase, firms tend to
reduce their bids. Higher rival debt ratios
also induce firms to lower their bids. The
probability of winning the bid is nega-
tively related to firm and rival leverage,
even though the coefficient of the latter
variable is not significant.
Airline companies threatened by bank-
ruptcy reduce their prices to reflect the
drop in customer demand. The prices of
rival companies do not respond.
14 companies, 150 company-bid
pairs (FCC, Compustat, Warga
Lehman Brothers); Dec. 1994-
March 1995




Author(s) Hypotheses Results Data Set
Kovenock and 
Phillips, 1997




Do sharp debt increases interact with
market structure to influence plant clo-
sing and investment decisions of firms
and their rivals?
Recapitalizing firms in highly concen-
trated industries are more likely to close
plants and invest less. Rival firms are
less likely to close and invest more when
the recapitalizing firm has a high market
share. Plant-level productivity and indus-
try capacity utilization are even more
important than capital structure to
explain investment and plant closing
decisions.
firm-level data from 10 commo-
dity industries in which at least
one of the top-4 recapitalizes;
1979-1990
Do share prices respond to the announ-
cement of rival chain LBOs? Entry?
Exit? Expansion? How do (non-)com-
petitors respond in the output market?
How does leverage affect a firm’s ability
to respond to unexpected changes in the
competitive environment? What are the
sources of these effects?
Leverage increases (through LBOs) lead
to softer product market competition.
Competitors enter and expand in markets
dominated by LBO firms and their share
prices respond positively to an LBO
announcement.
Highly levered firms in limited competi-
tive markets are less likely to survive.
High debt curtails investments and redu-
ces the price in limited competitive mar-
kets.
U.S. supermarket chains; 4 LBO
firms and 13 rivals from 85 MSA;
1985-1991
941 firms, U.S. trucking industry;
1977-19857
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and Van de 
Gucht, 2004
What are the firm and market characte-
ristics that affect incumbents’ responses
to entry?
Is competition positively related to the
exit probability of start-ups? Are highly
levered start-ups less likely to survive
under competitive pressure? Does finan-
cial market predation exist?
Larger, more profitable LBO firms res-
pond more aggressively to entry whereas
highly levered incumbents that did not
undergo an LBO respond less aggressi-
vely. In markets with no entry, high-debt
firms compete more aggressive than low-
debt firms.
Highly levered start-ups are more likely
to exit, but only in the case of strategic
complements and when adverse selection
and moral hazard problems in financial
markets are more likely.
69 discount store chains in 862
local markets (Compustat); 1975-
1996
235 Belgian start-ups in manu-
facturing in 1992 and their four-
digit NACE rivalsA. NFS determinants of capital structure
The first central paper discussed in this section is Titman and Wessels
(1988). Their findings will be compared to those of Huyghebaert and
Van de Gucht (2002), Welch (2004) and Istaitieh and Rodriguez
(2003). Huyghebaert and Van de Gucht examine the determinants of
financial structure for start-up firms, Welch investigates how capital
markets steer the relation between determinants and financial structure
and Istaitieh and Rodriguez approach capital structure from a stake-
holders’ point of view. Finally, Showalter (1999) and Schargrodsky
(2002) provide evidence that market structure affects capital structure.
Titman and Wessels (1988) use a covariance structure model to esti-
mate the impact of theoretical capital structure determinants on
leverage. Such a covariance structure model consists of a structural
model, which specifies the relations between constructs (the capital
structure determinants) and leverage, and a measurement model, which
develops the relations between constructs and their proxy variables.
As theory uses different (non-trivial) definitions of leverage, Titman
and Wessels separate leverage into the ratios of short-term, long-term
and convertible debt to equity, where equity is measured both in
market and book values.
Titman and Wessels use a sample of 469 large firms, selected from
the Compustat Industrial Files between 1974-1982. The main results
are that firms with unique or specialized products have relatively low
debt ratios, which supports Titman (1984) and Maksimovic and Tit-
man (1991).12 Uniqueness is measured by three variables, namely:
R&D/sales, selling expenses/sales, and job quit rates. Smaller firms
use significantly more short-term debt than larger firms, which,
together with the negative relation between past profitability and cur-
rent leverage, indicate that transaction costs may be an important
determinant of capital structure. Titman and Wessels find no evidence
that debt ratios are related to a firm’s expected growth, volatility of
operating income, non-debt tax shields or asset collateral value. Also,
the variation in convertible debt ratios across firms remains largely
unexplained.
Huyghebaert and Van de Gucht (2002) examine how capital struc-
ture determinants survive in a sample of business start-ups. These
firms are characterized by a lack of (financial and operating) history,
which enlarges information asymmetries. Start-ups also have little repu-
tation at stake, which together with a high ownership concentration
765increase agency problems of debt. Finally, start-ups face relatively
high exit rates. The paper’s hypotheses are constructed starting from
the firm’s stakeholders. The supply-side is represented by banks and
other creditors (suppliers and lessors), the demand-side by the entre-
preneur. Supply-side problems include adverse selection and moral
hazard (risk shifting and underinvestment incentives). Demand-side
concerns mainly consider entrepreneurial control rights.
Huyghebaert and Van de Gucht simultaneously investigate three
components of financial structure: the debt ratio, debt mix and matu-
rity structure. Their sample consists of 244 Belgian manufacturing
start-ups in 1992. The empirical results show that when the proba-
bility of adverse selection and moral hazard problems is high, start-up
firms contract less bank debt. Banks do not limit loan maturity to curb
these problems, however. The lower share of bank credit is compen-
sated by an increase in leasing and trade credit. Overall, credit from
non-bank sources cannot fully offset the lower bank debt. Finally, con-
sistent with Myers (1977), start-ups in industries with substantial
growth opportunities raise significantly less debt, but have a larger
fraction of bank debt. As a number of these effects differ from the
relations found for mature firms, the authors state that financing deci-
sions are context-specific.13 From the demand-side point of view,
entrepreneurs who value private control benefits limit bank debt
and resort to trade credit and leasing. They also prefer to lengthen
the maturity of their bank debt. Other interesting results are that high-
quality entrepreneurs prefer short-term bank debt, and start-ups
operating in industries with large scale economies raise significantly
more debt.
Welch (2004) investigates whether the theoretical determinants of
capital structure and/or stock prices explain active debt and equity
issues. If the theoretical determinants are relevant, firms should re-
adjust to their target debt ratios whenever the deviation costs are larger
than the issue costs. If stock prices are important, no counterbalanc-
ing security transactions should be undertaken. Welch uses Compustat
and CRSP data on more than 40,000 (large) firm-years during the
period 1962-2000 to estimate the following equation:
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766where the LHS measures the change in the actual debt ratio over a
one- or five-year horizon, and the RHS gives the sum of a constant,
return-induced debt ratio changes, and determinants put forward by the
literature along with interaction terms between these determinants and
return-induced debt ratio changes.
Welch finds that 40% of capital structure dynamics can be explained
by stock prices. Also, he finds that although firms are issuing enough
securities to enable them to return to their target debt ratios after a
stock return induced equity growth, firms do not neutralize stock price
induced deviations from target ratios. Overall, stock price effects are
considerably more important in explaining debt ratios than theoretical
capital structure determinants.14 Although previous studies (e.g.,
Titman and Wessels, 1988) found that these variables correlate with
debt ratios, Welch argues this was only an indirect effect because of
the correlation of these determinants with (omitted) stock returns. Vari-
ables that remain significant after adding stock price effects are the
move towards industry debt ratios and the increase in leverage for
firms that engaged in M&A activities. Furthermore, firms with more
profitable assets and highly volatile returns tend to avoid re-adjust-
ments after equity offerings.
The study of Istaitieh and Rodriguez (2003) is the first to explicitly
test stakeholder theory. They empirically examine interaction terms
between theoretical capital structure determinants and input/output
market variables using panel data on 1,502 Spanish manufacturing
firms in the 1993-1999 period. Istaitieh and Rodriguez use a system
of simultaneous equations to solve the inherent endogeneity problem
when foresighted firms anticipate the output market consequences of
their financing decisions.
The system contains two equations: a financial leverage equation
and a product market concentration equation. Their main empirical
findings regarding product market determinants of capital structure
are that employee bargaining power (proxied by labor expenses minus
dismissal and early retirement indemnities over value added) and cus-
tomer bargaining power (proxied by customer concentration) are
negatively related to leverage. These relations support Sarig’s (1998)
argument that lower leverage increases the firm’s negotiation power
when dealing with strong NFS.15 Firms with larger capital investment
spending have higher debt ratios, which rejects the underinvestment
argument of Myers (1977). Also industry concentration and vertical
integration are positively related to leverage, whereas reputation
767(measured by the firm’s age) and economic growth are negatively
related to debt ratios.
Showalter (1999) examines how debt ratios are related to demand
and cost parameters. Using a sample of 1,641 U.S. manufacturing
firms that are followed over the period 1975-1994, he regresses their
debt ratio on a set of capital structure determinants and variables mea-
suring demand and cost uncertainty (calculated as the log of the stan-
dard error of linear and non-linear sales trend regressions, respectively
cost trend regressions). Showalter finds that the coefficient of the
demand uncertainty variable is significantly positively whereas that
of the cost uncertainty variable is significantly negatively related to the
debt ratio, from which he concludes that most firms compete in prices.
Consistent with Showalter (1995), debt levels are adjusted when
uncertainty increases, which supports the existence of strategic debt.
Schargrodsky (2002) argues that while a lot of empirical studies
have examined the relation between leverage and (price) competition,
there is still no strong evidence on how market structure affects debt
ratios. He studies both relations on a sample of 22 newspaper com-
panies between 1957 and 1995 as this industry has a wide variability
in market structure across local markets and across time (i.e. both
monopoly and oligopoly structures are present). After controlling for
a wide range of capital structure determinants, Schargrodsky finds
that oligopolies have higher debt ratios than monopolies. This finding
is consistent with the existence of strategic debt as monopolists
and firms operating under perfect competition have no incentive to
raise their debt for strategic reasons. Graphically, Schargrodsky finds
the relation between concentration and leverage to be U-shaped.
Finally, he finds that the prices of monopolists are not affected by
debt ratios whereas the prices of oligopolists are significantly posi-
tively related to debt ratios. These findings support the models of
Showalter (1995) and Dasgupta and Titman (1998) that leverage can
be used to sustain collusive equilibria in market structures where firms
compete in prices.
Overall, the above papers show that a lot of uncertainty remains as
to which factors truly determine capital structure and that strategic
uses of debt should be considered. As the results of Huyghebaert and
Van de Gucht (2002) show, researchers also have to reflect on the con-
ditions under which the results found in more general papers, like Tit-
man and Wessels (1988) and Welch (2004), are likely to hold in other
samples.
768B. Impact of capital structure on product market decisions
Mid-1990s, researchers started to focus on the strategic implications
of capital structure. Specifically, they examined how exogenous shifts
in leverage (through recapitalizations and LBOs) and exogenous out-
put market shocks affect product market behavior and rival firms’
financing decisions. In this section, we start by discussing the models
examining production, pricing and investment decisions and end by
discussing predatory models of entry and exit.
1. Production decisions
Opler and Titman (1994) show that during industry downturns, highly
levered firms loose market share and that this effect is exacerbated
by product differentiation and industry concentration. Kovenock
and Phillips (1995) find that recapitalizing firms become less aggres-
sive whereas rivals become more aggressive. Campello and Fluck
(2004) conclude that when demand decreases, especially highly
levered firms loose market share. Also, this loss is larger for firms
whose products involve large consumer switching costs. Finally,
Phillips (1995) finds that leverage decreases market share and sales
and increases prices and operating margins, except for industries with
low entry barriers.
Opler and Titman (1994) investigate under which conditions finan-
cial distress costs affect firm performance on a sample of 46,799 firm-
years between 1972 and 1991, of which roughly 3% were in distressed
industries.16 They find that relatively highly levered publicly traded
firms loose market share and firm value during industry downturns.
They also show that this effect is more pronounced when firms pro-
duce differentiated goods (as measured by their R&D expenditures)
and in highly concentrated industries (four-firm concentration ratio),
which is consistent with Titman (1984), respectively predation models.
Size has no clear effect on this relation. Next, they examine the impact
of an exogenous industry downturn on firm performance (industry-
adjusted sales growth, stock prices and operating income growth).
If high debt would be beneficial and financial distress costs would be
low, highly levered firms should perform relatively better. However,
Opler and Titman find the opposite effect. These findings are in line
with Titman (1984) and Maksimovic and Titman (1991) in that NFS
price expected bankruptcy costs, which are higher for firms with
769specialized goods and which increase faster for highly indebted firms
during downturns.
Kovenock and Phillips (1995) show that debt plays an important
role in highly concentrated industries. They look at ten commodity
industries over the period 1979-1990 in which 40 firms discretely
increased their debt. In these industries, agency costs of equity are not
significantly reduced by product market competition.17 The paper
shows that firms with low-productivity plants in highly concentrated
industries are more likely to recapitalize and increase their debt financ-
ing. This finding can be interpreted as reflecting the disciplining effect
of debt in markets that are not disciplined by output market competi-
tion (Jensen (1986)). Kovenock and Phillips introduce another expla-
nation for their results, the strategic investment effect of debt. Con-
sistent with Myers’ (1984) pecking order theory, it states that debt
payments constrain the amount of (cheap) internal funds, and thus
investments need to be externally financed to a larger extent. As exter-
nal financing is more expensive than internal funding, the slope of the
price reaction curve (under Bertrand competition) becomes steeper at
the level of output where internal funds are exhausted. From that point
onwards, price responses are higher and firms compete less aggres-
sively. Firms can thus pre-commit to a less aggressive policy by con-
tracting debt. The model shows that after increasing its debt level, the
firm produces less, but its rival increases output and both firms have
higher profits. These model predictions seem to fit with the data.18
Campello and Fluck (2004) show that within an industry, following
a negative shock to demand, more levered firms suffer larger losses
in market share. They use two data sets on U.S. manufacturing firms
and the industries in which they compete. A first one examines the
effects of the exogenous 1990-1991 recession. Secondly, they use
(quarterly) firm-level panel data between 1976 and 1996. Interestingly,
the decline in market share is even more pronounced when competitors
have only limited amounts of debt outstanding. Consumer-switching
costs, however, aggravate this decline in market share during
recessions as durability (measured by two-digit SIC industry dum-
mies, labeled ‘durable’ by either the Bureau of Census, respectively
Sharpe (1994))19 and sales growth are negatively related across low-
and high-debt industries. Overall, when demand is uncertain, leverage
makes firms behave less aggressively, which is consistent with the
predictions of Showalter (1995) and Wanzenried (2003) under price
competition.
770Phillips (1995) meticulously selected four industries (fiberglass
roofing and insulation, tractor trailer, polyethylene chemicals, and
gypsum) to investigate the effects of exogenous capital structure
changes on a firm’s production and pricing decisions over the period
1980-1990. The selection of the industries is based on four criteria: the
firm with the largest sales in the industry should have increased its
debt-to-market value ratio by more than 25%, this leading firm should
produce at least 50% of its output in that industry and there should be
homogeneous products and imperfect competition in the industry.
Summary statistics show that leveraged recapitalizations are followed
by decreases in market share for the firm undergoing the recapi-
talization, except for the gypsum industry. Also, plant closings occur
at a much higher rate. Next, Phillips examines the impact of a recapi-
talization on volumes and various performance measures at the indus-
try level. He finds, except for the gypsum industry, decreasing output
and sales and increasing operating margins. For two industries (i.e.
fiberglass and tractor trailer), he also finds decreases in capital expen-
ditures.
Next, he uses the multivariate framework of Bresnahan (1989) to
examine quantity and price movements, controlling for changes in
input prices and the level of production. Phillips also introduces a
capital structure variable to measure the effect of debt on pricing
decisions.20 A product demand function and a marginal cost function
are simultaneously estimated using a two-stage instrumental variables
technique. The final form of both equations is:
qt∞ = a0∞∞+∞∞a1pt∞∞+∞∞a2yt∞∞+∞∞a3rt∞∞+∞∞et
pt = b0∞∞+∞∞b1qt∞∞+∞∞bj∞wt∞∞+∞∞g∞*∞(Debtratiot)∞∞+∞∞vt
In all four industries, the capital structure variable turns out to be sig-
nificant. The average industry debt ratio is significantly positively
related to prices, except for the gypsum industry where the relation is
negative. Phillips attributes this negative sign for the gypsum indus-
try to the low entry barriers and the ease of expansion in this indus-
try, and to the fact that the third and fourth largest firms in this indus-
try had low leverage and gained market share following the firm’s
recapitalization. Overall, he positions his findings in the literature that
associates debt increases with reductions in agency costs of equity
(Jensen (1986)).21 The results for the (low entry barriers) gypsum
industry are placed within the Brander and Lewis (1986) framework,
where debt induces firms to choose more aggressive output strategies.
7712. Pricing strategies
In this section, we discuss studies that investigate how capital struc-
ture affects pricing decisions. Chevalier (1995a) finds that the price
reactions to discrete capital structure changes (LBOs) are influenced
by rival debt ratios. Chevalier and Scharfstein ((1995), (1996)) and
Campello (2003) examine how leverage and concentration interact to
affect (the cyclicality of) mark-ups. Chevalier and Scharfstein ((1995),
(1996)) find that liquidity constraints make mark-ups more counter-
cyclical at the industry, respectively firm level, especially if the mar-
ket is highly concentrated. Campello (2003) finds that the counter-
cyclicality of mark-ups depends on rival debt ratios. Clayton and
Ravid (2002) show that high firm and rival debt reduces bids in auc-
tions. Finally, Borenstein and Rose (1995) find that airline companies
change their pricing behavior when faced with financial distress to
take into account a drop in customer demand.
Chevalier (1995a) examines the impact of discrete capital structure
changes on pricing decisions. For this purpose, she investigates LBOs
in the supermarket industry. She has operational, financial and owner-
ship data on supermarket chains in 85 Metropolitan Statistical Areas
between 1985 and 1991. Next, she has a database with price data at
the MSA and firm level. Chevalier regresses price changes the quar-
ter before the LBO occurred until six quarters afterwards on variables
that measure the extent to which price changes by the LBO firm
should be accommodated by its rivals (size of the LBO firm and its
(biggest) rivals) and some control variables. She finds that an LBO
firm increases its prices if rivals are highly levered, but that prices
decrease if a single lowly levered (large) competitor is present in the
market. Chevalier compares the LBO results with those of the same
regression that examines the six quarters before the LBO occurred.
The relation between price changes and rival leverage is not significant
before the LBO, which supports the conclusion that price dynamics
around the LBO are truly engendered by the LBO. The argument that
a common shock affects prices is refuted by the fact that price effects
are opposite in different markets. Finally, Chevalier also finds that the
prices of LBO firms are significantly higher than the prices of less
levered firms, providing evidence that LBOs create incentives to raise
prices.
The theoretical concepts behind the results are built around the price
effects of an LBO. On the one hand, Chevalier looks at agency theory
772and liquidity constraints to explain increasing prices following an
LBO. The agency hypothesis of empire building predicts that
managers may engage in value-decreasing price wars as an invest-
ment in future market share. From this perspective, an LBO aligns the
incentives of managers and owners, thereby inducing higher post-LBO
prices. Because of debt servicing, an LBO also constrains the firm’s
free cash flows, which may reduce investments in market share. As a
result, firms may charge higher prices following their LBO. On the
other hand, Chevalier looks at predation models to explain price
decreases by LBO firms in industries where rivals are not highly
levered. As an LBO usually is followed by a restructuring, whereby
low-performing units are divested, rivals have an incentive to signal
to the (new) owners that the LBO firm is a low-performer. They can
do this by cutting prices, which the LBO firm has to follow in order
to stay competitive.
Chevalier and Scharfstein (1995) investigate whether credit con-
strained industries have countercyclical mark-ups, controlling for
industry concentration. When capital market imperfections make it
difficult to raise external financing, firms are forced to cut investments
during recessions, when less internal funds are generated. In a switch-
ing cost model, firms invest in market share by keeping prices low.22
Thus, just as firms cut investments in PPE and inventories when cash-
constrained, they will cut investments in market share during reces-
sions by raising mark-ups. During economic booms, when current
demand is high relative to future demand, firms are more likely to
decrease prices to capture the high demand.
Chevalier and Scharfstein simultaneously estimate three equations
using a seemingly unrelated regression (SUR) model. They have a
sample of 20 two-digit SIC manufacturing industries between 1959
and 1989. Their first regression looks at the effect of liquidity con-
straints, proxied by the percentage of small firms in the industry, and
the four-firm concentration ratio on mark-up cyclicality. Mark-up
cyclicality is hereby defined as the correlation coefficient between log
detrended industry mark-up23 and log detrended GNP. The second and
the third regression look at the effect of liquidity constraints on capi-
tal expenditure cyclicality, respectively inventory cyclicality.24 The
first regression confirms that mark-ups are countercyclical as they find
a significantly negative effect of liquidity constraints on mark-up
cyclicality. The significantly negative effect of industry concentration
on mark-up cyclicality shows that mark-ups are more countercyclical
773in highly concentrated industries. The positive and significant effect
of the percentage of small firms on the cyclicality of capital expendi-
tures shows that investments are procyclical. Concerning inventory
cyclicality, no significant results are found although signs are as
expected.
Chevalier and Scharfstein (1996) look at how liquidity constraints
due to capital market imperfections affect a firm’s pricing behavior
during economic booms and recessions. They work out a theoretical
model where two firms compete during two periods in a market with
switching costs. Without external financing needs, mark-ups tend to
rise during booms because the increase in current demand makes it
less attractive to price low to increase future market share. So, mark-
ups are pro-cyclical. After introducing capital market imperfections,
this result reverses as firms are less inclined to invest in market share
during recessions, implying countercyclical mark-ups. The reason is
that the increase in the probability of liquidation makes it less likely
that the firm can take full advantage of its locked-in customers.
Their empirical study is conducted on a dataset of U.S. supermar-
kets. They look at the effect of exogeneous liquidity shocks to cir-
cumvent the endogeneity problem between prices and liquidity. Focus-
ing on the supermarket industry has the advantage that shocks to
marginal cost are similar for all supermarkets operating in the same
local market (MSA), and that a study on price changes gives compa-
rable results to a study on changes in price-cost margins.25 First,
Chevalier and Scharfstein regress price changes on the market share
of national supermarkets active in the local market, a dummy vari-
able that indicates whether state earnings accounted for by oil and gas
are larger than 2%, an interaction term between both variables and
some control variables. They find that in oil-dependent states, prices
fall more when national chains are largely present. Local supermar-
kets, whose liquidity is more heavily affected by the local recession
than that of national (diversified) supermarkets, decrease prices to a
lesser extent during recessions, as implied by their theoretical model.
Second, the authors look at the effects of LBOs on pricing behavior
during the economic bust at the beginning of the 90’s. As LBO firms
are more highly levered than their rivals, they are expected to boost
short-run cash flows during busts to meet their debt servicing pay-
ments. Here, the regression shows that an interaction term between the
share of local stores owned by LBO firms and the change in employ-
ment is significantly negatively related to price changes. This result
774shows that during downturns, prices tend to rise more in markets with
a lot of LBO firms than in markets with less liquidity constrained
firms. Finally, by combining firm- and market-level data, Chevalier
and Scharfstein test whether prices are more countercyclical if the
firm, respectively its rivals are more liquidity constrained. Overall,
the regression shows that LBO firms tend to raise prices more than
non-LBO firms; they do even more so in local markets with bad eco-
nomic conditions. This result is consistent with Jensen’s (1986) argu-
ment that increased debt reduces managers’ incentives to invest in
value-decreasing empire building projects. They also find that firms
tend to raise prices more when their rivals are highly levered; this
relation is even stronger when supermarkets are competing in a local
market with slow economic growth.
Campello (2003) shows that conditional on the phase of the busi-
ness cycle and rival debt ratios, leverage can influence a firm’s product
market behavior. He looks at the sensitivity and the differences
in sensitivity of sales growth and mark-ups to leverage following
shocks to aggregate demand. More specifically, Campello looks at
differences in responses of the sales growth-leverage, respectively
mark-up-leverage sensitivity to macro-economic shocks across low-
and high-debt industries. Campello uses firm- and industry-level data
from Compustat. His dataset contains information on 128,133 firm-
quarters of firms in 71 industries between 1976 and 1996. In a two-
stage regression model, he first estimates the sensitivity of relative-
to-industry sales growth to relative-to-industry leverage. Then, he
examines how the worsening of economic conditions affects this
parameter. The same approach is used for calculating the sensitivity
of mark-ups to leverage.
Campello shows that when industry debt is high, mark-ups become
more countercyclical. These results confirm those of Chevalier and
Scharfstein (1996), who find that the degree of firm mark-up cycli-
cality depends both on the firm’s own financial constraints as well as
on the financial status of rivals. Next, when rivals are relatively
unlevered, firm leverage has a negative impact on relative-to-industry
sales growth during recessions, but a positive influence during booms.
When rivals are relatively levered, no such effects are found. These
results are in line with Telser’s (1966) long-purse argument that highly
levered firms in lowly levered industries are forced out of the market
during recessions. In these downturns, it is also difficult to renegoti-
ate debt contracts as credit is tight, which makes predation more likely.
775No evidence is found for the limited liability model of Brander and
Lewis (1986).
Clayton and Ravid (2002) investigate the link between capital struc-
ture and product market behavior in the context of firms’ bidding
behavior for FCC spectrum auctions (a multiple-round auction for
broadband airwaves). The paper combines data from FCC spectrum
auctions (between December 1994 and March 1995) with financial
data from Compustat and data on the market value of debt from Warga
Lehman Brothers’fixed income database. Clayton and Ravid have full
information on 14 large companies involved in 150 company-bid pairs.
Clayton and Ravid perform two major empirical tests. First, they
regress the highest bid of a firm on the firm’s leverage, the weighted
average debt ratio of competitors, some proxies for the firm’s bank-
ruptcy risk (interest coverage ratio, Altman’s Z-score and bond
ratings),26 interaction terms between firm leverage and these proxies
and a set of control variables. They find that when leverage increases,
firms tend to lower their bids and thus behave less competitively. Fur-
thermore, if competitors have higher debt ratios, firms tend to reduce
their bid even more. Although the effect of leverage on competition
is opposite to what Brander and Lewis (1986) predict, this result is
consistent with Showalter (1995) as competition here is in prices rather
than quantities. The interest coverage ratio is the only significant bank-
ruptcy proxy, but with an unexpected negative sign. So, the higher the
bankruptcy threat, the higher the company’s highest bid. The interac-
tion terms are not significant. The second empirical test, which models
the probability of winning the bid, largely confirms the results already
found. This probability is negatively related to firm leverage and
(insignificantly) negatively related to competitor leverage. Now, the
bankruptcy proxies have the expected negative sign, except for the
interest coverage ratio, which is insignificant in this regression.27
So, firms with a larger probability of going bankrupt have a lower
probability of winning the bid.
Borenstein and Rose (1995) look into the much-debated pricing
strategy of firms filing for bankruptcy using data from the airline
industry. From a sample of 1,777 airline routes offered by firms that
file for (Chapter 11) bankruptcy between 1987-1993, they find evi-
dence that airlines threatened by bankruptcy reduce their prices by
5,6% in the period of 6 to 3 months before they eventually file. How-
ever, in the 3 months before and the 6 months after filing, airlines do
not cut prices. Also, rival prices do not seem to respond heavily to the
776filing. Borenstein and Rose conclude that the price cuts may be ratio-
nal in that they represent a drop in customer demand following cus-
tomers’lower perceived quality of financially distressed airlines. All in
all, they find little evidence that bankruptcy itself affects an airline’s
pricing behavior.
3. Investments
McConnell and Servaes (1995) look at how corporate value (mea-
sured by Tobin’s Q) is affected by leverage and equity ownership
structure (corporate insiders, institutional and block ownership) on a
sample of 1,764 U.S. listed firms in 1976, 1986 or 1988. They split
up their sample into high- and low-growth firms (using their P/E ratio,
Value Line’s sales growth forecast or five-year historical sales growth)
and perform regressions of Q on leverage, ownership and some con-
trol variables. In line with the theoretical predictions of Hart and
Moore (1995), they find that for high-growth firms, Q is significantly
negatively related to leverage and vice versa for low-growth firms.
The relation between ownership structure and corporate value is less
clear-cut. First, the relation between inside ownership and corporate
value is curvilinear: the simple term is significantly positive whereas
the quadratic term in inside ownership is significantly negatively
related to corporate value in most regressions. Second, institutional
ownership is always significantly positively related to Q for low-
growth firms (supporting the efficient monitoring hypothesis), and
almost always positive for high-growth firms. Finally, block owner-
ship is always positively (but not always significantly so) related to
Q for low-growth firms, but not for high-growth firms.
Kovenock and Phillips (1997) examine how capital structure and
product market characteristics interact to affect plant exit and invest-
ment decisions in an environment where firms increased their leverage
through LBOs or recapitalizations. Their study is executed at the
firm level using data from ten industries over the period 1979-1990.
The industry selection is based on three criteria: one of the top-four
firms in the industry increased leverage by more than 25%, the indus-
try produces commodity goods and is in manufacturing. The depen-
dent variables are plant closing (dummy = 1 if the firm closes a plant
in a particular year), respectively investment decisions (capital expen-
ditures/beginning period assets, respectively dummy = 1 if the firm
invests >5% of year-end assets). Independent variables are from three
777classes: capital structure variables, plant efficiency variables and vari-
ables capturing market structure, demand and demand changes.
The results show that although debt does not affect exit and invest-
ments directly, it plays an important role when interacted with con-
centration measures. Recapitalizing firms in highly concentrated
industries are more likely to close down plants and invest less. Rivals
are less likely to shut down plants and invest more when the leveraged
firm has a high market share. So, Kovenock and Phillips find that
increasing leverage is consistent with more passive investment
behavior by the recapitalizing firm and more aggressive behavior by
rival firms. The first observation is in line with models that find anti-
competitive effects of debt (e.g., Showalter (1995); Spagnolo (2000);
Faure-Grimaud (2000)). The increase in rival aggressiveness can be
linked to predation models. Another important result is that plant-level
productivity and industry capacity utilization are highly significant
variables in explaining investment and plant closing decisions, even
more important than capital structure. The results further show that
industry concentration, capacity utilization, and relative plant pro-
ductivity are significant determinants of recapitalization decisions.
Indeed, by using lagged values of these variables, the paper shows
that capital structure changes are a response to longer-run changes in
industry demand and supply conditions.
4. Predation, entry and exit
In a lot of empirical contributions discussed so far (e.g., Chevalier
(1995a); Phillips (1995); Kovenock and Phillips (1997); Campello
(2003)), part of the results can be placed within the framework of pre-
dation. In this section, papers focus on entry and exit decisions and
their relation to capital structure and market characteristics. Chevalier
(1995b) concludes that rivals find entry and expansion attractive after
a firm undergoes an LBO. Zingales (1998) shows that highly levered
firms are less likely to survive, especially in more concentrated indus-
tries with high entry barriers. Khanna and Tice (2000) look at how
firm and market characteristics affect incumbents’behavior upon entry
whereas Huyghebaert and Van de Gucht (2004) investigate the rela-
tion between competition, leverage and survival for a sample of start-
up firms, which are especially prone to predation.
Chevalier (1995b) examines the effect of a change in capital struc-
ture on firm value (stock prices) and product market competition
778(entry, exit and expansion) by investigating LBOs in the supermarket
industry. She uses the same set of firms as in Chevalier (1995a). Non-
LBO rivals find expansion and entry attractive in markets dominated
by LBO firms and their share prices respond positively to an LBO
announcement. These results support the hypothesis that increases in
debt make firms compete softer,28 while the increase in rivals’aggres-
siveness fits into the framework of predation models (e.g., Fudenberg
and Tirole (1986); Bolton and Scharfstein (1990)).
Zingales (1998) investigates how leverage affects a firm’s ability to
respond to unexpected changes in its competitive environment by
investigating its survival as independent organization. In addition, he
also examines the effects on investment and pricing decisions. His
sample consists of firms in the U.S. trucking industry, where a change
in regulation provoked an exogenous shock in the competitive frame-
work and in firm leverage. It contains 941 general freight carriers with
more than $1 million in operating revenues in 1977, and covers the
period 1977-1985. The main results are that, after controlling for effi-
ciency and the ex ante probability of exit by means of Altman’s Z-
score, highly levered firms are less likely to survive. The less com-
petitive (the more the firm belongs to the LTL market segment),29 the
stronger this effect is. With respect to investments, Zingales finds that
exiting firms suffer from an underinvestment problem linked to their
initial debt level, but he admits that this effect may be caused by unob-
served heterogeneity in firm quality. Regarding prices, he finds that
high debt reduces the price in limited competitive markets. The latter
results are different from those of Chevalier ((1995a), (1995b)) and
Phillips (1995), who find that prices rise after increases in leverage.
Zingales assigns these differences to the fact that Chevalier and
Phillips examine homogenous goods industries, where customers’per-
ceptions of the firm’s financial health do not largely influence pro-
duct prices. His results thus confirm the findings of Titman (1984)
and Maksimovic and Titman (1991). Furthermore, they also support
predation models of Telser (1966), Poitevin (1989) and Bolton and
Scharstein (1990). In sum, Zingales concludes that the relation
between prices and leverage is highly dependent on the nature of
goods and the financial position of rivals. It may thus be possible that
not the fittest (most efficient) firms survive, particularly when shallow-
pocketed firms are more prone to predation.
Khanna and Tice (2000) look at how firm and market characteris-
tics affect incumbents’behavior once a Wal-Mart discount store enters
779their market. Their sample consists of 69 discount store chains whose
three-digit Zip code markets were invaded by Wal-Mart in the period
1975-1996. In total, data is available on 1,209 firm-market pairs. Firm
characteristics include (inside and public) ownership, leverage, firm
diversification, chain size and profitability. Market characteristics
include sales growth, rival characteristics (e.g., market shares, the
chain’s dependency on this particular market) and competition
(Herfindahl index).
Khanna and Tice use an ordered probit regression model to esti-
mate the effect of firm and market characteristics on the firms’
response (expansion, no change, plant closing) to entry. First, firms
that underwent an LBO respond more aggressively, which supports
the limited liability model of Brander and Lewis (1986).30 However,
highly levered firms that did not undergo an LBO respond less aggres-
sively to Wal-Mart entry, which is inconsistent with Brander and
Lewis (1986). Next, Khanna and Tice find that in markets with no
entry, high-debt firms compete more aggressively than firms with low
debt. Other interesting results from these ordered response regression
models are that firms with higher inside ownership and larger market
shares behave less aggressively whereas larger, more profitable and
more companies behave more aggressively, ceteris paribus.
Huyghebaert and Van de Gucht (2004) examine the links between
competition, leverage and entrepreneurial exit. They develop three
main hypotheses. The first conjectures that competition is positively
related to the exit probability of start-ups. The nature of industry com-
petition is measured by industry concentration ratios and by the com-
petitive strategy measure (CSM) developed by Sundaram et al. (1996).
CSM divides markets according to whether competition is in strate-
gic complements or in strategic substitutes.31 The second hypothesis
investigates whether highly levered start-ups are more likely to exit
under competitive pressure whereas the third hypothesis suggests a
motive for the relation, in particular the existence of financial market
predation.
The empirical analysis is conducted on a data set of 235 entrepre-
neurial start-ups in Belgian manufacturing that are followed over the
period 1992-2002 and their industry (four-digit NACE) incumbents.
The results show that the likelihood of exit increases when strategic
actions are aggressive and decreases when the industry competes in
strategic substitutes; traditional concentration ratios have no significant
impact. So, CSM is found to be more representative for the nature of
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industry competition than industry concentration ratios. Also, highly
levered start-ups are more sensitive to competition, but only if com-
petition is in strategic complements. Finally, the paper shows that the
relation between leverage, CSM and survival is only significant when
the potential for adverse selection and moral hazard (measured by the
historical industry failure rate) is substantial, confirming the financial
market predation model.
V. CONCLUSIONS
So, what have we learned in two decades about the interactions
between capital structure and product markets? That product markets
influence financial structure? Yes! That they are an important determi-
nant of capital structure next to taxes, information asymmetries, agency
costs, etc.? Sometimes, it depends. Papers have shown that this can
depend on the type of product (Titman (1984); Titman and Maksimovic
(1991); Wanzenried (2003); Titman and Wessels (1988)), the relative
bargaining power between firms and NFS (Subramaniam (1998);
Krishnaswami and Subramaniam (2000); Bronars and Deere (1991);
Perotti and Spier (1993); Sarig (1998); Huyghebaert and Van de Gucht
(2002); Istaitieh and Rodriguez (2003)), the type of bankruptcy costs
(Brander and Lewis (1988)), the type and degree of output market com-
petition (Showalter (1995); Schargrodsky (2002); Dasgupta and Tit-
man (1998)), the type of uncertainty in the output market (Showalter
(1995); Showalter (1999)), the elasticity of demand (Maksimovic
(1988); Dasgupta and Titman (1998)). Next to further verifying,
extending and institutionalizing the presented theoretical and empirical
work, some other challenges for future research have emerged from
the papers discussed in this article. Specifically, important avenues for
future research are to further examine the dynamics of capital structure
(e.g., how does reputation affect financing decisions) and to study the
impact of product market characteristics on corporate financing stocks
and flows (cfr. Welch (2004)).32 A good research design and data set
may further offer interesting prospects on how input and output mar-
ket behavior affects capital structure because, as shown by this review
article, the research in this area up till now is largely theoretical.
The impact of capital structure on product market behavior is almost
always an endogeneous relation. This inherent endogeneity problem
forces researchers examining the product market effects of financialpolicy to be creative in their research design. Next, theoretical work
has shown that, depending on the underlying assumptions, increases
in debt can increase (Brander and Lewis (1986), Maksimovic (1988))
or decrease (Faure-Grimaud (2000), Spagnolo (2000)) firm aggres-
siveness, which further imposes requirements on the research design.
The empirical results largely confirm the anti-competitive stream
(Chevalier (1995a,b); Opler and Titman (1994); Clayton and Ravid
(2002)) although some studies (e.g., Zingales (1998)) find pro-com-
petitive effects of debt. Debt can also influence a firm’s pricing (Das-
gupta and Titman (1998); Clayton and Ravid (2002); Borenstein and
Rose (1995)) and investment decisions (Dotan and Ravid (1985);
Allen (2000); Kovenock and Phillips (1997)). Finally, capital structure
decisions influence the probability of predation and exit (Fudenberg
and Tirole (1986); Poitevin (1989); Bolton and Scharfstein (1990);
Fernandez-Ruiz (2004); Maurer (1999); Lambrecht (2001); Kanatas
and Qi (2001); Khanna and Tice (2000); Huyghebaert and Van de
Gucht (2004)). Most of the papers up till now have examined how
the debt-equity mix drives these decisions, but theoretical work (e.g.,
Glazer (1994); Faure-Grimaud (2000); Hart and Moore (1995);
Kanatas and Qi (2001)) suggests that other aspects of the financing
mix may also matter. Future research examining the role of capital
structure on product market behavior therefore may greatly benefit
from taking into account the debt mix, debt maturity structure, debt
seniority structure, covenants, etc.
NOTES
1. This assumption has been disputed by Haugen and Senbet (1978), who claim that
liquidation is a capital budgeting decision that should be considered independently
from the event of bankruptcy. Debtholders can buy out stockholders and liquidate
whenever the firm is worth more dead than alive. Titman therefore assumes that a
firm can survive even when its liquidation value exceeds its operating value thanks to
transaction costs and free-rider problems (e.g., Grossman and Hart (1980)).
2. It is assumed that the firm cannot issue debt of higher priority than its currently out-
standing debt. If not, it would have less incentives to expropriate existing creditors by
reducing quality as it can more efficiently expropriate them by issuing senior debt.
3. By contrast, Titman (1984) finds that firms selling highly differentiated products take
on less debt as customers price the expected liquidation costs associated with higher
leverage.
4. When demand will be high, the levered firm will produce the same output as if it was
uninformed.
5. By contrast, Greer (2002) shows that in the presence of a quantity leader, long-term
debt can have competitive effects. The reason is that the follower’s incentives to
appease the leader in earlier periods are drawn out by an increased risk of bankruptcy.
7826. In an extension of his model, Faure-Grimaud (2000) finds similar results albeit under
a different mechanism. In his model, firms decrease first-period output to increase the
odds of getting a reward when performance is bad. In the last period, firms act more
aggressively as they no longer need refinancing.
7. This reward can take many forms, such as giving back some asset initially pledged as
collateral, providing additional funds for good performers or allocating a private or
reputational benefit to the firm’s shareholders.
8. Investment and production decisions do not entirely coincide when firms decide to
invest in idle capacity.
9. DeAngelo and Masulis (1980) show that when a firm has non-debt related tax shields,
debt becomes more expensive if it cannot shield any income from taxes.
10. This assumption is hard to maintain when firms with positive NPV projects have
access to perfect capital markets.
11. The reason is that firms with high bankruptcy costs can renegotiate better con-
tract terms than firms with low bankruptcy costs, which may result in a competi-
tive advantage for the firm and even reverse the order in which firms are expected
to exit.
12. Their results are confirmed by Hovakimiam et al. (2001). Conversely, Welch
(2004) finds no significant evidence that R&D/sales and selling expenses/sales
are related to financial structure. Welch, however, points out that the proxies used
by Titman and Wessels may be more related to asset intangibility than to product
uniqueness.
13. Throughout the paper, the authors argue that screening and monitoring performed by
banks in start-ups likely differs from that in established firms. For example, banks
choose to finance a smaller fraction in firms that face large adverse selection problems,
which is contrary to what has been found for large, listed firms.
14. Welch finds that adding twenty ‘determinants’ of capital structure to a model with
only stock price effects raises the R2 from 43% to 54% in a k=1 equation and from
40% to 59% in a k=5 equation.
15. Sarig (1998) also adds some empirical evidence to his theoretical framework. He finds
that after controlling for industry-specific determinants of wages and leverage, the
share of profits received by employees is increasing in leverage. However, his dataset
only allows for intra-industry comparisons. By contrast, Bronars and Deere (1991)
show that firms facing a higher probability of unionization, measured by the fraction
of industry employees that are covered by a collective bargaining agreement, main-
tain higher debt-equity ratios. The latter result is also consistent with Perotti and Spier
(1993), who argue that by exchanging debt for equity, a firm can extract concessions
from (unionized) workers.
16. Median sales growth and median stock returns below the 30%-percentile, which are
calculated across all three-digit SIC industries. The drop in sales can be interpreted as
demand uncertainty.
17. Jagannathan and Srinivasan (1999) provide evidence that product market competition
reduces agency problems of equity. They split up their sample of 165 U.S. companies
into generalists and specialists, according to whether they service the entire market or
target a niche. They find that future profitability is significantly positively related to
leverage changes for specialists and significantly negatively for generalists. They show
that competition reduces managerial slack and find support for Jensen’s (1986) free
cash flow theory when competition is weak and for Myers’(1984) pecking order the-
ory when competition is strong.
18. When firms set quantities (Cournot competition) instead of prices, the strategic invest-
ment model shows that after increasing debt, the firm still produces less and its rival
produces more, but now the firm’s own profits are lower. So, it is better off without
debt.
78319. The two definitions largely coincide, except for two-digit SIC industries 30, 
32, 38.
20. The average industry debt ratio is included as regressor variable. Also, a variable that
interacts marginal revenue with a dummy variable that equals one following the recapi-
talization is included in the regression.
21. To further test this interpretation, Phillips examines whether managers’ and share-
holders’ incentives become more aligned after recapitalizations. For this purpose, he
compares pay-performance measures over a 15-year window by regressing changes in
executive compensation on changes in shareholder wealth, stock returns, returns
on assets and changes in sales. The results show that changes in compensation are
positively related to changes in shareholder value for the period following the
recapitalization, but not for the period before. During the latter period, executive com-
pensation is significantly related to changes in sales, which is consistent with manage-
rial empire building.
22. Depending on whether prices are below or above their value-maximizing level, firms
will raise or cut prices during recessions. Switching cost models assume prices are
below whereas collusion models assume prices are above this level. As a result,
switching cost models predict that prices will be increased during recessions.
23. This is the operating margin in the industry, corrected for the procyclical effect of
fixed costs (see Hall (1988)).
24. The correlation between log detrended capital expenditures, respectively log detrended
inventories and log detrended GNP.
25. The supermarket industry does have the disadvantage that customer switching costs
play only a minor role and that the food industry is less cyclical than other industries.
26. Clayton and Ravid (2002) pose that the choice of leverage is endogenous. To measure
the effect of leverage on auction bids, they therefore control for firm characteristics
and bankruptcy risk. Even though leverage is significant, the bankruptcy measures are
insignificantly related to the firm’s highest bid.
27. The authors blame the unexpected results for the interest coverage ratio on the noise
in this variable. Operating income can vary dramatically from period to period, and if
a firm experiences a period of low operating income, the interest coverage ratio can
fall below 1.0 or even become negative.
28. The toughness of price competition in two markets differs if, holding constant these
markets’ concentration, price-cost margins in these markets differ (Sutton (1991)).
Chevalier assumes that this definition of (price) competition also includes quality com-
petition, without distinguishing between both.
29. The two main segments of the trucking industry are the truckload (TL) and the less-
than-truckload (LTL) segment, where the second has less collateralizable assets, needs
more specific investments (and thus higher entry barriers and more possibilities to sell
differentiated goods), and is less competitive. Zingales divides the sample into three
groups according to whether firms belong more or less to the TL segment and con-
siders differences in results across the three groups as stemming from differences in
the competitive setting.
30. This result is not in line with earlier research by Phillips (1995), Chevalier (1995a, b),
Chevalier and Scharfstein (1996), who find that firms that underwent an LBO become
less aggressive.
31. More specifically, CSM looks at whether the firm’s marginal profits are increasing or
decreasing in competitor outputs. Under strategic complements, firms match strategic
moves, and thus compete more fiercely.
32. A firm’s financing stock is its debt ratio, which can be compared to its target ratio
(which results from weighing the static benefits and costs of debt). A firm’s financing
flows are the specific incremental choices between different securities, and depend
more on information and contracting.
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ABSTRACT
We show that the results of a CAPM test are quite sensitive to the details of the
test design. Especially crucial are the aspects related to the weight one gives to
small, low-reputation stocks when constructing both the factor portfolios and the
test or style portfolios whose returns are to be explained. To fit our observed
returns we need to redesign the size and distress factor portfolios into two fac-
tor portfolios each, one for extremely small or distressed stocks relative to non-
extreme stocks, and one for moderately small or distressed stocks versus larger
or growth compamies. This alternative model does a better job in pricing stocks,
both in the US and internationally, than the standard four-factor CAPM model
with factor portfolios designed following Fama and French ((1992), (1993),
(1995), (1996a), (1996b), (1998), (2000)), Carhart (1997), Jegadeesh and Titman
(1993) and Rouwenhorst (1999).
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The empirical anomalies that emerged from CAPM tests, such as the
size, distress and momentum effects (Banz (1981); Stattman (1980)
and Rosenberg, Reid and Lanstein (1985); Jegadeesh and Titman
(1993)), have quickly been incorporated into generalized asset pricing
models. Empirical work by e.g. Fama and French ((1992), (1993),
(1995), (1996a), (1996b), (1998), (2000)), Carhart (1997) or Rouwen-
horst (1999) reveals that these additional factor portfolios significantly
improve the model’s ability to capture the cross-sectional variation of
stock returns, both within the US and internationally. The purpose of
our paper is to extend these tests to a data set that has a uniquely wide
coverage both across the size spectrum and across countries. We find
that both in the US and internationally the ten percent smallest stocks
do not fit the standard models, and there generally appear to be non-
linearities missed by the standard three-factor FF model. In general,
we need more than one return differential – that is, we need more than
two portfolios – to capture the relationship between return and expo-
sure to size or distress across the entire spectrum. The resulting gen-
eralized model provides a risk-return relation that outperforms national
and global one-, two- or four-factor CAPMs (with market, size, dis-
tress, and momentum portfolios), the international CAPM with its
exchange-factor portfolios, and the nested version of the international
CAPM and the global four-factor model.
The structure of the paper is as follows. Section II focuses on the
US market, the subject of most of the extant research. Our starting
point is a replication of the Fama and French ((1993), (1996)) tests on
a data set that potentially includes more – and, notably, smaller –
stocks than those provided in the standard sources. When following
the Fama and French (henceforth FF) procedure as closely as possi-
ble re data coverage we do find similar results as the original study,
despite the different period (1980-2000 rather than 1963-1993), as
shoiwn in Section II.A. In Section II.B. we then gradually modify the
procedure, and notably increase the data coverage and the room given
to small stocks. The result is large positive alphas for the lowest size
decile and smile/smirk patterns across the board. Thus, we may need
to add not just momentum but also an extra small-firm and distress
factor to the original FF trio (market, SMB and HML). Our tests (Sec-
tion III) of this candidate factor specification in the US market reveal
that the extended model does explain various style portfolio returns,
790whether stratified across one or two styles and whether separated from
the factor-portfolio data or not. In Section IV, then, we venture beyond
the US borders and successfully test our extended asset pricing model
against competing models, using various style portfolios (size, book-
to-market, and momentum) as well as industry and country index
returns. Section V concludes.
II. THE FAMA-FRENCH MODEL AND THE SMALL-FIRM
ANOMALY REVISITED
Our first test design tries to be as close as possible to Fama and French
(1993). We then test the robustness to modified designs. Some mod-
ifications are inspired by data availability outside the US, but the main
change is the increased room for smaller stocks.
A. Data
Most studies look at the CRSP stocks (NYSE, Amex and NASDAQ)
or, for international studies, Datastream stocks to the extent that book
values are available. This data restriction eliminates primarily small
stocks, and this could be problematic since even in standard data bases
the low-cap end of the spectrum displays anomalies. In addition, the
Fama-French tests (and many thereafter) discard data on financial cor-
porations. Lastly, the standard Datastream data base is the “market
list” which contains only stocks that are alive at the time of down-
loading, implying survivorship bias. We therefore include all NYSE,
Amex, NASDAQ and NASDAQ Small-Cap stocks from Datastream’s
“research lists”, after careful cleaning-up and filtering of these data.
This US data set is part of the larger one, covering 264 months (1980-
2000) and 39 countries, and described in a separate appendix available
on request.
B. Fama-French replication
To set the stage we replicate the Fama and French (1993) test on our
database, initially using the same termination date as they do in their
1996a study, end 1993. We start with an explicitly review of the main
steps in their procedure since we will return to many of these in our
robustness checks below.
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stocks are regressed on three factor portfolios: the market portfolio, the
size factor and the distress factor. To mimic Fama and French (1993)
as closely as possible we use, in this first test, all stocks for which
Datastream provides market caps and (positive) book values. At the
end of June of each year, all these stocks are allocated to either of
two groups (small or big, denoted S or B) depending on whether their
early-June market cap is below or above the median market equity
for NYSE stocks.1 All stocks are also allocated, via an independent
second sort, into one of three book-to-market (B/M) equity groups
(low, medium, or high, denoted L, M, or H); the watershed values are
the 30th and 70th percentile values of B/M-ranked NYSE stocks.
For the purpose of constructing the factors, six size.B/M portfolios
are then defined as the six intersections of the two size groups and the
three B/M groups. These six intersections are labeled S/L, S/M, S/H,
B/L, B/M, and B/H. Value-weighted monthly returns on the six port-
folios are calculated from July till June next year. For each month, the
size factor SMB is computed as the difference between the returns on
small stocks (the average of the returns on the three small-stock port-
folios, S/L, S/M and S/H) and big stocks (the average returns on the
three big-stock portfolios, B/L, B/M and B/H). The distress factor HML
is the difference between, on the one hand, the average of the returns
on the two high B/M portfolios (S/H and B/H) and, on the other, the
average of the returns on the two low B/M portfolios (S/L and B/L).
Note that the returns are value-weighted within each of the six size-
B/M portfolios, while for the calculation of SMB and HML, equally
weighted averages are taken across the three S/. or B/. portfolios.
For the purpose of generating test portfolios (that is, portfolios
whose returns need to be explained by the factors), 25 size-B/M port-
folios are formed following the same procedure as for the six size-B/M
portfolios underlying SMB and HML, except that quintile breakpoints
for size and B/M for NYSE stocks are used to allocate all stocks to
the portfolios rather than the median or the 30th and 70th percentile
values. Negative-B/M firms are discarded when calculating the break-
points or forming size-B/M test portfolios.
The regression equation is:
Ri – rf = ai + bi (Rm – Rf) + giSMB – diHML + ei (1)
Generally monthly portfolio returns do not exhibit significant auto-
correlation. This was confirmed by the insignificant Durbin-Watson
792coefficients of each equation. But the returns do exhibit conditional het-
ero-skedasticity over time. Following Fama-French we initially ignore
this, but towards the end we do shift to a hetero-skedasticity-consistent
covariance matrix produced by the GMM version of OLS/SUR.2 It
appears that the GMM covariance matrix leads to fewer significant
alphas than the OLS ones, but the difference is never very pronounced.
TABLE 1
Alpha estimates of Fama and French (1996a)
Size Book-to-market
Low 2 3 4 High
Small –0.45 –0.16 –0.05 0.04 0.02
2 –0.07 –0.04 0.09 0.07 0.03
3 –0.08 0.04 0.00 0.06 0.07
4 0.14 –0.19 –0.06 0.02 0.06
Big 0.20 –0.04 –0.10 –0.08 –0.14
Italic signals significance at a 5% level using the OLS standard error.
TABLE 2
Alpha estimates of Fama and French replication
Size Book-to-market
Low 2 3 4 High
Small –0.02 –0.25 0.14 0.18 0.26
2 –0.47 –0.08 0.30 0.14 0.06
3 –0.33 0.02 –0.06 0.02 0.02
4 –0.09 –0.01 –0.10 –0.07 0.00
Big 0.19 –0.01 0.03 –0.07 –0.39
Italic signals significance at a 5% level using the SUR standard error.
For the reader’s convenience, Table 1 reproduces the alphas
obtained in the original Fama and French (1996a) study. Table 2 then
shows our own alpha estimates from the new data. The underpricing
(or return shortfall) that, in FF (1996a), occurred for the small, growth
stocks seems to have shifted up one class, into the second size quintile,
possibly because part of our first size quintile is missing in the
793FF database. In addition, the return anomalies for the distress stocks
(the rightmost column) have become more pronounced, both alge-
braically and statistically. There may also be evidence of what looks
like interactions: the extreme size-distress combinations show most
mispricing, with the corner cases on the main diagonal being over-
priced and those on the secondary diagonal underpriced. Still, the dif-
ferences are not massive.
In the next subsections we verify whether these results are robust
to minor modifications in the research design. We then gradually
extend the coverage and the weight given to small stocks. When we
do this at the factor-portfolio side, the fit improves, suggesting that the
broadened factors do better. But a similar extension of the coverage
on the left-hand-side (the test portfolios) worsens the fit, leaving us
with an inadequate model.
C. The impact of tangential design variations relative to FF
Table 3 lists some minor differences between our tests and the origi-
nal FF design. Many of these will be modified so that their impact can
be tested. Table 4 to Table 13 demonstrates the evolution of the three-
factor-model alphas, when in each step an extra design element is
altered. Our starting point is Table 2, repeated for convenience as
Table 4. Each change is maintained in subsequent tests – that is,
changes are cumulative – with one exception that will be noted when
it comes up.
We start with the time period. Table 4, Table 5 and Table 6 only differ
regarding the years of data, with Table 4 showing the pre-1994 alphas
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TABLE 3
Design differences with Fama and French (1996a)
Fama and French (1996a) De Moor and Sercu
Financial firms excluded3 Financial firms included
US T-bill rate from CRSP,  US T-bill rate from IMF,
end of month monthly average
Period: 7/63-12/93 Period: 7/80-12/93
Value-weighted returns: CRSP Value-weighted returns: DataStream
No IPO’s; at least 24 months of data IPO’s allowed
Book values from Compustat Book values from DataStream795
TABLE 4
Fama and French replication: data from 1980-1993
Size Book-to-market
Low 2 3 4 High
Small –0.02 –0.25 0.14 0.18 0.26
Small –0.02 –0.25 0.14 0.18 0.26
2 –0.47 –0.08 0.30 0.14 0.06
3 –0.33 0.02 –0.06 0.02 0.02
4 –0.09 –0.01 –0.10 –0.07 0.00
Big 0.19 –0.01 0.03 –0.07 –0.39
TABLE 5
Fama and French replication: data from 1994-2000
Size Book-to-market
Low 2 3 4 High
Small –0.12 0.24 0.12 0.37 0.25
2 –0.50 –0.27 –0.24 –0.23 0.12
3 –0.33 –0.63 –0.30 –0.37 –0.15
4 –0.35 –0.44 –0.55 –0.28 0.19
Big 0.37 –0.25 –0.56 –0.48 0.11
TABLE 6
Fama and French replication: data from 1980-2000
Size Book-to-market
Low 2 3 4 High
Small –0.03 –0.10 0.13 0.24 0.27
2 –0.48 –0.15 0.14 0.01 0.07
3 –0.32 –0.18 –0.15 –0.10 –0.02
4 –0.18 –0.16 –0.27 –0.16 0.05
Big 0.26 –0.10 –0.18 –0.20 –0.21
Italic signals significance at a 5% level using the SUR standard error. GMM,
used in Table 13, takes into account cross-equation correlation and intertempo-
ral hetero-scedasticity. “Narrow-based” refers to observations with both market-
and book-value data. “Broad-based” data use all data whenever possible even if
book value is missing. “NYSE” or “all” refers to the list – broad or narrow – from
which the required deciles are computed.(the overlap with FF (1996a)), Table 5 displsying the post-1993 results,
and Table 6 the alphas for the full sample. Apparently the chosen time
period in the design of a CAPM test does not influence the results
much. The same seems to hold for the choice of the risk-free rate and
the market index. Specifically, when going from Table 6 to Table 7 the
risk-free rate becomes the US discount rate instead of the US T-bill
rate,4 and the market return is Datastream’s US market return, not the
value-weighted return on all stocks in the size-distress portfolios plus
the negative-book-value equities as in Fama and French ((1993),
(1996a)). Again we cannot detect much difference in the alphas.
In the data underlying Table 8 the compositions of both the test and
the factor portfolios are updated every month instead of yearly. Com-
pared with the result of Table 7, it is clear that the three-factor model
no longer seems to do a good job in pricing the 25 unmanaged size-
distress portfolios if portfolios are updated more frequently. As there
is no intrinsic reason why this should be so, we keep using monthly
updating in the tests below, as an anomaly or at least an issue of
robustness that should be resolved.
D. Increasing the coverage and weight for small firms in FF
The next three design features whose impact should be verified all have
to do with the weight, or lack thereof, given to small stocks. First, the
FF procedure is to discard stocks for which either book value or mar-
ket cap is missing, a restriction that tends to eliminate mostly small
companies. Thus, the standard SMB and HML may overlook part of a
small-firm effect. Simultaneously, any such deficiency in the factors
may never show up because the companies most affected by the poten-
tially missed factor are missing on the left-hand side too. Second, in FF,
the assignment of stocks to factor portfolios or test portfolios is based
on NYSE percentile values even though the data base also includes
Amex and NASDAQ stocks. This results in size groups with more firms
in the smaller categories and, likewise, distress groups with more stocks
in the growth or low book-to-market category. The third design feature
in FF that may underplay any small-firm effect is value weighting.
While the portfolio-theory logic underlying the CAPM dictates value
weights as far as the market portfolio is concerned, there is no such
theoretical basis for the size and distress factors. One drawback of value
weighting is that the S factor portfolio, even though it contains all
below-median stocks, is dominated by the comparatively larger ones,
796those close to the median size.5 Since, in addition, the median is the
NYSE one, the value-weighted S portfolio really is more of a mid-cap
portfolio than the small-cap one like its name would suggest. For these
reasons we experiment with more equal-sized portfolios, equal weight-
ing, and stocks with missing book data, fully realizing that this may
carry its drawbacks: small firms may suffer from excess noise because
of thinner markets and patchier attention from analysts.
We start with the weighting scheme, introducing equal weights in
turn on the test and factor sides. (Thus, for this once the changes
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TABLE 7
Using the Datastream market return and the USD discount rate for Rm and Rf
Size Book-to-market
Low 2 3 4 High
Small –0.04 –0.12 0.12 0.22 0.24
2 –0.50 –0.17 0.13 0.00 0.05
3 –0.34 –0.20 –0.17 –0.12 0.05
4 –0.20 –0.18 –0.30 –0.18 0.03
Big 0.24 –0.13 –0.21 –0.22 –0.22
TABLE 8
Monthly updating of the size- and distress factor portfolios and test portfolios
Size Book-to-market
Low 2 3 4 High
Small –0.25 –0.39 –0.21 0.11 0.39
2 –0.41 –0.15 –0.41 –0.16 0.18
3 –0.29 –0.41 –0.50 –0.20 –0.04
4 –0.04 –0.30 –0.67 –0.35 0.01
Big 0.28 –0.21 –0.29 –0.37 –0.04
Italic signals significance at a 5% level using the SUR standard error. GMM,
used in Table 13, takes into account cross-equation correlation and intertempo-
ral hetero-scedasticity. “Narrow-based” refers to observations with both market-
and book-value data. “Broad-based” data use all data whenever possible even if
book value is missing. “NYSE” or “all” refers to the list – broad or narrow – from
which the required deciles are computed.between Table 9a and Table 9b are not cumulative.) For test portfo-
lios, if equal weighting produces more rejections of the model, the
change in the design should be maintained in the sense that the new
test apparently has more power. If equally-weighted factor portfolios,
in contrast, lead to more rejections, this change is not to be maintained
since it means the new factor is mis-specified. Going from Table 8 to
Table 9a or 9b, we see that either change in itself has but a small effect
on the number of rejections (which goes up from 14 to 15 in each
case). Introducing equal weighting on both sides simultaneously, as in
Table 9, adds one more rejection; in addition, the unexplained returns
are also economically larger.
We now show that these problems diminish when we also extend
the size coverage of the factor portfolios, and worsen again when we
do the same on the test-portfolio side. In Tables 10 to 13, the factor
portfolios are built from all stocks, not just those with both market-
and book-value data. Specifically, the size factor is now computed as
the difference between the equally weighted average return for all
stocks above the median versus the average for all below-median
stocks, whether they provide book-value information or not; similarly,
the distress factor is the difference of the equally-weighted returns on
portfolios containing the firms that rank below the 30th or above the
70th percentile re B/M. These percentiles are, for the time being, still
based on NYSE stocks with full data.
In this new test, the coverage for distress is the same as before,
since market values are almost never missing. For the size variable,
in contrast, the number of stocks goes up by over 60 percent on aver-
age. Indeed, on average, 40% of Datastream’s NYSE stocks have no
accounting data. This average hides a strong time trend: in the early
1980s, two Datastream records out of three lacked book values, but
this ratio is down to one out of ten by 2000. Similar numbers hold for
non-NYSE stocks. Since the total number of stocks in the 1980s is
lower too, we can expect a substantial improvement of the quality of
the size portfolios in the beginning of the sample period if we drop
the FF data requirement. In addition, the missing firms are predomi-
nantly small: when dropping the data filter, the mean market cap falls
by about 50 percent on average – in fact, by 80% in the early years,
10% in the most recent ones.
Comparing the alphas of Table 10 with those of the table before
shows that the broadened factor portfolios are more capable of pric-
ing unmanaged size-distress portfolios. The number of rejections drops
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TABLE 9A
Equally-weighted test portfolios, value-weighted factor portfolios
Size Book-to-market
Low 2 3 4 High
Small –0.06 –0.19 –0.08 0.20 0.72
2 –0.44 –0.14 –0.38 –0.12 0.22
3 –0.23 –0.39 –0.50 –0.22 0.02
4 –0.05 –0.30 –0.66 –0.40 0.06
Big 0.16 –0.43 –0.49 –0.53 0.07
TABLE 9B
Equally-weighted factor portfolios, value-weighted test portfolios
Size Book-to-market
Low 2 3 4 High
Small –0.48 –0.70 –0.53 –0.29 –0.12
2 –0.37 –0.29 –0.58 –0.37 –0.09
3 –0.15 –0.48 –0.62 –0.32 –0.27
4 0.19 –0.26 –0.72 –0.42 –0.19
Big 0.32 –0.20 –0.30 –0.38 –0.14
TABLE 9
Equally-weighted factor and test portfolios
Size Book-to-market
Low 2 3 4 High
Small –0.35 –0.54 –0.48 –0.27 0.14
2 –0.39 –0.26 –0.56 –0.33 –0.05
3 –0.09 –0.46 –0.62 –0.33 –0.19
4 0.18 –0.23 –0.70 –0.46 –0.12
Big 0.32 –0.39 –0.47 –0.56 –0.04
Italic signals significance at a 5% level using the SUR standard error. GMM,
used in Table 13, takes into account cross-equation correlation and intertempo-
ral hetero-scedasticity. “Narrow-based” refers to observations with both market-
and book-value data. “Broad-based” data use all data whenever possible even if
book value is missing. “NYSE” or “all” refers to the list – broad or narrow – from
which the required deciles are computed.markedly, from 16 to 9. This strongly suggests that the new factor
specification is a step in the right direction: the FF factors, by restrict-
ing the coverage to stocks with both a known market value and
a known book-to-market value, miss too many of the smaller firms.
Computing the 30th, 50th, and 70th percentile values from all NYSE
stocks even if not both values are available, as is done for the alphas
in Table 11, further decreases the number of rejections from 9 to 7.
Again, giving more room to the small stocks in the factor portfolios
improves the picture.
Similar changes can also be implemented on the test-portfolio side.
The most powerful results (in the sense of providing the highest num-
ber of rejections) were obtained as follows. We keep the earlier
25 pure-intersection portfolios as the starting basis of the new test
portfolios. The additional stocks, those with just size information, are
sorted into the five size buckets, and from there are transferred to one
of the 25 old intersection portfolios, taking care to stay within the
same size bracket but randomizing across B/M category. This proce-
dure shrinks the dispersion across distress classes, but everything else
being the same, also reduces the noise in the portfolio returns.6 Thus,
whether on balance power improves or not is an empirical matter.
The outcome, in Table 12, is a dramatic increase in the number of
rejections, which doubles to 14.
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TABLE 10
Broad-based factor portfolios; narrow-based breakpoints (NYSE) and
test-portfolios
Size Book-to-market
Low 2 3 4 High
Small 0.18 –0.06 –0.11 0.04 0.40
2 0.04 0.06 –0.29 –0.13 0.16
3 0.21 –0.24 –0.45 –0.23 –0.04
4 0.32 –0.13 –0.64 –0.40 –0.01
Big 0.31 –0.39 –0.49 –0.56 –0.01
Italic signals significance at a 5% level using the SUR standard error. “Narrow-
based” refers to observations with both market- and book-value data. “Broad-
based” data use all data whenever possible even if book value is missing.
“NYSE” or “all” refers to the list – broad or narrow – from which the required
deciles are computed.TABLE 11
broad-based factor portfolios and breakpoints (NYSE); narrow-based test-
portfolios
Size Book-to-market
Low 2 3 4 High
Small 0.67 0.13 –0.13 0.01 0.59
2 0.15 –0.24 –0.22 –0.07 0.06
3 0.08 –0.19 –0.40 –0.16 0.13
4 0.22 –0.28 –0.51 –0.23 0.09
Big 0.28 –0.31 –0.51 –0.46 –0.04
TABLE 12
Broad-based factor portfolios, breakpoints (NYSE), and test-portfolios
Size Book-to-market
Low 2 3 4 High
Small 0.13 0.03 –0.15 –0.15 0.28
2 –0.25 –0.44 –0.55 –0.53 –0.31
3 –0.18 –0.34 –0.46 –0.34 –0.29
4 0.13 –0.39 –0.56 –0.39 –0.08
Big 0.23 –0.31 –0.40 –0.40 0.02
TABLE 13
Broad-based factor portfolios, breakpoints (all), and test-portfolios
Size Book-to-market
Low 2 3 4 High
Small 0.40 0.42 0.38 –0.03 0.62
2 –0.47 –0.40 –0.55 –0.62 –0.48
3 –0.32 –0.15 –0.51 –0.37 –0.15
4 0.20 –0.17 –0.32 –0.23 –0.27
Big 0.30 –0.25 –0.41 –0.47 0.03
Italic signals significance at a 5% level using the SUR (GMM) standard error.
GMM, used in Table 13, takes into account cross-equation correlation and
intertemporal hetero-scedasticity. “Narrow-based” refers to observations with
both market- and book-value data. “Broad-based” data use all data whenever
possible even if book value is missing. “NYSE” or “all” refers to the list – broad
or narrow – from which the required deciles are computed.
801In a last design change, we base also the breakpoint values on the
quintile values from the entire data set, not just the NYSE ones.7
Again, the size coverage of the portfolios widens because the number
of assets per size or B/M group is now equal across groups rather
than very much bunched together at the small-cap or high-growth end.
The effect of the new way of defining the buckets becomes stronger
over time, this time: in 1980 the non-NYSE list in Datastream repre-
sents just 13% of the total, but that percentage rises to over 70% in
2000. Non-NYSE firms in Datastream had a mean market cap of less
than one-fourth of the typical Big-Board listee in 1980, and about 45%
in 2000. Thus, as expected, computing the quintiles from the all-stock
list brings about drastically lower quintile values for especially the
first quintiles. The result of this procedure, shown in Table 13, is not
so much a better fit – at 13, the number of rejection remains virtually
unaffected – as a shift in the rejections, which now occur mostly in
the lower-cap of the table.
The large number of significant abnormal returns is not the only
anomalous result. In addition, the typical rejected alpha is about
0.5%/month or more, which is worse than the kind of numbers FF
obtain. Lastly, there are manifest patterns in the alphas. First, within
each and every row there is a smile pattern in the alphas. Second,
within each column there is a smirk pattern, with the small-firm quin-
tile always providing a strongly positive excess returns, the second
quintile a strongly negative one, followed by gradually improving
returns for higher-size quintiles. It is, we think, fair to say that the
three-factor model does not span our returns and that size seems to be
part of the problem.
III. IDENTIFYING THE MISSING FACTORS: US DATA
In this section we propose a generalized FF model that takes care of
most of the anomalies we just noted. In view of the momentum-related
anomalies that came to light after the publication of FF (1993),
momentum is added into the analysis throughout Section III. Follow-
ing the Rouwenhorst (1999) version of Jegadeesh and Titman (1993),
stocks are ranked on the basis of the return realized in the months t–7
to t–2. (Month t–1 is omitted to eliminate the common bid-ask-bounce
effect that would otherwise have affected both the past performance
and the subsequent return.) All available data are used, whether book
802value is available or not. The momentum factor is the equally-
weighted return, for month t, on the 30% best winners minus the 30%
worst losers. Contrary to the size- and distress-portfolios, momentum-
portfolios have a holding period of not one month but six, as in
Rouwenhorst (1999) or Jegadeesh and Titman (1993). Again follow-
ing these authors, we compute the monthly average return across the
six ongoing momentum strategies, each started one month apart, to
handle the issue of overlapping observations. Like the size- and dis-
tress portfolios, the momentum portfolios are updated monthly and
are equally weighted. When we make momentum test portfolios we
use deciles or quintiles rather than the 30th or 70th percentiles.
We start, in Section III.A., with a look at mean returns on decile
portfolios, one set per risk dimension. Even though the sorting is one-
dimensional and the returns are not risk-adjusted, we find back the
smiles and smirks we obvserved in the alphas of the previous section.
In passing, we also provide evidence that the size coverage is the one
most influential extension of the data set, and that adding a momen-
tum factor does not solve the problems. In Section III.B. we look at
risk-adjusted returns from three sets of two-dimensionally sorted port-
folios, one set per pair of risk dimensions, and we still find the same
nonlinearities. All this suggests that it may be hard to fit, say, the effect
of size on return via one single factor, that is, one return. A closer
scrutiny of one-dimensional decile portfolios provides ideas on how
to define the additional factors (Section III.C). The resulting expanded
model in its full version is then successfully tested against the stan-
dard models. The obvious risk, in this approach, is that we might be
over-fitting a specific data set; however, bear in mind that the result-
ing model is tested also on international data (Section IV), where it
appears to hold well, too.
A. One-dimensionally sorted portfolios: the role of size revisited
In this section we look at returns from decile portfolios of stocks
sorted along one dimension at the time. We also provide a robustness
check for our finding, thus far, that size coverage is the main reason
why FF does not fit our model. Lastly, we seize the opportunity to
compare the size bias also to another bugbear of Datastream, sur-
vivorship bias.
Figures 1 to 3 show average returns for ten decile portfolios sorted
by size, distress (B/M) and momentum, respectively. For further
803reference we note three things. First, the main size effect is found in
the first and to some extent also the second decile, which provide
unusually large returns. In deciles 3-10, in contrast, there is a weak
premium for larger sizes. Second, the distress effect is more monot-
one positive, but S-shaped rather than linear. There is a mild return-
shortfall effect in deciles 1 and 2 (growth firms earning moderately
lower returns), which then flattens out; and as of decile 7, “value”
firms earn increasingly higher premia. Third, an S-effect is also pre-
sent in the momentum factor, with strong losers going on earning
clearly lower returns, strong winners continuing their upward trend,
and flat returns for a wide midrange (deciles 4-8). Common to the
three schedules is the nonlinearity. These patterns raise the possibil-
ity that the tradition of capturing the size factor (or distress or momen-
tum factor) by just one number, the difference between a “hi” and a
“lo” portfolio return, may be too simplistic. We return to this later on.
We next test the robustness of the previous section’s finding re the
importance of the size coverage in the data. In Section, the expansion
of the data was done in line with Datastream’s gradually extending
coverage. In practice this means that in the early 80s data, the num-
ber of stocks added next to those meeting the original FF criteria was
small while it became quite large in the early 2000s. To make sure that
we are picking up a pure size effect and not some interaction between
size and time, we now compare the full data set with an alternative
size-biased sample where the rate of data rejection is more constant
over time. We also compare the importance of this size-coverage effect
to a survivorship effect that is present in some studies.
The standard stock list, in most Datastream-based research, is the
country’s “market list”. This list suffers from two biases: it omits small
stocks (as it climbs down the size list until 80 or 90% of the market
cap has been picked up), and it consists of just stocks that exist in the
year of downloading. To be able to estimate the relative influence of
either bias we extract two non-random samples out of our full US set.
The first set is survivorship-biased: it altogether excludes any stock
that disappeared at any time from the full US-database during the
period. For the size-biased data set, in contrast, at the end of each year
we eliminate the 20% smallest stocks from the full US-database for
one year. This second data set is free of survivorship-bias as the 80%
largest stocks still can be delisted during the year.
Figures 4 to 6 plot the deciles’average returns for the survivorship-
biased sample. Comparing to the full-sample graphs just above, it
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FIGURE 1
Average returns for size-sorted deciles (no bias)
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Average returns for size-sorted deciles (size-bias)
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Average returns for distress-sorted deciles (size-bias)
FIGURE 9
Average returns for momentum-sorted deciles (size-bias)becomes obvious that survivorship bias does not have any substantial
influence on the average monthly dollar return of ten size-based port-
folios. The size-anomaly, notably, does not seem to be influenced by
survival at all. But in the size-biased sample the positive size effect
for the smallest stocks and the negative size effect for the larger stocks
disappear completely when the database is size biased. The other
return patterns seem unaffected by either size or survival-based fil-
ters. In the case of distress, one reason may be that small firms often
have missing accounting data and, therefore, have never entered the
distress portfolios in the first place.
Table 14 provides statistical evidence rather than graphs. It lists the
mean return on the size, distress and momentum factor portfolios in
each of the three data sets, along with t-ratios relative to H0: m=0 .
We see that the mean returns on all factor portfolios are significantly
positive, except for the size-biased database where the SMB return
differential is now insignificantly negative. Again, the conclusion is
that the small-firm effect stems from, at most, the 20% smallest stocks.
The distress- and momentum factor portfolios, in contrast, do not seem
to be substantially influenced by survivorship- or size-bias. The aver-
age return of the momentum factor portfolio drops slightly when dead
stocks are eliminated. Arguably, a burning-out process of dead stocks
(successive months of negative returns) would strengthen the momen-
tum factor portfolio. The average return of the momentum factor port-
folio slightly rises when small stocks are eliminated. The interpreta-
tion is not clear: small stocks may weaken the momentum factor
portfolio, or small stocks may be more likely to exhibit short term
reversals, or larger stocks amay be more likely to exhibit short-term
return persistence.8
Table 15 summarizes tests as to whether the mean or variance of the
standard factor portfolios differ among the three versions of the US
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TABLE 14
Monthly factor portfolio averages (and t-statistics) for three US-databases
Free of bias Survivorship biased Size biased
SMB 0.59 (3.00) 0.64 (3.13) –0.19 (–1.09)
HML 1.09 (5.60) 1.09 (5.59) 1.00 (5.33)
WML 0.74 (4.23) 0.63 (3.60) 0.83 (4.76)database. We again conclude that only the size bias has a significant
influence on the mean and variance of the size-factor portfolio. Note
that even in that case the correlations between the various versions of
the factor portfolio remain well above 90%.
To sum up: distress- and momentum factor portfolios are hardly
affected by either survivorship or size bias. Also the size-factor port-
folio does not seem to be influenced much by survivorship bias, as far
as we can tell (which may not be very far). However, size bias does
have a large effect on the size-factor portfolio. It again looks as if the
bulk of the size effect in the US-market stems from, at most, the 20%
smallest stocks. Stated differently, the results of the previous section
are robust to the way the small stocks are eliminated from, or re-added
to, the data base.
We also remember that, across deciles, returns seem to be evolving
in a non-linear way, suggesting that one single return differential may
be insufficient to summarize the size effect (or momentum or distress
effect). True, this inference is indicative only. For one thing, in the-
ory the stocks’sensitivities to the factors could be sufficiently non-lin-
ear in the decile’s order i to pick up the apparent nonlinearity. Second,
the sort is one-dimensional; in theory the omitted other risk factors
could still be responsible for what here seems to be a non-linearity.
Still, we obtained very similar conclusions from the alphas in the pre-
vious section, where exposures to factors were used rather than
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TABLE 15
P-values for mean- and variance-F-difference tests
Mean-F-test Var-F-test Correlation
SMB FREE - SURV 0.86 0.57 0.97
FREE - SIZE 0.003 0.07 0.92
SURV - SIZE 0.002 0.01 0.92
HML FREE - SURV 0.99 0.98 0.99
FREE - SIZE 0.74 0.60 0.97
SURV - SIZE 0.74 0.59 0.98
WML FREE - SURV 0.68 0.83 0.97
FREE - SIZE 0.68 0.90 0.97
SURV - SIZE 0.68 0.92 0.95quintile membership and where two dimensions of non-market risk
were considered simultaneously. In the next section we extend this
two-dimensional analysis to include the momentum factor.
B. Two-dimensionally sorted portfolios
There are not enough data to work with a full 5∞∞≈∞∞5∞∞≈∞∞5 classification:
many cells in such a three-dimensional classification remain empty,
and others have pityfully few members. As a second best we can still
study, sequentially, three two-way classifications. Specifically, based
on its end-of-period market value, book-to-market ratio and momen-
tum every stock is assigned a membership of (i) one of 25 size.distress
intersection portfolios; (ii) one of 25 size.momentum intersection port-
folios and (iii) one of 25 distress.momentum intersection portfolios.
The portfolios are updated monthly, weighted equally and consist of
US stocks only, for the period 1980-2000.
The average returns for each set of 25 portfolios are shown graph-
ically rather than as a set of numbers. For instance, the full piecewise-
linear curve in Figure 10 connects the five mean returns, for each of
the market-value buckets listed on the horizontal axis, of the stocks in
the highest distress bracket (the highest B/M). the dotted curve indi-
cates the returns for the lowest distrss firms, and so on. If all the sched-
ules are roughly parallel, then the inference is that our earlier “mar-
ginal” patterns (from the one-dimensional sorts) are internally
validated, and that the two-dimensional grid is the sum of two one-
dimensional schedules. Non-parallel schedules, in contrast, would sig-
nal interactions on top of the additive main effects.
The results can be broadly summarized as follows. Firstly, differ-
ences between the mean returns are mainly driven by the extreme
quintiles: the dotted and the full schedule, which always refer to the
first and last quintiles, almost everywhere occupy the most extreme
positions, while the three other curves are much closer and frequently
intercross. This echoes our finding from the one-dimensional analy-
sis. Second, the middle schedules tend to resemble each other in shape,
while for the extreme ones (dotted and full), this often is far less the
case. Thus, interactions, if any, seem to be active mainly in extreme
portfolios. The third general pattern is that, like in the one-dimen-
sional analysis, the schedules are often far from linear, meaning they
may be poorly summarized by the returns and risks of just two port-













Interaction: distress-momentuminfluence of the distress category and the momentum category is
largest for midcap stocks; for the largest stocks, in contrast, momen-
tum seems to have no influence on the expected stock return. Other
findings are that the influence of size on the expected return is very
small for “winner” half of schedule; and the influence of distress on
the expected return is largest for loser stocks.
Again, the suggestions of nonlinearities are indicative only: decile
membership is not the same as sensitivity to a factor, and the omitted
third risk factor or the market beta could still be responsible for what
here seems to be a non-linearity or an interaction in any of our two-
dimensional grids. Still, the evidence seems sufficiently interesting to
motivate a more detailed analysis, at the decile level and fully taking
into account estimated exposure rather than decile or quintile mem-
bership. This is the topic of the next subsection, where we also try to
construct factor portfolios so as to get the alphas of unmanaged funds
as close to zero as possible.
C. In search of optimal factor portfolios
The conjecture behind the rest of the paper is that the apparent mis-
pricing noted in Sections III.A and III.B stems from non-linear rela-
tions between factor exposure and return, and that this may be resolved
by using, in every risk dimension, two return differentials rather than
one to summarize the return-risk relationship.9 We first explore this
possibility by looking at one-dimensionally sorted decile portfolios in
two-factor models where, next to the market, either size or momen-
tum or distress is present. We then compare the performance of the full
model, with its seven factors, to competing models. In Section IV we
then test the approach largely out-of-sample, to wit on international
data.
The construction of factor and test portfolio always proceeds as fol-
lows. Decile breakpoints are set using all stocks, including Amex and
NASDAQ firms. Stocks with an unknown market value or book-to-
market value are also used to set breakpoints and to calculate the other
factor portfolios (that is, all breakpoints and factor portfolios are
broad-based). And all portfolios are equally weighted and updated
monthly. All regression test t-statistics are computed using a GMM
specification that accounts for intertemporal hetero-skedasticity within
each series beside, of course, cross-equation hetero-skedasticity and
correlation.
8131. A second size factor
The average monthly dollar returns of the size-deciles for the period
1980-2000 were already shown in Figure 1, which revealed a large
average return for the first-decile (smallest) stocks and a slightly
higher average return for the largest stocks compared to the middle
deciles. This last abservation is in line with Fama and French (1992),
who find evidence that the size premium in the US has become weaker
in recent years. In fact, for 1980-1990 they document a negative size
premium.10 Also Eun, Huang and Lai (2003) likewise find that,
recently, the mean return is somewhat higher for large-cap funds than
for small-cap funds in the US market11. But from Figure 1 and the
existing literature, it seems that there still exists a strong small-firm
effect for the first-decile stocks in the US that is missed by databases
that are too selective. Only when we go beyond our first- and second-
decile stocks we see an inverted small-firm effect in the US.
All this was about raw returns linked to decile membership, not
returns risk-corrected via regression exposure coefficients. Table 16
exhibits the alphas’estimates and t-statistics for the ten size deciles for
three different CAPM versions. The one-factor model is the basic
CAPM model with market risk as the only source of cross-sectional
variation. From Table 16 we see that the basic CAPM cannot price the
smallest decile correctly; beta does not seem to be the only relevant
exposure, in other words. The two-factor model shown next to the
regular CAPM is the version with an extra size-factor portfolio, com-
posed like in Fama and French (1993): it is the difference between the
returns on the 50% biggest and lowest stocks. Table 16 shows that the
standard two-factor CAPM does a bad job – worse than the single-
factor CAPM, in fact – in pricing unmanaged size-portfolios: nine of
ten alphas are significantly different from zero,12 and the first-decile
alpha has become even worse. The fact that so many alphas are
affected, and to such an extent, demonstrates that most stocks do load
on the FF size factor. Still, the result is clearly unsatisfactory.
On the basis of Figure 1 and the t-statistics of the one- and two-
factor model, we now experiment with two long-short portfolios rather
than one. The figure suggests two kinds of size-risk: (i) the regular size
factor like in Fama and French (1993) which holds for all stocks but
the smallest; and (ii) the risk inherent to the smallest stocks that can-
not be accounted for by neither beta risk nor the regular FF size risk.
Since FF already coined the label Small for their not-so-small stock
814portfolio, we reluctantly chose the label “micro stocks” for our new
factor, even though by many countries’ standards these micro stocks
are still quite sizable. We let mSMB denote the micro-stock risk fac-
tor, defined as the return on a zero-investment portfolio that is long
the first decile and short deciles 2 to 10. We let rSMB denote the reg-
ular size risk factor, defined as a zero-investment portfolio that is long
in stocks from deciles 2 and 3 and short stocks from deciles 6 to 9.
Thus, in the alternative version the two-factor size model has become
a three-factor model,
Ri – rƒ = ai + bi (Rm – rƒ) + gimSMB + dirSMB + ei (2)
Table 16 shows that our model does a good job in pricing the ten size
decile portfolios: none of the alphas is significantly different from
zero. These conclusions remain valid when we use only NYSE stocks
to calculate the decile breakpoints.
815
TABLE 16
Alphas’estimates and t-statistics: size-deciles
1-factor 2-factor alternative
Small 1.68 (6.07) 1.02 (9.84) –0.10 (–0.47)
2 0.08 (0.30) –0.55 (–4.76) –0.10 (–0.45)
3 –0.15 (–0.60) –0.70 (–5.56) –0.04 (–0.15)
4 –0.23 (–0.97) –0.72 (–5.20) –0.24 (–0.89)
5 –0.22 (–0.97) –0.63 (–4.31) –0.24 (–0.86)
6 –0.25 (–1.19) –0.55 (–3.51) –0.17 (–0.65)
7 –0.13 (–0.72) –0.35 (–2.30) 0.03 (0.11)
8 –0.18 (–1.13) –0.34 (–2.56) –0.08 (–0.35)
9 –0.15 (–1.20) –0.23 (–2.08) –0.05 (–0.28)
Big –0.09 (–1.76) –0.10 (–1.91) –0.01 (–0.12)
# Sig 1 9 0
Adj R2 0,68 0,86 0,82
x2-test 0,00 0,00 0,44
Italic signals significance at a 5% level using GMM standard error taking into
account cross-equation correlation and intertemporal hetero-scedasticity; # Sig is
the number of significant alphas; Adj R2 is the average adjusted R-squared; and
x2-test is the p-value of the Wald test (H0: all alphas equal to zero).816
TABLE 17
Alphas’estimates and t-statistics: B/M-deciles
1-factor 2-factor alternative
Low –0.60 (–2,66) 0.54 (2,59) –0.10 (–0,52)
2 –0.39 (–1,99) 0.47 (2,43) –0.10 (–0,54)
3 –0.23 (–1,27) 0.30 (1,44) –0.17 (–0,82)
4 –0.16 (–0,88) 0.16 (0,82) –0.21 (–1,02)
5 –0.13 (–0,75) –0.04 (–0,20) –0.29 (–1,44)
6 0.03 (0,19) 0.00 (0,02) –0.19 (–0,98)
7 0.27 (1,62) 0.04 (0,25) –0.20 (–1,07)
8 0.56 (3,34) 0.13 (0,71) –0.11 (–0,59)
9 0.85 (4,62) 0.30 (1,56) –0.03 (–0,16)
High 1.53 (6,78) 0.88 (3,62) –0.16 (–0,86)
# Sig 5 3 0
Adj R2 0,69 0,74 0,78
x2-test 0,00 0,00 0,69
TABLE 18
Alphas’estimates and t-statistics: momentum-deciles
1-factor 2-factor alternative
Loser –1.04 (–3,38) –0.28 (–1,01) –0.30 (–0,98)
2 –0.45 (–1,94) 0.07 (0,33) 0.05 (0,23)
3 –0.13 (–0,71) 0.27 (1,57) 0.24 (1,25)
4 –0.01 (–0,08) 0.25 (1,42) 0.23 (1,26)
5 0.07 (0,45) 0.30 (1,71) 0.29 (1,65)
6 –0.01 (–0,04) 0.16 (0,91) 0.16 (0,90)
7 –0.06 (–0,41) –0.03 (–0,16) –0.06 (–0,33)
8 0.02 (0,11) –0.04 (–0,22) –0.08 (–0,45)
9 0.07 (0,35) –0.09 (–0,42) –0.20 (–0,96)
Winner 0.42 (1,65) 0.19 (0,68) –0.13 (–0,47)
# Sig 1 0 0
Adj R2 0,68 0,74 0,72
x2-test 0,00 0,00 0,01
Italic signals significance at a 5% level using GMM standard error taking into
account cross-equation correlation and intertemporal hetero-scedasticity; # Sig is
the number of significant alphas; Adj R2 is the average adjusted R-squared; and
x2-test is the p-value of the Wald test (H0: all alphas equal to zero).2. A second distress factor
The average monthly dollar returns for the distress-decile portfolios for
the period 1980-2000 were already shown in Figure 2. Recall that we
saw a monotone positive but S-shaped schedule where the highest-
distress decile really pops out, which might indicate an extra distress
risk. To resolve this we look at the alphas’ t-statistics of ten distress
decile portfolios for the one-factor CAPM and a two-factor version
that includes the standard distress factor, the 30% top-B/M stocks
minus the 30% bottom-B/M stocks (Table 17).
From Table 17 we conclude that the one-factor CAPM is not able
to account for the distress risk: both growth and value portfolios have
alphas that are significantly different from zero, with t’s ranging
between –3 and +7. Table 17 also demonstrates that adding a stan-
dard distress factor portfolio improves the fit, but without whittling
down the alphas to insignificant levels. On the basis of Figure 2 and
the t-statistics of the one and two-factor model we propose a model
with two distress factor portfolios: (i) extreme distress risk, i.e. the
risk inherent to the highest B/M stocks that cannot be accounted for
by beta risk nor normal distress risk; (ii) normal distress risk in the
spirit of Fama and French (1993) but redefined to reduce overlap with
extreme distress risk. Specifically, we introduce an eHML factor
reflecting extreme risk, the return on a zero-investment portfolio that
is long the highest B/M-decile stocks (i.e. hi-distress firms in decile
ten) and short all other B/M deciles. We also work with rHML reflect-
ing the regular distress risk, measured as the return on a zero-invest-
ment portfolio that is long the value stocks in B/M deciles 8 and 9 and
short the growth stocks B/M deciles 1 and 2. Thus, the two-factor
B/M model has become a three-factor model
Ri – rj = ai + bi (Rm – rƒ) + ƒ ieHML + j irHML + ei (3)
Table 17 shows that our model does a good job in pricing the ten dis-
tress decile portfolios as none of the alphas are significantly different
from zero. These conclusions remain valid when we use only NYSE
stocks to calculate the decile breakpoints.
3. A modified momentum factor
The average monthly dollar returns of the momentum-deciles for the
period 1980-2000 were already shown in Figure 3. We described the
817plot as an S-shaped rise. The apparent nonlinearity may still be picked
up by the difference between decile membership and exposure, or by
beta, so we investigate the ability of the one-factor CAPM to price
unmanaged momentum portfolios.
From Table 18 we conclude, familiarly, that the one-factor CAPM
does not fully capture momentum risk. We introduce a standard
momentum factor portfolio as the difference between the 30% winners
and 30% losers as in Rouwenhorst (1999), Carhart (1997) and
Jegadeesh and Titman (1993). This model seems to work well: all
individual alphas are insignificant. But in a more powerful test where
we look at all risks simultaneously the standard momentum still badly
misprices two portfolios (Table 19, to be discussed below). It turns out
that no second momentum portfolio is needed to mend this. Rather, it
suffices to redefine WML as the difference between returns from the
10% winners and the 20% losers.13 Thus, our two-factor momentum
model is:
Ri – rƒ= ai + bi (Rm – rƒ) + qiWML + ei (4)
Table 18 shows that our model does a good job in pricing the ten
momentum decile portfolios as none of the alphas are significantly
different from zero. These conclusions are also valid when we use
only NYSE stocks to calculate the decile breakpoints.
In the next section we combine the three alternative models to one
multi-factor model and test it more formally.
D. Tests of the proposed factor specification
In this section we combine the alternative size-, distress- and momen-
tum model into one alternative multi-factor model. We show that, in
pricing different kinds of unmanaged portfolios, this model does a
better job than the standard multi-factor model with factor portfolios
like in Fama and French ((1993), (1995), (1996a), (1996b)), Carhart
(1997), Jegadeesh and Titman (1993) and Rouwenhorst (1999). The
standard multi-factor model is
Ri – rf =a i + bi (Rm – rƒ) + giSMB + diHML +
ƒiWML + ei
(5)
where SMB (small minus big) is the size factor portfolio, viz. a zero-
investment portfolio that is long the 50% smallest stocks and short
the 50% largest stocks; HML (high minus low) is the distress factor
818portfolio, a zero-investment portfolio that is long the 30% highest B/M
stocks and short the 30% lowest B/M stocks; and WML (winner minus
loser) is the momentum factor portfolio, a zero-investment portfolio
that is long the 30% top past-performers (winners) and short the 30%
lowest past-performers (losers). All portfolios are equally weighted
and updated monthly.
Our alternative multi-factor model uses the same factor portfolios
(size, distress and momentum) but is composed differently. Combin-
ing the alternative factor portfolios from the preceding sections into
one model gives the following alternative multi-factor model
Ri – rf=a i + bi (Rm – rƒ) + gimSMB + dirSMB
+ ƒieHML + jirHML + qiWML + ei
(6)
with the factors as defined in Section III.C.
1. The pricing of one-dimensional test-portfolios
We demonstrate that the alternative model is a better model to price
unmanaged one-dimensional test-portfolios – that is, stocks sorted on
either size, distress or momentum – than the standard four-factor model.
In Table 19 the estimated alphas of the alternative model are always
insignificantly different from zero, whereas under the standard four-
factor model six alphas, in total, are clearly non-zero. We conclude that
the alternative model is a better model in pricing unmanaged size-, dis-
tress- or momentum sorted portfolios.
2. The pricing of two-dimensional test-portfolios
We next demonstrate that the alternative model also is a better model
to price the unmanaged two-dimensional size-distress-sorted test-port-
folios that fared so badly in the FF tests of Section 1. We calculate the
left-side portfolios in the same three ways that we used before: narrow-
based breakpoints and test portfolios that use only stocks with price and
book info; broad-based breakpoints and test portfolios where the max-
imum amount of return info is used; and the intermediate case, narrow-
based breakpoints and broad-based test portfolios. The factor portfolios,
in contrast, are always broad-based, again as described in Section II.
In Table 20, showing the results from the narrow-based break points
and test portfolios, the alternative model has just half of the number





Alpha estimates and-t-statistics: size, distress- and momentum sorted test-portfolios
Size test-portfolios Distress test-portfolios Momentum test-portfolios
4-factor Alternative 4-factor Alternative 4-factor Alternative
1 1.32 (10.00) 0.22 (0.84) 0.44 (2.92) 0.43 (1.69) –0.24 (–1.10) –0.05 (–0.12)
2 –0.29 (–1.93) 0.19 (0.66) 0.44 (2.76) 0.44 (1.60) –0.07 (–0.40) 0.16 (0.53)
3 –0.32 (–1.88) 0.32 (1.13) 0.27 (1.53) 0.23 (0.77) 0.16 (1.06) 0.23 (0.87)
4 –0.29 (–1.49) 0.22 (0.64) 0.10 (0.55) 0.29 (0.97) –0.04 (–0.27) 0.18 (0.67)
5 –0.11 (–0.54) 0.17 (0.50) –0.10 (–0.53) 0.39 (1.35) –0.05 (–0.29) 0.36 (1.39)
6 0.05 (0.26) 0.30 (0.92) 0.02 (0.11) 0.46 (1.69) –0.17 (–1.03) 0.26 (1.09)
7 0.17 (0.85) 0.38 (1.22) 0.09 (0.61) 0.39 (1.58) –0.35 (–2.21) 0.15 (0.65)
8 0.12 (0.70) 0.22 (0.84) 0.11 (0.66) 0.42 (1.61) –0.33 (–2.05) 0.17 (0.69)
9 0.01 (0.04) 0.11 (0.50) 0.24 (1.56) 0.49 (1.85) –0.20 (–1.26) 0.00 (0.02)
10 –0.03 (–0.40) 0.05 (0.38) 0.80 (4.59) 0.39 (1.57) 0.38 (1.64) 0.05 (0.16)
#  S i g 103020
Adj R2 0.86 0.82 0.84 0.81 0.85 0.81
x2-test 0.00 0.88 0.00 0.30 0.00 0.37
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of
the Wald test (H0: all alphas equal to zero).(broad-based break points but narrow-based test portfolios) the evi-
dence is not good in terms of the number of rejections (8 against 7),
but the t-statistics are not nearly as large. The biggest is 2.68, down
from 6.86, and the average significant t-statistic is 2.31, down from
3.40. In Table 22, finally, which is based on the broad data, the num-
ber of rejections falls from 7 (including a 6.23) to just one lone 2.12.
We conclude that the alternative model does a better job in pricing the
size-distress portfolios that failed the FF tests of Section II.
3. Out-of-sample tests
Fama and French (1995) point out that spurious common variation might
be induced when the regressor portfolios SMB and HML are constructed
from the same stocks as the regressand test-portfolios.14 To avoid this,
they provide a test where the stocks in the left-hand-side portfolios are
different from those on the right-hand side. Specifically, they split the
data into two equal groups. One group provides the dependent value-
weighted size-B/M test portfolios for the time-series regressions.
The other is used to form explanatory factor portfolio returns. In a sec-
ond test, the roles of the two groups in the regressions are reversed.
We proceed similarly. At the end of each month t, stocks are ranked
alphabetically; the odd-numbered are classified as A’s, the even-num-
bered become B’s. Within each half we proceed as before. Test set A
provides the test portfolios for factor set B, and test set B similarly
provides the test portfolios for factor set A.
From Table 23 and 24, we see that regressing Aon B and vice-versa
produces reassuringly similar alpha estimates and t-statistics, whether
we compare the two tests of the 4-factor model or the two tests of the
alternative model. Thus, spurious correlation does not seem to have
been behind our earlier good results. This is in line with Fama and
French (1995). The tables also show the importance of sample size:
in the 4-factor model, the rejections are down from seven to five or
four; still, the alternative model comes out with just one or two.
4. Industry test-portfolios
In this section we demonstrate that the alternative model does bet-
ter than the standard four-factor model in pricing 36 unmanaged
industry-sorted portfolios. The companies are classified according the





Narrow-based breakpoints and test portfolios
Low 2 3 4 High
4-factor model Small 1.00 (3.84) 0.28 (1.16) 0.28 (1.17) 0.23 (1.08) 0.96 (5.84)
2 –0.13 (–0.55) 0.43 (1.46) 0.10 (0.36) 0.43 (2.13) 0.30 (1.47)
3 0.55 (2.10) 0.50 (1.91) 0.16 (0.67) 0.01 (0.06) 0.48 (2.05) # Sig: 9
4 0.45 (2.00) 0.27 (1.32) –0.21 (–1.12) –0.02 (–0.12) 0.20 (1.15) Adj R2: 0.79
Big 0.46 (3.90) –0.25 (–2.02) –0.45 (–3.03) –0.14 (–1.01) 0.23 (0.93) x2-test: 0.00 (143.75)
Alternative model Small 0.81 (1.59) –0.22 (–0.44) 0.86 (2.29) 0.67 (1.93) 0.70 (2.49)
2 0.03 (0.06) 0.58 (1.25) 0.91 (2.25) 0.95 (3.17) 0.44 (1.46)
3 0.39 (0.92) 0.49 (1.24) 0.65 (1.83) 0.36 (1.16) 0.59 (1.67) # Sig: 5
4 0.32 (0.99) 0.43 (1.39) 0.04 (0.14) –0.08 (–0.29) 0.33 (1.18) Adj R2: 0.76
Big 0.51 (2.67) –0.08 (–0.41) –0.27 (–1.18) 0.02 (0.10) –0.18 (–0.65) x2-test: 0.00 (67.60)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Broad-based breakpoints; narrow-based test-portfolios
Low 2 3 4 High
4-factor model Small 2.01 (3.22) 0.60 (1.39) 0.33 (0.92) 0.40 (1.60) 1.17 (6.86)
2 0.33 (1.32) –0.01 (–0.05) –0.04 (–0.15) 0.10 (0.48) 0.36 (1.79)
3 0.05 (0.19) 0.56 (2.29) 0.14 (0.49) 0.21 (1.00) 0.58 (2.49) # Sig: 7
4 0.62 (2.66) 0.26 (1.15) 0.03 (0.13) 0.09 (0.48) 0.32 (1.68) Adj R2: 0.82
Big 0.39 (3.53) –0.16 (–1.24) –0.40 (–2.75) –0.13 (–1.00) 0.15 (0.77) x2-test: 0.00 (173.12)
Alternative model Small 2.04 (2.36) –0.94 (–1.32) 0.38 (0.74) 0.72 (1.69) 0.76 (2.56)
2 0.43 (0.89) –0.01 (–0.01) 0.96 (2.20) 0.89 (2.68) 0.48 (1.41)
3 –0.13 (–0.33) 0.79 (1.99) 0.81 (2.06) 0.68 (2.18) 0.54 (1.55) # Sig: 1
4 0.51 (1.35) 0.38 (1.12) 0.39 (1.32) 0.16 (0.55) 0.43 (1.64) Adj R2: 0.79




Broad-based breakpoints and test-portfolios
Low 2 3 4 High
4-factor model Small 0.70 (3.11) 0.58 (2.48) 0.57 (2.97) 0.08 (0.43) 0.80 (6.23)
2 –0.25 (–1.16) –0.15 (–0.58) –0.32 (–1.53) –0.45 (–2.22) –0.22 (–1.32)
3 0.07 (0.26) 0.20 (0.89) –0.25 (–1.01) –0.22 (–1.08) 0.13 (0.61) # Sig: 7
4 0.47 (1.90) 0.08 (0.38) 0.02 (0.08) –0.02 (–0.09) 0.01 (0.06) Adj R2: 0.82
Big 0.37 (3.37) –0.17 (–1.30) –0.33 (–2.34) –0.20 (–1.69) 0.16 (0.84) x2-test: 0.00 (173.12)
Alternative model Small –0.07 (–0.18) –0.14 (–0.38) 0.30 (0.97) –0.08 (–0.26) 0.55 (1.96)
2 0.09 (0.25) 0.04 (0.09) 0.52 (1.54) 0.33 (1.08) 0.27 (0.90)
3 –0.14 (–0.36) 0.40 (1.08) 0.39 (1.09) 0.33 (1.07) 0.22 (0.61) # Sig: 1
4 0.28 (0.76) 0.24 (0.74) 0.39 (1.32) 0.29 (1.08) 0.37 (1.33) Adj R2: 0.79
Big 0.36 (2.12) 0.00 (–0.00) 0.00 (0.01) –0.14 (–0.66) 0.11 (0.52) x2-test: 0.0007 (53.70)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Separate data left and right; broad-based breakpoints and test-portfolios, A on B
Low 2 3 4 High
4-factor model Small 0.54 (1.94) 0.38 (1.38) 0.18 (0.65) 0.67 (2.59) 0.36 (2.49)
2 –0.28 (–0.97) –0.16 (–0.51) –0.16 (–0.69) –0.07 (–0.30) –0.46 (–3.18)
3 –0.36 (–1.28) –0.26 (–0.95) –0.31 (–1.25) –0.17 (–0.75) –0.44 (–2.71) # Sig: 5
4 0.03 (0.11) –0.24 (–1.11) –0.17 (–0.80) 0.17 (0.83) –0.08 (–0.50) Adj R2: 0.76
Big 0.92 (4.28) 0.12 (0.52) 0.40 (1.92) 0.20 (0.96) 0.02 (0.12) x2-test: 0.00 (130.76)
Alternative model Small 0.18 (0.42) –0.09 (–0.22) –0.30 (–0.70) 0.28 (0.68) 0.18 (0.74)
2 –0.54 (–1.24) –0.25 (–0.53) 0.04 (0.12) –0.12 (–0.33) –0.25 (–1.00)
3 –0.19 (–0.47) 0.15 (0.38) 0.06 (0.18) 0.23 (0.74) –0.33 (–1.40) # Sig: 1
4 –0.06 (–0.18) 0.11 (0.36) 0.09 (0.30) 0.43 (1.62) 0.07 (0.33) Adj R2: 0.71
Big 0.56 (1.76) 0.16 (0.45) 0.34 (1.05) 0.54 (2.05) –0.21 (–0.78) x2-test: 0.0003 (57.02)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Separate data left and right; broad-based breakpoints and test-portfolios, B on A
Low 2 3 4 High
4-factor model Small 0.43 (1.46) 0.67 (1.92) 0.26 (1.09) 0.50 (2.02) 0.56 (3.67)
2 –0.34 (–1.20) –0.11 (–0.39) 0.25 (0.95) –0.14 (–0.59) –0.24 (–1.46)
3 0.07 (0.26) –0.27 (–1.09) –0.11 (–0.47) –0.15 (–0.68) –0.55 (–3.03) # Sig: 4
4 0.02 (0.08) –0.13 (–0.57) 0.19 (0.91) –0.07 (–0.37) –0.16 (–1.08) Adj R2: 0.76
Big 0.98 (5.73) 0.25 (1.37) 0.26 (1.16) 0.40 (2.21) 0.00 (0.02) x2-test: 0.00 (159.71)
Alternative model Small 0.17 (0.44) –0.10 (–0.25) –0.45 (–1.20) 0.10 (0.25) 0.32 (1.49)
2 –0.50 (–1.24) –0.41 (–1.05) 0.17 (0.49) –0.14 (–0.42) –0.17 (–0.84)
3 0.25 (0.73) 0.08 (0.24) 0.06 (0.16) 0.06 (0.21) –0.33 (–1.57) # Sig: 2
4 0.39 (1.19) 0.20 (0.61) 0.45 (1.51) 0.01 (0.03) 0.03 (0.15) Adj R2: 0.73
Big 1.00 (3.56) 0.36 (1.37) 0.31 (1.10) 0.65 (2.60) 0.04 (0.16) x2-test: 0.00 (85.25)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of
the Wald test (H0: all alphas equal to zero).From Table 25, we see that the alternative model produces fewer
significant alphas than the standard four-factor model, five as opposed
to thirteen. We conclude that the alternative model does a better job
in pricing unmanaged industry portfolios. The remaining significant
unexplained returns in the alternative may reflect the unusual perfor-
mance of certain industries at the end of the nineties (e.g. ICT- and
biotech bubbles). It looks likely that these significant alphas would
disappear if one extends the test period beyond 2000.
E. Conclusion
The alternative model provides a significantly improved version rel-
ative to the standard three- or four-factor CAPM model with factor
portfolios of Fama and French ((1993), (1995), (1996a), (1996b)),
Carhart (1997), Jegadeesh and Titman (1993) and Rouwenhorst
(1999). Our model produces estimated alphas closer to zero for one-
dimensional size-, distress-, momentum- and industry portfolios and
two-dimensional size-distress portfolios. However, the evidence so far
bears on the US-market only, and the factor portfolios were hand-
picked to fit this data set. In the next section, we accordingly test
whether the alternative factor portfolios keep on producing estimated
alphas close to zero in an international setting.
IV. INTERNATIONAL VALIDATION
Recall that Fama and French (1993) calculated the size- and distress-
decile breakpoints on the NYSE stocks only, and used these to cata-
logue all US stocks, including Amex and NASDAQ stocks. One of our
criticisms was that this procedure is difficult to implement in an inter-
national setting. When Fama and French (1998) investigate value ver-
sus growth effects in an international setting they abandon this pro-
cedure and calculate the decile breakpoints from all stocks.
They proceed by calculating their size and distress factor portfolios
(SMB and HML) for each country separately. The global SMB and
HML factor portfolios are then constructed as averages of these coun-
try factor portfolios, weighted on the basis of the MSCI country
weights. This surely avoids the risk that, say, the Big portfolio
becomes very much a US affair. However, in some countries the range





4-factor model vs. alternative model: alpha-t-statistics for industry portfolios
4-factor model Alternative model 4-factor model Alternative model
aerosp. & def. –0.21 (–0.83) –0.03 (–0.08) leisure & hotels –0.45 (–1.78) –0.17 (–0.45)
autom. & parts –0.27 (–1.10) –0.11 (–0.29) life assurance –0.63 (–2.46) –0.25 (–0.68)
banks –0.80 (–3.85) –0.34 (–1.13) media & entert. 0.49 (2.22) 0.38 (1.19)
beverages –0.37 (–1.34) –0.08 (–0.21) mining –0.28 (–0.46) 0.38 (0.44)
chemicals –0.06 (–0.25) 0.22 (0.68) oil & gas –0.73 (–1.45) 0.21 (0.30)
constr. mats. –0.67 (–2.67) –0.26 (–0.68) prsnl care & hse –0.05 (–0.20) 0.57 (1.75)
divers. industry 0.21 (0.90) 0.62 (1.72) pharmc & biotch 1.27 (3.76) 1.26 (2.52)
electricity –0.40 (–1.65) –0.19 (–0.59) real estate –1.09 (–5.00) –0.71 (–2.22)
electro & electic 0.62 (2.41) 0.52 (1.26) retailer (general) 0.00 (0.01) 0.17 (0.35)
engin. & machin. –0.17 (–0.82) 0.01 (0.04) softwr & services 1.51 (5.04) 1.16 (2.56)
food & drug ret. –0.32 (–1.24) 0.37 (1.02) specialty & finan –0.74 (–2.60) –0.61 (–1.49)
food producers –0.06 (–0.31) 0.60 (2.39) steel& oth.metal –0.54 (–1.71) –0.50 (–1.08)
forestry & paper –0.30 (–0.94) –0.37 (–0.80) support services 0.35 (1.61) 0.74 (2.11)
hshld gd & textil –0.19 (–0.78) 0.32 (0.86) telecom services 0.94 (3.16) 0.69 (1.61)
healthcare 0.54 (1.99) 0.81 (1.96) tobacco 0.95 (1.40) 1.26 (1.34)
i/t hardware 1.45 (4.11) 0.81 (1.52) transport –0.35 (–1.44) 0.08 (0.23)
insurance –0.67 (–2.90) –0.21 (–0.66) other utilities –0.24 (–1.21) 0.27 (1.00)
# Sig 13 5
Adj R 64.89 61.94
x2-test 0.00 (176.83) 0.01 (58.69)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of
the Wald test (H0: all alphas equal to zero).829
countries have no really big firms, and some emerging markets spe-
cialize in one sector, thus reflecting the rather similar size or book-to-
market figures that are typical for that industry. In short, one issue is
whether classification into, say, the B or S buckets should be done
country by country or via one global list.
Another issue again is value weighting. In FF (1998) this happens
within countries and across countries, via the MSCI weights. The com-
bined effect is to downplay the small-firm effect even more than
within the US study: many smallish firms are conjured away, being
classified as locally Big rather than globally Small and then drowned
in the value-weighted global Big portfolio. A related drawback is that
both S and B are now dominated by US firms, making the interna-
tional sample rather similar to the American one. Lastly, in FF (1998)
there is a requirement that book data be known, and this again elim-
inates many of the smaller stocks. We accordingly prefer to construct
the size-, distress- and momentum factor portfolios in one shot, from
the global stock list; we use equally weighted portfolio returns for all
factors other than the world market; and whenever possible we include
also stocks with an unknown market value or book-to-market value.
A description of the international database can be found in the
appendix--available on request. For current purposes it suffices to note
that the international database covers 39 countries,15 both developed
and emerging. In building the country list we tried to cover as much
of the world as possible taking into account the availability and reli-
ability of data. For each stock we know the end-of-month monthly
dollar return, monthly dollar market value, level-4 industry category,
nationality, and (sometimes) monthly book-to-market ratio, for part
or all of the period 1980-2000. For each country we also know the
end-of-month monthly dollar exchange rate return and end-of-month
monthly risk-free rates for the period 1980-2000. Most of these
exchange and interest rates originate from the IFS-IMF database, and
in general the end-of-period central bank discount rate is taken as the
risk-free interest rate. Like in previous sections, all portfolios are
equally weighted and updated monthly. The world market return is
the monthly dollar return of DataStream’s world-market index.
In the next paragraphs, we investigate whether the alternative com-
position of the factor portfolios from the US setting (previous section),
also works in an international setting. To do so, we compare the
alphas’ estimates and t-statistics of five models for 103 test portfo-
lios, constructed using five alternative criteria: (i) ten size deciles;(ii) ten distress deciles; (iii) ten momentum deciles; (iv) 39 industry
portfolios; (v) and 34 country portfolios.
The first model is the basic one-factor CAPM,
(7)
When testing the pricing of one-dimensional style portfolios, one obvi-
ous generalisation is to add either the standard size-, distress- or
momentum factor. That is,
(8)
where RFt+1 is the appropriate factor portfolio corresponding to the
criterion used when sorting the left-hand-side test portfolios. The fac-
tor portfolios are set up following Fama and French ((1993), (1995),
(1996a), (1996b)), Carhart (1997), Jegadeesh and Titman (1993) and
Rouwenhorst (1999) except that portfolios are equally weighted and
updated monthly.16
CAPM 3 is the nested version of the above three, the standard four-
factor CAPM:
(9)
The next candidate model adds the InCAPM exchange-rate factors to
this four-factor specification.17 Individual stocks can be exposed to
exchange rate fluctuations because the going exchange rate partly
determines a firm’s domestic-currency cash flows from importing or
exporting goods or services. Exchange rates also affect a firm’s for-
eign-currency prices for goods or services and hence the demand for
its output. Lastly, the firm’s stock price is converted into dollars; thus,
even if a firm’s own-currency stock return would not be exposed to
exchange rate fluctuations, its translated stock return would still be.
This last aspect is the main reason why an InCAPM may be needed
when testing the pricing of stocks from many countries. US stocks
are also held by non-US residents, so in principle the average investor
does care about exposures. But for US stocks it is hard to establish that
currency exposures are in fact non-zero (see Bartov and Bodnar
(1994); Bodnar and Gentry (1993); Allayannis (1995); and Allayan-
nis (1997)). In contrast, foreign stocks on average do betray their
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830nationality via exposure to their own exchange rate (Adler and Dumas
(1984)).
The Solnik-Sercu model is a static CAPM without state variables
– so an obvious extension will be to add the standard SMB, HML and
Momentum factors – featuring the world market-portfolio return and
the excess returns from investing in each non-USD currency. Includ-
ing all 39 currencies is not recommendable as the power of the alpha
tests will drop dramatically, but apart from this consideration there
are no clear guidelines or standard practices. Jorion (1990) proposes
to use a fixed trade-weighted basket of currencies, but this assumes
that all stocks have a vector of currency exposures that is proportional
to the trade weights – a restriction which Rees and Unni (1999) reject
empirically. We adopt a compromise. Specifically, we include in every
regression the individual currencies of seven countries (C7), taking at
least one currency per continent and looking, per continent, at ecoo-
nomic weight and number of stocks in our data base. This “C7” list
contains the Canadian Dollar, British Pound and Deautsche Mark,
Japanese Yen and Korean Won, Australian Dollar and South African
Rand. All stocks are allowed to be exposed, without any prior restric-
tions, to each of these C7 currencies. On top of that, non-C7 stocks
are assumed to have a common exposure to their own exchange rate
(Adler and Dumas (1984)). Since the regressand variables are portfo-
lio returns, this last assumption means that for each such test portfo-
lio a basket of currency deposits is created which gives to each non-
C7 currency the same weight as the stocks from that country have in
the particular test portfolio. Thus, if a portfolio contains n1 stocks from
non-C7 currency 1 and n2 stocks from non-C7 currency 2, then the
basket consists of n1/ (n1+n2) invested in currency 1 and n2/ (n1+n2)
invested in currency 2. In regressions with country portfolios as the
regressands, this currency factor collapses to the country’s own cur-
rency factor; for the C7 country indices and U.S. index, this 8th cur-
rency factor is therefore redundant and dropped from the regression.
The nested Solnik-Sercu/4-factor model reads like
(10)
(11) and with XF s r r s
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831where the right-side factor portfolios (SMB, HML and WML) are
like in the standard four-factor model. Subscript i stands for the i-th
left-side test-portfolio, subscript k denotes the k-th exchange factor
portfolio and CXFi refers to the compound non-C7 exchange factor
portfolio tailored for the i-th test-portfolio. S denotes the going spot
exchange rate (USD per foreign currency) and  the foreign risk-
free interest rate.
The last CAPM candidate is obtained by adding the two factors
identified in the US tests (the micro-stock and extreme-distress fac-
tors) and re-specifying the SMB and HML factors as described in Sec-
tion III:
(12)
A. Results for size, distress, and momentum test-portfolios
US firms take up 55 percent of the total sample by numbers, but are
relatively underrepresented in the lower size quintile, where they pro-
vide only 45 percent of the observations. Still, when we look at the
plot, in Figure 16, of the average monthly dollar return of the ten
international size-deciles for the period 1980-2000, it looks a lot like
Figure 1 (US market). Thus, also in an international setting there seems
to exist a strong small firm effect for the smallest stocks – unless, of
course, the high average return would be explained by beta. In contrast,
the inverted small-firm effect in the US market, where the average
return of the biggest firms was slightly higher than the average-sized
firms, disappears in an international setting: bigger firms earn monot-
onely less. From Table 26, we see that also in an international setting
the specification of the factor portfolios plays an important role in the
ability of an asset pricing model to price unmanaged portfolios. The
alpha-t-statistics in Table 26 show that the specification adopted in the
US study of the preceding section also produces insignificant alphas
for the ten size deciles in an international setting.
We now turn to Figure 17 which plots the average monthly dollar
return for ten international B/M decile portfolios for the period 1980-
2000. Again Figure 17 resembles its US counterpart, Figure 2, which
exhibits a gradually rising monthly average return as we move from
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832growth stocks (low B/M value) to distress or value stocks (high B/M
value). There is an S-shape, and especially the highest distress decile
pops out again. From Table 27, we conclude that also in an interna-
tional setting, the generalized model seems to outperform the stan-
dard international model in pricing unmanaged B/M based test-
portfolios. Only the third B/M decile portfolio remains significant.
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FIGURE 17
Average monthly dollar return for ten international momentum-sorted deciles
FIGURE 16
Average monthly dollar return for ten international distress-sorted decilesLastly, Figure 18 plots the average monthly dollar return for ten
international momentum decile portfolios for the period 1980-2000.
Remember that Figure 3 (US market) looked like an S-shaped pos-
itive schedule not too far from linearity. Figure 18 resembles a lin-
ear rise even more. Apparently, in an international setting, the aver-
age return of international momentum portfolios rises at a more
constant rate. From Table 28, we see that the standard two-factor
momentum capm, produces the best results, delivering zero rejec-
tions against one marginal t=2.01 for the modified model. However,
the difference is small, and especially the standard 4-factor model
does poorly. More fundamentally, the standard two-factor momen-
tum CAPM does best only once (and marginally at that), notably
when pricing momentum-based test-portfolios; in all other applica-
tions it flaunders badly, while the proposed multi-factor CAPM
remains superior in pricing unmanaged momentum based interna-
tional test-portfolios.
B. Results for industry and country test portfolios
In this paragraph, we first try to price unmanaged international indus-
try portfolios. We follow the Leve-4 Datastream Industry Classifica-
tion which contains 34 meaningful industries.
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FIGURE 18




Alphas’estimates and t-statistics: size-portfolios
Standard one-factor Standard two-factor Standard four-factor Standard InCapm Alternative InCapm
Small 1.87 (8.59) 0.80 (8.51) 0.96 (9.22) 0.95 (9.03) 0.12 (0.63)
2 0.37 (1.79) –0.63 (–6.69) –0.51 (–4.84) –0.50 (–4.71) –0.01 (–0.03)
3 0.20 (1.07) –0.64 (–6.15) –0.54 (–4.63) –0.55 (–4.73) 0.18 (0.86)
4 0.21 (1.19) –0.47 (–3.75) –0.34 (–2.49) –0.38 (–2.78) 0.23 (1.00)
5 0.15 (0.98) –0.33 (–2.48) –0.19 (–1.29) –0.22 (–1.51) 0.26 (1.12)
6 0.06 (0.42) –0.30 (–2.21) –0.13 (–0.86) –0.16 (–1.08) 0.12 (0.50)
7 0.04 (0.33) –0.18 (–1.34) 0.04 (0.28) 0.02 (0.13) 0.17 (0.79)
8 –0.06 (–0.50) –0.20 (–1.61) 0.03 (0.19) 0.02 (0.16) 0.07 (0.34)
9 –0.12 (–1.17) –0.18 (–1.72) –0.05 (–0.45) –0.06 (–0.48) –0.02 (–0.11)
Big –0.08 (–1.49) –0.10 (–1.67) –0.06 (–0.91) –0.06 (–0.93) 0.06 (0.67)
#  S i g 16440
Adj R2 0.70 0.85 0.85 0.85 0.81
p-value, x2-test 0.00 (404) 0.00 (337) 0.00 (283) 0.00 (273) 0.12 (15.36)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Alphas’estimates and t-statistics: distress-portfolios
Standard one-factor Standard two-factor Standard four-factor Standard InCapm Alternative InCapm
Small –0.30 (–1.73) 0.16 (0.99) –0.09 (–0.64) –0.05 (–0.35) 0.09 (0.48)
2 –0.09 (–0.56) 0.32 (2.20) 0.23 (1.78) 0.24 (1.86) 0.37 (1.83)
3 0.06 (0.44) 0.35 (2.57) 0.31 (2.32) 0.30 (2.22) 0.43 (2.04)
4 0.10 (0.74) 0.25 (1.79) 0.24 (1.67) 0.21 (1.47) 0.31 (1.41)
5 0.22 (1.59) 0.23 (1.58) 0.19 (1.23) 0.15 (0.97) 0.35 (1.54)
6 0.27 (1.99) 0.14 (1.00) 0.10 (0.69) 0.07 (0.5) 0.27 (1.25)
7 0.30 (2.15) 0.01 (0.03) –0.09 (–0.67) –0.14 (–0.97) 0.07 (0.35)
8 0.54 (3.54) 0.08 (0.61) –0.01 (–0.11) –0.04 (–0.28) 0.25 (1.29)
9 0.83 (4.61) 0.18 (1.31) 0.03 (0.21) –0.01 (–0.06) 0.19 (0.95)
Big 1.60 (5.85) 0.57 (2.87) 0.44 (2.55) 0.54 (3.25) 0.26 (1.31)
#  S i g 53221
Adj R2 0.69 0.78 0.83 0.84 0.82
p-value, x2-test 0.00 (56.87) 0.001 (29.71) 0.00 (43.59) 0.00 (47.30) 0.05 (18.63)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Alphas’estimates and t-statistics: momentum portfolios
Standard one-factor Standard two-factor Standard four-factor Standard InCapm Alternative InCapm
Small –0.59 (–2.28) 0.17 (0.87) –0.59 (–3.85) –0.57 (–3.67) –0.53 (–2.01)
2 –0.39 (–2.02) 0.21 (1.55) –0.18 (–1.42) –0.19 (–1.43) 0.04 (0.17)
3 –0.27 (–1.74) 0.14 (1.09) –0.23 (–1.91) –0.24 (–1.93) 0.05 (0.23)
4 –0.14 (–1.00) 0.12 (0.95) –0.28 (–2.25) –0.29 (–2.32) 0.03 (0.14)
5 –0.05 (–0.38) 0.10 (0.77) –0.30 (–2.39) –0.32 (–2.56) –0.03 (–0.14)
6 0.06 (0.49) 0.10 (0.78) –0.31 (–2.52) –0.33 (–2.70) –0.02 (–0.11)
7 0.16 (1.28) 0.11 (0.89) –0.28 (–2.28) –0.30 (–2.46) 0.04 (0.19)
8 0.23 (1.83) 0.10 (0.81) –0.32 (–2.70) –0.33 (–2.79) 0.00 (0.02)
9 0.37 (2.63) 0.15 (1.10) –0.31 (–2.53) –0.31 (–2.53) –0.03 (–0.18)
Big 0.58 (3.00) 0.27 (1.46) –0.37 (–2.48) –0.34 (–2.29) –0.24 (–1.05)
#  S i g 40881
Adj R2 0.70 0.77 0.85 0.85 0.81
p-value, x2-test 0.002 (27.79) 0.55 (8.79) 0.00 (37.00) 0.00 (32.31) 0.004 (25.99)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of
the Wald test (H0: all alphas equal to zero).From Table 29 we conclude that the alternative international CAPM,
with the two new factors, is the best model to price unmanaged
international industry portfolios. Compared with Table 25 (the indus-
try-portfolio test for US market) we notice that the ICT- and Biotech-
bubble of the late 90’s appears to be mostly a US issue. In an inter-
national setting 1980-2000, the abnormal positive returns noted for
many US sectors – notably food producers, pharmaceuticals and
biotechnology, support services, software and services industries – are
not present or at least not significant. The negative abnormal return of
the real-estate industry remains present in the international setting,
though.
In this paragraph, we also try to price 39 unmanaged country port-
folios. From Table 30, it is difficult to tell whether for the purpose of
pricing unmanaged country portfolios the four-factor model is best or
the extended InCAPM: the latter is marginally beaten in terms of the
number of rejections, but does better in the sense that the t-ratios
remain smaller. Interestingly, according to the standard four-factor and
standard international model, the US market’s performance was not
impressive – to the contrary, in fact – while Japan’s was; our proposed
generalisation of international model is agnostic about both.
We conclude that also in an international setting the specific com-
position of the factor portfolios plays an important role in the ability
of an asset pricing model to price unmanaged portfolios. We showed
that the same composition that performed well in the US-market also
works in an international setting.
V. CONCLUSION
We showed that some aspects of a CAPM test can not be taken for
granted as they have a significant impact on the test results. Elements
that have an influence are: (i) the coverage of small stocks in the data-
base; (ii) the frequency of portfolio updating (monthly or yearly);
(iii) the way of weighting the portfolio returns (equally or value);
(iv) the way of calculating factor portfolio-portfolios (broad- v. narrow-
based risk-portfolios i.e. are stocks with unknown market value or
book-to-market value included or not); (v) the way of calculating test
portfolios (intersections of two classifications or unions; and, in the
first case, what to do with the stocks without full information); (vi) the





Alphas’estimates and t-statistics for 34 international industry-portfolios
Standard one-factor Standard four-factor Standard InCapm Alternative InCapm
aerosp. & def. 0.12 (0.55) –0.62 (–3.02) –0.67 (–3.38) –0.10 (–0.34)
autom. & parts 0.17 (0.96) –0.09 (–0.49) –0.17 (–1.04) –0.25 (–1.01)
banks 0.37 (2.68) –0.07 (–0.52) –0.26 (–2.04) –0.29 (–1.61)
beverages 0.36 (2.59) 0.17 (1.03) –0.10 (–0.89) –0.17 (–1.09)
chemicals 0.19 (1.10) 0.17 (0.90) 0.00 (–0.02) –0.14 (–0.61)
constr. mats. 0.14 (0.80) 0.04 (0.21) –0.13 (–0.77) –0.33 (–1.36)
divers. industry 0.22 (1.34) –0.31 (–2.06) –0.44 (–4.13) –0.37 (–2.17)
electricity 0.45 (2.88) 0.43 (2.51) 0.27 (1.84) 0.21 (1.01)
electro & electic 0.14 (0.69) –0.16 (–0.84) –0.20 (–1.13) –0.19 (–0.65)
engin. & machin. –0.03 (–0.21) –0.21 (–1.24) –0.28 (–1.81) –0.43 (–1.79)
food & drug ret. 0.33 (2.29) 0.18 (1.11) –0.12 (–0.84) 0.19 (0.89)
food producers 0.40 (2.92) 0.26 (1.76) –0.04 (–0.34) 0.04 (0.21)
forestry & paper 0.07 (0.37) –0.31 (–1.55) –0.39 (–2.44) –0.29 (–1.24)
hshld gd & textil 0.32 (1.88) –0.03 (–0.15) –0.19 (–1.27) –0.13 (–0.55)
healthcare 0.43 (1.48) –0.40 (–1.47) –0.41 (–1.56) 0.23 (0.60)
i/t hardware 0.62 (2.03) 0.01 (0.04) –0.10 (–0.36) –0.28 (–0.68)
insurance 0.30 (2.01) –0.09 (–0.52) –0.26 (–1.94) –0.31 (–1.65)
leisure & hotels 0.16 (0.91) –0.45 (–2.71) –0.60 (–3.90) –0.42 (–1.75)
life assurance 0.55 (2.97) 0.03 (0.16) –0.24 (–1.35) –0.01 (–0.03)
media & entert. 0.72 (4.25) 0.16 (1.06) –0.02 (–0.17) 0.00 (0.01)
mining 0.05 (0.12) –0.35 (–0.75) –0.57 (–1.30) –0.46 (–0.71)8
4
0 Standard one-factor Standard four-factor Standard InCapm Alternative InCapm
oil and gas –0.24 (–0.73) –0.86 (–2.39) –1.03 (–3.42) –0.33 (–0.75)
persnl care 0.46 (2.68) 0.01 (0.06) –0.22 (–1.39) –0.15 (–0.64)
pharmc & biotch 0.68 (3.02) 0.26 (1.20) 0.07 (0.31) 0.00 (–0.01)
real estate 0.04 (0.24) –0.27 (–1.52) –0.59 (–4.95) –0.64 (–3.53)
retailer (general) 0.33 (1.88) –0.11 (–0.63) –0.24 (–1.39) –0.30 (–1.11)
softwr & services 0.57 (1.68) –0.06 (–0.20) –0.11 (–0.44) –0.08 (–0.18)
Specialty & finan 0.40 (1.94) –0.34 (–1.67) –0.37 (–1.82) –0.58 (–1.93)
steel & metal 0.01 (0.04) –0.32 (–1.43) –0.30 (–1.59) –0.49 (–1.74)
support services 0.32 (1.57) –0.33 (–1.89) –0.52 (–3.20) –0.17 (–0.66)
telecom services 0.77 (3.14) 0.13 (0.54) 0.11 (0.53) –0.02 (–0.06)
Tobacco 1.00 (3.40) 0.31 (0.93) 0.19 (0.84) 0.09 (0.28)
Transport 0.12 (0.83) –0.01 (–0.06) –0.15 (–1.10) –0.12 (–0.59)
other utilities 0.38 (2.80) 0.19 (1.23) 0.08 (0.55) 0.23 (1.15)
# Sig 14 5 8 2
Adj R2 0.57 0.65 0.74 0.72
x2-test 0.00 (101) 0.00 (116) 0.00 (144) 0.002 (63)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of




Alphas estimates and t-statistics for 39 country portfolios
Standard one-factor Standard four-factor Standard InCapm Alternative InCapm
argentine 2.64 (1.54) 1.86 (0.92) 1.34 (0.67) 1.24 (0.46)
australia 0.47 (1.28) –0.25 (–0.60) –0.37 (–1.20) –0.13 (–0.26)
germany 0.05 (0.19) 0.01 (0.03) 0.11 (0.39) 0.17 (0.47)
belgium 0.29 (1.05) 0.24 (0.73) 0.21 (0.68) 0.44 (1.06)
brazil 1.74 (1.06) –0.27 (–0.14) –0.51 (–0.22) –0.46 (–0.15)
colombia 0.21 (0.23) –0.76 (–0.68) –2.79 (–2.22) –3.37 (–2.04)
china 2.90 (1.84) 2.47 (1.25) 1.46 (0.72) 3.13 (1.21)
chili 1.86 (2.78) 0.73 (0.96) 0.26 (0.34) 1.51 (1.45)
canada –0.04 (–0.15) –0.88 (–3.17) –0.98 (–3.93) –0.22 (–0.61)
denmark 0.40 (1.26) 0.34 (0.93) 0.20 (0.59) 0.41 (0.91)
spain 0.48 (1.00) –0.07 (–0.12) –0.30 (–0.57) 0.13 (0.23)
finland 0.94 (1.89) 0.35 (0.61) 0.36 (0.67) –0.40 (–0.52)
france 0.34 (1.08) 0.03 (0.06) –0.04 (–0.12) 0.59 (1.26)
greece 2.78 (2.88) 1.27 (1.14) 0.83 (0.71) –0.57 (–0.34)
hong kong 0.94 (1.70) 0.07 (0.10) 0.48 (0.80) 2.25 (2.69)
indonisia 0.13 (0.14) –1.76 (–1.64) –2.28 (–2.66) –1.10 (–0.98)
india 1.97 (1.97) 0.93 (0.83) –0.06 (–0.05) 2.92 (1.89)
ireland 0.66 (2.12) 0.36 (0.98) 0.05 (0.14) 0.23 (0.49)
italy 0.26 (0.67) –0.37 (–0.80) –0.70 (–1.59) –0.03 (0.00)
japan –0.07 (–0.19) 1.20 (3.13) 1.09 (3.02) –0.06 (–0.10)
korea 0.60 (0.87) –0.89 (–1.28) –0.21 (–0.33) –1.91 (–2.28)
luxemburg 0.61 (1.79) 0.29 (0.72) 0.00 (–0.01) 0.36 (0.70)8
4
2 Standard one-factor Standard four-factor Standard InCapm Alternative InCapm
mexico 1.40 (1.84) 1.05 (1.17) 0.67 (0.88) 0.70 (0.68)
malaysia 0.63 (1.06) 0.50 (0.74) 1.06 (1.75) 2.22 (2.62)
nederland 0.30 (1.10) –0.02 (–0.06) –0.05 (–0.17) 0.48 (1.24)
norway 0.40 (0.97) –0.16 (–0.34) –0.14 (–0.30) 0.31 (0.50)
new zeeland 0.67 (1.26) –0.08 (–0.12) –0.17 (–0.29) 0.15 (0.20)
austria 0.24 (0.67) 0.18 (0.41) 0.20 (0.49) 0.41 (0.76)
peru 2.04 (2.05) 1.86 (1.50) 1.99 (1.51) 3.20 (1.92)
philipinnes 1.46 (1.91) 1.00 (1.16) 1.15 (1.43) 1.74 (1.52)
portugal 0.03 (0.07) –0.09 (–0.17) –0.47 (–0.91) 0.80 (1.16)
south africa 0.33 (0.65) 0.13 (0.22) 0.47 (0.92) 1.42 (1.96)
sweden 0.81 (2.07) 0.00 (0.00) 0.11 (0.24) 0.47 (0.77)
singapore 0.24 (0.56) –0.08 (–0.16) 0.16 (0.36) 0.33 (0.53)
switzerland –0.11 (–0.47) –0.38 (–1.40) –0.43 (–1.93) 0.06 (0.21)
taiwan 1.01 (0.98) 0.99 (0.84) 2.29 (2.07) 1.08 (0.69)
thailand 0.25 (0.37) –0.34 (–0.46) 0.12 (0.17) 0.35 (0.37)
uk 0.53 (2.05) –0.09 (–0.31) –0.24 (–0.94) –0.15 (–0.41)
us 0.31 (1.25) –0.63 (–2.93) –0.63 (–3.19) –0.27 (–0.87)
# Sig 7 3 6 4
Adj R2 0.19 0.22 0.33 0.33
x2-test 0.04 (55.47) 0.008 (63.34) 0.00 (81.31) 0.004 (66.31)
Italic signals significance at a 5% level using GMM standard error taking into account cross-equation correlation and intertemporal
hetero-scedasticity; # Sig is the number of significant alphas; Adj R2 is the average adjusted R-squared; and x2-test is the p-value of
the Wald test (H0: all alphas equal to zero).breakpoints are calculated (only NYSE stocks, or all stocks, includ-
ing Amex and NASDAQ ones); and (vii) the correction for intertem-
poral hetero-skedasticity (OLS v GMM). We also found that size-bias
in the database seems to have a large effect, especially on the size-
factor portfolio and to some extent we discovered interaction effects
between the influences of the three well-known anomalies on expected
stock returns.
Elements that did not have a large influence were: (i) the time
period (80-93, 94-2000 or 80-2000); (ii) risk-free rate and market rate
(IMF average 3-month US T-bill or IMF end-of-period discount rate;
DataStream’s US-market index or computing the market return as the
value-weighted return on all stocks in the size-distress portfolios plus
the negative book value equities as in Fama and French (1993));
(iii) the way of calculating the breakpoints (broad- or narrow-based
breakpoints i.e. are stocks with unknown market value or book-to-
market value included or not).
We also found that both survivorship- and size-bias do not have a
substantial influence on the distress- and momentum factor portfolios,
and the size-factor portfolio is not influenced much by survivorship-
bias. We draw special attention to the possible underestimation of the
small firm effect by value-weighting the portfolio returns, calculating
the decile breakpoints on NYSE stocks only and excluding stocks with
an unknown market value or book-to-market value from the database.
The way of composing the right-side factor portfolios also influ-
ences the performance of an asset pricing model. We propose an alter-
native way of handling the three standard factors (size, distress and
momentum) that produces estimated alphas closer to zero. Notably, the
size and distress factor portfolios are split up into two factor portfo-
lios, one for the smallest or most distressed stocks risks and one for
regular size and distress risks. This alternative model significantly
improves on the standard four-factor CAPM model nesting Fama and
French ((1993), (1995), (1996a), (1996b)), Carhart (1997), Jegadeesh
and Titman (1993) and Rouwenhorst (1999), and this superior per-
formance is illustrated for one-dimensional size-, distress-, momen-
tum- and industry portfolios and two-dimensional size-distress port-
folios of US stocks. To reduce the risk of ad hoc modifications, we
also test the proposed modification in an international setting of
39 countries, both emerging and developed. We showed that the fac-
tors that performed well in the US-market also work in an interna-
tional setting.
843VI. FURTHER RESEARCH
We did not test, at this stage, the ability of the standard four-factor
model and the “alternative” model to price other two-dimensional test-
portfolios (e.g. size-momentum and distress-momentum) nor three
dimensional test-portfolios (e.g. size-distress-momentum). The spe-
cific choice of the exchange factor portfolios in the international asset
pricing models remains arbitrary and is subject to further research, as
is the significance of the exchange-rate factors as a group. We could
extend the international model even more by allowing two versions of
each size-, B/M- and momentum factor portfolio: one composed out
of the “emerging” stock basket and the other out of “developed” stock
basket; moreover, each version can have its own specific factor port-
folio composition.
NOTES
1. Fama and French (1993) do use only the NYSE stocks to set allocation breakpoints
for both size and distress, not the median of all stocks (including Amex and NAS-
DAQ). The reason for this is not stated explicitly.
2. With identical regressors across equations and no cross-equation restrictions, Seem-
ingly Unrelated Regression (SUR) provides the same estimates and standard errors as
OLS. GMM, with as constraint zero-mean residuals orthogonal on the factor returns
within each time series, also collapses to OLS. But the weighting matrix we use is
White's hetero-skedasticity-consistent covariance matrix, so that the significance state-
ments are robust to both hetero-skedasticity (over time or across stocks) and contem-
poraneous correlation of unknown form.
3. Fama and French (1993) exclude financial firms because the high leverage that is nor-
mal for these firms probably does not have the same meaning as for non-financial
firms, where high leverage more likely indicates distress.
4. For reasons of availability and international comparability our risk-free rates are from
the IMF’s International Financial Statistics. For the US T-bill, this source provides
only a monthly average of the 3-month rate. The IMF US discount rate, in contrast,
is an end-of-period rate and is available for most countries. Eligible depository insti-
tutions pay this rate when borrowing short-term from a Federal Reserve Bank.
5. The fact S is actually computed from the (value-weighted) returns of three size/dis-
tress intersections, only partly mitigates this effect, because the relation between size
and distress is far from perfect.
6. As an alternative, we tried working with unions rather than intersections. Under that
procedure we allocate every stock with a known market value into one of five size-
groups and all stocks with a known book-to-market into one of five distress-groups.
This gives us ten basic test portfolios, We then form a portfolio for size/distress com-
bination (i, j) as the average of size portfolio i and distress portfolio j, weighted by
the number of stocks in i and j, respectively, thus computing 25 different combinations
of the ten basic alphas, similar to the 25-portfolio tests used thus far. The outcome was
a somewhat larger number of rejections (nine, up from seven) despite generally lower
alphas – a signal of higher power relative to the original FF design but nowhere as
844strong as the alternative procedure outlined in the main text. In addition, this induces
strong dependencies across tests.
7. Besides allowing more attention to small stocks, another consideration for basing the
breakpoints on the entire sample rather than the list of the leading exchange is that the
latter procedure cannot be applied consistently across countries.
8. A possible explanation of that view is that the price behavior of large stocks on aver-
age depends on the transactions of less professional or less dedicated investors. Less
dedicated investors are likely to transact in larger firms due to extended media atten-
tion towards larger firms and they are likely to keep away from smaller unknown firms.
A less dedicated investor, however, has nor the means, the time or the skill to transact
much or quickly (large transaction costs, slow information, less active trader). This
could induce momentum in the larger stocks. Professional or dedicated investors invest
more in smaller stocks compared to the less dedicated non-professional investor. So the
price behavior of smaller stocks will on average depend on the transactions of more ded-
icated investors. However, a professional or dedicated investor has more means, time
or skill to transact much and quickly (low transaction costs, fast information, more
active trader). This could induce short term reversal into the small stock returns.
9. An alternative procedure might have been to find a transformation of the factors such
that the risk-return relationship becomes linear.
10. Fama and French (1992) use the CRSP database
11. Eun, Huang and Lai (2003) use DataStream’s Market Data
12. We are aware that only a Wald test on all alphas is the appropriate test for an asset
pricing model. But we show the individual t-statistics to get a feeling of which port-
folios might be priced badly and how we might make the model better.
13. Also in Table 18 our alternative momentum model does slightly better than the stan-
dard momentum model in the sense that the Wald statistic is lower.
14. Fama and French (1995) investigate size and book-to-market factors, a momentum fac-
tor is not included.
15. Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, Colombia, Den-
mark, Finland, France, Germany, Greece, Hong Kong, India, Indonesia, Ireland, Italy,
Japan, Luxemburg, Malaysia, Mexico, Netherlands, New Zealand, Norway, Peru,
Philippines, Portugal, Singapore, South Korea, South-Africa, Spain, Sweden, Switzer-
land, Taiwan, Thailand, United Kingdom, United States
16. Thus, SMB (small minus big) is the size factor portfolio: a zero-investment portfolio
that is long the 50% smallest stocks and short the 50% largest stocks; HML (high minus
low) is the distress factor portfolio: a zero-investment portfolio that is long the 30%
highest B/M stocks and short the 30% lowest B/M stocks; and WML (winner minus
loser) is the momentum factor portfolio: a zero-investment portfolio that is long the 30%
highest past-performers (winners) and short the 30% lowest past-performers (losers).
17. In a nutshell, an international capital asset pricing model (InCAPM) takes into account pos-
sible real exchange rate risks because every investor measures returns in the real terms that
are specific for her country rather than in a common currency (the USD, here). However,
inflation differentials are dwarfed by exchange-rate changes, so that the real rate closely
tracks the nominal one; and inflation rates are virtually uncorrelated with stock returns any-
way. Thus, following standard practice we use nominal exchange-rate changes rath
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ABSTRACT
In this paper we investigate to what extent hedge funds are a superior invest-
ment alternative. While it is easy to demonstrate that hedge funds dominate tra-
ditional investment alternatives when using the standard measures of risk adjusted
return, it is also apparent that they are exposed to a host of non-standard risks.
These additional sources of risk are sometimes actively sought by hedge funds
and support their classification as an ‘alternative’ investment class. Surprisingly
though, hedge fund returns are most dominantly determined by the equity mar-
ket performance, although other variables such as credit spreads and the invest-
ing public’s risk appetite can also be shown to have an impact. 
Fund of hedge funds are the most straightforward vehicle to invest in hedge
funds. We demonstrate that their primary value added derives from the diversi-
fication they provide across a wide range of hedge fund styles. In this context they
can be a useful alternative for investors who consider adding hedge fund expo-
sures to their portfolios.
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Investments into hedge funds have grown exponentially over the last
few years. The returns generated by ‘alternative’ investments such as
hedge funds have contrasted starkly with the equity bear market and
with the low interest rate environment that prevailed for most of the
recent decade. Attractive returns in a challenging market environment
have generated the possibly misleading impression that hedge funds
provide the best of all worlds: positive returns, low risk, capital pro-
tection, access to ‘alternative’ risk premia… If all of these claims
would hold, hedge funds would dominate all other investments (on a
risk adjusted basis). We know however that in (close to) efficient mar-
kets one can only expect a fair return for the risks being run. In this
article we will unravel some of the mystique associated with hedge
funds and will address the following questions
– how does the ability to short stock affect the risk/reward profile
of hedge funds in comparison to long only funds 
– do the traditional risk measures accurately capture all the possi-
ble down-sides of hedge funds
– what are the risk premia that hedge funds are exposed to and are
they unrelated to those in equity and fixed income markets
– how do funds of hedge funds provide value added
Insights into these questions enable the investor to more accurately
evaluate the pro’s and con’s of this investment class and to put the his-
torical returns in their proper perspective.
II. THE DIFFERENTIATING CHARACTERISTIC:
THE ABILITY TO SHORT
The crucial characteristic that differentiates hedge funds from tradi-
tional funds is their ability to ‘go short’. Traditional investment
managers are limited in the extent to which they can take advantage
of overpricings: the only option a traditional manager has when jud-
ging an instrument to be expensive is not to hold it in his/her portfo-
lio. Hedge fund managers on the other hand will borrow this instru-
ment (typically from a buy-and-hold long term investor such as a
pension fund or an insurance company) and sell it in the market in the
hope of buying it back more cheaply at a later date. As a result, hedge
848fund managers have a bigger opportunity set and will dominate their
traditional long only counterparts. In simple terms, long-short (hedge
fund) managers can do whatever a long only manager can do and
more: they should therefore be able to deliver a return that is at least
as good as that of their traditional counterparts.
One can think of a hedge fund as consisting of 2 subportfolios: a
‘Long’portfolio and a ‘Short’portfolio. Following the usual convention
of using returns in excess of the risk free rate (i.e. we only consider the
risk premium) one can summarize the return on the hedge fund as
R p = hl R l + h sR s (1)
where
– R p= excess return on the hedge fund
– hl = fraction of the net asset value of the fund invested Long
– hs = fraction of the net asset value of the fund invested Short
– R l= (excess) return on long portfolio
– R s = (excess) return on short portfolio
For simplicity we will assume that we have an equal amount invested
in the Long and Short subportfolios. For instance a portfolio with a
net asset value of $ 100.00 could be invested as follows
$ 100 Long
$ 100 Short
$ 100 in cash1
In that case hl = –∞hs (which is sometimes also referred to as $ neu-
trality) and Equation 1 simplifies to 
h l (R l – Rs)
Following the convention of capturing the risk of a portfolio through









2= risk (variance) of hedge fund
–s l
2 = risk (variance) of long portfolio
–s s
2= risk (variance) of short portfolio
–r ls = correlation between long and short portfolios
849It is interesting to point out that the risk of the hedge fund will
decrease as the correlation between the long and short portfolios incre-
ases. The overall risk of the hedge fund is a function of
– h l i.e. the fraction of the fund invested in the long (short) port-
folio or the leverage of the fund
– the risk of the long portfolio (sl
2), 
– the risk of the short portfolio (ss
2), 
– and the correlation between the two (rls).
The risk/reward trade off of the fund (return per unit of standard devia-




Let us now also make the simplifying assumption that the return and
variance of the long and short portfolio are equal (i.e. Rl∞∞=∞∞–Rs and
sl
2∞∞=∞∞ss
2). This assumption implies that one can earn as much return
on the Long portfolio as on the Short portfolio2 and that – on a stan-
dalone basis – they are equally risky.
Under those assumptions (3) can be rewritten as 
Sharpe Ratiohegde fund =[ 2 ∞∞/(1-rls)]1⁄2 [Rl/sl] 
=[ 2 ∞∞/(1-rls)]1⁄2 Sharpe RatioLong portfolio
Since rls varies between –1 and +1, it is easy to infer that a Hedge
Fund manager’s reward per unit of risk will always be at least as high
as that of the corresponding Long Only Manager. In fact when rls
approaches 1, the Sharpe Ratio of the hedge fund will go to infinity.
The advantage of the hedge fund manager therefore derives from
his/her ability to go short (rather than from the ability to leverage the
positions: the leverage as such has no impact on the return per unit of
risk).
The rule of thumb is that hedge funds are – on average – able to
deliver a Sharpe Ratio of 1 or more, whereas the traditional reward per
unit of risk for investing in equity or bond markets varies between .3
and .5.3 Monte Carlo simulations (Beckers (1997)) confirm that the
long/short implementation of an insightful investment strategy is supe-
rior to that of a long only fund. 4
The above analysis may even understate the potential superiority
of Long/Short strategies since it is based on the conservative assump-
tion that the long and short subportfolios can deliver the same return.
It is generally accepted that – to the extent that markets are not
850perfectly efficient – there are more inefficiencies on the short than on
the long side: indeed there are many more investors searching for
things that are cheap than there are investors who are looking for over-
valuations. Most investment processes are honed to find undervalu-
ation anomalies. In addition, the price correction mechanism for under-
valuation works much more swiftly than that for overvaluations.5
Long Short managers also operate on a much bigger playing field
than the traditional long only managers. In their fund prospectus they
typically reserve themselves the right to invest in all types of instru-
ments (derivatives, swaps, swaptions, contracts for differences, options
etc…) which are mostly off-limits to traditional funds. At the same
time hedge fund managers will rarely be confined to a unique asset
class (for instance they would typically have the ability to invest in all
sorts of instruments such as equity, convertible bonds, bonds, com-
modity futures, interest rate futures, exchange rate futures etc…).
While it is easy to demonstrate that hedge funds have a theoretical
advantage over long-only funds, the proof of the pudding is obviously
in the hard (historical) performance. In the remainder of the paper we
will investigate to what extent the various types of hedge funds have
indeed provided extra-ordinary risk-adjusted returns. In the next para-
graph we will briefly describe the data we use in our empirical study.
III. THE DATA
Our analyses will be exclusively based on the returns of hedge fund
indices, rather than on a sample of individual hedge funds. There are
at least twenty competing hedge fund index providers. Their indices
are constructed from different data, according to diverse selection cri-
teria and methods of construction and with differing degrees of trans-
parency and stability. The picture of hedge fund returns they provide
is therefore less than homogenous (see for instance Fung and Hsieh
(2001) or Vaissie (2003)). Quantitative analysis of the behaviour of
hedge fund indices will lead to widely diverging insights, depending
on the source of the data.6
Rather than using one index provider as the sole source of infor-
mation, we decided to combine (equal weight) the hedge fund index
information from three different sources: HFR, HedgeFund.net and
EDHEC. These three indices rank consistently among the top 5
on representativity and purity. HFR and HedgFund.net also have
851the broadest universe of underlying hedge funds and amongst the lon-
gest histories of any hedge fund index provider.7 The resulting com-
posite indices should give us a better and more stable insight into the
behaviour of a given hedge fund style, without being dependent on the
vagaries or quirks associated with any individual index provider.
We collect monthly index funds returns for the various hedge fund
styles from January 1 1997 onwards. It is well known that up to the
mid 1990’s observable data on hedge funds contain too many meas-
urement biases to be of relevance (Fung and Hsieh (2002)).
IV. HEDGE FUND RETURNS: TOO GOOD TO BE TRUE?
Given the theoretical advantages of long/short investing one could
easily conclude that hedge fund managers have the best of all worlds:
more opportunities and better ways to take advantage of them, leading
to a risk/reward trade-off that is impossible to beat. The data – prima
facie – does confirm this rosy picture. In Table 1 we have summari-
zed the annual return and the Sharpe Ratio for the various hedge fund
styles over the last 7.5 years. It is clear that every single hedge fund
852
TABLE 1
Average annual return and sharpe ratio
January 1997 – March 2004
Annual Return Sharpe Ratio
Convertible Arbitrage 12.15% 2.60
Commodity Trading Advisors 12.10% 0.97
Distressed 11.91% 1.37
Emerging Markets 10.95% 0.51
Equity Neutral 9.78% 2.37
Event Driven 11.88% 1.33
Fixed Income Arbitrage 6.65% 0.85
Fund of Funds 9.70% 1.08
Global Macro 12.98% 1.53
Long/Short 15.21% 1.33
Merger Arbitrage 9.79% 1.67
Relative Value 11.00% 2.53
S&P 500 7.55% 0.25
JPM Bond 6.43% 0.48style8 outperforms the pure equity (S&P 500) or the pure bond (JPM
Global Government Bond Index) alternative on both measures.
Similarly, a plot of the average annual return and standard deviation
of each of the hedge fund styles and the equity and bond alternatives
illustrates the historic dominance of the hedge fund alternatives. 
Based on the traditional measures of reward and risk, hedge funds
– at least historically – have been impossible to beat. However these
traditional measures only tell part of the story. Indeed, both the return
and risk numbers used for hedge funds can be significantly biased. It
is for instance well documented that hedge fund returns can be over-
stated because of:
– Survivorship bias: The upward bias created as ‘deceased’ funds
are deleted from the database and only the successful managers
remain. Since most of the funds cease operations because of poor
performance, the hedge fund index returns tend to be upward
biased (and their historical risk will be downward biased). Fung
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FIGURE 1
Average annuel return and risk Jan 1997 – April 2004and Hsieh (2000) estimated the resulting upward bias in hedge
funds to average roughly 3 percentage points per year. 
– Instant History bias: When a fund is included in the database
most database vendors will also include the historical returns for
the fund, hence creating a backfill bias. There exists also tendency
to include only successful funds in the publicly available data-
bases. Empirical evidence (Fung and Hsieh (2000)) estimates that
this bias can be up to 1.5% per year. 
Similarly it is well known that the use of standard deviation as a risk
measure is tenuous in the case of hedge funds:
– Since the typical hedge fund publishes its returns monthly, the
true underlying volatility might be understated, especially for
trend-following strategies such as CTA or Global Macro (given
the positive autocorrelation in their return series).
– Hedge funds generally can invest in the less liquid, less efficient
segments of the market (where they act as liquidity providers to
capture the liquidity premium). The pricing of these less liquid
instruments can only be approximated which means that standard
deviations based on stale prices cannot reflect the true underlying
volatility.9
– Finally, the standard deviation is only an exact and complete
measure of risk if the underlying return distribution is perfectly
normal10. Hedge fund returns are notoriously asymmetric (they
are skewed) and have a higher occurrence of extremely high and
low returns (high kurtosis) than a ‘normally’ distributed alterna-
tive. 
It should also be pointed out that hedge funds are possibly exposed
to additional non-linear risk factors such as:
– Event Risk: the risk that a series of events do (not) occur. Mer-
ger Arbitrage is a standard example: the arbitrageur tries to pick
up the spread between acquirer and acquiree11. However his stra-
tegy will unravel when the corporate action is called off (typically
as a result of a decrease in market levels which makes the ‘cur-
rency’of the acquirer – its stock price – less valuable). This non-
linear (option-like) pay-off can be illustrated when we plot the
return of the Merger Arbitrage strategy against that of the S&P
500 in Figure 2: Most of the time the arbitrageur will pick up the
spread (resulting in a return that is independent of the underlying
854market return). However, when the deal is called off, there is sig-
nificant downside risk since the target firm will start trading at
the pre-deal-announcement levels again.
– Volatility Risk: the risk of an abrupt change in volatility. Given
that most arbitrage based hedge fund strategies are in essence
‘short’volatility, a sudden jump in volatility can prove to be pain-
ful. 
– Model Risk: whenever predictive models play a central role in the
strategy (such as trend-following models for CTA’s or statistical
arbitrage models), there is always the risk that historically deri-
ved relationships will experience a structural change and that
models will break down.
– Regulatory Risk: the risk of regulatory changes (or its general
unpredictability) has caused significant losses in the past. For
instance the Convertible Bond Arbitrage strategy suffered last
year when the tax law change regarding US dividends led to
unexpected large dividend pay-outs (which made the convertible
bonds less attractive). These dividend payouts resulted in an equal
(but unexpected) drop in the share price, resulting in a lower con-




S&P 500 vs merger arb Jan 1997 – March 2004– Operational Risk: although more general in scope, a number of
hedge funds have failed because their operational infrastructure
was faulty (poor risk controls, shoddy accounting…). The ope-
rational risk in the hedge fund world is much larger than that in
the institutional (long only) world given the ‘young’nature of the
business. 
The hedge fund community has therefore adopted a range of addi-
tional risk measures that try–at least partially- to complement the stan-
dard deviation as a risk measure. Table 2 summarizes the skewness,
kurtosis and largest drawdown for each of the hedge fund styles and
for the S&P 500 and the JPMorgan Global Bond Index. 
Some hedge fund strategies such as Emerging Markets can expe-
rience cumulative drawdowns that are as bad as those for the equity
market. Conversely, ‘conservative’ strategies such as Fixed Income
experience a negative skew (more negative returns than one would
normally expect) as well as high kurtosis (more extreme returns than
normal). Figures 3 and 4 illustrate this effect for the Fixed Income
and Merger Arbitrage hedge fund styles: there are more extreme nega-




January 1997 – March 2004
Largest Drawdown Skewness Kurtosis
Convertible Arbitrage –5.54% –0.86 2.02
Commodity Trading Advisors –6.75% 0.22 –0.11
Distressed –12.73% –1.98 10.51
Emerging Markets –38.36% –1.53 7.42
Equity Neutral –1.34% 0.66 0.69
Event Driven –10.58% –1.62 7.06
Fixed Income Arbitrage –12.36% –4.69 29.74
Fund of Funds –8.52% 0.08 3.64
Global Macro –5.01% 0.75 1.11
Long/Short –7.38% 0.36 1.56
Merger Arbitrage –5.70% –2.34 10.65
Relative Value –4.86% –1.77 8.22
S&P 500 –44.73% –0.47 –0.16
JPM Bond –8.14% 0.46 0.04The graphs illustrate that the normal distribution is not a good
approximation for the return pattern of hedge funds and that in parti-
cular large negative surprises can occur more frequently than one
could ‘normally’ expect. Although these deviations from normality
can be captured through the calculation of the higher moments (skew-
ness and kurtosis) of the historic frequency distribution, the lack of
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FIGURE 3
Frequency distribution fixed income hedge funds
FIGURE 4
Frequency distribution merger arbitrage hedge fund strategyaccuracy with which these characteristics can be estimated (i.e. their
estimation error) and their instability through time severely hamper
their reliability.
There are more risks embedded in hedge funds than meet the eye.
Hedge fund managers eagerly seek some of these risks in pursuit of
the expected associated risk premium. This can lead to the claim that
hedge funds provide access to ‘alternative’ risk premia and that their
returns are therefore lowly correlated with the traditional markets. We
investigate this question in the next paragraph.
V. HEDGE FUNDS: RISK EXPOSURE YOU CAN’T GET
ANYWHERE ELSE?
The appeal of hedge funds does not solely rest on their capacity to har-
vest returns more efficiently through their ability to go short. Another
– purported – advantage of hedge funds is that they provide exposure
to non-standard risk premia. In other words hedge funds are claimed
to be lowly correlated with the traditional equity and bond markets and
to generate returns through investments into alternative asset classes
(such as commodities, currencies, volatility or liquidity risk premia
etc…). In the following paragraphs we will investigate these claims
in more detail.
Table 3 summarizes the correlation of the various hedge fund style
indices with the equity (S&P 500) and bond (JP Morgan World
Government bond index) market.
The received wisdom that hedge fund returns are independent of
equity market performance is contradicted: with the exception of the
Fixed Income style, all hedge fund indices are significantly correla-
ted with the equity market performance.12 Interestingly only Commo-
dity Trading Advisors have any significant consistent exposure to the
Global Government Bond Markets. It is therefore fair to conclude that
– contrary to the common belief – hedge fund returns are on average
significantly dependent on the overall stock market return.
More worrying is that, almost consistently across all hedge fund
styles, the correlation in down markets appears to be higher than in
up markets. When we segment our database in function of whether
the equity or bond markets where up or down and calculate the cor-
relation with the various hedge fund styles for each subset, the diffe-





Correlation of various hedge fund styles with S&P 500 and JPMorgan Bond Index Jan 1997 – March 2004
S&P 500 JPM GLOBAL GOVT. BOND
Correlation Significance Difference Correlation Significance Difference 
down -up market down -up market
CONVERTIBLE ARBITRAGE 0.23 ** 0.14 –0.14 0.38
CTA –0.22 ** –0.32 0.3 ** –0.52
DISTRESSED 0.47 ** 0.58 –0.12 0.4
EMERGING MARKETS 0.59 ** 0.42 –0.2 0.21
EQUITY NEUTRAL 0.32 ** 0.02 0.01 –0.01
EVENT DRIVEN 0.66 ** 0.54 –0.14 0.39
FIXED INCOME –0.05 0.6 –0.16 0.3
MACRO 0.4 ** 0.3 0.05 –0.07
LONG/SHORT 0.7 ** 0.22 –0.08 0.33
MERGER ARB 0.53 ** 0.41 –0.14 0.04
RELATIVE VALUE 0.58 ** 0.46 –0.19 0.36
SHORT SELLING –0.79 ** –0.19 0.08 –0.31
FUND OF FUNDS 0.54 ** 0.43 –0.12 0.3
AVERAGE 0.30 0.28 –0.07 0.14
** Indicates significance at the 95% levelmarkets) is almost consistently positive. In other words the hedge fund
returns seem to be more in line with equity or bond market returns
when these are negative.13
However a simple correlation measure may not be sufficiently power-
ful to disentangle multiple underlying forces that are at work. Given that
hedge funds may also provide exposure to other economic variables
(which may or may not be independent of the stock market), we have
used a multiple regression analysis to verify whether the individual
monthly hedge fund style returns over the period January 1997 through
March 2004 are significantly influenced by any of the following: 
– Inflation (monthly % change): the percentage change in (realized)
inflation in the US.
– Inflation Level.
– Vix monthly % change: the Vix is the implied volatility on
S&P 500 options and reflects the expected future volatility of
the equity market.
– Vix Level.
– S&P 500 % monthly return: a measure of the return on the equity
market.
– Credit spread monthly % change: a measure of the extent to
which credit spreads tighten or widen.
– US small-large monthly return: the differential return between
small and large companies in the US.
– US value-growth monthly return: the differential return between
Value and Growth companies in the US.
– Slope of yield monthly % change: a measure of the extent to
which the yield curve steepens or flattens.
– Slope of the yield curve: a measure of how steep the yield curve
is (difference between the long and short rate).
– Risk Appetite: a measure of the eagerness of the investment
public to invest in risky instruments.
Table 4 summarizes the T-statistics for each of these explanatory
variables, as well as the adjusted R-Squared for each of the hedge
fund styles. The following are the salient insights:
– The S&P 500 return is by far the most significant determinant of
hedge fund returns. It is highly statistically significant for 10 out
of the 13 hedge fund styles (with Convertible Arbitrage, CTAand
Fixed Income being the notable exceptions).
860– The two other equity related variables also have an independent
and significant influence. The differential return between small
and large companies is significant for 9 out of the 13 styles.
On average hedge funds benefit when small companies outper-
form large ones.14 The Value-Growth spread is a less dominant
force and only impacts 4 hedge fund style returns. 
– A tightening of the credit spread leads to significantly positive
returns in 8 out of the 13 investment styles and is a more impor-
tant contributor to hedge fund returns than a change in the slope
of the curve (which is only relevant for the Fixed Income and
Relative Value styles). 
– Convertible Arbitrage, Equity Market Neutral and Relative Value
managers typically provide lower returns when yield curves are
steeply upwardly sloping, whereas the reverse is true for Dis-
tressed and Emerging Markets styles.
– A reduction in S&P 500 implied volatilities benefits the Conver-
tible Arbitrage and Event Driven styles. 
– Fixed Income and Macro managers thrive in a low volatility envi-
ronment.
– Convertible Arbitrage, Long/Short, Merger Arbitrage and Relative
Value Strategies perform relatively better when the investors’risk
appetite is high.
The explanatory power of these variables varies greatly from style to
style: Given the volatile and short term nature of CTAstrategies, it is vir-
tually impossible to find a significant relationship of their returns with
any economic indicator. Conversely, more than 75% of the variability in
monthly returns of Event Driven, Long/Short and Short-Selling managers
can be accounted for by a few (mostly equity market related) variables.
The fund of fund style (which can be thought of as a diversified port-
folio of all existing styles) illustrates the importance of the equity mar-
ket returns (S&P 500, Small-Large and Value-Growth returns) and the
change in credit spreads: the combination of these 4 variables accounts
for almost 65% of the variability in the monthly Fund-of-Fund returns.
Another way to extract the dominant themes out of the overall
hedge fund market is through a Principal Component analysis of the
covariance matrix of the various hedge fund style returns. The factor
returns corresponding to the first eigenvalue can be thought of as a
recombination of the various hedge fund styles that reflects the domi-





Hedge fund returns: possible explanatory variables
CONVERTIBLE CTA DISTRESSED EMERGING EQUITY EVENT FIXED
ARB MARKETS MARKET DRIVEN INCOME
NEUTRAL
Adjusted R Squared 0.34 0.02 0.60 0.57 0.28 0.76 0.53
Intercept –0.29 1.62 0.27 –0.46 2.19 0.99 2.91
Inflation % change 0.89 –0.59 0.68 0.67 –1.07 0.75 0.88
Inflation level 0.94 –1.00 1.83 1.84 0.47 0.59 0.81
VIX % change –2.61 1.67 –1.73 –0.48 0.50 –1.92 –0.62
Vix level 1.85 –0.83 –0.72 –0.69 –0.73 –0.18 –2.80
S&P 500 return –0.17 –0.80 4.25 5.58 2.20 8.56 –1.32
Credit spread % change –3.80 0.82 –3.51 –2.21 –0.02 –3.48 –2.90
US Small – large return 0.63 1.17 4.05 2.99 1.06 7.34 0.19
US Value – growth return –0.73 –0.48 0.15 0.89 2.75 –0.46 0.49
Slope of yield curve % 
Change –1.73 –0.34 0.54 1.13 0.18 0.09 –6.01
Slope of yield curve –2.06 –0.46 1.98 2.52 –3.46 –1.39 0.07
Risk appetite 2.48 –1.06 1.17 1.59 1.51 1.53 –0.508
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GLOBAL LONG/SHORT MERGER RELATIVE SHORT FUND OF PCA
MACRO ARB VALUE SELLING FUNDS
Adjusted R Squared 0.32 0.85 0.56 0.63 0.83 0.64 0.83
Intercept 2.77 2.29 0.73 1.54 3.86 2.02 –1.60
Inflation % change 0.23 0.29 –0.03 1.42 –0.13 1.21 0.63
Inflation level –0.45 –0.19 –0.70 0.23 –2.90 0.39 2.56
VIX % change 0.35 –0.19 –1.66 –1.90 1.56 –0.52 –1.51
Vix level –2.13 –0.73 1.65 0.74 –1.70 –1.46 0.29
S&P 500 return 3.44 11.92 4.15 4.73 –13.42 5.10 12.12
Credit spread % change –0.92 –0.47 –2.67 –4.03 –0.71 –2.00 –1.69
US Small – large return 3.36 9.43 3.61 2.80 –6.21 4.90 6.74
US Value – growth return 1.92 6.22 –1.73 –0.56 –4.26 3.74 3.34
Slope of yield curve % 
Change –0.41 0.80 0.10 –2.50 –1.21 –0.03 1.18
Slope of yield curve –0.62 –3.78 –5.20 –3.49 –3.30 –1.56 2.26
Risk appetite –0.97 1.97 3.33 2.99 –0.62 1.54 1.71The column labeled PCA in Table 4 provides the statistics for the
multiple regression result on this first principal component. The same
dominant themes recur: the S&P 500 return, small company spread and
value-growth spread have a strong impact on the hedge fund returns.
Hedge funds on average also appear to perform well in steep yield curve
environment. The only surprising insight from the Principal Compo-
nent analysis is that the inflation level comes through as a significant
explanatory variable, although it did not figure significantly for any
individual hedge fund style. On average hedge funds appear to perform
better in a higher inflation environment. This shows the power of Prin-
cipal Component Analysis in that it can reveal an underlying factor that
does not show up significantly in any individual hedge fund style. 
It is however fair to say that the number of variables that are shown
to have a material impact on the hedge fund returns is limited. Avalid
criticism of the above regression specification is that it possibly igno-
res the asymmetric nature of hedge fund returns. To the extent that
hedge funds provide downside protection as well as upside capture, the
nature of the relationships could be fundamentally different in up and
down markets.16
To test this hypothesis, we have rerun the above regression for two
data sets: the months when the S&P 500 return was positive (48 months)
and those when the return was negative (36 months). Table 5 summa-
rizes the number of significantly positive and negative coefficients for
the up and down equity markets. The striking insights are:
– Hedge funds on average are more sensitive to equity market
returns in (equity) down markets than in up markets: there are
7 significantly positive coefficients for the S&P 500 in down mar-
kets and only 3 in up markets.
– The slope of the yield impacts practically all funds: in up mar-
kets a steeper curve implies lower hedge fund returns (for 9 fund
styles) whereas for 3 other styles a steeper curve results in hig-
her returns in down markets.
– The risk appetite only matters in up markets where a bigger risk
appetite on average results in higher hedge fund returns (for 6 sty-
les).
– The explanatory power of the regression is virtually the same in
up and down markets.
These results do highlight the possible asymmetric nature of hedge
fund returns although the sensitivities appear to be perverse: at least
864some hedge funds seem to be more sensitive to equity returns in down
markets than in up markets.
The differential sensitivities of the hedge fund styles to various eco-
nomic factors in different market environments strongly argue for a
diversification across the various hedge fund alternatives. This is the
domain of funds of funds. We will discuss their features in more detail
in the next paragraph.
VI. FUND OF FUNDS: OLD WINE IN NEW BOTTLES?
Hedge Fund of Funds claim to deliver various advantages:
– diversified access to the different hedge fund styles
– selection of the better managers within each hedge fund style
– investment capacity with managers who limit access to their
funds
– proper due diligence and risk control
– low minimum investment amounts (as opposed to the individual
hedge funds who typically impose high minimum investment
limits)
The individual composition of the Fund of Funds is rarely comple-
tely divulged. However we can use the Style Analysis framework
(Sharpe (1992)) to infer what the make-up of the typical Fund of Fund
(as reflected in the Fund of Fund style index) would have been. Style
analysis tries to approximate the behavioral characteristics (risk and
return) of one series (Fund of Funds) by finding the optimal combi-
nation of the underlying series (the various hedge fund styles) that
minimizes the tracking error of one versus the other. 
Style analysis is only a rough indicator and obviously cannot cap-
ture the month-to-month variation that may be embedded in a Fund
of Funds: The Style Analysis methodology derives the weights of the
various hedge fund styles that provides the best fit over a historical
time period (in our case a 36 month window).17 By using a moving
36 month window, we can get a feel for how the Fund of Fund style
composition has changed over time. Figures 5 and 6 derive these
weights using two somewhat different sets of underlying hedge fund
styles as possible explanatory variables: Figure 5 is based on CTA,
Event Driven, Macro, Relative Value and Equity Long/Short styles,
whereas in Figure 6 we have replaced the Event Driven with the
865Distressed and Emerging Markets styles and Relative Value with
Equity Market Neutral and Fixed Income Arbitrage.
The use of additional explanatory variables leads to a slight incre-
ase in the average R-squared (from 93.25 to 96.33%) and a reduction
in the tracking error (from 46 to 32 basis points). More importantly,
it is possible to almost completely capture the return of the Fund of
Fund index on the basis of the underlying hedge fund style indices. 
The next obvious question is how the hedge Fund of Fund index
return compares to that of the weighted average of the (inferred)
underlying portfolio of hedge fund styles. We can approximate this
question by assuming that the weights we derived on the basis of our
historic (36 month) style analysis will be relevant for the next month.
We can then reconstruct the Fund of Fund index as the weighted aver-
age of the underlying hedge fund style returns and compare this to
the Fund of Fund return. Repeating this exercise over the entire history
866
FIGURE 5
Style composition hedge fund of fundsresults in Figures 7 and 8 that compare the cumulative return of the
reconstructed and original fund of fund series.
It is only in the early periods that the Fund of Fund index outperforms
the weighted average of the (implied) underlying hedge fund series. On
average the Fund of Fund index produced and annualized return of
7.73% over the 52 month period. The combination of the underlying
style indices yielded an annual 9.43% and 9.42% respectively. In other
words, the Fund of Fund index showed an annual shortfall of approxi-
mately 1.7%. This difference has at least two possible explanations:
– It is well known that individual hedge fund styles are much more
sensitive to the potential upward biases (survivorship bias and instant
history bias) than Fund of Fund Returns (Fung and Hsieh (2002)).
Aweighted average of hedge fund style returns would therefore tend
to show better returns than that of a Fund of Fund manager.
– Fund of Funds charge an annual base fee of typically 1% (plus
sometimes a performance fee of 10%).
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FIGURE 6




Cumulative return fund of fund versus style based composite




Cumulative return fund of funds versus style based composite
Underlying styles: CTA, Distressed, EM Mkts, Market Neutral, Macro and Equity Long/Short.It is remarkable that the two versions of style analysis give broadly
identical insights into the differential performance between the two
investment alternatives. Indeed the monthly differential performances
of the two style portfolios with the Fund of Fund return series have a
correlation of .85. 
A related question concerns whether the style variation over time
adds any value. We addressed the question what the return on the
reconstructed portfolio would have been if we had maintained a fixed
weight across the various styles over the entire history. These weights
were chosen as the average weight associated with each style and are
given in Table 6.
The differential return between the varying weights and constant
weight versions is remarkably small: 9.42% versus 9.51% for the 7 style
version and 9.43% versus 9.25% for the 5 style version. While it is
important to keep in mind that there is a look-ahead bias in these results
(at the start of the period we could not have known what the average
exposure for the remainder of the period could have been) it does remain
noteworthy that the time-variation in the weights contributes virtually
nothing to the average return of the reconstructed portfolios. This is even
more remarkable since some of these weights did fluctuate substantially
through time (for instance the Relative Value weights varied from a
maximum of 61% to a minimum of 15% over the 52 month period).
It should obviously be kept in mind that all of the above results can
only give us an insight into the performance of the typical Fund of
Fund manager. As always indices mask a wide-ranging performance
of underlying managers. Indeed when one would diversify across
managers, rather than across styles, the Fund-of Fund (style
diversification) approach proves to be superior to that of manager
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TABLE 6
Average exposure to each fund style
5-Style Composite 7-Style Composite
CTA Global 1.81% CTA Global 4.10%
Event Driven 10.77% Distressed Securities 15.87%
Emerging Markets 7.05%
Relative Value 31.01% Equity Market Neutral 8.14%
Fixed Income Arbitrage 19.92%
Global Macro 25.54% Global Macro 12.77%
Long/Short Equity 30.88% Long/Short Equity 33.12%diversification. In Table 7 we have compared the (simple) weighted
average of the return of 3808 Funds (from the HedgeFund.net data-
base) to that of the Fund of Fund Index Style.
The Fund of Fund approach delivers a better risk adjusted perfor-
mance than that based on a random diversification (irrespective of
their style) across managers. 
The wide diversity of managers and styles present the investing
public with a bewildering choice. Fund of funds offer a well-diversified
channel into these funds and appear to deliver a better risk-adjusted per-
formance than that can be achieved through a naïve diversification stra-
tegy across managers. Conversely – given the problems associated with
accurately measuring hedge style returns – it remains difficult for Fund
of Funds to prove a clear (return) superiority over a strategy that pro-
vides an average exposure to the various hedge fund styles.
VII. CONCLUDING REMARKS
Hedge funds have attracted a staggering amount of assets over the last
few years. These inflows are driven by returns that compare favora-
bly to those from standard equity and fixed income investments. It is
indeed easy to demonstrate that long/short managers should – in
theory – be able to deliver returns that are at least as good as those of
traditional long only managers. We have also shown that hedge funds
returns are not independent from these in equity and fixed income
markets. Indeed, the returns on the S&P 500 and the small-large
company spread (and to some degree the value-growth spread) appear
to be dominant factors that explain a large proportion of hedge fund
871
TABLE 7
Comparing manager diversification to style diversification
Manager Composite Fund of Funds
Compound return annualised 10.86% 10.85%
Largest drawdown –11.42% –5.60%
% positive months 68.97% 74.71%
Standard deviation 8.19% 5.26%
Sharpe ratio annualised 0.94 1.45
Skewness –0.44 0.31
Kurtosis 2.54 3.31returns. In addition, hedge funds succeed in taking advantage of chan-
ges in credit spreads and perform well in a market environment where
the risk appetite is high. Few of the other alternative risk dimensions
(changes in inflation, changes in the slope of the yield curve or chan-
ges in the implied volatility in equity index options) have a clear and
consistent impact on hedge fund returns. Although hedge funds do
perform differently in positive and negative equity market environ-
ments, they are unable to completely shelter investors from the nega-
tive impact of a down equity market.
We have also investigated the characteristics of fund of funds. These
funds are the prime vehicle for the private (and institutional) investor
to achieve diversified access to the hedge fund world. Mirroring the
characteristics of the underlying strategies, Fund of Fund returns are
significantly influenced by the returns on the S&P 500, the small-large
company spread, and the value-growth spread. Fund of Funds also
appear to perform well in a high inflation environment with a steeply
upward sloping yield curve.
We have shown that Fund of Fund returns can be (very accurately)
reconstructed from a subset of the underlying hedge fund styles. When
doing so, we could not detect that the average fund of fund produced
any extra return in comparison to this composite return. The Fund of
Fund’s primary raison d’être seems to derive from an efficient (risk)
diversification across the various hedge fund styles.
In the financial world, there is no such thing as a free lunch and
hedge funds don’t provide one either. Hedge funds do have a signifi-
cant competitive edge and are worthy of consideration as a tactical
addition to any investment portfolio. The investor should however not
be misled by the claim that hedge funds are orthogonal to those of the
traditional equity and fixed income markets: they are not. Fund of
Funds provide the easiest way of accessing the hedge fund world and
they provide a significant service through their diversification, risk
management and due diligence functions. However, on average they
cannot outperform the composite of the underlying hedge fund styles.
Hedge funds are here to stay. They are currently enjoying a boom
period which at least in part may be based on unrealistic expectations.
Hedge funds have a clear edge over traditional long only funds but it
would be foolish to assume that they get positive returns while at the
same time hedging out all risks: a perfect hedge has no edge.
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BRIEF DESCRIPTION OF THE VARIOUS HEDGE FUND STYLES
CONVERTIBLE ARBITRAGE
Convertible Arbitrage funds attempt to exploit anomalies in prices of corporate
securities that are convertible into common stock (convertible bonds, warrants and
convertible preferred stock). Convertible bonds may be under-priced because of
market segmentation (i.e. investors discount securities that are likely to change
types). Also newly issued convertible bonds typically get sold at a slight dis-
count to guaranty the success of the placement. Managers typically buy these
securities and then hedge part or all of the associated risks by shorting the stock
in such a way that the net equity exposure is zero (delta neutrality). The resul-
ting net position will change in value if the credit spread of the bond changes
and/or if the implied volatility of the conversion option varies through time. 
CTA
Commodity Trading Advisers invest in listed financial and commodity markets
as well as in currency markets all over the world. Most CTA’s are trend follo-
wers, whereas a minority uses quantitative, fundamental or technical analysis.
Almost all of them rely on proprietary trading techniques. Since the majority of
the positions are taken through derivatives (options, futures or swaps), CTAposi-
tions typically involve a high degree of leverage.
DISTRESSED
Distressed Securities funds attempt to benefit from companies which are under
financial distress (i.e. restructuring, liquidation, bankruptcy, etc.). A typical stra-
tegy could consist of buying the distressed company’s securities at a discount
price, holding them through the whole restructuring process, and selling them
after they have appreciated again. The performance of these funds depends on
their ability to assess the probability of success of the restructuring process. By
their nature these types of funds’ returns will typically be highly correlated with
the overall stock market performance.
EMERGING MARKETS
Emerging Markets funds invest in equity or debt of emerging markets. Since
short selling in many of these markets is difficult or impossible, effective hed-
ges are often not available.
EQUITY MARKET NEUTRAL
Equity Market Neutral funds take long and short positions in such a way that
the impact of the overall market is minimized. Market neutral can imply dollar
neutral, beta neutral or both. A dollar neutral strategy has zero net investment
873(i.e., equal dollar amounts in long and short positions). A beta neutral strategy
targets a zero total portfolio beta (i.e., the beta of the long side equals the beta
of the short side). In addition to being beta neutral, some managers balance
their longs and shorts in the same sector or industry. This sector neutrality
avoids the risk of market swings affecting some industries or sectors differen-
tly than others.
EVENT DRIVEN
Event Driven funds tend to take advantage of pricing anomalies resulting from
corporate transactions and special situations. Their success depends on their abi-
lity to assess the probability of failure / success of such corporate events. Event
driven strategies may include distressed and merger arbitrage forms (which also
exist separately as stand-alone strategies).
FIXED INCOME
Fixed Income Arbitrage funds try to exploit pricing anomalies within Fixed
Income Markets. They generally attempt to hedge out most interest rate risk
through off-setting positions in government bonds, corporate bonds, asset-backed
securities, etc. Relative value strategies seek to construct a portfolio which takes
advantage of the pricing anomalies. The market neutral version also imposes a
duration neutrality constraint. 
GLOBAL MACRO
Global Macro funds aim to profit from the impact of economic, fiscal, monetary
or political events that impact interest rates, currency, stock, bond or commodity
markets. Global Macro funds use leverage and derivatives to accentuate the
impact of these market moves.
LONG/SHORT
Long/Short Equity funds invest in both long and short equity portfolios. They do
not seek a permanently neutral position in terms of market risk (beta or dollar –
neutral) and on average tend to maintain a net long position and therefore typi-
cally have a significant correlation with major stock indexes. 
MERGER ARBITRAGE
Merger Arbitrage funds (which may also be referred as to Risk Arbitrage or Deal
Arbitrage funds) invest in companies involved in a Merger or Acquisition pro-
cess. They typically go long the targeted company and sell short the stock of the
acquiring company. This strategy aims to capture the price spread (i.e. Merger
Spread) between the current market price of the targeted company and the price
offered by the acquiring firm. The performances of Merger Arbitrage funds gre-
atly depend on their ability to assess the probability of success / failure of the cor-
porate transactions. 
874RELATIVE VALUE
The objective of Relative Value funds is to take advantage of the relative price
differentials between related instruments (stocks, bonds…). As such theses funds
can include Fixed Income Arbitrage / Equity Market Neutral / Convertible Arbi-
trage/ merger Arbitrage and other event driven strategies.
SHORT SELLING
Short Selling funds sell securities short in anticipation of being able to buy them
back in the future at a lower price. Short Selling funds are by nature strongly
exposed to extreme risks since their short positions present infinite loss poten-
tial. Short selling funds tend to be the mirror image of Long/Short equity funds
through their average net short bias.
FUND OF FUNDS
These funds invest in other hedge funds (either directly or through managed
accounts). Their main competitive advantage is portfolio diversification (lowe-
ring the risk associated with investing with an individual manager). They may
also have privileged access to some managers who are otherwise closed for furt-
her investment by the outside public.
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CORRELATIONS IN UP AND DOWN MARKETS AND WHAT THEY
(DON’T) TELL US
In Table 3 we have calculated the correlation between each hedge fund style and
the monthly return on the S&P 500. We have also calculated the correlation for
the months when the S&P 500 return was (negative) positive. For most styles the
correlation in down markets is higher than the correlation in up markets. It would
be wrong to infer from this that hedge funds perform even worse than the S&P
500 in down markets. We will illustrate this for the Long/Short equity style
Correlation Jan 1997 – March 2004 .70
Correlation for negative S&P 500 months .54
Correlation for positive S&P 500 months .32
Average return S&P 500 Long/Short Style Capture
For months when S&P 500 negative –4.08% –.64% 16%
For months when S&P 500 positive –4.26% 2.59% 61%
In other words, correlation tells us something about co-movement, not about dif-
ferences in the mean. Although the Long/Short hedge fund style correlates more
highly with negative equity markets, the average return in those markets is actu-
ally better. Long/Short equity hedge funds do not provide complete protection
against a downturn in the market but significantly mitigate its impact. (Conversely
they only partially participate in positive equity markets with a capture of 61%). 
As can be inferred from the graph below, most of the ‘outperformance’ of the
Long/Short equity style is therefore due to its defensive characteristics in down
market periods.
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1. Note that hedge funds have the added advantage of being able to introduce lever-
age into the fund: A Fund with a Net Asset Value of $ 100 could be made up of
$ 400 Long, $ 400 Short and $ 100 cash. As we will see later, the ability to leverage
does not affect the risk/reward trade-off of the fund.
2. We will revisit this assumption later.
3. The long term equity risk premium (excess return over the risk free rate) for equity mar-
kets is 6% with an annual standard deviation of 18% (a Sharpe Ratio of .33). For bond
markets the corresponding numbers are approximately 4% and 8% (a Sharpe Ratio of .5)
4. See also Grinold and Kahn (2000) for an alternative theoretical derivation of a hedge
fund’s comparative advantage.
5. Taking advantage of an overvaluation requires the ability to borrow the ‘expensive’
instrument. Not all instruments can easily be borrowed and most exchanges have res-
trictions on the way borrowed instruments can be sold.
6. For instance for the period January 1997 through March 2004, HFR reports an aver-
age annual return for the Emerging Markets Hedge Fund style of 5.28% with a Sharpe
Ratio of.13. For the same period, HedgeFund Net reports an average annual return of
15.17% and a Sharpe Ratio of .78. As another example, over the same period the aver-
age correlation between the Equity Market Neutral styles as defined by HFR, Hedge-
FundNet and EDHEC was .44.
7. A more detailed description of the index construction methodology can be found at
www.HedgeFund.net, www.Hedgefundresearch.com and www.edhec-risk.com.
8. For a brief description of each Hedge Fund Style, see Appendix 1.
9. One could also point out that less liquid instruments are more prone to price manipu-
lation (“colouring the tape”). It is certainly not unknown for some managers to
‘smooth’ the return series of their fund.
10. Or if investors have a quadratic utility function. Recent studies of human investment
behavior (see the behavioral finance literature for instance Thaler (1993) or Statman
(1999)) demonstrate that investors do not always behave rationally. Afortiori it would
be quite presumptuous to assume that all investors maximize a quadratic utility func-
tion in making investment decisions.
11. The arbitrageur will buy the target shares and short the acquirer shares with the expec-
tation that the deal will close so that he can capture the spread. When an all-share deal
is announced the target shares would typically trade very close to the exchange ratio
but a spread would exist to account for the uncertainty surrounding the deal (mostly
this uncertainty is due to the need to get regulatory approval for the deal).
12. This raises serious issues with respect to the fee structure of hedge funds: They charge
a hefty base fee (1.5% to 2%) and typically a 20% participation in the absolute return
of the fund. If at least part of the hedge fund return is being generated through simple
equity market exposure, the hedge fund client will pay a fee that is 20 to 50 times hig-
her than that charged by a passive manager for similar exposure.
13. Although we should be careful to note that correlation measures only tell part of the
story. In Appendix B we illustrate this point for the Long/Short equity style.
14. The effect is reversed for the Short Selling Hedge Fund style.
15. Technically the eigenvector corresponding to the first eigenvalue gives the hedge fund
style loadings that capture the most important source of return variability across the
various hedge fund styles.
16. Some authors have tried to capture the nonlinearity in hedge fund returns by inclu-
ding the returns from options-based strategies as explanatory variables in the regres-
sion equation. See for instance Fung and Hsieh (2004) or Agarwal and Naik (2001).
17. We thank Robert Rice from Occam Financial Research for modifying his POW Tool-
box software to accommodate our research needs.
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