Abstract: This article presents a Virtual Transducer Electronic Data Sheet (VTEDS)-based framework for the development of intelligent sensor nodes with plug-and-play capabilities in order to contribute to the evolution of the Internet of Things (IoT) toward the Web of Things (WoT). It makes use of new lightweight protocols that allow sensors to self-describe, auto-calibrate, and auto-register. Such protocols enable the development of novel IoT solutions while guaranteeing low latency, low power consumption, and the required Quality of Service (QoS). Thanks to the developed human-centered tools, it is possible to configure and modify dynamically IoT device firmware, managing the active transducers and their communication protocols in an easy and intuitive way, without requiring any prior programming knowledge. In order to evaluate the performance of the system, it was tested when using Bluetooth Low Energy (BLE) and Ethernet-based smart sensors in different scenarios. Specifically, user experience was quantified empirically (i.e., how fast the system shows collected data to a user was measured). The obtained results show that the proposed VTED architecture is very fast, with some smart sensors (located in Europe) able to self-register and self-configure in a remote cloud (in South America) in less than 3 s and to display data to remote users in less than 2 s.
Introduction
The Internet of Things (IoT) is no longer a novel concept and has already become an everyday term. In fact, the IoT market has maintained a sustainable growth in the last several decades and is estimated to grow to 20 billion devices in 2020 [1] . IoT infrastructure engages in multiple application domains and in emerging businesses where physical and virtual devices are able to inter-operate through a data network without human intervention [2] . Examples of IoT applications can be found for smart cities [3] , smart homes [4, 5] , e-health [6] , intelligent transportation [7] [8] [9] , critical infrastructures [10] , precision agriculture [11] , smart factories [12] [13] [14] , or for Industry 4.0 [15] [16] [17] [18] . These applications are increasingly heterogeneous, complex, and demanding [19] .
At the foundations of every IoT platform are the "things" that are intelligent sensors and actuators usually connected to wireless networks (thus creating a Wireless Sensor Network (WSN)). The information of such elements can be managed locally or from higher layers (through a gateway, a cloud computing system, and even through a blockchain [20] ).
Due to the need for a greater abstraction level to implement advanced applications, the IoT has had to evolve. Thus, intelligent sensors, besides being able to process the collected information, have to perform additional computing tasks, exchange data through wired or wireless networks, add connectivity with actuators, or include some kind of display [21] . In addition, sensors have to provide plug-and-play capabilities that enable to detect active sensors in a fast and accurate way.
In the last several years, intelligent sensor nodes have reduced in size (which is why they are also called motes), and, despite the current progress on energy harvesting techniques [22] , they still depend on batteries to operate. Therefore, in order to minimize sensor node consumption, it is necessary to optimize the firmware of the deployed sensors and make use of efficient communication technologies and lightweight protocols, which are also able to reduce response latencies and improve Quality of Service (QoS).
There are currently in the market hundreds of IoT manufacturers that develop prototypes, solutions, and proprietary SDKs [23] . Moreover, in this diverse IoT landscape, there is a lack of spread of interoperability standards for all layers, from the physical to the application layer. This heterogeneity makes it difficult to integrate intelligent sensors from different manufacturers into an application or an IoT system. In addition, there is a growing Do It Yourself (DIY) community of makers that devise new products and customized IoT developments that are facing the mentioned challenges everyday.
In response to this need, the Web of Things (WoT) [24, 25] arises as a concept that creates an abstraction layer above IoT, modifying the already existing web protocols that have provided scalability and interactivity to applications and that allow web developers to make use of the data and services collected from IoT devices. While IoT solves networking problems, WoT is focused exclusively on application layer protocols and tools [26] . The following are the main issues to be solved:
•
There is a lack of spread of solutions that provide plug-and-play mechanisms at the sensor node layer.
There is a need for standards to enable the interoperability between sensors of different manufacturers or that make use of diverse communication technologies.
There is a need for human-centered tools to configure motes dynamically in order to reduce the development time, even allowing the DIY community to implement IoT applications with little or no knowledge about electronics or programming.
There is a need for lightweight protocols that enable mechanisms of detection and self-registration for the communications performed between a mote and a gateway, between a gateway and a cloud, and between a mote and a cloud.
In order to tackle the previously mentioned issues, this article proposes a solution that includes the following main contributions:
• An architecture based on the IEEE 21451 standard that proposes different modifications related to the concept of Virtual Transducer Electronic Data Sheets (VTEDS) is presented. The proposed system allows for providing plug-and-play mechanisms at the sensor layer of an IoT ecosystem.
• A web application with an intuitive graphic interface that allows for monitoring, controlling, and managing all the sensors and the communications architecture is also presented.
The proposed system is evaluated empirically in diverse real scenarios. The performed experiments make use of different sensor nodes in order to show that the designed architecture is very fast when deploying sensors and exchanging data.
The rest of this article is organized as follows. Section 2 reviews the most relevant interoperability initiatives, emphasizing the importance of IEEE 21451. Section 3 describes the main elements of the proposed VTED-based architecture. Section 4 details the implementation of the architecture. Section 5 describes the experimental setup and analyzes the results of the performed experiments. Finally, Section 6 is devoted to conclusions.
Related Work

About ISO/IEC/IEEE 21451
The development of IoT systems to create ubiquitous computing environments requires heterogeneity, scalability, interoperability, flexibility, reliability, and availability. To face such challenges, especially those on sensor heterogeneity and interconnectivity, it is necessary that sensors are designed according to standards widely accepted by the industry. In this context, one of the most relevant standards is ISO/IEC/IEEE 21451, which was initially named IEEE 1451 when it was first created by the IEEE Instrumentation and Measurement Society's TC-9 Technical Committee on Sensor Technology. The aim of IEEE 21451 is to standardize the connectivity of smart sensors for different instruments and systems through a local network or through the Internet, easing the interoperability of devices and data [27] .
Actually, IEEE 21451 is a family of standards: IEEE 21451.0 defines common functionalities, commands, and TEDS; IEEE 21451.1 describes common network services; IEEE 21451.2 details serial interfaces (UART, USB, I2C, and SPI); IEEE 21451.3 defines web services; IEEE 21451.4 defines MMI (mixed-mode interface); IEEE 21451.5 standardizes the data format and the methods for providing wireless communications through technologies like IEEE 802.11x (WiFi), IEEE 802. 15 .1 (Bluetooth), IEEE 802.15.4 (part of ZigBee), or 6LowPAN; IEEE 21451.7 defines the interface for Radio Frequency Identification (RFID); and IEEE 21451.1.4 describes the interface for eXtensible Messaging and Presence Protocol (XMPP). Figure 1 shows a summary of the IEEE 21451 family of standards and their relationships. As can be observed in the figure, the standards are defined in relation to the two main components that comprise a smart transducer (the Transducer Interface Module (TIM) and the Network Capable Application Processor (NCAP)), whose basic internal structure is depicted in Figure 2 .
The TIM is where sensors and actuators are located and acts as an interface with the actual instrumentation and with the automation processes. This module also processes the signal obtained from the sensors before sending it to the NCAP.
A TIM can contain both smart transducers (that embed TEDS) or conventional transducers, which currently represent the vast majority of the market. Despite the heterogeneity of manufacturers and standards, transducers can be classified into six groups depending on their interface: analog, digital, UART-based, 1-Wire-based, SPI-based, and I2C-based [28] .
Regarding the NCAP, it is the network device responsible for communicating the smart transducer with the higher layers of the architecture, where cloud computing and user applications are located. In practice, it can be said that the NCAP acts as a sort of data communications gateway. An intelligent NCAP can be characterized in order to create plug-and-play mechanisms and to detect and calibrate the connected transducers automatically, enabling interoperability and adaptability. Specifically, an NCAP should have the following features [28] :
• There should be standard physical and electrical connections between an NCAP and its transducers.
•
The NCAP should be able to diagnose the state of a transducer.
It should be possible for the NCAP to detect and identify a new transducer.
For ease transducer identification, IEEE 21451 proposes the use of TEDS, which are responsible for describing the transducers through a set of metadata that resemble the datasheets provided by the manufacturers of electronic components. Such metadata can include the device ID, the manufacturer's name, the serial number, or the calibration data. IEEE 21451 provides a list of already defined templates that cover the majority of cases (some examples are given in Table 1) , although it is possible for a user to define proprietary TEDS [29] .
Initially, TEDS were embedded in the transducer memory and enabled basic plug-and-play functionalities, which required adding self-identification and self-description mechanisms. However, such a solution has certain limitations, since, in general, each transducer follows a specific standard, requiring complex hardware in the TIM and NCAP, which raises the cost to implement TEDS. In addition, the increase in the number of transducers also raises complexity and, as a consequence, the system's cost. Moreover, adding, removing, or modifying a transducer requires non-automated processes and the need for an expert, which also increases the system's complexity and cost.
A solution to the mentioned problems is provided by VTEDS, which allow for storing the information of the sensors in other devices of the network, either in the NCAP or in a remote dedicated server. This paper focuses on the use and advantages of VTEDS, but note that such a solution also has its limitations, since a TED library is required and some manufacturers do not publish their transducer TEDS. [31] , a system with plug-and-play sensors and auto-calibration that is compatible with the IEEE 1451.4 standard is implemented. Another interesting example can be found in [32] , where the development and implementation of a plug-and-play system based on IEEE 1451.4 and aimed at collecting data from a temperature sensor is described. In such a system, the temperature sensor embedded TEDS into a DS2433 Electrically Erasable Programmable Read-Only Memory (EEPROM), while the NCAP was implemented in two separate modules: an 8-bit microcontroller and a LabView application. In [33] , the implementation of a ZigBee network for lighting control based on IEEE 21451, where the TIMs are the lighting end-nodes and the required coordinators of the Zigbee network are connected via USB to a PC (both comprising the NCAP), is presented. The proposed architecture uses REpresentational State Transfer (REST) web services and a MATLAB program that runs on a PC to decode the received metadata. Another application based on ZigBee is presented in [34] , where the combination of a ZigBee coordinator and a PC that runs LabView to decode the TEDS metadata is used as an NCAP.
The authors of [35] implemented an IoT solution using VTEDS and IEEE 21451.4 commands for ModBus devices. Another example is described in [36] , where the use of the IEEE 21451-001 standard in the processing of signals from smart transducers is demonstrated. The proposal also defines its own segmentation algorithm for signal processing and a table of algorithms called the Transducer Algorithm Data Sheet (TADS). The segmentation algorithm is simulated in MATLAB, so it is recommended to be executed on microprocessors, since it requires a relevant amount of resources that cannot be provided by many motes.
In addition, in [37] , an IEEE 21451-based system for monitoring air quality using GSM wireless communication modules is proposed. In contrast, a more generic system is presented in [29] , where the authors use Python to create a platform independent of TEDS based on the IEEE 1451.0. In the proposed system, an Arduino [38] was used as TIM and a Raspberry Pi [39] acted as an NCAP.
An interesting initiative to incorporate semantics into wearables while implementing the IEEE 21451 standard is presented in [40] . Although the described solution was only simulated, it clearly demonstrates how smart sensor representation can be performed at the semantic level. Similarly, in [41] , a solution that defines an ontology to describe the sensors and that establishes a link between the IEEE 1451 specifications and the operations of Open Geospatial Consortium (OGC) Sensor Observation Services (SOSs) is presented.
Finally, in [42] , the authors present a Home Automation System (HAS) implementation using intelligent transducers with plug-and-play capabilities based on IEEE 21451 TEDS. The system makes use of a REST Application Programming Interface (API) to access the gateway to obtain the data from the registered sensors. Since the use of traditional GET/POST requests introduces latencies into the system, the researchers propose the use of a Publish/Subscribe (Pub-sub) messaging system.
OGC Standards
OGC brings together several public and private organizations, responsible for defining open and interoperability standards, mainly for Geographic Information Systems (GIS) and the web. The next subsections analyze some of the OGC standards related to telemetry applications that allow sensor description and interoperability.
OGC-Sensor Web Enablement Framework
Sensor Web Enablement (SWE) [43] is a relevant alternative to IEEE 21451 that has been standardized and used by the scientific community to provide interoperability. Specifically, it is developed and maintained by OGC with the objective of enabling the discovery, exchange, and processing of sensor data [44, 45] .
SWE consists of an architecture formed by a set of standards that defines the data format similarly to a web service interface [46] . Among the OGC standards, the following are some of the most relevant: OGC also maintains the OGC Interoperability Program (IP) and OGC Specification Program and its OGC Network, an on-line Internet access infrastructure that implements the OGC standards.
As an example, Figure 3 shows an OGC-SWE architecture that allows for identifying the different layer levels of applications and sensors. Such a system enables sensors to be accessible and controllable through the Internet. SWE has also been effectively implemented over IEEE 1451 NCAPs, which resulted in a high level of interoperability between sensors on sensor nodes and among sensor nodes inside a network [45] . Another example can be found in [47] , where a ubiquitous sensor network platform for integrating smart cars is implemented, which includes several OGC-SWE services. However, the authors warn of problems in response times when large repositories are used and rapid reactions are required.
Meteorological approaches have also been proposed for SWE. An example is presented in [48] , where the implementation of a network of hydrometeorological sensors based on SWE is described. The proposed model sends the information of the sensors in an O&M scheme to describe observations and their measurements. In addition, SensorML is applied to describe sensors, and SWE Common is used to send common data of the SWE and TML services.
Another example of using the SWE model to implement IoT applications related to topological or geospatial signals can be found in [49] . Such a work shows one of the shortcomings of OGC-SWE: it makes use of a REST architecture that includes a specific latency for telemetry applications.
In contrast, the proposed solution based on VTEDS makes use of MQTT with a publish/subscribe architecture, providing the system with flexibility and interoperability. 
OGC-SensorML
Sensor Model Language (SensorML) [50] is a general model and XML coding scheme for sensors and observation processes. SensorML, besides being part of the OGC SWE framework, can also be used independently. The main function of SensorML is the definition of observation processes based on the collected measurements. For such a purpose, it provides descriptions of the sensors, actuators, and filters such as their geoposition, the observed values (measured data), or their accuracy, among others. It also defines an executable process chain for deriving observations.
In SensorML, all components are modeled as processes. Sensors and actuators are regarded as process components and the platforms are modeled as systems. All such components can participate in process chains, which are processes with inputs, outputs, and parameters.
There are two large groups of processes: physical processes, which are formed by detectors, actuators, and sensor systems, and non-physical or "pure" processes, which can be handled as mathematical operations.
The models in SensorML are encoded as XML schemas. Therefore, XML instance documents are created for all components and observation processes. Figure 4 shows an example of XML adapted from [50] , where a latency of 10 s is defined to a specific sensor.
OGC-PUCK Protocol
The OGC Programmable Under Water Connector (OGC-PUCK) [51] standard defines a protocol to be used in instruments with RS-232 and Ethernet communication ports. Like SensorML, the PUCK protocol belongs to the OGC-SWE suite, and it is mainly used to store and retrieve the description of an instrument. Nonetheless, it can also be used independently from the other SWE standards. An interesting feature is that PUCK can include the IEEE 21451 TEDS described in Section 2.1 as descriptors. Thus, PUCK is able to make use of descriptive documents in OGC-SWE SensorML or IEEE 21451 TEDS format as a "driver" code for an instrument.
A client that can interpret the PUCK protocol can then automatically retrieve the instrument metadata. Typically, both the SensorML and the instrument controller code will be stored in the PUCK memory of the instrument before implementation. When the instrument is powered on, the host recovers the metadata to identify the instrument. Such an identification process is called plug-and-work and is described in the next subsection. 2.2.4. OGC-Plug-and-Work Mechanism Figure 5 summarizes the flow and the set of OGC elements and standards involved in the OGC plug-and-work mechanism [52] , which is the process to detect and identify an instrument to integrate it automatically into an observing system when the instrument is powered on. Then, a web client can retrieve the observation data via the Internet. This mechanism begins at the instrument level with the modeling of the instrument through the Sensor Interface Descriptor (SID), which is based on the OGC SensorML standard, through which the protocols and data format of each instrument are described. Then, such descriptions (SID files) are stored in the instrument's memory itself through the PUCK payload, which includes both TEDS and SID files (XML files), as can be observed in Figure 5 . Then, at the host level (Observation System), modules are implemented so that a PUCK-enable instrument can be detected. The PUCK detector module is used at the RS-232 level, which can detect the baud-rate of the RS-232 serial communication, while the ZeroConfig module allows for detecting IP-based instruments. Once an instrument is detected through the SID interpreter, all the metadata of the sensors are extracted and parsed from their XML files. Therefore, the SID interpreter acts as a gateway. Finally, the retrieved observation data is available at the web level, through the set of web services (SAS, WNS, and SPS) available through the SWE standard. Thus, the combination of PUCK with SID enables plug-and-work capability. More details on the OGC standards and the OGC plug-and-work mechanism can be found in [53] .
Other Initiatives for Providing Plug-and-Play and Interoperability
There are other initiatives that do not make use of IEEE 21451 or SWE but that have contributed to the development of IoT by adding mechanisms that enable interoperability. For instance, a plug-and-play mechanism is presented in [54] , where hardware modules (not the transducers themselves) are identified. Each module has a hardware descriptor, which implies that, if new sensors are added to the node, then such descriptors must be modified off-line so that the main board software can describe them.
Another solution that provides plug-and-play functionality through hardware that acts as a peripheral hub is described in [55] . In this paper, the peripherals are identified by using a network of passive electrical components (resistors). Once the modules physically connected to the hub have been detected, the application, developed on Contiki [56] , asks the gateway for the necessary drivers to identify and make use of the connected peripherals. The drivers are generated with a proprietary language that is able to implement complex processes. The detection of hardware peripherals is a significant limitation of this solution, as well as the complexity of its implementation.
The authors of [57] introduce a lightweight model for semantic annotation of data using heterogeneous devices in health applications. To achieve a semantic interoperability, they use a Resource Description Framework (RDF) [58] for the representation of the data, and SPARQL to read them.
In [59] , an architecture to provide interoperability to IoT systems taking platforms, things, users, and developers into account is introduced. It is also worth mentioning the project detailed in [60] , which, although in a pilot stage, is an important initiative in achieving the desired abstraction of hardware platforms, application domains, and services. Finally, another excellent work [61] shows the evolution and challenges that interoperability has had in relation to IoT, WoT, and the Semantic Web of Things (SWoT) [62] . In the paper, the authors detail a case study of the SWoT in the European project FIESTA-IoT [63] , where a semantic engine to annotate WoT data and an SWoT generator in the context of OpenIoT is implemented [64] .
After reviewing the state of the art and in light of observing an evolution from TEDS toward VTEDS, it can be concluded that most of the papers present closed systems that depend on certain manufacturers who do not usually provide their TEDS to third parties. Such a dependence derives into expensive solutions and high-complexity implementations that are often aimed at solving very specific problems of an application domain. Some of these proposals provide solutions with an NCAP generally connected to a PC or server via USB, limiting the sensor's application domains. In those cases, the NCAP's computational load related to the management of the TEDS is very high (for example, it may require the use of a desktop computer that runs LabVIEW or Matlab), which restricts the use of the less powerful processors and microcontrollers, which are the ones usually embedded into current IoT smart transducers mainly due to the use of batteries.
In addition, there is a need for a flexible abstraction layer that would allow for the description of any hardware, regardless of the manufacturer or technology, and that supports lightweight third-party communication protocols, semantic descriptions, and a simple, agile and low-cost deployment of the current heterogeneous transducers.
To tackle the mentioned issues, this paper presents the design and development of a plug-and-play architecture based on VTEDS with self-description at the sensor layer and where VTEDS are available at the cloud layer in order to ease transducer management from the web and to let other applications and services use the information provided by the IoT system.
Analysis of the Related Work
After reviewing the related work, it is possible to carry out a comparative analysis of the solution proposed in this paper and the previously mentioned standards, emphasizing the advantages of the new proposal.
First, it is important to note that both the IEEE 21451 and the OGC standards provide options that guarantee sensor interoperability, including the implementation of plug-and-play mechanisms like the ones previously described. Such standards make use of similar concepts and resources, making it possible to combine them. For instance, TEDS can be used both by IEEE 21451 and OGC-based solutions to describe the metadata of the sensors. Similarly, the solution presented in this paper, which is based on the IEEE 21451 standard, uses the same meta-descriptor (TEDS) as the OGC-PUCK standard. Another similarity lies in the use of a protocol to encapsulate the descriptors: in this paper, the Lightweight Protocol for Sensor (LP4S), which is similar to OGC-SensorML, is used.
Nonetheless, both OGC-PUCK and IEEE 21451 implementations often store the descriptor into the sensor or instrument, which can pose a problem when updating the information. This is resolved through VTEDS, which add the possibility of using repositories for external SID files. The SID files used as meta-descriptors must be created before the implementation of the solution. The creation of SID files without tool support can be a tedious and error-prone process. An example of a visual SID Creator application is found in [65] . In contrast, in the proposed VTEDS system, all system parameters are created through a web interface accessed through the Internet, enabling its immediate use. Whenever VTEDS change, the system generates publications in the corresponding topic, in such a way that the sensor node consumes the performed updates in real time, through the mechanisms that will be explained later in Section 3.3. An additional advantage of the presented approach is that it can reuse the descriptors available in the cloud among different domain applications when necessary, thus updating and adding new VTEDS in a transparent way for the sensor level.
Regarding the OGC-PUCK solution, it has two significant limitations when it comes to the implementation of modern telemetry projects based on power-constraint wireless sensor nodes. The first limitation is the amount of memory and processing resources needed to deploy the plug-and-play mechanisms when the PUCK payload is embedded into the sensor node. Sometimes, the PUCK payload has to be saved on an SD card as in [66] . Furthermore, OGC-PUCK is not optimized for being used in power-constraint devices with low memory and processing. For instance, OGC-PUCK requires to include drivers to manage RS-232 or Ethernet ports. This issue is tackled by the proposed system with the use of the LP4S protocol, which can be embedded even in resource-constraint hardware devices like Eddystone beacons (more information on the LP4S protocol can be found in [67] ).
The second disadvantage is that there are significant delays in hardware detection when obtaining measurements. For example, in the case of PUCK-RS232, the PUCK software performs a cyclic process to synchronize the speeds of the serial port of the instrument with the host, which derives into additional latencies. A similar process occurs in the Zeroconfig module for IP-PUCK instruments. Another delay arises when the mechanism used to obtain the observation data retrieves the sensor data from an SID file. Both processes are well explained in [53] . In comparison, the proposed solution based on VTEDS solves such a limitation quickly and efficiently, as is shown in Section 5.
Plug-and-Play Architecture Based on Virtual TEDS
This section presents the general architecture of the proposed system and describes a novel plug-and-play mechanism. As will be detailed in the next subsections, the IEEE 21451 standard was chosen to describe the sensor hardware with an adaptation on the use of VTEDS. Figure 6 shows the proposed architecture, where the main components defined by IEEE 21451 are included. The different components are grouped into three layers: TIM, NCAP, and Cloud layers. The sensor nodes or motes are the TIMs of the system, which form a WSN. TIMs are in charge of monitoring the environment. For example, a temperature or a humidity sensor can send the data read to the cloud through the NCAP, which acts as an IoT gateway that processes and then sends the collected data to the cloud. The NCAP, in most cases, forwards the collected data into an IP network, so it is often necessary to perform adaptations on the different protocols and communication technologies.
Global Overview
The server that hosts the VTEDS is also in the cloud, where there are also IoT applications responsible for generating the firmware for the sensor nodes and the services needed to discover automatically the active TIMs. The database of VTEDS hosted in the cloud is available via web services for both the monitoring applications of the system and for any other IoT application that requires it.
Messaging System and Communication Protocols
In the last years, different messaging protocols have been proposed to interconnect heterogeneous IoT nodes. Traditionally, the heterogeneity problem was solved by implementing file exchange services, deploying shared databases, or using Remote Procedure Call (RPC) mechanisms, but the latest developments were aimed at creating messaging systems.
Messaging systems centralize communications to minimize the coupling between the components of distributed systems like the ones usually deployed in IoT developments. This decoupling and the use of asynchronous communications allow for carrying out more robust communications: the components to be communicated do not have to be working at the same time, so they delegate the delivery of the data to a messaging system, which enables them to focus on which information to send instead of how to send it.
Most messaging systems make use of two models for connecting a transmitter and a receiver: the peer-to-peer queue model or the publish/subscribe model. The peer-to-peer queue model enables the transmitter to send a message to a queue where it will be read by a particular receiver. In the case of the publish/subscribe model, messages are sent to one or more recipients who have previously expressed interest on them. In practice, when the transmitter sends (publishes) a message, it is actually sent a copy to a receiver (subscriber). Examples of popular messaging systems (pubsub) include Java Messaging Service (JMS) (e.g., OpenJMS, WebSphereMQ), Advanced Message Queuing Protocol (AMQP) (e.g., Apache Qpid, SwiftMQ, RabbitMQ), XMPP (e.g., Ejabberd, Apache Vysper), and Message Queuing Telemetry Transport (MQTT) (e.g., ActiveMQ, Mosquitto).
MQTT [68] is specially interesting for IoT, since it has been designed as an open messaging protocol that enables exchanging messages with resource-constraint devices (i.e., sensors, actuators, and mobile phones) that operate in high latency networks. For these reasons, MQTT is very popular among IoT developers, who have used it in smartwatch applications [69] , robotics [70] , home automation [71] , and healthcare [72] .
Due to the previously mentioned advantages, in the system proposed in this article, at the cloud layer, all the messages that come from the WSN are managed by an MQTT server (broker) that receives asynchronously the data from the remote sensor nodes.
The messaging system, both on the side of the TIMs and the NCAPs, makes use of the LP4S family of sub-protocols (LP4S-6, LP4S-X, and LP4-J), which are aimed at providing lightweight communications to battery-operated and resource-constraint IoT devices. The protocols developed as part of a previous work are described in detail in [67] , and their main features include the following:
• They can be embedded into Bluetooth Low Energy (BLE) beacons.
• They can send data collected from beacon sensors and receive commands for actuators.
•
The LP4S family of protocols requires little memory and CPU usage, which allows it to be implemented in low-resource devices. The protocols also reduce communication time, thus decreasing power consumption. For instance, the LP4S protocols were tested with Generic Attribute Profile (GATT)-based beacons, yielding a power consumption of only 35 µA in standby mode (before connecting to other devices) and an average of 575 µA when one or more users connected occasionally to the mote. In the case of the LP4S-6 protocol, it was tested on an Eddystone beacon with 100 ms to 5 s beaconing intervals, obtaining power consumptions between 125 and 865 µA, which suggests that such a protocol may be used in scenarios where low-energy consumption is essential.
Plug-and-Play Mechanism
This section describes the processes that have to be run on the TIM, NCAP, and cloud layers to create dynamic descriptors of the sensors/actuators based on the information they send, which allows for the discovery of the installed hardware (i.e., the number of connected transducers and their nature).
3.3.1. Auto-Configuration and Self-Registration at the NCAP and TIM Layers
The first plug-and-play mechanism of the proposed system starts at the TIM layer, where the installed hardware is first recognized (i.e., when attaching it to the TIM inputs/outputs). This process should be dynamic and flexible; therefore, the firmware of the TIM has to be designed to preserve such a dynamism and flexibility. Hardware discovery in the TIM can be performed thanks to a structure of descriptors (labels) that indicate its characteristics: the location of each pin, whether a pin is analog/digital or an input/output, the embedded communication modules, or the network configuration (connections to other equipment, IPs, ports, or delays). The values associated with the descriptors can be modified at any time without altering the firmware core. In this way, a user without programming experience can configure a TIM by only assigning a value to each of the descriptors. Therefore, when the firmware of the TIM reads the descriptors, it discovers the operating parameters and performs the self-configuration procedure. This process occurs every time the TIM is restarted.
Once a TIM is self-configured and ready for operation, it is necessary to inform the upper layers (NCAP and cloud) of its configuration, so that remote users can access the TIM from such layers, either to monitor the values of the sensors or to send a command to the actuators. Thus, the TIM must be first registered in the NCAP layer. The process is dynamic and transparent for the end user, since the TIM is capable of self-registering in the system, making use of the LP4S protocol. In this way, the TIM sends an LP4S configuration frame automatically which can be used by the NCAP to extract all the parameters of the TIM and to store them in their database (what will speed up the subsequent accesses to the TIM). This process is called self-registration.
Self-Registration and Auto-Calibration at the Cloud Layer
The sequence diagram on Figure 8 illustrates the self-registration and auto-calibration processes of a sensor node in the cloud. The process begins when the NCAP, using the LP4S-J protocol (previously mentioned in Section 3.2), sends a JSON to the cloud indicating the TIM configuration parameters. In fact, the NCAP publishes the TIM information on the cloud MQTT broker, where the services (Pnp VTEDS Engine) and applications of the system are subscribed to the configuration topic. Thus, TIM metadata are extracted from the JSON and stored in the server database. This process is repeated for each of the TIMs associated with every NCAP. Regarding auto-calibration, it allows for calibrating every sensor registered in the system in a dynamic and transparent way for the user. Therefore, the need for sending a technician to the location of the sensor node is avoided. This is especially useful when the nodes are installed in remote places.
The parameters for sensor calibration are entered into the system through a web browser. The web application saves every calibration value in the database, so it is possible to restore in the future old calibration values.
The new calibration values are also managed by a service of the system; therefore, once a user requests a change of the calibration settings, the system publishes such a request in the MQTT queue of the calibration topic associated with the MAC of the TIM to be calibrated. Moreover, the NCAP is subscribed to the calibration topics of the discovered TIMs.
Metadata of a Sensor Node
The metadata of a sensor node contains a set of descriptors that include some related to IEEE 21451 and some additional VTEDS that allow for creating new descriptive and semantic implementations. The metadata stored in the cloud database is on the right of Figure 9 , and it complies with the structure proposed by IEEE 21451. Figure 9 shows a JSON that contains the structure of the sensor node metadata stored in the system database. On the example illustrated in Figure 9 three basic TEDS are shown: "name" (the name of the sensor node), "mac" (unique MAC address of the device), and "company_id" (proprietary company id of the manufacturer). There are two additional descriptors ("ted_id1" and "ted_id2") that enable including additional information on the sensor node (e.g., semantic descriptions). Figure 9 also shows two VTEDS: the first one (39.41) describes a standard template together with the measurement unit, while the second one (−11.00) defines the application domain. Specifically, TED_id1 (39.41) describes a sensor through a standard template (type 39, a potentiometric voltage divider) and indicates that the unit of measurement can be found in Index 41 on the unit of measurement table (for instance, such a unit can be millivolts).
In TED_id2 (−11.00), the field −11 may represent, for instance, the Precision Agriculture application domain. The negative sign was included only to show that negative values are also allowed on the descriptors. The fields within the JSON change dynamically, according to the sensors and actuators connected to the TIM, and there can be as many TED_id fields as necessary to describe a transducer.
It is important to note that the TED_id field is represented by using an 8.8 fixed-point format. That is, an 8-bit signed integer followed by an 8-bit unsigned integer. Therefore, in the previous example, TED_id1 can define up to 128 templates and 256 values. Such a fixed-point format is actually related to the use of the LP4S protocol, which is optimized for hardware architectures constraint in terms of memory, CPU, and other resources (e.g., BLE beacons) [67] . Figure 9 . Metadata structure and collection from a smart sensor. Figure 10 depicts the operation data flow in the system from the point of view of a sensor (in Figure  10 , at the top) and an actuator ( (in Figure 10 , at the bottom)). In the case of the sensor, it is assumed that it was previously discovered by the system, so the corresponding metadata were created in the database. Figure 10 shows the use of two specific transducers: an analog sensor and a digital actuator. The analog sensor is depicted with the icon of a thermometer, and its data flow describes the publication of the real-time temperature value on the MQTT broker. Such values are consumed by the plug-and-play mechanism in order to update the cloud database. In Figure 10 , the obtained temperature (23 • C) can be read by a remote client through a web dashboard.
Sensor and Actuator Data Flow
Regarding the data flow of the actuator, it starts in the dashboard, where there is a button to toggle the actuator's state. When the user presses such a button of the dashboard, the system publishes on the MQTT broker the "Turn On" command. Such a command is consumed by the PnP VTEDS engine in order to update the database. The MQTT message is also consumed by the NCAP, which transfers it to the TIM that controls the actuator. Eventually, the TIM processes the NCAP message and activates the corresponding output, thus turning the desired actuator on. Step actuator data flow sequence 
Calibration Data Flow
Current sensor manufacturing technology provides high-resolution and accurate sensors, but their precision and repeatability (i.e., ideally, a sensor should always produce the same output for the same input) are affected by noise, hysteresis, linearity or change speed. For this reason, in telemetry it is very important to calibrate sensors in order to improve data accuracy.
Calibration consists in a set of operations that allows for establishing, under certain conditions, the relationship between a sensor output and the actual values sensed by an accurate measurement device. Such a relationship is usually modeled as a function, which can include, for instance, linear, exponential or logarithmic factors. Thus, the main way to establish this relationship consists in using correction tables or calibration equations (e.g., straight lines or curves). For example, in the case of straight lines, calibration can be performed with the correction of a single point (usually offsetting the origin) or with two calibration points, which changes the slope of the line. In the case of sensors that do not follow a linear response curve, the adjustment is often carried out through polynomial curves. Further details and a good introduction to the calibration process can be found in [73] .
As a demonstration of the capabilities of the proposed system, its first version is able to make use of linear correction equations. However, it would be easy to add any other equation or technique depending on the used sensors. Figure 11 shows the flow diagram of the calibration procedure. The flow (step set calibration data flow sequence) begins when a user changes the calibration parameters of the temperature sensor of the previous example. Such parameters are modified in the metadata of the sensor in the database and publishes them in the MQTT calibration topic by the Pnp VTEDS engine. The flow ends in the smart sensor that is listening in the same MQTT topic, to self-calibrate. In the next reading of the sensor, the temperature value would be adjusted by the calibration parameters (step read calibrated data flow sequence). Therefore, the calibration of the sensor can be performed remotely and automatically, avoiding the need for carrying out in-situ calibrations by technicians and providing flexibility and dynamism to the IoT system that implements the proposed architecture. Step set calibration data flow sequence 23.5 ºC Step read calibrated data flow sequence 
Implementation of the Architecture
The previously described plug-and-play architecture has to be deployed on the three mentioned basic layers (TIM, NCAP, and cloud). In the next subsections, the implementation of such layers will be detailed in such a way that they can be reproduced by third parties using off-the-shelf hardware devices and commercial software tools.
The TIM Layer
There is currently a large number of commercial devices, with different resources (communication interfaces, CPU, and memory) that can act as a TIM and on which a developer can implement a firmware according to Figure 12 . For instance, there are several versions of Arduino that provide Ethernet connectivity or different devices that include BLE interfaces (e.g., RedBearLab nRF52832 [74] ).
The data flow of the main TIM program is shown in Figure 12a and includes calls to methods that enable the discovery of the installed hardware. The use of intuitive and simple descriptors allows the TIM to self-configure and be ready to manage the sensors and actuators present in its digital and analog inputs and outputs. In addition, the firmware must include functionality to create meta-descriptors based on the potential hardware to be used. In the case of devices with reduced memory or CPU, it is recommended that the TED_id represents real numbers in the 8.8 fixed point format. After the initialization, the TIM sends a configuration frame to the upper layers of the system (i.e., to the NCAP and to the cloud) to perform the self-registration. Once this is achieved, the sensors can be remotely monitored from the web and TIMs are capable of receiving remote commands for their actuators.
It is recommended that the sensors and actuators be managed through interruption routines for better TIM performance. Figure 12b shows the Interrupt Service Routine (ISR) that must be implemented for real-time management. 
The NCAP Layer
The other important element of the plug-and-play mechanism is the NCAP, which not only acts as the WSN gateway but also performs certain computing tasks. Depending on the used TIMs, their communication interfaces, processing power, and required memory, adequate hardware must be selected for the NCAP. Both commercial and proprietary solutions can be used. Some of the commercial hardware that has been tested as an NCAP are different SBCs (e.g., Raspberry Pi [39] , BeagleBone [75] , and Orange Pi PC [76] ) and several Android-based smartphones [77] .
The degree of complexity of the implementation of an NCAP may differ depending on the selected hardware, the IoT application domain, the need for a physical display, database requirements, the local processing power, or the communication interfaces, among others. However, Figure 13 could be a good starting point for the development and programming of the NCAP. In the figure, a reduced state machine for an NCAP implemented on an Android smartphone that runs an application to manage BLE beacon-based TIMs is depicted. 
The Cloud Layer
The third important element for the implementation of the proposed plug-and-play architecture based on VTEDS is the cloud, where TEDS will be stored and virtualized. The cloud, like the TIMs and NCAPs, can be commercial or proprietary. Examples of commercial solutions are Amazon AWS [78] , Microsoft Azure [79] , and Google Cloud [80] . In this article, it was decided that the the IotM@ch cloud platform [81] developed by the AutoMathTIC research group of the Technical University of Machala (Ecuador) in conjunction with the Group of Electronic Technology and Communications of the University of A Coruña (Spain) would be used. The platform provides features and functionality similar to other commercial IoT platforms, so it was mainly selected due to two factors: availability and cost. On the one hand, the IotM@ch platform was completely accessible, with total control over the hardware and software of the cloud infrastructure. It is also possible to manage the bandwidth of the local server, which allows for increasing performance and reducing application latency for the Internet remote clients. On the other hand, the Technical University of Machala had already installed server infrastructure, with the possibility of using the university's resources without incurring in additional hardware costs and without needing to hire and train technicians dedicated to manage servers, access control, air conditioning, electric powers, or energy backup subsystems. In addition, note that, due to the number of services and applications deployed by the proposed system, which require the use of 5-8 virtual machines, the monthly cost for other IoT platforms like Google IoT usually ranges between $2000 and $3000, which is prohibitive for many universities in developing countries. For example, a monthly estimated cost of $2372.35 was obtained through the Google Cloud Platform Pricing Calculator [82] with the following parameters: Computer engine: 1×Data analysis (n1-standard-4); Operating, System/Software: Free (Debian, CentOS, CoreOS, Ubuntu, or other user Provider OS), 1×Big data (24 h per day), 1×APP Server (n1-standard-2, SSD space 2 × 375 GB), 1×Real-time monitoring (n1-standard-2), Cloud Storage (4096 GB), Cloud SQL Second Generation (one instance, 500 GB of storage, 500 GB for backups), and IoT Core (Data exchanged: 102,400 MB). Figure 14 shows the most relevant elements of the cloud platform. Among them, the monitoring web application in Virtual Machine #3, which allows the management of both the discovered sensor nodes and the VTED server, is worth noting. In the next sections, the main applications that run on the cloud platform are detailed. Figure 15 shows a screenshot of the developed web application. On the left, a list of implemented functions for the management of the necessary TED parameters can be observed:
TED Management
•
Standard template. Figure 16 shows the interface that is used to manage the IEEE 21451 standard templates. Such an interface allows the user to add new templates depending on his/her needs.
On the left of Figure 17 the extended content of one of the VTEDS listed in Figure 15 is shown. It includes all the descriptors sent by the TIM, so the provided information is not static and can even be edited manually, as can be observed on the right side of the image.
Application domains. Figure 18 shows the web menu available to create the different application domains manually. The menu also shows the application domains discovered through the TIM configuration frames during the process of self-registration in the cloud.
• Units of measure. Figure 19 shows the menu to manage all types of units of measurement that are necessary for the sensors and actuators available.
Calibration. The calibration of the sensors and actuators in the architecture occurs dynamically, as explained in Section 3.3.2. Figure 20 shows the interface through which a maintenance technician can add new configuration parameters of one of the discovered sensors. Once the calibration button is clicked, the system sends an MQTT message with the necessary information, which is consumed by the corresponding NCAP. In addition, from this interface, the user can access historical calibrations and send again such previous parameters to a sensor. • Device management. All the sensor nodes discovered by the cloud, from the moment they perform the auto-registration process, are listed in the menu shown in Figure 21 . Once they are detected by the cloud, they can be edited manually.
• Dashboard management. The implemented system is able to generate dashboards dynamically. Thus, the web application allows the user to customize the information to be displayed on the screen, which makes it possible to show together all the available information of different sensors, even the ones of different TIMs. This is performed through the interface shown in Figure 22 , which can manage different display areas and choose the sensors and actuators listed in the device management menu. Figure 23 shows an example of a dashboard generated dynamically with real-time information.
• General view. For a better visualization and management of all the elements discovered dynamically in the cloud, there is a structure in the form of drop-down tree (in Figure 24 ) that allows immediate access to the required information.
• Report management. The system also provides an interface to generate reports from the information stored in the database. Figure 25 shows the interface that allows the user to customize the desired information for the report to be generated. 
Experiments
This section shows the evaluation of the proposed architecture in a real IoT environment. In the tests, the cloud was located at the Technical University of Machala (Ecuador) and the sensor nodes (TIM and NCAP) were at the University of Coruña (Spain), as is illustrated in Figure 26 .
The proposed experiments were designed to test the system when making use of lightweight protocols and VTEDS. The comparison was carried out by measuring the times required for self-configuration, self-registration, telemetry, and auto-calibration, which allow for evaluating the real impact of the latency in the overall performance of the plug-and-play architecture with three different TIMs: an Eddystone BLE beacon, a BLE GATT-based beacon, and a microcontroller with an Ethernet interface.
In case of the BLE beacons, note that they are small lightweight low-cost low-consumption devices that broadcast certain information packets periodically to indicate its presence or to transmit certain data. For instance, they have been traditionally used to provide location-based services. The BLE Eddystone beacon [83] is based on Eddystone, Google's open BLE beacon format. The beacon used in the experiments was configured with a beaconing interval of 250 ms, since it was determined in [67] that it offered the best trade-off between latency and consumption when there was Line-of-Sight (LoS) between the beacon and a smartphone, and a 3 m distance between both. Regarding the BLE GATT-based beacon, it must be noted that the beacon acts like a server that provides services and indicates certain characteristics (the GATT defines the hierarchy and format used to represent and alter BLE data). Thus, to communicate with another BLE device, it is required to first establish a connection (in contrast, Eddystone beacons are connectionless). An in-depth review of the BLE standard is beyond the scope of this paper, but the interested reader can find further details on BLE and GATT in [84] .
Finally, with respect to the Ethernet TIM, it must be emphasized that it was selected to determine the architecture's performance when using a resource-constraint IoT device that uses a wired interface. For the tests performed, the Ethernet TIM consisted basically in an Arduino Mega with an Ethernet shield. Figure 27 shows the elements used in the experiments: a Nordic nRF51 development kit (nRF51-DK) that acts as BLE TIM (both for the Eddystone beacon and for the GATT server), an Android smartphone that acts as an NCAP, and a laptop running Android Studio [85] , Serial Port Monitor [86] , and Navicat Premium [87] . The main specifications of all these elements are described in Table 2 .
Experimental Setup
In the tests, the speed at which sensor nodes are able to detect and to enable their own hardware (i.e., to perform their self-configuration) was first measured. Next, the time required to detect the sensors when using plug-and-play mechanisms (self-registration), both at the NCAP layer and at the cloud, was determined. After self-registration, both the IoT system and the external users can interact with discovered sensors and actuators. The user experience during such an interaction can be quantified through the telemetry latency, which measures the time needed by the system or a user to receive the sensor data (it starts when the sensor collects a new measurement and stops when the data is available in the NCAP and the cloud). The last measured latency is related to the auto-calibration process, which begins when a user enters new calibration parameters, and it continues until the first calibrated sensor measurement is received. The next subsections describe in detail how such latencies were determined and the obtained results. Table 2 . Main specifications of the experimental setup elements. Figure 28 illustrates the measuring procedure, which is based on the flow chart previously presented in Figure 12 . The strategy consists in capturing the ticker associated with the beginning and the end of the execution of the functions required by the TIM in order to discover and enable the connected hardware when rebooting the CPU. The difference between such times is the self-configuration latency, whose value can be sent through the serial port and captured by any USB sniffer (e.g., Serial Port Monitor or the Tera Term [88] ). In Figure 28 , the function us_ticker_read() inside the boxes of the flow diagram corresponds to the function used in the online Mbed Integrated Development Environment (IDE) to read the ticker counter of the used CPU (in the performed experiments the firmware of the BLE TIMs was developed with Mbed's IDE). In Figure 28 , it can also be observed a self-configuration latency of 133.301 ms. Once the TIMs have been programmed, the experiment consisted in turning the TIM off and on several times and then obtaining the averaged latency. The results of the average of 50 tests performed for the three TIMs involved in the self-configuration experiments are 134.268 ms for the Eddystone beacon, 151.53 ms for the GATT server, and 1005.785 ms for the Arduino with the Ethernet shield. It is important to indicate that the measured latency exists only when the TIM firmware is loaded; therefore, in the case of static TIMs or when there are no power cuts, this latency does not impact the system performance. However, as will be observed later in Section 5.6, it greatly influences the total latencies, which worsens the user's experience when it is required to obtain information from the sensors quickly.
Components
Self-Configuration Latency
As can be observed, the results obtained for the BLE TIMs are similar, with a difference of only 17.26 ms. In contrast, a lower latency might be expected for the Ethernet TIM due to its wired connection, but the obtained average results were roughly 1 s slower than when using BLE TIMs. Such a difference is explained mainly because of three factors:
•
The TIMs use different hardware. Both TIMs use RISC processors that operate at 16 MHz, but the TIM nrf51422 [89] has slightly more resources than the Arduino Mega, since it is based on the ARM Cortex M0 [90] (32-bit CPU and 16 kB RAM), while the ATmega2560 [91] is based on an 8-bit AVR microcontroller with 8 kB SRAM.
• Each TIM makes use of a different development platform. On the one hand, in the case of the BLE TIMs, they were both programmed with Mbed, which is a platform for managing ARM-based IoT nodes that optimizes the firmware for devices with constraint hardware resources. On the other hand, Arduino is a development platform that includes an abstraction layer that allows for simpler and more intuitive programming, even for those who have no experience in IoT, but at the cost of optimizing the managed resources, which impacts configuration latencies and the amount of used program memory.
The use of the Ethernet shield requires a serial connection with the CPU, which slows the discovery of the Ethernet module.
Self-Registration and Telemetry Latencies
In order to obtain the self-registration and telemetry latencies when using the two proposed BLE TIMs, it was necessary to develop an Android application that acted as an NCAP. In such an application, certain text tags were inserted when an event occurs, so it is possible to use the Android Studio log to determine the timestamps of each event.
In the case of the beacon-based TIM, the self-registration latency corresponds to the time elapsed since the NCAP receives the first frame from the Eddystone Figure 29 shows the sequence of windows of the Android application that a user goes through when receiving information from a BLE beacon. First, the NCAP discovers a TIM that has entered the area covered by the NCAP's BLE. The second window is shown when it is received any of the Eddystone frames. The last window is displayed only when the TIM was able to perform the self-registration. In addition, this last window will show dynamically the updated information on the discovered sensors and actuators. In Figure 29 , the self-registration latency is denoted as t1 and is calculated as indicated in the previous paragraphs, when exchanging the mentioned Eddystone frames. Each time a new sensor arrives, it will be marked with the [TLM]-DATA ANALOG tag, which will be used to obtain the telemetry latency.
In the case of the GATT-based TIM, the process to obtain the self-registration latency begins when the user selects the desired TIM from the list of the BLE devices detected by the NCAP. The pairing event of the TIM with the NCAP is marked with the tag [MP], as can be seen in the screenshot on the left of Figure 30 . Once the TIM is paired, it sends the configuration of the mote using the LP4S protocol, in order to auto-register in the NCAP (this event uses the [MAReg] label). The screenshot on the right of Figure 30 is generated dynamically based on the TIM hardware discovered (the sensor reading event is marked with the [CHR]-DATA ANALOG tag). Figure 31 shows the sequence of events for both BLE TIMs and the associated tags used to calculate the self-registration latency at the cloud layer (t2) and the telemetry latencies at NCAP (t3) and cloud (t4) layers.
The self-registration latency at the cloud layer (t2) represents the time since the first Eddystone frame arrived or the mote was paired, until the configuration frame reaches the cloud. Since the NCAP is connected to the MQTT server of the cloud and subscribed to the configuration topic, it is possible to know when such an information reaches the cloud. During the experiments, this event was marked with the [JR] tag and, although its inclusion involves adding a small delay, it allows for synchronizing the events for their analysis without having to deal with time zone settings due to the location and distance between the cloud and the sensor nodes (remember that the cloud is in Ecuador and the TIM/NCAP are in Spain).
The telemetry latencies for the TIMs are calculated from the time instant when they obtain new data from the sensors (based on a prefixed sampling scheme), until such data reach the NCAP (t3 in Figure 31 ). That is, the latency is calculated as the difference between the timestamps associated with the tag [TLM]-DATA ANALOG (Eddystone) or [CHR]-DATA ANALOG, with the tag [PJ] , which represents the event that occurs when the NCAP has received all the data from the sensors and then proceeds to publish them in the appropriate MQTT topic of the cloud. Regarding the telemetry latency at the cloud layer (t4 in Figure 31 ), it is measured as the difference between the timestamps associated with the DATA ANALOG and the second [JR] tag, which is shown when the published data eventually reach the cloud. The timestamps in the Android Studio log are calculated in milliseconds for increasing the accuracy during the latency calculations. Figure 32 shows an extract of such a log, where the tags required for the calculation of the self-registration latency in an Eddystone beacon are circled. In this case, the self-registration latency at the NCAP layer (t1) was 6.411 s, while the same latency at the cloud layer (t2) was 7.04 s. In the case of the Ethernet TIM, the procedure to obtain the self-registration and telemetry latencies differs with respect to the one used for the BLE TIMs, since the higher layers (NCAP and TIM) vary in hardware/software resources and features. For wired TIMs, it is easy to route the information, so the NCAP can be hosted in an Single-Board Computer (SBC) or inside a virtual machine that runs on a server. In the case of the experiments related to the selected Ethernet TIM, the NCAP was hosted on a CentOS virtual machine and included a local MQTT broker, so the Ethernet TIM published both the configuration and the telemetry frames directly in the NCAP, which sent the information to the cloud. Figure 33 shows the sequence diagram for obtaining both the self-configuration and the telemetry latencies. The self-configuration latency at the NCAP layer (t1 in Figure 33 ) is measured from the moment that the TIM recognizes its hardware and publishes it in the topic of configuration of the NCAP, until it extracts the metadata from the received LP4S-JSON. The latency at the cloud layer (t2) is measured similarly, but the measurement ends when the NCAP verifies that the JSON has reached the cloud. This is possible since the NCAP also has an MQTT client subscribed to the cloud configuration topic (it is run only for debugging purposes and for obtaining the results of the proposed experiments). The telemetry latencies at the NCAP (t3) and cloud (t4) layers are measured from the moment the TIM has a new reading of its sensors until the NCAP extracts the sensor data from the JSON (t3) or until such data are made available to the cloud (t4).
For all the measurements related to the Ethernet TIM, the timestamps associated with the aforementioned events were extracted from the local database of the NCAP, where each of the JSON frames were published in or read from the configuration or readings topics. To manage the local database and process all the information collected in each experiment, Navicat Premium was used.
The average results obtained from the 45 experiments carried out for each TIM to obtain the self-registration and telemetry latencies of the BLE and Ethernet TIMs are shown in Table 3 . In such a table, it can be observed that the self-registration latencies are always greater than those of telemetry, regardless of the hardware and the communication interface. Specifically, there is a difference between the self-registration and telemetry latencies at the NCAP layer of 4.5 s for the Eddystone beacon, 660.5 ms for the GATT server, and 334.67 ms for Ethernet. Similar conclusions can be drawn when comparing the difference between the latencies at the NCAP and the cloud layers: NCAP latencies are always lower, since the NCAP is closer to the TIMs and, in practice, is an intermediary that is necessary for the nodes to reach the cloud. 
Auto-Calibration with the Ethernet TIM
The auto-calibration latency allows for quantifying the user experience when a technician calibrates one of the self-registered sensors in the IoT system. In a similar way to the previous metrics, the experiments were carried out both at the NCAP and the cloud layers. In both cases, the experiment was performed using the Ethernet TIM, and the associated timestamps were managed from the local database. Both the auto-calibration latency at the NCAP (t1) and that at the cloud (t2) layers begin to be measured when the user enters new calibration parameters through a web browser. Then, the latency is computed as the time difference between the moment the new calibration parameters are published in the calibration topic and the moment at which the already calibrated sensor data become available in the NCAP (t1 in Figure 34 ) or in the cloud (t2). Figure 34 illustrates this process. It is worth emphasizing that both measurements are affected by a random time that depends on the reading criterion and the selected sampling time. However, this random time has the same distribution for both latencies without affecting the results.
The results obtained for the 40 auto-calibration tests averaged 3478 ms (t1) and 3797.54 ms for t2, so it can be observed that there is a difference of 319.54 ms between the NCAP and the cloud layers.
It must be also added that the differences between the NCAP and the cloud experiments are affected by the random latencies of the Internet provider. Although the cloud server has a wired connection to the communications backbone of the university, since the IoT traffic generated by the proposed system does not have priority bandwidth, it competes with the rest of the users of the university campus. Regarding the NCAP, in the experiments, the laptop was connected via WiFi to the Internet like any other regular user of the university.
Comparing the auto-calibration and self-configuration latencies when using the same Ethernet hardware, it can be observed that the difference between both is 2.47 s. Note that the auto-calibration latency is affected by the random time shown in Figure 34 , which can vary from 0 s to a maximum of 1 s, which was the sample time indicated for the performed experiments. 
Self-Registration and Telemetry Latencies Without Line-of-Sight
The last experiment was performed in a scenario where there was no Line-of-Sight (NLoS) between the TIM and the NCAP. The objective of the experiment was to determine the impact of the latency in the performance of the infrastructure in real IoT applications where the distance and the presence of obstacles between the NCAP and TIM can compromise the connection and the user experience when managing sensors and actuators. For this experiment, the GATT TIM and a smartphone that acted as an NCAP in the physical scenario depicted in Figure 35 was used. The figure only shows the NLoS scenario, although the same site was used for the LoS scenario but on the same level without obstacles. Note that the NLoS scenario is very aggressive, as it is considered crossing one floor of the building.
As can be observed in the figure, both devices are almost 10 m away, which is usually the maximum distance for creating stable BLE connections in most smartphones. Specifically, the experiments were performed in a building where both the NCAP and the TIM were in small rooms (a bedroom and dining room). The present furniture was mainly made out of plywood, although a few elements contained metal (e.g., there were aluminum chairs and a metallic mattress base). The walls were 9 cm thick and were made out of drywall. The floors were made of light concrete and they were covered with ceramics, having a total thickness of 15 cm. The distance between the transmitter and receiver (NCAP and TIM) never exceeded 10 m, which is usually the maximum supported by the communication standard.
In this case, the experiments were aimed at obtaining the self-configuration and telemetry latencies at both NCAP and cloud layers. The methodology was exactly the same as that described in Section 5.3 for the GATT TIM.
To provide an easy comparison of the metrics mentioned in both scenarios (LoS vs. NLoS), the results obtained for the GATT TIM with line-of-sight are shown in Table 4 together with the ones for the NLoS scenario (in both scenarios the same number of tests were averaged). The NLoS results show a difference of latencies between the NCAP and cloud layers of 1.36 s for self-configuration and 244.55 ms for telemetry. Comparing the LoS and NLoS scenarios, it was found that the self-registration latency for NLoS at the NCAP was 1.45 s higher than in the LoS scenario, and almost 2 s (1.98 s) at the cloud. In contrast, telemetry latencies at NCAP and cloud layers were similar, being, respectively, 334.14 ms and 344.22 ms greater than in the LoS scenario.
Despite these differences, the results for an NLoS scenario for the GATT BLE TIM are good, considering that a maximum of 4.52 s was required by the self-configuration at the cloud layer and that a minimum of 1.37 s of telemetry latency was obtained at the NCAP layer. These results make the proposed system a valid alternative for implementing BLE-based IoT applications in NLoS scenarios, which are common in home automation applications (due to walls and furniture) or in precision agriculture (because of the foliage and plants).
Analysis of the Results
In the previous section, some initial conclusions were pointed out when analyzing the results of the performed experiments, but it is interesting to go deeper and study the impact of the total latencies from the perspective of the user experience. Specifically, it is worth analyzing the total latencies from the moment a TIM is powered on. Such latencies can be calculated for the LoS or NLoS scenarios using the following expressions: total self-registration time (at NCAP or Cloud) = self-registration time + self-configuration time. (1) total telemetry time (at NCAP or Cloud) = self-telemetry time + self-configuration time.
(2) Figure 36 shows a comparison of such total latencies for an LoS scenario for the three TIMs used in the experiments (t1 to t4 are the times previously defined in Figure 33 ). As can be observed, the total self-registration latencies (t1 and t2 calculated by Equation (1)) of the GATT and Ethernet TIMs are similar, the latter being lower in only 107.08 ms at the NCAP layer.
The most interesting findings are related to the telemetry latencies and are highlighted in Figure 36 with red circles. For the total telemetry latency ( t3 calculated by Equation (2)) at the NCAP layer, both BLE TIMs show the sensor data faster than the Ethernet version (the Eddystone is 120.08 ms faster and the GATT TIM, 218.75 ms quicker). At the cloud layer ( t4 calculated by Equation (2)), the GATT TIM is 251.68 ms faster than the Ethernet TIM, despite the fact that the experiments were carried out using a remote cloud on the Internet. Therefore, it can be concluded that the fastest telemetry solution corresponds to a BLE GATT TIM, both at NCAP and cloud layers, when the user asks for data from a smartphone in the same place where the sensors are or when it receives them through a remote web browser. Finally, Figure 37 compares the total latencies of the GATT TIM in LoS/NLoS scenarios. The total latencies for Ethernet with LoS have been also included. Once again, the solution with the GATT TIM proves to be a good solution for NLoS IoT scenarios: as can be observed at the view of the values inside the blue circles, there is a difference of only 115.39 ms at the NCAP layer and only 92.54 ms at the cloud layer.
Conclusions
As a contribution on the evolution of IoT toward WoT, this article presented a generic, flexible, dynamic, and fast plug-and-play architecture based on IEEE 21451 VTEDs, which allow for the interoperability of different types of smart transducers in terms of hardware and communication interfaces. These VTEDS, thanks to the use of lightweight protocols like LP4S, are able to self-describe, self-register, self-configure, and auto-calibrate smart transducers quickly and efficiently.
The article presented the design of the proposed architecture and detailed a web monitoring tool that is able to manage sensors and actuators remotely, to generate self-configuring dynamic dashboards, or to update the calibration parameters of the VTEDS in real time.
In order to determine the performance of the proposed system, it was evaluated in different LoS and NLoS scenarios when making use of three TIMs: two BLE beacons and an Ethernet-based smart sensor. The tests measured diverse latencies with the aim of assessing objectively user experience. The obtained results show that the system is very fast for most application domains and is able to self-register and self-configure in less than 3 s smart sensors placed in Spain, even when the cloud was located in Ecuador. In similar scenarios, the system is able to display sensor data to remote users in less than 2 s, which indicates that a user can access fast the transducer information. Funding: This work has been funded by the Xunta de Galicia (ED431C 2016-045, ED341D R2016/012, ED431G/01), the Agencia Estatal de Investigación of Spain (TEC2015-69648-REDC, TEC2016-75067-C4-1-R) and ERDF funds of the EU (AEI/FEDER, UE).
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