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Abstract- Being one of the well-defined and functional 
rhythmic activities observed in sleep EEG, sleep spindles are 
significant for brain research. Visual detection of sleep 
spindles is very time consuming and subjective. In this study, 
automated spindle detection by using AR modeling for feature 
extraction is proposed. Multilayer Perceptron (MLP) and 
Support Vector Machine (SVM) are used as classifiers for 
comparison. Performances were found as 93.6% for the MLP 
and 94.4% for the SVM classifiers. 
 
I INTRODUCTION 
Sleep mainly consists of two phases, rapid eye movement 
(REM) and non-REM (NREM) sleep. The NREM sleep is 
futher divided into four stages of progressively deepening 
sleep (stages 1, 2, 3 and 4) defined on the basis of EEG 
changes. Stage 2 sleep is the predominant sleep stage 
during a normal night’s sleep. Sleep spindles are a halmark 
of the stage 2 sleep. They are defined visually as the high 
frequency (12-14 Hz), relatively low amplitude bursts of 
sinus like waves with minimum duration of 0.5 sec  [8]. 
Scientists assume that there is a close relationship between 
the spindle structure and brain maturation. Besides, sleep 
spindles are useful for classification of the NREM sleep and 
to evaluate the degree of arousal. The amount and 
distribution of the sleep spindles can be used to describe the 
morphology of the sleep EEG. Therefore, assessment of the 
distribution of sleep spindles over the whole night sleep is 
important. Being lower amplitude than the background 
EEG activity, some spindles are hard to be detected by the 
experts. Therefore, visual detection would not be objective. 
Additionally, the detection of each spindle occurrence in a 
whole night’s sleep is very time consuming and tiring for 
the expert. Thus, an automated system for sleep spindle 
detection would reduce the workload of the expert and 
eliminate the subjectivity. There are many studies on the 
automated spindle detection using different methods [1, 3-
5].  
Sleep spindles are characterized visually by their frequency. 
In our previous study [5], short time Fourier transform 
(STFT) of the EEG signal was used as the feature exraction 
method for detecting the spindle regions in EEG. In this 
study, autoregressive (AR) modeling, which is a parametric 
time-domain method, is used for extracting features to show 
that not only the widely used frequency domain 
characteristics, but also the time domain characteristics of 
the EEG can be used as features to differentiate between the 
EEG rhythms. The performance results for both STFT 
features and AR model features are presented for 
comparison of the two methods. Two different classifiers, 
Multilayer Perceptron (MLP) and Support Vector Machines 
(SVM) are utilized in order to have comparative results.  
The organization of the paper is as follows: In section 2, the 
data set is explained, in section 3, the feature extraction 
method AR modeling and the classification methods MLP 
and SVM are explained. In section 4, the experimental 
results obtained are given. Finally, section 5 concludes the 
study. 
II DATA  SET 
The data used in this study has been recorded during the 
sleep experiments performed at the Sleep Research Center 
in the Department of Psychiatry of Gülhane Military 
Medical Academy (GATA). The recordings were done 
using the same setup as described in  [5]. 
All channels of the polysomnograph were used for visual 
stage scoring done by the experts. Whole night sleep of two 
insomniac and two healthy male subjects were studied. The 
ages of the subjects ranged from 17 to 25 years. The total 
recording of the insomniac subject consisted of 689 epochs, 
and those of the healthy subjects consisted of 708 epochs 
and 822 epochs, each epoch corresponding to 30 sec. Sleep 
spindles can most easily be observed on the electrodes 
placed on the central region of the head, therefore sleep 
spindles in stage 2 sleep of the subjects were marked 
visually using C3-A2 channel by an expert. Another expert 
reviewed the marked regions to eliminate subjectivity.  
Sleep spindles may be formed due to two causes. The 
activity occurs sometimes as a response to a stimulus and 
sometimes as a spontaneous activity of the thalamus. In the 
sleep pattern, along with stage 2 sleep lasting only for a few 
minutes, there are also stage 2 sleep present that lasts 
several minutes without interruption. It is more likely that 
the sleep spindle occurrences in the stage 2 sleep that lasts 
only a few minutes are of the first kind, that is, a response 
to a stimulus. However, when a stage 2 period that 
continues for at least 20 minutes is considered, the spindle 
activity in this period may be defined as the spontaneous 
type of spindle occurrence. The spindles that are evoked 
responses may have different formation than the 
spontaneously occurring types.   
The main purpose of this study is the assessment of the 
spontaneously occurring spindles. For this reason the stage 
2 sleep, which continued at least for 20 minutes without 
interruption, was examined. Besides, the spindles that were 
close to the k-complexes or any other transient waveforms 
were excluded.   
III METHODS 
3.1 Feature  Extraction 
Clustering can be applied directly on time-segments of the 
sampled raw data without any preprocessing. However, 
using appropriate preprocessing steps for extracting 
features improves the recognition rate and the 
generalization capability of the classifier. Therefore, the 
feature vectors should be extracted from the sleep EEG 
recordings.  
In [5], STFT was used for feature extraction. The stochastic 
properties of the EEG signal can also be used for feature 
extraction. In this study, the AR model is used as the 
feature extraction method. The second order characteristics, 
namely the correlation function of the EEG signal is used 
for obtaining the model parameters.  
Linear combination of the samples of a signal can be used 
to predict the future value of the signal, which is known as 
linear prediction. In mathematical terms, given a signal 
x[n], n=0, 1, 2, …, N-1, we want to predict the value of 
x[N]. 
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where p is the prediction order indicating that only the p 
previous values of the sequence are used in the estimation 
and ai are the prediction coefficients. Defining  1 0 ≡ a , the 
prediction error can be written as:  
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The output of the prediction error filter (Figure 1) is 
approximately a white noise process if the prediction order 
is large enough.  
 
Figure 1  Prediction error filter 
If the filter is inverted and is driven with a white noise 
sequence, this system would then produce a random 
sequence with the same statistical characteristics (such as 
autocorrelation or covariance functions) as those of the 
original sequence, thus representing a model for the 
process.  
The output of such a filter for white noise input is an 
autoregressive process, that is, the original sequence x[n] is 
expressed as the linear combinations of the past 
observations with the coefficients a1, a2, … , ap where p is 
the model order. 
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For this reason, this model is referred to as the AR model. 
Several methods exist to estimate the autoregressive 
parameters, such as least squares, Yule-Walker and Burg’s 
method. These estimation techniques lead to approximately 
the same parameter estimates [12]. In this study, the most 
widely used technique, Yule-Walker Equations (4) are used 
for solving for the coefficients a1 to ap.  
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where E is the sum of the squared errors for n=1…p and Ri 
denotes the i
th term of the autocorrelation function. 
The model is formed using the correlation function of the 
EEG signal. Since the correlation function Ri of EEG is not 
known a priori, it needs to be estimated from the given 
observation of the process. There are two common data-
oriented methods, namely the autocorrelation and the 
covariance methods. In this study, the correlation function 
is estimated using autocorrelation method; 
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The model parameters (i.e. a1, … , ap) are chosen so as to 
give the best fit to the data sequence therefore, the model 
requires the signal under consideration to be stationary. 
Although many signals are nonstationary and cannot be 
modeled with just one linear time invariant (LTI) system, it 
is often possible to model small sections of a signal and 
then account for nonstationarity by allowing the parameters 
of the model to change from section to section. The 
stationarity requirement is not satisfied in the case of EEG, 
but EEG can as well be divided into sufficiently short 
quasi-stationary segments. In this study, segments of 0.5 
sec duration are used. This is a proper choice since the 
necessity of being not less than 0.5 sec duration is also 
given in the definition of sleep spindles.  
The choice of the model order is an important issue in the 
estimation of parametric models. If the data is a finite order 
autoregressive process, then the theoretical prediction error 
variance becomes constant when the model order is 
reached. However, in practice the estimated quantities 
might not converge at all. Thus, the optimum model order 
is best estimated by maximizing the goodness of fit and 
limiting the complexity of the model. This is why 
minimizing the error would not be enough and there needs 
to be a factor for penalizing the higher order models. There 
are various criteria proposed for choosing the best model 
order such as Akaike’s information-theoretic criteria, 
Parzen’s criterion autoregressive transfer, Akaike’s final 
prediction error and Schwartz and Rissanen’s minimum 
description length [12].  
We have not used any of the criteria mentioned above for 
selecting the best model order since our purpose in this 
study is to extract features from the signals so as to give the 
best separable class of patterns. Instead, we obtained 
parameters for different model orders to form feature 
vectors and trained the MLP with each set to find out which 
model order gave the best performance. The model order 16 
was found to be the most suitable. 
The features were extracted by sliding the 0.5 sec  long 
analysis window by 0.1 sec steps. This way, 484 samples 
for one of the healthy subjects were generated with equally 
distributed spindle and non-spindle samples and this data 
has been used for training the classifiers.  
The spectrum of the autocorrelation function of the EEG 
and that of the signal obtained by driving the filter (formed 
using the model parameters) with white noise are given in 
Figure 2, showing that the autocorrelation functions are 
successfully represented by the model. 
 
 
Figure 2    Spectrum of the autocorrelation function (i.e. R0...Rp) of 
the original signal (+) and the signal obtained by applying white noise to 
the input of the filter formed by the AR model parameters (●). a) a spindle 
region b) a non-spindle region c) another non-spindle region 
3.2 Classification 
3.2.1 MLP 
MLP is a widely used neural network structure [9]. The 
structure of the MLP network that we used for classification 
task was as follows: 17 neurons in the input layer; 30 
neurons in the hidden layer fully connected to the input 
layer and 1 neuron in the output layer, with a defined target 
of +/–1 according to the data being a spindle or not, 
respectively. Tangent hyperbolic (Tanh) function was used 
as the transfer function of all neurons. The MLP is trained 
by the backpropagation algorithm with momentum, 
minimizing least mean square error.  
3.2.1 SVM 
SVM can be seen as an alternative technique for 
polynomial, radial basis function and multilayer perceptron 
classifiers [10]. It combines methods of statistics, machine 
learning and neural networks. One of the most important 
features of SVM is the use of kernels for solving nonlinear 
problems. That is, the concept of transforming linear 
algorithms into nonlinear ones via mapping into a different 
feature space [10]. In this study, radial basis function (RBF) 
kernel was used. The reader is referred to [2] for a 
throughout tutorial about SVM. 
IV RESULTS 
The detection system was trained using the features 
extracted from one of the healthy subjects. The samples 
were divided into 6 folds for training and testing the 
classifiers. 5 of 6 folds were used in training and the 
remaining 1 fold for testing. This was repeated 6 times by 
considering each possible combination.  
The performances achieved by using AR model features are 
presented in Table I. In this table, also the performances 
obtained for STFT are provided for comparison. 
 
Table I 
Performances of the MLP and SVM trained by using the features 
obtained by STFT and AR modeling from the healthy subject 
 STFT 
MLP 
AR 
MLP 
STFT 
SVM 
AR 
SVM 
Fold1  92.5 %  92.8 %  97.5 %  96.3 % 
Fold2  100 %  91.3 %  98.8 %  95.1 % 
Fold3  100 %  93.1 %  98.8 %  96.3 % 
Fold4  100 %  95.9 %  96.3 %  96.3 % 
Fold5  98.8 %  98.4 %  97.5 %  91.4 % 
Fold6  93.8 %  90.0 %  96.3 %  91.4 % 
Avg.  97.5 %  93.6 %  97.5 %  94.4 % 
 
These classifiers were tested on the samples of another 
healthy subject to verify that the system could perform 
equally well on different healthy subjects. The performance 
of the system over the second healthy subject’s features is 
given in Table II. 
 
Table II 
Performances of the MLP on the other healthy subject (351 samples 
for spindle and 789 samples for non-spindle regions) 
  STFT 
MLP 
AR 
MLP 
STFT 
SVM 
AR 
SVM 
spindle  86.8 %  89.9 %  90.6 %  92.9 % 
non-spindle  99.4 %  98.5 %  99.2 %  99.2 % 
Avg.  93.1 %  91.7 %  94.9 %  96.0 % 
 
The same classifiers were applied on the features extracted 
from an insomniac subject to test how well it would 
perform on a subject with central nervous system (CNS) 
disorder. It was found that MLP performed poorly on the 
spindle regions as expected for both feature extraction 
methods (see Table III). When the SVM classifiers were 
tested by the samples of the insomniac subject however, it 
was found that the classifier that used STFT features  
performed poorly on the spindle regions as expected but 
that the classifier that used AR model features performed 
unexpectedly high on spindle regions (see Table III). 
 
Table III 
Performances of the MLP on the insomniac subject (793 samples for 
spindle and 903 samples for non-spindle regions) 
  STFT 
MLP 
AR 
MLP 
STFT 
SVM 
AR 
SVM 
spindle  16.4 %  52.4 %  10.9 %  86.4 % 
non-spindle  98.4 %  84.9 %  99.3 %  82.1 % 
Avg.  57.4 %  68.6  %  55.1 %  84.2  % 
 
V CONCLUSION 
The high performances achieved using different classifiers 
prove that AR model can be used as a feature extraction 
method. However, the performances of the classifiers 
formed by using the AR model features are lower than 
those of the classifiers trained by the STFT features both 
for MLP and SVM. Thus, we can conclude that although 
AR model parameters provide a good representation of the 
EEG data, STFT characterizes the features for 
discriminating the spindle and non-spindle regions better. 
The classifiers trained by the healthy subject’s data were 
tested with the features obtained from another healthy 
subject, and the average performances over the spindle and 
the non-spindle regions were found to be high for both 
SVM (94.9%) and MLP (93.1%) trained with STFT. The 
AR model results are high for both MLP (91.7%) and SVM 
(96.0%) similarly.  
Since spindle formation varies in the presence of CNS 
disorders, low performance over the spindle regions and 
high performance over the non-spindle regions was 
expected from both MLP and SVM when tested on the 
features extracted from the insomniac subject by both 
feature extraction methods. With MLP, the performances 
over the spindle regions were found to be low (16.4% for 
STFT and 52.4% for AR model) whereas the performances 
over the non-spindle regions were still high (98.4% for 
STFT and 84.9% for AR model) as expected. These results 
are concordant with the assumption that the sleep spindle 
characteristics do not vary for subjects in the same age 
group but the characteristics are influenced by the CNS 
disorders. The SVM classifiers gave similar results for the 
STFT features (10.9% on spindle regions and 99.3% on 
non-spindle regions). However, the performance of the 
SVM over the AR model features was found to be 
unexpectedly high (86.4%) on the spindle regions of the 
insomniac. This result needs further investigation.  
We are currently working on the assessment of the relation 
of the spindle activity with the background EEG activity 
which is important in describing the morphology of sleep. It 
is known that there are two kinds of sleep spindle activity, 
which makes the sleep spindles examples of both 
spontaneous and event related oscillations of the brain as 
mentioned previously. For this reason, evaluating and 
analyzing the characteristics of the different kinds of 
spindles is also worth studying.  
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