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Abstract—In the traditional load flow analysis, a key as-
sumption is that the input variables, i.e., generator output and
customer demand, are fixed in time and the associated response
has no variability. This assumption, however, is no longer valid as
the adoption of renewable energy resources add more variability
and uncertainty to the modern electrical system. Addressing these
concerns is the definition of the Probabilistic Load Flow (PLF)
problem. The challenge of the PLF problem lies in handling high-
dimensional input uncertainties and the non-linearity of the load
flow equations. The most straightforward way to address these
problems, but at the cost of computational time, is to perform a
Monte Carlo method. This work, however, solves these problems–
accuracy, high-dimensionality, and computational time–with a
coupled Karhunen-Loe`ve (KL) expansion and Anisotropic Sparse
Grid algorithm. The proposed method is implemented and tested
on the IEEE 118-bus test system and a modernized version of the
IEEE Reliability Test System–1996, the Reliability Test System–
Grid Modernization Lab Consortium (RTS-GMLC). Results for
the 194-dimensional case show a decrease in computational time
when compared to the 10,000 sample Monte Carlo method given
a bound on mean and standard deviation error.
Index Terms—Probabilistic power flow, sparse grid interpola-
tion, stochastic collocation, Karhunen–Loe`ve expansion, uncer-
tainty quantification.
I. INTRODUCTION
Load flow studies are one of the most essential tools for grid
operators because they provide a clear picture of the operating
conditions of the power system. Traditionally, the solution to
a load flow analysis is assumed to be deterministic; that is,
the system variables contain no randomness. In recent years,
distributed energy resources, such as wind and solar, are being
adopted at an increasing rate causing the power system to
be subjected to increasing levels of variability. The intrinsic
variability of renewable resources stems from the inability to
accurately predict local weather patterns at relatively small
and discrete time-steps. As a result of these changes in the
power system, it is no longer sufficient to assume that both
generation and demand are constants in the load flow problem.
The reality is that it is much more accurate to assess the power
systems response to a range of possible inputs.
The Probabilistic Load Flow (PLF) problem was first pro-
posed by Borkowska [1] with the goal of handling uncertain-
ties, e.g., variability in the energy supply, within a power flow
analysis. Since then, there are two major ways of solving the
PLF problem: numerically, i.e., using a Monte Carlo method
[2], [3], or analytically, i.e., using a convolutional method
[4]–[7]. As in the study of other complex systems, in power
systems Monte Carlo methods allow for a simplistic approach
for solving the PLF, but come with the downside of high
computational burden. As a result of this characteristic, Monte
Carlo methods are more suited as a baseline for checking the
accuracy of other methods. Analytical methods, on the other
hand, are mathematically complex and are subject to inaccura-
cies that vary depending on assumptions and approximations,
but have the capability to solve the PLF problem in real time–
as it is needed in operations and control.
The objective of analytical methods is to obtain the proba-
bility distribution function (PDF) and cumulative distribution
function (CDF) of the state vector, i.e., active and reactive
power injections, voltage, and angle. The difficulty of this
problem lies within the non-linear nature of the load-flow
equations and that the uncertain parameters that affect the
power system are unlikely to be independent. To remedy
these two problems researchers have employed these two
relatively simple steps: 1) linearize the load flow equations
and 2) assume that the uncertain parameters are independent;
these two steps alone enable the use of convolutional tech-
niques. Unfortunately, convolutional methods have three major
downsides: 1) linearizing the power-flow equations around the
operating point is sufficient only when deviations are close
to the operating point 2) in most cases, the assumption of
statistical independence of input variables is often false [8] and
3) convolutional techniques require a large amount of memory.
For example, in the case where two random variables are
represented by discrete functions with k impulses, the resulting
convolution will have k times k impulses [5], [9].
Recent work in this area has attempted to forego the
convolutional method and move in favor of methods that seek
to approximate the target output variables using cumulant
and polynomial expansion methods. References [9], [10] use
the properties of cumulants–an alternative to moments–and
the Gram-Charlier expansion to reduce the computation time
while still maintaining a comparable accuracy to that of Monte
Carlo methods. References [11], [12] have used a polynomial
chaos expansion to reformulate the stochastic problem into a
purely deterministic one without the use of random sampling.
Similarly, Sun et. al [13] applied a sparse polynomial chaos
expansion to a small test system with four wind farms and 21
random load sources. Reference [14] uses perturbation meth-
ods, derived from Galerkin methods, to resolve issues using
polynomial approximations of the load flow equations. While
the main benefit of these methods are the significant reduction
in computation time, the assumptions made to calculate the
output PDF lead to inaccuracies.
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2A third group of methods, called approximation methods,
seek to leverage the efficiency of deterministic solvers to build
the output PDFs, much like Monte Carlo methods, but with
far fewer simulations. The first method of this kind–introduced
in 1975 by Rosenblueth–is called the Point Estimate Method
(PEM) [15], [16]. The PEM bundles statistical information
using the first few central moments of the input variable into K
points for each variable, called concentrations. Rosenblueth’s
original work showed that the probabilistic problem can be
reduced to 2m deterministic simulations, where m is the
number of random input variables. Since then, adaptations
have been made to the original problem that can reduce
the number of simulations to as little as 2m + 1 while still
retaining a high-level of accuracy [17]–[19]. While the PEMs
possess the speed of the analytical solutions and the accuracy
of Monte Carlo methods, they can only produce statistical
moment information of the output variables. One solution to
overcome this problem is to employ Stochastic Collocation
(SC) methods.
While technically an approximate method, SC methods are
able to produce the necessary PDFs and CDFs to assess the
risk of a system with uncertain input variables. Much like
PEMs, one creates a set of nodes, called collocation points,
and then the model is solved using a deterministic solver at
each node. One approach to the SC problem is to use the
interpolation approach with Tensor Grids [20], [21]. Given the
high-dimensionality of the PLF problem, it is more practical
to use a subset of full Tensor Grids called Smolyak sparse
grids [22]. Sparse grids are capable of reducing the impact of
high-dimensionality that afflicts other approximation methods.
The authors in [23], [24] use a dimension-adaptive sparse grid
interpolation, in conjunction with Copula Theory principles,
to explore the impact of dependent random variables on the
PLF problem. While being fairly accurate, this method is
computationally burdensome due to having to determine the
sparse grid as the problem evolves. This rules out the option
of parallelizing the deterministic load flow simulations due to
the interdependence of each simulation.
We should note that sparse grids alone do not reduce the
dimension of the problem, therefore, we propose to apply
the Karhunen–Loe`ve (KL) expansion [25]–[27] to the random
fields. The KL-expansion is a dimension reduction technique
that, much like Principal Component Analysis (PCA) [28],
[29], seeks to represent a random process as a series com-
bination of a complete set of deterministic functions with
corresponding random coefficients. Our work also proposes
coupling the KL-expansion with an anisotropic sparse grid
[30], a more generalized Smolyak sparse grid, further improv-
ing the performance of approximate methods. By reducing
the number of dimensions and assigning importance to each
dimension, our method provides a significant computational
savings while maintaining a comparable accuracy to existing
methods. Furthermore, the PDF and CDF of the output can be
computed directly by using the sparse grid interpolant.
The remainder of the paper is organized as follows. Sec-
tion II includes a mathematical formulation for the KL-
expansion. Section III provides a formal background for SC
and the mathematical framework for anisotropic sparse grids.
Then, in Section IV we discuss how both the KL-expansion
and ansiotropic sparse grids are coupled to solve the PLF
problem. Thereafter, in Section V we outline the implementa-
tion and metrics used for accuracy analysis. Lastly, Section VI
shows the results of implementing the proposed method and
the concluding remarks follow in Section VII.
II. DIMENSION REDUCTION AND THE KARHUNEN–LOE`VE
(KL) EXPANSION
A. Mathematical Formulation
We begin by assuming there is a (spatial) correlation among
the random input variables, and thus treat each as a sample of
an underlying spatial stochastic process, which we represent
efficiently using a KL-expansion, i.e., a series expansion in
orthogonal eigenfunctions of the covariance structure. For
example, multiple independent solar farms (in a given region)
can be treated as a random process. One can treat them as
either temporally (start producing near the same time) or
spatially (similar solar irradiance, cloud coverage, etc.) cor-
related where the actual value of solar production is a random
variable based on several other random variables. Consider
the random process with two variables Y (x, ω) where x is
an index parameter (representing either time or space) and
the outcome ω ∈ Ω, where Ω is the space of the underlying
random variables. The random process Y (x, ω) has mean
Y¯ (x) and covariance function C(x, s)) = cov(Y (x), Y (s)).
Then, Y (x, ω) has the orthogonal decomposition
Y (x, ω) = Y¯ (x) +
∞∑
n=1
√
λnφn(x)ξn(ω), (1)
where {(λn, φn)}∞n=1 are the eigenvalues and orthogonal
eigenfunctions, which are the solutions to a Frendholm integral
equation of the second kind, defined as
λφ(s) =
∫
C(x, s)φ(x)dx. (2)
The random variables {ξn}∞n=1 in (1) are uncorrelated and
satisfy
E[ξn] = 0, cov[ξn, ξk] = δnk, n, k ≥ 1, (3)
where δnk is the Kronecker-delta function. It is often practical
to truncate the KL-expansion in (1) to a finite number of terms
d. The truncated KL-expansion then becomes
Y (x, ω) ≈ Y¯ (x) +
d∑
n=1
√
λnφn(x)ξn(ω), d ≥ 1. (4)
The number of d terms to keep in the truncated KL-
expansion is often determined by examining the decay rate
of the eigenvalues λn as the index n increases. The decay
rate of the eigenvalues depends inversely on the correlation
length of the random process [21]. This implies that having
a long correlation length (i.e., strongly correlated variables)
results in a fast decay of the eigenvalues. Conversely, an
uncorrelated process with zero correlation length proves to be
the limit of this method in which there is no eigenvalue decay.
3It is common to select d such that the remaining eigenvalue
contributions are negligible. In practice, it is often possible
capture 90% of the input variability with only 10 variables.
B. The Need for Stochastic Collocation
While we will cover stochastic collocation in more detail in
Section III, it is important to discuss why the KL-expansion
is necessary in the first place. Stochastic collocation methods,
like PEMs, are very desirable because they help solve the
PLF problem non-intrusively. That is, one can leverage fast
deterministic solvers on a given set of samples or collocation
points. In this way, PEMs may also be considered a collocation
method. Unfortunately, in large problem spaces collocation
methods suffer from something called the “curse of dimen-
sionality”, i.e., the problem scales poorly in high dimensions.
One way to overcome this limitation is to use a sparse set of
collocation points. Although this lessens the impact caused by
high-dimensionality, it does not effectively reduce the number
of dimensions in the original problem space. It is in this way
how–by using the KL-expansion to reduce the dimensionality–
collocation methods become computationally tractable. We
choose each ξn in (4) to be an independent random variable
uniformly distributed over the interval [−1, 1]. This then
allows us to use quadrature rules (please see Section IV) to
deterministically sample each ξn; thus, mapping the stochastic
problem into a deterministic one. Note that by choosing ξn to
be uniformly distributed over [−1, 1] means one must scale
the KL-expansion by
√
3 to ensure that each variable has a
variance of 1.
III. STOCHASTIC COLLOCATION AND TENSOR GRID
INTERPOLANTS
The goal of SC methods is to solve a set of governing
equations (e.g., a set of partial differential equations) at dis-
crete nodes called collocation points.1 In cases where the input
distributions are compatible with Askey scheme orthogonal
polynomials, it is more efficient to use cubature rules to
determine the nodal set [21]. With this is mind, the following
section serves as the mathematical foundation for determining
the nodal set used for tensor grid and sparse grid collocation
methods. Please note that the mathematics presented in the
following sub-sections are only a brief summary of the existing
literature. For particularly interested readers, we would like to
direct you to [21], [22], [30]–[32].
A. Tensor Product Collocation
For multivariate cases with dimensionality d > 1, for any
1 ≤ i ≤ d, let Qmi be an interpolating operator such that
Qmi [f ] = Πmif(Zi) ∈ Pmi(Zi), (5)
is an interpolating polynomial of degree mi, for a given
function f in the Zi, variable by using mi + 1 distinct
nodes in the set Θmi1 = {Z(1)1, . . . , Zmi i}. Then the most
1In this context, Monte Carlo methods can also be considered a colloca-
tion method where the collocation points are determined randomly.
straightforward approach to interpolating f in the entire space
Iz ⊂ Rd is to use the tensor product approach. That is,
QM = Qm1 ⊗ · · · ⊗Qmd , (6)
and the nodal set is
ΘM = Θ
m1
1 × · · · ×Θmd1 , (7)
where the total number of nodes is M = m1 × · · · × md.
In the case where the total number of points M = md, the
interpolation error follows
(I −QM )f [m] ∝M−α/d, (8)
where the constant α > 0 depends on the smoothness of the
function f [21]. For large dimension d 1, the total number
of points M = md grows very fast for large d. Again, this is
commonly referred to as the “curse of dimensionality.”
B. Sparse Grid Collocation
A much more practical approach rather than the full Ten-
sor Product Collocation are Smolyak sparse grids [22]. The
Smolyak sparse grid construction is based on the tensor
product construction but they only represent a subset of the
full tensor grid. The construction of the grid takes the form
QN =
∑
N−d+1≤|i|≤N
(−1)N−|i|
(
d− 1
N − |i|
)
· (Qi1 ⊗· · ·⊗Qid),
(9)
where N ≥ d is an integer denoting the level of the construc-
tion. The nodal set, i.e., the sparse grid, is
ΘM =
⋃
N−d+1≤|i|≤N
(Θi11 × · · · ×Θid1 ). (10)
It is typically desired for the grid to take a nested form.
One popular choice for a nested grid are the Clenshaw-Curtis
nodes, which are the extrema of the Chebyshev polynomials,
and are defined as
Z
(i)
j = − cos
pi(j − 1)
mki − 1
, j = 1, ...,mki , (11)
where an additional index is introduced via the subscript k,
often described as the level of the Clenshaw-Curtis grid and
meaning that a higher level comes with a finer grid. While
there is not a closed form expression for the total collocation
points M in terms of k and d, in high-dimensional problems
the total number of points is estimated by
M ∼ 2kdk/k! d 1. (12)
Although the curse of dimensionality has been lessened
through the use of sparse grids, it still exists.
4Fig. 1. Two-dimensional nodes for one-dimensional extrema of the Chebyshev polynomials at level k = 5. Left: Full Tensor Grid. The total number of nodes
is 289. Middle: Smolyak Sparse Grid. The total number of nodes is 161. Right: Anisotropic Sparse Grid with γ2/γ1 = 2. The total number of nodes is 57.
C. Anisotropic Sparse Grid Collocation
Until now the focus of sparse grids has been on methods
that treat each dimension isotropically; that is, each dimension
is treated equally. This assumption, however, is only valid for
problems where there is either a weak dimensional dependence
or that dependence is unknown. If, on the other hand, the
problem exhibits a strong dimension-dependent variation then
it is desirable to use an anisotropic formulation of the sparse
grid problem [30], [33].
Let i be a d-dimensional level vector where each dimension
n is defined by in ∈ N+ and let γ = {γ1, γ2, . . . , γd} ∈ Rd+ be
a d-dimensional weight vector for each stochastic dimension
ω. We then denote the anisotropic sparse grid of 0-based index
w, spatial dimension d, and anisotropy vector γ, by A(w, d, γ),
which has the form
A(w, d, γ) =
∑
i∈Yγ(w,d)
cγ(i)(Qi1 ⊗ · · · ⊗Qid), (13)
with
cγ(i) =
∑
j∈{0,1}d
i+j∈Xγ(w,d)
(−1)|j|, (14)
and the selection region of acceptable product rules defined
by
Yγ(w, d) = Xγ(w, d)\Xγ
(
w − |γ|
γ
, d
)
, (15)
where
Xγ(w, d) =
{
i ∈ Nd+, i ≥ 1 :
d∑
n=1
(in − 1)γn ≤ wγ
}
, (16)
with γ = min1≤n≤d γn and |γ| =
∑d
n=1 γn. The selection
criteria written in (15) and (16) can be simplified to the
following expression:
wγ − |γ| <
d∑
n=1
(in − 1)γn ≤ wγ. (17)
For a product rule to be included in the sparse grid of sparse
grid level w, the product rule’s level vector i must satisfy the
above criteria.
As stated before, if each dimension is not equally important,
then the anisotropic method can account for that by appropri-
ately setting the weight vector. For instance, if the first di-
mension contributes 25% more to the variance of the problem
than the second, then the ratio of those two components would
be γ2/γ1 = 4/3. This may seem counterintuitive but in the
anisotropic formulation a lower weight value means a higher
importance. Additionally, generating the isotropic Smolyak
sparse grid is a special case of the anisotropic method. This
is done by setting the components of the weight vector to be
equal, i.e., γ1 = γ2 = · · · = γd. In this sense, the anisotropic
method is the more generalized version of the sparse grid
method.
One more important thing to note about anisotropic sparse
grid is that, while the weight vector may be chosen adaptively,
as shown in [32], the relative weight vector can also be chosen
using a priori or a posteriori information instead. In the
former, the weight vector can be found by using information
about the eigenpairs of the covariance matrix (λn, φn). In the
latter, the dependence of the nth input variable can be found
by simply “freezing” the other input variables to their mean
and observe how the output varies [30].
IV. THE COUPLED KL-EXPANSION AND ANISOTROPIC
SPARSE GRID APPLIED TO THE PLF PROBLEM
With the previous sections in mind, Fig. 2 depicts the full
proposed solution to the PLF problem through the use of a
coupled KL-expansion and anisotropic sparse grid method.
First, in Step 1 we compute the means of each input variable,
the eigenpairs (λ, φ) using (2-(3), and determine the d number
of eigenpairs to keep. Next, in Step 2 we generate the sparse
grid for the stochastic collocation method. As discussed at
the beginning of Section III, it is typical to use cubature
rules for the generation of the collocation nodes; the most
common of which is the Clenshaw-Curtis quadrature rule [34].
The Clenshaw-Curtis quadrature rule theoretically produces
the fewest number of nodes and will, thereby, be the fastest.
In practice, however, there exist alternative quadrature rules
which are better suited for the PLF problem.
Feje´r’s “second” quadrature [35] is almost identical to the
Clenshaw-Curtis quadrature but with one important difference.
5Step 1 Define KL using:
- Mean of each variable Y¯ (ω)
- Eigenpairs (λ, φ)
- Number of eigenpairs to keep d
Step 2 Generate Sparse Grid A(w, d, γ)
A(w, d, γ) =
∑
i∈Yγ(w,d)
cγ(i)(Qi1 ⊗ · · · ⊗Qid)
m = 1
(first collocation point)
Step 3 Sample KL-expansion
Y (x, ωm) ≈ Y¯ (x) +
d∑
n=1
√
λnφn(x)ξn(ωm)
Step 4 Solve:
Deterministic Power Flow
Step 5 Store Output Variables:
V , δ, Pi, Qi, Pi,j , Qi,j
m = m+ 1
m = M?
(all nodes simulated?)
Step 6 Compute:
Statistical output information
yes
no
Fig. 2. Flowchart for the proposed algorithm. See Section IV for a joint
description of each step of the methodology.
That difference is that the endpoints are weighted to zero, i.e.,
f(−1) = 0 and f(+1) = 0. The Feje´r second quadrature rule
is advantageous because it overcomes a feature of the KL-
expansion in which we call “covariance extrapolation”. Instead
of strictly interpolating from the random input variables,
the KL-expansion treats the data as samples–in space and
random space–of a hypothetical true covariance function, then
constructs a low-dimensional representation of this function,
and re-samples from it. In this way we obtain many more real-
izations than we originally had. Furthermore, the realizations
can potentially have more extreme values than represented in
the original data thus giving the appearance of extrapolating
the values of the data. By not considering the most extreme
samples, we lessen the chance of infeasible input realizations.
After generating the sparse grid in Fig. 2-Step 2 we then
assemble the KL-expansion in (1) and sample the independent
random variables ξn using the mth collocation point. Sub-
sequently, in Step 4 we solve the deterministic power flow.
In Step 5, after each power flow simulation, we store bus
voltages (V ) and angles (δ), bus active (Pi) and reactive (Qi)
power injections, and branch active (Pi,j) and reactive (Qi,j)
flows. After saving all variables the algorithm checks for more
collocation points to simulate, if there are, m is incremented
and the process is repeated. Otherwise, we proceed to compute
relevant statistical information on the output variables to
complete the algorithm.
V. EXPERIMENTAL SETUP
A. Software and Toolboxes for PLF and Sparse Grids
A MATLAB toolbox set for each of the sparse grids dis-
cussed in this paper were originally developed by J. Burkhardt
[36], and we adapted them for use with power systems. In
addition to the sparse grid toolboxes, we make use of the
open-source power system optimization toolbox MATPOWER
[37] to calculate all deterministic load flow solutions. While
there exist other commercially available power system analysis
software the sharing of data between these toolboxes reduces
computational overhead. All simulations were performed on
a machine with Intel Core i7-7700HQ CPU 2.8 GHz PC and
16GB of RAM.
B. Metrics for Performance Comparisons
In addition to comparing computational burden for our
proposed method we use the following equation for statistical
accuracy comparisons:
εµ =
∣∣∣∣∣µMCS − µgridµMCS
∣∣∣∣∣, (18)
εσ =
∣∣∣∣∣σMCS − σgridσMCS
∣∣∣∣∣, (19)
where µMCS and σMCS represent the mean and standard de-
viation of the Monte Carlo simulation method and will be
henceforth used as reference values. Similarly, µgrid and σgrid
represent the mean and standard deviation of various sparse
grid methods. In addition to error analysis we make use of the
Kullback-Leibler divergence (KLD) measure [38] to ascertain
the likeness of the output distributions of the sparse grid
methods to the Monte Carlo method. The KLD measure is
defined as follow
KLDf =
∑
x
fMCS(x) log
(
fMCS(x)
fgrid(x)
)
, (20)
where fMCS(x) and fgrid(x) are the output PDFs of the Monte
Carlo method and the various grid methods, respectively.
Lastly, the CDFs used for visualization are calculated by
creating and sampling the sparse grid interpolant, which ap-
proximates (5), using the method in [39].
6Fig. 3. Map of the Reliability Test System–Grid Modernization Lab Con-
sortium (RTS-GMLC) system overlaid on the southern California, Nevada,
and Arizona region. Blue and yellow dots represent wind and solar resources,
respectively. Image taken from [42].
VI. EXPERIMENTAL RESULTS AND DISCUSSION
A. Test Cases for Proposed Methodology
In this paper, we test the proposed methodology on the
IEEE 118-bus system [40] and on a modified version of the
IEEE Reliability Test System–1996 [41], the Reliability Test
System–Grid Modernization Lab Consortium (RTS-GMLC)
[42]. For the IEEE 118-bus system we will adopt the assump-
tions first listed in [2] whereby:
- Generation units. Each generation plant is divided into
four units with the same power production and a forced
outage rate of 0.09. A binomial distribution is used to
model each generation plant, and the mean of this input
random variable is set to the base case power production
of the corresponding generation plant.
- Load demand. The active and reactive power of the load
buses are modeled as normal distributions, whose means
equal the base case data, and whose standard deviations
are set arbitrarily as follows: 7% from bus #1 to bus #33,
4% from bus #34 to bus #59, 9% from bus #60 to bus
#79, and 5% from bus #80 to bus #118.
In total, there are 194 random variables for this test case.
The second test case, the RTS-GMLC, is a product of the
U.S. Department of Energy’s initiative to modernize the grid.
While much of the test case remains the same as the original
RTS, e.g., transmission line parameters, generator ratings, etc.,
researchers have mapped the synthetic case over the Southern
California, Nevada, and Arizona region as shown in Fig. 3.
This mapping enables the use of solar and wind resource
maps to model the effect of photovoltaic (PV) solar, rooftop
photovoltaic (RTPV) solar, concentrated solar power (CSP),
wind, and hydro energy sources. A year worth of data for each
type of renewable energy is quantized into discrete data points
at 1-hour and 5-min intervals. In addition to these generation
profiles, the RTS-GMLC dataset includes customer demand
which is determined from energy usage data from the various
utilities in the region. For this paper we will constrain the
problem to using the PV, RTPV, and demand information;
totaling 59 random variables.
B. Additional Assumptions and Implementation Specifics
For each test case we choose the number of d dimensions
to keep for the truncated KL-expansion such that the percent
total contribution of each eigenpair is greater than 90%. It
should be noted that eigenpairs for each random input source
are computed separately; that is, the covariance matrix is built
using spatial information for each generator type (PV, RTPV,
etc.) and load. For example, in the RTS-GMLC test case the
covariance matrix for the PV data is a 25 × 25 matrix that
explains the joint variability of each PV plant. In the case
where the random input source is defined by a PDF and not
data, the covariance matrix is built using 10,000 uniformly
generated samples of the input source. This assumption leads
us to keep 12 and 6 total dimensions for the IEEE 118-bus
system and the RTS-GMLC test case, respectively.
Next, we choose the weight vector γ a priori using the
recursive relationship γ1 = 1; γn = 2γn−1 for n ≤ d.
Similar to the eigenpair calculation, this is done for each
type of random input source. This choice means that the
largest eigenpairs for each random input source will receive
the maximum allowed sampling, denoted as lmax, and the
proceeding eigenpairs will be less than or equal to lmax. For
these experiments lmax = 5. The Monte Carlo samples used
here for performance comparison are taken on the random
variables ξn in the KL-expansion as compared to randomly
sampling the random input variables. We consider representing
the input uncertainty as a separate problem and are interested
in how sampling the KL-expansion using quadrature nodes
compares to random sampling. Finally, in cases where the
collocation point or Monte Carlo sample produces a non-
converging power flow solution, the results are replaced with
the solution that corresponds to the mean of each input
variable.
C. Accuracy Comparisons
Figure 4 shows the output voltage at Bus 83 of the IEEE
118-bus system CDF for various levels of isotropic sparse
grids, an anisotropic sparse grid with lmax = 5, and the
reference Monte Carlo simulations which are performed using
10,000 random samples. We observe that the each sparse
grid method accurately predicts the response variable with the
l = 3 isotropic sparse grid performing slightly worse than
both the l = 4 and the anisotropic sparse grid. This result
is expected because as one increases the level of the sparse
grid the accuracy of the interpolant also increases. Looking at
the accuracy metrics listed in Table I we see that there is no
difference between the two isotropic sparse grids. We suspect
this is the result of the relatively low variance of the input
sources. With respect to the KLD measure we should keep in
mind that lower numbers indicate a better approximation of the
true solution. The ideal approximation is one where the KLD
7Fig. 4. Voltage magnitude at Bus 93 in the IEEE 118-Bus system.
TABLE I
STATISTICAL ACCURACY METRICS FOR THE IEEE 118-BUS SYSTEM
V δ Pi Qi Pi,j Qi,j
Isotropic
(l = 3)
εµ [%] 0.01 0.05 0.03 0.09 0.11 0.04
εσ [%] 4.16 0.71 12.0 5.22 6.78 5.28
KLDf 0.84 0.05 0.06 0.12 0.18 0.13
Isotropic
(l = 4)
εµ [%] 0.01 0.05 0.03 0.09 0.11 0.04
εσ [%] 4.16 0.71 12.0 5.22 6.78 5.28
KLDf 0.56 0.01 0.04 0.08 0.13 0.09
Anisotropic
(lmax = 5)
εµ [%] 0.01 0.05 0.03 0.09 0.11 0.04
εσ [%] 4.70 0.68 13.0 6.00 7.71 5.90
KLDf 0.63 0.02 0.04 0.08 0.14 0.09
measure is, in fact, zero. Here, by comparing the KLD measure
between the two isotropic sparse grids we notice that we do
indeed produce a more accurate statistical approximation with
a higher level sparse grid. However, the big takeaway from
this experiment, which will be further supported by the next
section, is that the anisotropic sparse grid is able to maintain
a comparable accuracy with far fewer collocation points. In
this experiment, there is only 0.5-1% difference in accuracy.
Figure 5 shows the CDF for active and reactive power line
flow from Bus 203 to Bus 209 of the RTS-GMLC test case.
As it is typical for stochastic collocation, the approximation
is much more accurate near the mean than at the tails of the
distributions. The most counterintuitive result we observe is
that the l = 5 isotropic interpolant is less accurate than the
l = 4 isotropic and anisotropic interpolant. We would typically
expect that more collocation points results in a more accurate
interpolant. One possible explanation of this result could be
that the Vandermonde matrix used to create the interpolant is
ill-conditioned. As the level of the sparse grid increases, the
ability to create an accurate basis vector diminishes greatly.
Therefore, in high-dimensional and high variance problems it
is wise to use an anistropic sparse grid. In Table II we see
that the anisotropic sparse grid is significantly more accurate
at predicting means and variances of the response variables.
Compared to the l = 4 isotropic sparse grid, the anisotropic
Fig. 5. Reliability Test System–Grid Modernization Lab Consortium (RTS-
GMLC) active and reactive power line flows for the branch between Bus 203
and Bus 209. Negative values indicate the direction of the flow, therefore, in
this case active power is flowing predominantly from Bus 209 to Bus 203.
TABLE II
STATISTICAL ACCURACY METRICS FOR RTS-GMLC
V δ Pi Qi Pi,j Qi,j
Isotropic
(l = 4)
εµ [%] 0.04 17.3 4.48 3.55 7.12 5.00
εσ [%] 19.4 61.6 15.6 22.6 13.3 19.7
KLDf 0.39 0.11 0.05 0.03 0.03 0.05
Isotropic
(l = 5)
εµ [%] 0.13 23.8 5.71 9.71 7.26 10.8
εσ [%] 19.2 52.5 11.3 19.2 12.3 18.5
KLDf 0.25 0.11 0.07 0.04 0.06 0.06
Anisotropic
(lmax = 5)
εµ [%] 0.02 8.53 1.56 1.51 3.14 1.95
εσ [%] 9.69 28.2 10.5 10.3 8.56 10.1
KLDf 0.47 0.09 0.04 0.03 0.04 0.04
sparse grid has 3.5% and 12.5% lower error in the mean
and standard deviation, respectively. Much like the previous
experiment, the KLD measure of the anisotropic sparse grid
is either as accurate as the best isotropic sparse grid or lies in
between the two. Here, the outlier being the response variable
V which is larger than either of the two isotropic sparse grids.
8TABLE III
COMPUTATIONAL COMPARISON FOR THE ANISOTROPIC SPARSE GRID
METHOD FOR THE PLF PROBLEM ON THE IEEE 118-BUS SYSTEM
MC-
10000
Isotropic
Sparse Grid
(l = 3)
Isotropic
Sparse Grid
(l = 4)
Anisotropic
Sparse Grid
(lmax = 5)
Nsamples 10,000 337 3,249 213
teigenpairs 0.01 0.01 s 0.01 s 0.01 s
tgrid - 0.08 s 0.75 s 0.19 s
tKL 1.10 0.01 s 0.04 s 0.01 s
tP.F. 34.3 s 1.50 s 11.8 s 0.88 s
Total time 35.4 s 1.60 s 12.6 s 1.09 s
TABLE IV
COMPUTATIONAL COMPARISON FOR THE ANISOTROPIC SPARSE GRID
METHOD FOR THE PLF PROBLEM ON THE RTS-GMLC SYSTEM
MC-
10000
Isotropic
Sparse Grid
(l = 4)
Isotropic
Sparse Grid
(l = 5)
Anisotropic
Sparse Grid
(lmax = 5)
Nsamples 10,000 545 2,561 489
teigenpairs 0.03 0.03 s 0.03 s 0.03 s
tgrid - 0.11 s 0.59 s 0.15 s
tKL 0.56 0.01 s 0.03 s 0.01 s
tP.F. 37.2 s 2.31 s 9.53 s 2.11 s
Total time 37.8 s 2.46 s 10.2 s 2.30 s
D. Computational Burden Comparisons
Computational burden comparisons for the IEEE 118-bus
system are found in Table III. To see which portion of the
method takes the longest to perform we have broken up the
total time spent into four segments: eigenpair calculation,
sparse grid construction, KL-expansion, and deterministic load
flow solutions. Again, for comparison we will use 10,000
Monte Carlo simulations which, in this case, take 35.4 s to
complete. The first thing to notice is the total number of
samples–or collocation points for the sparse grids–required
per method. We observe that as the number of number of
points, i.e., level, increases, the total computational burden
increases as well. This is a factor of it both taking longer to
generate the sparse grid points (as shown in tgrid) as well as
the time it takes to perform each deterministic load flow. By
comparing each method we see that the anisotropic sparse grid
interpolant is almost 1.5x faster than the next fastest sparse
grid method. As we have mentioned earlier, this significant
decrease in computational time only costs 0.5 - 1% decrease
in accuracy. We see a similar result for the RTS-GMLC test
case in Table IV. In this case the anistropic sparse grid is only
0.16 seconds faster than the l = 4 isotropic sparse grid but,
again, 3.5% less error in the mean of the l = 4 isotropic sparse
grid.
E. Methods to Increase Performance
One very useful feature of the proposed method is that there
are several ways to tune the method for either increases in
accuracy and/or decreases in computational burden. The first
way is to change the number of dimensions to keep in the KL-
expansion. Reducing the number of eigenpairs to keep will
significantly decrease the number of total collocation points
need to be created, and thereby decreasing computational
burden. In most cases, the first eigenpair {λ1, φ1} accounts for
a greater than 80% of the total variance in the system which
leads us to question how important the proceeding eigenpairs
are to the accuracy of the system. The obvious cost of this
decision is in accuracy. The second way is parallelizing the
deterministic load flow solutions. Depending on the number
of cores available and the access to, for example, the Parallel
Computing ToolboxTM in MATLAB, parallelizing this segment
of the code requires changing one line of code. Third, increas-
ing or decreasing lmax changes the maximum allowed level for
the anisotropic sparse grid. Increasing lmax means having more
collocation nodes for each dimension, i.e., a higher level of
accuracy, but at the cost of increased computational burden.
The opposite is true for a decrease in lmax. Lastly, changing the
weight vector γ will have a similar effect as changing lmax. One
way to increase the performance is to weigh higher dimension
by their normalized eigenvalues. This will have the outcome to
increase/decrease the number of KL-expansion terms to keep
and will impact the accuracy and/or computational burden.
VII. CONCLUSION
In this paper, we have established a formal methodology
for implementing the coupled KL-expansion and anisotropic
sparse grid to solve the PLF problem. Using two test cases,
the IEEE 118-bus system and the more modernized grid RTS-
GMLC, we have shown that our methodology is able to
alleviate the “curse of dimensionality” issue present in the
PLF problem. Furthermore, our method can solve the high-
dimensional load flow problem 30 times faster while only hav-
ing a 0.05% and 6% error in the mean and standard deviation
when compared to 10,000 Monte Carlo simulations. In the
modernized RTS-GMLC we show that, by taking advantage
of the correlated input data, we are able to accurately and
efficiently approximate their effect on the output variables. In
addition to the observed high performance, we discuss how to
tune the method to further increase accuracy and/or decrease
computational burden, the easiest of which to implement is
the parallelization of the deterministic load flow problem.
Depending on the infrastructure available, this change could
enable this method to be used as a real-time assessment of
uncertainty given a large number of random variables.
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