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A GLUING LEMMA AND OVERCONVERGENT MODULAR FORMS
PAYMAN L KASSAEI
Abstract. We prove a gluing lemma for sections of line bundles on a rigid analytic variety.
We apply the lemma, in conjunction with a result of Buzzard’s [Bu], to give a proof of (a
generalization of) Coleman’s theorem which states that overconvergent modular forms of
small slope are classical. The proof is “geometric” in nature, and is suitable for generaliza-
tion to other Shimura varieties.
1. Introduction
Let p be a prime number, N≥5 an integer prime to p, and m≥1 and k integers. Let K be
a finite extension of Qp. Let X1(Np
m)K denote the modular curve of level Γ1(Np
m) over K,
and let ω be the usual invertible sheaf on X1(Np
m)K which on the non-cuspidal locus is
the push-forward of the sheaf of invariant differentials of the universal elliptic curve. Let
X1(Np
m)
an
K denote the rigid analytic version of X1(Np
m)K , and denote the analytification
of ω again by ω. An overconvergent p-adic modular form of level Γ1(Np
m) and weight k
defined over K is a section of ωk on a rigid analytic subdomain of X1(Np
m)
an
K which strictly
contains the component of the ordinary locus containing the cusp ∞. The subspace of
classical modular forms consists of those sections of ωk which can be extended toX1(Np
m)
an
K .
By the rigid analytic GAGA, any such section is the analytification of an honest modular
form (i.e., a section of ωk on X1(Np
m)K). In [Co1, Co2], Coleman proves the following.
Theorem 1.1. (Coleman [Co1, Co2]). Let f be an overconvergent Up-eigenform of weight k
with eigenvalue ap. If the p-adic valuation of ap is less than k − 1, then f is classical.
This so-called “control theorem” is crucial in many applications of the theory to modular
forms. In many problems, one can reduce the “rigidity” of the situation by working in Ba-
nach spaces of overconvergent forms, and yet in the end get results about classical modular
forms, by invoking the control theorem. For example, it is easier to construct p-adic families
of overconvergent eigenforms, and then identify classical members of these families. One is
interested in such control theorems for automorphic forms over other Shimura varieties. For
instance, such a result is still missing for (non-ordinary) overconvergent Hilbert modular
forms (See [KL]). Coleman’s method of proving Theorem 1.1, which is based on a coho-
mological interpretation of the space of overconvergent forms (modulo the image of θk−1),
appears difficult to be carried out in more general situations (though it has the advantage
that it gives some information about the case of critical slope.)
The purpose of this paper is to present a more intrinsic proof of (a generalization of)
Theorem 1.1 which could serve as a model for extension to other Shimura varieties. In
keeping with this goal, we have tried to use the specifics of the situation as little as possible.
For instance, we use q-expansions only to show that modular forms are analytic at cusps.
In an upcoming article, we used this method to prove a control theorem for overcon-
vergent modular forms over other Shimura curves (see [Kas1, Kas2] for the general theory
of overconvergent modular forms over these Shimura curves). We expect this method to
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apply without much trouble in some higher dimensional settings (for instance, over unitary
Shimura varieties which arise in the work of Harris and Taylor [HT]). The applicability
of this method in the case of Hilbert modular varieties, however, seems to be contingent
upon a better understanding (than at the moment) of the canonical subgroups of Hilbert-
Blumenthal Abelian varieties. It also appears that our method can be applied in the context
of the theory of overconvergent modular forms of half-integral weight developed by Nick
Ramsey.
We were inspired by the work of Buzzard and Taylor [BT] to pursue the strategy of
analytic continuation of modular forms. The subsequent paper of Buzzard [Bu] gave us the
right starting point. He proves that an overconvergent U = Up eigenform f with non-zero
eigenvalue a = ap can be extended over the supersingular locus to a “big” admissible open
subset of the modular curve. Under the assumption v(a) < k − 1, we prove the classicality
of f by showing that f can be extended further, over the complement of this admissible
open. We prove the following generalization of Theorem 1.1.
Theorem 1.2. Let f be an overconvergent modular form of weight k and level Γ1(Np
m)
defined over K. Let R(x) ∈ K[x] be a polynomial all roots of which in Cp have p-adic
valuation less than k − 1. If R(U)f is classical, then so is f .
Let us explain the steps involved in the proof of Theorem 1.2 in some detail. For the
purpose of presentation, we will take m = 1, R(x) = x − a, v(a) < k − 1, and we as-
sume R(U)f = 0, i.e. Uf = af . Let Z∞(Np) (resp., Z0(Np)) denote the connected com-
ponent of the ordinary part of X1(Np)
an
K which contains the cusp ∞ (resp., 0). By Buz-
zard’s work [Bu] one can extend f to U1(Np) which is the rigid analytic part of X1(Np)
an
K
whose non-cuspidal points consist of all (E, i, P ) where E is an elliptic curve, i is a level
Γ1(N)-structure, and P is a point of order p on E, and either E has supersingular re-
duction, or E has ordinary reduction and P generates the canonical subgroup of E (or
equivalently (E, i, P ) ∈ Z∞(Np)).
To show that f is classical, we have to show that f can be further extended to the missing
part X1(Np)
an
K − U1(Np) = Z
0(Np). This will be done in two steps. The first step is to
find a candidate for what the extension of f to X1(Np)
an
K should be on Z
0(Np). The second
step is to show that this candidate indeed glues to (the Buzzard extension of) f . This step
uses a general gluing lemma that we prove in this paper, and involves a number of norm
estimations on modular forms using the theory of canonical subgroups. The idea of the first
part, however, is quite simple (and fun!). Since in the paper this idea is presented in a rather
implicit way, we will give a clearer explanation for the benefit of the reader.
To get an idea of how one should define f on Z0(Np), let us assume that f is classical
for the moment, and see how the values of f on Z0(Np) are related to its values on the
complement of Z0(Np) (where we know f). We remark that for a modular form f and
a test object (E, i, P ) we think of f(E, i, P ) as an element of H0(E,ΩE)
⊗k, a` la Katz.
Assume (E, i, P ) is in Z0(Np). Since Uf = af , we can write
f(E, i, P ) = (1/ap)
∑
P 6∈C1
(pr∗)kf(E/C1, i¯, P¯ )(1)
where the sum is over the cyclic subgroups C1 of order p = p
1 which do not contain P ,
and pr : E → E/C1 is the natural projection. By “pr
∗” we denote the pull-back of one-
forms under “pr”. One can show that all but one of the test objects appearing on the
right hand side of the above formula belong to Z∞(Np). The exceptional term corresponds
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to C = H1, the first canonical subgroup of E. Applying the above formula to (E/H1, i¯, P¯ )
we get
f(E/H1, i¯, P¯ ) = (1/ap)
∑
P 6∈C2,H1⊂C2
(pr∗)kf(E/C2, i¯, P¯ )(2)
where the sum is over the cyclic subgroups C2 of order p
2 which contain H1, but not P .
Combining the two equations we get
f(E, i, P ) = (1/ap)
∑
P 6∈C1,C1 6=H1
(pr∗)kf(E/C1, i¯, P¯ ) + (1/ap)
2
∑
P 6∈C2,H1⊂C2
(pr∗)kf(E/C2, i¯, P¯ ).
We will repeat this process ad infinitum. At the n-th step, we separate the term corre-
sponding to the quotient of E by Hn, the n-th canonical subgroup, and rewrite the term via
Equation (1). At the n-th step the error term is (1/ap)n(pr∗)kf(E/Hn, i¯, P¯ ). Since on the
(good-reduction locus of the) ordinary part Hn reduces to the kernel of Fr
n
p modulo p, one
can show that the error term is divisible by (1/ap)npnk = (pk−1/a)n. Since v(a) < k− 1, we
see that the error term goes to zero as n goes to infinity. The same estimate can be made
on the locus of bad reduction as well (see Corollary 3.5). The result is the following.
Theorem 1.3. Let f be a classical modular form of weight k and level Γ1(Np) defined
over K. Assume that f satisfies Uf = af with v(a) < k − 1. Then for (E, i, P ) ∈ Z0(Np)
we have
f(E, i, P ) =
∞∑
n=1
(1/ap)n
(∑
Cn
(pr∗)kf(E/Cn, i¯, P¯ )
)
(3)
where Cn runs through all the cyclic subgroups of E of order p
n which contain Hn−1, are
different from Hn, and do not contain P .
Now, let us go back to the assumption that f is overconvergent of slope less than k − 1.
One can show that all the test objects appearing on the right hand side of the above formula
belong to Z∞(Np), and hence, f is already defined for them. This suggests that the extension
of f to Z0(Np), denoted by g, shall be defined via the above series. However this definition
will only work on Z0(Np) where Hn exists for all n. The rest is to prove that g which is
defined on Z0(Np), will glue to f which is defined on the complement of Z0(Np). And that
will follow from our gluing lemma, as we shall see.
Here goes the structure of this paper. In §2 we prove the gluing lemma. In §3 we review
some background on the theory of modular curves and overconvergent modular forms, and
present (a slight generalization of) Buzzard’s analytic continuation results. In §4 we prove
Theorem 1.2: we construct g described above, and show that the gluing lemma can be
applied to glue f and g to produce a classical modular form. To show that the lemma
applies, we obtain a variety of norm estimations using the theory of canonical subgroups,
and in particular, we prove the boundedness of the Buzzard extension of f on the wide open
space U1(Np
m).
Acknowledgment. We are grateful to Kevin Buzzard and Richard Taylor for their paper
[BT] which inspired us to pursue the strategy of analytic continuation. More thanks are due
to Buzzard for his paper [Bu], the influence of which on this work is clear. We also thank
Robert Coleman and Ofer Gabber for interesting discussions. Finally, we thank the referee
for a very close reading of this article, and the many useful suggestions and comments that
helped improve the presentation of this manuscript.
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2. The Gluing Lemma
In this section we prove a gluing lemma for sections of line bundles on rigid analytic
varieties. Let K be a finite extension of Qp with the ring of integers OK . Let v denote the
valuation on K normalized to satisfy v(p) = 1. For c ∈ K define |c| = p−v(c). Let X be a
reduced flat scheme of finite type over OK . Let XK denote X⊗OKK. Denote the completion
of X along its special fibre by X˜. Note that X˜ is flat and topologically finitely generated
over OK (i.e., an admissible formal scheme over OK). Raynaud’s functor associates to X˜ , its
generic fibre X˜rig, which is a quasi-compact and quasi-separated rigid analytic space over K.
One refers to X˜ as a formal model for X˜rig. See [BL] for details on Raynaud’s construction.
There is also the analytification functor which to XK associates a rigid analytic space X
an
K .
In general, there is an open immersion X˜rig →֒ X
an
K which is an isomorphism if X is proper
over OK .
Let M be an invertible sheaf on X. This induces invertible sheaves MK , M˜ , M˜rig, M
an
K
respectively on XK , X˜, X˜rig, X
an
K . Let us fix a finite trivialization of M˜ on X˜
{(U˜i = Spf(Ai), σ˜i : M˜|U˜i
∼
−→ OU˜i)}i∈I .
This induces a trivialization for M˜rig on X˜rig which we denote by {(Ui := (U˜i)rig, σi)}i∈I .
Definition 2.1. Fix the formal scheme X˜ and the sheaf M˜ on it. Let x ∈ X˜rig be a
point yielding a map x : Sp(L) → X˜rig, where L is the residue field of x. We first define
a norm | |x on H
0(Sp(L), x∗M˜rig). Denote the formal lifting of x to the formal model by
x˜ : Spf(OL)→ X˜, where OL is the ring of integers in L. Then
H0(Sp(L), x∗M˜rig) = H
0(Spf(OL), x˜
∗M˜)⊗OL L
and we define | |x via identifying H
0(Spf(OL), x˜
∗M˜) with OL. Clearly, the definition is
independent of the identification. Now, consider an admissible open subset U ⊂ X˜rig, and
let f ∈ H0(U , M˜rig) and x ∈ U . We define
|f(x)| := |x∗f |x.
We also define the norm of f over U (possibly infinite) to be
|f |
U
:= sup{|f(x)| : x ∈ U}.
If x ∈ U ∩ Ui, we can use the identification H
0(Spf(OL), x˜
∗M˜) ∼= OL induced by σ˜i to
calculate |f(x)|. This shows that
|f |
U
= max
i∈I
{|σi(f|U∩Ui )|sup}(4)
where the | |sup on the right is the usual supremum norm of functions.
Lemma 2.2. If U is an affinoid subdomain of X˜rig, then | |U is a norm on H
0(U , M˜rig)
which makes it into a K-Banach module.
Proof. First we show that | |
U
is finite. Since X˜rig is quasi-separated, each U ∩ Ui is quasi-
compact and hence, it can be covered by finitely many affinoids. Therefore, the supremum
norm of functions is finite on each U ∩ Ui. Now, the result follows from Equation (4) since
I is finite.
A GLUING LEMMA AND OVERCONVERGENT MODULAR FORMS 5
In general | |sup gives a complete and separated norm on functions on a reduced affinoid.
The fact that X˜rig is reduced along with Equation (4) implies that | |U is separated.
For the completeness, note that a Cauchy sequence consisting of elements in H0(U , M˜rig)
produces, for each i ∈ I, a Cauchy sequence of functions on the quasi-compact U ∩ Ui.
Each of these Cauchy sequences of functions converges, and the limits can be used, via the
trivialization in question, to produce a section of M˜rig on U which lies in the limit of the
original Cauchy sequence. 
Now, we prove our gluing lemma.
Lemma 2.3. (The Gluing Lemma). Let the notation be as above. Let X ⊂ X˜rig be a
smooth affinoid subdomain. Assume that X is a disjoint union of two admissible opens X =
Y∪Z, where Z is an affinoid. Assume we are given affinoid subdomains of X denoted by Zn
for n ≥ 1 with
Z ⊂ Z1 ⊂ Z2 ⊂ · · ·
and such that {Y,Zn} is an admissible cover of X for each n. Assume that we are given
two sections
f ∈ H0(Y, M˜rig) g ∈ H
0(Z, M˜rig)
and for each n ≥ 1, a section Fn ∈ H
0(Zn, M˜rig) such that, as n→∞, we have
|Fn − f |Y∩Zn → 0 and |Fn − g|Z → 0.
Then f and g glue together to give a global section of M˜rig on X . In other words, there is a
section of M˜rig on X , which restricts to f on Y, and restricts to g on Z.
Proof. Since gluing f and g is a local issue, and in view of Equation (4), we can assume that
M˜rig restricted to X is the structure sheaf, and that for a section f (over an open of X ),
and for x ∈ X , the norm, |f(x)|, is the same as the spectral norm for functions. From now
on, we will think of f, g, and all Fn’s as analytic functions, and of all norms as supremum
norms.
Let OˇX denote the subsheaf of OX whose sections over an admissible open are those
analytic functions with supremum norm less than 1. It is not difficult to see that the
assumptions of the lemma imply that |f |
Y
and |g|
Z
are finite, and |Fn|Zn are bounded
independently of n, and hence, by rescaling, we can assume that f , g, and all Fn’s are
sections of OˇX . We can also assume that
|Fn − f |Y∩Zn < (1/p)
n and |Fn − g|Z < (1/p)
n.(5)
Let OˇX /p
nOˇX denote the quotient sheaf. Then the reduction of f (resp., Fn) modulo p
n is
a section of OˇX /p
nOˇX on Y (resp., Zn) and by Equation (5) they agree over Y ∩ Zn. This
implies that they glue together to give a section hn of OˇX /p
nOˇX over X . The conditions
of the lemma imply that hn’s are compatible in the sense that they give an element of the
inverse limit
lim
←−
n
OˇX /p
nOˇX (X ).
Theorem 2 of [Ba] tells us that, since X is a smooth affinoid, there exists a non-zero c ∈ K
with |c| ≤ 1 such that cH1(X , OˇX ) = 0. This implies that
chn ∈ OˇX (X )/p
nOˇX (X ) ⊂ OˇX /p
nOˇX (X ),
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and hence {chn} defines an element of lim←−n
OˇX (X )/p
nOˇX (X ) = OˇX (X ) (since OˇX (X ) is
p-adically complete). We define h to be the section of OX over X obtained by dividing the
above section by c.
By definition of h, we have ch|Y − cf ∈ p
nOˇX (Y) for all n ≥ 1, and hence, we find that h
restricts to f on Y. Similarly, we find that ch|Z−cg = (ch|Z−cFn|Z )+(cFn|Z−cg) ∈ p
nOˇX (Z)
for all n ≥ 1 which implies that h restricts to g over Z. We are done. 
Remark 2.4. The smoothness hypothesis can be removed at the expense of making the lemma
more technically involved. Since in the applications to overconvergent modular forms the
smoothness can be afforded we have chosen to make this assumption. We are grateful to
Ofer Gabber for pointing to us Bartenwerfer’s result on the cohomology of the sheaf OˇX .
3. Overconvergent modular forms
We review some background on the theory of overconvergent modular forms. For more
details we refer the reader to consult [KM], [Bu].
3.1. Modular curves and modular forms. Our main reference is [KM]. Let N > 4
be an integer and p be a prime number such that (p,N) = 1. By X1(N) we denote the
smooth and proper modular curve over Z[1/N ] whose non-cuspidal part, denoted Y1(N),
classifies pairs (E, i), where E is an elliptic curve over a Z[1/N ]-scheme, and i : µN → E is an
embedding of the constant group scheme µN in E. For any Z[1/N ]-algebra R, we let X1(N)R
denote the base extension of X1(N) to R. Denote by E1(N) the universal family of elliptic
curves over Y1(N). There is a well-known locally free sheaf of rank one, ω = ωX1(N), whose
restriction to Y1(N) is the push-forward of Ω
1
E1(N)/Y1(N)
under the natural map from E1(N)
to Y1(N). The space of modular forms of weight k ∈ Z≥0 and level Γ1(N) over R, denoted
by Mk(Γ1(N), R), is H
0(X1(N)R, ω
k).
Let X1(N, p) denote the flat and proper modular curve over Z[1/N ] whose non-cuspidal
part, Y1(N, p), classifies triples (E, i, C), where (E, i) is as above, and C is a finite flat sub-
group of E of order p. For any Z[1/N ]-algebra, R, we let X1(N, p)R denote the base extension
of X1(N, p) to R. As in the above, there is a universal elliptic curve E1(N, p) over Y1(N, p),
and a locally free sheaf ω = ωX1(N,p) over X1(N, p) whose restriction to Y1(N, p) is the
push-forward of Ω1E1(N,p)/Y1(N,p). If we let π1 : X1(N, p) → X1(N) denote the degeneracy
map which (on the non-cuspidal part) forgets the subgroup of order p, then one has
ωX1(N,p) = π
∗
1ωX1(N).
If p is invertible in R, we define the space of modular forms of weight k ∈ Z≥0 and
level Γ1(N) ∩ Γ0(p) over R, denoted by Mk(Γ1(N) ∩ Γ0(p), R), to be H
0(X1(N, p)R, ω
k).
Assume m > 0. Let X1(Np
m) denote the proper and flat modular curve over Z[1/N ], the
non-cuspidal part of which, denoted Y1(Np
m), classifies triples (E, i, P ), where (E, i) is as
above, and P is a point of exact order pm. For any Z[1/N ]-algebra R, we let X1(Np
m)R de-
note the base extension of X1(Np
m) to R. If p is invertible in R, then X1(Np
m)R is smooth.
As in the case of X1(N), there a universal family of elliptic curves E1(Np
m) over Y1(Np
m),
and a locally free sheaf of rank one, ω = ωX1(Npm), whose restriction to Y1(Np
m) is the push-
forward of Ω1E1(Npm)/Y1(Npm). The pullback of ωX1(N) under the natural map from X1(Np
m)
to X1(N) which (on the non-cuspidal part) forgets the point of order p
m is ωX1(Npm). When
p is invertible in R, the space of modular forms of weight k ∈ Z≥0 and level Γ1(Np
m) over R,
denoted by Mk(Γ1(Np
m), R), is H0(X1(Np
m)R, ω
k).
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3.2. Overconvergent modular forms. Let K/Qp be a finite extension of Qp with valua-
tion v normalized so that v(p) = 1, and with the corresponding norm | | = (1/p)v . Let OK
denote the ring of integers, and κ the residue field.
Let X denote any of the modular curves described above. There is a rigid analytic
space X
an
K associated to the modular curve XK over K. We will denote the analytification
of the sheaf ω again by ω. Let U be an admissible open subset of X
an
K , and let f ∈ H
0(U , ωk).
If x ∈ U is a point, we define |f(x)| as in Definition 2.1 using the admissible formal
scheme X˜OK , which is the completion of XOK along its special fibre, and the induced in-
vertible sheaf ωk on X˜OK . When p > 3, the Eisenstein series Ep−1 is a modular form of
weight p − 1 which lifts the Hasse invariant from characteristic p. For x ∈ X
an
K we define
the “measure of supersingularity” of x to be |Ep−1(x)|. In general, and to include the cases
p = 2, 3, the measure of supersingularity of x can essentially be defined via the norm of a
parameter on the completion of X1(N)OK at the reduction of the “point” which induces the
prime-to-p part of x. This coincides with |Ep−1(x)| when p > 3 and |Ep−1(x)| < 1. For
details we refer the reader to §3 of [Bu] (where things are defined using valuation rather
than norm). In this paper, we always use |Ep−1(x)| for the measure of supersingularity, and
keep in mind its generalized sense when p = 2, 3.
We will define various rigid analytic subdomains of X
an
K . Let 1/p < r ∈ |Cp|. Let X1(N)
≥r
K
be the affinoid subdomain of X1(N)
an
K whose points are given by
{x ∈ X1(N)
an
K : |Ep−1(x)| ≥ r}.
The space of overconvergent modular forms of weight k and level Γ1(N) over K is
M †k(N,K) = lim−→
p−p/(p+1)<r→1−
H0(X1(N)
≥r
K , ω
k).
If (E, i)/L is a point on X1(N)
an
K such that |Ep−1(E, i)| > p
−p/(p+1) (i.e., if (E, i) is not
too supersingular), then E[p] has a canonical subgroup H1 = H1(E) of order p, which is
defined over OL if E has good reduction, and serves as a canonical lifting of the kernel
of Frobenius. With more restriction on the supersingularity of (E, i) we can define canon-
ical subgroups of higher order. For example, if |Ep−1(E, i)| > p
−1/(p+1), one can show
that |Ep−1(E/H1(E), i¯)| > p
−p/(p+1), and hence E/H1(E) has a canonical subgroup of or-
der p. The inverse image of this subgroup in E is a cyclic subgroup of order p2 of E, denoted
by H2(E), which contains H1(E). Similarly if |Ep−1(E, i)| > p
−p2−n/(p+1), then E has a
cyclic canonical subgroup of order pn, denoted by Hn(E), and one has
H1(E) ⊂ H2(E) ⊂ ... ⊂ Hn(E).
For a detailed analysis of canonical subgroups and the history of the subject see §3 of [Bu].
Let r > p−p/(p+1). The map which (on the non-cuspidal part) sends (E, i) to (E, i,H1)
provides a section for the forgetful morphism π
an
1 : X1(N, p)
an
K → X1(N)
an
K over X1(N)
≥r
K ,
and hence, gives an isomorphism between X1(N)
≥r
K and its image in X1(N, p)
an
K . The image
is denoted by X1(N, p)
≥r
K , and is the connected component of the cusp∞ in the affinoid sub-
domain of X1(N, p)K defined by |Ep−1(x)| ≥ r. Its non-cuspidal points consist of all (E, i, C)
such that |Ep−1(E, i)| ≥ r and C = H1(E). This shows that there is an inclusion
H0(X1(N, p)
an
K , ω
k) →֒M †k(N,K)
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and we call the modular forms in the image classical (overX1(N, p)K). Indeed, sinceX1(N, p)
is proper over Z[1/N ], we know that the analytification map
H0(X1(N, p)K , ω
k)
an
−→ H0(X1(N, p)
an
K , ω
k)
is an isomorphism.
We define these concepts for level Γ1(Np
m) where m > 0. Consider the map
X1(Np
m)K → X1(N, p)K
which on the non-cuspidal part sends (E, i, P ) to (E/〈pP 〉, i¯, P¯ ). Let r be an element of |Cp|
such that r > p−p
2−m/(p+1). Define X1(Np
m)≥rK to be the inverse image of X1(N, p)
≥rp
m−1
K
under this map. The non-cuspidal part of X1(Np
m)≥rK consists of all (E, i, P ) such that
|Ep−1(E, i)| ≥ r, and Hm(E) = 〈P 〉. The space of overconvergent modular forms of weight k
and level Γ1(Np
m) over K is
M †k(Np
m,K) = lim
−→
(1/p)p2−m/(p+1)<r→1−
H0(X1(Np
m)≥rK , ω
k).
There is, therefore, an inclusion
H0(X1(Np
m)
an
K , ω
k) →֒M †k(Np
m,K).
An overconvergent modular form in M †k(Np
m,K) is said to be classical (over X1(Np
m)K)
if it is in the image of the above inclusion, i.e., if it can be extended to a section of ωk
on X1(Np
m)
an
K .
By the q-expansion of an overconvergent modular form we mean the q-expansion at the
cusp∞. There is a Hecke operator Up = U acting onM
†
k(Np
m,K) which on the q-expansions
has the effect
U(
∑
anq
n) =
∑
anpq
n.
By a generalized eigenform of U we mean an overconvergent modular form f , for which
there is R(x) ∈ K[x] such that R(U)f = 0. We say that f has slope α ∈ Q, if all the roots
of R(x) in Cp have valuation α. For instance, the slope of a U-eigenform is the valuation
of its eigenvalue. One knows that the slope of a classical U-eigenform of level Γ1(Np) and
weight k is at most k − 1.
In this paper we think about modular forms as Katz does in [Ka], albeit in a rigid analytic
sense. In particular, if f is a modular form of weight k and level Γ defined over an admissible
open U of the corresponding modular curve, and (E, γ) ∈ U is an elliptic curve with level Γ-
structure, then f(E, γ) ∈ H0(E,ΩE)
⊗k.
3.3. Buzzard’s analytic continuation results. In this subsection, we will recall the an-
alytic continuation results obtained by Buzzard in his paper [Bu]. Let Z0(N, p) be the
connected component of the cusp 0 in the ordinary part of X1(N, p)
an
K . Let U1(N, p) be
the complement of Z0(N, p). It is an admissible open in X1(N, p)
an
K whose non-cuspidal
points consist of (E, i, C) such that either E has supersingular reduction, or E has ordinary
reduction and C = H1(E). This is denoted by W0(p) in [Bu].
Assume m > 0. There is a map from X1(Np
m)K to X1(N, p)K which on the non-cuspidal
part sends (E, i, P ) to (E, i, 〈pm−1P 〉). Let U1(Np
m) denote the inverse image of U1(N, p)
under this map. It is an admissible open of X1(Np
m)K whose non-cuspidal points consist of
all (E, i, P ) such that either E has supersingular reduction, or E is of ordinary reduction and
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the subgroup generated by P contains H1(E). In the case m = 1, Buzzard denotes U1(Np)
by W1(p).
Buzzard shows that any overconvergent U-eigenform with non-zero eigenvalue can be
extended to U1(Np
m). We will use a generalization of this fact which can be proved by
exactly the same method.
Theorem 3.1. Let f be an overconvergent modular form of level Γ1(Np
m) over K. Assume
that for some R(x) ∈ K[x] with R(0) 6= 0 we can extend R(U)f to U1(Np
m) . Then f can
be extended to U1(Np
m). The same statement is valid in level Γ1(N) ∩ Γ0(p).
Proof. Let R(0) = −a, and R0(x) = R(x) + a. Assume R(U)f = F which is defined
over U1(Np
m). The same method as in [Bu] works: only at the n-th step instead of consid-
ering Unf/an as the partial analytic continuation, one should take
R0(U)
nf/an −R0(U)
n−1F/an − ...−R0(U)F/a
2 − F/a.
One just needs to notice that Q(U)F is defined over U1(Np
m) for any Q(x) ∈ K[x] satisfy-
ing Q(0) = 0. A similar argument works over X1(N, p)K . 
3.4. Some notation and a lemma. Fix once and for all t ∈ |Cp| with p
−p/(p+1) < t < 1.
The region in X1(N, p)
an
K where |Ep−1| ≥ t has two connected components: the connected
component of the cusp ∞, and the connected component of the cusp 0 which we denote
by V1(N, p). If (E, i, C) is a non-cuspidal point of X1(N, p)
an
K , then it lies in V1(N, p)
iff |Ep−1(E, i)| ≥ t and C 6= H1(E). This is an affinoid subdomain of X1(N, p)
an
K , and
{V1(N, p),U1(N, p)}
is an admissible covering of X1(N, p)
an
K . Assume m > 0. Let
φ : X1(Np
m)
an
K → X1(N, p)
an
K
denote the map which sends (E, i, P ) to (E, i, 〈pm−1P 〉). Define V1(Np
m) = φ−1V1(N, p).
Its non-cuspidal points consist of all (E, i, P ) such that |Ep−1(E, i)| ≥ t and the subgroup
generated by P intersects H1(E) trivially. Since U1(Np
m) = φ−1U1(N, p), we know that
{V1(Np
m),U1(Np
m)}
is an admissible covering of X1(Np
m)
an
K . We will use these admissible coverings in §4 when
we deal with classicality of overconvergent modular forms.
Let us fix the level Γ1(Np
m) with m > 0. For simplicity, we denote X1(Np
m)
an
K by X
an
K ,
and V1(Np
m) by V. For any closed, open, or half-open subinterval I of [0, 1] (with endpoints
in |Cp|), we define a corresponding subdomain VI where |Ep−1| falls within that interval. For
example V[r, s) denotes the part of V where r ≤ |Ep−1(x)| < s. If I is a closed interval, then
VI is an affinoid. For any interval I, let EI denote the universal elliptic curve over VI −
{cusps}, and H1I denote the canonical subgroup of EI. By I
pn we denote the interval
obtained by raising I to the power pn.
Definition 3.2. Let r ∈ |Cp| satisfy t ≤ r ≤ 1. Let I be either [r, 1] or [r, 1). Let
τ : VI1/p → VI
be the map whose effect on the non-cuspidal points is given by
τ(E, i, P ) = (E/H1, i¯, P¯ ).
Here H1 is the canonical subgroup of E of order p, i¯ is the induced level Γ1(N) structure
on E/H1, and P¯ is the image of P in E/H1. The pullback of ω|VI under τ is an invertible
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sheaf ω′ on VI1/p whose restriction to the non-cuspidal part is ω(EI1/p/H1I1/p)/(VI1/p−{cusps}).
Around a cusp in V the map τ is given by q 7→ qp, and hence, the pullback under τ of
the canonical differential form on Tate(q), i.e., dz/z, is the canonical differential form on
Tate(q)/H1(Tate(q)) ∼= Tate(q
p), i.e., dzp/zp. This implies that ω′ is the canonical extension
(a` la Katz-Mazur) of ω(EI1/p/H1I1/p)/(VI1/p−{cusps}) to VI
1/p. Therefore, there is a morphism
of sheaves on VI1/p
(pr∗)k : (ω′)k → (ω|
VI1/p
)k
which on the non-cuspidal part is induced by pulling back differential forms under the natural
projection pr: EI1/p → EI1/p/H1I
1/p. Let f be a section of ωk on VI. We define f τ ∈
H0(VI1/p, ωk) by
f τ := p−k(pr∗)kτ∗f.
Hence one has
f τ (E, i, P ) = p−k(pr∗)kf(E/H1, i¯, P¯ )
where pr: E → E/H1 is the natural projection. All these can be defined over X1(N, p) as
well, in exactly the same way.
In the final part of this section, we prove a lemma which will be used in the proof of
Theorem 4.1. Let ZZp denote the affine subscheme of X1(N)Zp where Ep−1 is invertible.
When p = 2 or 3, instead of Ep−1, we can use E4. The open non-cuspidal subscheme of
ZZp represents the functor which to every Zp-algebra, R, associates an elliptic curve over
R for which Ep−1 (or E4 when p = 2, 3) is invertible, with a level Γ1(N)-structure. For
simplicity we denote by Z the base extension of ZZp to OK . The formal completion of Z
along its special fibre, Z˜, is a formal model for Z, the locus of ordinary reduction in X1(N)
an
K .
Dividing by the canonical subgroup on the non-cuspidal locus induces a map
σn : Z ⊗ (OK/p
n)→ Z ⊗ (OK/p
n)
for each n ≥ 1, and by passing to the limit, a map σ˜ : Z˜ → Z˜. This, in turn, induces
the Frobenius morphism σ : Z → Z. The sheaf ω on X1(N) provides invertible sheaves
on Z˜ and Z which we again denote by ω. Over Z˜, we set ω′ := σ˜∗ω; similarly, over Z, we
set ω′ := σ∗ω. One can show that in each case ω′ is the canonical extension to the cusps
of the sheaf of invariant differentials of the quotient of the universal elliptic curve by its
canonical subgroup. There is, therefore, a map pr∗ : ω′ → ω on Z˜ (and also Z). Note that
all the above constructions are indeed defined over Zp in the case of Z˜ (and serve as formal
models of the corresponding constructions in the case of Z). The natural forgetful map
X1(Np
m)
an
K → X1(N)
an
K induces a map π : V[1, 1] → Z such that π
∗ω = ω and π∗ω′ = ω′.
We also have
σ ◦ π = π ◦ τ,(6)
and
π∗ ◦ pr∗ = pr∗ ◦ π∗(7)
where the pr∗ on the left is as above, and the one on the right is as in Definition 3.2.
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Lemma 3.3. Let h ∈ H0(VI, ωk), where I is either [r, 1) or [r, 1], and t≤ r≤ 1. For any
point x ∈ VI1/p we have
|hτ (x)| ≤ |h(τx)||Ep−1(x)|
−k.
Proof. Let x : Sp(L) → VI1/p denote a point. The map corresponding to the point τx is
given by τx : Sp(L)
x
−→ VI1/p
τ
−→ VI. It is enough to show that
|h(τx)| ≤ 1⇒ |hτ (x)| ≤ |Ep−1(x)|
−k.
Let X˜ denote the formal completion of X1(Np
m)OK along its special fibre. Then X˜rig =
X1(Np
m)
an
K . Let x˜ : Spf(OL)→ X˜ be the formal lifting of x : Sp(L)
x
−→ VI1/p → X1(Np
m)
an
K .
Similarly let τ˜x denote the formal lifting of τx. We have
x∗hτ = x∗(p−k(pr∗)kτ∗h) = p−k(pr∗x)
k(τx)∗h
where (pr∗)k : H0(VI1/p, (ω′)k)→ H0(VI1/p, ωk) is as in Definition 3.2, and
(pr∗x)
k : H0(Sp(L), x∗(ω′)k = (τx)∗ωk)→ H0(Sp(L), x∗ωk)
is the specialization of (pr∗)k to x, and satisfies x∗(pr∗)k = (pr∗x)
kx∗. We claim that it
suffices to prove
pr∗x(H
0(Spf(OL), (τ˜x)
∗ω)) ⊆ (p/Ep−1(x))H
0(Spf(OL), x˜
∗ω))(8)
where Ep−1(x) is any element of L of norm |Ep−1(x)|. The reason is that
|h(τx)| ≤ 1⇒ |(τx)∗h|τx ≤ 1⇒ (τx)
∗h ∈ H0(Spf(OL), (τ˜x)
∗ωk)
which in conjunction with (8) would give
x∗hτ = p−k(pr∗x)
k(τx)∗h ∈ Ep−1(x)
−kH0(Spf(OL), x˜
∗ωk))
which means that |hτ (x)| = |x∗hτ |x ≤ |Ep−1(x)|
−k as desired. In what follows we prove (8).
First assume that x corresponds to an elliptic curve (with level structure) E/L which is
supersingular (or more generally of good reduction). By the assumptions in the lemma, E
has a canonical subgroup H = H1. The map pr
∗
x can be interpreted as
pr∗E : H
0(E/H,ΩE/H )→ H
0(E,ΩE)
where prE : E → E/H is the natural projection. Let E be the integral model of E over OL,
and H the canonical subgroup of E. Let prE : E → E/H denote the projection. To prove
(8) for x, it is enough to show that
pr∗
E
H0(E/H,ΩE/H) ⊂ (p/Ep−1(E, ω))H
0(E,ΩE)
where ω denotes any non-vanishing one-form on E. By Theorem 3.1 in [Ka], the natural
projection prE : E→ E/H reduces, modulo p/Ep−1(E, ω), to Frp. Since pulling back via Frp
kills one-forms the claim follows in this case.
Next, we deal with x ∈ V[1, 1], i.e., with the case |Ep−1(x)| = 1. Indeed we have already
proven the statement for all such x of good reduction. Recall the map π : V[1, 1] → Z
defined in the paragraph before this lemma. Let y = π(x) ∈ Z. Denote by y˜ : Spf(OL)→ Z˜
the formal lifting of y to the formal model Z˜ of Z. Then the formal lifting of π(τx) = σy
(see Equation (6)) is σ˜y˜. Since ω = π∗ω, ω′ = π∗ω′, and by Equation (7) (and by integral
versions of such compatibilities) it is straightforward to see that (8) for x is equivalent to
pr∗y˜(H
0(Spf(OL), (σ˜y˜)
∗ω = y˜∗ω′)) ⊂ p(H0(Spf(OL), y˜
∗ω))
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where ω and ω′ are on Z˜, and pr∗y˜ is the specialization of pr
∗ : ω′ → ω via y˜. Hence, it suffices
to show that pr∗ : ω′ → ω on Z˜ reduces to the 0 morphism modulo p. Indeed, since this map
is defined over Zp, it is enough to prove this statement over Zp. But on the non-cuspidal
part of Z˜Zp ⊗ Fp (which is the ordinary part of X1(N) ⊗ Fp) this map reduces, modulo p,
to Fr∗p : (ω ⊗ Fp)
(p) → (ω ⊗ Fp) which is zero. Now, a morphism of invertible sheaves on
an integral curve which is zero away from a finite number of points has to be zero. We are
done. 
Remark 3.4. One can prove that the inequality in Lemma 3.3 is indeed an equality, though
we don’t need it for our arguments.
Corollary 3.5. Let h ∈ H0(V[1, 1], ωk). For all n ≥ 1 we have
|hτ
n
|
V[1,1]
≤ |h|
V[1,1]
<∞.
Proof. This follows from Lemma 3.3 with r = 1, and Lemma 2.2. 
4. Classicality of overconvergent modular forms
Recall that we are in level Γ1(Np
m) with N > 4, (p,N) = 1, and m > 0, and we de-
note X1(Np
m)
an
K , V1(Np
m), and U1(Np
m) by X
an
K , V, and U respectively. We prove the
following theorem.
Theorem 4.1. Let f be an overconvergent modular form of weight k and level Γ1(Np
m)
defined over K. Let R(x) in K[x] be a polynomial all roots of which in Cp have valuation
less than k − 1. If R(U)f is classical on X1(Np
m)K , then so is f .
Coleman’s theorem follows as a result.
Corollary 4.2. (Coleman) Let f be a generalized U-eigenform of weight k, level Γ1(Np
m),
and slope less than k − 1. Then f is classical.
Proof. If f is a generalized eigenform of weight k and slope less than k − 1, then for some
polynomial R(x) as in Theorem 4.1 R(U)f equals 0 which is very well classical! Hence f is
classical. 
4.1. Proof of the Theorem. We will now prove Theorem 4.1. First we prove the statement
for R(x) of degree 1. Let f be an overconvergent modular form of weight k on X
an
K such
that for some a∈K of valuation less than k− 1, we can extend Uf −af to a section F of ωk
on X
an
K . By Buzzard’s theorem 3.1, one can extend f to U . Since {U ,V} is an admissible
covering of X
an
K , to prove the classicality of f , it is enough to show that the restriction of f
to V∩U = V[t, 1) (which we still denote by f) can be extended to V = V[t, 1]. Let b = pk−1/a.
By definition of τ , we know that f − bf τ is a section of ωk on V[t1/p, 1).
Proposition 4.3. The section f − bf τ ∈ H0(V[t1/p, 1), ωk) extends to a section F1 of ω
k
on V[t1/p, 1].
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Proof. First we define F1 away from the cusps. Let (E, i, P ) ∈ V[t
1/p, 1] − {cusps}. Let C
be any subgroup of E of order p which is different from H1 and which intersects 〈P 〉 triv-
ially, i.e., C 6= 〈pm−1P 〉. Then the image of pm−1P in E/C generates the canonical sub-
group of E/C. The reason is that in general if E has a canonical subgroup, then for any
non-canonical subgroup C of E, E/C has a canonical subgroup which equals E[p]/C. See
Theorem 3.10.7.3 in [Ka]. Therefore (E/C, i¯, P¯ ) ∈ U , and hence f(E/C, i¯, P¯ ) is defined.
Define
F1(E, i, P ) := (1/ap)
∑
C
(pr∗)kf(E/C, i¯, P¯ )− (1/a)F (E, i, P )(9)
where C runs through the subgroups of E of order p, which are different from H1, and
intersect 〈P 〉 trivially. Then on V[t1/p, 1] − {cusps} we have
F1(E, i, P ) = (1/ap)
∑
(pr∗)kf(E/D, i¯, P¯ )− (1/ap)(pr∗)kf(E/H1, i¯, P¯ )− (1/a)F (E, i, P )
= (1/a)Uf(E, i, P ) − bf τ (E, i, P ) − (1/a)F (E, i, P )
= f(E, i, P ) − bf τ (E, i, P )
where in the above D runs through all subgroups of E of order p which intersect 〈P 〉 trivially.
This proves that F1 extends f−bf
τ on V[t1/p, 1]−{cusps}. To end the proof, we show that F1
extends to V[t1/p, 1]. We calculate the q-expansion of F1 around the cusps in V. For this,
we can assume that K contains a primitive pm-th root of unity ζpm . The cusps in V consist
of all isomorphism classes of (Tate(q), i, qA/p
m
ζBpm), where i : µN → Tate(q) is an inclusion,
and A is not divisible by p. We show the analyticity around the cusp c corresponding to
A = 1, B = 0. The other cases are similar. Let ζp = (ζpm)
pm−1 .
F1(c) = (1/ap)
p−1∑
j=1
(pr∗)kf(Tate(q)/〈q1/pζjp〉, i¯, q¯
1/pm)− (1/a)F (c)
= (1/ap)
p−1∑
j=1
f(Tate(q1/pζjp), i, q
1/pm)− (1/a)F (c)
But (Tate(q1/pζjp), i, q1/p
m
) can be obtained from c′j = (Tate(q), i, q
1/pm−1ζ−jpm) via a base
extension sending q to q1/pζjp. For j not divisible by p, we have c′j ∈ U . The reason is
that we have (q1/p
m−1
ζ−jpm)
pm−1 = ζ−jp which generates the canonical subgroup of Tate(q).
Therefore, f is analytic at c′j . Furthermore F is also analytic at c. Hence f can be extended
to the cusp c. 
We now set the stage for the application of our gluing lemma. For each n≥1 we define a
section Fn ∈ H
0(V[t1/p
n
, 1], ωk) by
Fn =
n−1∑
i=0
biF τ
i
1 .
By Proposition 4.3 we have F1|
V[t1/p,1)
= f − bf τ , and it follows that on V[t1/p
n
, 1) we have
Fn|
V[t1/p
n
,1)
= f − bnf τ
n
.
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Since v(b) > 0, Corollary 3.5 and Lemma 2.2 imply that
g :=
∑
i≥0
biF τ
i
1
converges to a section of ωk on V[1, 1]. This is exactly the infinite sum that was met in the
Introduction (for the case m = 1). For each n ≥ 1 we have
Fn|V[1,1] = g − b
ngτ
n
.
We now want to apply Lemma 2.3 to show that f and g glue together to form a section f
of ωk on V. Then f (defined on V) will agree over V ∩ U with f (defined on U), and we will
get the desired extension of f to the whole modular curve.
We will apply the gluing lemma with X = X1(Np
m)OK , M = ω
k, X = V which is a
smooth affinoid subdomain of X˜rig = X
an
K , Y = V[t, 1),Z = V[1, 1], Zn = V[t
1/pn , 1]. Since
we have Fn − f = −b
nf τ
n
, Fn − g = −b
ngτ
n
, and since v(b) = k − 1 − v(a) > 0, to verify
the conditions of the Lemma, it’s enough to show that {|gτ
n
|
V[1,1]
}n and {|f
τn |
V[t1/p
n
,1)
}n are
uniformly bounded. The first assertion follows from Corollary 3.5. In the following we prove
the second assertion.
Lemma 4.4. The section f is bounded on V[t, 1).
Proof. Since f − bf τ extends to V[t1/p, 1] which is an affinoid, |f − bf τ |
V[t1/p,1)
is finite
by Lemma 2.2. Similarly, |f |
V[t,t1/p]
is finite since V[t, t1/p] is an affinoid. Let M1 be a
common upper bound. We show, by induction on n, that f is bounded byM1t
−k(1/p+...+1/pn)
on Vn : = V[t
1/pn , t1/p
n+1
] for all n. Let x ∈ Vn+1. Then τ(x) ∈ Vn and by the induction
hypothesis and Lemma 3.3 we have
|f τ (x)| ≤ |f(τ(x))||Ep−1(x)|
−k
≤ M1t
−k(p−1+...+p−n)t−kp
−(n+1)
=M1t
−k(p−1+...+p−n+p−(n+1))
So we can write
|f |
Vn+1
≤ max{|f − bf τ |
Vn+1
, |bf τ |
Vn+1
}
≤ max{M1, |f
τ |
Vn+1
}
≤ M1t
−k(p−1+...+p−n+p−(n+1)).
Now it is clear that f on V[t, 1) =
⋃
n≥1 Vn is bounded by
sup
n
{M1t
−k(p−1+...+p−n+p−(n+1))} =M1t
−k/(p−1) =:M2.

We are now able to prove the desired uniform boundedness.
Lemma 4.5. There is an M > 0 such that for all n ≥ 0 we have
|f τ
n
|
V[t1/p
n
,1)
≤M.
Proof. Let x ∈ V[t1/p
n
, 1) . By Lemma 3.3, we have
|f τ
n
(x)| ≤ |f τ
n−1
(τ(x))||Ep−1(x)|
−k.
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Inductively, we find
|f τ
n
(x)| ≤ |f(τn(x))|
( n−1∏
j=0
|Ep−1(τ
j(x))|
)−k
.
Now x ∈ V[t1/p
n
, 1) satisfies |Ep−1(x)| ≥ t
1/pn . Theorem 3.10.7(2) in [Ka] that we have
implies |Ep−1(τ
j(x))| = |Ep−1(x)|
pj . Also, since τn(x) ∈ V[t, 1), by Lemma 4.4 we find
that |f(τn(x))| ≤M2. Putting all this together, we have
|f τ
n
(x)| ≤M2|Ep−1(x)|
−k(pn−1)/(p−1) ≤M2t
−k(pn−1)/pn(p−1) ≤M2t
−k/(p−1) =:M.

This proves Theorem 4.1 for R(x) of degree one. Here is how we deal with the general
case: It’s enough to prove the theorem over a finite extension of K, and hence, we can
assume R(x) = (x− a1)(x− a2)...(x− al), such that v(aj) < k − 1 for all j. We have
(U− a1)(U− a2)...(U − al)f = F.
Let fj = (U−aj+1)(U−aj+2)...(U−al)f . Then for f1 we have (U−a1)f1 = F and hence by
the above f1 is classical. For f2 we have (U− a2)f2 = f1 and since f1 is classical, we deduce
that f2 is classical. Continuing this way we get that f is classical. The proof of Theorem
4.1 is now complete.
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