Abstract. Performances of face recognition systems based on principal component analysis can degrade quickly when input images exhibit substantial variations, due for example to changes in illumination or pose, compared to the templates collected during the enrolment stage. On the other hand, a lot of new unlabelled face images, which could be potentially used to update the templates and re-train the system, are made available during the system operation. In this paper a semi-supervised version, based on the self-training method, of the classical PCA-based face recognition algorithm is proposed to exploit unlabelled data for off-line updating of the eigenspace and the templates. Reported results show that the exploitation of unlabelled data by self-training can substantially improve the performances achieved with a small set of labelled training examples.
Introduction
Face recognition based on Principal Component Analysis (PCA) operates in two distinct stages: the enrolment stage and the recognition, or authentication, stage [1] . In the enrolment stage, a set of face images is acquired for each user. Then PCA is applied to the enrolled face images to compute the eigenspace associated to the selected eigenvalues. For each user, the enrolled images are projected to the eigenspace and a face template, often computed as the mean of the projected faces, is stored in a gallery. In order to account for variations in the appearance of a user, multiple templates, associated, for example, to different poses, can be stored in the user's gallery. In the recognition stage the input image is projected to the above eigenspace and the system associates the identity of the nearest template to this image. As Uludag et al. pointed out [2] , the large intra-class variability of face images, due for example to changes in illumination or pose, can make the templates acquired during the enrolment stage poorly representative of the images to be recognized, so resulting in poor recognition performances. Increasing the size of the galleries of users' templates does not necessarily solve the problem, as the intra-class variability of face images is often due to aging, appearance, expression, and illumination changes which cannot be captured during a single enrolment stage over a short period of time [3] . On the other hand, a lot of new unlabelled face images are made available during the system operation over the time. These new data may be exploited to update the templates and re-train the system. It is reasonable to hypothesize that exploiting unlabelled test data to update the eigenspace and the templates may improve the performances on new test data. Liu et al. showed that, in PCA-based face recognition, unlabelled test data can be exploited to update the eigenspace and improve the system's performance [3] . The potential benefits of the automatic, or semi-automatic, updating of the galleries of the users' templates using labelled and unlabelled data have been pointed out in [4] [5] [6] .
The design of a face recognition system using a small set of labelled faces, collected during the initial enrolment stage, and a large batch of unlabelled face images, collected during the system operation, can be naturally regarded as a problem of semi-supervised learning. In fact, semi-supervised learning deals with the design of recognition systems using both labelled (possibly few) and unlabelled training examples [7] . However, the use of semi-supervised learning methods for face recognition has been poorly investigated so far, the only exception being the work of Balcan et al. [8] .
The goal of this paper is to give a contribution to the development of semisupervised face recognition systems. To this end, the use of a well known semisupervised learning method, namely, the self-training method, is proposed to develop a semi-supervised version of the standard PCA-based face recognition algorithm. Reported experimental results show that the exploitation of a batch of unlabelled test images by self-training can substantially improve the performance of a PCA-based face recognition system on new test data in comparison with the ones achievable with a small set of labelled training examples.
Self-training for semi-supervised PCA-based face recognition
In this section, first the main steps of the classical supervised PCA-based face recognition method are summarized. Then a semi-supervised version of this method, based on the self-training technique, is proposed.
Supervised PCA-based face recognition

Enrolment stage
For each user, a set, usually small, of reference images is acquired. These images constitutes the training set D l =(x 1 , x 2 ,…, x nl ) containing n l labelled data, where each vector x i , i=1… n l , represents a face image. An identity label I k , k=1… K, is associated to each vector. Then PCA is applied to the enrolled face images by the following steps:
Principal components computation The covariance matrix is computed for the data set D l . The eigenvalues and eigenvectors of the covariance matrix are computed. A set of eigenvalues with the highest variance is selected. The eigenvectors associated to the selected eigenvalues are named "eigenfaces" and define the matrix W of the "principal components".
Data transformation
The data in D l are projected to the above eigenspace using the principal components matrix W: y i =W t (x i -µ) , i=1… n l , where
is the mean vector of data in D l .
Template creation
For each user, a face template, often computed as the mean of the projected faces, is stored in a gallery.
Recognition stage In the so called "closed set" scenario, the input image is projected to the above eigenspace by the matrix W and the system associates the identity of the nearest template to this image.
Semi-supervised PCA-based face recognition
Given a set D l (usually, small) of labeled data, and a set D u (usually, large) of unlabelled data, semi-supervised methods aim to design recognition systems using both sets. Several semi-supervised methods have been proposed so far, based on expectation-maximization algorithms, self-training, co-training, active learning, transductive learning, and graph-based techniques. We refer the reader to [7] for an overview on semi-supervised learning methods. For the purposes of this work, we summarize here the so called self-training method. In self-training a classifier is initially trained using the labeled data set D l . This classifier is then used to assign pseudo-class labels to a subset of the unlabelled examples in D u , and such pseudolabeled data are added to D l . Usually, the unlabelled data classified with the highest confidence are selected to increase D l . Then the classifier is re-trained using the increased data set D l . As the convergence of this simple algorithm can not be guaranteed in general, the last two steps are usually repeated for a given number of times or until some heuristic convergence criterion is satisfied.
Due to its easy use, we chose self-training as technique to develop a semisupervised version of the classical PCA-based face recognition algorithm. The main steps of the algorithm developed are summarized in Figure 1 . In the enrolment stage a set D l of labelled images is collected and used to compute the matrix W of the principal components. Data are then projected to the eigenspace defined by W, and, for each user, a face template is computed as mean of the projected faces. During the on-line recognition stage an unlabelled batch of data D u , to be used in the semisupervised stage, is collected over a given period of time; to this end, recognition labels obtained as system's outputs are obviously disregarded. It should be noted that the designer should select a period of time that allows collecting a representative batch of data. In our experiments, the data set D u contains the same identity classes, with the same priors, of the set D l . The semi-supervised stage is then performed offline. It is assumed that the recognition system carries out this stage either when it is not operating (e.g., during the night) or using a separate processing unit which allows carrying out it in parallel with the recognition stage. The semi-supervised stage starts by projecting the unlabelled data to the eigenspace defined by the matrix W computed in the enrolment stage. Then the semi-supervised cycle goes through N iterations. For each iteration, a pseudo-label is assigned to each data in D u . The pseudo-label coincides with the label of the nearest template. For each identity class, a set P k is defined which contains all the data pseudo-labelled as belonging to the class I k . Then, for each identity class, the face image pseudo-labelled with the highest confidence, that is, the one nearest to the class template, is selected from the set P k , and this image is added to the training set D l and removed from the set D u . Therefore, only one pseudo-labelled image per class, the most confident one, is added to the user's gallery during every iteration of the semi-supervision cycle. It is worth noting that the use of a less conservative confidence threshold, which allows adding more than one class example per iteration, could be investigated with the goal to speed up the learning. The increased training set is then used to update the eigenspace by re-computing the principal components matrix W. The labelled and unlabelled data are projected to the updated eigenspace. Finally, the class templates are updated using the augmented training set. In our algorithm the templates are simply the "mean" faces, but more sophisticated methods, based, for example, on clustering, could be used for template update [2] . In our experiments we performed ten iterations of the semi-supervised algorithm. Other stopping criteria could be investigated and used. For example, the iterations could be stopped when no unlabelled data can be added to the users' galleries. To sum up, after the initial enrolment stage, the system goes through on-line recognition phases, with collection of unlabelled data, and off-line semi-supervised phases to update the eigenspace and the templates. Performances on new test data are expected to improve after each semi-supervised stage in comparison with the ones achievable using the previous, non-updated, eigenspace and templates.
Experimental results
Data set and goal of experiments
The goal of our experiments was to evaluate the capability of the developed semisupervised algorithm to exploit a batch of unlabelled test images, collected during a given session of the system operation, in order to improve the performance on novel test data in comparison with the ones achievable using the initial training data. To this end, we carried out experiments with the AR data set [9] . This data set contains frontal view faces with different facial expressions, illumination conditions, and occlusions (sun glasses and scarf). Each person participated in two acquisition sessions, separated by two weeks time. Each session is made up of seven images per person. We selected 100 subjects (50 males and 50 females), and manually cropped face images and, after histogram stretching and equalization, resized them at 40x40 pixels. Various subsets of first session images were used for the enrolment stage and the collection of unlabelled data set D u . Second session images were always used as separate test set.
Off-line enrolment stage
A set D l =(x 1 , x 2 ,…, x nl ) containing n l labelled images of the users is collected.
Principal components computation
The data set D l is used to compute the matrix W of the principal components.
Data transformation
The data in D l are projected to the eigenspace using the principal components matrix W: y i =W t (x i -µ) , i=1… n l , where
Template creation Set the vector T=(t 1 , t 2 ,…,t K ) of the mean templates of the K identities.
On-line recognition stage
Input images are projected to the above eigenspace by the matrix W and the system associates the identity of the nearest template to each input image.
Creation of the unlabelled data set
A set D u =(x 1 , x 2 ,…,x nu ) containing n u unlabeled data is collected over the time.
Off-line semi-supervised stage
Initialization -PCA transform of the unlabeled data in D u :
i= n l+1 …n l+u , where
Loop for N iterations:
Assign pseudo-labels to the unlabeled data in D u
For each data in D u compute the distances from the templates. Assign the label of the nearest template to each data in D u .
Assign all the data with pseudo-label I k to the set P k (k=1… K).
Increase the set of labelled data with pseudo-labelled data
For each identity class (k=1… K), select from the set P k the pseudo-labelled data z i This experimental setting simulates well the acquisition of unlabelled data during a given session of system's operation, and the performance evaluation, after the semisupervised stage, on new test data belonging to a separate acquisition session.
Results
We assessed performances for different numbers of templates created during the enrolment stage. Reported performances are averaged on five different trials. For each trial, we randomly selected one, two or three images of the first session as templates. The remaining images of the first session were used as unlabelled data set D u . Second session images were always used as separate test set. Figure 2 shows the percentage accuracy on the test set and the unlabelled data set D u averaged on five trials. For this experiment, only one face template per person was used. The remaining first-session images (six per person) were used as unlabelled data set D u . Performances are shown as function of the number of unlabelled data added to the training set during the ten iterations of the semi-supervised stage. Around one-hundred pseudo-labeled data were added during every iteration. Figure 2 shows that the accuracy on secondsession images used as test set is very low, around 18%, when unlabelled data are not used. The average accuracy increases substantially with the number of unlabelled data exploited by self-training. The maximum accuracy obtained for test data, around 62%, is anyway low due to the use of a single template per person and the large differences between first and second session images. But the increase of accuracy from 18% to 62% shows the benefits of the exploitation of unlabelled data. The accuracy is much higher for the unlabelled data, as the set D u contains images of the first session which are more similar to the initial templates. It should be noted the practical interest of results obtained on the unlabelled data set. Unlabelled data are input data collected during a given period of time of the system's operation. Figure 2 shows that the initial accuracy on such batch of data is low, around 50%. After the semi-supervised phase based on self-training the accuracy increases to 89%. This results points out that the semi-supervision process can allow to improve the recognition results previously achieved on a batch of input data. For example, in a video surveillance scenario such a system re-training could allow improving the identification results stored in the data base the day before.
We also assessed performances in terms of the so called rank-order curves, that is, we assessed the percentage accuracy, averaged on five trials, achieved by considering the fifteen template faces nearest to the input face ( Figure 3 ). Figure 3 clearly shows the improvement of accuracy with the increase of the number of unlabelled data added to the training set during the ten iterations of the semi-supervised cycle.
To investigate how the performance of the semi-supervised algorithm depends on the number of templates collected during the enrolment stage, we performed experiments with one, two and three images of the first session as templates. Figure 4 depicts the three accuracy curves related to the different numbers of templates. Each curve provides the percentage average accuracy as function of the number of iterations of the semi-supervised phase. Around one hundred unlabelled data are added to the training set during every iteration. As one could expect, the greatest benefit of the use of unlabelled data is obtained when only one template per class is used. 3 . Rank-order curves for the test data set. Each curve refers to an iteration of the semisupervised cycle and is labeled with the number of unlabelled data which were pseudo-labeled and added to the training set.
Finally, we analyzed how the galleries of users' templates were updated and increased by our semi-supervised algorithm. Figure 5 depicts four examples of the update of users' galleries. For each gallery, the first image on the left is the initial training image used as face template. The remaining images are the unlabelled images which were pseudo-labeled and added to the gallery during the ten iterations of our semi-supervised algorithm. Due to the strict confidence threshold used in our algorithm (i.e., only one pseudo-labelled image per class, the most confident one, is added to the user's gallery during every iteration), images very similar to the template are initially added to the galleries. Then images which exhibit variations of expressions are added, and, in some cases, this causes wrong images to be added to the gallery. It is worth noting that different number of images can be added to different users' galleries. 
Conclusions
Performances of face recognition systems based on principal component analysis strongly depends on how much the face images collected during the enrolment stage are representative of face images to be recognized. Unfortunately, representative face images are difficult to be captured during a single enrolment stage over a short period of time. More representative images might be collected during the system operation over the time. The exploitation of such unlabelled data naturally demands for semisupervised face recognition systems. As the use of semi-supervised learning methods for face recognition has been poorly investigated so far, this paper's goal is to give a contribution to the development of semi-supervised face recognition systems. To this end, we developed and assessed by experiments a semi-supervised version, based on self-training, of the classical PCA-based face recognition algorithm. Reported results show that the exploitation of a batch of unlabelled images by self-training can substantially improve the performance of a PCA-based face recognition system on new test data in comparison with the ones achievable with a small set of labelled training examples. We believe that this work makes a first step towards the development of semi-supervised face recognition systems.
Incremental update of some users' galleries Fig. 5 . Examples of the incremental update of users' galleries during the ten iterations of the semi-supervised algorithm. The first image on the left is the initial training image used as face template.
