ABSTRACT
INTRODUCTION
Today, massive amounts of data are collected by organizations about customers, competitors, supply chain partners and internal processes. Organizations struggle to take full advantage of their data, and discovering 'unknown' bits of knowledge in their massive data stores remains a highly sought after goal.
Database and data security administrators face a problematic balancing act regarding access to organizational data. Sophisticated organizations that do take advantage of data mining and knowledge discovery algorithms (e.g., inductive learning algorithms, neural networks, etc.) to find previously unknown 'patterns' in their data benefit greatly by having access to large data stores of individual records.
However, the need to protect individual 'confidential' data elements in an organizational database from improper disclosure is another important issue faced by the database administrator. This protection concerns not only traditional data access issues (i.e., hackers and illegal entry), but also masking individual confidential record attributes to inhibit individual record identification even by authorized users.
Techniques that seek to accomplish masking of individual confidential data elements while maintaining underlying aggregate relationships of the database are called data perturbation techniques. These techniques modify actual data values to 'hide' specific confidential individual record information.
Recent research has analyzed increasingly sophisticated data perturbation techniques on the two dimensions of ability to protect confidential data AND (at the same time) preserving simple statistical relationships in a database (means, variances, etc.) . However, value-adding knowledge discovery and data mining techniques find relationships that are much more complex than simple averages (such as creating a decision tree for classifying customers, etc.). To our knowledge, no previous studies have explored the impact of data perturbation techniques on the ability for knowledge discovery techniques to work well in a 'perturbed' database. This is the objective of our study.
Specifically, the study empirically examined if classification accuracy of a representative data mining/knowledge discovery tool (QUEST, Low and Shih, 1997) is impacted by various data protection schemes using two 'classic' classification databases, the IRIS and LIVER datasets (Merz and Murphy, 1996) . Two data perturbation techniques (one sophisticated, one naïve) will be used to 'hide' confidential attributes of the databases. The classification accuracy of QUEST on the original data and perturbed data will be compared, which will provide insight into potential impacts of this data protection method on data mining approaches.
REVIEW OF RELEVANT LITERATURE Data Protection through Perturbation Techniques
Organizations store large amounts of data, and most may be considered confidential. Thus, security and protection of the data is a concern. This concern applies not just to those who are trying to access the data illegally, but to those who should have legitimate access to the data.
Our interest in this area relates to restricting access of confidential database attributes to legitimate organizational users (i.e., data protection). Data perturbation techniques are statistically based methods that seek to protect confidential data by adding random noise to confidential, numerical attributes, thereby protecting the original data. Note that these techniques are not encryption techniques, where the data is first modified, then (typically) transmitted, and then received, 'decrypted' back to the original data.
The intent of data perturbation techniques is to allow legitimate users the ability to access important aggregate statistics (such as mean, correlations, etc.) from the entire database while 'protecting' the individual identify of a record. For instance, in a simplified case of sales data, a legitimate system user may not be able to access what a particular individual purchased from a store on a given day, but that same user could determine the total sales volume for the store on the same day.
A group of authors recently examined previously proposed data perturbation methods, and analyzed their effectiveness on various bias measures (Muralidhar, Parsa, and Sarathy, 1999) . A data perturbation method exhibits bias when the results of a database query on perturbed (i.e., protected) data produces a significantly different 'result' than the same query executed on the original data. Four types of biases were identified, termed Type A, Type B, Type C, and Type D (Muralidhar, Parsa, Sarathy, 1999) .
Type A bias occurs when the perturbation of a given attribute causes summary measures (i.e., mean value) of that individual attribute to change due to a change in variance. Type B bias occurs when perturbation changes the relationships (e.g., correlations) between confidential attributes. Type C bias occurs when perturbation changes the relationship (again, e.g., correlations) between confidential and nonconfidential attributes. Type D bias deals with the underlying distribution of the data in a database, specifically whether or not the data has a multivariate normal distribution.
It was shown that past methods suffered from one or more of the four aforementioned biases, and thus were inadequate data perturbation techniques (Muralidhar, Parsa, Sarathy, 1999) . As an example, consider the most naïve data perturbation method, Simple Additive Data Perturbation (SADP) (Kim, 1986) . This approach involves perturbing confidential attributes by adding a noise term with a mean of 0 to the original data. Each confidential attribute in the database is perturbed independently of the other attributes. It can be shown that the method suffers from Type A, Type B, and Type C bias, and thus is inadequate.
Other proposed data perturbation methods include the Correlated-Noise Additive Data Perturbation (CADP) method (Muralidhar, Batra, and Kirs, 1995; Kim, 1986) and the Bias-Corrected CorrelatedNoise Additive Data Perturbation (BCADP) method (Kim, 1986; Tendick and Matloff, 1994) . These methods were improvements over SADP, but still suffered from biases (CADP-Type A and C, BCADP-Type C).
Multiplicative Data Perturbation (MDP) methods have been proposed as well (Muralidhar, Batra, and Kirs, 1995) . Unfortunately, this family of perturbation techniques suffers from all four bias Types.
The General Additive Data Perturbation (GADP) method was proposed (Muralidhar, Parsa, and Sarathy, 1999) as a further improvement to these methods. GADP was shown to possess none of the four biases and is perhaps the 'gold standard' in data protection via perturbation. The process is explained in the following paragraphs.
In a database, we identify the confidential attributes that we would like 'hidden' (even from authorized users) and call this set X. All other attributes would be considered the non-confidential attributes (set S). A database U has i instances with a total set of attributes X+S. The GADP process will create a perturbed database P (based on U) that also has i instances with attributes X+S.
For all attributes in S, the attribute value for instance i in database P will be the same value of instance i in database U. Thus, GADP does not 'hide' (i.e., does not change or perturb) non-confidential attributes. However, for all attributes in X, the attribute value for instance i in database P will be perturbed (modified) from the value in the corresponding instance i in database U.
The perturbation process is based upon the original statistical relationships of database U. These relationships include the mean values for attributes X, the measures of covariance between attribute sets X and S (i.e., a measure of how the two sets of attributes are related), and the canonical correlation between the attribute sets X and S (i.e., how well can the actual values of attribute set X be predicted by knowing the actual values of attribute set S?). Given these statistical properties of U, a multivariate normal distribution function is constructed for each instance i (Graybill, 1976) . Then, a multivariate random number generator generates the new X attribute values for the ith entry in the perturbed database P. This is repeated for all i instances. The use of the three statistical relationships mentioned above AND the actual attribute values from U in constructing the multivariate normal random distribution function ensures that all four biases are suppressed in the GADP process. Appendix A provides a more extensive mathematical description of the GADP process presented for the interested reader.
Proposing the Existence of Type 'DM' Bias
The GADP method can be shown to 'protect' confidential attributes appropriately and be theoretically 'bias-free'. However, the four biases previously mentioned represent a very limited view of the valueadded capability of a database. Knowledge discovery techniques (i.e., data mining techniques) can identify underlying patterns in a database, often in decision tree or 'rule' form, providing an organization deeper insight (knowledge) about that database. The biases discussed in (Muralidhar, Parsa, Sarathy, 1999) focus only on simple parametric aggregate measures and relationships (means, variances, covariances, etc.) .
This study hypothesizes that a 'deeper,' knowledge-related bias may be incurred through these perturbation-based data protection techniques. This bias would measure the alteration or loss of important, knowledge-based relationships. We refer to this as Type Data Mining (DM) bias.
Many data mining approaches useful in knowledge discovery when looking at classification problems have been developed and analyzed (e.g., Lim, Low and Shih, 2000) . To assess whether evidence of a Type DM bias exists, this study will use a representative decision tree approach in our experimental manipulations. QUEST (Quick, Unbiased, Efficient Statistical Tree) was chosen due to its accurate performance in a recent study comparing thirty-three knowledge discovery classification tools (Lim, Low, and Shih, 2000) .
METHODOLOGY Databases
If Type DM Bias exists, data mining tools will perform less accurately on perturbed data than they would on the original data set. Specifically in this study, we are investigating the impact of perturbed data in a classification decision task (where each instance of the database is a member of a 'class') within an organizational database.
Two frequently studied data sets in the data mining literature from the UCI Machine Learning Repository were used as surrogates for organizational databases (Merz and Murphy, 1996) . These databases have a categorical dependent 'class' variable associated with each database instance, and thus are applicable to be analyzed by a data mining approach. Additionally, they have some other desirable characteristics that are discussed below.
The first data set was the IRIS Plant Database, chosen for the almost perfect linear separation of its class groups. This data set consists of 150 observations, four numerical independent variables (sepal length, sepal width, petal length, petal width) and the dependent (class) variable of iris plant type (Iris setosa, Iris versicolour, and Iris virginica) . The data set is equally distributed among the three classes.
The second data set utilized in the study was the BUPA Liver Disorders Database (Merz and Murphy, 1996) . This data set consists of 345 observations, six numerical independent variables (mcvmean corpuscular volume, alkphos-alkaline phosphotase, sgpt-alamine aminotransferase, sgot-aspartate aminotransferase, gammagt-gamma-glutamyl transpeptidase and drinks-number of halfpint equivalents of alcoholic beverages consumed per day), and a dependent class variable indicating presence or absence of a liver disorder. Two hundred of the observations were classified as Group 1 (58%), and 145 of the observations were as Group 2 (42%). This data set was selected due to the high error rate that other researchers have previously found in classification studies (e.g., Lim, Low, and Shih, 2000) . Thus, it is a complimentary example to the 'easy-to-classify' IRIS data set.
Exploring Performance: Creating Perturbed Versions of Databases
To explore how the performance of a data mining/knowledge discovery tool is impacted by a perturbed database, four different 'copies' (i.e., treatment groups) of the two databases were constructed. The first copy is simply the original data (termed ORIGINAL). Obviously, the performance of the data mining tool in predicting class membership on the original data set represents a 'benchmark' performance.
The three other copies of the database were data that had been perturbed using one of three methods. The SADP group applied the naïve, bias-ridden SADP perturbation process to the data. For each confidential attribute, an error term with a normal distribution of mean 0 and standard deviation equal to the standard deviation of the original attribute was created. The perturbed value of database instance was thus the original value plus the corresponding random error term. The SADP perturbed database was included in this study since it is a poor perturbation technique, and should likely serve as the 'lower bound' for data mining tool performance.
The GADP method was used to create the final two perturbed database copies, one that did NOT include the class variable in the perturbation procedure (called GADP) and one that did include it as a nonconfidential variable (GADP-W). In an organizational setting, it is unclear whether the classification group of the individual record would be a part of the database and/ or known to the user.
Key to the perturbation processes of SADP and GADP is the identification of confidential and non-confidential data. Since we are using two datasets as surrogates of organizational data, we had to choose a strategy for selecting which of the attributes would be confidential. In each dataset (IRIS and LIVER), we chose the n-1 independent variables that had the highest correlation to the dependent class variable as confidential attributes, with the remaining attribute and class variable (when applicable) as non-confidential. This strategy was meant to make the prediction of class as 'hard' as possible for the data mining tool (i.e., the best predictor attributes were the ones being altered in the perturbed data sets). Thus, results could be moderated by this strategy.
The implementation of GADP required numerous tools. First, a multivariate normal distribution random number generator was necessary to implement the perturbation procedure. The EXCEL addin NtRand (Numerical Technologies Corporation, 2001 ) was used to generate the perturbed data according to the GADP methodology outlined in Appendix A. NtRand is based upon significant advances in psuedo-random number generation techniques. The suggested guidelines stated in Matsumoto and Nishimura (1998) and at the Numerical Technologies Corporation web page (2001) were followed such that the differences between the original and perturbed covariance matrices of the data set were minimized. The expected value and variance vectors described in Appendix A were the inputs into NtRand necessary to generate the perturbed data set copies. A VBA application was written which created the GADP and GADP-W datasets using pertinent EXCEL add-ins.
Evaluating Performance: The data mining tool implementation and measurement
The data-mining tool used for this study, the QUEST method (Kim, 1986) , is implemented in SPSS's AnswerTree software package. QUEST generates a standard decision tree whose branches can be 'traced' to classify a particular case. The decision tree can also be expressed as a simple set of IF-THEN rules. QUEST default parameter settings were used except for the specification of a stopping rule that limited tree growth to a depth no greater than five levels.
For each different combination of data set (IRIS and LIVER) and perturbation technique (ORIGINAL, SADP, GADP, GADP-W), ten-fold cross-validation was used to determine a robust measure of classification accuracy for the QUEST tool. This is a statistically sound way to determine an accurate measure of classification accuracy (Weiss and Kulikowski, 1991) . Cross-validation involves splitting a data set into ten equal (or as equal as possible) parts. Nine parts are used in the training of the data-mining tool (i.e. the original construction of the decision tree), and the remaining part is used to test the ability of the tool to predict unseen cases. Thus, the data-mining tool analyzed each data set ten different times, so that each of the ten parts of the data set was used once as a testing data set. For example, parts 1-9 would be used for training (building the decision tree), and part 10 for testing during the first run of the data-mining tool.
The ten partitions of the data were also stratified. The IRIS data set was split into ten parts of 15 observations each, with each of the ten parts containing five Iris setosa, five Iris versicolour, and five Iris virginica observations. The LIVER data set was split in a similar manner, with 34-35 observations in each part-20 Group 1's and 14-15 Group 2's per part.
Therefore, each data set was 'mined' by QUEST to determine rules of classifications. An instance was labeled 'correctly classified' when the decision tree outcome on the perturbed data set matched the actual class value of the database instance. The correct number of classifications was assessed both for the training (development) and testing partitions. Since cross-validation was used, the standard deviation of the correct classification accuracy are also measured and reported.
To examine if any of the perturbation techniques did show the Type DM bias, ANOVA is the appropriate test to determine whether significant differences exist in the classification accuracy between the four different treatment groups. If a significant difference is found, then follow-up tests, controlling for multiple comparisons, are appropriate to assess which specific treatment groups (i.e., which perturbation techniques) had significant differences in classification performance. There are a plethora of choices for this test. We opted for one of the most conservative tests, Tukey's HSD. Tables 1 and 2 illustrate the classification accuracy of the IRIS and LIVER data sets, respectively. Average classification accuracy (over the ten cross-validated trials) is shown (with accuracy standard deviation). The tables show the results by treatment group (Original, SADP, GADP, GADP-W), classification group (three groups for the IRIS Table 1 -IRIS Results (Correct Classification Accuracy) Table 2 -Liver Results (Correct Classification Accuracy) data set, 2 groups for the LIVER set), and are differentiated by training data (constructing the decision tree) and testing data (holdout samples, validating the decision tree).
RESULTS
As an example, in Table 1 , the datamining tool correctly classified an average of 100% of the Iris setosa cases, and 96% of both the Iris virginia and Iris veriscolor cases when using the non-perturbed IRIS data to construct the decision trees (training data) (an overall classification rate of 97.33%). Similarly, and somewhat surprisingly, the test results for the original data show the same average accuracy. When SADP perturbed data were analyzed by QUEST, the classification accuracy decreased to 74.44%, 88.44% and 57.33% respectively for each group (73.41% overall) in the training samples, and 74%, 80% and 50% (68% overall) for the holdout (testing) samples.
When comparing results from the Liver data (Table 2) to the results from the IRIS data (Table 1) , we see that the Liver data set was in fact more difficult to classify, as expected. Using classification accuracy as the dependent measure, ANOVA tests are applied to each individual group of the data set, then for overall total accuracy, for both the training and testing sets (e.g., eight different ANOVA's for IRIS). For the IRIS data, all show significant performance differences (at the <.01 level) among the four treatment groups (F-test values and p-values reported in the Table) . Next, Tukey's HSD test was performed to assess which treatment groups differed significantly. These results are also shown in Table 1 , but require some additional explanation.
Treatment groups that did not significantly differ from each other appear in the same 'box' in the Table. Likewise, those that significantly differed will appear in different 'boxes'. As an example, consider overall training results for IRIS in Table 1 . Three treatment 'groups' differed significantly at the p<.01 level. GADP-W and Original differed significantly from SADP, and SADP differed significantly from GADP (and, through transitivity, GADP-W and Original also were significantly different from GADP). Within the first group, GADP-W and Original did NOT significantly differ in their classification accuracy. P-values are shown for all comparisons where significant differences were found.
Similarly, Table 2 reports on the same tests (ANOVA and Tukey's HSD) for the Liver data set. Six ANOVA's are necessary in this case. All training results had significant group differences (p<.01 for all situations), but only Group 2 testing results had significant treatment differences. Thus, the Tukey test is only appropriate for the four situations where the ANOVA results showed significant differences. permission of Idea Group Inc. is prohibited. The treatment group differences are presented as before, but additional clarification is necessitated due to 'complicated findings.' For Group 1 cases in the training data, significant differences at the p<.01 level were found between GADP and SADP and GADP-W and SADP. Additionally, significant differences at the p<.05 level were detected between Original data and the SADP treatment group and GADP-W (but not GADP).
TRAINING RESULTS

TESTING
RESULTS
Setosa
Evaluating significant differences of Group 2 testing cases requires some explanation as well. Original, GADP-W, and SADP do not significantly differ from each other. GADP and SADP also do not significantly differ, but there is a p<.05 significant difference between GADP and GADP-W and a p<.01 significant difference between GADP and the Original data set.
DISCUSSION
The results provide some evidence that using data perturbation techniques to protect confidential attributes in a database do impact the extraction of non-parametric 'hidden' knowledge-based relationships. However, there are a variety of findings and some unique (and unexpected) results that were observed.
IRIS, the easier data set to 'discover knowledge,' showed fairly predictable results. The original data set was classified by the data mining tool at an almost per-fect 97.33% rate. The data set created by applying the naïve data perturbation approach SADP was classified by QUEST at a relatively poor 68% (testing). Since SADP adds uncorrelated noise to the data to 'protect' it from unauthorized disclosure, this performance is as expected.
The performance of the data mining tool on the data generated by the GADP perturbation process, when GADP did not utilize information about the class (group) variable in the perturbation process, was surprisingly poor, being significantly worse than even SADP. As GADP in general is a more sophisticated approach than SADP and uses more relevant information about the data when creating the protected dataset, this was an unexpected finding. This finding could be an impact of the (arbitrary) manner in which the non-confidential attribute was chosen (lowest correlation with the group variable). This counterintuitive result merits future investigation, and could provide additional insight into the performance of perturbation techniques on data sets with different statistical characteristics. Also, the result might simply be an artifact of the impact of not including the class variable in the perturbation process, and this may not be a realistic view of use in a corporate database.
Equally surprising might be the performance of the data mining tool when classifying GADP-W perturbed data. The accuracy of QUEST (on the IRIS data set) was as good or better that of the original data set in every case. Of course, this difference was not statistically significant, so caution must be applied in interpreting these results. In this circumstance, the GADP-W protection method may have acted as a data 'smoothing' technique for the original data set and turned instance 'outliers' into more representative data points. This 'smoothing' phenomenon did not occur as dramatically for the Liver data. This could be explained by considering the relative 'degree of difficulty' of the classification task. The Liver data set has been shown to be harder to predict than the IRIS data set. Perhaps this 'degree of difficulty' concept impacts the potential 'smoothing' ability of the protection technique. Regardless, data mining proponents have long held that non-parametric procedures such as QUEST are insulated from the effects of outliers. These results may indicate otherwise, and are worthy of future research.
Testing results for the Liver database indicated no significant difference in data mining tool performance when perturbed data or original data was 'mined'. Basically, QUEST did a poor job in classifying Group 2 cases irrespective of the data set used. The results, especially the training data, illustrate that the technique may be maximizing its accuracy by predicting 'Group 1' membership for most of the cases (at the expense of Group 2 cases). The performance of QUEST on the training sets and the overall poor performance at generalizing (test sets) does provide evidence that a Type DM bias may exist. In any event, one can state that the data perturbation techniques have some impact on data mining tool performance.
To summarize, GADP-W perturbed data was surprisingly well classified by QUEST. Likewise, GADP data was surprisingly problematic for the data mining tool. Since SADP is the most naïve data perturbation technique, it is reasonable to expect its performance to be significantly worse than the original data. Given the exploratory intent of the study, the results provide some evidence of a Type DM bias for perturbation schemes for database protection. Given that the two datasets used in this study are on somewhat opposite ends of the 'degree of difficulty' spectrum, future investigation of the impact of data protection schemes on knowledge discovery might look at less 'extreme' datasets. This could lead to a better understanding of the potential Type DM bias, and/or discover the circumstances where the GADP protection technique may actually add additional value to knowledge discovery techniques by reducing the impact of instance outliers.
CONCLUSION
The purpose of this study was to examine whether proposed database perturbation methods useful in protecting organizational databases added a new kind of bias, termed DM or Data Mining bias, to the database. The study looked at the impacts of perturbation techniques protecting two different database scenarios, and the initial results provide some support for the existence of this bias. Other results from this study show evidence of potential 'data smoothing' effects by the 'gold standard' GADP perturbation approach. Ultimately, further research is necessary to explore how characteristics of the data and/or characteristics of the relationship between confidential and non-confidential attributes of the data influence the ability to discover knowledge in our protected database.
As with any study, there are limitations, many of which have been previously discussed. They include the manner in which the database variables were assigned as confidential and non-confidential, since it is possible that the degree of association between the confidential and non-confidential attribute influences both the performance of the data perturbation technique and the knowledge discovery approach. Also, the conundrum faced by the authors on whether the group (class) label should be utilized in the data perturbation approach could have a big impact of interpretation of the knowledge discovery results (i.e., GADP vs. GADP-W). Thus, we report both results.
Finally, the study used two data sets to represent the spectrum of knowledge discovery difficulty. More exhaustive analysis of different databases is needed to increase external validity. Also, other knowledge discovery techniques (neural networks, other decision tree approaches, etc.) may perform differently, and this warrants further investigation.
In conclusion, the study did find initial evidence that using a perturbation technique to prevent the unauthorized use of confidential attributes may result in an additional 'Type DM' bias. This bias could severely impact the ability of an organization to gain the significant benefits of knowledge management/discovery. All told, the competing needs faced by the DBA to balance data protection and providing a viable data access platform for knowledge discovery activities represent an exciting and relevant line of inquiry as organizations continue to seek differentiable and sustainable competitive advantages.
APPENDIX A-MATHEMATICAL DESCRIPTION OF GADP
Borrowing from the notation used in (Muralidhar, Parsa, and Sarathy, 1999) , the GADP can be described as follows:
X represents p number of confidential, numerical attributes S represents q number of non-confidential attributes Y represents p number of perturbed attributes
