Abstract. Naive-Bayes classifier is a popular technique of classification in machine learning. Improving the accuracy of naive-Bayes classifier will be significant as it has great importance in classification using numerical attributes. For numeric attributes, the conditional probabilities are either modeled by some continuous probability distribution over the range of that attribute's values or by conversion of numeric attribute to discrete one using discretization. The limitation of the classifier using discretization is that it does not classify those instances for which conditional probabilities of any of the attribute value for every class is zero. The proposed method resolves this limitation of estimating probabilities in the naiveBayes classifier and improve the classification accuracy for noisy data. The proposed method is efficient and robust in estimating probabilities in the naive-Bayes classifier. The proposed method has been tested over a number of databases of UCI machine learning repository and the comparative results of existing naive-Bayes classifier and proposed method has also been illustrated.
Introduction
Classification has wide application in pattern recognition. In classification, a vector of attribute values describes each instance. Classifier is used to predict the class of the test instance using training data, a set of instances with known classes. Decision trees [13] , k-nearest neighbor [1] , naive-Bayes classifier [6, 7, 8] etc. are the commonly used methods of classification. Naive-Bayes classifier (NBC) is a simple probabilistic classifier with strong assumption of independence. Although attributes independence assumption is generally a poor assumption and often violated for real data sets, Langley et. al. [10] found that NBC outperformed an algorithm for decision-tree induction. Domingos et.al. [4] has also found that this limitation has less impact than might be expected. It often provides better classification accuracy on real time data sets than any other classifier does. It also requires small amount of training data. It is also useful for high dimensional data as probability of each attribute is estimated independently. There is no need to scale down the dimension of the data as required in some popular classification techniques.
NBC has a limitation in predicting the class of instances for which conditional probabilities of each class are zero i.e. conditional probability of any of the attribute value for every class is zero. To rectify this problem, the Laplace-estimate [3] is used to estimate the probability of the class and M-estimate [3] is used to estimate conditional probability of any of the attribute value. The results obtained from these estimates have more error of classification for noisy data i.e more number of classes or more number of attributes. A novel approach based on the maximum occurrence of the number for which conditional probabilities of any of the attributes are zero for a given instance, is proposed in the paper.
The proposed method has been tested over a number of databases of UCI machine learning repository [12] . In proposed approach, the classification accuracy is much better even for noisy data as compared to that of basic approach of estimating probabilities in NBC and of Laplace-estimates and M-estimates.
The overview of NBC along with the estimation of probabilities in NBC is given in section 2 of the paper. The proposed approach has been described in section 3 with limitation of NBC using discretization and overcoming the limitation by proposed approach. Section 4 presents results and discussion of all approaches over several databases from UCI machine learning repository. Comparative evaluation of proposed approach with the existing basic and estimate approach are also present in this section. Concluding remarks is given in the last section of the paper.
Naive-Bayes Classifier (NBC)
NBC [6, 7, 8 ] is a simple probabilistic inductive algorithm with strong attribute independence assumption. NBC learns from training data and then predicting the class of the test instance with the highest posterior probability. Let C be the random variable denoting the class of an instance and let X < X 1 , X 2 , . . . , X m > be a vector of random variables denoting the observed attribute values. Let c represent a particular class label and let x < x 1 , x 2 , . . . , x m > represent a particular observed attribute value vector. To predict the class of a test instance x, Bayes' Theorem is used to calculate the probability
Then, predict the class of test instance with highest probability. Here X= x represents the event that
can be ignored as it is invariant across the classes, then equation (1) becomes
p(C = c) and p(X = x|C = c) are estimated from the training data. As attributes X 1 , X 2 , . . . , X m are conditionally independent of each other for given class then equation (2) becomes
which is simple to compute for test instances and to estimate from training data. Classifiers using equation (3) are called naive-Bayes classifier.
Estimation of Probabilities in Naive-Bayes Classifier
NBC can handle both categorical and numeric attributes. For each discrete attribute, p(X i = x i |C = c) in equation (3) is modeled by a single real number between 0 and 1, and the probabilities can be estimated with reasonable well accuracy from the frequency of instances with C=c and the frequency of instances with X i = x i ∧ C = c in the training data. We call this approach of estimating probabilities as basic approach. Laplace-estimate [3] and M-estimate [3] are also used to compute the probabilities in equation (3). In Laplace-estimate
where n c is the number of instances satisfying C=c, N is the number of training instances, n is the number of classes and k=1.
where n ci is the number of instances satisfying X i = x i ∧ C = c, n c is the number of instances satisfying C = c, p is the prior probability p(X i = x i ) (estimated by the Laplace-estimate), and m = 2.
In contrast to discrete attribute, for each numeric attribute the probability p(X i = x i |C = c) is either modeled by some continuous probability distribution [8] over the range of that attribute's values or by conversion of numeric attribute to discrete one using discretization [11, 14, 15] . Equal width discretization (EWD) [2, 5, 9 ] is a popular approach to transform numeric attributes into discrete one in NBC. A discrete attribute X 
It is estimated same as for discrete attribute mentioned above. Using equation (4), equation (3) becomes as
Thus for a numeric attribute of a test instance x < x 1 , x 2 , , x m >, the probability is computed by equation (5).
Proposed Approach
The limitation of NBC using basic approach for estimating probabilities is that if the training instance with X i = x i ∧ C = c does not present in the training data, then p(X i = x i |C = c) is zero which ultimately leads to p(C = c |X = x) as zero from equation (3) . It means that for any instance, p(C = c |X = x) will be zero for all classes if any one of p(X i = x i |C = c) is zero for each class. Thus, NBC cannot predict the class of such test instances. Laplace and M-estimate methods are also not well enough for noisy as well as large databases and classify the noisy data with high error of classification. To reduce the error of classification for noisy data and to overcome the problems of both the estimation of probabilities in NBC, a simplistic novel approach based on the maximum occurrence of the number for which conditional probabilities of any of the attributes are zero for a given instance has been proposed in the paper. The proposed approach is given as follows. For given test instance x < x 1 , x 2 , . . . , x m >, if p(C = c |X = x) for each class is zero, then for each class, count the occurrences of attribute values (say, n i ) for which p(a i < x i ≤ b i |C = c) = 0. Here, n i signifies the number of attributes for which training instance with X i = x i ∧ C = c does not present in the training data. The greater is the number n i of a class c, the lesser is the probability that test instance x belong to that class c. n i also depends upon the probability of that class in the training data. Therefore, instead of taking n i as the significant number in deciding the class of such test instance, we compute for every attribute
Now, N i captures the dependency of p(C = c ) in the training data. Instead of taking p(C = c |X = x) = 0 for each class, we take p(C = c |X = x) is equal to p(C = c ) for a particular class for which N i is minimum. It means, test instance x with p(C = c |X = x) = 0 for each class would be classified to the class for which N i is minimum.Thus,N i is computed using equation (6) for each test instances of such type. This new approach of estimating probabilities will solve the problem in basic approach of NBC and also performs better than Laplace and M-estimate methods for noisy and large datasets. The proposed method is simple, efficient and robust for noisy data. We observe reasonably well reduction in error of classification on several datasets using the proposed approach. The comparative results of proposed approach with the existing basic approach and estimate approach are present in the subsequent section of the paper. The result shows that proposed approach outperforms the existing approaches of estimating probabilities using discretization for NBC.
Results and Discussion
To determine the robustness of our approach to real world data, we selected 15 databases from the UCI machine learning repository [12] . Table 1 gives mean accuracies of the ten-fold cross validation using different approaches of estimating probabilities in naive-Bayes classifier. For each datasets, Size is the number of instances, Feature is the number of attributes, Class is the number of classes, Basic, Estimate and Proposed represent probability estimation using basic approach,Laplace and M-estimate approach and proposed approach respectively and last two columns show the significance level of paired t test that proposed approach is more accurate than basic and estimate. For each datasets, we used ten-fold cross validation to evaluate the accuracy of the three different approaches i.e. basic, estimate and proposed. Table 1 shows that the classification accuracy of proposed approach was much better than basic approach in 8 out of the 15 databases. The proposed approach was also significantly better than estimate approach in 4 of the 15 databases. The result also indicates that proposed approach improved the results significantly in case of basic approach of estimating the probabilities in NBC whereas in case of estimate approach, it outperformed for noisy databases such as sonar, pendigits, letter recognition and segmentation. It is important to note that all the databases where proposed approach outperformed estimate approach were large in size and had more number of classes than any other datasets. Our experiments show that proposed approach is better than basic and estimate approaches and aims at reducing NBC's error of classification. It is observed from Table 1 that the proposed approach is especially useful in classifying noisy datasets.
Concluding Remarks
In this paper, a robust approach for estimating probabilities in naive-Bayes classifier based on the maximum occurrence of the number for which conditional probabilities of any of the attributes are zero for a given instance has been proposed in order to overcome the limitation of existing approaches of estimating probabilities in NBC. The effectiveness of the proposed approach over the existing approaches has been illustrated using different databases of UCI machine learning repository. The proposed approach performs remarkably well in terms of classification accuracy for large and noisy datasets as compared to other estimates. The approach can play an important role for wider variety of pattern recognition and machine learning problems by estimating the probabilities for naive-Bayes classifier.
