The Interpretation of Codewords as "Trees"
In particular, in the tree representation of a prefix-free code, all codewords are at the leaves of the tree. But not all leaves have to be codewords:
Suppose we are given a prefix-free code, with codeword length l(x). Arrange the codewords in a tree and consider a monkey climbing this tree:
Theorem (Kraft) The codeword length {l(x) : x X} of a binary prefixfree (or as we will see later, even a uniquely decodable) code satisfies Then there is a prefix-free code with these codeword lengths.
Expected Codeword Length
If X is a random variable and l(x) is the length of the codeword assigned to x, then the expected codeword length of a code C is Relationship between Entropy and Source coding What do valid, prefix-free dictionaries look like? The words of a prefixfree dictionary must be the leaves of a tree. Also all leaves must be occupied, otherwise the dictionary would not be valid.
Corollary The expected depth of the leaves of a tree is the sum of the probabilities of its intermediate nodes (including the root).

E[#of source letters parsed] = (#of words parsed)*E[length of a word]
Tunstall Algorithm
To find the best dictionary for a given size, we should try to maximize E[length (W) ]. This leads to picking the highest probability nodes as intermediate nodes.
Conclusion
The Tunstall Algorithm will compress the source as close to as desired.
Introduction to Universal Coding
All these methods require that the source statistics be known to the code designer. Universal methods don't require that the source statistics be known. Example Suppose we have an iid binary source ; but we don't know p. Someone who knows p will be able to compress the source to Can we do as well?
Proposal Lemma
So this method (for large n) does as well as an "informed" method, i.e. we can compress the source to H(X) without knowing the exact p! 
