We propose serial correlation robust asymptotic confidence bands for the receiver operating characteristic (ROC) curves estimated by quasi-maximum likelihood in the binormal model. Our simulation experiments confirm that this new method performs fairly well in finite samples. The conventional procedure is found to be markedly undersized in terms of yielding empirical coverage probabilities lower than the nominal level, especially when the serial correlation is strong. We evaluate the three-quarter-ahead probability forecasts for real GDP declines from the Survey of Professional Forecasters, and find that one would draw a misleading conclusion about forecasting skill if serial correlation is ignored.
Introduction
The receiver operating characteristic (ROC) curve is a popular diagnostic device, originally proposed in signal detection theory, to assess the discriminatory power of a binary classifier. The last few decades, following the pioneering work of Green and Swets (1966) , have witnessed a remarkable growth of research in this field. The surge in the number of articles related to ROC analysis since its introduction in the 1960's is well documented in Krzanowski and Hand (2009) . Due to its ability to summarize all relevant information in an intuitive manner, ROC curve has received considerable attention from diverse disciplines including computer science, epidemiology, medical diagnosis, meteorology, and psychology. A general introduction to ROC methodology can be found in Fawcett (2006) , Swets et al. (2000) , and Zhou et al. (2002) .
In the finance and banking literature, ROC curve is also commonly employed as a tool to measure the accuracy of a particular classification model. Stein (2005) illustrated the use of the ROC curve generated by a credit scoring model to yield an optimal cut-off and asset pricing strategy as guidelines for a bank in its lending decisions. Blöchlinger and Leippold (2006) linked the discriminatory power of a credit scoring model, as visualized by the area under an ROC curve, with the market share, revenue, loss, and profit of a bank. Ravi and Pramodh (2008) compared the performance of alternative neural networks to predict bankruptcy with respect to the area under the ROC curve based on data of Spanish and Turkish banks.
In recent years, the ROC analysis has begun to draw increasing attention in the economics profession, especially macroeconomic forecasting. Berge and Jordà (2011) , utilizing ROC curve, investigated certain issues with the business cycle indicators defined by the National Bureau of Economic Research (NBER) in terms of their skill in classifying economic activity into recessions and expansions. Lahiri and Wang (2013) noted that one important but overlooked point in forecasting relatively uncommon events is the role of a threshold or cut-off, and usual forecasting skill measures combine the true accuracy with the implicit threshold. Drehmann and Juselius (2012) used ROC analysis to assess the performance of early warn-ing indicators for emerging financial vulnerabilities in the banking sectors. Lahiri and Yang (2013) integrated the ROC analysis into a unified framework of forecast skill evaluation for a binary outcome, and surveyed a wide range of skill scores related to the ROC curve.
Most of the aforementioned literature concentrates on the application of the ROC curve to a specific classification or forecasting problem. Less effort has been made towards statistical inference. Since the ROC curve is derived from an underlying actual/forecast data, quantifying its sampling variability needs some additional care. Fortunately, there are a number of studies that address this concern, and they differ primarily in terms of the way the estimator is generated. When the ROC curve is fitted by parametric approach, the inference can be conducted using the standard asymptotic theory. Demidenko (2012) discussed the confidence interval and confidence band in the parametric binormal model. Pepe (2003) gave the various types of confidence intervals when the ROC curve is estimated by nonsmoothing empirical methods. Hall et al. (2004) constructed confidence intervals and confidence bands for the ROC curve estimated by nonparametric kernel smoothing, and suggested a parsimonious first order asymptotic approximation. Macskassy et al. (2005) examined most of the techniques avaiable to date to construct confidence bands for an ROC curve, and showed their empirical performance using real life examples.
To the best of our knowledge, no previous study has considered the impact of serial correlation on the statistical inference for an ROC curve. Virtually all papers cited above assume that the sample is independently and identically distributed (i.i.d.) . This may make sense in many cross-sectional designs, which are prevalent in epidemiology and medical diagnostics.
However, the legitimacy of this assumption is problematic in economic forecasting that is often based on time series data. A similar issue may arise in weather forecasting as well.
The extant rich inferential procedures are not directly usable in this setting. Blaskowitz and Herwartz (2011) and Pesaran and Timmermann (2009) have developed tests designed to take care of the serial correlation while testing dependence among binary variables. Wilks (2010) has shown that the failure to accommodate serial correlation will seriously underestimate the standard error of the Brier skill score. Pesaran and Timmermann (2009) cite many articles that deal with the effect of serial dependence on the chi-squared tests of independence based on two-way contingency tables. Our paper parallels this literature in that we robustify the current procedures to accommodate serial dependence in the parametric binormal ROC model. Though restrictive in some cases, the binormal specification is widely used and often taken as a benchmark for comparison with more flexible semiparametric or nonparametric counterparts. See Hanley (1988) and Swets (1986) to appreciate the remarkably robust features of this model. In addition, the methodology described in this paper can be slightly modified to cope with other parametric specifications in a straightforward way. See Satchell and Xia (2008) for a number of such altervative parametric specifications for ROC analysis in the context of scoring models in banking.
The rest of the paper is organized as follows: six types of asymptotic confidence bands in the binormal model that are robust to serial correlation are constructed in Section 2. In Section 3, a Monte Carlo experiment is conducted to analyze the finite sample properties of these confidence bands. Section 4 applies the new method to evaluate the accuracy of subjective forecasts for real GDP declines reported in the Survey of Professional Forecasters (SPF). The paper concludes in Section 5 with suggestions for future research.
2 Construction of asymptotic confidence bands
The preliminaries
In this section, we develop a parametric approach to construct the asymptotic confidence bands for an ROC curve based on the binormal model. However, we need to first introduce some standard assumptions and asymptotic results with respect to the fundamental parameters in the binormal model. Most of the results in Theorems 1 and 2 are adapted from White (1984) , but specialized for this model. Our main results are built upon a few mild assumptions. Assumption 1 concerns the probability law governing the observed binary outcomes and classifiers.
Assumption 1 (i) {X t = (Y t , Z t ) : t = 1, 2, ...} is a stochastic process on a complete probability space (Ω, F , P ), where Ω = × ∞ t=1 R 2 and F is the Borel-σ field generated by the measurable finite dimensional product cylinders; (ii) For some r > 1, {X t } is a mixing sequence with either uniform mixing coefficient φ m or strong mixing coefficient α m of size r /(r − 1);
2 ) lies in the interior of a compact set Θ ⊂ R × R + × R × R + , and T (·) is a real-valued strictly increasing function; and (v) h t (X 0 , X 1 , ..., X t−1 , Z t ,Y t ) is integrable uniformly in t, where h t is the conditional density of Y t given {X 0 , X 1 , ..., X t−1 } and Z t , and X 0 = 0. 1
In standard ROC studies like those cited in Section 1, analysts often treat Z t as nonstochastic. In these circumstances, Y t (or T (Y t )) is assumed to have two distributions corresponding to the two values of Z t . Furthermore, the assumption is made that the observations are independent within the distribution as well as between distributions. This is a natural assumption under a controlled experiment. For instance, in clinical trials, the analysts are able to design an experiment to collect data recording the blood pressure (Y t ) for people from two groups of given sizes: diseased (Z t = 1) and nondiseased (Z t = 0). See Zhou et al. (2002) for examples of this sort. However, that Z t is fixed is questionable in economic studies, where the observed values of Y t and Z t are simultaneously determined as the realization of the underlying stochastic process. To reflect this distinguishing feature of economic data, Assumption 1 specifies the distribution of Y t and Z t jointly. 1(i) is analogous to the Assumption 1 of White (1984) with v = 2. 1(ii) allows for certain degree of serial correlation in {X t }, as long as its dependence shrinks towards zero at the stated rate. Independence is nested within 1(ii) as a special case since independent sequence must be mixing of any size. Though not necessary by itself, 1(iii) facilitates the following asymptotic analysis substantially. What matters is that X t must be identically distributed for each t ∈ N in order for the population ROC curve to be well defined. 1(ii) and 1(iii) together implies {X t } is ergodic as well; see White (2000) . 1(iv) says that the functional form of T (·) should be known a prior to transform Y t into a mixture normal random variable. Among other things, this requires that the domain of T (·)
1 Existence of h t (X 0 , X 1 , ..., X t−1 , Z t ,Y t ) is ensured by Theorem 2.4 in White (1984) . must nest the range of Y t , and the range of T (·) is unlimited in R. In our empirical application in Section 4, Y t is the probability forecast of the real GDP decline. Thus any link function for a binary dependent response in the generalized linear model would be a potential choice, like logit, probit or log-log links, see McCullagh and Nelder (1989) .
The next assumption describes the basic structure of the binormal model.
Assumption 2 The family of the working models assumes
The binormal model derives its name from the normal specification of both conditional distributions of T (Y t ). In view of 1(iv), the model correctly specifies the distribution of X t for each t. This, however, does not rule out the possibility of dynamic misspecification. In the presence of serial correlation as implicit in 1(ii), the distribution of T (Y t ) presumably depends on previous observations of X τ for all τ < t, that is, h t (X 0 , X 1 , ..., X t−1 , Z t ,Y t ) may not be equal to the conditional density of Y t given Z t only. Our main purpose here is to carry out the statistical inference which would be robust with respect to possible presence of serial correlation.
We form the conditional quasi-log-likelihood function based on a sample {X t : t = 1, 2, ..., T }:
where f (·; µ Z , σ 2 Z ) is the density function of a normal random variable with mean µ Z and variance σ 2 Z , for Z = 1 or 0. The quasi-maximum likelihood estimator (QMLE)θ T ≡ (μ 1T ,σ 2 1T ,μ 0T ,σ 2 0T ) is the solution to the problem
Theorem 1 Under Assumptions 1 and 2, there exists a measurableθ T solving (2). Further-more,θ T a.s.
→ θ * , as T → ∞.
The strong consistency ofθ T merely rests on the correct specification of the conditional distribution of T (Y t ) given Z t alone. Consequently, one can view {X t : t = 1, 2, ..., T } as a random sample and estimate parameters as usual. Theorem 1 guarantees that the resulting estimator approaches the true value asymptotically.
To show asymptotic normality ofθ T , we have to introduce additional notations. The score function for observation t is
∂θ ), and H * ≡ H(θ * ).
Assumption 3 The sequence {I * T } is uniformly positive definite, i.e. I * T is positive definite for each T ∈ N and there exists ε > 0 and a natural number N(ε) such that |I * T | > ε for all T > N(ε).
Lemma 1 Under Assumptions 1, 2 and 3, there exists a symmetric positive definite matrix I * such that λ I * T λ → λ I * λ as T → ∞ for any nonzero λ ∈ R 4 .
Theorem 2 Under Assumptions 1, 2 and 3,
Confidence bands for ROC curve
Now, we can get to the main objective of this paper, which is to derive the asymptotic confidence bands for an ROC curve when the data could be serially correlated. We first look at a particular point on the curve generated by fixing a threshold η. Without loss of generality, an observation X t is assigned to group 1 if T (Y t ) is above η. Otherwise, it is assigned to group 0. Let the hit rate (H) be the probability that X t is correctly classified when Z t = 1, that is,
, and the false alarm rate (F) be the probability that X t is misclassified 0.8
and
where Φ(·) is the standard normal distribution function. Varying η and plotting all the points P * (η) ≡ P(η; θ * ) = (F(η; θ * ), H(η; θ * )) in a unit square will produce the ROC curve, which displays the comprehensive information regarding the performance of the classifier over the entire range of η. Figure 1 presents the ROC curve (the solid one) for a binormal model when µ * 1 = −µ * 0 = 0.8 and σ * 1 = σ * 0 = 1. As η assumes smaller values, the tradeoff between H * (η) and F * (η) is visually reflected by the upward sloping shape of this curve. Note that this is the ROC curve for T (Y t ), which is not our interest. However, the ROC curve for the original classifier Y t is not altered by the strictly increasing transformation T (·), according to the invariance property. See Krzanowski and Hand (2009) for a rigorous proof.
The binormal model simplifies the analysis by characterizing (3a) and (3b) in term of four parameters only. A natural estimator for each of them is obtained by replacing θ * by its QMLEθ T of Section 2.1. For instance, H(η;θ T ) produces an estimate of H * (η) in (3a). However, objects like H(η;θ T ) are subject to sampling uncertainties, which must be properly accounted for. For this purpose, the confidence intervals for a given η should be used. Define
The 1 − α asymptotic confidence intervals for H * (η) and F * (η) are given by (4a) and (4b), respectively, in Theorem 3. To measure the joint uncertainty in estimating H * (η) and F * (η), (4c) provides the 100(1 − α)% simultaneous confidence region for (H * (η), F * (η)) .
where Γ(η, α) is the set defined as
2 ), and χ 2 α (2) is the 1 − α quantile of the chi-squared distribution with 2 degrees of freedom.
An alternative way to define the ROC curve is to rewrite (3a)-(3b) in such a way that η does not enter the expression explicitly. It follows from (3b) that η = µ * 0 − σ * 0 Φ −1 (F * (η)), which is plugged into (3a) to get
. (5) is the functional form for the ROC curve in a unit square with F as the horizontal axis and H as vertical axis, as is shown in Figure 1 . Again, y * (x) can be estimated by y(x;θ T ). Now, define
Furthermore, let f Σ (·, ·; a, b) be the density function of a bivariate normal random vector with zero mean and covariance matrix
Finally,
Theorem 4 offers the confidence interval of y * (x) for a given x and the uniform confidence band when x is allowed to be any value in a closed interval. For the latter, we first construct the uniform band for k 3 (x; θ * ) since it is linear in Φ −1 (x), and scale the band by the nonlinear transformation Φ(·); see the appendix for a rigorous proof.
where zα
Sometimes, we only need a single index to summarize all information contained in an ROC curve. The area under the ROC curve (AUC) is probably the most extensively used in practice. As its name suggests, AUC is defined as the integral of
that is,
The last equality of (7) is due to Krzanowski and Hand (2009) . Let
The confidence interval for AUC * is given in Theorem 5.
Compared to a poor competitor, a good classifier is rewarded by a higher H * (η) and a low F * (η) for a given η, by a higher y * (x) for a given x, and by a higher AUC * . Figure 1 shows three ROC curves. In terms of classification performance, the upper curve is better than the middle curve, which is better than the lower one. The upper curve is for the case where µ * 1 = −µ * 0 = 1.3 and σ * 1 = σ * 0 = 1. The mean difference µ * 1 − µ * 0 is larger than that for the solid curve, whereas both curves share the same standard deviations. This does make intuitive sense in the context of classification. If the difference of two means is small or two distributions of T (Y t ) overlap to a large extent, it is hard to distinguish one from the other. In other words, a large proportion of observations could be misclassified, which is reflected by the poorer (solid) curve. The lower dotted curve has the same mean values as the solid one except for σ * 1 = σ * 0 = 2. The higher standard deviation effectively dilutes the mean difference. Even if the means of two distributions are far away from each other, they cannot be sharply distinguished unless both distributions have small dispersions.
Note that the confidence intervals in (4), (6) and (8) However, it is possible that either c + d > 1 or c − d < 0. This should be avoided given that the ROC curve must lie in the unit square. The merit for constructing Φ-scaled confidence bands is that the resulting estimators cannot fall beyond the feasible range in finite samples.
For example, the function Φ(·) ensures that both the upper and the lower bounds must be numbers between zero and one in (8). (4) and (6a) In order for (6b) to be useful, f α needs to be evaluated for any α ∈ (0, 1). This is the two-tailed equicoordinate quantile of a bivariate normal distribution, which can be easily calculated by most statistical packages for a given mean vector and a covariance matrix. Agresti (2007) derived the exact confidence intervals for H * (η) and F * (η) in the absence of serial correlation. The basic idea is that I(T (Y t ) > η) when Z t = 1 is distributed as binomial with parameters H * (η) and T 1 , where I(·) is the indicator function that is 1 only when the condition in (·) is met (otherwise it is 0), and T 1 is the number of observations for Z t = 1. Similarly, I(T (Y t ) > η) follows the binomial distribution with parameters F * (η) and T 0 when Z t = 0. Agresti and Coull (1998) argued that the coverage probabilities for these exact confidence intervals tend to be unduly large because of its inherent conservativeness.
They proposed the so-called "score confidence interval" and demonstrated that it performs much better than the exact and asymptotic intervals in finite samples. Stephenson (2000) applied the score confidence intervals to judge whether the observed hit and false alarm rates in a contingency table could be obtained purely by chance. Ma and Hall (1993) took a regression view towards ROC curve and constructed the uniform band by adapting the idea of Working and Hotelling (1929) . Demidenko (2012) studied pointwise and uniform confidence bands with the shortest width. The asymptotic validity of his approach is not justified by the maximum likelihood theory. Instead, it essentially relies on the delta method and the mutual independence of four statistics necessary to calculate ROC curve or AUC. If the serial correlation is detected, none of these approaches would work well, and those in Theorems 3-5 should be used when T is relatively large.
In order to be useful, all unknown terms in Theorems 3-5 have to be estimated. It is straightforward to find consistent estimators for some of them. For example, H * can be estimated by the Hessian matrix of (1) evaluated atθ T . Any partial derivative appearing in the asymptotic variances should be evaluated atθ T also. Estimating I * is somewhat more complicated in the presence of serial correlation. Fortunately, a number of positive semi-definite estimators have been proposed in the econometrics literature. The basic idea is to use a finite sum of sample autocovariance matrix to approximate the population infinite sum, allowing for the truncation lag to increase to infinity at an appropriate rate as the sample size grows. To ensure the positive semi-definiteness of the resulting estimators, appropriate weights, like the Bartlett sequence, are necessary. For more details on this issue and alternative estimators, see Andrews (1991) , Gallant and White (1988) , Kiefer and Vogelsang (2005) , West (1987, 1994) , and Sun et al. (2008) . It can be easy to show the regularity conditions that are sufficient for the consistency of these covariance matrix estimators are met in the present case.
Simulation experiment
This section serves as an illustration to shed light on the finite sample properties of the methods proposed in Section 2. The data is generated from two mutually independent autoregres-sive processes of order 1, that is,
where ε Z t and ε Y t are normal white noise and mutually independent. The variance of ε Z t is 1, and the variance of ε Y t is determined in such a way that Var(Y * t ) = 1. X t = (Y t , Z t ) is obtained by letting Z t = I(Z * t > 0), and Y t = µ * Z t + Y * t , where µ * 1 = −µ * 0 = 2. 2 Two values of τ are computed so that the corresponding π * equals 0.5 (0.15), indicating that the event Z t = 1 is balanced (uncommon). For independence (ρ = 0) and each dependence strength (ρ = 0.3, 0.5, 0.7, 0.9), we simulate 1000 Monte Carlo replications of the processes. We consider samples of size T = 200, 500, and 1000.
To construct confidence bands, the asymptotic covariance matrix must be estimated first.
Suppose we treat the sample as i.i.d., as is often done in practice. The asymptotic covariance matrix ofθ T is −H * −1 , which can be estimated by its sample analogue evaluated atθ T .
When serial correlation is accommodated, we use Andrews' (1991) quadratic spectral kernel HAC estimator to approximate the long run variance I * . Other alternatives, such as West (1987, 1994) Bartlett HAC estimator, were also tried, with all yielding roughly the same results. All computations are performed in the R system with the aid of functions in the package sandwich. See Zeileis (2004 Zeileis ( , 2006 for additional functions in this package to compute the long run variance. The two-tailed equicoordinate quantile f α for the uniform bands is obtained using the package mvtnorm. The significance level α is always set to be 5% so that the usual 95% two-tailed bands are produced. For ease of exposition, we set η = 0 and x = 0.5 in (4) and (6a), that is, only one point on the ROC curve is considered to avoid unnecessary clutter. For (6b), a = 0.01 and b = 0.99.
The simulation results when π * = 0.5 are summarized in Table 1 . Notably, the empirical coverage probabilities for nearly all types of confidence bands are quite close to 95% when ρ = 0. It can be seen that, in this case, both the independent and correlated confidence bands perform very well even when the sample size is small (i.e. T = 200). One exception is 2 Here, T (·) is the identity transformation, i.e. T (Y t ) = Y t . the confidence band under y u (0.5), whose empirical coverage probabilities are almost 100%.
However, it is expected because this is the uniform band (6b) when x = 0.5. Given that (6b) is true not only for x = 0.5 but also for all x ∈ [0.01, 0.99], the uniform band must be wider than its pointwise counterpart (6a). As a result, y u (0.5) must contain the true value (y * (0.5)) more frequently than 95%.
When ρ > 0, the independent bands cover the truth with lower frequencies than the correlated bands, and the gap between them gets remarkably larger when ρ increases. Under low serial correlation (ρ = 0.3), the independent bands are still able to cover the truth at frequencies higher than 90% for all sample sizes. As the dependence becomes much stronger (ρ = 0.9), most of these coverage probabilities fall below 50%, and some of them are around 30% only even when T = 1000. If the data display strong serial correlation, the independent bands are far too narrow to cover the true ROC curve at the nominal frequency 95%. In contrast, the proposed correlated bands are more robust, and the differences between their empirical and nominal coverage probabilities are much smaller than those for independent bands. For instance, when T = 1000 and ρ = 0.9, the coverage probability of robust interval for AUC is 90.4% -a sizable improvement over the independent interval with coverage probability of only 49.7%. Although most of the coverage probabilities are higher than 90% when ρ > 0, the serial correlation does weaken the performance of our robust confidence bands. These bands appear to get narrower as ρ goes up. This may arise from finite sample bias in estimating the covariance matrix. Correction for this small sample bias is possible, but we do not pursue this possibility here. When the sample size becomes larger, the coverage probabilities get closer to 95% for each value of ρ. We also conducted a simulation experiment when T = 10000 (not reported here), where the bias vanished almost entirely. Table 2 , which is qualitatively similar to Table 1, displays the coverage probabilities when π * = 0.15. As the event Z t = 1 gets rarer, the finite sample distortion for most of the robust bands becomes more severe. In a similar vein, King and Zeng (2001) found that in finite samples the slope parameter of a logit model would be less precisely estimated when the event is rare. Given fewer observations for Z t = 1 in a sample, any parameter relevant to the occurrence of this event is estimated less accurately. This is the case for all types of bands except F(0). It follows from (3b) that F * (0) is a function of µ * 0 and σ * 0 solely, both of which are related to the more frequent event Z t = 0. Thus, the finite sample distortion for F(0) is substantially alleviated by exploiting information contained in more observations for Z t = 0.
In summary, the correlated confidence band proposed in this paper offers a more robust procedure than the conventional independent band. Whether the serial correlation is present or not, this procedure performs very well in finite samples. However, it is still subject to a moderate amount of bias whose size depends on the strength of the serial dependence ρ and the rareness of Z t = 1 in an expected way. This bias goes away when T goes to infinity.
Application to SPF probability forecasts
We apply the methodology outlined above to evaluate the accuracy of the subjective probability forecasts of real GDP downturns in the Survey of Professional Forecasters (SPF). The SPF, conducted by the Federal Reserve Bank of Philadelphia, is a leading U.S. survey collecting subjective probability predictions in economics. Since 1968:Q4, the respondents of this survey are asked to indicate the probability they would attach to a decline in the level of real GDP in the current and the next four quarters. For the sake of illustration, we focus on the three-quarter-ahead probability forecasts averaged over individuals. Our sample covers the period from 1969:Q3 to 2012:Q3 over which both the forecasts and the actuals are available. The actual GDP growth rates were calculated based on values known one month after the quarter. The total number of observations is 173, and the fraction of real GDP declines is about 13.9%, a little bit lower than the mean recorded forecasts 17.4%. The reader is referred to Croushore (1993) for a general introduction to SPF. Lahiri and Wang (2013) used a battery of diagnostic tools including the ROC curve to examine the value of these forecasts over other horizons.
Our serial correlation robust ROC analysis is motivated by Figure 2 , which depicts the sample autocorrelation functions of forecasts and actuals, respectively. Either plot displays the presence of moderate serial correlation, especially for forecasts. All of the autocorrelation coefficients up to four-quarter horizons are significantly different from zero. Ignoring this would therefore make the resulting inference misleading. In general, this type of dependence is typical in most studies involving real life time series. To make appropriate use of the ROC curve in these situations, serial correlation should be accounted for.
To implement QMLE, the probability forecasts with zero and one as two natural bounds need to be transformed using T (·). As mentioned in Section 2.1, we adopt the bellwether probit link function, i.e. we set T (p) = Φ −1 (p). We tried other links, but the results do not change dramatically. For the sake of brevity, we only report results from the probit link.
Details on other links are available from the authors. Figure 3 demonstrates that the density fitted by QMLE is very close to its empirical counterpart of the forecasts transformed by T (·).
Figure 4 presents five types of confidence bands, as in Theorems 3-4. Observe that these bands are not symmetric around the estimated ROC curve. This is simply due to the scaling of Φ(·), which, as argued before, guarantees that the bands cannot go outside the unit square.
As is evident from these graphs, all confidence bands become wider when the serial corre- lation is taken into consideration. This is expected because the autocorrelation functions in Figure 2 highlight the positive autocorrelation in this dataset. Given that the estimated long run variance is a weighted sum of the sample variance and autocovariances of the score vector, the independent confidence bands, by ignoring the latter, suffer from a downward bias.
For this particular example, the inference based on independence assumption may lead us to believe that the SPF outperforms a coin-toss naive forecast whose ROC curve is represented by the diagonal line. However, when looking at the confidence bands under autocorrelation, a completely different conclusion emerges. For relatively high values of η, the lower band for F lies to the right of the diagonal. If these high η's are relevant in a particular decision making problem, the SPF will be of no use.
A point worth clarifying here is that not all kinds of confidence bands are suitable for a specific problem at hand. For example, when an investor is aware of his own loss function, (s)he should concentrate only on one η, which minimizes the expected loss over the entire range of η, as documented by Blöchlinger and Leippold (2006) and Stein (2005) . Thus, the probability forecasts will be economically valuable if the point on the ROC curve corresponding to this optimal η is significantly above the diagonal. Otherwise, (s)he would rather depend on the coin-toss naive forecast. In this situation, the investor should pay more atten- Notes: (a)-(e) present the confidence bands of (4a), (4b), (4c), (6a), and (6b), respectively. We consider only one value of η to make (c) readable. For (e), the band for F ∈ [0.01, 0.99] is plotted.
tion to the pointwise confidence bands given η, instead of the confidence band of H when F is fixed or the uniform band. In other situations, the decision maker may not know the loss function. However, (s)he may be required to attain at least a permissible level of H given that a value of F is achieved. This is often encountered in a medical diagnosis, where a new diagnostic device is required to satisfy a minimum value of H given an allowable F to meet the criteria set by the administrative agency. The confidence band of H given F is a legitimate solution to this problem.
Finally, if we only care about the overall performance of the forecasts without regard to any η or F, we have two choices: the uniform band and the confidence interval of the AUC. The former is much more conservative in that the resulting band is wider than its pointwise colleagues. Two bounds for the uniform band are reported such that we are 95%
certain that the true ROC curve when F ∈ [a, b] would fall strictly between them. 3 For this reason, suppose the uniform lower bound for a particular F ∈ [a, b] is above the diagonal.
Then we are sure that the corresponding pointwise lower bound must be so as well, since the former is valid not only for this F but also for other F ∈ (allowing autocorrelation). Clearly, taking serial correlation into account ends up with an insignificant result. Note that the AUC of the coin-toss naive forecast is 0.5, and higher AUC indicates better accuracy. Despite its wide popularity in empirical forecasting literature, the importance of AUC should not be overemphasized. It should be combined with other types of confidence bands in Figure 4 to draw a meaningful conclusion. Consider the case where some part of ROC curve lies below the diagonal, whereas the other part is above the diagonal.
3 Again, we set a = 0.01 and b = 0.99.
The AUC could still be larger than 0.5 as long as the part above the diagonal dominates. For a decision maker who is more interested in cut-off values corresponding to the part under the diagonal, a significant AUC tells nothing useful. Only when we are sure that the ROC curve cannot lie in the lower triangular area, reporting the AUC makes some sense.
Conclusion and further remarks
This paper developed six types of serial correlation robust confidence bands for ROC curves in the binormal model. Our asymptotic theory is based on the consistency and asymptotic normality of a quasi-maximum likelihood estimator in this parametric model. The confidence bands are obtained from a direct application of this asymptotic theory and the (functional) delta method. The simulation experiment we conduct shows a better finite sample performance of these robust confidence bands than conventional independent bands. Depending on the sample size, the event's base rate, and the type of band considered, we find about 45.9% − 94.0% improvement in our robust bands in terms of the coverage probabilities in the presence of strong serial correlation. For the three-quarter-ahead probability forecasts of real GDP declines reported in SPF since 1969:Q3, the lack of forecast skill (compared to the coin-toss naive forecast) can be rejected by the conventional procedure, but cannot be rejected if serial correlation is corrected for.
In Section 3, we emphasized that our robust procedure still suffers from finite sample distortion whose magnitude could be large for a small or medium sample size with strong serial correlation, especially when the event being predicted is relatively rare. The issue can possibly be tackled through some bias reduction techniques or bootstrap. In addition, we only consider confidence bands in a fully parametric model, which could be misspecified in some cases. Although we may translate the original classifier into a normal variate through T (·), it is seldom known a prior which T (·) should be used. If we are reluctant to restrict the functional form of T (·) but retain the binormal specification of T (Y t ), a semiparametric version of binormal model is the potential choice. See Cai and Moskowitz (2004) , Hsieh and Turnbull (1998), and Metz et al. (1998) for estimation and inference issues in the class of models. If we want to discard the binormal assumption completely, nonparametric approach is the most robust way to follow. Unfortunately, there is no study on semiparametric and nonparametric ROC confidence bands robust to serial correlation. We leave these for future research.
Mathematical appendix
Proof (Theorem 1): The strong consistency of QMLEθ T is established by checking that the Assumptions 1 ', 2, 3', 4, 5, 6, 7, 8 in White (1984) are valid for the current case. Given 1 and 2 in this paper, all but Assumptions 4 and 5 in White (1984) trivially hold. The Lebesgue measure on R and the counting measure on {0, 1} are the σ-finite measures corresponding to {Y t } and {Z t }, respectively. As for Assumption 4, let
).
where C i is a finite real number for each i = 1, 2, ..., 9. The last two inequalities of (9) result from the compactness of Θ and the properties of quadratic function. Since each T (Y t ) has the same mixture distribution with normal components by assumptions 1(iii) and 1(iv), all of its finite moments exist. In particular, we have
for any finite C 7 ,C 8 and C 9 , where [r ] is the largest integer less than or equal to r . Assumption 4 in White (1984) follows immediately.
To show Assumption 5, observe that
,
is a quadratic function of µ 1 only. It is minimized at µ 1 = µ * 1 with the minimum (σ * 1 ) 2 > 0. Analogously, µ 0 = µ * 0 is the unique minimizer for (µ * 0 ) 2 + (σ * 0 ) 2 − 2µ 0 µ * 0 + µ 2 0 with the minimum (σ * 0 ) 2 > 0. Since π * ∈ (0, 1), E(l T (θ)) has a unique maximizer on Θ 1 , which is θ * . Since Θ ⊂ Θ 1 and θ * ∈ Θ, θ * is also the unique maximizer of E(l T (θ)) on Θ.
For any ε > 0, define δ(ε) to be the ε-neighborhood of θ * within Θ, i.e. δ(ε) ≡ {θ ∈ Θ :
Becauseδ c (ε) is the closure of δ c (ε), there exists a sequence of {θ n } in δ c (ε) such that d(θ n , θ) → 0 as n → ∞ for any θ ∈δ c (ε). It follows from the triangular inequality that
Letting n → ∞ on both sides, we have
for any ε > 0 by the compactness ofδ c (ε) and continuity of E(l T (θ)). So θ * is identifiably unique maximizer of E(l T (θ)), Assumption 5 in White (1984) holds.
By Theorems 2.5, 2.7 and Corollary 2.9 in White (1984) , existence and strong consistency ofθ T are established.
Proof (Lemma 1): Let s t,q (θ) be the qth element of s t (θ) for q = 1, 2, 3, 4. It follows that
Further, let a ≡ [r /(r − 1)] be the largest integer less than or equal to r /(r − 1) and b ≡ 2a/(a − 1). By 1(ii), r > 1, so b > 2. For any q and t, s t,q (θ
Here we use Jensen's inequality to derive the first inequality. Then,
for any i, j and m ∈ N. The first line in (10) is Davydovs inequality, and the second is due to stationarity. Take summation on both sides of (10) over m to yield the autocovariance matrix Γ m ≡ Cov(s t (θ * ), s t+m (θ * )) is absolutely summable. Note that
For any nonzero λ ∈ R 4 ,
Hence,
where
Obviously, I is symmetric. By Assumption 3, I * T is positive definite for each T ∈ N, implying λ I * T λ > 0. Therefore, λ Iλ ≥ 0 for any nonzero λ ∈ R 4 . I is positive semidefinite as a result. Moreover, |I * T | > ε for all T > N(ε), so |I| ≥ ε > 0 and I is positive definite, which completes the proof.
Proof (Theorem 2): We need to show Assumptions 1", 3 ', 4', 5', 12', 13 and 14 in White (1984) hold. Given Assumptions 1, 2, 3 and Lemma 1, 1", 3', 5', 12' and 13 are satisfied.
Asymptotic normality ofθ T follows once 4' and 14 are also satisfied. For 4', note that each s t,q (θ) is absolutely dominated by a linear or quadratic function of T (Y t ), similar to the argument in (9). Integrability of the product of these dominant functions is due to the existence of any finite moment for normal distribution. Let H t (θ) be the derivative of s t (θ).
We have
Again, any element in H t (θ) is absolutely dominated by a linear or quadratic function of
. Integrability follows as a consequence. To verify 14, note that H(θ) = E(H t (θ)), and the latter is
Therefore, |H(θ)| = (π * (1 − π * )) 2 (2(σ * 1 ) 2 − σ 2 1 )(2(σ * 0 ) 2 − σ 2 0 ) 4σ 8 1 σ 8 0 , and |H(θ * )| = (π * (1 − π * )) 2 4(σ * 1 ) 6 (σ * 0 ) 6 > 0.
Since |H(θ)| is continuous in θ, there exists a ε > 0 such that |H(θ)| > 0 for all θ ∈ δ(ε), where δ(ε) ≡ {θ ∈ Θ : d(θ, θ * ) < ε}. Moverover, for all such θ, H(θ) is of full rank, and 14 is true. By Theorem 3.1 in White (1984) ,
Using (11), there exists an integer T 0 (λ) such that λ I * T λ ≤ λ I * λ + 1 < ∞ for all T > T 0 (λ).
by the delta method. (4b) can be proved in the same way. Analogously,
We have T (k (η;θ T ) − k (η; θ * )) ( ∂k (η; θ * ) ∂θ H * −1 I * H * −1 ∂k (η; θ * ) ∂θ
where χ 2 (2) is a random variable with chi-squared distribution of 2 degrees of freedom.
Recall that Γ(η, α) is the set defined as
It follows that P ((H * (η), F * (η)) ∈ Φ(Γ(η, α))) = P (Φ(k (η; θ * )) ∈ Φ(Γ(η, α))) = P (k (η; θ * ) ∈ Γ(η, α)), which converges to 1 − α by the preceding argument and (4c) holds.
Proof (Theorem 4): (6a) holds by the same argument as in the proof of Theorem 3. To show (6b), applying the delta method again, we have
where W ∼ N(0, ∂k(θ * ) ∂θ H * −1 I * H * −1 ∂k(θ * ) ∂θ ).
Consider the map is continuous on R 2 . In order to apply the functional delta method to (13), F 1 (·) must be
Hadamard-differentiable at k(θ * ) ∈ R 2 . For this purpose, let {t n } and {h n } be any two converging sequences such that t n → 0 ∈ R and h n → h ∈ R 2 as n → ∞. We have F 1 (k(θ * ) + t n h n ) − F 1 (k(θ * )) t n = F 1 (k(θ * )) + t n F 1 (h n ) − F 1 (k(θ * )) t n = F 1 (h n ), which converges to F 1 (h) by the continuity of F 1 (·). Thus, F 1 (·) is Hadamard-differentiable at k(θ * ) tangentially to R 2 . According to the functional delta method (cf. Kosorok (2008) ),
where =⇒ stands for weak convergence. Moreover, the continuous mapping theorem implies
Without loss of generality, let W 2 = 0. The maximizer x * for |W 1 + W 2 Φ −1 (x)| over 
x∈ [a,b] |k 3 (x;θ T ) − k 3 (x; θ * )| ≤ f α ), which converges to 1 − α by (14). (The measurability of sup x∈ [a,b] |k 3 (x;θ T ) − k 3 (x; θ * )| can be argued from Appendix C of Pollard (1984) ).
Proof (Theorem 5): (8) is a trivial application of the delta method.
