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CENTER CONDITIONS FOR POLYNOMIAL
LIENARD SYSTEMS
Abstract. In this paper we study the center problem for poly-
nomial Lienard systems of degree n with damping of degree n.
Computing the focal values we nd the center conditions for such
systems for n = 5 and using modular arithmetics and Grobner
bases for n = 6. We also give some center conditions for polyno-
mial Lienard systems of degree n with damping of degree n.
1. Introduction and statement of the main results
We consider the so-called Lienard equation
(1) x+ f(x) _x+ g(x) = 0;
where f(x) and g(x) are polynomials, which we rewrite as a dierential
system in the plane
(2) _x = y; _y =  g(x)  yf(x):
Systems of this form arise frequently in the study of various mathe-
matical models of physical, chemical, biology and other processes. For
the polynomial system (2) Cherkas [2] gave a necessary condition for
the existence of a center. This necessary condition reduces to the com-
putation of a resultant of two polynomials. Christopher et al. [4, 5]
extended this result and obtained global conditions on the form of the
polynomials f and g to have a center. In fact the Lienard systems
(2) with a center are symmetric with respect to an analytic invertible
transformation and a scaling of time followed by a reversion of time.
These type of symmetry is called generalized symmetry and it has been
applied to other more general systems, see for instance [4, 6]
These results permit to check if a given system has a center at the
origin. Moreover several systems that can be transformed to Lienard
systems via Cherkas transformation have been studied using these re-
sults, see for instance [1, 3]. However, in practice from the conditions
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obtained it is not easy to get the explicit form of the families with cen-
ter of certain family of Lienard systems with several parameters even
for systems of small degree.
In this paper we give the center conditions for systems of the form
(2) with f and g of degree  6, that is, a system of the form
_x = y;
_y =  x  b2x2   b3x3   b4x4   b5x5   b6x6
  (a1x+ a2x2 + a3x3 + a4x4 + a5x5 + a6x6)y;
(3)
The main results of the paper are the following.
Theorem 1. The Lienard system (3) with a6 = b6 = 0 has a center if
and only if one of the following conditions holds.
(a) a2 = b2 = a4 = b4 = 0;
(b) a2 = a1b2, a3 = a1b3, a4 = a1b4, a5 = a1b5;
(c) a2 = a1b2, a5 = a4b5=b4, a4 = a3b4=b3, b5 = 2b2b4=5, b4 =
5b2b3=3.
In [15] were found necessary and sucient conditions for the origin
of cubic Lienard system (2) with cubic damping. Later the case when
f and g are of degree  4 was studied in [14] where only particular
cases of (a) and (b) were found.
Theorem 2. The Lienard system (3) with has a center if one of the
following conditions holds.
(a) a2 = b2 = a4 = b4 = a6 = b6 = 0;
(b) a2 = a1b2, a3 = a1b3, a4 = a1b4, a5 = a1b5, a6 = a1b6;
(c) a2 = a1b2, a5 = a4b5=b4, a4 = a3b4=b3, b5 = 2b2b4=5, b4 =
5b2b3=3, a6 = b6 = 0.
Using modular arithmetics we have proved that with very high prob-
ability the unique center cases of system (2) when f and g are of degree
6 are the given in Theorem 2. From the previous results we can estab-
lish the following theorem.
Theorem 3. The Lienard system (2) with f and g of degree n has a
center if one of the following conditions holds.
(a) ai = bi = 0, for i even;
(b) ai = a1bi, for i  2;
(c) a2 = a1b2, a5 = a4b5=b4, a4 = a3b4=b3, b5 = 2b2b4=5, b4 =
5b2b3=3, ai = bi = 0 for i  6.
The proofs of Theorems 1 and 2 are given in sections 3, 4 and 5,
respectively.
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2. Preliminary results
In this section we describe the analytic conditions for a center for
system (2) obtained by Cherkas in [2], see also [4].
We can assume that the singular point is at the origin g(0) = 0
and which is nondegenerate g0(0) > 0. The focal type implies that
f(0)2 < 4g0(0). Moreover we denote by F (x) =
R x
0
f(x)dx and G(x) =R x
0
g(x)dx. By means of the Lienard transformation y 7! y + F (x),
system (2) becomes
(4) _x = y   F (x); _y =  g(x):
Since 2G(x) = g0(0)x2+    we introduce the invertible analytic trans-
formation u =
p
2G(x) sgn(x) whose inverse is x = x(u) and system
(4) takes the form
(5) _x =
g(x(u))
u

y   F (x(u)); _y =  g(x(u)):
Since g(x(u))=u =
p
g0(0) +    is nonzero we have that the origin of
system (5) is a center if and only if the origin of system
(6) _x = y   F (x(u)); _y =  u:
is a center. We consider the power series expansion of F (x(u)) =P1
i=1 aiu
i. It is well{known that system (6) has a center at the origin
if and only if a2i+1 = 0 for i  0, see [2, 4]. Therefore F (x(u)) = (u2)
and we can establish the following result, see [4].
Theorem 4. System (2) has a center at the origin if and only if F (x) =
(G(x)), for some analytic function , with (0) = 0.
Now we dene z(x) as z(x) = x( u(x)). We know that the origin is a
center if and only F (u(x)) is an even function. Consequently F (x(u)) 
F (x( u)) = 0 which is equivalent to F (x(u(x))   F (x( u(x))) =
F (x)  F (z) = 0 Hence we have the following result.
Theorem 5. System (2) has a center at the origin if and only if there
exist a function z(x) satisfying F (x) = F (z), G(x) = G(z) with z(0) =
0 and z0(0) < 0.
This solution z(x) must correspond to a common factor between
F (x)   F (z) and G(x)   G(z) other that x   z. Thus we have the
following corollary for the polynomial case.
Corollary 6. If the system (2) with f and g has a center at the origin,
then it is necessary that the resultant of
F (x)  F (z)
x  z and
G(x) G(z)
x  z
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with respect to x or z vanishes. This condition is sucient if the com-
mon factor of the two polynomials vanishes at x = z = 0.
As we will see this result is very eective in determining whether a
candidate system has a center or not. However the use of this condition
to determine the families of centers of a family of systems with several
parameters is nothing useful. For instance, if we apply this result
to system (3) we obtain a big resultant that must be zero but this
is not sucient. We must choose that the common factor between
F (x) F (z) and G(x) G(z) must dene a function z(x) with z(0) = 0
and z0(0) < 0.
The next result gives a straightforward characterization of the fam-
ilies with a center of system (2). The proof can be found in [4].
Theorem 7. System (2) with g(0) = 0 and g0(0) > 0 has a nonde-
generate center at the origin if and only if F (x) and G(x) are both
polynomials of a polynomial A(x) with A0(0) = 0 and A00(0) 6= 0.
It is clear that this result can be also used to determine the families
of centers of a given system. The idea is xed the degree of F and G we
propose A with arbitrary coecients in order to satisfy the conditions
given by Theorem 7. It is easy to generalize this to higher order sys-
tems, because each xed degree of A will give a potential component of
the center variety. Expressing F and G in terms of the parameters of
A and the coecients of the polynomials (in A), an elimination ideal
computation will lead to the appropriate conditions for each compo-
nent of the center variety. However in this work we are interested in
the center cases xed the degree of F and G and we will arrive to this
result computing some focal values and applying the decomposition of
the ideal generated by these rst focal values.
3. Proof of Theorem 1
The necessary conditions are derived from the classical method of
construction of a formal rst integral. In system (3) we introduce the
change of variables x = r cos  and y = r sin . To determine the
necessary conditions to have a center we propose the Poincare series
H(r; ) =
1X
m=2
Hm()r
m;
where H2() = 1=2 and Hm() are homogeneous trigonometric poly-
nomials respect to  of degree m. Imposing that this power series is a
CENTER CONDITIONS FOR POLYNOMIAL LIENARD SYSTEMS 5
formal rst integral of the transformed system we obtain
_H(r; ) =
1X
k=2
V2kr
2k;
where V2k are the focal values which are polynomials in the parameters
of system (3), see [9, 12]. The rst nonzero focal value is V4 =  a2 +
a1b2. Then we will vanish it taking a2 = a1b2. The next focal value is
V6 = 4a
2
1a2 6a4 4a31b2+10a3b2+5a2b22 5a1b32+3a2b3 13a1b2b3+6a1b4:
The size of the next center conditions sharply increases so we do not
present the other polynomials here but the reader can easily compute
them. Due to the Hilbert Basis theorem, the ideal J = hV4; V6; :::i
generated by the focal values is nitely generated, i.e. there exist
v1; v2; :::; vk in J such that J = hv1; v2; :::; vki. Such set of genera-
tors is a basis of J and the conditions vj = 0 for j = 1; : : : ; k provide
a nite set of necessary conditions to have a center for system (3). We
compute a certain number of focal values thinking that inside these
number there is the set of generators. We decompose this algebraic set
into its irreducible components using a computer algebra system. The
computational tool used is the routine minAssGTZ [7] of the computer
algebra system Singular [10] which is based on the Gianni-Trager-
Zacharias algorithm [8]. The computations have been completed in the
eld of rational numbers so we know that the decomposition of the
center variety is complete.
To verify if the number of focal values computed a priori is enough
to generate the full ideal J := hV2k : k 2 Ni we proceed as follows:
Let Ji be the ideal generated only by the rst i focal values, i.e.,
Ji = hV4; : : : ; V2ii. We want to determine s so that V (J) = V (Js), being
V the variety of the ideals J and Js, respectively. Using the Radical
Membership Test [12] we can nd when the computation stabilizes
in the sense that
p
Js 1 
p
Js but
p
Js =
p
Js+1. It is clear that
V (J)  V (Js). However to verify the opposite inclusion we need to
obtain the irreducible decomposition of the variety of V (Js) (given by
the cases presented in the statement of the theorem) and check that
any point of each component corresponds to a system having a center
at the origin.
The suciency is derived from the results presented in section 2.
However as all the cases are particular cases of Theorem 2 the proof of
the sucient conditions can be followed in the proof Theorem 2 given
in the next section.
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However the suciency can also be derived from Theorem 7. In
detail, if the degrees of F and G are at most of degree 6 there are only
three possibilities for A. Either, A = x2, which corresponds to the
case (a), or A = x2 + ax3 for some non-zero a, which gives case (c)
(in particular a = 2b2=3), or A has degree greater than three, in which
case we are in case (b).
4. Proof of Theorem 2
For the case (a) we have that system (3) with a2 = b2 = a4 = b4 =
a6 = b6 = 0 is invariant by the symmetry (x; y; t) ! ( x; y; t) and
therefore it has a center at the origin.
For the case (b) system (3) becomes
_x = y;
_y =  x(1 + b2x+ b3x2 + b4x3 + b5x4 + b6x5)(1 + a1y);(7)
which is a system that denes an equation of separable variables and
has a rst integral of the form
H(x; y) = e 
1
2
a21x
2  1
3
a21b2x
3  1
4
a21b3x
4  1
5
a21b4x
5  1
6
a21b5x
6  1
7
a21b6x
7 a1y(1 + a1y);
if a1 6= 0 and if a1 = 0 we obtain a Hamiltonian system with the
Hamiltonian fuction
H(x; y) =
x2 + y2
2
+
b2x
3
3
+
b3x
4
4
+
b4x
5
5
+
b5x
6
6
+
b6x
7
7
:
Both rst integrals are well-dened in a neighborhood of the origin and
then system (3) has a center at the origin.
For the case (c) system (3) takes the form
_x = y;
_y =  x  b2x2   b3x3   5
3
b2b3x
4   2
3
b22b3x
5
 

a1x+ a2x
2 + a3x
3 +
5
3
a3b2x
4 +
2
3
a3b
2
2x
5

y;
(8)
For system (8) the primitives of g(x) and f(x) are
G(x) =  1
2
x2   1
3
b2x
3   1
4
b3x
4   1
3
b2b3x
5   1
9
b22b3x
6;
F (x) =
1
2
a1x
2 +
1
3
a1b2x
3 +
1
4
a3x
4 +
1
3
a3b2x
5 +
1
9
a3b
2
2x
6:
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Moreover we have that
G(x) G(z)
x  z =  
1
36
(3x+ 2b2x
2 + 3z + 2b2xz + 2b2z
2)
(6 + 3b3x
2 + 2b2b3x
3 + 3b3z
2 + 2b2b3z
3);
and
F (x)  F (z)
x  z =
1
36
(3x+ 2b2x
2 + 3z + 2b2xz + 2b2z
2)
(6a1 + 3a3x
2 + 2a3b2x
3 + 3a3z
2 + 2a3b2z
3);
The resultant of both expressions with respect to x or z is zero because
both expressions have the common factor 3x+2b2x
2+3z+2b2xz+2b2z
2
that vanishes at x = z = 0. Hence by Corollary 6 the origin of system
(8) is a center.
5. Proof of Theorem 3
The proof is straightforward because under the conditions of state-
ment (a) system (2) is invariant by the symmetry (x; y; t)! ( x; y; t).
The conditions of statement (b) give a Hamiltonian system and state-
ment (c) coincides with the case (c) of Theorem 2.
6. Necessary conditions for system (3)
Due to its complexity, we are not able to compute the decomposition
of the ideal generated only by the rst j focal values Jj over the rational
eld for system (3). Hence we have used modular arithmetics. In fact
the decomposition is obtained over characteristic 32003. We go back
to the rational numbers using the rational reconstruction algorithm of
Wang et al. [13].
Because we have used modular arithmetics we must check if the de-
composition is complete and no component is lost. In order to do
that let Pi denote the polynomials dening each component. Us-
ing the instruction intersect of Singular we compute the intersec-
tion P = \iPi = hp1; : : : ; pmi. By the Strong Hilbert Nullstellen-
satz (see for instance [12]) to check whether V (Jj) = V (P ) it is suf-
cient to check if the radicals of the ideals are the same, that is, ifp
Jj =
p
P . Computing over characteristic 0 reducing Grobner bases
of ideals h1  wV2k; P : V2k 2 Jji we nd that each of them is f1g. By
the Radical Membership Test this implies that
p
Jj 
p
P . To check
the opposite inclusion,
p
P pJj it is sucient to check that
(9) h1  wpk; Jj : k = 1; : : : ;mi = h1i:
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Using the Radical Membership Test to check if (9) is true, we were not
able to complete computations working in the eld of characteristic
zero. However we have checked that (9) holds in several polynomial
rings over elds of nite characteristic. It means that (9) and conse-
quently V (Jj) = V (P ) holds with high probability, see [11].
7. Final remarks
The rst comment is that using Theorem 7 it is possible to see that
the sucient conditions given in Theorem 2 are also necessary. The
second is that from the results obtained in Theorem 1 and 2 one might
think that the unique center cases that appear for any degree n are the
described in Theorem 3. However this is not true taking into account
that with increasing degree dierent possibilities of A(x) also increases.
For instance for n = 8 it can appear a case with A(x) of degree 4.
Consequently the higher the degree more dierent center cases appear
all of them described by Theorem 7.
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