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Zusammenfassung/Abstract
In dieser Arbeit studieren wir Einheitengruppen E(KG) =
(1G + rad(KG)) × (K \ {0K}) · 1G von Gruppenalgebren KG fu¨r
nicht-abelsche p -Gruppen G und Ko¨rper K der Charakteristik p .
Wir zeigen zuna¨chst fu¨r jede Untergruppe U von G, daß Z(G)∩U das Herz
und NG(U) · C1G+rad(KG)(U) der Normalisator von U in 1G + rad(KG)
ist. Dadurch erweitern wir Resultate von K.R. Pearson ([19]) und D.B.
Coleman ([7]).
Fu¨r die Untersuchung des Zentrums von 1G + rad(KG) entwickeln wir das
Konzept der sogenannten endvertauschbaren Anordnung von Algebren-
Elementen. Es zeigt sich, daß eine endliche nilpotente Gruppe G genau dann
nilpotent ist, wenn sich jede Konjugiertenklasse von G endvertauschbar
anordnen la¨ßt. Daraus erhalten wir auf einfache Weise ein Ergebnis von
A.A. Bovdi und Z. Patay ([3]), das zeigt, daß und wie der Exponent von
Z(1G + rad(KG)) allein durch Berechnungen innerhalb der Gruppe G
ermittelt werden kann. Anschließend bestimmen wir diesen zum Beispiel
fu¨r direkte Produkte mit vereinigten zentralen Untergruppen und fu¨r
Kranzprodukte und geben eine Beschreibung der Gruppen an, fu¨r die jener
Exponent extremal wird.
Das Konzept der endvertauschbaren Anordnung erlaubt neben der Berech-
nung des Exponenten von Z(1G+ rad(KG)) auch – im Falle eines endlichen
Ko¨rpers K – die Ermittlung der Invarianten dieser abelschen p -Gruppe.
Fu¨r diese geben wir zwei Beschreibungen an.
Aus unseren Resultaten folgern wir weiter, daß die Gruppen
Z(1G + rad(KG)), (1G + rad(KG))
′
und (1G + rad(KG))p nicht zyklisch
sind, und wir geben schließlich einige Eigenschaften fu¨r Einheitengruppen
von Gruppenalgebren u¨ber extra-speziellen 2-Gruppen und Ko¨rpern der
Charakteristik 2 an.
We analyse unit groups E(KG) = (1G+rad(KG))×(K \{0K}) ·1G of group
algebras KG for non-abelian p -groups G and fields K of characteristic p.
By calculating the core and the normaliser of U in 1G + rad(KG) for every
subgroup U of G, we generalise results of K.R. Pearson ([19]) and D.B.
Coleman ([7]).
Our concept of so-called ” end-commutable ordering ” leads to a new
3
4method of studying the center of 1G + rad(KG). We proof that a finite
group G is nilpotent if and only if every conjugacy class possesses an
ordering to the end. As a simple consequence we get a result of A.A. Bovdi
and Z. Patay ([3]), which shows how the exponent of Z(1G + rad(KG))
may be determined by calculations purely within the group G. We describe
the groups for which this exponent is extremal. We calculate the exponent
for wreath products and for central products.
Another application of our concept of end-commutable ordering is a
description of the invariants of Z(1G + rad(KG)) (for a finite field K).
As a consequence of our results we prove that Z(1G + rad(KG)),
(1G + rad(KG))
′
and (1G + rad(KG))p are not cyclic. Furthermore, we
obtain some properties of unit groups of group algebras for extra-special
2-groups and fields of characteristic 2.
Einleitung
Die Gruppentheorie hat sich u¨ber Jahrzehnte zu einem zentralen Gebiet
der Algebra entwickelt. Neben spezifisch gruppentheoretischen Methoden
werden auch Methoden aus anderen Bereichen der Algebra zur Kla¨rung
der Struktur von Gruppen eingesetzt. An vorderer Stelle sind hier etwa
die Darstellungstheorie und die damit eng verknu¨pfte Charaktertheorie
zu nennen. Das genaue Studium der Gruppenalgebra ist die Quelle der
Einsichten u¨ber Moduln und Charaktere, die jene Theorien so u¨beraus
erfolgreich machen. Es ist daher seit langem zu einem inhaltsreichen For-
schungsgebiet von eigensta¨ndigem Interesse innerhalb der Algebrentheorie
geworden (S. Jennings [13], 1941 und D.S. Passman [18], 1977). Ob eine
Gruppenalgebra u¨ber einem Ko¨rper K halbeinfach ist oder der modulare
Fall vorliegt, la¨ßt sich bekanntlich an der Charakteristik von K erkennen.
Die vorliegende Arbeit widmet sich dem Studium der Einheitengruppen
von Gruppenalgebren u¨ber p -Gruppen und Ko¨rpern der Charakteristik p.
Die Struktur der Einheitengruppe der Gruppenalgebra wurde fu¨r abelsche
p -Gruppen und endliche Ko¨rper der Charakteristik p von R. Sandling
in [21], von A. Albrecht in [1] sowie von A.A. Bovdi und A. Szakacs in
[6] behandelt. Ein Ziel der vorliegenden Arbeit ist die Untersuchung des
Zentrums der Einheitengruppe E(KG) = (1G + rad(KG)) × (K \ {0K})1G
der Gruppenalgebra KG fu¨r eine nicht-abelsche p -Gruppe G und einen
Ko¨rper K der Charakteristik p.
In Verallgemeinerung eines Resultats von K.R. Pearson [19] zeigen
wir im ersten Kapitel fu¨r eine beliebige Untergruppe U von G zuna¨chst, daß
Z(G) ∩ U das Herz von U in 1G + rad(KG) ist (1.2.3). Der Normalisator
von U in 1G + rad(KG) ist durch NG(U) ·C1G+rad(KG)(U) gegeben, wie im
Anschluß bewiesen wird (1.3.6). Der Spezialfall U = G findet sich bereits in
einer Arbeit von D.B. Coleman ([7]).
Unser Zugang zum Zentrum von E(KG) verwendet das Konzept der
sogenannten ,,endvertauschbaren Anordnung” von Algebren-Elementen,
das im zweiten Kapitel vorgestellt wird. Wir zeigen in 2.3.6, daß eine
endliche Gruppe G genau dann nilpotent ist, wenn jede Konjugierten-
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6klasse von G endvertauschbar angeordnet werden kann. Daru¨ber hinaus
erhalten wir in 2.1.5 auf einfache Weise fu¨r endvertauschbar angeordnete
K-Algebren-Elemente a1, . . . , an die wichtige Identita¨t (
n∑
i=1
ai) p
r
=
n∑
i=1
a p
r
i
(p = char(K), r ∈ N). Fu¨r den – auch fu¨r unsere Zwecke – besonders inter-
essierenden Fall, daß {a1, . . . , an} eine Konjugiertenklasse einer endlichen
p-Gruppe G ist, haben A.A. Bovdi und Z. Patay in [3] diese bereits auf
andere Weise hergeleitet. Als Anwendung erhalten wir einen Satz derselben
Autoren, der zeigt, daß und wie sich der Exponent von Z(1G + rad(KG))
allein durch Berechnungen innerhalb der Gruppe G bestimmen la¨ßt (2.4.8).
Schließlich beweisen wir als Vorbereitung auf Kapitel 3 einige Abscha¨tzun-
gen fu¨r diesen Exponenten.
Die Zahl |G|
p2
ist der maximal mo¨gliche Wert, den der Exponent von
Z(1G + rad(KG)) fu¨r eine nicht-abelsche p -Gruppe G annehmen kann
(2.5.3). In Abschnitt 1 von Kapitel 3 gelingt es uns, die Gruppen zu
beschreiben, bei denen dieser Maximalwert angenommen wird: Entweder
ist das Zentrum von G zur zyklischen Gruppe der Ordnung |G|
p2
isomorph
oder es gibt eine zyklische maximale Untergruppe in G (3.1.6).
Die Gruppen, fu¨r die das Zentrum von 1G+ rad(KG) elementar-abelsch ist,
ko¨nnen wir andererseits in Abschnitt 2 von Kapitel 3 wie folgt kennzeichnen:
Das Zentrum von G ist elementar-abelsch, und fu¨r alle g ∈ G \ Z(G) gilt
CG(g) < CG(gp) (3.2.1). Zum Beispiel erfu¨llen die p -Sylow-Untergruppen
von GL(n,GF (pk)) diese Bedingungen (3.2.2.6).
In diversen interessanten Fa¨llen ist der Exponent von Z(1G + rad(KG))
einfach gleich dem von Z(G): Wir beweisen dies fu¨r p -Gruppen G, fu¨r
die exp(G/Z(G)) ≤ exp(Z(G)) gilt (3.2.3) sowie – mit ganz anderer
Begru¨ndung – fu¨r regula¨re p -Gruppen (3.2.5).
In den weiteren Abschnitten dieses Kapitels studieren wir das Verhalten
des Exponenten unter Gruppenkonstruktionen. Bei direkten Produkten
zweier p -Gruppen G,H mit vereinigten zentralen Untergruppen ergibt
sich derselbe Exponent wie spezieller beim direkten Produkt, na¨mlich
max{exp(Z(1G + rad(KG))), exp(Z(1G + rad(KH)))} (3.3.7).
Weiter gelingt es uns, die Berechnung des Exponenten auf die zur Kon-
struktion des Kranzproduktes G oδH verwendeten Ingredienzien G,H und δ
zu reduzieren (3.4.11). Insbesondere erhalten wir, daß er sich bei beliebiger
Operation δ nach unten durch exp(Z(1G+ rad(KG))) und nach oben durch
exp(Z(1G×H + rad(G×H))) abscha¨tzen la¨ßt (3.4.18). Die untere Schranke
wird zum Beispiel bei treuer (3.4.16) und die obere Schranke zum Beispiel
bei trivialer Operation angenommen (3.4.17).
Bei Dieder- und Quaternionengruppen gleicher Ordnung ist der Exponent
des Zentrums von 1G + rad(KG) derselbe. In der generellen Situation
von Erweiterungen abelscher p -Gruppen bei gleicher Operation erhalten
wir, allerdings nur unter einer geeigneten Zusatz-Voraussetzung, das
7entsprechende Resultat (3.5.6).
Das Konzept der endvertauschbaren Anordnung erlaubt neben der Berech-
nung des Exponenten von Z(1G + rad(KG)) auch die Beschreibung der
p -Potenz-Struktur von Z(1G+rad(KG)) und damit – in dem Fall eines end-
lichen Ko¨rpers – die Ermittlung der Invarianten dieser abelschen p -Gruppe.
Dieses Problem reduziert sich auf das entsprechende fu¨r den direkten Faktor
1G + rad(KZ(G)) und den Kofaktor 1G + 〈{
∑
x∈gG
x | g ∈ G \ Z(G)}〉K des
Zentrums von 1G + rad(KG) (4.1.5). Die Invarianten des ersten Faktors
sind – wie eingangs erwa¨hnt – vollsta¨ndig bekannt, und die des zweiten
Faktors beschreiben wir auf zweierlei Weisen allein durch Berechnungen
in der Gruppe G und in dem Ko¨rper K (4.3.1.3, 4.3.2.6). Eine weitere
Beschreibung findet sich in der Arbeit von A.A. Bovdi und Z. Patay in
[4]. Im letzten Abschnitt dieses Kapitels berechnen wir die Invarianten in
einigen Beispielen. Dabei zeigt sich u.a., daß die Zentren von 1G+ rad(KG)
fu¨r die Quaternionen-, Dieder- und Semidiedergruppen gleicher Ordnung
und einem endlichen Ko¨rper der Charakteristik 2 isomorph sind (4.5.2.2).
Im letzten Kapitel dieser Arbeit beweisen wir zuna¨chst, daß die Ableitung
von 1G + rad(KG) nur fu¨r abelsches G zyklisch ist (5.1.4). Unerwartet
aufwendiger ist der anschließend bewiesene Satz, daß (1G + rad(KG)) p
genau dann zyklisch ist, wenn entweder G elementar-abelsch ist oder G
abelsch ist und p = | G 2 |= | K 2 |= 2 gilt (5.2.11).
Leicht la¨ßt sich einsehen, daß die Gruppe 1G + rad(KG) nur fu¨r eine
extra-spezielle 2 -Gruppe G speziell sein kann (5.3.9). Fu¨r eine solche
stimmt das elementar-abelsche Zentrum von 1G + rad(KG) stets mit
der Frattini-Untergruppe von 1G + rad(KG) u¨berein (5.3.2, 5.3.3). Die
vollsta¨ndige Kla¨rung der Frage, fu¨r welche extra-speziellen 2 -Gruppen G
und Ko¨rper K der Charakteristik 2 die Gruppe 1G+ rad(KG) eine spezielle
2 -Gruppe ist, erfolgt im Rahmen dieser Arbeit nicht. In dem kleinsten
relevanten Fall besitzt die Ableitung von 1G + rad(KG) genau den Index 2
in Z(1G + rad(KG)) (5.3.10).
Symbolverzeichnis
Wir listen die in der vorliegenden Dissertation benutzten Symbole kapitel-
weise auf. Dabei geben wir zu jedem Symbol eine Kurzdefinition an, und
die Nummern hinter dieser Definition besagen, in welchem Abschnitt und
auf welcher Seite dieser Arbeit das Symbol zum ersten Mal erscheint.
Kapitel 1
∗ die Sternverknu¨pfung; 1.1.1, 12
Q(A), A∗ die Einheitengruppe des Monoids (A; ∗); 1.1.3, 12
a
′
das Inverse zu a ∈ Q(A); 1.1.3, 12
E(A) die Einheitengruppe einer assoziativen unita¨ren Algebra A; 1.1.3, 12
(I, T ) eine semidirekte Zerlegung einer Algebra; 1.1.6, 13
(N,U) eine semidirekte Zerlegung einer Gruppe; 1.1.6, 13
S + T := {s+ t | (s; t) ∈ S × T}; 1.1.8, 14
s+ T := {s}+ T ; 1.1.8, 14
M :=
∑
m∈M
m; 1.1.9, 14
nK :=
n∑
i=1
1K ; 1.1.9, 14
| T | die Ma¨chtigkeit einer endlichen Menge T ; 1.1.9, 14
eH := 1|H|H; 1.1.9, 14
KM der freie K-Modul mit K-Basis M ; 1.1.9, 14
Z(A) das Zentrum einer Algebra A; 1.1.10, 15
∼=K die Isomorphie von K-Vektorra¨umen; 1.1.11, 15
〈. . .〉K das K-Erzeugnis in einem K-Vektorraum; 1.1.11, 15
A die Klasse der assoziativen Algebren; 1.1.11, 15
A1 die Klasse der assoziativen unita¨ren Algebren; 1.1.11, 15
L die Klasse der Lie-Algebren; 1.1.11, 15
G die Klasse der Gruppen; 1.1.11, 15
∼=K die Isomorphie innerhalb einer Klasse K; 1.1.11, 15
〈. . .〉K das Erzeugnis innerhalb einer Klasse K; 1.1.11, 15
N die Menge der natu¨rlichen Zahlen; 1.1.11, 15
n := N≤n; 1.1.11, 15
n 0 := n ∪ {0}; 1.1.11, 15
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9AugB(V ) := 〈{b1 − b2 | b1, b2 ∈ B}〉K ; 1.1.12, 15
augB(
∑
b∈B
kbb) :=
∑
b∈B
kb; 1.1.12, 15
Aug(KM) := AugM (KM); 1.1.12, 15
aug(x) := augM (x), x ∈ KM ; 1.1.12, 15
aug die Augmentationsabbildung; 1.1.13, 15
Kernα der Kern der Abbildung α; 1.1.13, 15
G/N die Faktorgruppe von G nach N ; 1.1.14, 16
Ng ein Element von G/N ; 1.1.14, 16
pN die Linearisierung von g 7→ Ng; 1.1.14, 16
T · S := 〈{ts | (t, s) ∈ T × S}〉K ; 1.1.14, 16
rad(A) das Nilradikal einer assoziativen Algebra A; 1.1.15, 16
o(g) die Ordnung eines Elementes g einer Gruppe; 1.1.15, 16
Z(G) das Zentrum einer Gruppe G; 1.1.15, 16
char(K) die Charakteristik eines Ko¨rpers K; 1.1.15, 16
Qn die Quaternionengruppe der Ordnung n; 1.1.19, 18
coreG(U) das Herz von U in G; 1.2.1, 19
gh := h−1gh; 1.2.2, 20
T h := {th | t ∈ T}; 1.2.2, 20
Abb(M,N) die Menge der Abbildungen von M in N ; 1.3.1, 22
δ die Linearisierung von δ; 1.3.3, 22
δˆ die erweiterte Gruppenoperation bezu¨glich δ; 1.3.3, 22
α|T die Einschra¨nkung von α auf T ; 1.3.2, 22
NG(U) der Normalisator von U in G; 1.3.6, 24
CG(U) der Zentralisator von U in G; 1.3.6, 24
[g, h] der Kommutator von g mit h; 1.3.8, 25
c(G) die Klassenzahl einer Gruppe G; 1.3.8, 25
U ⊕K W die innere direkte Summe der K-Teilra¨ume U und W ; 1.3.9, 25
dimK(V ) die Dimension des K-Vektorraums V ; 1.3.9, 25
CKM,δ(U) der Zentralisator von U in KM bezu¨glich δ; 1.3.11, 27
κg die Konjugation mit g; 1.3.13, 27
κ die Abbildung g 7→ κg; 1.3.13, 27
Kapitel 2
EA(T ) die Menge der endvertauschbaren Anordnungen von T ; 2.1.1, 29
Sn die symmetrische Gruppe auf n ; 2.1.2, 29
Dn die Diedergruppe der Ordnung n; 2.1.2, 29
CA(T ) der Zentralisator von T in A; 2.1.5, 30
Aut(G) die Automorphismengruppe von G; 2.1.8, 32
StabG(m) der Stabilisator von m in G; 2.1.8, 32
Inn(G) die innere Automorphismengruppe von G; 2.1.9, 33
V4 die Kleinsche Vierergruppe; 2.1.9, 33
G
′
die Ableitung von G; 2.2.1, 33
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Φ(G) die Frattini-Untergruppe von G; 2.2.1, 33
F (G) die Fitting-Untergruppe von G; 2.3.4, 37
C der komplexe Zahlko¨rper; 2.3.8, 39
ϕT die monotone Bijektion von | T | auf T ; 2.4.1, 40(
T
i
)
die Menge der i-elementigen Teilmengen von T ; 2.4.2, 40
N0 := N ∪ {0}; 2.4.2, 40(
n
i
)
:=| (ni) |; 2.4.4, 40
Gn := 〈{gn | g ∈ G}〉G ; 2.4.5, 41
Kp
n
:= {kpn | k ∈ K}, K Ko¨rper; 2.4.5, 41
exp(G) der Exponent einer Torsionsgruppe G; 2.4.5, 41
maxT das Maximum einer endlichen Teilmenge T von N ; 2.4.7, 41
minT das Minimum einer endlichen Teilmenge T von N ; 2.4.8, 42
CG(g) := CG({g}); 2.4.8, 42
a ◦ b := ab− ba; 2.4.9, 43
A◦ die zu A assoziierte Lie-Algebra; 2.4.9, 43
K(G) die Menge der Konjugiertenklassen von G; 2.5.1, 44
Kapitel 3
SDn die Semidiedergruppe der Ordnung n; 3.1.2, 50
Zn die zyklische Gruppe der Ordnung n; 3.1.6, 52
GL(n,K) die generelle lineare Gruppe; 3.2.2.1, 53
GF (pk) der endliche Ko¨rper mit pk Elementen; 3.2.2.1, 53
Pn eine p-Sylow-Untergruppe von GL(n,GF (pk)); 3.2.2.1, 53
Kn×n := Kn×n; 3.2.2.1, 53
Ei,j ein Basisvektor von K n×n; 3.2.2.2, 53
su(n,K) die Menge der strikt unteren
Dreiecksmatrizen von K n×n; 3.2.2.2, 53
PGL(n,K) die projektive lineare Gruppe; 3.2.2.6, 55
SL(n,K) die spezielle lineare Gruppe; 3.2.2.6, 55
PSL(n,K) die projektive spezielle lineare Gruppe; 3.2.2.6, 55
G×H das direkte Produkt der Gruppen G,H; 3.3.1, 58
Dµ, D := {(u; (uµ)−1) | u ∈ U1}; 3.3.1, 58
G1 YµG2, G1 YG2 das direkte Produkt von G1 und G2 mit vermo¨ge µ
vereinigten zentralen Untergruppen; 3.3.1, 58
AB := Abb(B,A); 3.3.9, 61
a ≡ bmod c c teilt a− b; 3.3.11, 61
ϕs, s˜ zwei spezielle Abbildungen; 3.4.1, 63
H oδ S, H oX S das Kranzprodukt der Gruppen H und S
bezu¨glich δ bzw. X; 3.4.2, 63
H o S das regula¨re Kranzprodukt von H mit S; 3.4.2, 63
α ≡ h die mit dem Wert h konstante Abbildung; 3.4.4, 63
G/r U die Menge der Rechtsnebenklassen von U in G; 3.4.6, 64
[A,B] := 〈{[a, b] | a ∈ A, b ∈ B}〉G ; 3.4.7, 65
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FixX(g) := {x | x ∈ X,xg = x}; 3.4.7, 65
αh die mit dem Wert h konstante Abildung; 3.4.9, 65
C(2n, q) die symplektische Gruppe; 3.4.15, 68
U(n, q2) die unita¨re Gruppe; 3.4.15, 68
OD(n, q) die orthogonale Gruppe; 3.4.15, 68
(H ×N ; ·α,N(·;·)) die Erweiterung von H und N zum Faktorensystem
N(· ; ·) und den Automorphismen α(h); 3.5.2, 71
NR(· ; ·) das Faktorensystem zum Repra¨sentantensystem R; 3.5.1, 71
αR(h) die Automorphismen zum Repra¨sentantensystem R; 3.5.1, 71
Kapitel 4
K(G) := 〈{gG | g ∈ G \ Z(G)}〉K ; 4.1.6, 79
nG eine andere Bezeichnung fu¨r Gn; 4.2.1.1, 80
k(G)pi die Dimension von (K(G)
∗
) p
i
; 4.3.1.2, 84
socn(G) der n-te Sockel von G; 4.3.2.1, 85
∼n eine A¨quivalenzrelation auf K(G) \ {{z} | z ∈ Z(G)}; 4.3.2.4, 86
Kapitel 5
An := 〈{a1 . . . an | ai ∈ A}〉K ; 5.1.2, 92
a1 ◦ . . . ◦ an := (. . . (a1 ◦ a2) ◦ . . .) ◦ an; 5.2.1, 95
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Kapitel 1
Herzen und Normalisatoren
in Einheitengruppen von
Gruppenalgebren
1.1 Erste einfache Reduktion
In dieser Arbeit verwenden wir die Sprechweise ,,K-Algebra” fu¨r eine Alge-
bra u¨ber einem kommutativen unita¨ren Ring K.
1.1.1 Definition
Ist A eine K-Algebra, so definieren wir fu¨r alle a, b ∈ A
a ∗ b := a+ b+ ab
und nennen, B.L. van der Waerden folgend, ∗ die Sternverknu¨pfung auf A.
1.1.2 Bemerkung
Fu¨r jede assoziative K-Algebra A gelten:
(i) (A; ∗) ist ein Monoid mit neutralem Element 0A.
(ii) Ist A unita¨r, so ist die Abbildung A→ A, a 7→ 1A + a ein Monoidiso-
morphismus von (A; ∗) auf (A; ·).
1.1.3 Definition
Ist A eine assoziative K-Algebra, so bezeichnen wir mit Q(A) die Einhei-
tengruppe des Monoids (A; ∗) und fu¨r jedes a ∈ Q(A) mit a′ das Inverse
von a in Q(A). Die Elemente von Q(A) nennen wir sternregula¨r und die
Gruppe Q(A) die Sterngruppe von A. Ist zusa¨tzlich A unita¨r, so sei E(A)
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die Einheitengruppe von A.
Die folgende triviale Bemerkung zeigt uns, daß fu¨r eine nicht notwen-
dig unita¨re assoziative K-Algebra ihre Sterngruppe als Einheitengruppe
angesehen werden kann.
1.1.4 Bemerkung
Fu¨r jede K-Algebra A gelten:
(i) Fu¨r alle a, b, c, d ∈ A gilt (a+ b) ∗ (c+ d) = a ∗ c+ b ∗ d+ ad+ bc.
(ii) Ist A assoziativ, so gilt fu¨r alle a, t ∈ Q(A) a′ ∗t∗a = t+a′t+ta+a′ta.
(iii) Ist A assoziativ und unita¨r, so ist die Einschra¨nkung der Abbildung
A → A, a 7→ 1A + a auf Q(A) ein Gruppenisomorphismus von Q(A)
auf E(A).
1.1.5 Proposition
Fu¨r jede assoziative K-Algebra A gelten:
(i) Fu¨r jede Teilalgebra T von A ist Q(T ) eine Untergruppe von Q(A).
(ii) Fu¨r jedes Ideal I von A ist Q(I) ein mit Q(A) ∩ I u¨bereinstimmender
Normalteiler von Q(A).
Beweis: ad(i): Diese Aussage ist offensichtlich.
ad(ii): Nach (i) ist Q(I) eine Untergruppe von Q(A). Fu¨r alle a ∈ Q(A) ∩ I
gilt a
′
= −a − aa′ ∈ I, woraus wir Q(A) ∩ I = Q(I) schließen. Ist
t ∈ Q(I) und a ∈ Q(A), so gilt nach Teil (ii) von Bemerkung 1.1.4
a
′ ∗ t ∗ a = t+ a′t+ ta+ a′ta, also a′ ∗ t ∗ a ∈ Q(A) ∩ I = Q(I). 
1.1.6 Definition
Ist A eine K-Algebra, so nennen wir ein Paar (I, T ) eine semidirekte/direkte
Zerlegung von A, falls A die innere direkte Summe des Ideals I und der
Teilalgebra /des Ideals T von A ist.
Fu¨r eine Gruppe G nennen wir ein Paar (N,U) eine semidirekte/direkte
Zerlegung von G, falls G das Produkt des Normalteilers N und der Unter-
gruppe/des Normalteilers U von G ist sowie N ∩ U = {1G} gilt.
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1.1.7 Proposition
Ist A eine assoziative K-Algebra und (I, T ) eine semidirekte Zerlegung von
A, so ist (Q(I), Q(T )) eine semidirekte Zerlegung von Q(A).
Beweis: Nach Proposition 1.1.5 ist Q(I) ein Normalteiler und Q(T )
eine Untergruppe von Q(A), deren Schnittmenge offenbar {0A} ist.
Sei q ∈ Q(A). Dann existieren i, j ∈ I und t, s ∈ T mit q = i + t und
q
′
= j + s. Aus 0A = q ∗ q′ folgt mit Teil (i) von Bemerkung 1.1.4
0A = t ∗ s + i ∗ j + tj + is, woraus wir t ∗ s = 0A schließen. Mit Hilfe
der Gleichung 0A = q
′ ∗ q ko¨nnen wir analog s ∗ t = 0A beweisen. Also
gelten t ∈ Q(T ) und t′ = s. Aus Teil (i) von Bemerkung 1.1.4 erhalten wir
(i + is) ∗ t = i ∗ t + is + ist = i + t + it + is + ist = i + t + i (s ∗ t) = q.
Wegen q ∈ Q(A) und t ∈ Q(T ) ergibt sich i + is ∈ Q(A) ∩ I, und aus Teil
(ii) von Proposition 1.1.5 folgt die Behauptung. 
1.1.8 Folgerung
Ist (I, T ) eine semidirekte Zerlegung der assoziativenK-AlgebraA, so gelten:
(i) Ist T ein Ideal von A oder T zentral in A, so ist (Q(I), Q(T )) eine
direkte Zerlegung von Q(A).
(ii) Ist A unita¨r, so ist (1A +Q(I), 1A +Q(T )) eine semidirekte Zerlegung
von E(A).
(iii) Ist A unita¨r und (Q(I), Q(T )) eine direkte Zerlegung von Q(A), so ist
(1A +Q(I), 1A +Q(T )) eine direkte Zerlegung von E(A).
Beweis: ad(i): Diese Aussage folgt direkt aus Proposition 1.1.7 und Teil (ii)
von Proposition 1.1.5, da Q(T ) in den aufgefu¨hrten Fa¨llen ein Normalteiler
von Q(A) ist.
ad(ii) und (iii): Diese Aussagen ergeben sich direkt aus Proposition
1.1.7 und Teil (iii) von Proposition 1.1.5. 
1.1.9 Definition
(i) Ist K ein Ko¨rper und n ∈ N0, so sei nK :=
n∑
i=1
1K .
(ii) Fu¨r jede endliche Teilmenge M einer K-Algebra A setzen wir
M :=
∑
m∈M
m. Zudem sei fu¨r eine Gruppe G, eine endliche und nichtleere
Teilmenge H von G und einen Ko¨rper K, dessen Charakteristik nicht | H |
teilt, eH := 1|H|KH.
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1.1.10 Proposition
Sei G eine Gruppe, H eine endliche und nichtleere Teilmenge von G und K
ein Ko¨rper, dessen Charakteristik nicht | H | teilt.
Genau dann ist eH ein Idempotent von KG, wenn H eine Untergruppe von
G ist.
Beweis: Ist H eine Untergruppe von G, so gilt fu¨r alle h ∈ H die
Gleichung hH = H, woraus wir H 2 = | H |K H und damit (eH)2 = eH
schließen.
Ist umgekehrt eH ein Idempotent von KG, so gilt H
2 = | H |K H. Seien
x, y ∈ H. Dann gibt es ein k ∈ K und ein h ∈ H, so daß kxy = | H |K h
gilt. Wa¨re xy 6= h, so mu¨ßte | H |K = 0K gelten, was ein Widerspruch ist.
Aus diesem erhalten wir xy = h ∈ H, und wegen der Endlichkeit von H ist
H eine Untergruppe von G.
1.1.11 Definition
(i) Ist K ein Ko¨rper, so bezeichnen wir mit ∼=K , 〈. . .〉K etc. die Isomorphie,
das Erzeugnis etc. innerhalb der Klasse der K-Vektorra¨ume.
Mit A, A1, L bzw. G bezeichnen wir die Klasse der assoziativen Algebren
u¨ber K, die Klasse der assoziativen unita¨ren Algebren u¨ber K, die Klasse
der Lie-Algebren u¨ber K bzw. die Klasse der Gruppen. Ist X eine dieser
Klassen, so bezeichnen wir mit ∼=X , 〈. . .〉X etc. die Isomorphie, das Erzeug-
nis etc. innerhalb der Klasse X .
(ii) Fu¨r alle n ∈ N seien n := N≤n und n 0 := n ∪ {0}.
1.1.12 Definition
Seien K ein Ko¨rper und V ein endlich-dimensionaler K-Vektorraum.
Fu¨r eine K-Basis B von V sei AugB(V ) := 〈{b1 − b2 | b1, b2 ∈ B}〉K .
Ist v ∈ V , so gibt es zu jedem b ∈ B genau ein kb ∈ K, so daß v =
∑
b∈B
kbb
gilt, und wir definieren augB(v) :=
∑
b∈B
kb.
Fu¨r ein endliches Magma M setzen wir Aug(KM) := AugM (KM) und
nennen in diesem Fall Aug(KM) das Augmentationsideal von KM .
Ist x ∈ KM , so schreiben wir aug(x) an Stelle von augM (x) und nennen
aug(x) die Augmentation von x.
1.1.13 Bemerkung
Sei K ein Ko¨rper, M ein endliches und nichtleeres Magma sowie
aug : KM → K die K-lineare Fortsetzung (kurz:,,Linearisierung”) der Ab-
bildung M −→ K, m 7→ 1K .
16
Dann ist die Augmentationsabbildung aug ein Algebren-Epimorphismus,
und es gilt Kern aug = Aug(KM). Insbesondere ist Aug(KM) ein Ide-
al der Kodimension 1 von KM , und fu¨r jedes m ∈ M ist die Menge
{x−m | x ∈M \ {m}} eine K-Basis von Aug(KM).
1.1.14 Definition und Bemerkung
Sei K ein Ko¨rper, G eine Gruppe, N ein Normalteiler von G und
pN : KG −→ K(G/N) die Linearisierung des natu¨rlichen G-Epimorphismus
G −→ G/N, g 7→ Ng. Nach Lemma 1.8 von Kapitel 1 in [18] ist der Kern
von pN durch KGAug(KN) = Aug(KN)KG gegeben.
Zu dem folgenden Lemma existieren in der Literatur zahlreiche Be-
weise (vgl. etwa die Arbeiten von D.A.R. Wallace in [26], von L.E. Dickson
in [10] oder von R.L. Kruse und D.T. Price in [15]). Wir geben nun eine
weitere Beweisalternative an.
1.1.15 Lemma (Wallace)
Ist p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p,
so ist Aug(KG) das Radikal von KG.
Beweis: Wir beweisen dieses Lemma durch vollsta¨ndige Induktion
nach der Gruppenordnung von G. Sei n ∈ N , und es gelte | G |= pn.
1.Fall: Sei G abelsch.
Dann ist KG kommutativ, und das Radikal von KG besteht genau aus den
nilpotenten Elementen von KG. Die Ordnungen der Elemente von G sind
p -Potenzen, und daher gilt fu¨r alle g ∈ G wegen char(K) = p und wegen
des Binomialsatzes die Gleichung (g − 1G)o(g) = go(g) − 1G = 0KG. Daraus
schließen wir, daß G− 1G und damit auch Aug(KG) in rad(KG) enthalten
ist. Wegen der Maximalita¨t von Aug(KG) ist die Behauptung in diesem
Fall bewiesen.
2.Fall Sei G nicht abelsch.
Da G eine nicht-abelsche p -Gruppe ist, gilt {1G} < Z(G) < G. Der erste
Fall zeigt uns, daß Aug(KZ(G)) A-nilpotent ist, und nach Definition und
Bemerkung 1.1.14 erhalten wir die A-Nilpotenz von Kern pZ(G). Also gilt
Kern pZ(G) ⊆ rad(KG), und Kern pZ(G) ist in jedem maximalen Ideal von
KG enthalten. Aus Induktionsgru¨nden entha¨lt K(G/Z(G)) und damit auch
KG/Kern pZ(G) genau ein maximales Ideal. Mit dem Homomorphiesatz
ergibt sich, daß auch KG nur ein maximales Ideal besitzt. 
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



{0KG}
K · 1G
KG
1
| G | − 1
rad(KG)
= Aug(KG)
•
•
•
•
1.1.16 Bemerkung
(i) Ist K ein Ko¨rper, so gilt E(K) = K \ {0K}, und damit folgt aus Teil
(iii) von Bemerkung 1.1.4 die Gleichung Q(K) = K \ {−1K}. Eine leichte
Rechnung zeigt uns k
′
= −k(k + 1K)−1 fu¨r alle k ∈ K \ {−1K}.
(ii) Sei A eine assoziative K-Algebra und a ein nilpotentes Element
von A. Dann existiert ein n ∈ N , so daß an = 0A gilt. Wie wir leicht
nachweisen ko¨nnen, gelten a ∈ Q(A) und a′ =
n−1∑
i=1
(−1K)iai.
1.1.17 Folgerung
Sei p eine Primzahl, G eine p -Gruppe und K in Ko¨rper mit char(K) = p.
(i) KG ist eine lokale K-Algebra.
(ii) (rad(KG), (K \ {−1K}) · 1G) ist eine direkte Zerlegung von Q(KG).
(iii) (1G+rad(KG), (K \{0K}) ·1G) ist eine direkte Zerlegung von E(KG).
(iv) Q(KG) bzw. E(KG) ist die Menge der Elemente von KG, deren Aug-
menation nicht −1K bzw. nicht 0K ist.
(v) G bzw. G − 1G ist eine Untergruppe von (1G + rad(KG); ·) bzw. von
(rad(KG); ∗).
(vi) Ist K endlich, so gilt | rad(KG) |=| 1G + rad(KG) |=| K ||G|−1.
Beweis: ad(i): Die Radikalfaktorstruktur von KG ist nach Lemma 1.1.15
zu K A1-isomorph, woraus wir (i) erhalten.
ad(ii): Das Paar (Aug(KG),K · 1G) ist eine semidirekte Zerlegung von KG.
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Da K · 1G zentral ist, folgt aus Proposition 1.1.7 und Teil (i) von Folgerung
1.1.8, daß (Q(Aug(KG)), Q(K · 1G)) eine direkte Zerlegung von Q(KG)
ist. Wegen des Lemmas 1.1.15 und der Bemerkung 1.1.16 ergibt sich nun (ii).
ad(iii): Diese Aussage folgt aus (ii) und Teil (iii) von Folgerung 1.1.8.
ad(iv): Da das Augmentieren ein A1-Homomorphismus ist, besitzen
nach (iii) und Lemma 1.1.15 alle Elemente von E(KG) eine von Null
verschiedene Augmentation.
Sei x ∈ KG, und es gelte aug(x) 6= 0K . Da (Aug(KG),K · 1G) ei-
ne semidirekte Zerlegung von KG ist, gibt es ein k ∈ K und ein
r ∈ Aug(KG), so daß x = r+k1G gilt, woraus wir k 6= 0K schließen. Wegen
x = (1G + k−1r) · (k1G) ∈ (1G + Aug(KG)) · ((K \ {0K}) · 1G) und (ii) gilt
somit x ∈ E(KG).
Aus dieser Aussage u¨ber E(KG) und aus Teil (iii) von Bemerkung 1.1.4
folgern wir, daß Q(KG) genau aus den Elementen von KG besteht, deren
Augmentation ungleich −1K ist.
ad(v): Offenbar ist G− 1G in Aug(KG) enthalten. Nach Lemma 1.1.15 und
Teil (ii) von Bemerkung 1.1.16 ist Aug(KG) bezu¨glich ∗ eine Gruppe. Die
Behauptung folgt nun aus Teil (iii) von Bemerkung 1.1.4.
ad(vi): Diese Aussage folgt aus Bemerkung 1.1.13. 
1.1.18 Bemerkung
Fu¨r eine Primzahl p, eine p -Gruppe G und einen endlichen Ko¨rper K mit
char(K) = p stimmen G und 1G + rad(KG) genau dann u¨berein, wenn
sowohl G als auch K zweielementig ist.
1.1.19 Beispiel
Sei G := Q8 und K ein Ko¨rper mit zwei Elementen.
Nach Folgerung 1.1.17 besteht die Sterngruppe bzw. die Einheitengruppe
von KG genau aus den Elementen T , fu¨r die T eine Teilmenge von G mit
gerader bzw. ungerader Ma¨chtigkeit ist. Dies sind nach Teil (vi) von Folge-
rung 1.1.17 genau 27 = 128 Elemente.
1.1.20 Bemerkung
Ist K ein Ko¨rper und G die triviale Gruppe, so ist KG zu K A1-isomorph
und damit insbesondere lokal.
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1.1.21 Satz
Ist K ein Ko¨rper und G eine endliche, nicht triviale Gruppe, so sind die
folgenden Aussagen a¨quivalent:
(i) KG ist lokal.
(ii) G ist eine p-Gruppe, und es gilt char(K) = p.
Beweis: Sei als erstes KG lokal. Dann besitzt KG genau ein maximales
Ideal, woraus wir Aug(KG) = rad(KG) erhalten. Wa¨re char(K) = 0, so
mu¨ßte nach einem Satz von Maschke rad(KG) und damit auch Aug(KG)
der Nullraum sein, was allerdings | G | 6= 1 widerspricht. Also gibt es eine
Primzahl p mit char(K) = p. Angenommen es existiere ein Primteiler q 6= p
von | G |. Dann sei g ∈ G mit o(g) = q, und wir definieren H := 〈g〉G .
Wegen der Proposition 1.1.10 ist eH := 1qK
q∑
i=1
gi ein Idempotent von
KG, fu¨r das aug(eH) = 1K gilt. Also ist 1G − eH ein Idempotent von
Aug(KG) = rad(KG). Aus der A-Nilpotenz von rad(KG) erhalten wir
1G − eH = 0KG, was ein Widerspruch ist. Somit ist G eine p -Gruppe,
und es gilt (ii). Die Implikation (ii) ⇒ (i) haben wir in Folgerung 1.1.17
gezeigt.




{1G}
(K \ {0K}) · 1G
E(KG)
G
1G + rad(KG)
•
•
•
•
•




{0KG}
(K \ {−1K}) · 1G
Q(KG)
G− 1G
rad(KG)
•
•
•
•
•
1.2 Herzen
1.2.1 Definition und Bemerkung
Sei G eine Gruppe und U eine Untergruppe von G.
Mit coreG(U) :=
⋂
g∈G
Ug bezeichnen wir das Herz von U in G, also den
gro¨ßten in U enthaltenen Normalteiler von G.
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1.2.2 Satz
Sei p eine Primzahl, G eine p -Gruppe, K ein Ko¨rper mit char(K) = p und
T eine Teilmenge von G. Es sind a¨quivalent:
(i) Fu¨r alle x ∈ E(KG) gilt T x ⊆ G.
(ii) Fu¨r alle x ∈ 1G + rad(KG) gilt T x ⊆ G.
(iii) T ist zentral in G.
Beweis: Die Aussagen (i) und (ii) sind wegen des Teils (iii) von Folgerung
1.1.17 a¨quivalent, und offenbar folgt aus (iii) die Aussage (ii).
Es gelte nun T x ⊆ G fu¨r alle x ∈ E(KG), und wir nehmen an, daß U nicht
zentral in G ist. Dann gibt es ein t ∈ T und ein g ∈ G, so daß
(1) tg 6= gt gilt.
1.Fall: char(K) 6= 3
Wir definieren x := 1G + (1G − g) + (1G − t). Aus Satz 1.1.21 erhalten wir
x ∈ 1G + rad(KG), und wegen T x ⊆ G existiert ein h ∈ G, so daß tx = xh
gilt. Aus dieser Gleichung ergibt sich
(2) 3Kt− 3Kh− tg − t2 + gh+ th = 0KG.
Wegen (1) gilt t /∈ {t2, tg, g, 1G}. Wa¨re t = h, so wu¨rde mit (2) die
Gleichung −hg−h2+2Kgh = 0KG gelten. Doch (1) zeigt uns h2 6= hg 6= gh,
und wir erhalten einen Widerspruch. Also haben wir
(3) t /∈ {t2, tg, h, g, 1G}
gezeigt. Wegen char(K) 6= 3 zeigen (2) und (3), daß zumindest t = gh oder
t = th gelten muß.
1.1 Fall: Es sei t = th, was zu h = 1G a¨quivalent ist.
Aus Gleichung (2) folgt dann
(4) 4Kt− 3K1G − tg − t2 + g = 0KG.
Mit Hilfe von (3) und (4) ergibt sich, daß p = 2 und 1G+ tg+ t2+ g = 0KG
gelten mu¨ssen, und aus (1) schließen wir daraus t2 = 1G sowie tg = g. Das
bedeutet insbesondere t = 1G, was (1) widerspricht.
1.2 Fall Es sei t 6= th.
Dann gilt t = gh, und mit (3) und (2) erhalten wir p = 2 sowie
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(5) h+ tg + t2 + th = 0KG.
Wu¨rde t2 = tg und damit t = g gelten, so wa¨re (1) nicht erfu¨llt.
Aus t2 = th wu¨rden wir mit (5) die Bedingungen t = h und h = tg
erhalten, woraus wir t = tg und damit g = 1G schließen. Wiederum la¨ge ein
Widerspruch zu (1) vor.
Somit mu¨ssen t2 = h und tg = th gelten. Aber daraus folgern wir g = t2,
was erneut (1) widerspricht.
2.Fall char(K) = 3
Wir definieren y := 1G + (1G − g) + (1G − t) + (1G − tg). Aus Satz 1.1.21
folgern wir y ∈ 1G + rad(KG), und wegen T y ⊆ G gibt es ein h ∈ G, so
daß ty = yh gilt. Daraus erhalten wir wegen char(K) = 3 die Gleichung
(6) −tg − t2 + t− t2g + gh+ th− h+ tgh = 0KG,
und (1) zeigt uns
(7) t /∈ {tg, t2, t2g}.
2.1 Fall: Es gelte t = th und damit h = 1G.
Aus (6) ergibt sich somit 2Kt− t2 − t2g + g − 1G = 0KG. Da wegen (1) das
Element t nicht in der Menge {t2, g, 1G} enthalten ist, liegt ein Widerspruch
zu p = 3 vor.
2.2 Fall: Es gelte t = h.
Aus Gleichung (6) erhalten wir −tg − t2g + gt + tgt = 0KG. Wegen (1) ist
tg kein Element der Menge {t2g, gt, tgt}, was ein Widerspruch ist.
2.3 Fall: Es gelte h 6= t 6= th.
Mit (6), (7) und p = 3 ergibt sich t = gh = tgh, woraus unmittelbar t = 1G
folgt. Das widerspricht erneut der Aussage (1). 
1.2.3 Folgerung (Pearson [19])
Ist p eine Primzahl, G eine p -Gruppe, U eine Untergruppe von G und K
ein Ko¨rper mit char(K) = p, so gelten:
(i) Genau dann ist U normal in E(KG) bzw. in 1G + rad(KG), wenn U
zentral in G ist.
(ii) Genau dann ist G normal in E(KG) bzw. in 1G + rad(KG), wenn G
abelsch ist.
Beweis: Diese Aussagen folgen direkt aus Satz 1.2.2. 
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1.2.4 Folgerung
Ist p eine Primzahl, G eine p -Gruppe, U eine Untergruppe von G und K
ein Ko¨rper mit char(K) = p, so gelten:
(i) coreE(KG)(U) = core1G+rad(KG)(U) = Z(G) ∩ U
(ii) coreE(KG)(G) = core1G+rad(KG)(G) = Z(G)
Beweis: ad(i): Da Z(G)∩U ein in U enthaltener Normalteiler von E(KG)
und von 1G + rad(KG) ist, gilt nach Definition und Bemerkung 1.2.1
offenbar (Z(G) ∩ U) ⊆ (coreE(KG)(U) ∩ core1G+rad(KG)(U)). Aus Teil (i)
von Folgerung 1.2.3 ergeben sich die anderen Inklusionen.
ad(ii): Diese Aussage ist eine direkte Folgerung von (i).
1.2.5 Beispiel
Sei G := Q8 und K ein Ko¨rper mit char(K) = 2.
Da jede Untergruppe von G ein Normalteiler von G ist, stimmt nach De-
finition und Bemerkung 1.2.1 jede Untergruppe von G mit ihrem Herz in
G u¨berein. Jede nicht-triviale Untergruppe U von G entha¨lt das Zentrum
von G, und damit gilt nach Teil (i) von Folgerung 1.2.4 die Gleichung
coreE(KG)(U) = core1G+rad(KG)(U) = Z(G).
1.3 Normalisatoren
1.3.1 Definition
Sind M und N Mengen, so bezeichnen wir mit Abb(M,N) die Menge der
Abbildungen von M in N .
1.3.2 Bemerkung
Seien M eine Menge, T eine Teilmenge von M und α, β ∈ Abb(M,M).
Ist T unter α und β invariant, so gilt (αβ)|T = α|T β|T .
Das Einschra¨nken auf T ist also ein Homomorphismus zwischen dem Monoid
der T -invarianten Abbildungen von M in M und dem Monoid Abb(T, T ).
1.3.3 Proposition
Sei K ein Ko¨rper und U eine Gruppe, die auf einer Gruppe G vermo¨ge δ
operiere. Fu¨r alle u ∈ U seien uδ die Linearisierung von uδ auf KG und
uδˆ := (uδ)|E(KG) .
Dann operiert U vermo¨ge δˆ auf E(KG), und fu¨r alle u ∈ U , g ∈ G und
kg ∈ K gilt (
∑
g∈G
kgg)(uδ) =
∑
g∈G
kgg(uδ).
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Beweis: Sei u ∈ U . Dann ist uδ ein G-Automorphismus von G. Also
ist uδ ein A1-Automorphismus von KG. Insbesondere ist E(KG) unter
uδ invariant. Da δ ein G-Homomorphismus ist, ist auch δˆ ein solcher,
und damit operiert U auf E(KG). Die angegebene Gleichung ist leicht zu
verifizieren. 
1.3.4 Definition
Sei K ein Ko¨rper und U eine Gruppe, die auf einer Gruppe G vermo¨ge δ
operiere.
Wir nennen die in Proposition 1.3.3 konstruierte Gruppenoperation δˆ die
auf E(KG) erweiterte Gruppenoperation von U bezu¨glich δ.
Das na¨chste Lemma untersucht die Beziehung zwischen δ und δˆ hin-
sichtlich der Existenz von Fixpunkten.
1.3.5 Lemma
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und U eine p -Gruppe,
die auf einer p -Gruppe G vermo¨ge δ operiere. Es sind a¨quivalent:
(i) G besitzt einen Fixpunkt bezu¨glich δ.
(ii) E(KG) besitzt einen Fixpunkt bezu¨glich δˆ.
Beweis: Offenbar ist nur die Implikation von (ii) nach (i) zu zeigen.
Sei x ∈ E(KG) ein Fixpunkt von E(KG) bezu¨glich δˆ. Nach Satz 1.1.21
gibt es zu jedem g ∈ G genau ein kg ∈ K, so daß x =
∑
g∈G
kgg und
0K 6= aug(x) =
∑
g∈G
kg gelten. Mit Proposition 1.3.3 erhalten wir
(1) ∀u ∈ U : ∑
g∈G
kgg =
∑
g∈G
kgg(uδ).
Seien n ∈ N , B1, . . . , Bn die U -Bahnen von G bezu¨glich δ und gi ∈ Bi fu¨r
alle i ∈ n . Nach (1) gilt fu¨r alle i ∈ n und a ∈ Bi die Bedingung ka = kgi ,
und somit erhalten wir
(2) 0K 6= aug(x) =
n∑
i=1
| Bi |K kgi .
Da U eine p -Gruppe ist, sind die La¨ngen der U -Bahnen von G bezu¨glich δ
p -Potenzen. Wegen (2) und char(K) = p folgern wir, daß mindestens eine
U -Bahn Bi (i ∈ n )die La¨nge 1 besitzt. Das einzige Element gi von Bi ist
ein Fixpunkt von G bezu¨glich δ. 
24
Mit Hilfe des Fixpunkt-Lemmas 1.3.5 gelingt es uns, den Normalisa-
tor der Untergruppen U von G in E(KG) zu berechnen. Der Spezialfall
U = G wurde von D.B. Coleman in [7] betrachtet.
1.3.6 Satz
Sind p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe
und U eine Untergruppe von G, so gilt NE(KG)(U) = NG(U) · CE(KG)(U).
Beweis: Sei a ∈ NE(KG)(U). Dann gilt fu¨r jedes u ∈ U per Definition
ua ∈ U , und wir definieren die Abbildung uδ : G −→ G, g 7→ u−1gua. Dann
ist fu¨r jedes u ∈ U die Abbildung uδ eine Permutation von G. Sind u, v ∈ U
und g ∈ G, so gilt g((uv)δ) = (uv)−1g(uv)a = v−1u−1guava = g(uδ)(vδ).
Also ist die Abbildung δ : U −→ SG, u 7→ uδ ein G-Homomorphismus, und
fu¨r alle u ∈ U gilt
(1) a(uδˆ) = u−1aua = a.
Somit ist a ein Fixpunkt von E(KG) bezu¨glich δˆ, und aus Lemma
1.3.5 folgern wir, daß es einen Fixpunkt g von G bezu¨glich δ gibt. Aus der
Definition des Fixpunktes erhalten wir
(2) ∀u ∈ U : u−1gua = g.
Sei u ∈ U . Aus (2) ergibt sich ua = ug ∈ U , woraus wir g ∈ NG(U)
und ag−1 ∈ CE(KG)(U) folgern.
1.3.7 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p-Gruppe und U
eine Untergruppe von G, so gilt N1G+rad(KG)(U) = NG(U)·C1G+rad(KG)(U).
Beweis: Wegen NG(U) ⊆ 1G + rad(KG) folgt die Behauptung mit
Satz 1.3.6 und der Dedekind-Identita¨t.
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Aus den Folgerungen 1.3.7 und 1.2.4 ergibt sich:
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{1G}
Z(G) ∩ U = core1G+rad(KG)(U)
Z(U)
CG(U)
C1G+rad(KG)(U)NG(U)
N1G+rad(KG)(U)
1G + rad(KG)
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@
{1G}
Z(G) = core1G+rad(KG)(G)
Z(1G + rad(KG))G
N1G+rad(KG)(G)
1G + rad(KG)
•
•
•
•
•
•
1.3.8 Definition
Seien G eine Gruppe und g, h ∈ G.
(i) Es sei [g, h] := g−1h−1gh der Kommutator von g mit h.
(ii) Ist G endlich, so sei c(G) die Anzahl der Konjugiertenklassen von
G, auch Klassenzahl von G genannt.
Eine weitere Konsequenz von Satz 1.1.21 ist:
1.3.9 Proposition
Sei p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p.
(i) Z(rad(KG)) = Z(rad(KG)∗) = Z(KG) ∩ rad(KG)
(ii) Z(rad(KG)) = rad(KZ(G))⊕K 〈{gG | g ∈ G \ Z(G)}〉K
Insbesondere gilt dimK(Z(rad(KG))) = (c(G)− 1).
(iii) Ist K endlich, so gilt | Z(rad(KG)) |= | K | c(G)−1.
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1.3.10 Beispiel
Sei G := Q8 und K ein zweielementiger Ko¨rper.
Dann gelten nach Satz 1.1.21 die Gleichungen E(KG) = 1G + rad(KG)
und | 1G + rad(KG) |= 27. G besitzt genau drei nicht-zentrale Konju-
giertenklassen, und es gilt | Z(G) |= 2. Aus Proposition 1.3.9 folgern wir
| Z(1G + rad(KG)) |= 24.
Der Normalisator von G in 1G + rad(KG) ist nach Folgerung 1.3.7 ein
Normalteiler von 1G + rad(KG) der Ordnung 26.
Ist U eine maximale Untergruppe von G, so ist U normal und
selbstzentralisierend in G, und aus Folgerung 1.3.7 ergibt sich
| N1G+rad(KG)(U) |= 2 · | C1G+rad(KG)(U) | ≥ 25.
Wa¨re | N1G+rad(KG)(U) |= 25, dann mu¨ßten Z(1G + rad(KG)) und
C1G+rad(KG)(U) die gleiche Ordnung besitzen und wa¨ren demnach gleich.
Da U abelsch ist, wu¨rde sich ergeben, daß U zentral in G ist, was offenbar
ein Widerspruch ist.
Wa¨re | N1G+rad(KG)(U) |= 27, so wa¨re U ein Normalteiler von
1G + rad(KG). Da U nicht zentral in G ist, ergibt sich ein Wider-
spruch zu Folgerung 1.2.4.
Also gilt | N1G+rad(KG)(U) |= 26, woraus wir schließen, daßN1G+rad(KG)(U)
ein Normalteiler vom Index 2 in 1G + rad(KG) ist. Daraus folgt
| C1G+rad(KG)(U) |= 25 und damit C1G+rad(KG)(U) = U ·Z(1G+ rad(KG))
und N1G+rad(KG)(U) = G · Z(1G + rad(KG)).
Ist also g ∈ G \ Z(G), so besitzt g in 1G + rad(KG) genau 4, in G genau 2
Konjugierte.
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{1G}
Z(G) = Z(G) ∩ U
U = CG(U)
NG(U) = G
Z(1G + rad(KG))
C1G+rad(KG)(U)
N1G+rad(KG)(U) = N1G+rad(KG)(G)
1G + rad(KG)
2
2
2
2
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Zum Abschluß dieses Kapitels geben wir eine Beschreibung fu¨r den Zentra-
lisator der Untergruppen U von G in E(KG) an.
1.3.11 Definition
Sei U eine Gruppe, die auf einer Menge M vermo¨ge δ operiere und K ein
Ko¨rper. Fu¨r jedes u ∈ U sei uδ die Linearisierung von uδ auf KM , und wir
definieren CKM, δ(U) :=
⋂
u∈U
Kern(uδ − idKM ).
Diese Menge nennen wir den Zentralisator von U in KM bezu¨glich δ.
1.3.12 Proposition
Seien U eine Gruppe, die auf einer endlichen Menge M vermo¨ge δ operiere,
B1, . . . , Bn die U -Bahnen von M und K ein Ko¨rper.
Dann ist {Bi | i ∈ n} eine K-Basis des K-Teilraums CKM, δ(U) von KM .
Beweis: Aus der Definition 1.3.11 erkennen wir, daß CKM, δ(U) ein
K-Teilraum von KM ist. Ist x ∈ KM , so gibt es zu jedem i ∈ n und zu
jedem b ∈ Bi genau ein kb ∈ K, so daß x =
n∑
i=1
∑
b∈Bi
kbb gilt. Fu¨r alle u ∈ U
gilt genau dann x(uδ) = x, wenn die Gleichung
(1)
n∑
i=1
∑
b∈Bi
kbb(uδ) =
n∑
i=1
∑
b∈Bi
kbb
erfu¨llt ist. Da U auf jeder U -Bahn von M transitiv operiert, folgt
mit (1) die Behauptung. 
1.3.13 Definition
Ist G eine Gruppe, so definieren wir fu¨r alle g ∈ G die Abbildung
κg : G −→ G, x 7→ xg sowie die Funktion κ : G −→ Inn(G), g 7→ κg.
1.3.14 Folgerung
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe, U
eine Untergruppe von G und B die Menge der U -Bahnen von G bezu¨glich
κ|U . Es gelten die folgenden Aussagen:
(i) Die Menge {B | B ∈ B} ist eine K-Basis des K-Vektorraums CKG(U).
(ii) Crad(KG)(U) = Aug(KCG(U))⊕K 〈{B | B ∈ B, | B |6= 1}〉K
(iii) C1G+rad(KG)(U) = 1G + Crad(KG)(U)
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(iv) Ist K endlich, so gilt | C1G+rad(KG)(U) |=| K | |B|−1.
Beweis: ad(i): Diese Aussage folgt direkt aus Proposition 1.3.12.
ad(ii): Wegen (i) ist die angegebene Summe direkt. Nach Satz 1.1.21
gilt rad(KG) = Aug(KG), woraus wir folgern, daß jene Summe in
Crad(KG)(U) liegt. Wegen 1G /∈ rad(KG) folgt aus Dimensionsgru¨nden (ii).
ad(iii): Diese Aussage ist offensichtlich.
ad(iv): Diese Aussage ergibt sich direkt aus (i) und (iii). 
1.3.15 Folgerung
Ist p eine Primzahl, K ein endlicher Ko¨rper mit char(K) = p und G eine
p -Gruppe, so gelten:
(i) Ist g ∈ G \ Z(G) und B die Menge der 〈g〉G-Bahnen von G bezu¨glich
κ|〈g〉G , so besitzt g genau | K |
|G| − |B| Konjugierte in 1G + rad(KG).
(ii) Ist U eine Untergruppe von G und B die Menge der U -Bahnen von G
bezu¨glich κ|U , so gilt | N1G+rad(KG)(U) |= |NG(U)||CG(U)| · | K | |B|−1.
Insbesondere gibt es in 1G + rad(KG) genau
|CG(U)|
|NG(U)| · | K | |G|−|B| zu
U konjugierte Untergruppen.
Beweis: ad(i): Diese Aussage folgt aus Teil (iv) von Folgerung 1.3.14.
ad(ii): Diese Aussage ergibt sich aus Teil (iv) von Folgerung 1.3.14
und Folgerung 1.3.7. 
1.3.16 Beispiel
Sei G := Q8 = {1G, i2, i, j, k, i−1, j−1, k−1} und K ein Ko¨rper mit zwei
Elementen. Die 〈i〉G-Bahnen von G unter κ|〈i〉G sind {1G}, {i
2}, {i}, {i−1},
{j, j−1} und {k, k−1}. Aus Folgerung 1.3.15 ergibt sich, daß es in 1G +
rad(KG) genau 4 zu i konjugierte Elemente und genau 2 zu 〈i〉G konjugierte
Untergruppen gibt (vgl. Beispiel 1.3.9). Eine leichte Rechnung zeigt uns, daß
i1 = i, ij = i−1, i1G+i+j = i3+jG+kG und i1G+j+k = (i3)1G+i+j = i+jG+kG
gelten. Damit erhalten wir
i1G+rad(KG) = {i, i3, i1G+i+j , i1G+j+k} und
〈i〉1G+i+jG = {1, i2, i1G+i+j , (i3)1G+i+j} 6= 〈i〉G .
Kapitel 2
Endvertauschbare
Anordnungen
2.1 Erste Eigenschaften endvertauschbarer An-
ordnungen
2.1.1 Definition
Seien A eine K-Algebra, n ∈ N und ai ∈ A fu¨r alle i ∈ n .
Das n-Tupel (a1, . . . , an) heiße endvertauschbar, falls gilt:
∀i ∈ n− 1 : ai (
n∑
j=i+1
aj) = (
n∑
j=i+1
aj) ai.
Ist T eine endliche und nichtleere Teilmenge von A, so nennen wir ein
| T | -Tupel (a1, . . . , a|T |) u¨ber T eine endvertauschbare Anordnung von T
(bezu¨glich der in A gegebenen Verknu¨pfungen), falls es endvertauschbar ist
und T = {a1, . . . , a|T |} gilt. Wir sagen in diesem Fall auch, daß sich die
Menge T endvertauschbar anordnen la¨ßt. Mit EA(T ) bezeichnen wir die
Menge der endvertauschbaren Anordnungen von T .
2.1.2 Beispiele
(i) Seien A eine K-Algebra, n ∈ N , α ∈ Sn und ai ∈ A fu¨r alle i ∈ n .
Sind a1, . . . , an paarweise vertauschbar, so ist (a1α, . . . , anα) endvertausch-
bar.
(ii) Seien A eine K-Algebra, char(K) = 2 und a, b ∈ A mit ab 6= ba.
Das 3-Tupel (a, b, b) ist endvertauschbar, aber {a, b, b} = {a, b} besitzt keine
endvertauschbare Anordnung.
(iii) Sei K ein Ko¨rper und G := D16.
Sind a, b ∈ G mit G = 〈a, b〉G , o(a) = 8, o(b) = 2 und ba = a−1b, so ist
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{ab, a3b, a5b, a7b} eine Konjugiertenklasse von G. Dann ist (ab, a5b, a3b, a7b)
eine endvertauschbare Anordnung fu¨r (ab)G bezu¨glich KG (siehe Teil (i)
des Konstruktionsverfahrens 2.2.4), (ab, a3b, a5b, a7b) jedoch nicht.
2.1.3 Bemerkung
Sei K ein Ko¨rper, G eine Gruppe, T eine endliche nichtleere Teilmenge von
G und (t1, . . . , t|T |) eine endvertauschbare Anordnung von T bezu¨glich KG.
Aus der Basis-Eigenschaft von G bezu¨glich des K-Vektorraums KG folgt
leicht die A¨quivalenz der genannten Endvertauschbarkeit mit der Aussa-
ge, daß fu¨r alle i ∈ | T | −1 die Mengen {ttii+1, . . . , tti|T |} und {ti+1, . . . , t|T |}
u¨bereinstimmen. Wir ko¨nnen also bereits in der Gruppe G entscheiden, ob
eine endvertauschbare Anordnung von T bezu¨glichKG vorliegt. In der Folge
sprechen wir daher auch ohne Bezugnahme auf einen Ko¨rper K von endver-
tauschbaren Anordnungen auf T .
2.1.4 Bemerkung
Seien A eine K-Algebra, n ∈ N und ai ∈ A fu¨r alle i ∈ n .
Genau dann ist (a1, . . . , an) endvertauschbar, wenn fu¨r alle i ∈ n (ai, . . . , an)
endvertauschbar ist.
Der folgende Satz ist fu¨r die Berechnung des Exponenten des Zentrums von
1G + rad(KG) ein entscheidenes Hilfsmittel.
2.1.5 Satz
Sind A eine assoziative K-Algebra, p eine Primzahl, char(K) = p, n ∈ N ,
ai ∈ A fu¨r alle i ∈ n und (a1, . . . , an) endvertauschbar, so gelten:
(i) Fu¨r alle s ∈ N gilt (
n∑
i=1
ai) p
s
=
n∑
i=1
ai
ps
(ii) Fu¨r alle s ∈ N ist (a1ps , . . . , anps) endvertauschbar.
Beweis: Zuna¨chst bemerken wir, daß fu¨r alle x, y ∈ A mit xy = yx wegen
char(K) = p und wegen des Binomialsatzes
(1) (x+ y)p = xp + yp
gilt. Die Aussagen (i) und (ii) beweisen wir zuna¨chst fu¨r s = 1.
ad(i): In dem Fall n = 1 ist diese Aussage trivialerweise wahr. Da
nach Definition a1 und
n∑
i=2
ai vertauschbar sind, gilt nach (1) die Gleichung
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(
n∑
i=1
ai) p = a1p + (
n∑
i=2
ai)p. Mit Bemerkung 2.1.4 folgt per vollsta¨ndiger
Induktion nach n die Aussage (ii).
ad(ii): Sei i ∈ n− 1 . Es gilt
ai
p (
n∑
j=i+1
aj
p) (siehe (ii) und Bemerkung 2.1.4)
= ai p (
n∑
j=i+1
aj) p (siehe (1) und Definition 2.1.1)
= (ai (
n∑
j=i+1
aj)) p (siehe Definition 2.1.1)
= ((
n∑
j=i+1
aj) ai) p (siehe (1) und Definition 2.1.1)
= (
n∑
j=i+1
aj) p ai p (siehe (ii) und Bemerkung 2.1.4)
= (
n∑
j=i+1
aj
p) ai p.
Also ist auch (ii) erfu¨llt, und eine einfache Induktion nach s ergibt
die Behauptung. 
2.1.6 Beispiel
Sei K ein Ko¨rper mit char(K) = 2 und G := D16.
Sind a, b ∈ G mit G = 〈a, b〉G , o(a) = 8, o(b) = 2 und ba = a−1b, so ist
C := {ab, a3b, a5b, a7b} eine Konjugiertenklasse von G. Wegen der Beispiele
2.1.2 ist (ab, a5b, a3b, a7b) eine endvertauschbare Anordnung von C. Mit
Satz 2.1.5 ergibt sich (ab+a3b+a5b+a7b)2 = (ab)2+(a3b)2+(a5b)2+(a7b)2.
Da alle Elemente von C Involutionen sind, erhalten wir (C)2 = 0KG.
Um zu zeigen, daß eine endliche Gruppe G genau dann nilpotent ist,
wenn jede normale Teilmenge von G endvertauschbar angeordnet wer-
den kann, beno¨tigen wir die folgenden Eigenschaften endvertauschbarer
Anordnungen:
2.1.7 Proposition
Sind A eine K-Algebra, n ∈ N und ai ∈ A fu¨r alle i ∈ n , so gelten:
(i) Ist α ein K-Algebrenendomorphismus von A und (a1, . . . , an) endver-
tauschbar, so ist (a1α, . . . , anα) endvertauschbar.
(ii) Sei i ∈ n , und es gelte ai ∈ CA({a1, . . . , an}).
Genau dann ist (a1, . . . , an) endvertauschbar, wenn
(a1, . . . , ai−1, ai+1, . . . , an) endvertauschbar ist.
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(iii) Seien r ∈ N , bi ∈ A fu¨r alle i ∈ r und (a1, . . . , an), (b1, . . . , br) endver-
tauschbar. Gilt fu¨r alle i ∈ n die Gleichung ai (
r∑
j=1
bj) = (
r∑
j=1
bj) ai, so
ist (a1, . . . , an, b1, . . . , br) endvertauschbar.
(iv) Seien A assoziativ, r ∈ N , bi ∈ A fu¨r alle i ∈ r und (a1, . . . , an),
(b1, . . . , br) endvertauschbar. Gelten fu¨r alle i ∈ n und fu¨r alle
j ∈ r die Gleichungen aibj = bjai und bj(
r∑
t=1
bt) = (
r∑
t=1
bt)bj , so ist
(a1b1, . . . , a1br, . . . , anb1, . . . , anbr) endvertauschbar.
Beweis: ad(i): Sei i ∈ n− 1 . Es gilt:
(
n∑
j=i+1
ajα) aiα = ((
n∑
j=i+1
aj) ai)α = (ai (
n∑
j=i+1
aj))α = aiα (
n∑
j=i+1
ajα).
ad(ii): Diese Aussage ist offensichtlich wahr.
ad(iii): Sei i ∈ n . Dann gilt
ai ((
n∑
j=i+1
aj) + (
r∑
s=1
bs)) = ai (
n∑
j=i+1
aj) + ai (
r∑
s=1
bs) =
= (
n∑
j=i+1
aj) ai + (
r∑
s=1
bs) ai = ((
n∑
j=i+1
aj) + (
r∑
s=1
bs)) ai.
Da (b1, . . . , br) endvertauschbar, ergibt sich nun (iii).
ad(iv): Seien x :=
r∑
i=1
bi, i ∈ n und j ∈ r . Es gilt:
(aibj) ((
r∑
s=j+1
aibs) + (
n∑
t=i+1
atx)) = bj (
r∑
s=j+1
bs) ai2 + ai (
n∑
t=i+1
at) bjx =
= (
r∑
s=j+1
bs) bjaiai + (
n∑
t=i+1
at) aibjx = ((
r∑
s=j+1
aibs) + (
n∑
t=i+1
atx)) (aibj).
2.1.8 Folgerung
Sei G eine endliche Gruppe.
(i) Ist U eine Untergruppe von Aut(G), α ∈ EA(G) und γ ∈ U , so gilt
αγ ∈ EA(G). Insbesondere operiert U auf EA(G), und fu¨r alle α ∈
EA(G) gilt StabU (α) = {idG}.
(ii) Ist U eine Untergruppe von Aut(G), und ist n die Anzahl der EA(G) -
Bahnen unter U , so gilt | EA(G) |= n | U |.
Beweis: ad(i): Sei U eine Untergruppe von Aut(G). Nach Teil (i) von
Proposition 2.1.7 operiert U auf EA(G) in der angegebenen Weise. Ist
(g1, . . . , g|G|) eine endvertauschbare Anordnung von G, so gilt fu¨r alle γ ∈ U
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die Bedingung (g1, . . . , g|G|)γ = (g1, . . . , g|G|) genau dann, wenn fu¨r alle
g ∈ G die Gleichung gγ = g erfu¨llt ist.
ad(ii): Nach dem Burnsideschen Fixpunktsatz gilt die Identita¨t
n = 1|U |
∑
t∈EA(G)
| StabU (t) |, und mit (i) folgt die Behauptung. 
2.1.9 Beispiel
Sei K ein Ko¨rper und G := Q8 = {1G, i2, i, j, k, i−1, j−1, k−1}.
Nach Proposition 2.1.7 genu¨gt es zur Berechnung von EA(G), die endver-
tauschbaren Anordnungen von T := {i, j, k, i−1, j−1, k−1} zu bestimmen.
Sei (x1, . . . , x6) ∈ EA(T ). Nach Definition der endvertauschbaren An-
ordnung sind x5 und x6 vertauschbar, und daher ist {x5, x6} eine
Konjugiertenklasse von G. Insbesondere ist x5 + x6 ein zentrales Element
von KG. Es folgt (x4+x5+x6)x3 = xx34 +x5+x6, woraus wir schließen, daß
auch x3 und x4 vertauschbar sind. Somit sind auch {x3, x4} und {x1, x2}
Konjugiertenklassen von G.
Sind umgekehrt x1, x2 und x3, x4 und x5, x6 je zwei vertauschbare Elemente
von T , so sind {x1, x2}, {x3, x4} und {x5, x6} Konjugiertenklassen von G,
und nach Proposition 2.1.7 ist (x1, . . . , x6) endvertauschbar.
Insbesondere gibt es genau 23 · 3! = 48 endvertauschbare Anordnungen von
T , und aus Proposition 2.1.7 erhalten wir | EA(G) |= 48 · 8 · 7 = 2688.
Wegen Aut(G) ∼=G S4 bzw. Inn(G) ∼=G V4 gibt es nach Proposition 2.1.7
genau 112 bzw. 672 Bahnen von EA(G) unter Aut(G) bzw. unter Inn(G).
In dem folgenden Abschnitt zeigen wir, daß und wie spezielle endver-
tauschbare Anordnungen fu¨r eine endliche nilpotente Gruppe und fu¨r ihre
Konjugiertenklassen konstruiert werden ko¨nnen.
2.2 Endvertauschbare Anordnungen von Konju-
giertenklassen
2.2.1 Proposition
Sei G eine endliche nilpotente Gruppe, C eine Konjugiertenklasse von G
und T eine Teilmenge von C.
Wird G von T G-erzeugt, so ist G eine zyklische Gruppe.
Beweis: Je zwei in G konjugierte Elemente sind modulo G
′
identisch. Aus
der Voraussetzung erhalten wir, daß G/G
′
zyklisch ist. Nach einem Satz
von Wielandt gilt G
′ ≤ Φ(G). Somit ist die Frattini-Faktorgruppe von G
und damit auch G zyklisch. 
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2.2.2 Lemma
Sei G eine endliche nilpotente Gruppe.
Dann la¨ßt sich jede Konjugiertenklasse von G endvertauschbar anordnen.
Beweis: Wir zeigen diese Aussage durch vollsta¨ndige Induktion nach
der Gruppenordnung. Ist G eine abelsche Gruppe, so ist die Behauptung
offenbar wahr. Sei also G eine nicht-abelsche Gruppe und C eine nicht-
zentrale Konjugiertenklasse von G. Wegen der Proposition 2.2.1 ko¨nnen
wir annehmen, daß N := 〈C〉G ein echter und C enthaltender Normalteiler
von G ist. Die Konjugiertenklasse C von G zerfa¨llt in N in Konjugier-
tenklassen von N . Seien also n ∈ N und C1, . . . , Cn Konjugiertenklassen
von N , so daß C die disjunkte Vereinigung der Mengen C1, . . . , Cn ist.
Nach Induktion gibt es zu jedem i ∈ n eine endvertauschbare Anordnung
(ci,1, . . . , ci,ri) von Ci. Da Ci fu¨r alle i ∈ n ein zentrales Element von KN
(K ein beliebiger Ko¨rper) ist, folgt aus Teil (iii) von Proposition 2.1.7, daß
(c1,1, . . . , c1,r1 , . . . , cn,1, . . . , cn,rn) eine endvertauschbare Anordnung von C
ist.
2.2.3 Folgerung
Ist G eine endliche nilpotente Gruppe, so la¨ßt sich G endvertauschbar
anordnen.
Beweis: Nach Lemma 2.2.2 besitzt jede Konjugiertenklasse von G ei-
ne endvertauschbare Anordnung. Ist C eine Konjugiertenklasse von G, so
ist C zentral in KG (K ein beliebiger Ko¨rper). Die Behauptung folgt nun
aus Teil (iii) von Proposition 2.1.7. 
2.2.4 Ein Konstruktionsverfahren
Sei G eine endliche nilpotente Gruppe.
Der Induktionsbeweis von Lemma 2.2.2 zeigt uns, wie wir fu¨r jede Kon-
jugiertenklasse C von G eine endvertauschbare Anordnung konstruieren
ko¨nnen: In dem Normalteiler N := 〈C〉G zerfa¨llt C in Konjugiertenklassen
C1, . . . , Cn von N . Haben wir fu¨r jede dieser Konjugiertenklassen eine
endvertauschbare Anordnung berechnet, so sind diese einfach per Teil (iii)
von Proposition 2.1.7 ,,nebeneinanderzulegen”. Fu¨r die Konjugiertenklassen
C1, . . . , Cn von N gilt dasselbe wie fu¨r C. Diesen Zerfallsprozeß mu¨ssen wir
nun solange durchfu¨hren, bis wir elementweise vertauschbare Konjugierten-
klassen erhalten, was durch Proposition 2.2.1 garantiert wird.
Haben wir fu¨r jede Konjugiertenklasse von G eine endvertauschbare
Anordnung ermittelt, so besagt die Folgerung 2.2.3, daß wir erneut durch
,,Nebeneinanderlegen” dieser Anordnungen nach Teil (iii) von Proposition
2.1.7 eine endvertauschbare Anordnung von G erhalten.
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Dieses Konstruktionsverfahren sei an zwei Beispielen vorgefu¨hrt.
(i) Sei G := D16, und seien a, b ∈ G mit G = 〈a, b〉G , o(a) = 8, o(b) = 2 und
ab = a−1. Es gilt Z(G) = {1G, a4}, und C1 := aG = {a, a7}, C2 := (a2)G =
{a2, a6}, C3 := (a3)G = {a3, a5}, C4 := (ab)G = {ab, a3b, a5b, a7b} und
C5 := bG = {b, a2b, a4b, a6b} sind die nicht-zentralen Konjugiertenklassen
von G. Die Konjugiertenklassen C1, C2 und C3 bestehen aus vertauschbaren
Elementen.
Wegen (ab)(a
2b) = a5b, (a3b)(ab) = a7b und der Proposition 2.2.1 zerfa¨llt
C4 in 〈C4〉G in die beiden Konjugiertenklassen {ab, a5b} und {a3b, a7b}
von 〈C4〉G , die ihrerseits aus vertauschbaren Elementen bestehen. Also ist
(ab, a5b, a3b, a7b) eine endvertauschbare Anordnung von C4. Diese hatten
wir in den Beispielen 2.1.1 angefu¨hrt.
Wegen (a2b)b = a6b, (a4b)(a
2b) = b und der Proposition 2.2.1 zerfa¨llt C5
in 〈C5〉G in die beiden Konjugiertenklassen {a2b, a6b} und {b, a4b} von
〈C5〉G , die ihrerseits aus vertauschbaren Elementen bestehen. Also ist
(a2b, a6b, b, a4b) eine endvertauschbare Anordnung von C5.
Daraus erhalten wir, daß zum Beispiel das Tupel
(1G, a4, a, a7, a2, a6, a3, a5, ab, a5b, a3b, a7b, a2b, a6b, a4b, b)
eine endvertauschbare Anordnung von G ist.
Fu¨r das Vorgehen im zweiten Beispiel mag die folgende Graphik hilf-
reich sein.
HHHHHHHHH

HHHHHH

HHHHHH

N1 = 〈(ab)G〉G
N2 = 〈(ab)N1〉G N3 = 〈(a3b)N1〉G
(ab)N2 (a5b)N2 (a3b)N3 (a7b)N3
(ii) Sei G := D32, und seien a, b ∈ G mit G = 〈a, b〉G , o(a) = 16, o(b) = 2
und ab = a−1. Es ist (ab)G = {ab, a3b, a5b, a7b, a9b, a11b, a13b, a15b} eine
Konjugiertenklasse von G, die in 〈(ab)G〉G in die beiden Konjugiertenklas-
sen {ab, a5b, a9b, a13b} und {a3b, a7b, a11b, a15b} von 〈(ab)G〉G zerfa¨llt.
Die erste zerfa¨llt in 〈{ab, a5b, a9b, a13b}〉G in die Konjugiertenklassen
{ab, a9b} und {a5b, a13b}, die zweite in 〈{a3b, a7b, a11b, a15b}〉G in die Konju-
giertenklassen {a3b, a11b} und {a7b, a15b}. Diese vier zweielementigen Men-
gen bestehen aus vertauschbaren Elementen.
36
Also ist (ab, a9b, a5b, a13b, a3b, a11b, a7b, a15b) eine endvertauschbare Anord-
nung von (ab)G u¨ber KG.
2.3 Ein Nilpotenzkriterium
2.3.1 Beispiel
In Zykelnotation sind die Konjugiertenklassen der Gruppe S3 genau die fol-
genden drei: C1 := {(1)}, C2 := {(12), (13), (23)} und C3 := {(123), (132)}.
Offenbar besitzen die Konjugiertenklassen C1 und C3 endvertauschbare An-
ordnungen. Da alle Elemente der Menge C2 paarweise nicht vertauschbar
sind, besitzt die Konjugiertenklasse C2 keine endvertauschbare Anordnung.
Das na¨chste Lemma zeigt uns, daß auch fu¨r G keine endvertauschbare An-
ordnung existieren kann.
2.3.2 Lemma
Fu¨r eine endliche Gruppe G sind a¨quivalent:
(i) G la¨ßt sich endvertauschbar anordnen.
(ii) Jede Konjugiertenklasse von G la¨ßt sich endvertauschbar anordnen.
Beweis: Die Implikation von (ii) nach (i) ist nach Teil (iii) von Proposition
2.1.7 wahr. Nun existiere fu¨r G eine endvertauschbare Anordnung Q :=
(g1, . . . , gr), und es sei C eine Konjugiertenklasse von G. Wir geben nun
eine rekursive Definition an:
Sei i minimal aus r, so daß gi ∈ C gilt. Wir definieren a1 := gi. Ist aj schon
definiert, so wa¨hlen wir k minimal aus der Menge M := r \ {t | ∃l ∈ j : gt =
al} mit gk ∈ C, falls M nichtleer ist, und definieren aj+1 := gk. Ist M die
leere Menge, so sei die rekursive Definition beendet.
Offenbar gilt per Definition C = {a1, . . . , a|C|}, und wir zeigen, daß QC :=
(a1, . . . , a|C|) eine endvertauschbare Anordnung von C ist. Ist i ∈ | C |, so
existiert ein t ∈ r mit ai = gt. SeiX := {gt+1, . . . , gr}\{ai+1, . . . , a|C|}. Da Q
eine endvertauschbare Anordnung von G ist, folgt {ai+1, . . . , a|C|}ai ∪Xai =
{ai+1, . . . , a|C|}∪X. Ist j ∈ {i+1, . . . , | C |}, so gilt aaij ∈ {ai+1, . . . , a|C|}∪X.
Da nach Definition die Menge X kein Element aus C entha¨lt, erhalten wir
mit aaij ∈ C sogar aaij ∈ {ai+1, . . . , a|C|}. Dies zeigt {ai+1, . . . , a|C|}ai =
{ai+1, . . . , a|C|}. Somit ist QC ist eine endvertauschbare Anordnung von C.
2.3.3 Folgerung
Sei G eine endliche Gruppe.
Genau dann la¨ßt sich G endvertauschbar anordnen, wenn jede normale
Teilmenge von G eine endvertauschbare Anordnung besitzt.
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Beweis: Nach Lemma 2.3.2 besitzt mit G auch jede Konjugiertenklasse
von G eine endvertauschbare Anordnung. Ist T eine normale Teilmenge von
G, so ist T eine disjunkte Vereinigung von Konjugiertenklassen von G. Mit
Teil (iii) von Proposition 2.1.7 folgt die Behauptung. 
2.3.4 Lemma
Sei G eine endliche Gruppe, die sich endvertauschbar anordnen la¨ßt. Ist
jeder echte Normalteiler von G nilpotent, so ist bereits G nilpotent.
Beweis: Wir nehmen an, daß G nicht nilpotent ist. Nach Vorausset-
zung liegt jeder echte Normalteiler von G in der Fitting-Untergruppe
F (G) von G. Sei x ∈ G \ F (G). Dann ist N := 〈xG〉G ein nicht-trivialer
Normalteiler von G. Wa¨re N 6= G, so mu¨ßte N in dem Normalteiler
F (G) enthalten sein, und somit wa¨re insbesondere x ∈ F (G), was ein
Widerspruch ist. Also gilt N = G. Nach Lemma 2.3.2 besitzt mit G auch
die Konjugiertenklasse xG eine endvertauschbare Anordnung (g1, . . . , gn).
Fu¨r alle i ∈ n definieren wir Ui := 〈gi, . . . , gn〉G . Aus der Definition der
endvertauschbaren Anordnung folgern wir, daß fu¨r alle i ∈ n \ 1 Ui ein
Normalteiler von Ui−1 ist. Wegen x /∈ F (G) kann keine der Untergruppen
U1, . . . , Un in F (G) enthalten sein, und wir erhalten G = Un = 〈gn〉G .
•
•
•
•
•
{1G}
Un
Un−1
U2
G = U1
5
5
6=
· · ·
2.3.5 Lemma
Ist G eine endliche Gruppe, die eine endvertauschbare Anordnung besitzt,
so ist G nilpotent.
Beweis: Wir beweisen diesen Satz durch vollsta¨ndige Induktion nach
der Gruppenordnung von G. Ist G die triviale Gruppe, so ist nichts zu
zeigen. Sei N ein echter Normalteiler von G. Dann ist N eine normale
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Teilmenge von G und besitzt daher nach Folgerung 2.3.3 eine endvertausch-
bare Anordnung. Per Induktion ko¨nnen wir also annehmen, daß jeder echte
Normalteiler von G nilpotent ist, woraus mit Lemma 2.3.4 die Behauptung
folgt. 
Zusammenfassend erhalten wir die folgende Kennzeichnung der Nilpotenz
endlicher Gruppen, die auch unabha¨ngig von den spa¨teren Untersuchungen
in dieser Arbeit Interesse verdienen mag:
2.3.6 Satz
Fu¨r eine endliche Gruppe G sind a¨quivalent:
(i) G ist nilpotent.
(ii) G besitzt eine endvertauschbare Anordnung.
(iii) Jede Konjugiertenklasse von G la¨ßt sich endvertauschbar anordnen.
(iv) Jede normale Teilmenge von G la¨ßt sich endvertauschbar anordnen.
Beweis: Die Aussagen (ii), (iii) und (iv) sind nach Lemma 2.3.2 und
Folgerung 2.3.3 a¨quivalent. Die Implikation von (i) nach (ii) ist der Inhalt
von Folgerung 2.2.3, und die Implikation von (ii) nach (i) ist zuvor in
Lemma 2.3.5 bewiesen worden. 
Eine Anwendung dieses Kriteriums ist die folgende Erweiterung von
Proposition 2.2.1.
2.3.7 Folgerung
Fu¨r eine endliche Gruppe sind a¨quivalent:
(i) G ist nilpotent.
(ii) Jede Untergruppe U von G, die von einer Konjugiertenklasse von U
G-erzeugt wird, ist zyklisch.
(iii) Jede Untergruppe U von G, die ein G-Erzeugendensystem aus in U
konjugierten Elementen besitzt, ist zyklisch.
Beweis: Die Implikation von (i) nach (iii) zeigt uns die Proposition 2.2.1,
und offensichtlich ist die Implikation von (iii) nach (ii) wahr.
Wir beweisen durch vollsta¨ndige Induktion nach der Gruppenordnung von
G die Implikation von (ii) nach (i). Dazu genu¨gt es nach Satz 2.3.6 zu bewei-
sen, daß jede Konjugiertenklasse von G eine endvertauschbare Anordnung
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besitzt. Sei g ∈ G \ Z(G) und N := 〈gG〉G . Ist N = G, so ist nach Vor-
aussetzung G zyklisch. Sei also N ein echter Normalteiler von G. Die Kon-
jugiertenklasse gG zerfa¨llt in N in Konjugiertenklassen C1, . . . , Cn von N .
Da sich die Induktionsvoraussetzung auf jede Untergruppe von G u¨bertra¨gt,
gibt es zu jeder der Konjugiertenklassen C1, . . . , Cn eine endvertauschbare
Anordnung. Aus Teil (iii) von Proposition 2.1.7 erhalten wir, daß sich auch
gG endvertauschbar anordnen la¨ßt. 
2.3.8 Folgerung
Ist G eine endliche nilpotente Gruppe, so besitzt jede nicht-zentrale
Konjugiertenklasse von G zwei vertauschbare Elemente.
Beweis: Sei C eine nicht-zentrale Konjugiertenklasse von G. Nach
Satz 2.3.6 besitzt C eine endvertauschbare Anordnung (c1, . . . , cn), und aus
der Definition der endvertauschbaren Anordnung folgern wir, daß cn−1 und
cn vertauschbar sind. 
Die Folgerung 2.3.8 ko¨nnte man alternativ auch per Induktion nach
| G | beweisen. Sie la¨ßt sich in folgender Weise auf beliebige endliche
Gruppen erweitern:
2.3.9 Proposition
Jede endliche, nicht-abelsche Gruppe besitzt eine Konjugiertenklasse mit
zwei vertauschbaren Elementen.
Beweis: Sei G eine endliche Gruppe. Wir beweisen diese Aussage
mit Induktion nach der Gruppenordnung von G. Der Induktionsanfang ist
trivialerweise erfu¨llt, und wegen der Folgerung 2.3.8 ko¨nnen wir annehmen,
daß G nicht nilpotent ist. Wu¨rde es eine nicht-abelsche echte Untergruppe
U von G geben, so ga¨be es nach Induktion eine nicht-zentrale Konjugierten-
klasse von U , die zwei vertauschbare Elemente besa¨ße. In diesem Fall wa¨re
der Satz also bewiesen. Somit ko¨nnen wir weiter annehmen, daß jede echte
Untergruppe von G abelsch ist. Insbesondere ist G minimal nicht-nilpotent.
Aus dem Satz von Seite 181 in [12] folgern wir, daß | G | genau zwei
verschiedene Primteiler p und q besitzt, und daß es eine abelsche normale
p -Sylow-Untergruppe P sowie eine zyklische q -Sylow-Untergruppe Q von
G gibt, so daß (P,Q) eine semidirekte Zerlegung von G ist. Da G nicht
abelsch ist, gibt es ein g ∈ P und ein h ∈ Q, so daß g 6= g h gilt. Wegen der
Kommutativita¨t des Normalteilers P von G sind die Elemente g und g h
vertauschbar. 
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2.3.10 Anmerkung
Seien G,H endliche Gruppen, U eine Untergruppe und N ein Normal-
teiler von G. Besitzen G und H endvertauschbare Anordnungen, etwa
QG := (g1, . . . , gn) und QH := (h1, . . . , hr), so sind G und H nach Satz
2.3.6 nilpotent, woraus folgt, daß auch U , G/N und G ×H nilpotent sind.
Wiederum nach Satz 2.3.6 besitzen diese drei Gruppen endvertauschbare
Anordnungen, und es stellt sich die Frage, ob und wie diese aus QG und QH
konstruiert werden ko¨nnen.
Dazu u¨berlegt man sich leicht, daß das Verfahren aus Lemma 2.3.2 auch fu¨r
U und G/N angewendet werden kann: Entfernen wir aus QG alle nicht zu U
geho¨rigen Eintra¨ge, so ist das auf diese Weise entstehende Tupel eine end-
vertauschbare Anordnung von U . Rechnen wir alle Eintra¨ge von QG modulo
N und entfernen anschließend – beim Eintrag gnN beginnend – mehrfach
vorkommende Restklassen, so ist das so erhaltene Tupel eine endvertausch-
bare Anordnung fu¨r G/N . Schließlich zeigt uns Teil (iv) von Proposition
2.1.7, daß (g1h1, . . . , g1hr, . . . , gnh1, . . . , gnhr) eine endvertauschbare Anord-
nungen von G×H ist.
2.4 Der Exponent des Zentrums
2.4.1 Bemerkung und Definition
Sei T eine endliche Teilmenge von N .
Bezu¨glich der natu¨rlichen Ordnung auf | T | und T gibt es genau eine mo-
notone Bijektion von | T | auf T , die wir mit ϕT bezeichnen.
2.4.2 Definition
Sei T eine Menge und i ∈ N 0.
Mit
(
T
i
)
bezeichnen wir die Menge der i-elementigen Teilmengen von T .
Die folgende Proposition la¨ßt sich induktiv leicht besta¨tigen:
2.4.3 Proposition
Seien A eine assoziative K-Algebra, n ∈ N und x1, . . . , xn ∈ A.
Es gilt x1 ∗ . . . ∗ xn =
n∑
i=1
∑
T∈(ni)
x(1ϕT ) . . . x(iϕT ).
2.4.4 Folgerung
Ist A eine assoziative K-Algebra, n ∈ N und a ∈ A, so gelten:
(i) a ∗ . . . ∗ a︸ ︷︷ ︸
n−mal
=
n∑
i=1
(
n
i
)
K
ai
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(ii) Ist p eine Primzahl und gilt char(K) = p, so gilt
a ∗ . . . ∗ a︸ ︷︷ ︸
pn−mal
= a(p
n).
Beweis: ad(i): Aus Proposition 2.4.3 erhalten wir
a ∗ . . . ∗ a︸ ︷︷ ︸
n−mal
=
n∑
i=1
∑
T∈(ni)
ai =
n∑
i=1
| (ni) |K ai = n∑
i=1
(
n
i
)
K
ai.
ad(ii): Da fu¨r alle i ∈ pn − 1 die Primzahl p = char(K) ein Teiler
von
(
pn
i
)
ist, folgt (ii) aus (i).
2.4.5 Proposition
Sei p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p.
IstG abelsch, so gilt fu¨r alle n ∈ N : (1G+rad(KG)) pn = 1G+rad(K pnG pn).
Insbesondere ist 1G + rad(KG) eine Torsionsgruppe, und es gilt
exp(G) = exp(1G + rad(KG)).
Beweis: Sei G abelsch. Dann ist KG kommutativ, und wegen char(K) = p
und wegen des Binomialsatzes gilt fu¨r alle a, b ∈ KG die Identita¨t
(1) (a+ b)p = ap + bp.
Nach Satz 1.1.21 gilt rad(KG) = Aug(KG). Ist x ∈ rad(KG), so
existiert zu jedem g ∈ G \ {1G} ein kg ∈ K mit x =
∑
g∈G\{1}
kg(g − 1G).
Ist n ∈ N , so folgern wir durch eine wiederholte Anwendung von (1), daß
(1G + x) p
n
= 1G +
∑
g∈G\{1G}
kg
pn(g p
n − 1G) gilt. Aus dieser Gleichung und
mit Satz 1.1.21 folgt nun leicht die Behauptung. 
2.4.6 Bemerkung
Sei G eine Gruppe, n ∈ N , a ∈ G und b ∈ aG.
Ist an zentral in G, so gilt an = bn.
Ist A eine assoziative K-Algebra, fu¨r die jedes Element sternregula¨r
ist, so benutzen wir an Stelle von Q(A) auch das Symbol A∗.
Die folgende Proposition reduziert die Ermittlung des Exponenten von
Z(rad(KG)∗) auf ein Teilproblem:
2.4.7 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
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(i) Z(rad(KG)∗) ist eine Torsionsgruppe.
(ii) Die Ordnungen der Elemente von Z(rad(KG)∗) sind p -Potenzen.
(iii) exp(Z(rad(KG)∗)) = max{exp(Z(G)),max{o(gG) | g ∈ G \ Z(G)}}
Beweis: Nach Folgerung 2.4.4 gilt fu¨r alle x ∈ KG und fu¨r alle n ∈ N
x ∗ . . . ∗ x︸ ︷︷ ︸
pn−mal
= x(p
n). Sei g ∈ G \ Z(G). Da G eine nilpotente Gruppe
ist, zeigt uns der Satz 2.3.6, daß gG eine endvertauschbare Anord-
nung (a1, . . . , ar) besitzt. Also gilt nach Satz 2.1.5 fu¨r alle n ∈ N
(gG) (p
n) =
r∑
i=1
a
(pn)
i . Daraus folgern wir mit Bemerkung 2.4.6 die Glei-
chungskette (gG)exp(G/Z(G)) =
r∑
i=1
a
exp(G/Z(G))
i =
r∑
i=1
gexp(G/Z(G)) = 0KG.
Somit haben wir die Teile (i) und (ii) bewiesen. Zudem zeigt uns die Pro-
position 2.4.5, daß fu¨r alle r ∈ rad(KZ(G)) die Gleichung r exp(Z(G)) = 0KG
gilt. Ist x ∈ Z(rad(KG)), so existieren wegen der Proposition 1.3.9
r ∈ rad(KZ(G)), n ∈ N , g1, . . . , gn ∈ G \ Z(G) und k1, . . . , kn ∈ K,
so daß x = r +
n∑
i=1
ki (gGi ) gilt. Da Z(rad(KG)) kommutativ ist, gilt
wegen des Binomialsatzes und der Folgerung 2.4.4 fu¨r alle e ∈ N
x ∗ . . . ∗ x︸ ︷︷ ︸
pe−mal
= x(p
e) = r(p
e) +
n∑
i=1
k
(pe)
i (g
G
i )
(pe). Hieraus sowie mit (i) erhalten
wir die Behauptung. 
An dieser Proposition erkennen wir, daß nur noch die Ordnungen der
Konjugiertenklassensummen zu bestimmen sind. Mit den Resultaten u¨ber
endvertauschbare Anordnungen ko¨nnen wir dieses Problem leicht lo¨sen. Ein
weiterer Zugang zu den Teilen (ii) bis (iv) des folgenden Satzes findet sich
in dem Artikel [3] von A.A. Bovdi und Z. Patay. Insbesondere erhalten wir
in Teil (iv), daß und wie sich der Exponent von Z(rad(KG)∗) allein durch
Berechnungen innerhalb der Gruppe G bestimmen la¨ßt.
2.4.8 Satz
Ist p eine Primzahl, G eine nilpotente Gruppe, K ein Ko¨rper mit char(K) =
p und g ∈ G \ Z(G), so gelten:
(i) (gG)p = ( |CG(g
p)|
|CG(g)| )K (g
G) p
(ii) Ist G eine p -Gruppe, die CG(g) < CG(gp) erfu¨llt, so gilt (gG) p = 0KG.
(iii) Ist G eine p -Gruppe, die CG(g) = CG(gp) erfu¨llt, so gilt (gG) p = (gp)G.
(iv) Ist G eine p -Gruppe, so gilt o(gG) = pmin{n∈N |CG(g)<CG(gp
n
)}.
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Beweis: ad(i): Aus Folgerung 2.4.4 erhalten wir
(1) gG ∗ . . . ∗ gG︸ ︷︷ ︸
p−mal
= (gG) p.
Da G eine nilpotente Gruppe ist, besitzt gG nach Satz 2.3.6 eine
endvertauschbare Anordnung. Mit (1) und Satz 2.1.5 ergibt sich
(2) gG ∗ . . . ∗ gG︸ ︷︷ ︸
p−mal
=
∑
x∈gG
xp.
Ist x ∈ gG, so ist xp zu gp konjugiert. Aus (1) und (2) folgern wir,
daß es ein k ∈ K gibt, so daß (gG) p = k (gp)G gilt. Offensichtlich muß
k = ( |CG(g
p)|
|CG(g)| )K erfu¨llt sein, und (i) ist bewiesen.
ad(ii),(iii): Da G eine p -Gruppe ist und char(K) = p gilt, folgen (ii)
und (iii) aus (i).
ad(iv): Diese Aussage ergibt sich aus den Teilen (i) bis (iii). 
•
•
•
•
•
{1G}
Z(G)
CG(g) = CG(g(p
n−1))
CG(g(p
n))
G
6=
2.4.9 Definition
Ist A eine assoziative K-Algebra so definieren wir fu¨r alle a, b ∈ A
a ◦ b := ab− ba.
Dann ist (A; +; ◦) eine K-Lie-Algebra, fu¨r die wir abku¨rzend das Symbol
A◦ benutzen. Sie wird die zu A assoziierte K-Lie-Algebra genannt.
Aus Satz 2.4.8 erhalten wir:
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2.4.10 Folgerung
Sei p eine Primzahl, G eine p -Gruppe, K ein Ko¨rper mit char(K) = p und
n ∈ N . Der Teilraum 〈{gG | g ∈ G \ Z(G), | gG |= pn}〉K von Z(rad(KG))
ist eine Lie-Teilalgebra der restringierten Lie-Algebra KG ◦.
2.4.11 Beispiel
Seien K ein zweielementiger Ko¨rper, G := D16 und h, a ∈ G, so daß G =
〈h, a〉G , o(h) = 8, o(a) = 2 und ha = h−1 gelten. Ist U := 〈h2〉G , so gilt
aU = {a, h2a}. Da a und h2a nicht vertauschbar sind, besitzt aU keine
endvertauschbare Anordnung. Zudem gilt (a + h2a)2 = a2 + ah2a + h2 +
(h2a)2 = h6 + h2 6= 0KG = a2 + (h2a)2.
Dieses Beispiel zeigt uns, daß der Exponent von Crad(KG)∗(U − 1G) (vgl.
Folgerung 1.3.14) mit dem Konzept der endvertauschbaren Anordnungen
nicht ermittelt werden kann.
2.5 Abscha¨tzungen
2.5.1 Definition
Ist G eine Gruppe, so bezeichnen wir mit K(G) die Menge der Konjugier-
tenklassen von G.
2.5.2 Proposition
Sei p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p.
(i) Ist C eine nicht-zentrale Konjugiertenklasse von G, so gilt
o(C) | p |{X|X∈K(G), |X|=|C|}|.
(ii) Ist C eine nicht-zentrale Konjugiertenklasse von G und c ∈ C, so gilt
o(C) | o(Z(G)c).
(iii) exp(Z(G)) | exp(Z(rad(KG)∗)) | max{exp(Z(G)), exp(G/Z(G))}
(iv) exp(Z(rad(KG)∗)) | exp(G)
Beweis: Die Aussage (i) folgt aus den Teilen (ii) und (iii) und die Aussage
(ii) aus Teil (iv) von Satz 2.4.8. Die letzten beiden Aussagen ergeben sich
offenbar aus (ii) und aus Proposition 2.4.7. 
45
2.5.3 Folgerung
Ist p eine Primzahl, G eine nicht-abelsche p -Gruppe und K ein Ko¨rper mit
char(K) = p, so gilt p ≤ exp(Z(rad(KG)∗)) ≤ |G|
p2
.
Beweis: Da G nicht-abelsch ist, gilt p | exp(Z(G)). Ist die Zentrumsfak-
torgruppe zyklisch, so ist G abelsch. Daher besitzt Z(G) ho¨chstens die
Ma¨chtigkeit |G|
p2
, und wir folgern exp(Z(G)) | |G|
p2
.
Da Z(G) nicht die triviale Untergruppe ist, kann G/Z(G) ho¨chstens die
Ordnung |G|p besitzen. Also ist der Exponent der nicht-zyklischen Gruppe
G/Z(G) ho¨chstens |G|
p2
, und aus Teil (iii) von Proposition 2.5.2 ergibt sich
nun die Behauptung. 
2.5.4 Proposition
Ist p eine Primzahl, G eine p -Gruppe, U eine Untergruppe von G, K ein
Ko¨rper mit char(K) = p und u ∈ U \ Z(U), so gilt o(uG) ≤ o(uU ).
Beweis: Wir merken zuna¨chst an, daß u nicht zentral in G ist. Fu¨r
alle a, b ∈ U mit CG(a) = CG(b) ergibt ein Schnitt mit U die Gleichung
CU (a) = CU (b). Daraus und mit Satz 2.4.8 folgt nun die Behauptung. 
2.5.5 Folgerung
Sei p eine Primzahl, G eine p -Gruppe, K ein Ko¨rper mit char(K) = p,
g ∈ G \ Z(G) und r ∈ N mit o(gG) = pr.
Ist U bezu¨glich Inklusion minimal mit g ∈ U \ Z(U), so gilt | U | ≥ pr+2.
Insbesondere ist in dem Fall pr = |G|
p2
G die einzige Untergruppe von G, in
der g nicht zentral ist.
Beweis: Angenommen es gelte | U |< pr+2. Aus Proposition 2.5.4
und Folgerung 2.5.3 wu¨rde sich nun pr ≤ o(gU ) ≤ |U |
p2
< p
r+2
p2
= pr ergeben,
was ein Widerspruch ist. 
2.5.6 Bemerkung
Es stellt sich die Frage, ob die minimal mo¨gliche Ordnung pr+2 in Folgerung
2.5.5 angenommen wird. Daß diese Frage zu verneinen ist, zeigen wir am
Ende von Kapitel 3 an einem Beispiel.
2.5.7 Lemma
Sei p eine Primzahl, n ∈ N , G eine nicht-abelsche p -Gruppe und K ein
Ko¨rper mit char(K) = p. Fu¨r alle a, b ∈ G kommutiere a(pn) genau dann
mit b, wenn b(p
n) mit a kommutiere.
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Dann gilt fu¨r jede nicht-zentrale Konjugiertenklasse C von G die Unglei-
chung o(C) ≤ pn.
Beweis: Wir beweisen dieses Lemma durch vollsta¨ndige Induktion
nach der Gruppenordnung von G. In dem Fall | G |= p3 gilt die Behaup-
tung nach Folgerung 2.5.3. Sei x ∈ G \ Z(G).
1.Fall: Es existiere eine x enthaltene maximale Untergruppe von G,
die von x nicht zentralisiert wird.
Da x ∈ U \Z(U) gilt und sich die Induktionsvoraussetzung auf U u¨bertra¨gt,
folgern wir mit Proposition 2.5.4 o(xG) ≤ o(xU ) ≤ pn. Also ist in diesem
Fall die Behauptung bewiesen.
2.Fall: Jede x enthaltene maximale Untergruppe von G werde von x
zentralisiert.
Sei U eine x enthaltene maximale Untergruppe von G. Dann gilt x ∈ Z(U).
Ist y ∈ G \U , so folgt aus der Nilpotenz von G, daß G = U〈y〉G gilt. Wegen
x ∈ Z(U) \ Z(G) wird y von x nicht zentralisiert. Aus der Maximalita¨t
von U erhalten wir yp ∈ U und damit [yp, x] = 1G. Insbesondere ergibt
sich [x, y(p
n)] = 1G, und nach Voraussetzung folgt nun [x(p
n), y] = 1G. Wir
haben bewiesen, daß y das Element x(p
n), jedoch nicht das Element x
zentralisert. Daher gilt nach Satz 2.4.8 nun o(xG) ≤ pn, und die Behauptung
ist bewiesen. 
2.5.8 Bemerkung
Sei p eine Primzahl, G eine nicht-abelsche p -Gruppe, K ein Ko¨rper mit
char(K) = p und n ∈ N , so daß pn = exp(G/Z(G)) gelte. Dann ist
mit diesem n trivialerweise die Voraussetzung von 2.5.7 erfu¨llt. Somit
stellt sich die Frage, ob es fu¨r ein solches, minimal gewa¨hltes n ∈ N eine
Konjugiertenklassensumme von G gibt, deren Ordnung genau pn ist. Das
wiederum wu¨rde bedeuten, daß die maximale Ordnung der Konjugierten-
klassensummen genau pn ist. Diese Frage ist jedoch zu verneinen, was durch
ein Beispiel am Ende von Kapitel 3 gezeigt wird.
Die bisher hergeleiteten Abscha¨tzungen dienen der Vorbereitung auf
Kapitel 3. Zum Abschluß dieses Kapitels zeigen wir, wie sich der Exponent
von Z(rad(KG)∗) fu¨r einen Normalteiler N von G durch exp(Z(rad(KN)∗))
und exp(Z(rad(KG/N)∗)) abscha¨tzen la¨ßt.
2.5.9 Proposition
Ist p eine Primzahl, G eine p -Gruppe, N ein Normalteiler von G und K ein
Ko¨rper mit char(K) = p, so gelten:
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(i) exp(Z(G)) ≤ exp(Z(N)) · exp(Z(G/N))
(ii) Fu¨r alle g ∈ Z(N) \ Z(G) gilt o(gG) ≤ exp(Z(N)).
(iii) Fu¨r alle g ∈ G \ N mit gN ∈ Z(G/N) und g exp(Z(G/N)) ∈ Z(N) gilt
o(gG) ≤ exp(Z(N)) · exp(Z(G/N)).
(iv) Fu¨r alle g ∈ G \ N mit gN ∈ Z(G/N) und g exp(Z(G/N)) ∈ N \ Z(N)
gilt o(gG) ≤ exp(Z(G/N)) · o((gexp(Z(G/N)))G).
Beweis: Seien n, f ∈ N , so daß pn = exp(Z(N)) und pf = exp(Z(G/N))
gelten.
ad(i): Es ist (Z(G)N)/N eine zentrale Untergruppe von G/N , woraus
wir Z(G)(p
f ) ⊆ N ∩ Z(G) ⊆ Z(N) folgern. Also gilt (Z(G)(pf ))(pn) = {1G},
und es folgt (i).
ad(ii): Sei g ∈ Z(N) \Z(G). Wegen g(pn) = 1G gilt CG(g) < G = CG(g(pn)),
woraus wir mit Satz 2.4.8 die Aussage (ii) erhalten.
ad(iii): Sei g ∈ G \ N , so daß gN ∈ Z(G/N) und g(pf ) ∈ Z(N) gel-
te. Daraus folgt g(p
f ·pn) = 1G, und aus Satz 2.4.8 ergibt sich (iii).
ad(iv): Sei g ∈ G \ N , so daß gN ∈ Z(G/N) und g(pf ) ∈ N \ Z(N)
gelte. Sei r ∈ N mit pr = o((g(pf ))N ). Nach Satz 2.4.8 gilt
CN (g(p
f+r−1)) < CN (g(p
f+r)), und daher auch CG(g(p
f+r−1)) < CG(g(p
f+r)),
woraus wir erneut mit Satz 2.4.8 die Behauptung erhalten. 
2.5.10 Lemma
Sei p eine Primzahl, G eine p -Gruppe, N ein Normalteiler von G, K ein
Ko¨rper mit char(K) = p und g ∈ G \ N , so daß gN nicht zentral in G/N
ist. Sei s ∈ N , so daß ps = o((gN)G/N ) gilt.
Dann gibt es ein h ∈ G, fu¨r das [g(ps), h] ∈ N und [g(ps−1), h] /∈ N gilt.
Definieren wir x0 := [g(p
s), h] und xn := [xn−1, g] fu¨r alle n ∈ N , so gelten:
(i) Fu¨r alle n ∈ N gilt xn ∈ N .
(ii) Fu¨r x0 = 1G gilt o(gG) ≤ ps.
(iii) Fu¨r x0 6= 1G = x1 gilt o(gG) ≤ ps · o(x0).
(iv) Fu¨r alle r ∈ N mit xr 6= 1G = xr+1 gilt o(gG) ≤ o(xr).
Beweis: Aus Satz 2.4.8 erhalten wir CG/N (gN) = CG/N (g(p
s−1)N) <
CG/N (g(p
s)N). Also gibt es ein h ∈ G, fu¨r das x0 = [g(ps), h] ∈ N und
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[g(p
s−1), h] /∈ N erfu¨llt ist.
ad(i): Diese Aussage ist offensichtlich wahr.
ad(ii): Aus x0 = 1G schließen wir h ∈ CG(g(ps)) \ CG(g(ps−1)), woraus
mit Satz 2.4.8 die Aussage (ii) folgt.
ad(iii): Es gelte x0 6= 1G = x1.
Sei k ∈ N mit pk = o(x0). Wegen x1 = 1G vertauscht x0 per Defi-
nition mit g und damit auch mit g(p
s). Mit Hilfssatz 1.3 von Kapitel
III in [12] folgt nun 1G = x
(pk)
0 = [g
(ps), h](p
k) = [g(p
s·pk), h]. Wir
nehmen an, daß h das Element g(p
s+k−1) zentralisiere. Dann wu¨rde
wiederum nach Hilfssatz 1.3 von Kapitel III in [12] die Gleichung
1G = [g(p
s+k−1), h] = [(g(p
s))(p
k−1), h] = [g(p
s), h](p
k−1) = x(p
k−1)
0 gelten, was
ein Widerspruch zu o(x0) = pk ist. Die Aussage (iii) ergibt sich nun aus
Satz 2.4.8.
ad(iv): Sei r ∈ N , und es gelte xr 6= 1G = xr+1.
Sei k ∈ N mit o(x−1r ) = o(xr) = pk. Da per Definition xr mit g und
damit auch x−1r mit g vertauscht, gilt nach Hilfssatz 1.3 in Kapitel III
von [12] die Gleichung 1G = (x−1r )(p
k) = [g, xr−1](p
k) = [g(p
k), xr−1].
Wir nehmen an, daß xr−1 auch das Element g(p
k−1) zentralisiere. Dann
wu¨rde wiederum nach Hilfssatz 1.3 in Kapitel III von [12] die Gleichung
1G = [g(p
k−1), xr−1] = [g, xr−1](p
k−1) = x(p
k−1)
r gelten, was ein Widerspruch
zu o(x−1r ) = pk ist. Die Aussage (iv) ergibt sich nun aus Satz 2.4.8. 
2.5.11 Bemerkung
Sei p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p.
Fu¨r alle g ∈ G \Z(G) mit gp ∈ G \Z(G) gilt nach Satz 2.4.8 die Beziehung
o(gG) ≤ p · o((gp)G).
2.5.12 Lemma
Sei p eine Primzahl, G eine p -Gruppe, N ein Normalteiler von G und K
ein Ko¨rper mit char(K) = p.
Ist N oder G/N abelsch oder G/N vom Exponenten p, so gilt
exp(Z(rad(KG)∗)) ≤ exp(Z(rad(KN)∗)) · exp(Z(rad(K(G/N))∗)).
Beweis: Ist G/N abelsch, so folgt die Behauptung aus Proposition
2.5.9, Proposition 2.4.7 und Satz 2.4.8.
Ist N abelsch, so folgt die Behauptung aus Proposition 2.5.9, Lemma
2.5.10, Proposition 2.4.7 und Satz 2.4.8.
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Ist G p in N enthalten und g ∈ G \ Z(G), so gilt gp ∈ N .
Ist gp /∈ Z(N), so folgt mit Proposition 2.5.4 und Bemerkung 2.5.11 die
Ungleichung o(gG) ≤ p · o((gp)G) ≤ p · o((gp)N ).
Ist gp ∈ Z(N), so gilt g(p·exp(Z(N))) = 1G, und aus Satz 2.4.8 erhalten
wir o(gG) ≤ p · exp(Z(N)). Die Behauptung ergibt sich nun aus den
Propositionen 2.5.9 und 2.4.7 sowie aus Satz 2.4.8. 
2.5.13 Satz
Sei p eine Primzahl, G eine p -Gruppe, K ein Ko¨rper mit char(K) = p und
{1G} = Nr < Nr−1 < . . . < N2 < N1 = G eine Subnormalreihe von G, so
daß fu¨r alle i ∈ r − 1 die Faktorgruppe Ni/Ni+1 abelsch ist.
Dann gilt fu¨r alle i ∈ r − 1
exp(Z(rad(KG)∗)) ≤ exp(Z(rad(KNi)∗)) ·
i−1∏
t=1
exp(Nt/Nt+1).
Beweis: Die Behauptung ergibt sich durch eine leichte Induktion
nach r aus Lemma 2.5.12 und Teil (iii) von Proposition 2.5.2. 
2.5.14 Bemerkung
Sei p eine Primzahl, G eine p -Gruppe, U eine Untergruppe und N ein Nor-
malteiler vonG. Die Frage, ob exp(Z(rad(KG)∗)) durch exp(Z(rad(KU)∗)),
exp(Z(rad(KN)∗)) oder exp(Z(rad(K(G/N))∗)) nach oben oder unten be-
schra¨nkt ist, muß im allgemeinen verneint werden. Die dazu no¨tigen Beispiele
geben wir am Ende von Kapitel 3 an. Zudem betrachten wir dort Beispiele
zu Lemma 2.5.12 und Satz 2.5.13.
Kapitel 3
Der Exponent des Zentrums
fu¨r spezielle Gruppenklassen
und Gruppenkonstruktionen
3.1 Der maximal mo¨gliche Exponent
3.1.1 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe und
M eine maximale Untergruppe von G.
Fu¨r alle m ∈ Z(M) \ Z(G) gilt o(mG) = o(mZ(G)).
Beweis: Aus den Voraussetzungen ergibt sich leicht, daß M der Zen-
tralisator von m in G ist. Fu¨r alle r ∈ N gilt daher CG(m) < CG(mpr)
genau dann, wenn mp
r
zentral in G ist. Also ist das minimale r ∈ N mit der
Eigenschaft CG(m) < CG(mp
r
) genau die Ordnung von mZ(G) in G/Z(G).
Die Behauptung ergibt sich damit aus Satz 2.4.8. 
3.1.2 Beispiele
Sei K ein Ko¨rper mit char(K) = 2.
(i) Diedergruppen
Sei n ∈ N≥ 3 und G := D2n . Dann gibt es a, b ∈ G, so daß G = 〈a, b〉G ,
o(a) = 2n−1, o(b) = 2 und ab = a−1 gelten.
Bekanntlich gilt Z(G) = 〈a(2n−2)〉G , und die Untergruppe M := 〈a〉G ist
abelsch und maximal in G. Wegen n ∈ N≥ 3 ergibt sich a ∈ Z(M) \ Z(G),
und aus Proposition 3.1.1 folgt nun o(aG) = o(aZ(G)) = 2n−2.
(ii) Semidiedergruppen
Sei n ∈ N≥ 3 und G := SD2n . Dann gibt es a, b ∈ G, so daß G = 〈a, b〉G ,
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o(a) = 2n−1, o(b) = 2 und ab = a−1+2n−2 gelten.
Durch einen zu Teil (i) analogen Beweis ko¨nnen wir einsehen, daß auch hier
o(aG) = o(aZ(G)) = 2n−2 gilt.
(iii) Quaternionengruppen
Sei n ∈ N≥ 3 und G := Q2n . Dann gibt es a, b ∈ G, so daß G = 〈a, b〉G ,
o(a) = 2n−1, b2 = a2n−2 und ab = a−1 gelten.
Wie in Teil (i) zeigt sich o(aG) = o(aZ(G)) = 2n−2.
(iv) Sei p eine Primzahl, G eine p -Gruppe und char(K) = p.
Wir verwenden die Propositionen 3.1.1 und 2.5.4, um eine weitere
Abscha¨tzung fu¨r o(gG) herzuleiten.
Seien n ∈ N , fu¨r alle i ∈ n Mi eine maximale Untergruppe von Mi+1, so
daß Mn+1 = G, g /∈ Z(Mi) fu¨r alle i ∈ n+ 1 \ 1 und g ∈ Z(M1) gelten.
Dann erhalten wir o(gG) ≤ o(gM2) = o(gZ(M2)) (in M2/Z(M2)).
Anhand von Teil (i) zeigen wir in dem Fall n = 4, wie sich diese
Abscha¨tzung auf aG auswirkt. Es seien M3 = G, M2 = 〈h2〉G und
M1 = 〈h4〉G . Dann gilt a /∈ Z(M3) ∪ Z(M2) sowie a ∈ Z(M1), und wir
erhalten o(aG) ≤ o(aM2) = o(aZ(M2)) = 2.
3.1.3 Bemerkung
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine nicht-
abelsche p-Gruppe. Aus exp(Z(G)) = |G|
p2
ergibt sich mit Proposition 2.4.7
sowie mit Folgerung 2.5.3, daß exp(Z(rad(KG)∗)) die maximal mo¨gliche
obere Schranke |G|
p2
annimmt.
3.1.4 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine nicht-
abelsche p -Gruppe.
Besitzt G eine zyklische maximale Untergruppe, so ist der Exponent von
Z(rad(KG)∗) genau |G|
p2
.
Insbesondere wird von exp(Z(rad(KG)∗)) die maximal mo¨gliche obere
Schranke angenommen (siehe Folgerung 2.5.3).
Beweis: Den Seiten 98 und 99 in [25] ist zu entnehmen, daß wir
aufgrund der Beispiele 3.1.2 nur noch zwei Gruppentypen zu betrachten
haben: Es sind die der Teile (a) und (d) von Satz 5.3.2 aus [25].
1.Fall: Seien p 6= 2, n ∈ N≥ 3 und h, a ∈ G, so daß o(h) = pn, o(a) = p,
G = 〈h, a〉G , | G |= pn+1 und ha = h1+pn−1 gelten.
Aus (hp)a = (ha)p = (h1+p
n−1
)p = hp erhalten wir Z(G) = 〈hp〉G . Daraus
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folgt exp(Z(G)) = |G|
p2
, und mit Bemerkung 3.1.3 ist in diesem Fall die
Behauptung bewiesen.
2.Fall: Hier betrachten wir die Gruppe G aus Teil (d) von Satz 5.3.2
in [25]. Das ist dieselbe Gruppe wie im ersten Fall, nur fu¨r p = 2.
3.1.5 Lemma
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, n ∈ N≥4 und G eine
nicht-abelsche Gruppe mit | G |= pn.
Fu¨r alle g ∈ G \ Z(G) mit o(gG) = |G|
p2
gilt o(g) = |G|p .
Beweis: Ist g ∈ G \ Z(G), und gilt o(gG) = pn−2, so folgt aus Satz
2.4.8
(1) CG(g) = CG(gp
n−3
) < CG(gp
n−2
).
Wir erkennen, daß g von der Ordnung pn−1 oder pn−2 ist, und wir
nehmen daher im folgenden
(2) o(g) = pn−2
an. Aufgrund von (1) und (2) erhalten wir
(3) Z(G) ∩ 〈g〉G = {1G}.
Wegen 〈g〉GZ(G) ≤ CG(g) < G ergeben (1) und (2), daß (Z(G), 〈g〉G) eine
direkte Zerlegung von CG(g) ist, das Zentrum von G die Ordnung p sowie
der Zentralisator von g in G die Ordnung pn−1 besitzt. Insbesondere ist
CG(g) ein Normalteiler von G, und die Konjugiertenklassen zu g, . . . , gp
n−3
sind alle von der La¨nge p. Aus g ∈ CG(g) ergibt sich gG ⊆ CG(g).
Daraus folgern wir (gp
n−3
)G = (gG) p
n−3 ⊆ CG(g) pn−3 = 〈gpn−3〉G . Da
die erste und die letzte Menge dieser Inklusionskette die Ma¨chtigkeit p
besitzen, sind 1G und gp
n−3
inG konjugiert. Das ist ein Widerspruch zu (2). 
Wir ko¨nnen nun diejenigen p-Gruppen G beschreiben, fu¨r die der Ex-
ponent von Z(rad(KG)∗) den maximal mo¨glichen Wert |G|
p2
annimmt.
3.1.6 Satz
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine nicht-
abelsche p -Gruppe, so sind die folgenden Aussagen a¨quivalent:
(i) exp(Z(rad(KG)∗)) = |G|
p2
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(ii) G besitzt eine zyklische maximale Untergruppe, oder es gilt
Z(G) ∼=G Z |G|
p2
Beweis: Die Implikation von (ii) nach (i) folgt aus Proposition 3.1.4 und
Bemerkung 3.1.3. Ist (i) erfu¨llt, so gilt nach Proposition 2.4.7 entweder
exp(Z(G)) = |G|
p2
, oder es gibt ein g ∈ G \ Z(G) mit o(gG) = |G|
p2
. Die
Aussage (ii) ergibt sich nun aus Bemerkung 3.1.3 und Lemma 3.1.5.
3.1.7 Bemerkung
Sei p eine ungerade Primzahl und G eine nicht-abelsche p-Gruppe von der
Ordnung p3 und vom Exponenten p. Dann gilt | Z(G) |= |G|
p2
, und G besitzt
keine zyklische maximale Untergruppe.
Ist n ∈ N≥4, so entha¨lt die Diedergruppe D2n eine zyklische maximale Un-
tergruppe, und ihr Zentrum hat die Ordnung 2 < |D2n |
22
.
3.2 Der minimal mo¨gliche Exponent
3.2.1 Satz
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Die folgenden Aussagen sind a¨quivalent:
(i) Z(rad(KG)∗) ist elementar-abelsch.
(ii) Z(G) ist elementar-abelsch, und fu¨r alle g ∈ G \ Z(G)
gilt CG(g) < CG(gp).
Beweis: Dieser Satz ergibt sich aus Proposition 2.4.7 und Satz 2.4.8.
Jede endliche p-Gruppe G ist zu einer Untergruppe einer p-Sylow-
Untergruppe von GL(| G |, GF (p)) G-isomorph. Im folgenden zeigen wir,
daß diese Gruppen die Bedingung (ii) von Satz 3.2.1 erfu¨llen.
3.2.2 Die p -Sylow-Untergruppen von GL(n,GF (pr))
3.2.2.1 Bemerkung
Sei p eine Primzahl, n ∈ N und K ein endlicher Ko¨rper mit char(K) = p.
Die Gruppe Pn der um Eins verschobenen strikt unteren Dreiecksmatrizen
von K n×n ist eine p -Sylow-Untergruppe von GL(n,K).
3.2.2.2 Definition und Bemerkung
Sei K ein Ko¨rper und n ∈ N .
Sind i, j ∈ n , so bezeichnen wir mit Ei,j diejenige n × n-Matrix, fu¨r die
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(i; j)Ei,j = 1K und (k; l)Ei,j = 0K fu¨r alle k, l ∈ n mit (k; l) 6= (i; j) gilt.
Die Menge {Ei,j | i, j ∈ n} ist eine K-Basis von K n×n, und fu¨r alle
i, j, k, l ∈ n mit j 6= k gelten Ei,jEj,l = Ei,l und Ei,jEk,l = 0K n×n .
Mit su(n,K) bezeichnen wir die Menge der strikt unteren Dreiecksmatrizen.
Die folgende Proposition la¨ßt sich leicht verifizieren:
3.2.2.3 Proposition
Ist p eine Primzahl, n ∈ N und K ein endlicher Ko¨rper mit char(K) = p,
so ist Z(Pn) = 1K n×n + 〈En,1〉K elementar-abelsch.
Wegen der Produktregel fu¨r Matrizen gilt:
3.2.2.4 Proposition
Sind K ein Ko¨rper, n ∈ N und A,B ∈ su(n,K), so gelten:
(i) Es gebe ein r ∈ n , so daß fu¨r alle i, j ∈ n \ r − 1
(i; j)A = (i; j)B = 0K gelte.
Dann gilt fu¨r alle p ∈ N und fu¨r alle i, j ∈ n \ r − 2
(i; j)(AB) = (i; j)(A p) = 0K .
(ii) Es gebe ein r ∈ n , so daß fu¨r alle i, j ∈ n \ r − 1 (i; j)A = 0K gelte.
Dann gilt Er,1A = 0K = AEr,1.
(iii) Ist r ∈ n , so gilt genau dann AEr,1 = 0K , wenn fu¨r alle i ∈ n
(i; r)A = 0K gilt.
3.2.2.5 Folgerung
Ist p eine Primzahl, n ∈ N und K ein endlicher Ko¨rper mit char(K) = p,
so ist Z(rad(KPn)∗) elementar-abelsch.
Beweis: Wegen des Satzes 2.4.8, der Proposition 2.4.7 und der Pro-
position 3.2.2.3 mu¨ssen wir nur noch einsehen, daß fu¨r alle g ∈ Pn \ Z(Pn)
die Gruppe CPn(g) echt in CPn(gp) enthalten ist. Sei g ∈ Pn. Dann gibt es
ein M ∈ su(n,K), so daß g = 1K n×n +M gilt. Wegen gp = 1K n×n +M p
genu¨gt es zu zeigen, daß Csu(n,K)(M) echt in Csu(n,K)(M p) enthalten ist.
Im folgenden nehmen wir an, daß diese Mengen u¨bereinstimmen.
Wegen M ∈ su(n,K) ergeben die Aussagen (i) und (ii) von Proposition
3.2.2.4, daß M pEn−1,1 = 0K n×n = En−1,1M p gilt. Aus unserer Annahme
und mit En−1,1M = 0K n×n folgern wir MEn−1,1 = 0K n×n . Also gilt
nach Teil (iii) von Proposition 3.2.2.4 fu¨r alle i ∈ n die Bedingung
(i;n − 1)M = 0K . Daher ist Teil (i) von Proposition 3.2.2.4 mit n − 1
erfu¨llt. Mit Hilfe von En−2,1 erhalten wir durch einen analogen Schluß
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(i;n − 2)M = 0K fu¨r alle i ∈ n . Auf diese Weise ergibt sich induktiv die
Aussage M = 0K n×n , was unserer Annahme widerspricht. 
3.2.2.6 Folgerung
Sei p eine Primzahl, n ∈ N und K ein endlicher Ko¨rper mit char(K) = p.
Dann ist fu¨r jede p -Sylow-Untergruppe P von GL(n,K), PGL(n,K),
SL(n,K) und von PSL(n,K) das Zentrum von rad(KP )∗ elementar-
abelsch.
Beweis: Nach Satz 7.1 auf Seite 185 in [12] sind die p -Sylow-Untergruppen
dieser Gruppen G-isomorph. Die Behauptung ergibt sich damit aus Folge-
rung 3.2.2.5. 
In diversen interessanten Fa¨llen ist der Exponent des Zentrums von
1G + rad(KG) schlicht gleich dem von Z(G):
3.2.3 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe,
die exp(G/Z(G)) ≤ exp(Z(G)) erfu¨llt.
Dann gilt exp(Z(rad(KG)∗)) = exp(Z(G)).
Beweis: Diese Aussage folgt aus Teil (iii) von Proposition 2.5.2. 
3.2.4 Folgerung
Sei p eine Primzahl, G eine p -Gruppe und K ein Ko¨rper mit char(K) = p.
(i) Ist die Nilpotenzklasse von G kleiner oder gleich zwei, so gilt
exp(Z(rad(KG)∗)) = exp(Z(G)).
(ii) Ist | G ′ |≤ p, so gilt exp(Z(rad(KG)∗)) = exp(Z(G)).
(iii) Ist G p zentral in G, so gilt exp(Z(rad(KG)∗)) = exp(Z(G))
(iv) Ist Φ(G) zentral in G, so gilt exp(Z(rad(KG)∗)) = exp(Z(G)).
(v) Ist G eine spezielle p -Gruppe, so gilt exp(Z(rad(KG)∗)) = p.
Beweis: ad(i): Ist die Nilpotenzklasse von G kleiner oder gleich zwei, so gilt
nach Teil (a) von Satz 2.13 auf Seite 266 in [12] exp(G/Z(G)) ≤ exp(Z(G)).
Also folgt (i) aus Proposition 3.2.3.
ad(ii): Diese Aussage folgt direkt aus (i).
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ad(iii): Ist G p zentral in G, so gilt exp(G/Z(G)) ≤ p ≤ exp(Z(G)).
Somit gilt (ii) nach Proposition 3.2.3.
ad(iv): Diese Aussage folgt aus (iii).
ad(v): Diese Aussage folgt aus (iv).
3.2.5 Proposition
Ist p eine Primzahl, G eine regula¨re p -Gruppe und K ein Ko¨rper mit
char(K) = p, so gelten:
(i) Fu¨r alle g ∈ G \ Z(G) gilt o(gG) = p.
(ii) exp(Z(rad(KG)∗)) = exp(Z(G))
Beweis: ad(i): Nach Teil (b) von Satz 10.6 auf Seite 326 in [12] ist fu¨r alle
a, b ∈ G die Gleichung [ap, b] = 1G genau dann erfu¨llt, wenn [a, bp] = 1G
gilt. Die Aussage (i) folgt nun aus Lemma 2.5.7.
ad(ii): Diese Aussage ergibt sich aus (i) und aus Proposition 2.4.7.
Wir zeigen nun, daß auch die minimal nicht-abelschen p -Gruppen die
Voraussetzung von Proposition 3.2.3 erfu¨llen und geben anschließend den
Exponenten des Zentrums fu¨r die verschiedenen Isomorphietypen dieser
Gruppen an.
3.2.6 Minimal nicht-abelsche p -Gruppen
3.2.6.1 Proposition
Ist G eine endliche, minimal nicht-abelsche Gruppe, so gilt Φ(G) = Z(G).
Beweis: Sei g ∈ G \ Z(G). Ist U eine g enthaltene maximale Unter-
gruppe von G, so zentralisiert nach Voraussetzung U das Element g. Wegen
g /∈ Z(G) und der Maximalita¨t von U erkennen wir CG(g) = U .
Sei U eine maximale Untergruppe von G. Wa¨re U zentral in G, so mu¨ßte
Z(G) eine maximale Untergruppe von G sein. Aus der Endlichkeit von G
wu¨rde sich ergeben, daß G abelsch ist. Also ist U nicht zentral in G, und
es existiert ein g ∈ U \ Z(G). Da U abelsch und g nicht zentral in G ist,
folgern wir U = CG(g).
Somit haben wir bewiesen, daß die maximalen Untergruppen von G genau
die Zentralisatoren der nicht-zentralen Elemente von G sind, woraus die
Behauptung folgt.
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3.2.6.2 Folgerung
Ist p eine Primzahl, G eine minimal nicht-abelsche p -Gruppe und K ein
Ko¨rper mit char(K) = p, so gilt exp(Z(rad(KG)∗)) = exp(Z(G)).
Beweis: Diese Folgerung ergibt sich aus Proposition 3.2.6.1 und aus
Teil (iii) von Folgerung 3.2.4.
3.2.6.3 Anmerkung
Sei p eine Primzahl und G eine minimal nicht-abelsche p -Gruppe.
Nach Aufgabe 22 von Seite 309 in [12] gibt es drei Typen solcher Gruppen:
Typ 1: G ∼=G Q8
Es gilt exp(Z(Q8)) = 2.
Typ 2: Es existieren r ∈ N≥ 2, s ∈ N und a, b ∈ G, so daß G = 〈a, b〉G ,
o(a) = pr, o(b) = ps und ab = a1+p
r−1
gelten. Es ist (〈a〉G , 〈b〉G) eine
semidirekte Zerlegung von G. Eine leichte Rechnung zeigt uns, daß
(〈ap〉G , 〈bp〉G) eine direkte Zerlegung von Z(G) ist, und wir erhalten
exp(Z(G)) = max{pr−1, ps−1}.
Typ 3: Es exsitieren r, s ∈ N , und a, b ∈ G, so daß G = 〈a, b〉G ,
o(a) = ps, o(b) = pr, o([a, b]) = p und | G |= ps+r+1 gelten.
Wir zeigen zuna¨chst, daß G
′
= 〈[a, b]〉G gilt.
Sei g ∈ G \ Z(G). Da jede Untergruppe von G abelsch ist, besitzt CG(g)
den Index p in G. Also hat jede nicht-zentrale Konjugiertenklasse von G
die La¨nge p. Nach [14] gilt | G ′ |= p, und es folgt die Behauptung.
Als na¨chstes beweisen wir, daß fu¨r p 6= 2 G p = 〈ap〉G 〈bp〉G und
G2 = G
′ 〈a2〉G 〈b2〉G gelten.
Sei z := [a, b] ∈ Z(G). Es gilt ab = baz, und mit einer leichten Induktion
ko¨nnen wir fu¨r alle j, k, n ∈ N
(1) (ajbk)n = znk+
n(n+1)j
2 bnkanj
herleiten. Sei g ∈ G. Wegen (1) und G = 〈a, b〉G existieren j ∈ ps ,
k ∈ pr und i ∈ p mit g = ziajbk. Aus (1) und wegen o(z) = p ergibt sich
gp = (aibj)p = z
p(p+1)j
2 bpkapj . Fu¨r p 6= 2 erhalten wir daraus gp = bpkapj ,
und fu¨r p = 2 gilt g2 = z3jb2ka2j .
Aus Proposition 3.2.6.1 ergibt sich Z(G) = 〈ap〉G〈bp〉G〈z〉G , und daher ist
der Exponent dieser abelschen Gruppe genau max{ps−1, pr−1, p}.
In den folgenden Abschnitten dieses Kapitels untersuchen wir das Verhalten
des Exponenten von Z(rad(KG)∗) unter diversen Gruppenkonstruktionen.
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3.3 Direkte Produkte mit vereinigten zentralen
Untergruppen
Wir erinnern zuna¨chst an die Definition und an einige Eigenschaften dieser
direkten Produkte:
3.3.1 Definition
Seien G1, G2 Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 und µ : U1 −→ U2
ein G-Isomorphismus. Es ist Dµ := {(u; (uµ)−1) | u ∈ U1} eine zentrale
Untergruppe von G1 × G2. Wir definieren G1YµG2 := (G1 × G2)/Dµ und
nennen diese Gruppe das direkte Produkt von G1 und G2 mit den vermo¨ge
µ vereinigten zentralen Untergruppen U1 und U2. Besteht Klarheit u¨ber µ,
so schreiben wir auch D und G1YG2 an Stelle von Dµ und G1YµG2.
Der na¨chste Satz rechtfertigt diesen Sprachgebrauch:
3.3.2 Satz
Sind G1, G2 Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 und µ : U1 −→ U2 ein
G-Isomorphismus, so gelten:
(i) α1 : G1 −→ G1YG2, g 7→ (g; 1G2)D ist ein G-Monomorphismus.
(ii) α2 : G2 −→ G1YG2, g 7→ (1G1 ; g)D ist ein G-Monomorphismus.
(iii) G1α1 und G2α2 sind zwei sich zentralisierende und G G-erzeugende
Normalteiler von G.
(iv) Fu¨r alle u ∈ U1 gilt uα1 = u(µα2).
(v) G1α1 ∩G2α2 = U1α1 = U2α2
Beweis: Dieser Satz folgt aus Satz 3.10 von Seite 49 in [12].
Eine Symmetrieeigenschaft dieser Gruppenkonstruktion beschreibt die
na¨chste Bemerkung:
3.3.3 Bemerkung
Seien G1, G2 Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 und µ : U1 −→ U2 ein
G-Isomorphismus.
Dann ist Φ : G1YµG2 −→ G2Yµ−1G1, (g1; g2)Dµ 7→ (g2; g1)Dµ−1 ein G-
Isomorphismus.
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3.3.4 Proposition
Sind G1, G2 Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 und µ : U1 −→ U2 ein
G-Isomorphismus, so gelten:
(i) Z(G1YG2) = (Z(G1)× Z(G2))/D = Z(G1)YZ(G2)
(ii) Sind p eine Primzahl und G1, G2 p -Gruppen, so gilt
exp(Z(G1YG2)) = max{exp(Z(G1)), exp(Z(G2))}.
Beweis: ad(i): Offenbar ist (Z(G1) × Z(G2))/D zentral in G1YG2. Sei
(g1; g2) ∈ G1 × G2, so daß (g1; g2)D im Zentrum von G1YG2 liegt. Ist
a ∈ G1, so ergibt sich (g1; g2)D(a; 1G2)D = (a; 1G2)D(g1; g2)D, woraus wir
([g1, a]; 1G2)D = D schließen. Aus Teil (i) von Satz 3.3.2 folgt [g1, a] = 1G1 ,
und g1 ist zentral in G1. Wenden wir dieses Ergebnis an, so zeigt uns die
Bemerkung 3.3.3, daß g2 zentral in G2 ist. Die zweite Gleichheit in (ii) gilt
per Definition 3.3.1.
ad(ii): Aus (i) und den Teilen (i) und (ii) von Satz 3.3.2 schließen
wir exp(Z(G1YG2)) ≥ max{exp(Z(G1)), exp(Z(G2))}. Da Z(G1YG2) eine
abelsche Gruppe ist, ergeben (i) und Teil (iii) von Satz 3.3.2 die fehlende
Ungleichung.
3.3.5 Proposition
Sind G1, G2 Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 , µ : U1 −→ U2 ein G-
Isomorphismus und (g1; g2) ∈ G1 ×G2, so gelten:
(i) Ist g2 zentral in G2, so gilt CG1YG2((g1; g2)D) = (CG1(g1)α1)(G2α2).
(ii) Ist g1 zentral in G1, so gilt CG1YG2((g1; g2)D) = (G1α1)(CG2(g2)α2).
Beweis: Wegen der Bemerkung 3.3.3 genu¨gt es, Teil (i) zu beweisen. Of-
fenbar zentralisiert (CG1(g1)α1)(G2α2) das Element (g1; g2)D. Sei (a; b) ∈
G1×G2, so daß (a; b)D ∈ CG1YG2((g1; g2)D) gelte. Dann gibt es ein u ∈ U1
mit [a, g1] = u und [b, g2] = (uµ)−1. Da g2 zentral in G2 ist, folgern wir
(uµ)−1 = 1G2 , woraus sich u = 1G1 und a ∈ CG1(g1) ergeben.
3.3.6 Lemma
Sind p eine Primzahl, K ein Ko¨rper mit char(K) = p, G1, G2 p -Gruppen,
Ui ≤ Z(Gi) fu¨r alle i ∈ 2 , µ : U1 −→ U2 ein G-Isomorphismus und (g1; g2) ∈
G1 ×G2, so gelten:
(i) Aus g2 ∈ Z(G2) und g1 /∈ Z(G1) folgt
o(((g1; g2)D)G1YG2) = o(gG11 ).
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(ii) Aus g1 ∈ Z(G1) und g2 /∈ Z(G2) folgt
o(((g1; g2)D)G1YG2) = o(gG22 ).
(iii) Aus g1 /∈ Z(G2) und g2 /∈ Z(G2) folgt
o(((g1; g2)D)G1YG2) ≤ min{o(gG11 ), o(gG22 )}.
Beweis: ad(i): Fu¨r alle n ∈ N gilt ((g1; g2)D)n = (g n1 ; g n2 )D. Aus Proposi-
tion 3.3.5 ergibt sich fu¨r alle n ∈ N die Beziehung CG1YG2(((g1; g2)D)n) =
(CG1(g
n
1 )α1)(G2α2). Wegen des Satzes 2.4.8 mu¨ssen wir noch einsehen,
daß fu¨r alle n ∈ N genau dann (1) CG1(g n1 ) > CG1(g1) gilt, wenn (2)
(CG1(g
n
1 )α1)(G2α2) > (CG1(g1)α1)(G2α2) erfu¨llt ist. Die Implikation von
(2) nach (1) ist per Kontraposition leicht zu zeigen. Es gelte nun (1), und
es sei x ∈ CG1(g n1 ) \ CG1(g1). Dann zentralisiert (x; 1G2)D das Element
(g n1 ; g2)D. Wir nehmen an, daß (x; 1G2)D auch (g1; g2)D zentralisiere. Dann
existiert ein u ∈ U1, so daß [x, g1] = u und 1G2 = [1G2 , g2] = (uµ)−1 gelten.
Somit wu¨rden sich u = 1G1 und [x, g1] = 1G1 ergeben.
ad(ii): Diese Aussage folgt aus (i) und aus der Bemerkung 3.3.3.
ad(iii): Wir zeigen o(((g1; g2)D)G1YG2) ≤ o(gG11 ). Daraus ergibt sich
mit der Bemerkung 3.3.3 die Behauptung. Sei n ∈ N , so daß o(gG21 ) = pn
gilt. Nach Satz 2.4.8 existiert ein x ∈ CG1(g p
n
1 ) \ CG1(g1). Offenbar
zentralisiert (x; 1G2)D das Element ((g1; g2)D)
pn , und wir nehmen an, daß
(x; 1G2)D auch (g1; g2)D zentralisiere. Dann wu¨rde ([g1, x]; 1G2)D = D
gelten, und aus Teil (i) von Satz 3.3.2 erga¨be sich [g1, x] = 1G1 . Das
ist ein Widerspruch zur Wahl von x, und mit Satz 2.4.8 ergibt sich die
Behauptung. 
3.3.7 Satz
Sind p eine Primzahl, K ein Ko¨rper mit char(K) = p, G1, G2 p -
Gruppen, Ui ≤ Z(Gi) fu¨r alle i ∈ 2 und µ : U1 −→ U2 ein G-
Isomorphismus, so ist der Exponent von Z(rad(K(G1YG2))∗) genau
max{exp(Z(rad(KG1)∗)), exp(Z(rad(KG2)∗))}.
Beweis: Dieser Satz ergibt sich aus Proposition 2.4.7, aus Satz 2.4.8,
aus Proposition 3.3.4 und aus Lemma 3.3.6. 
3.3.8 Folgerung
Sind p eine Primzahl, K ein Ko¨rper mit char(K) = p und G1, G2
p -Gruppen, so ist der Exponent von Z(rad(K(G1 × G2))∗) genau
max{exp(Z(rad(KG1)∗)), exp(Z(rad(KG2)∗))}.
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Beweis: Diese Folgerung ist ein Spezielfall von Satz 3.3.7.
3.3.9 Beispiel
Die nicht-abelschen Hamiltonschen p -Gruppen sind nach Satz 7.12 von Seite
308 in [12] genau diejenigen 2-Gruppen G, fu¨r die es ein n ∈ N gibt, so daß
G ∼=G Q8 × Z n2 gilt. Ist K ein Ko¨rper mit char(K) = 2, so erhalten wir aus
Folgerung 3.3.8 sowie aus den Beispielen 3.1.2, daß Z(rad(KG)∗) elementar-
abelsch ist.
3.3.10 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine extra-
spezielle p -Gruppe, so ist Z(rad(KG)∗) elementar-abelsch.
Beweis: Jede extra-spezielle p -Gruppe ist zu einem direkten Pro-
dukt mit vereinigten Zentren von nicht-abelschen Gruppen der Ordnung
p3 G-isomorph. Damit ergibt sich die Behauptung aus Satz 3.3.7 und aus
Folgerung 2.5.3.
3.3.11 Weitere Anwendungen
(i) Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine nicht-
abelsche p -Gruppe, fu¨r die jede abelsche charakteristische Untergruppe
zyklisch sei. Nach Satz 11.10 auf Seite 357 in [12] ergeben sich fu¨r die
Struktur von G die folgenden fu¨nf Mo¨glichkeiten:
1.Fall: Es gelte p 6= 2. Dann ist G das direkte Produkt mit vereinig-
ten zentralen Untergruppen einer extra-speziellen p -Gruppe und der
zyklischen Gruppe Z(G). Aus Satz 3.3.7 und Folgerung 3.3.10 erhalten wir,
daß der Exponent von Z(rad(KG)∗) genau | Z(G) | ist.
2.Fall: Es ist p = 2 und G eine extra-spezielle 2 -Gruppe. Aus Folge-
rung 3.3.10 ergibt sich, daß Z(rad(KG)∗) elementar-abelsch ist.
3.Fall: G ist eine Dieder-, eine Semidieder- oder eine Quaternionengruppe.
Wegen der Beispiele 3.1.2 gilt in diesem Fall exp(Z(rad(KG)∗)) = |G|
22
.
4.Fall: Es ist p = 2 und G ein direktes Produkt mit vereinigten zen-
tralen Untergruppen einer extra-speziellen 2 -Gruppe und einer zyklischen
2 -Gruppe Q. Dann gilt nach Folgerung 3.3.10 und nach Satz 3.3.7, daß der
Exponent von Z(rad(KG)∗) genau | Q | ist.
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5.Fall: Es ist p = 2 und G das direkte Produkt mit vereinigten zen-
tralen Untergruppen einer extra-speziellen 2 -Gruppe und einer Dieder-,
Semidieder- oder einer Quaternionengruppe der Ordnung 2n. Dann gilt
nach Satz 3.3.7, nach den Beispielen 3.1.2 und nach Folgerung 3.3.10, daß
der Exponent von Z(rad(KG)∗) genau 2n−2 ist.
(ii) Sei p eine Primzahl mit p > 3, K ein Ko¨rper mit char(K) = p
und G eine nicht-abelsche p -Gruppe der Ordnung pn, fu¨r die jeder abelsche
Normalteiler mit ho¨chstens zwei Elementen G-erzeugbar sei. Nach Satz 12.4
von Seite 343 in [12] gibt es drei Klassen derartiger Gruppen:
1.Fall: G ist metazyklisch. Wegen p 6= 2 ist G nach Satz 10.2 auf
Seite 322 in [12] eine regula¨re p-Gruppe. Aus Proposition 3.2.5 erhalten wir
exp(Z(rad(KG)∗)) = exp(Z(G)).
2.Fall: G ist das direkte Produkt mit vereinigten zentralen Untergruppen
einer nicht-abelschen p -Gruppe der Ordnung p3 und einer zyklischen
Gruppe der Ordnung pn−2. Aus Satz 3.3.7 und Folgerung 3.3.10 ergibt sich
exp(Z(rad(KG)∗)) = pn−2.
3.Fall: Es existieren x, y, z ∈ G, so daß G = 〈x, y, z〉G , o(x) = o(y) = p,
o(z) = pn−2, yx = yzspn−3 und zx = yz gelten. Dabei ist n ≥ 4 und s ein
quadratischer Nichtrest modulo p, was bedeutet, daß p nicht s teilt und fu¨r
kein a ∈ N die Kongruenz a2 ≡ smod p erfu¨llt ist. Es ist (〈y, z〉G , 〈x〉G) eine
semidirekte Zerlegung von G, und der Normalteiler 〈y, z〉G = CG(G ′) ist
abelsch.
Wir bestimmen zuna¨chst das Zentrum von G. Es gilt Z(G) ⊆ CG(G ′) =
〈y〉G〈z〉G . Seien i ∈ p und j ∈ pn−2 . Dann ist g := yizj genau dann zentral,
wenn dieses Element mit x vertauscht. Es gilt:
gx = g ⇐⇒ (yizj)x = yizj ⇐⇒ (yzspn−3)i(yz)j = yizj ⇐⇒ zispn−3yj = 1
⇐⇒ p | j ∧ pn−2 | ispn−3 ⇐⇒ p | j ∧ p | i.
Daraus erhalten wir Z(G) = 〈zp〉G .
Wir zeigen nun, daß fu¨r alle g ∈ G \Z(G) die Ungleichung CG(g) < CG(gp)
gilt. Sei g ∈ G \ Z(G). Dann gilt gp ∈ CG(G ′), und gp wird von z zentra-
lisiert. Wir nehmen an, daß z auch g zentralisiere. Es gibt ein k ∈ p− 1 ,
so daß g ∈ CG(G ′)xi gilt. Es wu¨rde sich ergeben, daß z auch xi und damit
auch x zentralisiert, was ein Widerspruch ist.
Insgesamt ergibt sich mit Proposition 2.4.7 und mit Satz 2.4.8, daß
exp(Z(rad(KG)∗)) = pn−3 gilt.
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3.4 Kranzprodukte
Wir erinnern zuna¨chst an die Definition des Kranzproduktes, wofu¨r die fol-
gende, leicht zu zeigende Proposition von Bedeutung ist.
3.4.1 Proposition
Seien X eine Menge, H und S Gruppen, und S operiere auf X vermo¨ge δ.
Fu¨r alle ϕ ∈ HX und s ∈ S sei ϕs : X −→ H, x 7→ (x(s−1δ))ϕ.
(i) Fu¨r alle s ∈ S ist die Abbildung s˜ : HX −→ HX , ϕ 7→ ϕs ein Auto-
morphismus von HX .
(ii) f : S −→ Aut(HX), s 7→ s˜ ist ein G-Homomorphismus.
3.4.2 Definition
Seien H und S Gruppen. Es operiere S auf einer Menge X vermo¨ge δ. Wir
nennen das zu dem G-Homomorphismus f aus Teil (ii) von Proposition 3.4.1
gebildete semidirekte Produkt von HX und S das Kranzprodukt von S mit
H zu der Operation δ. Fu¨r diese Gruppe benutzen wir die Schreibweisen
H oδ S und H oX S. Wir nehmen o.B.d.A. an, daß S und fu¨r jede Teilmenge
T von X die Menge H T in H oX S enthalten sind.
Ist X = S und δ die Rechtsmultiplikation von S auf S, so nennen wir dieses
Kranzprodukt das regula¨re Kranzprodukt von S mit H und benutzen dafu¨r
die Schreibweise H o S.
3.4.3 Bemerkung
Seien H,S Gruppen und X eine Menge, auf der S vermo¨ge δ operiere.
IstH die triviale Gruppe, so ist das Zentrum vonH oXS zu Z(S) G-isomorph.
3.4.4 Proposition
Seien H,S Gruppen, H nicht die triviale Gruppe, X eine endliche Menge,
auf der S vermo¨ge δ operiere und B1, . . . , Br die Bahnen von X unter S.
Ist N := {ϕ | ϕ ∈ HX ,∀i ∈ r ∃hi ∈ Z(H) : ϕ|Bi ≡ hi}, so gelten:
(i) N ist eine zentrale Untergruppe von H oX S.
(ii) Z(H oX S) = N · (Z(S) ∩Kernδ)
(iii) Z(H oX S) ∼=G Z(H) r × (Z(S) ∩Kernδ)
Beweis: Offenbar mu¨ssen wir nur einsehen, daß das Zentrum von H oX S
in N · (Z(S) ∩ Kernδ) enthalten ist. Sei z ∈ Z(H oX S). Da (HX , S) eine
semidirekte Zerlegung von H oX S ist, existieren ϕ ∈ Z(HX) und s ∈ Z(S),
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so daß z = ϕs gilt.
Wir nehmen an, daß ein x ∈ X mit xs−1 6= x existiere. Fu¨r ein h ∈ H \{1H}
sei α : X −→ H durch x 7→ 1H und y 7→ h fu¨r alle y ∈ X \ {x} definiert. Da
ϕ zentral in HX ist, wu¨rde sich nun α = (α)ϕs = αs ergeben, und damit
insbesondere 1H = xα = xαs = (xs−1)α = h gelten, was ein Widerspruch
ist. Somit erhalten wir s ∈ Z(S) ∩Kernδ.
Seien i ∈ r und x1, x2 ∈ Bi. Dann gibt es ein t ∈ S, so daß x2 = x1t gilt.
Aus ϕ = ϕt
−1
ergibt sich x1ϕ = x1ϕt
−1
= (x1t)ϕ = x2ϕ, und damit gilt die
Behautung.
3.4.5 Folgerung
Sind p eine Primzahl, H,S p -Gruppen und X eine endliche Menge, auf der
S vermo¨ge δ operiere, so gelten:
(i) exp(Z(H oX S)) = max{exp(Z(H)), exp(Z(S) ∩Kernδ)}
(ii) exp(Z(H)) ≤ exp(Z(H oX S)) ≤ max{exp(Z(H)), exp(Z(S))}
Beweis: Die Aussage (i) folgt aus Teil (ii) von Proposition 3.4.4, die
Aussage (ii) ergibt sich aus (i).
Die Hauptschwierigkeit unserer Untersuchnung ist, die Ordnungen der
Konjugiertenklassensummen zu Elementen außerhalb des Normalteilers HX
zu bestimmen. Dafu¨r sind die na¨chsten beiden Lemmata von Bedeutung:
3.4.6 Lemma
Seien p eine Primzahl, H,S p -Gruppen, und S operiere vermo¨ge δ transitiv
auf einer Menge X. Sei s ∈ S, so daß S = 〈s〉G und s /∈ Kernδ gelten.
Dann existiert ein α ∈ Z(HX) mit αs 6= α = αsp .
Beweis: Da S transitiv auf X operiert, ko¨nnen wir o.B.d.A. anneh-
men, daß es eine Untergruppe U von S gibt, so daß X = S/rU gilt und δ
die Rechtsmultiplikation von S auf den Rechtsnebenklassen von U in S ist.
Aus s /∈ Kernδ folgern wir U ⊆ 〈sp〉G .
Sei R ein Repra¨sentantensystem fu¨r die Rechtsnebenklassen von U in S,
fu¨r das {1S , s} ⊆ R gelte, und h ein von 1H verschiedenes Element des
Zentrums von H. Wir definieren α : S/rU −→ H durch Ur 7→ 1H bzw.
Ur 7→ h fu¨r alle r ∈ R mit r ∈ 〈sp〉G bzw. mit r /∈ 〈sp〉G . Dann gilt per
Definition α ∈ Z(HX). Aus s /∈ 〈sp〉G ergibt sich (Us)α = h, und wegen
(Us)αs = (U1S)α = 1H gilt α 6= αs. Sei r ∈ R ∩ 〈sp〉G . Dann gilt per
Definition (Ur)α = 1H . Ist a ∈ R und gilt Urs−p = Ua, so ergibt sich
a ∈ 〈sp〉G und damit (Ur)αsp = 1H . Sei r ∈ R \ 〈sp〉G . Aus der Definition
von α folgt (Ur)α = h. Ist a ∈ R mit Urs−p = Ua, so erkennen wir
a /∈ 〈sp〉G , woraus wir (Ur)αsp = h folgern.
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3.4.7 Lemma
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S = 〈s〉G operiere nicht-trivial vermo¨ge δ auf einer endlichen Menge X.
Dann gilt fu¨r alle ϕ ∈ HX : o((ϕs)HoXS) = p.
Beweis: Seien B1, . . . , Br die S-Bahnen von X. Offenbar ist FixX(s−1)
unter 〈s〉G invariant. Wir ko¨nnen o.B.d.A. annehmen, daß es ein t ∈ r gibt,
so daß FixX(s−1) die disjunkte Vereinigung der Bahnen B1, . . . , Bt ist.
Da s nicht im Kern der Operation liegt, gilt t < r. Fu¨r das Kranzprodukt
HBrS erhalten wir, daß S transitiv auf Br operiert. Nach Lemma 3.4.6
gibt es ein α ∈ Z(HBr), das von sp, aber nicht von s zentralisiert wird. Sei
ϕ ∈ HX . Wir zeigen, daß (ϕs)p, jedoch nicht ϕs von α zentralisiert wird.
Fu¨r alle i ∈ r sei ϕi ∈ HBi , so daß ϕ = ϕ1 . . . ϕr gelte. Angenommen ϕs
werde von α zentralisiert. Dann la¨ge wegen
(ϕs)α = ϕs =⇒
(ϕ1 . . . ϕr−1ϕrs)α = ϕs =⇒ ([HBi ,HBj ] = {1HX} fu¨r alle i 6= j)
ϕ1 . . . ϕr−1ϕαr sα = ϕs =⇒ (nach Wahl von α)
sα = s
ein Widerspruch zur Wahl von α vor.
Durch eine einfache Induktion zeigt sich, daß es ein ψ ∈ HX gibt, fu¨r das
(ϕs)p = ψ sp erfu¨llt ist. Fu¨r alle i ∈ r sei ψi ∈ HBi mit ψ = ψ1 . . . ψr. Es
gilt (ψ sp)α = (ψ1 . . . ψr−1ψr sp)α = ψ1 . . . ψr−1ψ αr (sp)α = ψ (sp)α = ψ sp.
Wir haben gezeigt, daß CHoXS(ϕs) < CHoXS((ϕs)
p) gilt, und aus Satz 2.4.8
ergibt sich die Behauptung.
3.4.8 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S operiere vermo¨ge δ auf einer endlichen Menge X.
Fu¨r alle s ∈ S \Kernδ und ϕ ∈ HX gilt o((ϕs)HoXS) = p.
Beweis: Sei s ∈ S \Kernδ und ϕ ∈ HX . Das Kranzprodukt HX〈s〉G erfu¨llt
die Voraussetzungen von Lemma 3.4.7, und mit Propostion 2.5.4 ergibt sich
o((ϕs)HoXS) ≤ o((ϕs)HoX〈s〉G ) = p. 
3.4.9 Proposition
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S operiere vermo¨ge δ auf einer endlichen Menge X.
Fu¨r alle h ∈ H sei αh : X −→ H, x 7→ h.
(i) Fu¨r alle h ∈ H \ Z(H) gilt o((αh)HoXS) = o(hH).
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(ii) Fu¨r alle s ∈ Kernδ \ Z(S) gilt o(sHoXS) = o(sS).
Beweis: ad(i): Sei h ∈ H \ Z(H). Fu¨r alle n ∈ N gilt (αh)n = αhn und
damit auch CHoXS((αh)
n) = CH(hn)XS. Aus Satz 2.4.8 ergibt sich nun die
Aussage (i).
ad(ii): Sei s ∈ Kernδ \ Z(S). Fu¨r alle n ∈ N gilt CHoXS(sn) = HXCS(sn),
woraus wir mit Satz 2.4.8 die Behauptung erhalten.
3.4.10 Lemma
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S operiere vermo¨ge δ auf einer endlichen Menge X.
Seien ϕ ∈ HX und s ∈ Kernδ, so daß ϕs nicht zentral in H oX S ist.
(i) Ist ϕ zentral in H oX S, so gelten s ∈ Kernδ \ Z(S) und
o((ϕs)HoXS) ≤ o(sS).
(ii) Ist ϕ /∈ Z(HX), so gilt o((ϕs)HoXS) ≤ o(ϕHX ) und damit
insbesondere o((ϕs)HoXS) ≤ exp(Z(rad(KH)∗)).
(iii) Aus ϕ ∈ Z(HX) \ Z(H oX S) und s ∈ Z(S) folgt o((ϕs)HoXS) ≤ o(ϕ).
Insbesondere gilt o((ϕs)HoXS) ≤ exp(Z(H)).
(iv) Aus ϕ ∈ Z(HX) \ Z(H oX S) und s /∈ Z(S) folgt
o((ϕs)HoXS) ≤ max{o(ϕ), o(sS)}.
Insbesondere gilt o((ϕs)HoXS) ≤ max{exp(Z(H)), o(sS)}.
Beweis: ad(i): Wa¨re s zentral in S, so wu¨rde sich wegen s ∈ Kernδ ergeben,
daß s und damit auch ϕs zentral in H oX S ist. Also gilt s ∈ Kernδ \Z(S).
Sei r ∈ N mit o(sS) = pr. Aus Satz 2.4.8 erhalten wir die Existenz
eines Elementes a aus CS(sp
r
) \ CS(s). Da ϕ zentral in H oX S ist, gilt
(ϕs)a = ϕsa, und damit wird a von ϕs nicht zentralisiert. Ferner gilt:
((ϕs)p
r
)a (ϕ ist zentral)
= ((ϕ)p
r
(sp
r
))a (ϕ ist zentral)
= (ϕ)p
r
(sp
r
)a (nach Wahl von a)
= (ϕ)p
r
sp
r
(ϕ ist zentral)
= (ϕs)p
r
.
Also wird (ϕs)p
r
von a zentralisiert, und mit Satz 2.4.8 folgt (i).
ad(ii): Sei r ∈ N , so daß o(ϕHX ) = pr gilt. Nach Satz 2.4.8 existiert ein
α ∈ CHX (ϕpr) \CHX (ϕ). Da s im Kern von δ liegt, gilt (ϕs)α = ϕα s 6= ϕs.
Also wird ϕs von α nicht zentralisiert. Weiter gilt:
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((ϕs)p
r
)α (s ∈ Kernδ)
= (ϕp
r
sp
r
)α (nach Wahl von α)
= ϕp
r
(sp
r
)α (sp
r ∈ Kernδ)
= ϕp
r
sp
r
(s ∈ Kernδ)
= (ϕs)p
r
.
Somit wird (ϕs)p
r
von α zentralisiert, und aus Satz 2.4.8 ergibt sich
der erste Teil von (ii). Der Zusatz folgt aus Teil (iii) von Lemma 3.3.6.
ad(iii): Sei r ∈ N mit o(ϕ) = pr. Wegen ϕ ∈ Z(HX) gilt pr ≤ exp(Z(H)).
Da s in Kernδ liegt, gilt (ϕs)p
r
= ϕp
r
sp
r
= sp
r
. Da das Element sp
r
nach Voraussetzung zentral inH oXS ist, folgt die Aussage (iii) aus Satz 2.4.8.
ad(iv): Sei r ∈ N mit pr = max{o(ϕ), o(sS)}. Offenbar gilt
pr ≤ max{exp(Z(H)), o(sS)}. Da s im Kern der Operation liegt,
gilt (ϕs)p
r
= ϕp
r
sp
r
= sp
r
. Wegen des Satzes 2.4.8 gibt es ein
a ∈ CS(spr) \ CS(s). Offensichtlich wird (ϕs)pr von a zentralisiert.
Wu¨rde a auch ϕs zentralisieren, so erga¨be sich ϕ s = ϕasa. Weil (HX , S)
eine semidirekte Zerlegung von H oX S ist, wu¨rde insbesondere folgen, daß s
von a zentralisiert wird. Aus diesem Widerspruch ergibt sich mit Satz 2.4.8
die Behauptung.
Fassen wir die bisherigen Untersuchungen zum Kranzprodukt zusam-
men, so erhalten wir das folgende Hauptergebnis dieses Abschnittes:
3.4.11 Satz
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S operiere vermo¨ge δ auf einer endlichen Menge X.
Sei m := max{o(sS) | s ∈ Kernδ \ Z(S)}.
Der Exponent des Zentrums von rad(K(H oX S))∗ ist
max{exp(Z(rad(KH)∗)), exp(Z(S) ∩Kernδ),m}.
Beweis: Nach Proposition 2.4.7 sind der Exponent des Zentrums so-
wie das Maximum der Ordnungen der Konjugiertenklassensummen von
H oX S zu berechnen. Den Exponenten des Zentrums von H oX S haben
wir in Proposition 3.4.4 bestimmt, die Ordnungen gewisser Konjugierten-
klassensummen in Folgerung 3.4.8 und in Proposition 3.4.9 berechnet sowie
die fehlenden Ordnungen der Konjugiertenklassensummen in Lemma 3.4.10
abgescha¨tzt.
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3.4.12 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen, U
eine Untergruppe von S, und S operiere vermo¨ge Rechtsmultiplikation auf
S/rU . Sei m := max{o(sS) | s ∈ coreS(U) \ Z(S)}.
Der Exponent des Zentrums von rad(K(H oS/rU S))∗ ist
max{exp(Z(rad(KH)∗)), exp(Z(S) ∩ coreS(U)),m}.
Beweis: Der Kern der Operation von S auf S/rU ist das Herz von
U in S. Daher ergibt sich diese Folgerung aus Satz 3.4.11.
3.4.13 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, H,S p -Gruppen,
und S operiere vermo¨ge δ auf einer endlichen Menge X treu.
Es gilt exp(Z(rad(K(H oX S))∗)) = exp(Z(rad(KH)∗)).
Beweis: Nach Definition der treuen Operation gilt Kernδ = {1S}.
Die Behauptung ergibt sich damit direkt aus Satz 3.4.11.
3.4.14 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p und H,S p -Gruppen.
Es gilt exp(Z(rad(K(H o S))∗)) = exp(Z(rad(KH)∗)).
Beweis: Die Behauptung ergibt sich direkt aus Folgerung 3.4.13.
3.4.15 Beispiele
(i) Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und n ∈ N .
Nach Folgerung 3.4.14 gilt exp(Z(rad(K(Zpn o Zp))∗)) = pn.
Auf diese Weise ko¨nnen wir Exponenten beliebiger Gro¨ße konstruieren.
(ii) Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine
p -Gruppe. Dann ist Z(rad(K(Zp o G))∗) nach Folgerung 3.4.14 elementar-
abelsch.
(iii) Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, n ∈ N , so
daß p ein Teiler von n! ist, und P eine p -Sylow-Untergruppe von Sn.
Stellen wir n p-adisch dar, etwa n =
r∑
i=0
aip
i, und ist fu¨r jedes i ∈ r Pi
eine p -Sylow-Untergruppe von Spi , so ko¨nnen wir den Seiten 176 und 177
in [20] entnehmen, daß P ∼=G P a11 × . . . × P
ar
r gilt. Nach einem Satz von
Kaloujnine gibt es zu jedem i ∈ r ein ni ∈ N , so daß Pi ∼=G Zp o . . . o Zp︸ ︷︷ ︸
ni−mal
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gilt. Die Folgerungen 3.4.14 und 3.3.8 zeigen uns, daß Z(rad(KP )∗)
elementar-abelsch ist.
(iv) Sei K ein endlicher Ko¨rper, q := | K | und p eine Primzahl, fu¨r
die ggT (p, 2) = ggT (p, q) gelte. Seien e := min{n ∈ N | p | qe − 1}
und x, r ∈ N, so daß qe − 1 = prx und ggT (p, x) = 1 gelten. Ist P eine
p -Sylow-Untergruppe von
GL(n, q) (lineare Gruppe),
C(2m, q) (symplektische Gruppe),
U(n, q2) (unita¨re Gruppe) oder von
OD(n, q) (orthogonale Gruppe),
so gibt es nach [27] ein n ∈ N mit P ∼=G Zpr o Zp o . . . o Zp︸ ︷︷ ︸
n−mal
.
Nach Folgerung 3.4.14 ist der Exponent von Z(rad(KP )∗) genau pr.
3.4.16 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p und H,S p -Gruppen.
(i) S operiere vermo¨ge Konjugation auf S.
Dann ist der Exponent des Zentrums von rad(K(H oS S))∗ genau
max{exp(Z(rad(KH)∗)), exp(Z(S))}.
(ii) Sei s ∈ S, und S operiere per Konjugation auf sS .
Definieren wir m := max{o(sS) | s ∈ coreS(CS(s)) \ Z(S)}, so ist der
Exponent des Zentrums von rad(K(H osS S))∗ genau
max{exp(Z(rad(KH)∗)), exp(Z(S)),m}.
Beweis: Der Kern der Operation von S auf S bzw. der von S auf sS vermo¨ge
Konjugation ist Z(S) bzw. coreS(CS(s)). Aus Satz 3.4.11 erhalten wir die
Behauptung.
3.4.17 Bemerkung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p und H,S p -Gruppen.
S operiere trivial auf einer endlichen Menge X.
Dann ist H oX S zu HX × S G-isomorph, und nach Folgerung 3.3.8 ist der
Exponent des Zentrums von rad(H oX S)∗ genau
max{exp(Z(rad(KH)∗)), exp(Z(rad(KS)∗))}.
Zu diesem Ergebnis ko¨nnen wir auch mit Hilfe von Satz 3.4.11 gelangen, da
der Kern der trivialen Operation S ist. Allerdings haben wir in dem Beweis
von 3.4.11 bereits die Aussage von Folgerung 3.3.8 benutzt.
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3.4.18 Folgerung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p und H,S p -Gruppen.
Operiert S auf einer endlichen Menge X, so gelten:
(i) exp(Z(rad(KH)∗)) ≤ exp(Z(rad(K(H oX S))∗))
(ii) exp(Z(rad(K(HoXS))∗))≤ max{exp(Z(rad(KH)∗)), exp(Z(rad(KS)∗))}
(iii) Fu¨r exp(Z(rad(KH)∗)) ≥ exp(Z(rad(KS)∗)) gilt
exp(Z(rad(K(H oX S))∗)) = exp(Z(rad(KH)∗)).
(iv) Sind B1, . . . , Br die Bahnen von X unter S, so gilt
exp(Z(rad(K(H oX S))∗)) ≤ min{exp(Z(rad(K(H oBi S))∗)) | i ∈ r}
Beweis: Alle Aussagen ergeben sich direkt aus Satz 3.4.11.
3.4.19 Anmerkung
(i) Die untere bzw. die obere Schranke in Teil (i) bzw. in Teil (ii) von
Folgerung 3.4.18 wird zum Beispiel bei treuer bzw. bei trivialer Operation
angenommen (siehe Folgerung 3.4.13 und Bemerkung 3.4.17). Die folgenden
zwei Beispiele zeigen uns, daß dies auch bei anderen Operationen mo¨glich ist:
(ii) Sei U die Untergruppe der Ordnung 2 in Z8. Z8 operiert per
Rechtsmultiplikation auf Z8/rU , und wir betrachten das Kranzprodukt
Z2 oZ8/rU Z8. Als untere bzw. obere Schranke erhalten wir 2 bzw. 8, und der
genaue Wert ist nach Folgerung 3.4.12 die Zahl 2.
(iii) Sei n ∈ N≥ 4 und D2n die Diedergruppe der Ordnung 2n, die
von h, a G-erzeugt werde. Dabei sei o(h) = 2n−1, o(a) = 2 und ha = h−1.
D2n operiert per Rechtsmultiplikation auf D2n/r〈h〉G .
Wir betrachten das Kranzprodukt Z2 oD2n/r〈h〉 D2n . Als untere Schranke
erhalten wir den Wert 2, und als obere Schranke nach den Beispielen 3.1.2
die Zahl 2n−2, welche nach Folgerung 3.4.12 auch der genau Wert ist.
(iv) Sei U die Untergruppe der Ordnung 4 in Z8. Z8 operiert per
Rechtsmultiplikation auf Z8/rU , und wir betrachten das Kranzprodukt
Z2 oZ8/rU Z8. Als untere bzw. obere Schranke erhalten wir 2 bzw. 8. Der
genaue Wert ist nach Folgerung 3.4.12 die Zahl 4.
3.5 Andere Erweiterungen
Wir skizzieren zuna¨chst die Erweiterungstheorie von O. Schreier.
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3.5.1 Satz
Seien H,N Gruppen sowie N(·; ·) : H × H −→ N und α : H −→ Aut(N)
Abbildungen mit den folgenden Eigenschaften:
(a) ∀h1, h2, h3 ∈ H : N(h1;h2h3)N(h2;h3) = N(h1h2;h3)(N(h1;h2)α(h3))
(b) ∀n ∈ N,h1, h2 ∈ H : n(α(h1)α(h2)) = (nα(h1h2))N(h1;h2)
(c) ∀h ∈ H : N(h; 1H) = 1N = N(1H ;h).
Definieren wir fu¨r alle h1, h2 ∈ H,n1, n2 ∈ N
(h1;n1) ·α,N(·;·) (h2;n2) := (h1h2;N(h1;h2)(n1α(h2))n2), so gelten:
(i) (H ×N ; ·α,N(·;·)) ist eine Gruppe.
(ii) Die Menge {(1H ;n) | n ∈ N} ist ein zu N G-isomorpher Normalteiler
von (H ×N ; ·α,N(·;·)), dessen Faktorgruppe zu H G-isomorph ist.
(iii) (1H ; 1N ) ist das neutrale Element in (H ×N ; ·α,N(·;·)).
(iv) Fu¨r alle h ∈ H,n ∈ N gilt (h;n)−1 = (h−1; (N(h−1;h)n−1)α(h)−1).
(v) α(1H) = idN
(vi) Ist N abelsch, so kann (b) durch die Bedingung
(b’) α ist ein G-Homomorphismus
ersetzt werden.
Beweis: Dieser Satz folgt aus Satz 14.2 von Seite 87 in [12].
3.5.2 Definition
Seien H,N Gruppen sowie N(·; ·) : H × H −→ N und α : H −→ Aut(N)
Abbildungen, die die Eigenschaften (a) bis (c) von Satz 3.5.1 erfu¨llen.
Die Gruppe (H ×N ; ·α,N(·;·)) nennen wir die Erweiterung von H und N zu
dem Faktorensystem N(·; ·) und den Automorphismen α(h), h ∈ H.
3.5.3 Satz
Sei G eine Gruppe, N ein Normalteiler von G und R ein Repra¨sentanten-
system von N in G, welches das Element 1G enthalte.
Fu¨r alle r, s ∈ R sei NR(r; s) bzw. tr,s das Element von N bzw. von R, so
daß rs = tr,sNR(r; s) gilt.
Sei NR(·; ·) : G/N ×G/N −→ N definiert durch (rN ; sN) 7→ NR(r; s) sowie
αR : G/N −→ Aut(N) definiert durch rN 7→ (rκ)|N fu¨r alle r, s ∈ R.
Diese Abbildungen erfu¨llen die Bedingungen (a) bis (c) von Satz 3.5.1.
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Beweis: Dieser Satz folgt aus Satz 14.1 auf Seite 86 in [12].
Ein entscheidener Zusammenhang zwischen den Sa¨tzen 3.5.1 und 3.5.3 ist,
daß sa¨mtliche Erweiterungen zweier Gruppen bereits durch die speziellen,
in Satz 3.5.3 konstruierten, gegeben sind:
3.5.4 Proposition
Sei G eine Gruppe, N ein Normalteiler von G und R ein Repra¨sentanten-
system von N in G, welches das Element 1G enthalte.
Es gilt G ∼=G (G/N ×N ; ·αR,NR(·;·)).
Beweis: Wir definieren Φ : G/N × N −→ G durch (rN ;n) 7→ rn
fu¨r alle r ∈ R und n ∈ N . Da R ein Repra¨sentantensystem fu¨r N in G
ist, erhalten wir die Bijektivita¨t von Φ. Seien r, s ∈ R und n,m ∈ N . Aus
rs = tr,sNR(r; s) ergibt sich ((rN ;n)·αR,NR(·;·)(sN ;m))Φ = tr,sNR(r; s)nsm.
Zudem gelten per Definition (rN ;n)Φ = rn und (sN ;m)Φ = sm. Aus
rnsm = tr,sNR(r; s)nsm⇐⇒ rns = tr,sNR(r; s)s−1ns⇐⇒ rs = tr,sNR(r; s)
folgt nun die Behauptung.
Unter gewissen Bedingungen, die wir an zwei Erweiterungen E und
Eˆ stellen, ko¨nnen wir einsehen, daß die Exponenten von Z(rad(KE)∗) und
von Z(rad(KEˆ)∗) identisch sind. Dazu beno¨tigen wir das folgende Lemma:
3.5.5 Lemma
Seien H,N und Hˆ, Nˆ Gruppen mit Faktorensystemen N(·; ·) und Nˆ(·; ·)
sowie Automorphismen α(h), h ∈ H und αˆ(hˆ), hˆ ∈ Hˆ.
Seien ϕ : N −→ Nˆ und ψ : H −→ Hˆ G-Isomorphismen
sowie φ : Aut(N) −→ Aut(Nˆ), β 7→ βϕ.
Es seien die folgenden Bedingungen erfu¨llt:
(i) ψαˆ = αφ
(Das bedeutet, daß die Operationen von H auf N und von Hˆ auf Nˆ
a¨quivalent sind.)
(ii) N(·; ·) und Nˆ(·; ·) sind symmetrisch.
(Das ist insbesondere erfu¨llt, wenn N und Nˆ abelsch sind.)
(iii) Fu¨r alle x ∈ BildN(·; ·) bzw. xˆ ∈ Bild Nˆ(·; ·) und alle h ∈ H bzw.
hˆ ∈ Hˆ gilt xα(h) = x bzw. xˆαˆ(hˆ) = xˆ.
Seien h ∈ H, n ∈ N und s ∈ N .
Der Zentralisator von (h;n)s in (H × N ; ·α,N(·;·)) besitzt dieselbe Kardina-
lita¨t wie der entsprechende von (hψ;nϕ)s in (Hˆ × Nˆ ; ·αˆ,Nˆ(·;·)).
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Beweis: Eine leichte Induktion nach s zeigt uns
(1) (h;n)s = (hs;N(h;hs−1)(nα(hs−1)) . . . N(h;h)(nα(h))n).
Sei (h1;n1) ∈ H × N . Dieses Element zentralisiert (h;n)s wegen (ii)
und (iii) genau dann, wenn h1h = hh1 und
(2) (n1α(hs))(nα(hs−1)) . . . (nα(h))n = ((nα(hs−1)) . . . (nα(h))n)α(h1)n1
gelten. Fu¨r alle i ∈ s gilt wegen (i)
(3) (nϕ)(αˆ(hiψ)) = (nα(hi))ϕ.
Mit (1) und (3) erhalten wir
(4) (hψ;nϕ)s = (hsψ; Nˆ(hψ;hψs−1)(nα(hs−1))ϕ . . . Nˆ(hψ;hψ)(nα(h))ϕnϕ).
Mit (2), (4), (ii) und (iii) ergibt sich, daß (h1ψ;n1ϕ) genau dann
(hψ;nϕ)s zentralisiert, wenn (h1;n1) das Element (h;n)s zentralisiert. Da
die Abbildung H ×N −→ Hˆ × Nˆ , (a; b) 7→ (aψ; bϕ) eine Bijektion ist, folgt
die Behauptung.
3.5.6 Satz
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, G, Gˆ p -Gruppen, N
bzw. Nˆ ein Normalteiler von G bzw. von Gˆ und R bzw. Rˆ ein Repra¨sentan-
tensytem fu¨r N in G bzw. fu¨r Nˆ in Gˆ mit 1G ∈ R bzw. mit 1Gˆ ∈ Rˆ.
Seien ϕ : N −→ Nˆ und ψ : G/N −→ Gˆ/Nˆ G-Isomorphismen
sowie φ : Aut(N) −→ Aut(Nˆ), β 7→ βϕ.
Fu¨r die Abbildungen NR(·; ·), NRˆ(·; ·), αR und αRˆ seien die folgenden Be-
dingungen erfu¨llt:
(i) ψαRˆ = αRφ
(ii) NR(·; ·) und NRˆ(·; ·) sind symmetrisch.
(iii) Fu¨r alle x ∈ BildNR(·; ·) bzw. xˆ ∈ Bild NˆRˆ(·; ·) und alle r ∈ R bzw.
rˆ ∈ Rˆ gilt xr = x bzw. xˆrˆ = xˆ.
(Das ist insbesondere erfu¨llt, wenn BildNR(·; ·) ⊆ Z(G) und
BildNRˆ(·; ·) ⊆ Z(Gˆ) gelten.)
Dann stimmen die Maxima der Mengen {o(gG) | g ∈ G \ Z(G)} und
{o(gˆGˆ) | gˆ ∈ Gˆ \ Z(Gˆ)} u¨berein.
Sind zudem die Zentren von G und Gˆ zyklisch, so sind die Exponenten von
Z(rad(KG)∗) und Z(rad(KGˆ)∗) identisch.
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Beweis: Der erste Teil der Behauptung folgt aus Satz 2.4.8, aus Pro-
position 3.5.4 und aus Lemma 3.5.5.
Nach Lemma 3.5.5 besitzen die Zentren von G und Gˆ die gleiche Ma¨chtig-
keit. Daher sind sie – falls zyklisch – G-isomorph. Aus Proposition 2.4.7
erhalten wir die Behauptung.
3.5.7 Beispiel
Sei K ein Ko¨rper mit char(K) = 2 und n ∈ N≥ 3.
Sei G := D2n die Diedergruppe der Ordnung 2n, und seien h, a ∈ G, so daß
G = 〈h, a〉G , o(h) = 2n−1, o(a) = 2 und ha = h−1 gelten.
Sei Gˆ := Q2n die Quaternionengruppe der Ordnung 2n, und seien x, y ∈ Gˆ,
so daß Gˆ = 〈x, y〉G , o(y) = 2n−1, x2 = y2n−2 und yx = y−1 gelten.
In den Beispielen 3.1.2 hatten wir bewiesen, daß exp(Z(rad(KD2n)∗)) =
exp(Z(rad(KQ2n)∗)) (= 2n−2) gilt.
Sei N := 〈h〉G und Nˆ := 〈y〉G . Dann ist R := {1G, a} bzw. Rˆ := {1Gˆ, y} ein
Repra¨sentantensystem fu¨r N in G bzw. fu¨r Nˆ in Gˆ.
Sei ϕ : N −→ Nˆ definiert durch ai 7→ yi fu¨r alle i ∈ 2n−1
und ψ : G/N −→ Gˆ/Nˆ definiert durch N 7→ Nˆ und aN 7→ yNˆ . Dann sind
ϕ und ψ G-Isomorphismen.
Offenbar sind die Bedingungen (i) und (ii) sowie der Zusatz von Satz 3.5.6
erfu¨llt. Wir zeigen, daß auch Bedingung (iii) dieses Satz wahr ist, denn fu¨r
die Faktorensysteme gilt:
NR(1G; 1G) = NR(1G; a) = NR(a; 1G) = NR(a; a) = 1G ∈ Z(G),
NRˆ(1Gˆ; 1Gˆ) = NRˆ(1Gˆ; y) = NRˆ(y; 1Gˆ) = 1Gˆ ∈ Z(Gˆ) und
NRˆ(y; y) = y
2 ∈ Z(Gˆ).
3.6 Anmerkungen zu den Abscha¨tzungen in 2.5
3.6.1 Beispiel zu Bemerkung 2.5.6
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, n ∈ N≥ 4 und G =
〈h, a〉G eine p -Gruppe, so daß o(h) = pn, o(a) = p, | G |= pn+1 und ha =
h1+p
n−1
gelten. Wegen (hp)a = (ha)p = (h1+p
n−1
)p = hp erhalten wir Z(G) =
〈hp〉G . Mit Satz 2.4.8 ergibt sich o(hG) = p < p2, und zudem ist G die einzige
Untergruppe von G, in der h nicht zentral ist.
3.6.2 Beispiel zu Bemerkung 2.5.8
Sei K ein Ko¨rper mit | K |= 2 und G := 1K n×n + su(4,K). Wegen der
Folgerung 3.2.2.5 ist das Zentrum von rad(KG)∗ elementar-abelsch. Im
folgenden zeigen wir, daß x, y ∈ G existieren, so daß [x2, y] = 1G und
[x, y2] 6= 1G gelten.
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Es seien x :=

1K 0K 0K 0K
1K 1K 0K 0K
0K 0K 1K 0K
0K 0K 0K 1K
 und y :=

1K 0K 0K 0K
0K 1K 0K 0K
0K 1K 1K 0K
0K 0K 1K 1K
.
Dann gelten x2 = 1G und y2 =

1K 0K 0K 0K
0K 1K 0K 0K
0K 0K 1K 0K
0K 1K 1K 1K
.
Offenbar ist also [x2, y] = 1G erfu¨llt, und wegen
y2x =

1K 0K 0K 0K
1K 1K 0K 0K
0K 0K 1K 0K
1K 1K 1K 1K
 und xy2 =

1K 0K 0K 0K
1K 1K 0K 0K
0K 0K 1K 0K
0K 1K 1K 1K

erhalten wir [y2, x] 6= 1G. Es sei angemerkt, daß fu¨r alle x ∈ G die
Gleichung x4 = 1G gilt. Das minimale n ∈ N mit der Eigenschaft, daß fu¨r
alle x, y ∈ G genau dann x2n mit y, wenn x mit y2n kommutiert, ist also 2
und nicht 1.
3.6.3 Beispiele zu Bemerkung 2.5.14
(1) Sei K ein Ko¨rper mit char(K) = 2, n ∈ N≥ 4 und G die Diedergruppe
der Ordnung 2n. Dann gibt es a, b ∈ G, so daß G = 〈a, b〉G , o(a) = 2n−1,
o(b) = 2 und ab = a−1 gelten. Bekanntlich ist 〈a(2n−2)〉G das Zentrum und
〈a2〉G die Ableitung von G.
(i) Mit Hilfe der Beispiele 3.1.2 erhalten wir exp(Z(rad(KG)∗)) = 2n−2,
2n−2 = 2n−3 · 2 = exp(Z(rad(KG/Z(G))∗)) · exp(rad(KZ(G))∗) und
2n−1 = 2n−1 · 2 = exp(rad(KG ′)∗) · exp(rad(KG/G ′)∗).
(ii) Es gelten exp(Z(rad(KZ(G))∗)) = 2 < 2n−2,
exp(Z(rad(KG
′
)∗)) = 2n−2 und exp(Z(rad(K〈h〉G)∗)) = 2n−1 > 2n−2.
(iii) Mit Folgerung 3.3.8 erhalten wir
exp(Z(rad(K(G×G))∗)) = 2n−2 = exp(Z(rad(K((G×G)/(G× {1G})))∗))
und exp(Z(rad(K(G/Z(G)))∗)) = 2n−3 < 2n−2.
(2) Sei p eine Primzahl, p 6= 2, K ein Ko¨rper mit char(K) = p und
G das semidirekte Produkt von 〈a〉G und 〈b〉G , so daß o(a) = p3, o(b) = p2
und ab = a1+p gelten. Sei α : 〈a〉G −→ 〈a〉G definiert durch ai 7→ (ai)p+1.
Dann ist α ein G-Automorphismus von 〈a〉G , und es gilt o(α) = p2.
Da G
′
zyklisch ist und p 6= 2 gilt, ist G eine regula¨re p -Gruppe (sie-
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he Satz 10.2 auf Seite 322 in [12]). Aus Folgerung 3.2.5 erhalten wir
exp(Z(rad(KG)∗)) = exp(Z(G)). Wir zeigen, daß exp(Z(G)) = p und
damit auch exp(Z(rad(KG)∗)) = p < p2 = exp(Z(rad(K(G/〈a〉G))∗)) gilt:
Sind i ∈ p3 und j ∈ p2 , so gilt:
(aibj)b = aibj ⇐⇒ (ab)i = ai ⇐⇒ ai(p+1) = ai ⇐⇒ p2 | i.
Zudem gilt (aibj)a = aibj genau dann, wenn a ∈ CG(〈bj〉G) gilt. Wa¨re
〈bj〉G = 〈b〉G , so wu¨rde a = ab = a1+p und damit ap = 1G gelten, was
ein Widerspruch zu o(a) = p3 ist. Wa¨re 〈bj〉G = 〈bp〉G , so erga¨be sich
ab
p
= a. Das wu¨rde a(αp) = a und damit αp = id〈a〉G bedeuten, was ein
Widerspruch zu o(α) = p2 ist. Also gilt 〈bj〉G = {1G}, und wir erhalten
Z(G) = 〈ap2〉G ∼=G Zp.
Kapitel 4
Die Invarianten des
Zentrums
4.1 Eine direkte Zerlegung
4.1.1 Beispiel
Sei G := D16, und seien h, a ∈ G, so daß G =< h, a >G , o(h) = 8,
o(a) = 2, ha = h−1 gelten. Die Konjugiertenklassen von G sind {h, h7},
{h2, h6}, {h3, h5}, {1}, {h4}, {a, h2a, h4a, h6a} und {ha, h3a, h5a, h7a}. Sei
K ein Ko¨rper mit char(K) = 2. Wir geben die Multiplikationstafel fu¨r die
kommutative K-Algebra Z(rad(KG)) an (siehe Proposition 1.3.9):
· hG (h2)G (h3)G aG (ah)G h4 − 1G
hG (h2)G hG + (h3)G (h2)G 0KG 0KG hG + (h3)G
(h2)G 0KG (h2)G + (h3)G 0KG 0KG 0KG
(h3)G (h2)G 0KG 0KG hG + (h3)G
aG 0KG 0KG 0KG
(ah)G 0KG 0KG
h4 − 1G 0KG
In diesem Beispiel gelten die folgenden zwei Aussagen:
(1) Der K-Teilraum 〈{gG | g ∈ G \ Z(G)}〉K ist ein K-Ideal von
Z(rad(KG)).
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(2) Die Aussage (1) verfeinernd stellen wir fest, daß sogar die K-
Teilra¨ume 〈hG, (h2)G, (h3)G〉K und 〈aG, (ha)G〉K K-Ideale von Z(rad(KG))
sind. Dabei besitzen die Konjugiertenklassen hG, (h2)G, (h3)G die La¨nge 2
und die Konjugiertenklassen aG, (ha)G die La¨nge 4.
Wir werden zeigen, daß die Aussage (1) stets erfu¨llt ist, jedoch ein
K-Erzeugnis von Konjugiertenklassensummen zu Konjugiertenklassen
gleicher La¨nge im allgemeinen kein K-Ideal von Z(rad(KG)) ist.
4.1.2 Bemerkung
Sei G eine endliche Gruppe, U eine Untergruppe von G, g ∈ G und c ∈
CG(U). Sind gu1 , . . . , gur die Konjugierten von g unter U , so gelten:
(i) cgu1 , . . . , cgur sind die Konjugierten von cg unter U .
(ii) gu1c, . . . , gurc sind die Konjugierten von gc unter U
(iii) (g−1)u1 , . . . , (g−1)ur sind die Konjugierten von g−1 unter U .
4.1.3 Lemma
Seien K ein Ko¨rper, G eine endliche Gruppe, U eine Untergruppe von G,
B die Menge der U -Bahnen von G vermo¨ge Konjugation und C,D ∈ B.
Fu¨r alle B ∈ B sei kB ∈ K, so daß C · D =
∑
B∈B
kBB gelte (siehe 1.3.12).
Ist z ∈ CG(U), und existiert ein Paar (c; d) ∈ C × D mit cd = z, so gilt
k{z} = | C |K = | D |K .
Beweis: Seien cu1 , . . . , cur die Konjugierten von c unter U . Aus d = c−1z
und Bemerkung 4.1.2 erhalten wir, daß du1 , . . . , dur die Konjugierten von
d unter U sind. Wegen cd = z ∈ CG(U) gilt fu¨r alle i ∈ r die Gleichung
z = zui = (cd)ui = cuidui . Seien i, j ∈ r , und es gelte cuiduj = z. Aufgrund
von cuidui = z ergibt sich dui = duj , woraus wir i = j schließen. Somit
erhalten wir die Behauptung.
4.1.4 Satz
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe, U
eine Untergruppe von G und B die Menge der U -Bahnen von G vermo¨ge
Konjugation, so gelten:
(i) (〈{B | B ∈ B, | B |6= 1}〉K ,KCG(U)) ist eine semidirekte Zerlegung
der K-Algebra CKG(U).
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(ii) (〈{B | B ∈ B, | B |6= 1}〉K , rad(KCG(U))) ist eine semidirekte Zerle-
gung der K-Algebra Crad(KG)(U).
(iii) (〈{B | B ∈ B, | B |6= 1}〉 ∗K , rad(KCG(U))∗) ist eine semidirekte Zerle-
gung der Gruppe Crad(KG)∗(U − 1).
(iv) (1G + 〈{B | B ∈ B, | B |6= 1}〉K , 1G + rad(KCG(U))) ist eine semidi-
rekte Zerlegung der Gruppe C1G+rad(KG)(U).
Beweis: ad(i): Diese Aussage ergibt sich aus Proposition 1.3.12, Lemma
4.1.3 und den Teilen (i) und (ii) von Bemerkung 4.1.2.
ad(ii): Diese Aussage erhalten wir aus (i) und Folgerung 1.3.14.
ad(iii): Diese Aussage ergibt sich aus (ii) und Folgerung 1.1.8.
ad(iv): Diese Aussage folgt aus (iii) und aus Folgerung 1.1.8.
4.1.5 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
(i) (〈{C | C ∈ K(G), | C |6= 1}〉K ,KZ(G)) ist eine semidirekte Zerlegung
der K-Algebra Z(KG).
(ii) (〈{C | C ∈ K(G), | C |6= 1}〉K , rad(KZ(G))) ist eine semidirekte
Zerlegung der K-Algebra Z(rad(KG)).
(iii) (〈{C | C ∈ K(G), | C |6= 1}〉 ∗K , rad(KZ(G))∗) ist eine direkte Zerle-
gung der Gruppe Z(rad(KG)∗).
(iv) (1G+ 〈{C | C ∈ K(G), | C |6= 1}〉K , 1G+ rad(KZ(G))) ist eine direkte
Zerlegung der Gruppe Z(1G + rad(KG)).
Beweis: Durch die Spezialisierung U = G erhalten wir diese Folgerung aus
Satz 4.1.4.
4.1.6 Definition
Ist K ein Ko¨rper und G eine endliche Gruppe, so definieren wir
K(G) := 〈{C | C ∈ K(G), | C |6= 1}〉K .
Dies ist – in dem Fall char(K) = p ≥ 0 und einer p-Gruppe G – nach Teil
(i) von 4.1.5 ein K-Ideal von Z(KG), also insbesondere eine K-Teilalgebra
von KG.
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4.1.7 Beispiel
(i) Sei p eine Primzahl und G eine nicht-abelsche Gruppe der Ordnung p3.
Dann ist G extra-speziell, und daher gilt fu¨r alle g ∈ G \ Z(G) | gG |= p.
Ist n ∈ N , so gilt fu¨r alle g ∈ G \ Z(G) | (g, . . . , g)Gn |= pn.
(ii) Seien K ein Ko¨rper, A,B Gruppen und (a; b) ∈ A × B, so daß
a /∈ Z(A) und b /∈ Z(B) gelten. Eine leichte Rechnung zeigt uns
(a; 1B)A×B · (1A; b)A×B = (a; b)A×B. Dabei ist die La¨nge der Konjugier-
tenklasse (a; b)A×B genau das Produkt der La¨ngen von (a; 1B)A×B und
(1A; b)A×B.
(iii) Aus (i) und (ii) erhalten wir, daß ein K-Erzeugnis von Konju-
giertenklassensummen gleicher La¨nge im allgemeinen nicht multiplikativ
und auch nicht unter der Sternverknu¨pfung abgeschlossen ist.
4.2 Kommutative Gruppenalgebren
4.2.1 Die Invarianten
4.2.1.1 Definition
Ist G eine Gruppe und n ∈ N , so sei nG := Gn.
Die folgende Proposition la¨ßt sich leicht einsehen:
4.2.1.2 Proposition
Seien p eine Primzahl, e ∈ N , ni ∈ N fu¨r alle i ∈ e und G eine zu
n1Zp × . . .× neZpe G-isomorphe Gruppe.
Dann ist fu¨r alle i ∈ e− 1 ∪ {0} die Faktorgruppe Gpi/Gpi+1 zu
(ni+1 + . . .+ ne)Zp G-isomorph.
4.2.1.3 Bemerkung
Ist p eine Primzahl, K ein perfekter Ko¨rper mit char(K) = p und G eine
abelsche p-Gruppe, so gilt fu¨r alle n ∈ N (rad(KG)∗) pn = rad(KG pn).
Beweis: Diese Aussage folgt aus Proposition 2.4.5 und Folgerung 2.4.4.
4.2.1.4 Satz
Seien e, k ∈ N , p eine Primzahl, K ein Ko¨rper mit pk Elementen und G
eine abelsche p -Gruppe vom Exponenten pe.
Fu¨r alle i ∈ e sei si := k( | Gpi−1 | −2 | Gpi | + | Gpi+1 |).
Dann ist rad(KG)∗ zu s1Zp × . . .× seZpe G-isomorph.
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Insbesondere ist k(| G | − | G p |) der Rang von rad(KG)∗, und es gilt
soc(rad(KG)∗) ∼=G (k(| G | − | G p |))Zp.
Beweis: Wegen der Bemerkung 4.2.1.3 gilt exp(G) = exp(rad(KG)∗), und
fu¨r alle i ∈ e− 1 ∪ {0} ist die Gleichung
(1) | (rad(KG)∗) pi/(rad(KG)∗) pi+1 |= | K | |G pi | −|G pi+1 |
erfu¨llt. Fu¨r alle i ∈ e sei si ∈ N0, so daß rad(KG)∗ zu s1Zp × . . . × seZpe
G-isomorph ist. Mit (1) und Proposition 4.2.1.2 erhalten wir
(2) ∀i ∈ e : si + . . .+ se = k(| G pi−1 | − | G pi |).
Durch Auflo¨sen des Gleichungssystemes (2) ergibt sich der erste Teil
der Behauptung. Der Zusatz ist eine Umformulierung von (2) in dem
Spezialfall i = 1.
4.2.1.5 Beispiele
Im folgenden seien p eine Primzahl, e, n ∈ N , G eine abelsche p -Gruppe
mit exp(G) = pe, K ein Ko¨rper mit | K |= pk und s1, . . . , se wie in Satz
4.2.1.4.
(1) Ist G = Zpe , so ergibt sich fu¨r alle i ∈ e− 1 si = kpe−i−1(p − 1)2
sowie se = k(p − 1). In dem Spezialfall p = 2 erhalten wir
(se, se−1, . . . , s1) = k(1, 2, 2, 4, . . . , 2e−2).
(2) Ist G = nZpe , so ergibt sich fu¨r alle i ∈ e− 1 si = kp(e−i−1)n(pn − 1)2
sowie se = k(pn − 1)
(3) Ist G = Zp × . . . × Zpe , so erhalten wir, daß fu¨r alle i ∈ e− 1
si = kp(e−i−1)(e−i)0.5(p2(e−i)+1 − 2pe−i + 1) sowie se = k(p− 1) gelten.
Zum Beispiel ergibt sich fu¨r den Fall p = 3, k = 1 und e = 4
(s1, s2, s3, s4) = (57618, 678, 22, 2).
(4) Ist G = nZp × . . . × nZpe , so gelten fu¨r alle i ∈ e− 1
si = kp(e−i−1)(e−i)0.5(pn(2(e−i)+1) − 2pn(e−i) + 1) sowie se = k(pn − 1).
Die Beispiele zeigen uns, daß die Invarianten ein stark ausgepra¨gtes
Monotonieverhalten aufweisen. Auf dieses gehen wir in den na¨chsten
beiden Abschnitten na¨her ein und zeigen dort zudem, daß G ein direkter
Faktor von 1G + rad(KG) ist. Als eine Folgerung erhalten wir fu¨r beliebige
p -Gruppen G, daß Z(G) ein Komplement in Z(1G + rad(KG)) besitzt.
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4.2.2 Komplementierbarkeit
4.2.2.1 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe und
(A,B) eine direkte Zerlegung von G.
Dann ist (rad(KB)KG, rad(KA)) eine semidirekte Zerlegung der K-
Algebra rad(KG).
Beweis: Nach Definition und Bemerkung 1.1.14 gilt Kern pB =
KGrad(KB) = rad(KB)KG. Da fu¨r alle a1, a2 ∈ A genau
dann a1B = a2B gilt, wenn a1 = a2 erfu¨llt ist, ergibt sich
rad(KA) ∩ Kern pB = {0KG}. Aus Dimensiongru¨nden erhalten wir
die Behauptung.
4.2.2.2 Definition
Seien p eine Primzahl, G eine abelsche p -Gruppe und e ∈ N sowie si ∈ N
fu¨r alle i ∈ e , so daß G zu s1Zp × . . .× Zpe G-isomorph ist.
Wir nennen G lu¨ckenlos zerlegbar, falls fu¨r alle i ∈ e si 6= 0 gilt.
4.2.2.3 Satz
Ist p eine Primzahl, G eine abelsche p -Gruppe und K ein endlicher Ko¨rper
mit char(K) = p, so ist rad(KG)∗ lu¨ckenlos zerlegbar.
Beweis: Sei g ∈ G mit o(g) = max{o(x) | x ∈ G}. Bekanntlich be-
sitzt M ein Komplement in G. Aus Proposition 4.2.2.1 und Folgerung 1.1.8
erhalten wir, daß rad(KM)∗ ein direkter Faktor von rad(KG)∗ ist. Die
Behauptung ergibt sich aus Teil (1) der Beispiele 4.2.1.5.
4.2.2.4 Bemerkung
Seien G eine endliche Gruppe und U, V Untergruppen von G.
Dann gilt | G/r(U ∩ V ) | ≤ | G/rU | · | G/rV |.
4.2.2.5 Satz
Ist p eine Primzahl, G eine abelsche p -Gruppe und K ein endlicher Ko¨rper
mit char(K) = p, so ist G ein direkter Faktor von 1G + rad(KG).
Beweis: Wir beweisen diese Aussage durch Induktion nach der Grup-
penordnung von G. Nach Satz 4.2.1.4 und Folgerung 2.4.4 besitzen G
und 1G + rad(KG) denselben Exponenten. Ist G zyklisch, so ist G ein
Maximalfaktor von 1G + rad(KG), und die Behauptung ist bewiesen.
Sei also G nicht zyklisch. Dann gibt es eine nicht-triviale direkte Zerlegung
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(A,B) von G. Aus Proposition 4.2.2.1 erhalten wir
(1) rad(KG) = (rad(KA)KG)⊕K rad(KB) = (rad(KB)KG)⊕K rad(KA).
Mit Folgerung 1.1.8 ist nach Induktion A bzw. B ein direkter Faktor
von 1G + rad(KA) bzw. von 1G + rad(KB). Sei NA bzw. NB ein Kom-
plement von A bzw. B in 1G+rad(KA) bzw. in 1G+rad(KB). Wir definieren
(2) N := ((1G + rad(KA)KG)NB) ∩ ((1G + rad(KB)KG)NA)
und zeigen, daß N ein Komplement von G in 1G + rad(KG) ist. Aus
Bemerkung 4.2.2.4 und (1) erhalten wir, daß der Index von N in
1G + rad(KG) kleiner oder gleich | A | · | B |= | G | ist. Ferner ergeben
sich aus (1) die Gleichungen ((1G + rad(KA)KG)NB) ∩ G = A und
((1G + rad(KB)KG)NA) ∩G = B, woraus die Behauptung folgt.
4.2.2.6 Folgerung
Ist p eine Primzahl, G eine p -Gruppe und K ein endlicher Ko¨rper mit
char(K) = p, so ist Z(G) ein direkter Faktor von Z(1G + rad(KG)).
Beweis: Diese Aussage folgt aus Satz 4.2.2.5 und Teil (iv) von Fol-
gerung 4.1.5.
4.2.2.7 Folgerung
Ist p eine Primzahl, G eine nicht-triviale p -Gruppe und K ein Ko¨rper
mit char(K) = p, so ist Z(rad(KG)∗) genau dann zyklisch, wenn
| G |= 2 = | K | gilt.
Beweis: Sei Z(rad(KG)∗) zyklisch. Aus Proposition 2.4.7 erhalten
wir, daß K endlich ist. Daraus ergibt sich mit Folgerung 4.2.2.6 die Kom-
mutativita¨t von KG. Also ist auch 1G + rad(KG) zyklisch. Da nach Satz
4.2.2.5 G ein direkter Faktor von 1G+rad(KG) ist, muß G = 1G+rad(KG)
gelten, was nach Bemerkung 1.1.18 nur in dem angegeben Fall mo¨glich ist.
Gilt | G |= 2 = | K |, so ist 1G + rad(KG) = G zu Z2 G-isomorph.
4.2.3 Monotonie
4.2.3.1 Definition
Seien p eine Primzahl, G eine abelsche p-Gruppe und e ∈ N sowie si ∈ N fu¨r
alle i ∈ e , so daß G zu s1Zp × . . .× seZpe G-isomorph ist.
Wir nennen G monoton bzw. streng monoton zerlegbar, falls s1 ≥ . . . ≥ se
bzw. s1 > . . . > se gilt.
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4.2.4 Satz
Seien p eine Primzahl, K ein endlicher Ko¨rper mit char(K) = p, G eine zu
t1Zp × . . . teZpe G-isomorphe Gruppe und si (i ∈ e) wie in Satz 4.2.1.4.
(i) Außer in dem Fall te = 1, te−1 = 0 gilt fu¨r alle i ∈ e− 1 die Ungleichung
si ≥ p · si+1.
(ii) rad(KG)∗ ist fu¨r p 6= 2 streng monoton zerlegbar.
(iii) Außer in dem Fall te = 1, te−1 = 0 ist rad(KG)∗ fu¨r p = 2 streng
monoton zerlegbar.
(iv) rad(KG)∗ ist fu¨r p = 2 monoton zerlegbar.
Beweis: Der Beweis ergibt sich durch Nachrechnen mit Hilfe der in Satz
4.2.1.4 hergeleiteten Beschreibung der si, i ∈ e. 
4.3 Die Invarianten
4.3.1 Die Frattini-Reihe
4.3.1.1 Lemma
Sei p eine Primzahl, K ein perfekter Ko¨rper mit char(K) = p und G eine
p -Gruppe. Dann ist fu¨r alle i ∈ N {(gpi)G | g ∈ G\Z(G), CG(g) = CG(gpi)}
eine K-Basis des K-Vektorraums (K(G) ∗) pi .
Beweis: Nach Definition ist K(G) von G-Konjugiertenklassensummen
K-erzeugt und damit zentral in rad(KG). Ist fu¨r alle C ∈ K(G) kC ∈ K,
so gilt wegen char(K) = p
(1) (
∑
C∈K(G)
kCC) p
i
=
∑
C∈K(G)
(kC) p
i
(C) p
i
.
Aus (1), der Perfektheit von K und Folgerung 2.4.4 erhalten wir, daß
(K(G) ∗) pi ein K-Vektorraum ist, der von {(gG) p
i
| g ∈ G \ Z(G)}
K-erzeugt wird. Die Behauptung erhalten wir nun aus Satz 2.4.8.
4.3.1.2 Definition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Fu¨r alle i ∈ N 0 definieren wir
k(G)pi := | {(gpi)G | g ∈ G \ Z(G), CG(g) = CG(gp
i
)} |.
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4.3.1.3 Satz
Seien p eine Primzahl, K ein endlicher Ko¨rper der Ma¨chtigkeit pk, G eine p -
Gruppe und s1, . . . , se ∈ N , so daß K(G) ∗ zu s1Zp× . . .× seZpe G-isomorph
sei. Dann gilt fu¨r alle i ∈ e die Gleichung
si = k(k(G)pi−1 − 2 · k(G)pi + k(G)pi+1).
Beweis: Fu¨r alle i ∈ e erhalten wir aus Lemma 4.3.1.1
(1) | (K(G) ∗) pi |= pk·k(G)pi .
Zudem gilt nach Proposition 4.2.1.2 fu¨r alle i ∈ e
(2) (K(G) ∗) pi/(K(G) ∗) pi+1 ∼=G (si+1 + . . .+ se)Zp.
Aus (1) und (2) ergibt sich fu¨r alle i ∈ e
(3) k(k(G)pi − k(G)pi+1) = si+1 + . . .+ se
Durch Auflo¨sen des Gleichungssytems in (3) folgt die Behauptung.
4.3.1.4 Beispiel
Sei K ein Ko¨rper mit 2k Elementen und G die Diedergruppe der Ordnung
16. Dann gibt es h, a ∈ G, so daß o(h) = 8, o(a) = 2, G = 〈h, a〉G und
ha = h−1 gelten. Die nicht-zentralen Konjugiertenklassen von G sind aG,
(ha)G, hG, (h3)G und (h2)G.
Da a, ha Involutionen sind, gilt nach Satz 2.4.8 (aG)2 = ((ha)G)2 = 0KG.
Da 〈h4〉G = Z(G) und 〈h〉G = CG(h) = CG(h3) = CG(h2) = CG(h6) gelten,
ergibt sich mit Satz 2.4.8 (hG)2 = (h2)G = ((h3)G)2.
Wir erhalten k(G)20 = 5, k(G)21 = 1 und k(G)22 = 0, und nach Satz 4.3.1.3
gilt K(G) ∗ ∼=G (3k)Z2 × (1k)Z4.
4.3.2 Die Sockelreihe
4.3.2.1 Definition und Bemerkung
Sei p eine Primzahl, n ∈ N 0 und G eine abelsche p -Gruppe.
Wir definieren socn(G) = {g | g ∈ G, gpn = 1G} und nennen socn(G) den
n-ten Sockel von G. Offenbar ist fu¨r alle n ∈ N socn(G) eine Untergruppe
von socn+1(G).
4.3.2.2 Beispiel
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
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(i) Ist U eine nicht-triviale Untergruppe von G, so gilt die Gleichung
U
2 = | U |K U = 0KG. Insbesondere sind G und Z(G) im 1-ten Sockel von
Z(rad(KG)∗) enthalten (siehe Folgerung 2.4.4).
(ii) Sei pn die maximale La¨nge der Konjugiertenklassen von G. Fu¨r
alle i ∈ n sei Cpi die Vereinigung der Konjugiertenklassen der La¨nge pi von
G. Wegen (i) gilt 0KG = G
p = (Z(G) +
n∑
i=1
Cpi) p =
n∑
i=1
Cpi
p. Also liegt das
Element
n⋃
i=1
Cpi nach Folgerung 2.4.4 im 1-ten Sockel von Z(rad(KG)∗).
Da nach Satz 2.4.8 fu¨r alle C ∈ K(G) entweder C p = 0KG oder C p = C p
und | C |= | C p | gilt, ist sogar fu¨r jedes i ∈ n das Element Cpi im 1-ten
Sockel von Z(rad(KG)∗) enthalten (siehe Folgerung 2.4.4).
Leicht la¨ßt sich einsehen:
4.3.2.3 Proposition
Seien p eine Primzahl, s1, . . . , se ∈ N und G eine zu s1Zp × . . . × seZpe
G-isomorphe Gruppe. Fu¨r alle i ∈ e gilt | soci(G)/soci−1(G) |= psi+...+se .
4.3.2.4 Definition und Bemerkung
Sei K ein Ko¨rper, G eine Gruppe und n ∈ N .
Fu¨r alle nicht-zentralen Konjugiertenklassen C,D von G sei C ∼n D durch
C
n = D n definiert. Dann ist ∼n eine A¨quivalenzrelation auf der Menge der
nicht-zentralen Konjugiertenklassen von G.
4.3.2.5 Lemma
Seien p eine Primzahl, n, r ∈ N , K ein Ko¨rper mit char(K) = p, G eine
p -Gruppe und L1, . . . , Lr die A¨quivalenzklassen von ∼pn . Es gelte o.B.d.A.
C
pn = 0KG fu¨r alle C ∈ L1.
Dann ist 〈L1〉K ⊕K
r⊕
i=2
KAugLi(〈Li〉K) der n-te Sockel von K(G)
∗
.
Beweis: Fu¨r alle i ∈ r sei Ci ∈ Li. Ist z ∈ K(G), so gibt es zu je-
dem i ∈ r und zu jedem Di ∈ Li ein kDi ∈ K, so daß
(1) z =
r∑
i=1
∑
Di∈Li
kDiDi
gilt. Wegen char(K) = p erhalten wir aus (1) die Aussage
(2) zp
n
=
r∑
i=2
(
∑
Di∈Li
kDi)
pnCi
pn .
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Nach (2) ist die Aussage zp
n
= 0KG dazu a¨quivalent, daß fu¨r alle
i ∈ r \ {1} ( ∑
Di∈Li
kDi)
pn = 0KG gilt. Aus der Injektivita¨t des Frobeniusmo-
nomorphismus sowie aus Folgerung 2.4.4 ergibt sich die Behauptung.
4.3.2.6 Satz
Seien p eine Primzahl, K ein endlicher Ko¨rper mit pk Elementen, G eine
p -Gruppe, pe der Exponent von K(G) ∗, fu¨r alle i ∈ e li die Anzahl
der A¨quivalenzklassen bezu¨glich ∼pi und K(G)
∗
zu s1Zp × . . . × seZpe
G-isomorph.
Dann gelten se = k(le−1 − le), si = k(li−1 − 2li + li+1) fu¨r alle 2 ≤ i ≤ e− 1
und s1 = k(c(G)− | Z(G) | −2l1 + 1 + l2).
Beweis: Fu¨r alle i ∈ e besitzt der i-te Sockel von K(G) ∗ nach Lem-
ma 4.3.2.5 die Ma¨chtigkeit pk(c(G)−|Z(G)|−(li−1)). Mit Proposition 4.3.2.3
ergeben sich
se = k(le−1 − le),
si + . . .+ se = k(li−1 − li) fu¨r alle 2 ≤ i ≤ e− 1 und
s1 + . . .+ se = k(c(G)− | Z(G) | −l1 + 1).
Durch Auflo¨sen dieses Gleichungssytems erhalten wir die Behauptung.
4.3.2.7 Bemerkung
Seien p eine Primzahl, K ein Ko¨rper mit char(K) = p, G eine p -Gruppe,
n ∈ N und g, h ∈ G \ Z(G).
Nach Satz 2.4.8 gilt genau dann gG ∼pn hG, wenn entweder
CG(g) = CG(gp
n
) und CG(h) = CG(hp
n
) oder
CG(g) < CG(gp
n
) und CG(h) < CG(hp
n
) gilt.
4.3.2.8 Beispiel
Wie in Beispiel 4.3.1.4 sei K ein Ko¨rper mit 2k Elementen und G die Die-
dergruppe der Ordnung 16.
Seien h, a wie in Beispiel 4.3.1.4. Mit Bemerkung 4.3.2.7 erkennen wir,
daß {hG, (h3)G} und {aG, (ha)G, (h2)G} die A¨quivalenzklassen bezu¨glich ∼21
sind. Zudem sind alle nicht-zentralen Klassen bezu¨glich ∼22 a¨quivalent. Mit
den Bezeichnungen von Satz 4.3.2.6 gelten also l1 = 2 und l2 = 1, und wir
erhalten aus Satz 4.3.2.6 s2 = k(2−1) = 1k sowie s1 = k(5−4+1+1) = 3k.
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4.4 Der Klassengraph
Der im folgenden definierte Graph veranschaulicht in dem Fall einer p -
Gruppe G und eines (endlichen) Ko¨rpers K mit char(K) = p die Bestim-
mung der Invarianten und die Ermittlung des Exponenten des Zentrums von
rad(KG)∗:
4.4.1 Definition und Bemerkung
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Wir definieren einen gerichteten Graphen, den wir den Klassengraph von
G nennen. Seine Eckenmenge sei {gG | g ∈ G \ Z(G)} ∪ {0KG}, und seine
Kantenmenge sei {(gG; (gG) p) | g ∈ G \ Z(G)}.
Die Kantenmenge des Klassengraphens ko¨nnen wir mit Hilfe von Satz 2.4.8
ermitteln.
4.4.2 Beispiel
Sei K ein Ko¨rper mit 2k Elementen und G die Diedergruppe der Ordnung
32. Seien h, a ∈ G, so daß o(a) = 2, o(h) = 16 und ha = h15 gelten. Die
nicht-zentralen Konjugiertenklassen von G sind aG, (ha)G und (hi)G fu¨r
alle i ∈ 7 . Der Klassengraph von G hat nach Satz 2.4.8 die folgende Gestalt:
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(h2)G (h6)G
(h4)G
aG (ha)G
0KG
(i) Die Bestimmung des Exponenten:
Sei g ∈ G \ Z(G). Dann gibt es genau einen Weg von gG zum Knoten 0KG.
Ist n die La¨nge dieses Weges, so gilt o(gG) = pn.
Also besitzt zum Beispiel hG die Ordnung 23, und dies ist das Maximum
der Menge {o(gG) | g ∈ G \ Z(G)}, also der Exponent von K(G) ∗ (siehe
Proposition 2.4.7 und Beispiele 3.1.2).
(ii) Die Bestimmung der Invarianten mit Hilfe der Frattini-Reihe:
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Sei e ∈ N mit pe = max{o(gG) | g ∈ G \ Z(G)} und n ≤ e. Von jedem
Knoten 6= 0KG gibt es genau einen Weg der La¨nge n. Die Anzahl der von
0KG verschiedenen Endknoten aller dieser Wege ist die Zahl k(G)2n .
In unserem Beispiel gelten k(G)20 = 9, k(G)21 = 3, k(G)22 = 1 und
k(G)23 = 0. Benutzen wir die Bezeichnungen von Satz 4.3.1.3, so erhalten
wir s1 = k(9−2·3+1) = 4k, s2 = k(3−2·1+0) = k und s3 = k(1−2·0+0) = k.
(iii) Die Bestimmung der Invarianten von mit Hilfe der Sockelreihe:
Sei e ∈ N mit pe = max{o(gG) | g ∈ G \ Z(G)} und n ≤ e. Von jedem
Knoten 6= 0KG gibt es genau einen Weg der La¨nge n. Zwei Knoten 6= 0KG
sind genau dann bezu¨glich ∼pn a¨quivalent, wenn die Endknoten dieser
Wege identisch sind.
In unserem Beispiel gibt es l1 = 4 A¨quivalenzklassen bezu¨glich ∼21 (na¨mlich
{hG, (h7)G}, {(h3)G, (h5)G}, {(h2)G, (h6)G} und {aG, (ha)G, (h4)G}), l2 = 2
A¨quivalenzklassen bezu¨glich ∼22 (na¨mlich {hg, (h3)G, (h5)G, (h7)G} und
{ag, (ha)G, (h2)G, (h4)G, (h6)G}) und l3 = 1 A¨quivalenzklasse bezu¨glich ∼23 .
Mit den Bezeichnungen von Satz 4.3.2.6 erhalten wir s3 = k(2 − 1) = k,
s2 = k(4− 2 · 2 + 1) = k und s1 = k(9− 2 · 4 + 1 + 2) = 4k.
4.5 Bestimmung der Invarianten in Beispielen
4.5.1 Der Minimalfall
4.5.1.1 Satz
Sei p eine Primzahl, K ein endlicher Ko¨rper mit pk Elementen und G eine
p -Gruppe, so daß fu¨r alle g ∈ G \ Z(G) CG(g) < CG(gp) gelte.
Dann ist Z(rad(KG)∗) eine zu (rad(KZ(G))∗) × (k(c(G)− | Z(G) |)Zp)
G-isomorphe Gruppe.
Beweis: Nach Teil (iii) von Folgerung 4.1.5 ist Z(rad(KG)∗) zu
rad(KZ(G))∗ × K(G) ∗ G-isomorph. Die abelsche Gruppe K(G) ∗ be-
sitzt nach Satz 2.4.8 den Exponenten p, und hat nach Definition die
Ordnung p k(c(G)−|Z(G)|), woraus wir die Behauptung erhalten.
4.5.1.2 Beispiele
Sei p eine Primzahl, K ein endlicher Ko¨rper mit pk Elementen und G eine
p -Gruppe.
(i) Ist G p zentral in G, so erfu¨llt G nach Satz 2.4.8 die Vorausset-
zungen des Satzes 4.5.1.1. Zum Beispiel ist G p zentral, falls G eine spezielle
oder eine minimal nicht-abelsche p -Gruppe ist (siehe Proposition 3.2.6.1).
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(ii) Die regula¨ren p -Gruppen erfu¨llen nach Satz 2.4.8 und Folgerung
3.2.4 die Voraussetzungen von Satz 4.5.1.1.
(iii) Es sei Z(G) elementar-abelsch und | G ′ |= p.
Nach Teil (ii) von Folgerung 3.2.4 ist Z(rad(KG)∗) elementar-abelsch. Aus
[14] erhalten wir, daß jede Konjugiertenklassen von G die La¨nge p besitzt.
Also gibt es genau |G|−|Z(G)|p Konjugiertenklassen der La¨nge p, und damit
gilt c(G) = |G|+(p−1)|Z(G)|p . Mit Satz 4.5.1.1 ergibt sich, daß Z(rad(KG)
∗)
zu (k |G|+(p−1)|Z(G)|−pp )Zp G-isomorph ist.
(iv) Es gelte Z(G) = G
′ ∼=G Zp.
Dann folgt aus (iii), daß Z(rad(KG)∗) eine zu (k( |G|p + p − 2))Zp G-
isomorphe Gruppe ist. Die Voraussetzung von (iv) wird zum Beispiel von
den extra-speziellen p -Gruppen erfu¨llt.
(v) Es sei G nicht-abelsch und von der Ordnung p3.
Dann zeigt uns (iv), daß Z(rad(KG)∗) zu (k(p2+ p− 2))Zp G-isomorph ist.
4.5.2 Der Maximalfall
Im folgenden sei p eine Primzahl, K ein Ko¨rper mit pk Elementen und G
eine nicht-abelsche p -Gruppe, so daß exp(Z(rad(KG)∗)) = |G|
p2
gilt.
Es sei daran erinnert, daß nach Folgerung 2.5.3 |G|
p2
der maximal mo¨gliche
Wert fu¨r exp(Z(rad(KG)∗)) ist. Aus Satz 3.1.6 erhalten wir, daß entweder
exp(Z(G)) = |G|
p2
gilt oder G eine zyklische maximale Untergruppe besitzt.
4.5.2.1 Der Fall exp(Z(G)) = |G|
p2
Sei n ∈ N≥ 3 mit | G |= pn. Aus | Z(G) |= pn−2 erhalten wir, daß jede
nicht-zentrale Konjugiertenklasse von G die La¨nge p besitzt. Deren Anzahl
betra¨gt somit |G| − |Z(G)|p = p
n−1 − pn−3. Da G/Z(G) nicht zyklisch ist, gilt
G p ⊆ Z(G), und aus Satz 2.4.8 ergibt sich, daß K(G) ∗ elementar-abelsch
und von der Ordnung p k(p
n−1−pn−3) ist. Wegen Z(G) ∼=G Zpn−2 erhalten
wir mit Satz 4.2.1.4 und mit Teil (iii) von Folgerung 4.1.5 die folgende
Zerlegung von Z(rad(KG)∗) in zyklische p-Gruppen:
(k(p− 1))Zpn−2
×(kpi−3(p− 1)2)Zpn−i (fu¨r alle i ∈ n− 3 \ 2)
×(k(pn−4(p− 1)2 + pn−1 − pn−3))Zp.
Wir untersuchen nun den Fall, daß G eine zyklische maximale Unter-
gruppe besitzt. Den Seiten 98 und 99 in [25] ko¨nnen wir entnehmen, daß G
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eine Diedergruppe, eine Semidiedergruppe, eine Quaternionengruppe oder
die Gruppe aus Teil (a) oder Teil (d) des Satzes 5.3.2 aus [25] ist. Man
u¨berlegt sich leicht, daß die beiden letzten Gruppentypen sich dem Fall
4.5.2.1 unterordnen.
4.5.2.2 Dieder-, Semidieder- und Quaternionengruppen
Wir betrachten zuna¨chst die Dieder- und Quaternionengruppen.
Seien p = 2, n ∈ N≥ 3 und h, a ∈ G, so daß G = 〈h, a〉G , o(h) = 2n−1,
o(a) = 2 und ha = h−1 gelten. Die Konjugiertenklassen von G sind {1G},
{h2n−2}, aG, (ha)G und {hr, h−r} fu¨r r ∈ 2n−2 − 1 . Insgesamt gibt es also
2n−2 + 1 nicht-zentrale Konjugiertenklassen. Aus Satz 4.2.1.4 erhalten wir
rad(KZ(G))∗ ∼=G kZ2. Nun betrachten wir die Gruppe K(G) ∗.
Den Beispielen 3.1.2 entnehmen wir, daß der Exponent dieser Gruppe
2n−2 ist. Sei i ∈ n− 2 . Ist G ein Diedergruppe, so sind a, ha Involutionen,
im anderen Fall sind a, ha Elemente der Ordnung vier, deren Quadrate
zentral in G sind. Daher gilt nach Satz 2.4.8 (aG)2
i
= 0KG = ((ha)G)2
i
.
Sei r ∈ 2n−2 − 1 . Dann sind hr und h−r vertauschbar, woraus wir
(hr + h−r)2i = h2ir + h−2ir erhalten. In dem Normalteiler 〈h2i〉G sind
genau 2n−i−2 − 1 nicht-zentrale Konjugiertenklassen von G enthalten.
Also gelten k(G)2i = 2
n−i−2 − 1 und k(G)20 = 2n−2 + 1. Fu¨r alle
i ∈ n− 2 sei si die Anzahl der zu Z2i G-isomorphen direkten Faktoren
in einer direkten Zerlegung von K(G) ∗. Aus Satz 4.3.1.3 erhalten wir
(sn−2, sn−3, sn−4, sn−5, . . . , s2, s1) = k(1, 1, 21, 22, . . . , 2n−5, 2n−4 + 2).
Ist nun fu¨r alle i ∈ n− 2 ti die Anzahl der zu Z2i G-isomorphen direkten
Faktoren in einer direkten Zerlegung von Z(rad(KG)∗), so erhalten
wir aus Teil (iii) von Folgerung 4.1.5 (tn−2, tn−3, tn−4, tn−5, . . . , t2, t1) =
k(1, 1, 21, 22, . . . , 2n−5, 2n−4 + 3).
Nun betrachten wir die Semidiedergruppen.
Seien h, a ∈ G, so daß G = 〈h, a〉G , o(h) = 2n−1, o(a) = 2 und ha = h−1h2n−2
gelten. Es sei z := h2
n−2
. Dann ist Z(G) = 〈z〉G , und fu¨r alle r ∈ N gilt
(hr)a = h−1zr. Die Konjugiertenklassen von G sind {1G}, {z}, aG, (ha)G
und {hr, h−rzr} fu¨r alle r ∈ 2n−2 − 1 . Wegen z2 = 1G ist das Zentrum von
G zu Z2 G-isomorph.
Sei i ∈ n− 2 . Aus a2 = 1G und (ha)2 = z ∈ Z(G) ergibt Satz 2.4.8, daß
(aG)2
i
= 0KG = ((ha)G)2
i
gilt. Ist r ∈ 2n−2 − 1 , so gilt wegen z2 = 1G
(hr+h−rz−r)2i = h2ir+h−2ir. Somit sind die Invarianten von Z(rad(KG)∗)
dieselben wie im obigen Fall.
Kapitel 5
Konsequenzen fu¨r
ausgewa¨hlte Typen von
Einheitengruppen
5.1 Einheitengruppen mit zyklischer Ableitung
5.1.1 Proposition
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Gibt es ein z ∈ G mit G = 〈z〉G , so gilt rad(KG) = (z − 1G)KG.
Beweis: Aus Satz 1.1.21 erhalten wir z − 1G ∈ rad(KG), und damit ist
(z−1G)KG in rad(KG) enthalten. Sei n ∈ N , so daß o(z) = pn gelte. Eine er-
neute Anwendung von Satz 1.1.21 zeigt rad(KG) = 〈{zi−1G | i ∈ n− 1}〉K .
Ist i ∈ n− 1 , so ergibt sich mit Hilfe der geometrischen Summenformel
die Gleichung zi − 1G = (z − 1G)
i−1∑
k=0
zk. Somit ist fu¨r jedes i ∈ n− 1 das
Element zi − 1G in (z − 1G)KG enthalten.
5.1.2 Bemerkung
Sei A eine assoziative unita¨re K-Algebra und a ∈ A, so daß Aa = aA
gilt. Eine leichte Induktion zeigt uns fu¨r alle n ∈ N die Gleichungskette
(Aa)n = Aan = anA = (aA)n.
5.1.3 Lemma
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
(i) Ist G
′
zyklisch, so gilt exp(G
′
) = exp((rad(KG)∗) ′).
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(ii) Ist Φ(G) zyklisch und K endlich, so haben Φ(G) und Φ(rad(KG)∗)
denselben Exponenten.
Beweis: Sei N ∈ {G ′ ,Φ(G)}, und es existiere ein z ∈ N mit
N = 〈z〉G . Nach Proposition 1.1.14 und Satz 1.1.21 gilt Kern pN =
KGrad(KN) = rad(KN)KG ⊆ rad(KG), und aus Proposition 5.1.1 er-
halten wir Kern pN = (z − 1G)KG = KG(z − 1G). Wegen der Bemerkung
5.1.2 ergibt sich, daß fu¨r alle x ∈ Kern pN xo(z) = 0KG gilt. Also besitzt die
Gruppe (Kern pN )∗ nach Folgerung 2.4.4 ho¨chstens den Exponenten o(z).
Wegen der Proposition 1.1.14 ist die Faktorgruppe rad(KG)∗/(Kern pN )∗
zu einer Untergruppe von rad(KG/N)∗ G-isomorph. In dem Fall N = G ′
ist rad(KG/N)∗ eine abelsche Gruppe, und damit gilt (rad(KG)∗) ′ ⊆
Kern pN . Fu¨r N = Φ(G) und endliches K besitzt die abelsche p -Gruppe
rad(KG/N)∗ nach Satz 4.2.1.4 den Exponenten p. Somit ist in diesem
Fall Φ(rad(KG)∗) ebenfalls in Kern pN enthalten, und daraus folgt die
Behauptung.
5.1.4 Satz
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Genau dann ist (rad(KG)∗) ′ zyklisch, wenn G abelsch ist.
Beweis: Sei (rad(KG)∗) ′ zyklisch. Dann ist G ′ − 1G = ((G − 1G)∗) ′
als Untergruppe von (rad(KG)∗) ′ zyklisch. Aus Lemma 5.1.3 erhalten
wir, daß G
′ − 1G und (rad(KG)∗) ′ denselben Exponenten besitzen. Da
beide Gruppen zyklisch sind, stimmen sie u¨berein, und folglich liegt
G − 1G oberhalb von (rad(KG)∗) ′ . Somit ist G − 1G ein Normalteiler von
rad(KG)∗, und aus Folgerung 1.2.4 ergibt sich die Behauptung.
Fu¨r ungerade Primzahlen kann der Satz 5.1.4 auch folgendermaßen
eingesehen werden:
5.1.5 Anmerkung
Sei p eine Primzahl, K ein Ko¨rper mit p Elementen und G eine p-Gruppe.
Nach [8] ist Zp oZp in E(KG) involviert. Die Gruppe Zp oZp ist nicht regula¨r
und besitzt daher fu¨r p 6= 2 keine zyklische Ableitung.
5.1.6 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe,
so ist rad(KG)∗ genau dann metazyklisch, wenn | K |= | G |= 2 gilt.
Beweis: Diese Folgerung ergibt sich aus Satz 5.1.4 und Folgerung
4.2.2.7.
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5.1.7 Folgerung
Ist p eine Primzahl, K ein endlicher Ko¨rper mit char(K) = p und
G eine p -Gruppe, so ist Φ(rad(KG)∗) genau dann zyklisch, wenn G
elementar-abelsch ist oder | K |= 2 gilt und ein n ∈ N0 existiert, so daß
G ∼=G Z4 × Z2 × . . .× Z2︸ ︷︷ ︸
n−mal
gilt.
Beweis: Nach Satz 5.1.4 ist Φ(rad(KG)∗) genau dann zyklisch, wenn
G abelsch und (rad(KG)∗) p zyklisch ist. Wegen der Bemerkung 4.2.1.3
ist dies dazu a¨quivalent, daß G abelsch und rad(KG p)∗ zyklisch ist. Aus
Folgerung 4.2.2.7 erhalten wir, daß letztere Aussage genau dann erfu¨llt ist,
wenn G elementar-abelsch ist oder | K |= 2 = | G2 | gilt. Daraus ergibt sich
offensichtlich die Behauptung.
5.1.8 Anmerkung
Im folgenden sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G
eine nicht-abelsche p -Gruppe.
In [22] wird von A. Shalev bewiesen, daß rad(KG)∗ fu¨r p ≥ 5 nicht
metabelsch ist. Einige Jahre spa¨ter zeigen D.B. Coleman und D.S. Passman
in [9], daß fu¨r p = 3 bzw. fu¨r p = 2 rad(KG)∗ genau dann metabelsch
ist, wenn | G ′ |= 3 bzw. G ′ zentral in G und zu einer Untergruppe der
Kleinschen Vierergruppe G-isomorph ist.
Dieselbe Anwort erhalten F. Levin und G. Rosenberger in [16] auf die
Frage, wann die Lie-Algebra rad(KG)◦ metabelsch ist.
Diese Parallelita¨t wird durch einen Satz von B. Amberg und Y. Sysak in [2]
erkla¨rt: Fu¨r einen Radikalring R ist R∗ genau dann metabelsch, wenn R◦
metabelsch ist.
Wir geben eine Beweisalternative dafu¨r an, daß rad(KG)◦ und damit auch
rad(KG)∗ fu¨r p ≥ 5 nicht metabelsch ist:
Seien a, b ∈ G mit ab 6= ba. Aus (a ◦ b) ◦ (a−1 ◦ b) = 0KG, erhalten wir
(1) aba−1b+ baba−1 + a−1b2a− ab2a−1 − a−1bab− ba−1ba = 0KG.
Wegen ab 6= ba und p 6= 2 gelten ba−1ba 6= a−1b2a und ba−1ba 6= baba−1.
1.Fall: ba−1ba = aba−1b
Aus (1) ergibt sich
(2) baba−1 + a−1b2a− ab2a−1 − a−1bab = 0KG.
Wegen ab 6= ba und p 6= 2 gilt a−1b2a /∈ {ab2a−1, a−1bab}. Nun folgt
aber aus (2) schon p = 2, was ein Widerspruch ist.
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2.Fall: ba−1ba 6= aba−1b
In diesem Fall ergibt sich aus (1) und aus ba−1ba /∈ {a−1b2a, baba−1, aba−1b}
die Bedingung p = 3, was ein Widerspruch ist.
5.2 Einheitengruppen mit zyklischer p-Potenz-
untergruppe
Die folgende Proposition la¨ßt sich induktiv leicht besta¨tigen:
5.2.1 Proposition
Sind A eine assoziative K-Algebra und x, y ∈ A, so gelten:
(i) ∀n ∈ N : x ◦ y ◦ . . . ◦ y︸ ︷︷ ︸
n−mal
=
n∑
k=0
(
n
k
)
K
(−1K)kykxyn−k.
(ii) Ist p eine Primzahl, und gilt char(K) = p, so gilt
x ◦ y ◦ . . . ◦ y︸ ︷︷ ︸
p−mal
= xyp − ypx.
5.2.2 Satz
Sei p eine Primzahl, G eine nicht-abelsche p -Gruppe und K ein Ko¨rper mit
char(K) = p. Dann sind a¨quivalent:
(i) cl(rad(KG)∗) = p
(ii) cl(rad(KG)◦) = p
(iii) Fu¨r alle x, y ∈ rad(KG) gilt x ◦ y ◦ . . . ◦ y︸ ︷︷ ︸
p−mal
= 0KG.
(iv) Fu¨r alle x in rad(KG) ist xp zentral in rad(KG).
(v) | G ′ |= p
(vi) Jede nicht-zentrale Konjugiertenklasse von G hat die La¨nge p.
(vii) exp(rad(KG)∗/Z(rad(KG)∗)) = p
Beweis: Die A¨quivalenz der Aussagen (i) und (ii) gilt nach [11], die von (v)
und (vi) nach [14], die von (i) und (v) nach [24], die von (iv) und (vii) nach
Folgerung 2.4.4 und die von (iii) und (iv) nach Teil (ii) von Proposition 5.2.1.
Schließlich zeigt uns [23] die Implikation von (iii) nach (v), und offenbar ist
die Implikation von (ii) nach (iii) wahr. 
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5.2.3 Folgerung
Sei p eine Primzahl, G eine nicht-abelsche p -Gruppe und K ein Ko¨rper der
Charakteristik p. Ist eine der Aussagen von Satz 5.2.2 erfu¨llt, so gelten:
(i) exp(Z(rad(KG)∗)) = exp(Z(G))
(ii) exp(G) | exp(rad(KG)∗) | p · exp(Z(G))
(iii) Fu¨r H := rad(KG)∗ gilt exp(Z(rad(KH)∗)) = exp(Z(rad(KG)∗)).
Beweis: ad(i): Die Aussage (iv) von Satz 5.2.2 zeigt uns, daß G p zentral in
G ist. Daher folgt (i) aus Satz 2.4.8 und Proposition 2.4.7.
ad(ii): Diese Aussage ergibt sich aus (i) und Teil (vii) von Satz 5.2.2.
ad(iii): Da (rad(KG)∗) p nach Satz 5.2.2 zentral in rad(KG)∗ ist,
folgt (iii) aus Satz 2.4.8 und Proposition 2.4.7.
5.2.4 Folgerung
Sei K ein Ko¨rper mit char(K) = 2 und G eine nicht-abelsche 2 -Gruppe,
fu¨r die | G ′ |= 2 gilt und Z(G) elementar-abelsch ist.
Dann gilt exp(rad(KG)∗) = 4.
Beweis: Diese Aussage ergibt sich direkt aus Folgerung 5.2.3.
Ist G eine Gruppe bzw. L eine Lie-Algebra, so sei fu¨r alle n ∈ N
Zn(G) bzw. Zn(L) das n-te Zentrum von G bzw. von L.
Die folgende Aussage findet sich in der Arbeit [3] von A.A. Bovdi.
5.2.5 Satz (Bovdi)
Sei A eine K-Radikalalgebra und p eine Primzahl mit char(K) = p.
Dann gilt fu¨r alle n ∈ N exp(Zn+1(A∗)/Zn(A∗)) = p.
Beweis: Nach [11] stimmen fu¨r alle n ∈ N die Mengen Zn(A∗) und Zn(A◦)
u¨berein. Fu¨r alle a ∈ A gilt wegen der Folgerung 2.4.4 a ∗ . . . ∗ a︸ ︷︷ ︸
p−mal
= ap. Die
Behauptung folgt nun leicht aus Proposition 5.2.1.
Entscheidend fu¨r den Beweis von Satz 5.2.5 ist, daß fu¨r eine Radika-
lalgebra A nach einem Satz von Du ([11]) die aufsteigenden Zentralreihen
von A∗ und A◦ ,,in jedem Schritt” u¨bereinstimmen. Daß ein analoges
Theorem fu¨r die absteigenden Zentralreihen im allgemeinen nicht gilt, zeigt:
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5.2.6 Bemerkung
Ist p eine Primzahl, G eine nicht-abelsche p -Gruppe und K ein Ko¨rper mit
char(K) = p, so gilt (rad(KG)∗)′ 6= rad(KG) ◦ rad(KG).
Beweis: Es gilt rad(KG) ◦ rad(KG) = 〈{g ◦ h | g, h ∈ G}〉K . Also
gibt es eine Teilmenge B von {g ◦ h | g, h ∈ G}, so daß B eine K-
Basis von rad(KG) ◦ rad(KG) ist. In der Ableitung von rad(KG)∗ ist
G
′ − 1G enthalten. Da G nicht-ablesch ist, gibt es z ∈ G ′ mit z 6= 1G.
Wu¨rde rad(KG)
′
= rad(KG) ◦ rad(KG) gelten, so mu¨ßte z − 1G in
rad(KG) ◦ rad(KG) enthalten sein. Also wa¨re z − 1G ∈ 〈B〉K . Fu¨r alle
g, h ∈ G mit gh = 1G gilt jedoch g◦h = 0KG /∈ B, was ein Widerspruch ist.
Nach diesen Vorbereitungen und Exkursen kehren wir zur Hauptfrage
dieses Abschnittes zuru¨ck.
5.2.7 Bemerkung
Sei p eine Primzahl und K ein Ko¨rper mit char(K) = p.
Fu¨r alle k, l ∈ K gilt wegen char(K) = p genau dann kp = lp, wenn k und l
identisch sind. Insbesondere gilt genau dann kp = 1 fu¨r alle k ∈ K \ {0K},
wenn K zweielementig ist.
5.2.8 Lemma
Sei p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Ist (rad(KG)∗) p zyklisch, so gilt | K |= 2 oder exp(G) ≤ p.
Beweis: Sei exp(G) ≥ p2. Dann gibt es ein g ∈ G, so daß o(g) = p2
gilt. Wegen p = o(gp) = o(gp − 1G) = o((g − 1G)p) (siehe Folgerung 2.4.4)
ist 〈gp − 1G〉G die einzige Untergruppe der Ordnung p in (rad(KG)∗) p.
Sei k ∈ K \ {0K}. Es gelten (k(g − 1G)) p = kp(gp − 1G) 6= 0KG und
(k(g− 1G)) p2 = 0KG, woraus wir erneut mit Folgerung 2.4.4 die Bedingung
kp(gp − 1G) ∈ 〈gp − 1G〉G erhalten. Also gibt es ein i ∈ p− 1 , so daß
kp(gp − 1G) = gpi − 1G gilt. Ein Koeffizientenvergleich liefert kp = 1K , und
aus Bemerkung 5.2.7 folgt die Behauptung.
5.2.9 Lemma
Sei p eine ungerade Primzahl, K ein Ko¨rper mit char(K) = p und G eine
nicht-abelsche Gruppe der Ordnung p3 und vom Exponenten p.
Dann existieren x, y ∈ rad(KG), so daß dimK〈xp, yp〉K = 2 gilt.
Beweis: (1) Dem Beweis von Satz 14.10 auf Seite 93 in [12] entneh-
men wir, daß a, b, c ∈ G existieren, so daß G = 〈a, b, c〉G , ba = bc, ca = c,
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〈b, c〉G ∩ 〈a〉G = 〈c〉G ∩ 〈b〉G = {1G} und 〈c〉G = Φ(G) = G′ = Z(G) gelten.
Induktiv besta¨tigt man leicht, daß fu¨r alle r, s ∈ N bras = asbrcsr gilt.
Ferner sei angemerkt, daß es zu jedem g ∈ G genau ein Tripel (i, j, k) ∈ p3
gibt, so daß g = aibjck gilt.
(2) Wir definieren x := a − b und y = (a + b) − (1G + c). Nach Satz
1.1.21 gilt x, y ∈ rad(KG), und aus c ∈ Z(G) erhalten wir xp = (a − b)p
sowie yp = (a+ b)p − 2K · 1G.
(3) Fu¨r alle g, h ∈ G und n ∈ N gelten die Gleichungen
(g + h)n =
n∑
k=0
∑
yi∈{g,h}
|{i|i∈n,yi=g}|=k
y1 . . . yn und
(g − h)n =
n∑
k=0
∑
yi∈{g,h}
|{i|i∈n,yi=g}|=k
(−1K)n−ky1 . . . yn.
(4) Wegen (1) gibt es zu jedem k ∈ n 0 ein zk ∈ K〈c〉G , so daß∑
yi∈{a,b}
|{i|i∈p,yi=a}|=k
y1 . . . yp = akbp−kzk
gilt. Mit (3) und wegen exp(G) = p erhalten wir daraus
(a− b)p =
p−1∑
k=1
akbp−k(−1K)p−kzk und (a+ b)p =
p−1∑
k=1
akbp−kzk.
(5) Wir zeigen z1 = 〈c〉G , woraus sich insbesondere z1 6= 0KG ergibt.
Ist i ∈ p− 1
0
, so gilt nach (1) die Gleichung biabp−i−1 = abp−1ci, und diese
zeigt die Behauptung u¨ber z1.
Zudem beweisen wir, daß auch z2 von 0KG verschieden ist. Dazu mu¨ssen wir
(5a)
∑
yi∈{a,b}
|{i|i∈p,yi=a}|=2
y1 . . . yp = a2bp−2z2
betrachten. Diese Summe besteht aus p(p−1)2 Summanden. Aus (1) er-
halten wir
p−2∑
i=0
abiabp−2−i = a2bp−2
p−2∑
i=1
ci. Die Anzahl der Summanden dieser
Summe betra¨gt p− 1, und sie sind paarweise verschieden. Wa¨re z2 = 0KG,
so mu¨ßte die Summe aus (5a) wegen char(K) = p also mindestens p(p− 1)
Summanden besitzen, was ein Widerspruch ist.
(6) Nun beweisen wir die Behauptung des Satzes fu¨r x und y aus
(2). Wir nehmen an, daß es ein l ∈ K gibt, so daß lxp = yp gilt. Aus (4)
erhalten wir
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(6a)
p−1∑
k=1
akbp−kzk(l(−1K)p−k − 1) = 0KG.
Wegen p 6= 2 gibt es ein k ∈ 2 mit (−1K)p−k − 1 6= 0K .
Mit (5) erhalten wir daraus, daß ein k ∈ 2 exisitiert, so daß
akbp−kzk(l(−1K)p−k − 1) 6= 0KG gilt. Insbesondere gibt es ein r ∈ p
und ein tr ∈ K mit akbp−ktrcr(l(−1K)p−k − 1) 6= 0KG. Da nach (1) die
,,a, b, c-Darstellung” der Elemente aus G eindeutig ist, unterscheidet sich
akbp−ktrcr(l(−1K)p−k−1) von jedem der Summanden der Summe aus (6a).
Also kann diese Summe nicht mit 0KG u¨bereinstimmen.
5.2.10 Satz
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine nicht-
abelsche p -Gruppe, so ist (rad(KG)∗) p nicht zyklisch.
Beweis: Da fu¨r jede Gruppe A die Ungleichung A
′ ≤ A2 gilt, ko¨nnen wir
aufgrund von Satz 5.1.4 die Bedingung p 6= 2 annehmen. In diesem Fall
beweisen wir die Behauptung mit Induktion nach der Ordnung von G.
Sei H eine echte Untergruppe von G. Dann ist mit (rad(KG)∗) p auch
(rad(KH)∗) p und damit nach Induktion auch jede maximale Untergrup-
pe von G zyklisch. Es ist wohlbekannt (siehe etwa [12], S.309, Aufgabe
22), daß nun fu¨r die Struktur von G drei verschiedene Fa¨lle eintreten ko¨nnen:
1.Fall: G ist zur Q8 G-isomorph, was ein Widerspruch zu p 6= 2 ist.
2.Fall Es gibt g, h ∈ G und a, b ∈ N , so daß u.a. o(g) = pa, o(h) = pb und
| G |= pa+b gelten. Aus p 6= 2 und Lemma 5.2.8 erhalten wir exp(G) = p,
und damit ist G wegen | G |= p2 abelsch, ein Widerspruch.
3.Fall: Es gibt g, h ∈ G und a, b ∈ N , so daß u.a. o(g) = pa, o(h) = pb
und | G |= pa+b+1 gelten. Aus Lemma 5.2.8 erhalten wir exp(G) = p und
damit | G |= p3. Dann hat die Ableitung von G die Ordnung p, und aus
Satz 5.2.2 erhalten wir, daß (rad(KG)∗) p zentral in rad(KG)∗ ist. Wegen
| G |= p3 ergibt Folgerung 2.5.3, daß Z(rad(KG)∗) den Exponenten p
besitzt. Da (rad(KG)∗) p zyklisch ist, erhalten wir mit Lemma 5.2.9, daß
| (rad(KG)∗)p |= p gilt. Sei x ∈ rad(KG) mit xp 6= 0KG. Ist k ∈ K mit
k 6= 0K , so gilt (kx)p = kpxp 6= 0KG. Sind k, l ∈ K und gilt kpxp = lpxp,
so ergibt sich kp = lp und damit wegen char(K) = p auch k = l. Also
mu¨ssen | K |= p und (rad(KG)∗) p = Kxp gelten (siehe Folgerung 2.4.4).
Insbesondere entha¨lt (rad(KG)∗) p keinen zwei-dimensionalen K-Teilraum,
was ein Widerspruch zu Lemma 5.2.9 ist.
100
5.2.11 Folgerung
Fu¨r eine Primzahl p, einen Ko¨rper K mit char(K) = p und eine p -Gruppe
G sind die folgenden Aussagen a¨quivalent:
(i) (rad(KG)∗) p ist zyklisch.
(ii) Entweder ist G elementar-abelsch oder G ist abelsch, und es gelten
p = 2 sowie | G 2 |= | K 2 |= 2.
Beweis: Die Folgerung ergibt sich aus Satz 5.2.10, aus Proposition 1.1.14
und aus Folgerung 4.2.2.7.
5.2.12 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe,
so gilt exp(rad(KG)∗) ≥ p2.
Beweis: Diese Folgerung ergibt sich aus Satz 5.2.10.
5.2.13 Folgerung
Ist p eine Primzahl, K ein Ko¨rper mit char(K) = p und G eine p -Gruppe.
Genau dann ist rad(KG)∗ vom Exponenten p, wenn G elementar-abelsch ist.
Beweis: Die Folgerung ergibt sich aus Folgerung 5.2.12 und Proposi-
tion 1.1.14.
5.2.14 Folgerung
Sei p eine Primzahl, G eine nicht-abelsche p -Gruppe, deren Zentrum
elementar-abelsch ist und K ein Ko¨rper der Charakteristik p.
Ist eine der Aussagen von Satz 5.2.2 erfu¨llt, so gelten:
(i) exp(Z(rad(KG)∗)) = p
(ii) exp(rad(KG)∗) = p2
(iii) Fu¨r H := rad(KG)∗ gilt exp(Z(rad(KH)∗)) = p.
Beweis: Die Folgerung ergibt sich aus den Folgerungen 5.2.12 und 5.2.3.
5.3 Einheitengruppen im Falle extra-spezieller 2-
Gruppen
5.3.1 Bemerkung
Sei p eine Primzahl und G eine p -Gruppe mit | G ′ |= p.
Dann gilt fu¨r alle g ∈ G \ Z(G) : gG = gG ′ .
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5.3.2 Lemma
Ist K ein Ko¨rper mit char(K) = 2, G eine 2 -Gruppe und z ∈ G \ {1G} mit
G
′
= Z(G) = {1G, z}, so gelten:
(i) KG(z + 1G) ist eine Zero-Algebra.
(ii) rad(KG) ◦ rad(KG) = 〈{gG | g ∈ G \ Z(G)}〉K
(iii) Z(rad(KG)) = (z + 1G)KG = KG(z + 1G) = Kern pZ(G)
(iv) Z(rad(KG)) ist die A1-Ableitung von KG.
Beweis: ad(i): Es gilt (z + 1G)2 = z2 + 1G = 1G + 1G = 0KG.
ad(ii): Sei g ∈ G \ Z(G). Dann gibt es ein h ∈ G, so daß g 6= gh
gilt. Aus Bemerkung 5.3.1 erhalten wir gG = {g, gh}. Wegen
(h−1g + 1G) ◦ (h + 1G) = (h−1g) ◦ h = gh + g und Satz 1.1.21 ergibt
sich gG ∈ rad(KG) ◦ rad(KG).
Nach Satz 1.1.21 gilt rad(KG) ◦ rad(KG) = 〈g ◦ h | g, h ∈ G〉K . Seien
g, h ∈ G mit gh 6= hg. Aus g−1h−1(g ◦ h) = [g, h] + 1G = z + 1G erhalten
wir g ◦ h = hgz + hg. Ist hg zentral in G, so gilt g ◦ h = 0KG. Im anderen
Fall ergibt sich mit Bemerkung 5.3.1 die Gleichung g ◦ h = (hg)G. Also gilt
jedenfalls g ◦ h ∈ 〈{gG | g ∈ G \ Z(G)}〉K .
ad(iii),(iv): Aus den Propositionen 5.1.1 und 1.1.14 ergibt sichKern pZ(G) =
KG(KZ(G)(z+1G)) = KG(z+1G) = (z+1G)KG. Wegen der Proposition
1.3.9 gilt Z(rad(KG)) = Aug(KZ(G))⊕K 〈{gG | g ∈ G\Z(G)}〉K . Offenbar
ist Aug(K(Z(G)) = K(z + 1G) in KG(z + 1G) enthalten. Sei g ∈ G \Z(G).
Nach Bemerkung 5.3.1 gilt gG = g + gz = g(z + 1G) ∈ KG(z + 1G).
Insgesamt erhalten wir Z(rad(KG)) ⊆ KG(z + 1G). Sei g ∈ G. Dann gilt
g(1G + z) = g + gz. Ist g nicht zentral in G, so ergibt sich aus Bemerkung
5.3.1 die Gleichung g+gz = gG. Im anderen Fall erhalten wir wegen z2 = 1G
die Beziehung g + gz = 1G + z. Somit gilt KG(1G + z) ⊆ Z(rad(KG)),
und wir haben Z(rad(KG)) = (z + 1G)KG = KG(z + 1G) = Kern pZ(G)
bewiesen. Insbesondere ist Z(rad(KG)) ein Ideal von KG. Es genu¨gt also
wegen (ii) zu zeigen, daß 1G + z in dem kleinsten rad(KG) ◦ rad(KG)
enthaltenen Ideal von KG liegt. Sind g, h ∈ G mit gh 6= hg, so zeigt uns die
Gleichung g−1h−1(g ◦ h) = [g, h] + 1G = z + 1G die Behauptung.
5.3.3 Satz
Ist K ein perfekter Ko¨rper mit char(K) = 2 und G eine extra-spezielle
2 -Gruppe, so gelten:
(i) Z(rad(KG)∗) = (rad(KG)∗) 2.
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(ii) Z(rad(KG)∗) ist elementar-abelsch.
Beweis: ad(i): Nach Satz 5.2.2 gilt (rad(KG)∗)2 ⊆ Z(rad(KG)∗). Sei
z ∈ G, so daß G ′ = G2 = Z(G) = 〈z〉G gilt. Aus Proposition 1.3.9
erhalten wir Z(rad(KG)∗) = K(z + 1G) ⊕K 〈{gG | g ∈ G \ Z(G)}〉K . Sei
k ∈ K. Dann gibt es ein l ∈ K mit l2 = k. Ist g ∈ Gmit g2 = z, so ergibt sich
(1) (l(1G + g))2 = l2(1G + z) = k(1G + z) ∈ (rad(KG)∗)2.
Sei a ∈ G \ Z(G). Dann gibt es ein b ∈ G mit a 6= ab, und nach Be-
merkung 5.3.1 gilt aG = {a, ab} = {a, az}. Aus
(l(h−1g + h))2 = l2(h−1gh+ g + (h−1g)2 + h2) = kgG + k(h2 + (h−1g)2)
sowie (1) und Teil (i) von Lemma 5.3.2 erhalten wir (i).
ad(ii): Diese Aussage folgt aus Teil (i) von Lemma 5.3.2.
5.3.4 Proposition
Seien A eine assoziative unita¨re K-Algebra und a, b ∈ Q(A).
Dann gilt [a, b] = (1A + a
′ ∗ b′)(a ◦ b).
Beweis: Aus Teil (iii) von Bemerkung 1.1.4 erhalten wir
{1A + a, 1A + b} ⊆ E(A). Mit derselben Bemerkung und mit
[1A + a, 1A + b] = (1A + a)−1(1A + b)−1((1A + a) ◦ (1A + b)) + 1A er-
gibt sich [a, b] = (1A + a
′
)(1A + b
′
)(a ◦ b), woraus leicht die Behauptung
folgt.
5.3.5 Folgerung
Sei K ein Ko¨rper mit char(K) = 2 und G eine extra-spezielle 2 -Gruppe.
(i) ∀a, b ∈ rad(KG) : [a, b] = (1G + a ∗ b)(a ◦ b)
(ii) ∀a ∈ rad(KG), h ∈ G : [a, 1G + h] = (1G + a)h(a ◦ h)
Beweis: Sei a, b ∈ rad(KG). Nach Folgerung 5.2.14 gilt exp(rad(KG)∗) =
4, woraus wir a4 = b4 = 0KG erhalten. Mit Teil (ii) von Bemerkung 1.1.16
ergeben sich a
′
= a + a2 + a3 und b
′
= b + b2 + b3. Nach Lemma 5.3.2 und
Satz 5.2.2 sind a ◦ b, a2 und b2 zentral in rad(KG). Daher zeigt uns der Teil
(i) von Lemma 5.3.2, daß fu¨r alle x ∈ {a2, b2, a3, b3} x(a◦ b) = 0KG gilt. Aus
Proposition 5.3.4 ergibt sich nun leicht die Aussage (i), und aus dieser folgt
(ii).
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5.3.6 Beispiele
Seien K ein Ko¨rper mit char(K) = 2, k, l ∈ K, G eine extra-spezielle
2 -Gruppe, z ∈ G \ {1G} mit Z(G) = 〈z〉G und g, h ∈ G.
(i) Mit Bemerkung 5.3.1 und Folgerung 5.3.5 erhalten wir
[k(1G + g), l(1G + h)] = (kl + k2l + kl2 + k2l2)(gh)G
+(kl2 + k2l2)gG +(k2l + k2l2)hG +(k2l2)(1G + z).
(ii) Aus (i) erhalten wir fu¨r l = 1K die Gleichung
[k(1G + g), 1G + h] = (k + k2)gG + k2(1G + z).
(iii) In (i) gilt in dem Spezialfall k = l die Gleichung
[k(1G + g), k(1G + h)] = (k2 + k4)(gh)G + (k3 + k4)(gG + hG) + k4(1G + z).
(iv) Wenden wir (i) fu¨r k und l zweimal an, so erhalten wir
[k(1G + g), l(1G + h)] + [l(1G + g), k(1G + h)] = (k2l + kl2)(gG + hG).
(v) Aus (iv) erhalten wir fu¨r k 6= 0K die Gleichung
[k−1(1G+ g), k2(1G+ h)] + [k2(1G+ g), k−1(1G+ h)] = (1K + k3)(gG+ hG).
(vi) Die Bemerkung 5.3.1 und Folgerung 5.3.5 zeigen uns
[g + h, 1G + h] = gG + (gh)G + 1G + z.
(vii) Aus (vi) erhalten wir die Identita¨t
[g + gh−1, 1G + gh−1] = 1G + z + gG + hG.
5.3.7 Definition
Fu¨r eine Gruppe G und einen Ko¨rper K definieren wir
Ueven := {x | ∃n ∈ N 0, C1, . . . , C2n ∈ K(G) \ {{z} | z ∈ Z(G)}, x =
2n∑
i=1
Ci}.
5.3.8 Satz
Ist K ein endlicher Ko¨rper mit char(K) = 2 und G eine extra-spezielle
2 -Gruppe, so gelten die folgenden Aussagen:
(i) (rad(KG)∗)′ ≤ Z(rad(KG)∗)
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(ii) ∀k ∈ K, g, h ∈ G \ Z(G) : k(gG + hG) ∈ (rad(KG)∗)′
(iii) Der Index von (rad(KG)∗)′ in Z(rad(KG)∗) ist ho¨chstens 12 | K |2.
(iv) Besitzt K zwei Elemente, so gilt (rad(KG)∗)′ = Z(rad(KG)∗) oder
(rad(KG)∗)′ = {0KG, 1G + z}+ Ueven.
Beweis: ad(i): Diese Aussage folgt direkt aus Satz 5.2.2.
ad(ii): Es sei zuna¨chst angemerkt, daß (rad(KG)∗)′ wegen (i) und
Teil (i) von Lemma 5.3.2 additiv abgeschlossen ist. Seien g, h ∈ G.
1.Fall: gh 6= hg
Sei k ∈ K. Wenden wir Gleichung (ii) der Beispiele 5.3.6 auf k2 an Stelle
von k und gh an Stelle von g an, so erhalten wir
(1) (k2 + k4)(gh)G + k4(1G + z) ∈ (rad(KG)∗)′ .
Durch Addition von (1) mit Gleichung (iii) der Beispiele 5.3.6 gilt
(2) (k3 + k4)(gG + hG) ∈ (rad(KG)∗)′ .
Addieren wir die Gleichungen (v)-(vii) der Beispiele 5.3.6, so erhalten
wir fu¨r k 6= 0K die Aussage
(3) k3(gG + hG) ∈ (rad(KG)∗)′ .
Aus (2) und (3) ergibt sich k4(gG + hG) ∈ (rad(KG)∗)′ , und mit der
Perfektheit von K folgt (ii).
2.Fall: gh = hg
Seien k ∈ K und x ∈ G \ (CG(g) ∪ CG(h)). Aus dem ersten Fall erhalten
wir, daß k(xG + gG) und k(xG + hG) in (rad(KG)∗)′ enthalten sind. Die
Summe dieser Elemente ist k(gG + hG), und es folgt (ii).
ad(iii),(iv): Diese Aussagen folgen direkt aus (ii).
5.3.9 Proposition
Sei p eine Primzahl, K ein endlicher Ko¨rper mit char(K) = p und G eine
p -Gruppe, so daß rad(KG)∗ eine spezielle p -Gruppe ist.
Dann ist G eine extra-spezielle 2 -Gruppe.
Beweis: Da die Nilpotenzklasse von rad(KG)∗ genau zwei ist, er-
halten wir aus Satz 5.2.2, daß p = 2 und | G ′ |= 2 gelten. We-
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gen Z(rad(KG)∗) = (rad(KG)∗)2 = (rad(KG)∗)′ ergeben die Sa¨tze
G
′
= (1G + rad(KG))
′ ∩ G (siehe [7]) und Φ(G) = Φ(1G + rad(KG)) ∩ G
(siehe [17]) die Gleichung Z(G) = G
′
= G 2.
5.3.10 Beispiel
Sei K ein Ko¨rper mit zwei Elementen und G = D8 oder G = Q8.
Ist z ∈ Z(G) \ {1G}, so gelten:
(i) (rad(KG)∗)′ = {0KG, 1G + z}+ Ueven
Insbesondere ist 1G + rad(KG) keine spezielle 2-Gruppe.
(ii) Die normale Hu¨lle von G+1G in rad(KG)∗ ist (G+1G)∗(rad(KG)∗)′ .
Beweis: ad(i): Nach Proposition 1.3.9 ist (G + 1G) ∗ Z(rad(KG))∗ ein
Normalteiler vom Index 2 in rad(KG)∗. Dieser Normalteiler ist wegen der
Folgerung 1.3.7 der Normalisator von G + 1G in rad(KG)∗. Also wird fu¨r
alle x ∈ rad(KG)∗ \ ((G + 1G) ∗ (Z(rad(KG)∗)) die Gruppe rad(KG)∗
von G + 1G und x G-erzeugt. Somit wird die nach Teil (i) von Satz 5.3.8
zentrale Ableitung von rad(KG)∗ von den Kommutatoren [1G + g, 1G + h]
und [1G + g, x] (g, h ∈ G) G-erzeugt. Wegen der Beispiele 5.3.6 und des
Satzes 5.3.8 mu¨ssen wir nur noch einsehen, daß fu¨r alle g ∈ G das Element
[1G + g, x] in {0KG, 1G + z} + Ueven liegt. Da (rad(KG)∗)′ nach Satz 5.3.8
zentral ist, genu¨gt es, diese Behauptung auf einem G-Erzeugendensystem
von G nachzuweisen.
1.Fall: G = Q8 = {1G, i2, i, j, k, i−1, j−1, k−1} = 〈i, j〉G
Mit Folgerung 5.3.5 verifizieren wir leicht, daß die Gleichungen
[i + j, 1G + i] = jG + kG + 1G + z und [i + j, 1G + i] = iG + kG + 1G + z
gelten. Mit x = i + j ergeben sich x /∈ Nrad(KG)∗(G + 1G) und
[x, 1G + g] ∈ {0KG, 1G + z}+ Ueven fu¨r alle g ∈ G.
2.Fall: G = D8
Seien h, a in G, so daß G = 〈h, a〉G , o(a) = 2, o(h) = 4 und
ha = h3 gelten. Mit Folgerung 5.3.5 verifizieren wir leicht die Gu¨ltig-
keit der Gleichungen [a + h, 1G + a] = hG + (ha)G + 1G + z und
[a + h, 1G + h] = aG + (ha)G + 1G + z. Mit x = a + h erhalten wir
x /∈ Nrad(KG)∗(G + 1G) und [x, 1G + g] ∈ {0KG, 1G + z} + Ueven fu¨r alle
g ∈ G.
ad(ii): Seien N ein G + 1G enthaltener Normalteiler von rad(KG)∗
und g, h ∈ G. Aus Teil (vii) der Beispiele 5.3.6 erkennen wir, daß fu¨r
gh 6= hg
(1) [g + gh−1, 1G + gh−1] = 1G + z + gG + hG
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gilt. Ist gh = hg, so wa¨hlen wir ein x ∈ G \ (CG(g) ∪ CG(h)). Wen-
den wir (1) auf x und g bzw. auf x und h an, so erhalten wir, daß a, b ∈ G
und r, s ∈ rad(KG) existieren, so daß [r, 1G + a] + [s, 1G + b] = gG + hG
gilt. Zudem ist offensichtlich [1G + g, 1G + h] = 1 + z erfu¨llt. Aus Teil (i)
von Satz 5.3.8 ergibt sich, daß N die Menge {0KG, 1G + z}+ Ueven entha¨lt,
und aus (i) folgt die Behauptung.
Durch das folgende Hasse-Diagramm fassen wir die im Laufe der Ar-
beit hergeleiteten Eigenschaften u¨ber die Gruppe J := rad(GF (2)Q8)∗
zusammen:
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{0J} = J4
4
Ueven
2
K(G) = J ◦ J
J = Z2(J)
〈{(G+ 1G)x | x ∈ J}〉G
NJ(G+ 1G) = NJ(Ui)
2
J
′G+ 1G = NG(Ui) + 1G
Z(J) = J 2 = Φ(J) ∼=G (Z2) 3
Z(G) + 1G
= coreJ(G+ 1G)
= coreJ(Ui + 1G)
(U3 + 1G) ∗ Z(J) = CJ(U3 + 1G)
U1 + 1G
= CG(U1) + 1G
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