Abstract
Introduction
Consider the vision of a global electronic infrastructure with sufficient communication bandwidth t o support remote collaboration, information and resource sharing, and access to electronic services and broadcast media. This infrastructure will be heterogeneous, consisting of many computer architectures running various operating systems and supporting many different programming languages and programming paradigms. Furthermore, this infrastructure will be dynamic, evolving over time, with users coming and going in order to collaborate, share information, and to provide and use services electronically.
Unfortunately, writing programs to communicate in a public heterogeneous environment is not necessarily easy. Obstacles include the presence of multiple programming languages, multiple operating systems, and multiple communication protocols. However, simplification of the task by enforcing the use of a single common language, operating system, and low-level communication protocols is an impractical
Goals
We need a high-level abstraction that can integrate programs written in multiple programming paradigms and can unify a wide variety of communication requirements. This paper takes a fresh look at mechanisms for interprocess communication (IPC) in light of the shift from homogeneous to heterogeneous systems and presents an abstraction mechanism that: (1) simplifies writing and configuring programs that interact in a heterogeneous system, (2) builds on existing languages and operating systems, (3) exploits high-bandwidth communication technology, (4) permits the structure of a system to change over time, (5) offers access protection for data and applications, (6) encourages the use of fundamental software engineering techniques, and (7) is compatible with formal approaches to specification and verification.
The abstraction mechanism we present is designed as an insulating layer between the programming language and the low-level communication protocols, and is intended to provide a common uniform communication mechanism for diverse collections of both transient and persistent applications. The abstraction mechanism is connection-oriented, and is therefore well-suited for high bandwidth ATM networks like the one we are developing at Washington University [6] .
to our knowledge, protection of data in Linda's tuple space has not been addressed. For these reasons, and the fact that efficient realizations rely upon compile time analysis, Linda is rnore suitable for tightly coupled concurrent programs than it is for a large heterogeneous system in which processes enter and leave unpredictably.
Coordination languages more typically provide a more structured configuratzon mechanism for specifying relationships among program modules. For example, Darwin [13, 18, 141 is a configuration language for managing message-passing connections between process ports in a dynamic system. Processes are expressed in a separate computation language that allows ports to be declared €or interconnection within Darwin. In Polylith [21, 221, a configuration is expressed using "module interconnection constructs" that establish procedure call bindings among modules in a distributed system. CONCERT [as] provides a uniform communication abstraction by extending several procedural programming languages to support the Hermes [24] distributed process model. PROFIT [12] provides a mixture of data sharing and RPC communication through facets with data and procedure slots that are bound to slots in other facets during compilation. Extensions to PROFIT enable dynamic binding of slots in special cases [ I l l .
Communication in heterogeneous systems: Coordination languages can be implemented directly on top of each supported operating system and programming language. Alternatively, for ease of portability, one miglit implement a coordination language on top of a uniform set of system level communication constructs for heterogeneous distributed systems.
For example, the hlercury system [15] provides a remote procedure call facility that spans multiple programming languages and operating systems. Each supported programming language is extended with a thin software layer or "veneer" between the application program and the operating system. As another example, P V h l [8] provides rnessage passing among heterogeneous ~nachine architectures.
Rethinking program 1/0
Program I/O is the transfer of data between an encapsulated software module and its environment. This paper proposes a new high-level abstraction for program 1/0 that is motivated by the above goals and by the following recent developments in software design and communication technology.
Separating communication from computation: The search for a better separation of communi-cation from computation suggests that we should reconsider communication models in light of such a separation. Configuration mechanisms have been built for specifying the communication structure of a system in terms of known communication models such as streams and RPC (see Section 1.2). However, rather than adopting a particular communication model and concentrating on the configuration problem, we advocate taking a wider view of the problem, completely rethinking the way a program's 1/0 interface should be structured to achieve a clean separation of communication and computation.
Diverging paradigms: Today's programming languages vary widely in the paradigms they support, and although the RPC approach is natural for communication within the procedural paradigm, it is not so natural for other programming paradigms (rule-based, dataflow, etc.). Thus, if we want to provide convenient communication among diverse programs in a heterogeneous system, it is important to find a common denominator through which programs written in multiple paradigms may conveniently communicate.
H i g h -b a n d w i d t h user interaction: Traditional character-based user interfaces with a sequential turntaking flavor have given way to graphics-based user interfaces that are much less sequential, providing views of the application's state for direct manipulation. We suggest that this dramatic increase in information bandwidth between users and applications should be reflected in the treatment of program I/O.
High speed n e t w o r k s and multimedia: Advanced network technology makes it possible to quickly transport large amounts of data from one module to another. Historically, programmers writing distributed applications kept tight control on communication, but now the advantages of providing a high level communication abstraction to the programmer may outweigh the disadvantages of relinquishing low level control over data transmission. High speed networks support multimedia applications that exchange continuous media as well as discrete data. A modern communication model should accommodate both.
The remainder of this paper describes 1/0 abstraction, our new approach to communication for heterogeneous distributed systems, and its realization in The Programmers' Playground. Section 2 provides an overview of 1/0 abstraction. Then, Section 3 describes the fundamental concepts used to support 1 / 0 abstraction in The Programmers' Playground. A hypervideo controller example is used as a n illustration. Section 4 describes our implementation. We conclude with a summary and directions for future work. The 1 / 0 abstraction programming model has its roots in the formal 1/0 automaton model of Lynch and Tuttle [17] . An I/O automaton is a state machine with a signature consisting of a set of input actions and a set of locally controlled actions (divided into output acizons and znlernal acitons). Locally controlled actions are under the control of the automaton, while input actions may occur at any time. Automata may be composed such that when an output action of one automaton occurs, all automata having a same-named action as an input action make a state transition si-multaneously. A behavior of an 1/0 automaton is a sequence of input and output actions that may occur in an execution of that automaton. The 1/0 abstraction programming model is designed t o benefit from the useful characteristics of the 1 / 0 automaton model (such as compositionality properties) that are helpful in reasoning formally about distributed systems.'
Fundamental Concepts
The Programmers' Playground supports 1/0 abstraction in terms of three fundamental concepts: data, control, and connections.
Data
Data are the units of an application's state. Data may be kept private or they may be published so that other modules may access the data. Playground provides a library of data types for declaring data structures that may be published. These include base types for storing integer, real, boolean, and string values, tuples for storing records with various fields, and aggregates for organizations of homogeneous collections of elements. Some aggregate data types (such as sets, arrays, and sequences) are provided in the Playground library, and the applications programmer may define others. Any playground data type may be used in the field of a tuple or as the element type of an aggregate.
The presentation: Each Playground application has a presentation that consists of the data that it has published. The presentation may change dynamically. Associated with each published data item in a presentation are a public name, documentation, and access privileges supplied by the programmer, and the data type supplied automatically by the system. The public name, documentation, and data type help users of the application to understand the application's presentation. The data type is also used to enforce type compatibility in logical connections among data items in different applications. The access privileges are used to restrict the use of published data structures by other programs. This is useful not only for protecting against unauthorized use of sensitive data, but is also important for defending programs against unexpected changes to their data structures. P r o t e c t i o n : Access privileges include read, write, insert, and connect. Read access allows a module to 'Throughout the paper, we note similarities between 1/0 abstraction and the 1/0 automaton model, but familiarity with 1/0 automata is not necessary in order to benefit from the presentation of 1 / 0 abstraction.
observe the value of the data structure and write access allows a module to change the value of the data structure. Insert access allows a new element to be inserted into an aggregate as the result of a connection, as described further in Section 3.3. Connect access allows a module (possibly a third party) to relate the data structure to a data structure of some other module. Using a UNIX-style protection mechanism, we allow the access privileges for each published data structure to be specified separately for the owner, a group, and the rest of the world. For example, worldwide read access without connect access would allow any module to read the data, but only if a (trusted) module with connect access establishes the connection on its behalf.
The e n v i r o n m e n t : A Playground application interacts with an environment, a collection of other applications that may be unknown to this application but that read and modify the data items in its presentation (as allowed by the access privileges).
Behaviors a n d specifications: A behavior of an application is a sequence of values held by the data items in its presentation. It is the view that the environment has of the application, and (symmetrically) is the view that the application has of its environment. When designing a Playground application, it is helpful to write down a behavioral specification including the set of data items in the presentation, the allowable behaviors that may be exhibited by the application, and any assumptions made about the allowable behaviors of the environment. Dividing the presentation into input data items and output data items can simplify the task of constructing a behavioral specification and such a division can be enforced using access protection. Behavioral specifications are similar to the schedule module specifications in the 1/0 automaton model, except that 1 / 0 automaton behaviors are sequences of external events, while our behaviors are sequences of state changes at the presentation.
Control
The control portion of an application defines how its state changes over time and in response to its environment. Since a Playground application is insulated from the structure of its environment, it is written entirely in terms of local state information, some of which may be published. All communication takes place through the presentation, so an application may autonomously modify its local state and it may react to "miraculous" changes in its local state that occur as the result of some activity in the application's environment. This view of interaction suggests a natural division of the control portion of Playground applications into active confrol and reactive control.
Active control: The active control carries out the ongoing computation of the application. For example, in a discrete event simulation, the active control would be the iterative computation that simulates each event. Active control is analogous t o the locally controlled actions of an 1 / 0 automaton.
Reactive control: The reactive control carries out activities in response to input from the environment. In the simulation example above, reactive control might be responsible for checking the consistency of simulation parameters that are modified by the environment. Reactive control is analogous to the input actions of an 1 / 0 automaton.
Control paradigms: Playground applications may have a mixture of active and reactive control, but not all have both. Applications with only active control can be quite elegant, since input simply steers the active computation without requiring a direct response. If the simulation example were structured this way, external updates of simulation parameters could affect the course of future iterations, but would not require any special activity at the time of each change. We call this passive observation.
An application without autonomous activity may have only reactive control. It would simply react to each input from the environment, updating its local state and presentation as dictated by that input change. For example, a data visualization application could be constructed so that each time some data element changes, the visualization is updated to reflect the change. This kind of program is interrupt driven.
Specifying active and reactive control: The active control component of a Playground application is the control defined by the "mainline" portion of the application. Reactive control is specified by associating a reaction function with a presentation data item. This function defines the activity to be performed that data item is updated by the environment. As a simple example, one might associate with data item 3: a n enqueue operation for some local queue q. With each external update to c , the new value of 3: would be enqueued into q for later processing by the application.
Connections
Relationships among data items in the presentations of different applications are declared with connections between those data items.2 These connections define the communication pattern of the sys-2 W e sometimes call these logical connections to distinguish them from physical connections in a network.
tem. Connections are established by a special Playground application, called the connection manager, that enforces type compatibility across connections and guards against access protection violations by establishing only authorized connections.
Connections are declared separately from application programs so that one can design each application with a local orientation and later connect them together in various ways. Connections are designed to accommodate both discrete data (such as sets of integers) and continuous data (such as audio and video) in a single mechanism, with differences in physical communication requirements being handled by the connection manager based on data type information.
If we liken the data items in the presentation of a Playground module to the actions in the signature of an 1 / 0 automaton, then just as like-named actions in automaton signatures define the sharing of actions, connections define the sharing of state change information. However, state changes a t a connection's endpoints do not necessarily happen atomically.
Playground supports two kinds of connections, simple connections and element-to-aggregate connections. A given data item may be involved in multiple connections of different kinds.
Simple connections: A simple connection relates two data items of the same type, and may be either unidirectional or bidirectional. The semantics of a unidirectional connection from integer x in application A to integer y in application B is that whenever A updates the value of c , item y in application B is correspondingly updated. If the connection is bidirectional, then an update of y' s value by application B would also result in a corresponding update to x in A . Arbitrary fan-oul and fun-in are permitted so that multiple simple connections may emanate from or converge to a given data item. If c in the above example is also connected to integer z in application C, then whenever 3: is updated, so are both y and z .
Element-to-aggregate connections: A Playground aggregate is a organized homogeneous collection of elements, such as a set of integers or an array of tuples. The element type of an aggregate is the data type of its elements. For example, i f s is a set of integers, the element type of s is integer.
An element-to-aggregate connection results when a connection is formed between a data item of type T and an aggregate data item with element type T.
For example, a client/server application could be constructed by having the server publish a data structure of type set(T) and having each client publish a data structure of type T. If an element-to-aggregate con-nection is created between each client's type T data structure and the server's set(T) data structure, then the server program will see a set of client data structures, and each client may interact with the server through its individual element. As another example, a connection from a data structure of type T to a data structure of type sequence(T) might be used for a producer/consumer application.
Element-to-aggregate connections may take two different forms: distinguished element connections and element stream connections, with the choice being made when the aggregate is published. Let 2 be an integer and s be a set of integers, and consider an element-to-aggregate connection from z to s:
A distinguished element connection from x to s causes a new element to be created in the aggregate s.
All interaction for that connection takes place through that distinguished element and x, as if there is a simple connection between x and the distinguished element of s. The distinguished element is deleted when the connection is removed. Distinguished element connections are suitable for the client/server scenario described above. Like simple connections, they may be unidirectional or bidirectional, and permit arbitrary fan-out and fan-in. In the client/server example, arbitrarily many clients could be handled by multiple distinguished element connections to the same aggregate, each with its own distiriguished element. To be the destination of a distinguished element connection, an aggregate's data type must provide element creation and element deletion operators.
A n element stream connection from x to s causes a new element (with the value current,ly held by z) to be created in s each time 2 is updated. Element stream connections are suitable for the producer/consumer scenario described above and are inherently unidirectional (from the element to the aggregate). Multiple fan-in is allowed, and could be used to allow many applications to produce elements for a single consumer, for example. To be the destination of an element stream connection, an aggregate's data type must provide a n element creation operator
Example: A Hypervideo Controller
Consider a simple hypervzdeo controller that interacts with two other Playground modules, a video server and a graphics interface, x i shown in Figure 1 .
The video server has in its presentation the current video location (integer frame number), the rate of play (in the range -2 to +2), and the video stream itself. (start arid stop frame numbers) and whose edges are labeled with sets of path nanies such that each vertex has a t most, one incoming and a t most one outgoing edge labeled with a given path name. The intent is that viewing the sequence of video segments denoted by the vertices of a labeled path conveys a particular idea or message. The hypervideo controller's presentation contains a video location (connected to the video server) and a list of path names labeling the incoming and outgoing edges from the vertex for the segment currently being viewed.
The graphics interface has in its presentation an integer rate (controlled by a "slider" on the display and connected to the play rate of the video server), a video stream input (connected to the video stream of tlie server and visible in a video window on the display), and a set of names (conriected to the path names the hypervideo controller and selectable on the display).
As the hypervideo controller executes, it traverses an externally-selected path in the graph. At each vertex, it updates the video loc.ation to the start position in that, vcrtex. This is seen by the video server, which begins playing video from that location a t the specified rate. As the video is played, the server continually updates the position information, which is seen by the hypervideo ~o n t r o l l e r .~ When the end of the video segment for the current vertex is reached, the hypervideo controller reacts by moving to the next vertex along the currently selected path.
Notice that the video location is updated by both the hypervideo controller and the video server, and changes are noticed by the reactive control of the two modules. On the other hand, the path selection, made 3This arrangerrient may not be the most efficient, but is useThe hypervideo controller internally maintains a directed graph whose vertices denote video segments ful for illustrating reactive control.
in the graphics interface, is noticed by the hypervideo editor through passive observation. Traversal to the next vertex is made according to the path currently selected, but no reaction is necessary at the time the selection is changed. Also, notice that if the external changes to the video location of the hypervideo controller are not monotonically increasing, the results in this example would be unpredictable, since the end of a given segment may not be reached. This is an example of a restriction that might be contained in a behavioral specification of the hypervideo controller.
This hypervideo controller is a fairly simple application, but one might imagine extending the hypervideo controller to be a sophisticated hypervideo editor, where the entire graph structure is exposed in the presentation and may be changed by direct manipulation in the graphics interface. The video server could be extended to support multiple clients with elementto-aggregate connections.
Notes on other models
Having described 1/0 abstraction, we now comment on some of the essential differences between 1 / 0 abstraction and other communication models.
Shared objects and shared memory: Applications in the shared object model communicate by invoking operations on external shared objects. Thus, the relationship between communicating applications is defined indirectly in terms of the objects that they share and the actions they may perform on those objects. With I/O abstraction, the relationship between communicating applications is defined directly in terms of explicit logical connections between items in their presentations; the communication structure is explicitly declared and available in the connection manager.
When sharing is not through an encapsulated object but simply through shared memory, modules must use the same internal representation for the data since they access raw bits in the shared memory. 1/0 abstraction is defined so that different programs written in different languages may communicate through a given data abstraction even though they each use a different low-level representation for the data values.
Another important distinction is that in both shared object and shared memory systems, an update performed by one module will not be discovered by another module unless the second module actively accesses the shared object or variable. However, with 1/0 abstraction, a state change in one application can directly affect the computation in another.
Message-passing and RPC: 1 / 0 abstraction differs from the message-passing paradigm and the RPC paradigm in the degree of separation of computation from communication. In the messagepassing and R P C paradigms, programs must explicitly send and receive messages or must explicitly invoke or accept remote procedure calls. With 1/0 abstraction, computation is written in terms of local variables and communication happens implicitly on the basis of logical connections. In this way, the applications programmer need not be aware of the other processes in the system and need not worry about when to wait for input and when to perform output. The only concerns are the presentation (external data interface) and the computation itself.
Dataflow:
The most important difference between 1 / 0 abstraction and dataflow is that 1/0 abstraction modules may be autonomous, generating output at will, whereas dataflow modules "fire" only when input is available. Furthermore, connections between 1/0 abstraction modules may be bidirectional in order to support direct interaction among modules. However, applications that use the dataflow concept are well-suited for implementation using 1/0 abstraction modules and reactive control.
Implementation
Since one of our goals is to support heterogeneous distributed computing, The Programmers' Playground is implemented not as a new programming language but instead as a software library and runtime system that insulates the applications programmer from the operating system and the network.
Playground modules: A logical overview of a Playground system is shown in Figure 2 . A module is the basic unit of computation in Playground. A running module consists of an application process, a protocol process automatically launched with the application, and a block of shared m e m o r y accessible to both. Application: The application is written using 1 / 0 abstraction, as described in the previous section. The data structures in its presentation are held in the shared memory so that they are accessible to both the application and the protocol.
Veneer: A software library called the veneer serves as an abstraction barrier between the application and the protocol. The veneer defines the Playground data types, manages the shared memory, and maintains locking information for concurrency control, as well as the documentation and protection information published with each data structure. Data structures are represented in the veneer using a hierarchical naming structure that permits different portions of a data structure to be updated (and locked) independently. Reactive control information is also registered in the veneer. Each supported programming language requires its own Playground veneer. Protocol: Program 1/0 occurs implicitly through the published data structures and is handled by the protocol. The protocol runs concurrently with the application and interacts with the operating system in order to exchange data with other Playground modules on behalf of the application. Data values are transmitted using a canonical representation that is independent of the particular programming language. The protocol also interacts with the connection manager, a special application program that is used to create logical connections among the published data items of different modules. In the Playground implementation, these logical connections are known as links. Through its interaction with the connection manager, the protocol makes published variables known to the environment and learns about links established between its published data structures and those of other modules. This interaction takes place through a socket between the protocol and the connection manager that is automatically established when the application is launched.
Connection manager: The connection manager is itself implemented as a Playground application. The presentation of each playground module consists of the data structures published by the application, plus an externally readable data structure P that holds a description of the application's presentation and an externally writable data structure L that contains link information for that module. When the application is launched, P and L are automatically linked to the connection manager so that the connection manager is aware of each change to the application's presentation and so that the protocol for that application is aware of the logical connections established t o that module. Since the connection manager serves multiple client modules, it publishes a set of presentation descriptions (P') and a set of link sets (L'), and each module's P and L data structures are connected to these using element-to-aggregate (distinguished element) connections.
Making connections: The connection manager also publishes a set of connection requests R that may be updated externally by any module in the system, such as a front-end application for the connection manager, using an element-to-aggregate (element stream) connection. For each connection request, the connection manager checks for type compatibility, verifies that the connection obeys the access protections established for the endpoint data structures, and adds the connection to its published link information L'. 
Concurrency control:
Whenever the application wishes to update the value of a published data structure, the veneer first acquires a lock on the data structure and performs the update. Then the protocol is informed of the update by the veneer and forwards the new value to all other modules to whom an outgoing connection has been established from that data structure. This may involve sending the value of the entire data structure or only the updated portion. Upon receipt of a new value for a data structure, the protocol updates the data structure and invokes any reactive control activities as required. All of this 1/0 happens implicitly as the result of an assignment to the published data structure.
Atomic steps: Locks are used to prevent two applications from concurrently changing the data structures at the endpoints of a single logical connection. However, this does not prevent "blind" writes in which a value written by one module is obliterated without being observed by any other module. If an atomic read-compute-write for a published data structure is required, or if an atomic operation involving several published data structures is required, the programmer may use the functions b e g i n a t omics t ep(obj l i s t ) and end-atomic-step() provided by the veneer for encapsulating a set of changes as an atomic step. The o b j l i s t names the set of objects for which locks should be held for the duration for the atomic step. At the end of the atomic step, the locks are released and all the changed objects are forwarded t o other applications as one atomic change.
Programming environment: We emphasize that the applications programmer writes only the application itself. All the other components of a Playground module are provided by the Playground programming environment. The core of the Playground programming environment consists of the protocol, the veneer, and the connection manager, which is currently centralized but will be distributed in the future. In the future, we also plan to provide facilities for constructing graphical user interfaces (a "GeneralPurpose Graphical Interface Editor") and for publicizing and searching for applications of interest (a "Playground Yellow Pages").
Current status:
As of this writing, the Playground implementation includes a veneer for e++, a protocol that uses T C P socket communication on top of the SunOS (UNIX) operating system, and a connection manager. The veneer contains implementations for all the basic Playground data types, tuples, and some aggregates (set, queue, and array). The protocol, launched with each application, automatically sets up a "main" socket through which it provides presentation description information to the connection manager and accepts link information from the connection manager. Updates are transmitted through the usual implicit 1/0 abstraction communication mechanism.
All updates to the presentation data result in the necessary implicit communication according to the logical connections. These updates are caught by overloading assignment for the Playground data types. Currently, incremental changes to aggregates result in the entire new value of the aggregate being sent by the protocol, instead of just the changed element(s). Whenever the application reads the presentation, any pending input changes and reactive control are handled so that the application sees recent and consistent data. All applications are currently required to have some active control that periodically accesses the presentation (although it may be trivial). Locks are currently maintained between the application and the protocol within each module, and also between each application and the connection manager, but not across arbitrary connections, so race conditions for updates to data elements are currently possible. The connection manager bootstraps cleanly with other applications, and automatically connects to a separate front-end application that accepts connection requests. Simple connections and the distinguished element form of element-to-aggregate connections are supported. Element stream connections are not yet supported and access protection is not currently enforced.
Summary and Future Work
We have offered 1/0 abstraction as a high-level communication abstraction that can span multiple programming languages and support the communication needs of a variety of applications. Each program's computation is expressed in terms of local data structures, some of which may be published as a welldefined data interface through which the application interacts with an abstract environment that is allowed to observe and modify those data structures. Logical connections between the published data structures are configured separately from the application programs and may be changed dynamically. The application need not be concerned with explicitly sending data to and receiving data from other modules, and need not be concerned with coordinating its activities with specific processes. Access protection is provided so that changes occur only to those published data structures that are expected to change. An important benefit of 1/0 abstraction is the potential for integrating discrete data and continuous data within one communication model.
The connection-oriented flavor of 1 / 0 abstraction is particularly well-suited for ATM networks, where a straightforward implementation of logical connections would be to allocate the corresponding network bandwidth for data transmission. Logical connections that have arbitrary fan-out could be handled with multicast connections in the network. As a testbed for this aspect of the work, we plan to use the high speed packet-switched network that is being deployed on the Washington University campus [6]. The network, called Zeus, is based on fast packet switching technology that has been developed at Washington University over the past several years and is designed to support port interfaces at up to 2.4 Gb/s. The Zeus network will allow us to implement multimedia applications that communicate using real-time digital video and audio, as well as discrete data.
Natural directions for further development include writing veneers to support more programming languages, implementing process migration [25] , as well as extending the protection mechanism to support authentication, encryption and connection-based accounting services. Research questions remain in data transmission ordering, concurrency control, and program verification. We are working on new algorithms for causal and logically synchronous ordering of data transmission, building on [4, 101 for example, but exploiting the connection information available in the connection manager.
The concurrency control assumptions in 1 / 0 abstraction differ from those of classical concurrency control theory [3]. In a sense, we have a "continuous read" semantics that may have interesting implications for concurrency control algorithms.
We expect that useful techniques for the verification of Playground programs we be developed on the basis of commonalities between the 1/0 automaton model and 1/0 abstraction.
