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1 IntroductionHierarchical decomposition of space plays an important role in every application that involves geometricdata. The idea is that the space is decomposed recursively into smaller and smaller pieces, until thecontent of each such piece is homogeneous. The problem solved in this paper is the analytical estimationof the number of pieces that an n-dimensional rectangle (hyper-rectangular region) is decomposed into.Consider a 2-dimensional image represented as a 2k  2k array of 1 1 squares. Each such squareis called a pixel. The length K = 2k of the side of the image is called the granularity of the image. Ageometric object within such an image is represented by turning the appropriate pixels to black, whilethe background is considered white. More than one geometric object may exist in an image. A blockis a 2m  2m square (0  m  k) obtained as the result of recursive decomposition of the image intoquadrants and sub-quadrants. We focus on representing one object only. An object within an imageis decomposed into blocks as in Figure 1. For example, in this gure the square [0,2][2,4] is a block,while the square [1,3][2,4] is not.





1Figure 1: The shaded rectangle is decomposed in three blocks.Such a hierarchical decomposition approach has been used in several areas, including: In graphics and robotics (3-dimensional space) [3, 20]. In geographic information systems and spatial databases. The TIGER project at the U.S. Bureauof Census uses a linear quadtree representation to store all the points of interest in the map ofU.S.A. [23]. A similar approach has also been used by Shaer in the QUILT system for geographicand spatial databases [22], as well as by Orenstein in the extensible data base management systemPROBE [18]. In traditional databases, where records with n attributes correspond to points in an n-dimensionalspace. Many methods have been suggested to store such a collection of data, utilizing the hierar-chical decomposition approach (e.g. k-d trees [4], quadtrees and their variations [11]).2
 In spatio-temporal and scientic databases, where time introduces one more axis [16]. In image databases, e.g., [2], where 3-dimensional brain scans have to be stored. Regions in thesebrain scans can be encoded using oct-trees, to save space and to achieve faster response on rangequeries. In Grand-Challenge databases [5] (e.g., with meteorological, environmental, sensor data e.t.c.). Ingeneral, these databases contain large multi-dimensional arrays, (e.g., tuples of the form (x; y; z; t;temperature)) which can be stored in some multi-resolution, hierarchical fashion, clustering re-lated (i.e., nearby) points together. Whenever a transformation is used (e.g., a 2-dimensional rectangle corresponds to a 4-dimensionalpoint [9, 12]; a polyhedron is mapped to a high-dimensionality point [14]).The problem we examine here is the following:Given a hyper-rectangle of size s1  s2  :::sn,Find the number of blocks that it will span on the average.Previous attempts have been restricted to 2-dimensional rectangles: Dyer in [6] presented an analysisfor the best, worst and average case of a square of size 2n  2n, giving an approximate formula for theaverage case. Shaer in [21] gives a closed formula for the exact number of blocks that such a squarerequires when anchored at a given position (x; y); he also gives the formula for the average number ofblocks for such squares (averaged over all the possible positions). In a previous paper [8], we generalizedsome of these formulae for arbitrary (2-dimensional) rectangles. Analysis of the closely-related Peanoand Hilbert space lling curves for 2-dimensional spaces was presented in [15] and [19].In this paper, we generalize the formulae for n-dimensional rectangles. The derived formulae areuseful whenever a hierarchical decomposition is used for higher-dimensionality spaces, either for datahyper-rectangles, or for query hyper-rectangles. In all these cases, the number of pieces that a hyper-rectangle decomposes into clearly aects the space overhead and the search time. Therefore, it isessential for query optimization in spatial/temporal databases [1].The proposed methodology is as follows:1. Find the formulae when the sides of the hyper-rectangles are of the form 2mi   1, for everydimension i = 1; 2; :::; n. Let's call these hyper-rectangles magic. One important observation isthe fact that the solution for magic rectangles is simple.2. Prove that the formula for a non-magic hyper-rectangle can be derived by a linear interpolationfrom the surrounding magic hyper-rectangles.3
The paper is organized as follows. Section 2 gives some preliminary denitions and examples. Section 3gives the solution (closed-form formulae) for the magic hyper-rectangles. Section 4 establishes a theoremthat the solution for non-magic hyper-rectangles can be derived by using linear interpolation. Section 5gives closed formulae for the expected number of blocks in the case of 2-dimensional rectangles and 3-dimensional parallelepipeds. Section 6 makes some observations and suggests future research directions.2 PreliminariesSymbol Denitionn Number of dimensionsx1; :::; xn Co-ordinates of the lowest corner of thehyper-rectangle (i.e., the one closest to the origin)si Length of the hyper-rectangle in i-th dimensionb(x1; s1; :::; xn; sn) Number of blocks to cover a specic hyper-rectangleb(s1; s2; :::; sn) Average number of blocks to cover the hyper-rectangle of the query sizeK = 2k Granularity = side of the `universe' in hyper-pixelsTable 1: Denition of SymbolsA hyper-rectangle is represented as (x1; s1; x2; s2; :::; xn; sn) where xi (i = 1; :::; n) is the i-th coordi-nate of the anchor (i.e., the corner with the smallest coordinate values or the `lower left' corner; thisis the corner closest to the origin, since all the coordinates are non-negative) and si is the size of thehyper-rectangle on the i-th dimension. Table 1 shows the symbols and their denitions.Denition 1. The average number of blocks for a rectangle of sides (s1; s2; :::; sn) is given by:b(s1; s2; :::; sn) = 1Kn K 1Xx1=0    K 1Xxn=0 b(x1; s1; x2; s2; :::; xn; sn) (1)where K = 2k is the granularity. Intuitively, we let the hyper-rectangle go to each and every possibleposition, and we average the number of blocks that the hyper-rectangle decomposes into. Notice that: K should be large enough so that the K  K:::K hyper-cube completely encloses the hyper-rectangle under examination. In other words: si  K for i = 1; :::; n. The hyper-rectangle wraps around the edges. This assumption has been used in all the previousanalyses of quadtrees [6, 8].Some important observations, that allow recursive decomposition of the problem:Observation 1 - `Slicing'. If a hyper-rectangle starts at an odd number, then we can `slice o' the4
left hyper-plane. In such a case, the number of blocks of the two pieces added together is the same asthe number of blocks of the whole hyper-rectangle, in this given position. Without loss of generality,assume the hyper-rectangle starts at an odd point in the 1st dimension. Then:b(2x1 + 1; s1; x2; s2; :::; xn; sn) = b(2x1 + 1; 1; x2; s2; :::; xn; sn)+ b(2x1 + 2; s1   1; x2; s2; :::; xn; sn)Clearly, the same principle can be used if the hyper-rectangle ends at an odd point. Figure 2 illustratesthe slicing principle for a 2-dimensional space.











4Figure 2: Slicing from the left, when the rectangle starts at an odd point (the left slice is more heavilyshaded).Observation 2 - `Unit'. If any one dimension of a hyper-rectangle is of unit size, then it can becovered only with unit size blocks. Thus, the number of blocks required to cover it is equal to itsvolume and is obtained as the product of the sides, independent of position. That is:b(x1; s1; x2; s2; :::; xm; 1; :::; xn; sn) = nYi=1 siObservation 3 - `Shrinking'. If a hyper-rectangle starts and ends at even numbers in all dimensions,then we can make the granularity coarser, maintaining the same number of blocks:b(2x1; 2s1; 2x2; 2s2; :::; 2xn; 2sn) = b(x1; s1; x2; s2; :::; xn; sn)Figure 3 gives a 2-dimensional example of the idea.3 Solution for magic hyper-rectanglesDenition 2. A rectangle is called magic i each side si is of the form 2mi   1.5

















Figure 3: Halving the granularity.Lemma 1. (`magic hyper-rectangles') If a rectangle is magic, then the number of blocks it decomposesto is independent of the position of the anchor:b(x1; 2m1   1; x2; 2m2   1; :::; xn; 2mn   1) = constant 8(x1; x2; :::; xn)Proof. Without loss of generality, let s1 be the smallest side of the hyper-rectangle. For every dimensioni, we can apply the Slicing Observation exactly once, because every side si is odd. After that, all thesides are even, and the anchor points are even as well. So we can apply the Shrinking Observation; theresulting rectangle will still be magic: for every dimension i, after slicing and shrinking we will have aside of size: (si   1)=2 = (2mi   1   1)=2 = 2mi 1   1. Applying this step inductively, and using theUnit Observation as the base case, we have the required lemma. 2Corollary 1. For magic hyper-rectangles, we have:b(s1; s2; :::; sn) = b(x1; s1; x2; s2; :::; xn; sn) 8(x1; x2; :::; xn) 2Based on the last observation, we can quickly derive formulae for magic rectangles, bypassing equa-tion (1).3.1 Solution for magic hyper-cubesConsider rst a magic hyper-rectangle with all its sides the same size, that is, a hyper-cube. Let thissize be 2m   1.Lemma 2. For a magic hyper-cube the number of blocks is:b(2m   1; :::; 2m  1) = (2m   1)n   (2n   1) m 1Xt=1 (2t   1)n6
Proof. Independent of the position of the anchor, we `slice o' one slice in each dimension, and thenshrink. Thus:b(x1; 2m   1; :::; xn; 2m   1) = (2m   1)n   (2m   2)n + b(2m 1   1; :::; 2m 1  1) (2)where the rst two terms give the number of blocks contained in the slices, and the last term calculatesthe number of internal blocks. Solving this recursive relation (2) we have:b(2m   1; :::; 2m  1) = mXt=1 (2t   1)n   (2t   2)n (3)or b(2m   1; :::; 2m  1) = (2m   1)n   (2n   1) m 1Xt=1 (2t   1)n 2Next we try to nd an approximation for large values of m.Corollary 2. For a magic hyper-cube, the number of blocks is approximated by half of the hyper-surfaceS, if the side is large (m 1) and the dimensionality is high (n 1):b(2m   1; :::; 2m  1)  n 2m(n 1)  S=2Proof. Since we have 2m   1  2m, it follows that:(2t   1)n   (2t   2)n  n(2t   1)n 1 n2t(n 1) (4)and, from equation (3) we obtain:b(2m   1; :::; 2m  1)  mXt=1 n (2(n 1))t= n 2n 1 (2(n 1)m   1)2n 1   1 (5) n 2m(n 1) (6)Since the hyper-surface is given by: S = 2 n (2m   1)(n 1) 2 n 2m(n 1)we have that, for large m and n: b(2m   1; :::; 2m  1)  S=2 (7)which says that the number of quadtree blocks is approximately half of the hyper-surface. 27
The above holds if n 1. For 2-d space, which is of much interest, we obtain, from Eq. 5 with n = 2:b(2m   1; 2m   1)  2 2 (2m   1) = Swhich agrees with the result of Hunter and Steiglitz [13], stating that the number of quadtree nodes fora polygon is proportional to its perimeter.3.2 Extension to any magic hyper-rectangleFor a magic hyper-rectangle, without loss of generality, let s1 = 2m   1 be its smallest side. Also, letsi = 2m+di   1 where di  0. In other words, we assume that: d1 = 0.Lemma 3. For any magic hyper-rectangle the number of blocks is:b(2m   1; 2m+d2   1; :::; 2m+dn   1) = nYi=1(2m+di   1)   (2n   1)m 2Xj=1 nYi=1(2m j+di   1)Proof. Using the Slicing and Shrinking Observations as we did for the magic hyper-cubes, we have:b(2m   1; 2m+d2   1; :::; 2m+dn   1) = (2m   1)(2m+d2   1):::(2m+dn   1)  (2m   2)(2m+d2   2):::(2m+dn   2)+ b(2m 1   1; 2m 1+d2   1; :::; 2m 1+dn   1)Solving the recursion (it bottoms after m steps), we have:b(2m   1; 2m+d2   1; :::; 2m+dn   1) = mXt=1  nYi=1(2t+di   1)  nYi=1(2t+di   2)! (8)or b(2m   1; 2m+d2   1; :::; 2m+dn   1) = nYi=1(2m+di   1)   (2n   1)m 2Xj=1 nYi=1(2m j+di   1) 2Again, we try to nd an approximation for large m.Corollary 3. Equation (8) can be approximated by:b(2m   1; 2m+d2   1; :::; 2m+dn   1)  2m(n 1) nXj=2 2 dj nYi=2 2diProof. By using a reasoning similar to that of equation (4) we have:nYi=1(2t+di   1)  nYi=1(2t+di   2)= (2t   1)(2t+d2   1):::(2t+dn   1)   (2t   2)(2t+d2   2):::(2t+dn   2) (2t)n 1 nXj=2 2 dj nYi=2 2di 8
Thus, by using the approximation of equation (6), equation (8) becomes:b(2m   1; 2m+d2   1; :::; 2m+dn   1)  mXt=1 (2t)n 1 nXj=2 2 dj nYi=2 2di= nXj=2 2 dj nYi=2 2di mXt=1 (2t)n 1 2m(n 1) nXj=2 2 dj nYi=2 2diand we conclude once more that for high dimensionalities n and large hyper-rectangles (m 1), b() isroughly half of the hyper-surface. 24 Proof of linearityIn the previous section we solved the problem for magic hyper-rectangles. Here we show how to solvethe problem for arbitrary rectangles using linear interpolation.Lemma 4. If x1 + s1 is odd, then:b(x1; s1; x2; s2; :::; xn; sn) = b(x1; s1   1; x2; s2; :::; xn; sn) + C1where C1 is a constant independent of the specic values of x1 and s1.Proof. The hyper-cubes to cover the incremental volume are forced to be no more than 1 unit in therst dimension, and therefore 1 unit in each dimension. The number of hyper-cubes required is simplys2 s3  ::: sn, by following the Unit Observation. Dene C1 to be Qni=2 si to complete the proof. 2Lemma 5. If x1 + s1 is even, but not divisible by 4, then:b(x1; s1; x2; s2; :::; xn; sn) = b(x1; s1   1; x2; s2; :::; xn; sn) + C2where C2 is a constant independent of the specic values of x1 and s1.Proof. Now, some of the hyper-cubes already used to cover the hyper-rectangle may be merged withthe new layer added into larger blocks, 2 units on the side, on the even boundaries. The number of suchmergers possible is determined solely by the size and position in dimensions 2; :::; n and is independentof x1 and s1. Call the number of additional blocks required C2. 2Lemma 6. If x1 + s1 is divisible by 2j 1 but not by 2j , and s1  2j 1 then:b(x1; s1; x2; s2; :::; xn; sn) = b(x1; s1   1; x2; s2; :::; xn; sn) + Cjwhere Cj is a constant independent of the specic values of x1 and s1.Proof. Similar to Lemma 5. The additional condition imposing a minimum limit on s1 is requiredsince clearly no more mergers are possible beyond the length of the side s1. Yet, the construction inthe lemma could require mergers into blocks up to 2j 1 on the side. 29
Lemma 7. If x1 + s1 is divisible by 2j and 2m 1  s1 < 2m  2j , then:b(x1; s1; x2; s2; :::; xn; sn) = b(x1; s1   1; x2; s2; :::; xn; sn) + Cmwhere Cm is a constant independent of the specic values of x1 and s1.Proof. Similar to Lemma 6. Since s1 is too small, the merger of blocks cannot continue until a sideof 2j is reached. Instead, it stops at an earlier point, and this point is determined by the magic pointsbetween which s1 lies but is otherwise independent of s1 and x1. 2Now we are in the position to state the main theorems.Theorem 1. For an arbitrary hyper-rectangle with sides (s1; s2; :::; sn), where 2m 1  s1 < 2m   1 wehave: b(s1; s2; :::; sn)  b(s1   1; s2; :::; sn) = b(s1 + 1; s2; :::; sn)  b(s1; s2; :::; sn)Proof. Consider the expected number of hyper-cube blocks to cover a hyper-rectangle b(s1 1; s2; :::; sn).If s1 1 is increased to s1, then following the lemmas above, the increase in the value b() is independentof the specic value of s1, as long as a magic threshold is not crossed. Since the value of x1 is arbitrary,independent of the specic value of s1 we have that x1 + s1 is divisible by 2 with probability 1/2, by4 with probability 1/4, and so on. Therefore the number of additional blocks required is C1 withprobability 1/2, C2 with probability 1=22, and so Cj with probability 1=2j , until Cm with probability1=2m and Cm+1 with probability 1=2m. Thus, all cases are taken in consideration and their respectiveprobabilities sum to unity. Note, also, that divisibility by higher powers of 2 does not alter the constant,and hence we can sum all these terms into a single term. Call this summation C:C = C1=2 + C2=4 + : : :+ Cm=2m + Cm+1=2m (9)Exactly the same summation C is obtained if s1 is now increased to s1 + 1. Thus the theorem isestablished. 2Theorem 2. Let R = s1  s2::: sn be a hyper-rectangle; let m1 and M1 be the magic values thatcontain s1 (i.e., m1 = 2j   1  s1 < 2j+1   1 = M1), with similar denitions for mi and Mi. There are2n magic rectangles that we can generate (for each dimension i, we have two choices: mi and Mi, fora total of 2n choices). The number of blocks for R is determined by a linear interpolation among thevalues of the above 2n magic rectangles.Proof. Consider each dimension in turn and increase the size from mi to Mi in steps of 1. Each stepincreases the expected number of blocks by the same amount, on account of Theorem 1. While Theorem1 was established for the 1st dimension, by arguments of symmetry it holds for all other dimensions aswell. Therefore, the increase from mi to si is a linear interpolation of the increase from mi to Mi. Theorder in which the dimensions are considered is immaterial. 2In other words, the function b(s1   1; s2; :::; sn) is piece-wise linear on its arguments, with 'breakpoints' whenever a value si is a magic number. Table 2 shows the values for b() for the 2-dimensional10
case, with boldface numbers for the magic rectangles. Notice that the rest of the numbers can bederived by linear interpolation among the 4 magic rectangles nearest to the point of interest. (e.g., forthe b(5; 2), the corresponding magic rectangles are (3,1), (3,3), (7,1), (7,3)). In the next section weillustrate the Theorem 2, deriving the formulae for b() for 2-dimensional and 3-dimensional spaces.5 Examples: 2- and 3-dimensional rectanglesIn this section we illustrate the steps of the lemmas and theorems of the previous section by derivingclosed-form exact formulae for the expected number of blocks a 2-dimensional and a 3-dimensionalrectangle. Following the steps of the previous section, we rst calculate the number of blocks for anymagic rectangular object, and then we give exact formulae for any (non-magic) rectangular object.5.1 2-dimensional rectanglesThis case has been analyzed in [8]. Here, we show how those results can be derived as special cases ofthe Theorems and Lemmas of the previous section.Lemma 8. The average number of blocks b() that a magic rectangle in 2-dimensional space decomposesinto is: b(2m   1; 2m+d2   1) = 2 (2m   1) (2d2 + 1)   3m (10)Proof. From expression (8) we have:b(2m   1; 2m+d2   1) = mXt=1  2Yi=1(2t+di   1)  2Yi=1(2t+di   2)! (11)It is sucient to prove that the right hand parts of relations (10) and (11) are equal. The proof followsby induction on m. For m = 1 both sides of the equation are equal to: 2d2+1  1. For m = 2 both sidesare equal to: 3  2d2+1. We assume that the above relation holds for m = k:kXt=1  2Yi=1(2t+di   1)  2Yi=1(2t+di   2)! = 2 (2k   1) (2d2 + 1)   3kWe will prove that it holds for m = k + 1:k+1Xt=1  2Yi=1(2t+di   1)  2Yi=1(2t+di   2)! = 2 (2k+1   1) (2d2 + 1)   3(k+ 1)It is sucient to prove that the left hand part of the above equation is:2 (2k+1   1) (2d2 + 1)   3(k + 1) =2 (2k   1) (2d2 + 1)   3k + (2k+1   1) (2k+1+d2   1)   (2k+1   2) (2k+1+d2   2)11
After some simple algebra we derive that the above lemma holds. 2Table 2 gives the number of blocks a rectangle is decomposed into, when its sides s1 and s2 are smallerthan 9. The entries were calculated by exhaustive enumeration, using the denition of Eq. 1. Entriescorresponding to magic rectangles are in boldface. In the sequel, we will show how the remaining entrieshave been lled. Next, we trace the steps of the proof of Theorem 1, giving a closed formula for theconstant C. s2 1 2 3 4 5 6 7 8s11 1 2 3 4 5 6 7 82 2 3.25 4.5 5.75 7 8.25 9.5 10.753 3 4.5 6 7.5 9 10.5 12 13.54 4 5.75 7.5 9.0625 10.625 12.1875 13.75 15.31255 5 7 9 10.625 12.25 13.875 15.5 17.1256 6 8.25 10.5 12.1875 13.875 15.5625 17.25 18.93757 7 9.5 12 13.75 15.5 17.25 19 20.758 8 10.75 13.5 15.3125 17.125 18.9375 20.75 22.515625Table 2: Number of blocks for 2-dimensional rectangles. Magic rectangles are in boldface.Lemma 9. Given that the rectangle with sides (s1; s2) is magic, then the number of blocks for arectangle with sides (s1 + 1; s2) is:b(s1 + 1; s2) = b(s1; s2) + 2m+d2 2max   3  2 max + 2where max = blog(min(s1 + 1; s2))c.Proof. See appendix A. 2It is evident that in a 2-dimensional space the constant C of Theorem 1 is given by:C = 2m+d2 2max   3  2 max + 2We can rewrite this expression as: (s2   1)  2 2max   3  2 max + 2 from which we can see that thisconstant C is independent of x1; s1. In the following corollary we will use the symbol C(si) to denotethis function of the quantity si. Thus:C(si) = (si   1)  2 2max   3  2 max + 212
5.2 3-dimensional rectanglesIn this subsection, we examine the case of a parallelepiped and we derive a formula for the constant Cof Theorem 2.Lemma 10. The number of blocks that a magic parallelepiped decomposes into is:b(2m   1; 2m+d2   1; 2m+d3   1) = mXt=1  3Yi=1(2t+di   1)  3Yi=1(2t+di   2)!= 43(22m   1)(2d2 + 2d3 + 2d2+d3)   6(2m   1)(1 + 2d2 + 2d3) + 7Proof. By induction on m. 2Lemma 11. Given that 3-dimensional parallelepiped with sides (s1; s2; s3) is magic, then the numberof blocks for a parallelepiped with sides (s1 + 1; s2; s3) is:b(s1 + 1; s2; s3) = b(s1; s2; s3) + 22m+d2+d3 3max + 8   73 (2max+1 + 2 max)  2m (2d2 + 2d3) 792 2max   76max+ 29where max = blog(min(s1 + 1; s2; s3))c.Proof. See appendix B.From Lemma 11 we understand why the constant C of Theorem 1 is a quantity independent of s1.However, we observe that it depends on the other two sides s2 and s3. This is the reason why for thecase of a 3-dimensional space we have to denote this quantity as C(si; sj), where:C(si; sj) = (si   1)  (sj   1)  2 3max + (si + sj   2)  (792 2max   76max+ 29)  73(2max+1 + 2 max) + 8 (12)Table 3 gives the number of blocks a parallelepiped is composed of, when its sides are smaller than6. Entries in boldface correspond to magic parallelepipeds. All the entries have been computed usingexhaustive enumeration, from the denition of Eq. 1.
13
s2 1 2 3 4 5s1 s31 2 3 4 5 12 4 6 8 10 21 3 6 9 12 15 34 8 12 16 20 45 10 15 20 25 52 4 6 8 10 14 7.125 10.25 13.375 16.5 22 6 10.25 14.5 18.75 23 38 13.375 18.75 24.125 29.5 44 16.5 23 29.5 36 53 6 9 12 15 16 10.25 14.5 18.75 23 23 9 14.5 20 25.5 31 312 18.75 25.5 32.25 39 415 23 31 39 47 54 8 12 16 20 18 13.375 18.75 24.125 29.5 24 12 18.75 25.5 32.25 39 316 24.125 32.25 40.265625 48.28125 420 29.5 39 48.28125 57.5625 55 10 15 20 25 110 16.5 23 29.5 36 25 15 23 31 39 47 320 29.5 39 48.28125 57.5625 425 36 47 57.5625 68.125 5Table 3: Number of blocks for 3-dimensional parallelepipeds. Magic parallelepipeds are in boldface.14
6 Discussion and conclusionsWe have examined the problem of the number of quad-tree blocks that an n-dimensional rectangle willbe decomposed into on the average. There are two interesting observations: Our approach (Theorem 2 and Eq. 8) generalizes all the older approaches on 2-dimensional rect-angles [6, 8, 21]. It generalizes the observation of Hunter and Steiglitz [13] that the number of quadtree blocksis proportional to the perimeter of the polygon. Our formula shows that, for 2-dimensionalrectangles, the number of quadtree blocks is approximately the perimeter of the rectangle, whilefor higher dimensionalities n 1, it is roughly half of the hyper-surface.The contributions of this paper are both practical and theoretical. From the practical point of view,the number of quadtree blocks of a decomposition is important, because it determines the number ofnodes that a main-memory-based quadtree will require; the number of entries in a linear quadtree thatwill be required; also, the number of pieces that a range query will be decomposed into (which will beproportional to the response time for this query).From the theoretical point of view, it proposes a methodology which we believe will be useful inthe analysis of other quadtree-related methods (e.g., methods using space-lling curves, such as thez-ordering [17], Gray codes [7], or the Hilbert curve [10]). The methodology consists of two steps:Step 1 solve the problem for the `magic' rectangles (which is easy)Step 2 show that the formula for an arbitrary rectangle can be derived by linear interpolation fromsuitable `magic' rectangles.Future work includes the extension of this method for the analysis of rectilinear polygons (includingconcave ones), as well as the analysis for space lling curves for 2-dimensional and n-dimensional spaces.A Appendix: Lemma for the 2-dimensional caseLemma 9. Given that the rectangle with sides (s1; s2) is magic, then the number of blocks for arectangle with sides (s1 + 1; s2) is:b(s1 + 1; s2) = b(s1; s2) + 2m+d2 2max   3  2 max + 2where max = blog(min(s1 + 1; s2))c.Proof. First, let's assume that the rectangle does not wrap around the edges (x1 + s1; x2 + s2  K).With probability 1/2 we have: (x1 + s1 + 1) mod 2 6= 0 (the end point in the 1st dimension is an odd15
number). Then according to the Slicing and Unit Observations the new number of blocks is:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2With probability equal to 1/4 we have: (x1 + s1 + 1) mod 2 = 0 but (x1 + s1 + 1) mod 4 6= 0. Then:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bx2 + s22 c   dx22 e (21 + 21   1) (13)The product in the previous relation stands for the number of blocks we have to subtract becausemergings have been performed. The rst two terms in the second parenthesis respectively stand for thenumber of pixels of the original magic rectangle (21) and for the number of the pixels of the additionalslice (21) that merge in one 2x2 block. Thus, the third term in the parenthesis (i.e., -1) stands forthe greater formed block we have to take into account. The rst parenthesis of the product gives thenumber of greater blocks that may be formed.Since s2 is an odd integer (of the form 2m+d2   1), it is easily veriable that:bx2 + s22 c   dx22 e = bs22 cThus, relation (13) becomes:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bs22 c (21 + 21   1) (14)With probability equal to 1/8 we have: (x1 + s1 + 1) mod 4 = 0 but (x1 + s1 + 1) mod 8 6= 0. Then:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bx2 + s24 c   dx24 e (21 + 22 + 22   1)  bs2   4(bx2+s24 c   dx24 e)2 c (21 + 21   1) )b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bs24 c (21 + 22 + 22   1)  bs2   4b s24 c2 c (21 + 21   1)Since: Pij=1 2j = 2(2i   1), the above relation becomes:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bs24 c 3 (22   1)   bs2 mod 42 c 3 (21   1)Suppose that: 8  min(s1+1; s2) < 16. Then with probability equal to 1/8 we have: (x1+s1+1) mod 4 =0 and (x1 + s1 + 1) mod 8 = 0. Thus:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bs28 c 3 (23   1)   bs2 mod 84 c 3 (22   1)  bs2 mod 42 c 3 (21   1)16
Following this reasoning, similar expressions can be derived for large values of s1; s2 and such thatK=2 < min(s1 + 1; s2)  K, 8K = 2k.Secondly, suppose that the rectangle wraps around in one dimension only (i.e. x2 + s2 > K). Then,expression (13) should be rewritten as:b(x1; s1 + 1; x2; s2) = b(s1; s2) + s2   bx2 + s2  K2 c+ bK   x22 c (21 + 21   1)However, the latter expression may be reduced to (14). This way, the set of equations derived byassuming that the rectangle wraps around only one edge reduces to the set of equations produced todescribe the no-wrapping rectangle. The same result holds even if the rectangle wraps around bothedges.Thus, by considering all the positions possibly taken by the end point in the 1st dimension, we concludeto the following expression:b(s1 + 1; s2) = b(s1; s2) + s2  max 1Xi=1 12i+1 0@bs22i c 3 (2i   1) + iXj=2bs2 mod 2j2j 1 c 3 (2j 1   1)1A  12max 0@b s22max c 3 (2max   1) + maxXj=2 s2 mod 2j2j 1 3 (2j 1   1)1Awhich is averaged and independent of the anchor point (x1; x2). Since: s2 = 2m+d2 1, the oor functionsare simplied to unity and after some algebra on geometric series the lemma is proved. Notice, also,that if d2 > 0 then max = log(s1 + 1) = m, whereas if d2 = 0 then max = log(s2) = m  1. 2B Appendix: Lemma for the 3-dimensional caseLemma 11. Given that 3-dimensional parallelepiped with sides (s1; s2; s3) is magic, then the numberof blocks for a parallelepiped with sides (s1 + 1; s2; s3) is:b(s1 + 1; s2; s3) = b(s1; s2; s3) + 22m+d2+d3 3max + 8   73 (2max+1 + 2 max)  2m (2d2 + 2d3) 792 2max   76max+ 29where max = blog(min(s1 + 1; s2; s3))c.Proof. We follow the same reasoning as for the case of Lemma 9. If (x1 + s1 + 1) mod 2 6= 0 (whichmay happen with probability 1/2), then according to the Slicing and Unit Observations we calculatethe new number of blocks to be:b(x1; s1 + 1; x2; s2; x3; s3) = b(s1; s2; s3) + s2  s317
If (x1 + s1 + 1) mod 2 = 0 but (x1 + s1 + 1) mod 4 6= 0, then with probability equal to 1/4 we have:b(x1; s1 + 1; x2; s2; x3; s3) = b(s1; s2; s3) + s2  s3   bs22 c bs32 c ((21)2 + (21)2   1)In an analogous manner, with probability equal to 1/8 (for the case (x1 + s1 + 1) mod 4 = 0 but(x1 + s1 + 1) mod 8 6= 0), we have:b(x1; s1 + 1; x2; s2; x3; s3)= b(s1; s2; s3) + s2  s3   bs24 c bs34 c (21)2 + (22)2 + (22)2   1   ((21)2 + (21)2   1)= b(s1; s2; s3) + s2  s3   bs24 c bs34 c 73 (42   1)   73 (41   1)Thus, by generalizing and considering all the positions possibly taken by the end point in the 1stdimension, we conclude to the following expression:b(s1 + 1; s2; s3) = b(s1; s2; s3) + s2  s3  max 1Xi=1 12i+1 0@bs22i c bs32i c 73 (4i   1) + iXj=2 73 (4j 1   1)1A  12max 0@b s22max c b s32max c 73 (4max   1) + maxXj=2 73 (4j 1   1)1Awhich is averaged and independent of the anchor point (x1; x2; x3). After some algebra the expressionof the lemma follows. 2References[1] Walid G. Aref and Hanan Samet. Optimization strategies for spatial query processing. Proc. ofVLDB (Very Large Data Bases), pages 81{90, September 1991.[2] Manish Arya, William Cody, Christos Faloutsos, Joel Richardson, and Arthur Toga. Qbism: Ex-tending a dbms to support 3d medical images. Tenth Int. Conf. on Data Engineering (ICDE),pages 314{325, February 1994.[3] D. Ballard and C. Brown. Computer Vision. Prentice Hall, 1982.[4] J.L. Bentley. Multidimensional binary search trees used for associative searching. CACM,18(9):509{517, September 1975.[5] Mathematical Committee on Physical and NSF Engineering Sciences. Grand Challenges: HighPerformance Computing and Communications. National Science Foundation, 1992. The FY 1992U.S. Research and Development Program. 18
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