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Abstract
LetA be a real nest algebra of B(H), where H is a real and separable Hilbert space. We
show that the following conditions are equivalent for a weak topology continuous linear map
ϕ :A→ B(H):
(1) ϕ is a *-left preserving kernel-into-range mapping, i.e., ϕ(T )(ker(T )) ⊆ ran(T ∗) for
any T ∈A.
(2) ϕ is a generalized *-left inner derivations, i.e., ϕ(T ) = T ∗A + BT for some A,B ∈
B(H).
(3) ϕ is a generalized Jordan *-left derivations, i.e., ϕ(T 2) = T ∗ϕ(T ) + ϕ(T )T −
T ∗ϕ(I)T for any T ∈A.
(4) ϕ is a *-left 1-preserving kernel-into-range mapping, i.e., ϕ(T )(ker(T )) ⊆ ran(T ∗) for
any rank one operator T ∈A.
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1. Introduction
Let H be a real separable and Hilbert space, and letN be a complete nest on H .
The purpose of this paper is to prove the following theorem.
Theorem 1.1. Let N be a complete nest on a real and separable Hilbert space
H, and let ϕ be a weak operator topology continuous linear mapping from the nest
algebra algN into B(H). Then the following are equivalent:
(1) ϕ is a *-left preserving kernel-into-range mapping, i.e.
ϕ(T )(ker(T )) ⊆ ran(T ∗), ∀T ∈A.
(2) ϕ is a generalized *-left inner derivations, i.e. there exist two operator A,B ∈
B(H) such that
ϕ(T ) = T ∗A + BT, ∀T ∈ B(H).
(3) ϕ is a generalized Jordan *-left derivations, i.e.
ϕ(T 2) = T ∗ϕ(T ) + ϕ(T )T − T ∗ϕ(I)T , ∀ ∈ T ∈A.
(4) ϕ is a *-left 1-preserving kernel-into-range mapping, i.e.
ϕ(T )(ker(T )) ⊆ ran(T ∗)
for any rank one operator T ∈A.
There has been considerable interest in studying mappings on a subspace A of
B(H). We describe some of the results related to ours. Let ϕ :A→ B(H) be lin-
ear. We say that ϕ is a local derivation if for every operator T ∈A, there exists a
derivation δT :A→ B(H), depending on T , such that ϕ(T ) = δT (T ). Larson and
Sourour [7] proved that every local derivation on B(X) is a derivation, where X is a
Banach space. Jing and Lu [5] showed that every weak operator topology continuous
generalized Jordan derivations on prime rings and standard operator algebras is a
generalized inner derivation. Zhang [11] obtains that every Jordan derivation on nest
algebras is a derivation, so it is an inner derivation. Molnár and Šemrl [9] show that
every local Jordan *-right derivation of standard operator algebras on a complex
Hilbert space is a Jordan *-right derivation. Obviously, the converse propositions
of the results are true too. In [13], motivated by the above concepts and results,
we give the following concepts: generalized Jordan *-left derivation, generalized
Jordan inner *-left derivation and *-left preserving kernel-into-range mapping, and
we have proved that the statement (1) implies the statement (2), and the statement (2)
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implies the statement (3) in Theorem 1.1, but we did not know whether the converse
propositions of the two statements are true or not. In present paper, we show that the
question has affirmative answer. For other results, see [1,2,3,6,8,10,12,14,15].
Our paper is organized as follows. Section 2 concerns the characterizations of
generalized Jordan *-left derivations acting on rank one operators, and we obtain the
major new result Theorem 2.1 in this paper. The key to settlement of the question lies
in the proof of Eq. (1) in the case of 〈x, y〉 = 0. Section 3 concerns the characteriza-
tions of *-left preserving kernel-into-range mappings acting on rank one operators.
Though all results in Section 3 have drawn their material from [13], we still introduce
them here and translate them into English for the sake of completeness or easy ref-
erence. (Comment: The original article [13] have been published in Chinese.) Using
the results in Sections 2 and 3, we give the proof of our main theorem in Section 4.
The following notations will be used in our paper.
The symbol P(H) will be used to denote the set of all closed linear subspaces in
H . We use the symbols x ⊗ y and I to denote the rank one operator 〈·, y〉x and unit
operator on H , respectively. If N ∈ P(H), we write P(N) and dim N for the ortho-
gonal projection operator from H onto N and the dimension of N , respectively. If
N ∈N, we write N− for ∨{M ∈N : M ⊂ N}. The sets of real and natural num-
bers are denoted by R and N, respectively.
2. A result of generalized Jordan ∗-left derivation
In this section, we always suppose that ϕ is a generalized Jordan *-left derivation
from algN into B(H). We often use the following lemma in this paper.
Lemma 2.0 (Lemma 3.7 in [4]). LetN be a complete nest. Then x ⊗ y ∈ algN if
and only if there exists a subspace N ∈N such that x ∈ N and y ∈ (N−)⊥.
In this section, we state and prove the following main result.
Theorem 2.1. Let ϕ be a generalized Jordan *-left derivation from algN into
B(H). Suppose that x ⊗ y ∈ algN. Then ϕ is a *-left 1-preserving kernel-into-
range mapping, i.e.
ϕ(x ⊗ y)(u) ∈ span{y}, ∀u ∈ {y}⊥. (1)
First, we prove the following lemmas.
Lemma 2.2. LetN be a complete nest. Suppose that x ⊗ y ∈ algN with 〈x, y〉 /=
0. Then Eq. (1) holds.
Proof. Since 〈x, y〉 /= 0, we have
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〈x, y〉ϕ(x ⊗ y) = ϕ((x ⊗ y)2)
= ϕ(x ⊗ y)x ⊗ y + (x ⊗ y)∗ϕ(x ⊗ y) − (x ⊗ y)∗ϕ(I)x ⊗ y
= ϕ(x ⊗ y)x ⊗ y + (y ⊗ x)ϕ(x ⊗ y) − (y ⊗ x)ϕ(I )x ⊗ y.
(2)
For arbitrary u ∈ {y}⊥, acting on the vector u by Eq. (2), it follows that Eq. (1) holds.
This completes the proof. 
Lemma 2.3. Let N be a complete nest. Suppose that S, T ∈ algN. Then the fol-
lowing equations hold:
ϕ(ST +T S) = ϕ(S)T +S∗ϕ(T )+ϕ(T )S +T ∗ϕ(S)−S∗ϕ(I)T −T ∗ϕ(I)S;
(3)
and
ϕ(ST S) = ϕ(S)T S + S∗ϕ(T )S + S∗T ∗ϕ(S) − S∗ϕ(I)T S − S∗T ∗ϕ(I)S.
(4)
Proof. (1) Since ϕ is a generalized Jordan *-left derivation from algN into B(H),
we have
ϕ((S + T )2)
= ϕ(S + T )(S + T ) + (S + T )∗ϕ(S + T ) − (S + T )∗ϕ(I)(S + T )
= ϕ(S)S + ϕ(S)T + ϕ(T )S + ϕ(T )T + S∗ϕ(S) + S∗ϕ(T ) + T ∗ϕ(S)
+ T ∗ϕ(T ) − S∗ϕ(I)S − S∗ϕ(I)T − T ∗ϕ(I)S − T ∗ϕ(I)T . (5)
On the other hand
ϕ((S + T )2) = ϕ(S2 + T 2 + (ST + T S)) = ϕ(ST + T S) + ϕ(S2) + ϕ(T 2)
= ϕ(ST + T S) + ϕ(S)S + S∗ϕ(S) − S∗ϕ(I)S + ϕ(T )T
+ T ∗ϕ(T ) − T ∗ϕ(I)T . (6)
It follows from Eqs. (5) and (6) that Eq. (3) holds.
(2) Using Eq. (3), we have
ϕ((ST + T S)S + S(ST + T S))
= ϕ(ST + T S)S + (ST + T S)∗ϕ(S) + ϕ(S)(ST + T S)
+ S∗ϕ(ST + T S) − (ST + T S)∗ϕ(I)S − S∗ϕ(I)(ST + T S)
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= (ϕ(S)T + S∗ϕ(T ) + ϕ(T )S + T ∗ϕ(S) − S∗ϕ(I)T − T ∗ϕ(I)S)S
+ T ∗S∗ϕ(S) + S∗T ∗ϕ(S) + ϕ(S)ST + ϕ(S)T S
+ S∗(ϕ(S)T + S∗ϕ(T ) + ϕ(T )S + T ∗ϕ(S) − S∗ϕ(I)T − T ∗ϕ(I)S)
− T ∗S∗ϕ(I)S − S∗T ∗ϕ(I)S − S∗ϕ(I)ST − S∗ϕ(I)T S
= ϕ(S)T S + S∗ϕ(T )S + ϕ(T )S2 + T ∗ϕ(S)S − S∗ϕ(I)T S − T ∗ϕ(I)S2
+ T ∗S∗ϕ(S) + S∗T ∗ϕ(S) + ϕ(S)ST + ϕ(S)T S + S∗ϕ(S)T
+ (S∗)2ϕ(T ) + S∗ϕ(T )S + S∗T ∗ϕ(S) − (S∗)2ϕ(I)T − S∗T ∗ϕ(I)S
− T ∗S∗ϕ(I)S − S∗T ∗ϕ(I)S − S∗ϕ(I)ST − S∗ϕ(I)T S. (7)
On the other hand
ϕ((ST + T S)S + S(ST + T S))
= 2ϕ(ST S) + ϕ(T S2 + S2T )
= 2ϕ(ST S) + ϕ(T )S2 + T ∗ϕ(S2) + ϕ(S2)T + (S∗)2ϕ(T )
− T ∗ϕ(I)S2 − (S∗)2ϕ(I)T
= 2ϕ(ST S) + ϕ(T )S2 + T ∗ϕ(S)S + T ∗S∗ϕ(S) − T ∗S∗ϕ(I)S + ϕ(S)ST
+ S∗ϕ(S)T − S∗ϕ(I)ST + (S∗)2ϕ(T ) − T ∗ϕ(I)S2 − (S∗)2ϕ(I)T .
(8)
It follows from Eqs. (7) and (8) that Eq. (4) holds. This completes the proof. 
Lemma 2.4. LetN be a complete nest. Suppose that x ⊗ y ∈ algN with 〈x, y〉 =
0, and let Nx denote the subspace
∧{N ∈N : x ∈ N} inN. Then
ϕ(x ⊗ y)u ∈ span{y}, ∀u ∈ Nx ∩ {y}⊥. (9)
Proof. Case 1. Suppose that (Nx)− /= Nx . Fix u ∈ Nx ∩ {y}⊥. Obviously, P(Nx 
(Nx)−)x /= 0. Let 0 /= v ∈ Nx  (Nx)− with 〈x, v〉 = 1. Then u ⊗ v ∈ algN.
Using Lemma 2.3, we have
0 = ϕ((x ⊗ y)(u ⊗ v)(x ⊗ y))
= ϕ(x ⊗ y)(u ⊗ v)(x ⊗ y) + (x ⊗ y)∗ϕ(u ⊗ v)(x ⊗ y)
+ (x ⊗ y)∗(u ⊗ v)∗ϕ(x ⊗ y) − (x ⊗ y)∗ϕ(I)(u ⊗ v)(x ⊗ y)
− (x ⊗ y)∗(u ⊗ v)∗ϕ(I)(x ⊗ y)
= ϕ(x ⊗ y)(u ⊗ y) + (y ⊗ x)ϕ(u ⊗ v)(x ⊗ y) + (y ⊗ u)ϕ(x ⊗ y)
− (y ⊗ x)ϕ(I )(u ⊗ y) − (y ⊗ u)ϕ(I)(x ⊗ y). (10)
Acting on the vector y by Eq. (10), it follows that Eq. (9) holds.
Case 2. Suppose that (Nx)− = Nx . Then there exists a sequence {Nn} ⊆N with
Nn ⊂ Nn+1 ⊂ Nx and P(Nn) SOT−→ P(Nx) as n → +∞. For arbitrary u ∈ Nx ∩ {y}⊥,
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if we write un = P(Nn)u ∈ Nn, then un → u as n → +∞. Since P(Nx  Nn)x /=
0, there exists vn ∈ Nx  Nn such that 〈x, vn〉 = 1 and un ⊗ vn ∈ algN. By imitat-
ing the proof of Case 1, we can obtain
ϕ(x ⊗ y)(un) ∈ span{y}.
Thus we get that Eq. (9) holds. This completes the proof. 
Lemma 2.5. LetN be a complete nest, and let x ⊗ y ∈ algN with 〈x, y〉 = 0. If
My denotes the subspace
∨{N ∈N : y ∈ N⊥}, then
ϕ(x ⊗ y)u ∈ span{y}, ∀u ∈ (My)+ ∩ {y}⊥.
Proof. Fix a vector 0 /= u ∈ (My)+ ∩ {y}⊥. We may find a vector x0 ∈ (My)+
such that P((My)+  M)x0 /= 0 and P((My)+  M)(x + x0) /= 0 for any M ∈N
and M ⊂ (My)+. Obviously, (x + x0) ⊗ y ∈ algN and Nx+x0 =
∧{N ∈N : x +
x0 ∈ N} = (My)+, Nx0 =
∧{N ∈N : x0 ∈ N} = (My)+. Using Lemma 2.4, we
have
ϕ(x0 ⊗ y)u ∈ span{y}, ∀u ∈ Nx0 ∩ {y}⊥ = (My)+ ∩ {y}⊥,
and
ϕ((x0 + x) ⊗ y)u ∈ span{y}, ∀u ∈ Nx+x0 ∩ {y}⊥ = (My)+ ∩ {y}⊥.
Furthermore,
ϕ(x ⊗ y)u ∈ span{y}, ∀u ∈ (My)+ ∩ {y}⊥.
This completes the proof. 
Lemma 2.6. Let N be a complete nest. Suppose that the rank one operators x ⊗
y, u ⊗ v ∈ algN with 〈x, y〉 = 〈v, x〉 = 〈u, y〉 = 0 and the set {y, v} is linearly
independent. Then
ϕ(x ⊗ y)u ∈ span{y, v}.
Proof. Since ϕ is a generalized Jordan *-left derivation and 〈x, y〉 = 〈v, x〉 =
〈u, y〉 = 0, we have
ϕ((x ⊗ y + u ⊗ v)2)
= ϕ((u ⊗ v)2)
= ϕ(u ⊗ v)(u ⊗ v) + (u ⊗ v)∗ϕ(u ⊗ v) − (u ⊗ v)∗ϕ(I)(u ⊗ v)
= ϕ(u ⊗ v)(u ⊗ v) + (v ⊗ u)ϕ(u ⊗ v) − (v ⊗ u)ϕ(I)(u ⊗ v). (11)
On the other hand
ϕ((x ⊗ y + u ⊗ v)2)
= ϕ(x ⊗ y +u ⊗ v)(x ⊗ y +u ⊗ v)+ (x ⊗ y +u ⊗ v)∗ϕ(x ⊗ y +u ⊗ v)
− (x ⊗ y + u ⊗ v)∗ϕ(I)(x ⊗ y + u ⊗ v)
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= ϕ(x ⊗ y)(x ⊗ y) + ϕ(x ⊗ y)(u ⊗ v) + ϕ(u ⊗ v)(x ⊗ y)
+ϕ(u ⊗ v)(u ⊗ v) + (y ⊗ x)ϕ(x ⊗ y) + (y ⊗ x)ϕ(u ⊗ v)
+ (v ⊗ u)ϕ(x ⊗ y) + (v ⊗ u)ϕ(u ⊗ v) − (y ⊗ x)ϕ(I )(x ⊗ y)
− (y ⊗ x)ϕ(I )(u ⊗ v) − (v ⊗ u)ϕ(I)(x ⊗ y) − (v ⊗ u)ϕ(I)(u ⊗ v).
(12)
Combining Eqs. (11) and (12), we get that
0 = ϕ(x ⊗ y)(x ⊗ y) + ϕ(x ⊗ y)(u ⊗ v) + ϕ(u ⊗ v)(x ⊗ y)
+ (y ⊗ x)ϕ(x ⊗ y) + (y ⊗ x)ϕ(u ⊗ v) + (v ⊗ u)ϕ(x ⊗ y)
− (y ⊗ x)ϕ(I )(x ⊗ y) − (y ⊗ x)ϕ(I )(u ⊗ v) − (v ⊗ u)ϕ(I)(x ⊗ y).
(13)
Since {y, v} is linearly independent, there exists a vector w ∈ H with 〈v,w〉 /= 0 and
〈y,w〉 = 0. Acting on the vector w by Eq. (13), then
ϕ(x ⊗ y)u ∈ span{y, v}.
This completes the proof. 
Proof of Theorem 2.1. If 〈x, y〉 /= 0, the theorem is a straightforward result of
Lemma 2.2. If 〈x, y〉 = 0, then we divide the proof of the theorem into the following
three cases.
Case 1. Suppose that dim(H−)⊥ > 1. If we write Nx = ∧{N ∈N : x ∈ N},
then x ∈ Nx and y ∈ ((Nx)−)⊥. For arbitrary u ∈ {y}⊥, we may find two vectors
u1 ∈ Nx ∩ {y}⊥ and u2 ∈ (Nx)⊥ ∩ {y}⊥ such that u = u1 + u2. We only need to
show that
ϕ(x ⊗ y)u1 ∈ span{y} and ϕ(x ⊗ y)u2 ∈ span{y}.
Because the above first expression is the straightforward result of Lemma 2.4, it
suffices to show that the above second expression holds. If Nx = H , then u2 = 0, so
ϕ(x ⊗ y)u2 = 0 ∈ span{y}; if Nx ⊂ H , then dim(H−)⊥ > 1. Thus we may find two
nonzero vectors v1, v2 ∈ (H−)⊥ such that {vi, y} is linearly independent (i = 1, 2)
and v1 ⊥ v2. Obviously, u2 ⊗ vi ∈ algN and 〈u2, y〉 = 0, 〈x, vi〉 = 0 (i = 1, 2), it
follows from Lemma 2.6 that
ϕ(x ⊗ y)u2 ∈ span{y, vi} (i = 1, 2).
Furthermore,
ϕ(x ⊗ y)u2 ∈ span{y}.
Case 2. Suppose that dim(H−)⊥ = 1. If we write My = ∨{N ∈N : y ∈ N⊥},
then x ∈ (My)+ and y ∈ (My)⊥. By Lemma 2.5, we only need to prove that Eq.
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(1) holds in the case of (My)+ ⊆ H−. For arbitrary u ∈ {y}⊥, we may find three
vectors u1 ∈ (My)+ ∩ {y}⊥, u2 ∈ (H−  (My)+) ∩ {y}⊥ and u3 ∈ H⊥− ∩ {y}⊥ such
that u = u1 + u2 + u3. So it suffices to show that
ϕ(x ⊗ y)ui ∈ span{y} (i = 1, 2, 3).
The expression ϕ(x ⊗ y)u1 ∈ span{y} is the straightforward result of Lemma 2.5.
We only need to show that the above other two expressions hold.
Since u3 ∈ (H−)⊥, u3 ⊗ u3 ∈ algN. Note that 〈u3, y〉 = 0 and 〈u3, x〉 = 0. Thus
we have
0 = ϕ((u3 ⊗ u3)(x ⊗ y)(u3 ⊗ u3))
= ϕ(u3 ⊗ u3)(x ⊗ y)(u3 ⊗ u3) + (u3 ⊗ u3)ϕ(x ⊗ y)(u3 ⊗ u3)
+ (u3 ⊗ u3)(y ⊗ x)ϕ(u3 ⊗ u3) − (u3 ⊗ u3)ϕ(I )(x ⊗ y)(u3 ⊗ u3)
− (u3 ⊗ u3)(y ⊗ x)ϕ(I )(u3 ⊗ u3)
= (u3 ⊗ u3)ϕ(x ⊗ y)(u3 ⊗ u3). (14)
Furthermore,
〈ϕ(x ⊗ y)u3, u3〉 = 0. (15)
By imitating the proof of Eq. (13), we may get that
0 = ϕ(x ⊗ y)(x ⊗ y) + (y ⊗ x)ϕ(x ⊗ y) + ϕ(x ⊗ y)(u3 ⊗ u3)
+ϕ(u3 ⊗ u3)(x ⊗ y) + (y ⊗ x)ϕ(u3 ⊗ u3) + (u3 ⊗ u3)ϕ(x ⊗ y)
− (y ⊗ x)ϕ(I )(x ⊗ y)− (y ⊗ x)ϕ(I )(u3 ⊗ u3)− (u3 ⊗ u3)ϕ(I )(x ⊗ y).
(16)
Act on the vector u3 by Eq. (16), and note that 〈ϕ(x ⊗ y)u3, u3〉 = 0. Then we have
ϕ(x ⊗ y)u3 ∈ span{y}.
Finally, we show that
ϕ(x ⊗ y)u2 ∈ span{y}.
If (Ny)+ = H−, then u2 = 0, so ϕ(x ⊗ y)u2 = 0 ∈ span{y}; if (Ny)+ ⊂ H−, we
divide the proof into the following two cases.
(a) Suppose that (H−)− /= H−. We may find two vectors v1, v2 ∈ ((H−)−)⊥ such
that {y, vi} is linearly independent (i = 1, 2) and v1 ⊥ v2. Furthermore, u2 ⊗ vi ∈
algN (i = 1, 2). By Lemma 2.6, we have
ϕ(x ⊗ y)u2 ∈ span{y, vi} (i = 1, 2).
Hence,
ϕ(x ⊗ y)u2 ∈ span{y}.
(b) Suppose that (H−)− = H−. Then there exists a sequence {Nn} ⊆N such that
(My)+ ⊂ Nn ⊂ Nn+1 ⊂ H− and P(Nn) SOT−→ P(H−) as n → ∞. We may find two
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nonzero vectors v3, v4 ∈ N⊥n such that {y, vi} is linearly independent (i = 3, 4) and
v3 ⊥ v4. Then P(Nn)u2 ⊗ vi ∈ algN (i = 3, 4). By Lemma 2.6, we have
ϕ(x ⊗ y)P (Nn)u2 ∈ span{y, vi} (i = 3, 4).
Hence,
ϕ(x ⊗ y)P (Nn)u2 ∈ span{y}.
Let n → +∞. Then
ϕ(x ⊗ y)u2 ∈ span{y}.
Case 3. Suppose that H− = H . Then there exists a sequence {Nn} ⊆N such
that My ⊆ Nn ⊂ Nn+1 and P(Nn) SOT−→ I as n → ∞. For arbitrary u ∈ {y}⊥, we
write un = P(Nn  My)u, and w1 = P(My)u, w2 = P((My)⊥)u. Obviously, u =
w1 + w2 and un → w2 as n → ∞. By Lemma 2.5, we have
ϕ(x ⊗ y)w1 ∈ span{y}.
All that need to be proved is that
ϕ(x ⊗ y)w2 ∈ span{y}.
Fix a natural number n and take two vectors v5, v6 ∈ (Nn)⊥ such that {y, vi} is lin-
early independent (i = 5, 6) and v5 ⊥ v6. Note that un ∈ Nn, so un ⊗ vi ∈ algN.
By Lemma 2.6, we have
ϕ(x ⊗ y)un ∈ span{y, vi} (i = 1, 2).
Hence,
ϕ(x ⊗ y)un ∈ span{y}.
Let n → ∞. Then
ϕ(x ⊗ y)w2 ∈ span{y}.
This completes the proof. 
3. ∗-left 1-preserving kernel-into-range mapping
All results in this section draw their material from [13]. We still translate them
into English for the convenience of completeness or easy reference.
Lemma 3.1. Let M and N be two closed subspaces on a real and separable Hilbert
space H, and let ϕ be *-left 1-preserving kernel-into-range mapping from B(M,N)
into B(H). For any nonzero vectors x ∈ N and y, z ∈ M with y ⊥ z, there exists a
continuous linear functional λx,y,z on H and a mapping By,z from N into H such
that
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ϕ(x ⊗ y)(u) = 〈u, y〉By,zx + λx,y,z(u)y, ∀u ∈ H. (17)
ϕ(x ⊗ z)(u) = 〈u, z〉By,zx + λx,y,z(u)z, ∀u ∈ H. (18)
Proof. Step 1. For arbitrary α, β ∈ R, by the condition of the lemma, we have
ϕ(x ⊗ (αy + βz))(ker(x ⊗ (αy + βz))) ⊆ ran((x ⊗ (αy + βz))∗),
namely, ϕ(x ⊗ (αy + βz))({(αy + βz)}⊥) ⊆ span(αy + βz). So, there exists a con-
tinuous linear functional λx,αy+βz on {αy + βz}⊥ such that
ϕ(x ⊗ (αy + βz))(u) = λx,αy+βz(u)(αy + βz), ∀u ∈ {αy + βz}⊥. (19)
In particular, if α = 1 and β = 0, then
ϕ(x ⊗ y)(u) = λx,y(u)y, ∀u ∈ {y}⊥; (20)
if α = 0 and β = 1, then
ϕ(x ⊗ z)(u) = λx,z(u)z, ∀u ∈ {z}⊥. (21)
We define a continuous linear functional λx,y,z on H as following λx,y,z|{y}⊥ =
λx,y and λx,y,z(y) = λx,z(y). The mappings By,z : N → H and Dy,z : N → H are
defined by
By,zx = 〈y, y〉−1(ϕ(x ⊗ y)y − λx,y,z(y)y), ∀x ∈ N,
and
Dy,zx = 〈z, z〉−1(ϕ(x ⊗ z)z − λx,y,z(z)z), ∀x ∈ N
respectively. It is obvious that
ϕ(x ⊗ y)(y) = 〈y, y〉By,zx + λx,y,z(y)y, ∀x ∈ N,
and
ϕ(x ⊗ z)(z) = 〈z, z〉Dy,zx + λx,y,z(z)z, ∀x ∈ N.
We claim that λx,y,z and By,z are as desired in the lemma. In fact, using the above
two equations and Eq. (20), it is easy to prove that Eq. (17) holds true. For arbitrary
u ∈ {z, y}⊥, if we take α = β = 1 in Eq. (19), it follows from Eqs. (19)–(21) that
λx,z(u) = λx,y+z(u) = λx,y(u), ∀u ∈ {y, z}⊥.
Since λx,z(y) = λx,y,z(y), we have λx,y,z|{z}⊥ = λx,z. It follows from the definition
of Dy,z and Eq. (21) that
ϕ(x ⊗ z)(u) = 〈u, z〉Dy,zx + λx,y,z(u)y, ∀u ∈ H. (22)
Step 2. We claim that By,z = Dy,z. In fact, for arbitrary α, β ∈ R and u ∈ H ,
using the same method as the proof of Eq. (17), we may prove that there exists a
mapping Bαy+βz from N into H such that
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ϕ(x ⊗ (αy + βz))(u) = 〈u, αy + βz〉Bαy+βzx + λx,αy+βz(u)(αy + βz),
∀u ∈ H. (23)
On the other hand
ϕ(x ⊗ (αy + βz))(u)
= αϕ(x ⊗ y)(u) + βϕ(x ⊗ z)(u)
= α(〈u, y〉By,zx + λx,y,z(u)y) + β(〈u, z〉Dy,zx + λx,y,z(u)z). (24)
Combining Eqs. (23) and (24), and taking u = y, we get that
α〈y, y〉Bαy+βzx + λx,αy+βz(y)(αy + βz)
= α〈y, y〉By,zx + λx,y,z(y)(αy + βz). (25)
It follows that Bαy+βzx − By,zx ∈ span{αy + βz}. Similarly, we may prove that
Bαy+βzx − Dy,zx ∈ span{αy + βz}. Furthermore,
By,zx − Dy,zx ∈ span{αy + βz}, ∀α, β ∈ R.
It is obvious from the above expression that By,zx = Dy,zx, so By,z = Dy,z. This
completes the proof. 
Without loss of generality, from now on we will assume that dim M  2.
Lemma 3.2. Let M and N be two closed subspaces on a real and separable Hil-
bert space H, and let ϕ be a *-left 1-preserving kernel-into-range mapping from
B(M,N) into B(H). If ϕ is weak operator topology continuous, then there exist two
operators C and B in B(N,H) such that
ϕ(x ⊗ y) = y ⊗ Cx + Bx ⊗ y, ∀x ∈ N, y ∈ M. (26)
Proof. Step 1. Fix 0 /= x ∈ N , and take two nonzero vectors y, z ∈ M with y ⊥ z,
and we write L = span{y, z}. For arbitrary w ∈ L, by Eqs. (17) and (18) of Lemma
3.1, we get that
ϕ(x ⊗ w)(u) = 〈u,w〉By,zx + λx,y,z(u)w, ∀u ∈ H. (27)
Since By,z and λx,y,z are only dependent on L, we may write BL = By,z and λx,L =
λx,y,z. We use the symbolF to denote the subset of P(H) as follows: F belongs to
F if and only if M ⊇ F ⊇ L and F satisfies the following equation,
ϕ(x ⊗ w)(u) = 〈u,w〉BLx + λx,L(u)w, ∀u ∈ H, w ∈ F. (28)
It is obvious that L ∈F, soF /= ∅. Since ϕ is weak operator topology continuous,
by Zorn Lemma, it is easy to prove that there exists a maximal element F0 inF. It
follows that
ϕ(x ⊗ w)(u) = 〈u,w〉BLx + λx,L(u)w, ∀u ∈ H, w ∈ F0. (29)
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Step 2. We claim that F0 = M . In fact, if F0 /= M , then we may find a nonzero
vector v ∈ M ∩ (F0)⊥. By the conditions of the lemma, we have ϕ(x ⊗ v)(ker(x ⊗
v)) ⊆ ran((x ⊗ v)∗), so there exists a continuous linear functional gx,v on {v}⊥ such
that
ϕ(x ⊗ v)(u) = gx,v(u)v, ∀u ∈ {v}⊥. (30)
We define a continuous linear functional λx,v on H as follows: λx,v|{v}⊥ = gx,v and
λx,v(v) = λx,M(v). The mapping Bv from N into H is defined by
Bvx = 〈v, v〉−1(ϕ(x ⊗ v)(v) − λx,v(v)v), ∀x ∈ N,
namely,
ϕ(x ⊗ v)(v) = 〈v, v〉Bvx + λx,v(v)v. (31)
Combining Eqs. (30) and (31), we obtain
ϕ(x ⊗ v)(u) = 〈u, v〉Bvx + λx,v(u)v, ∀u ∈ H. (32)
We claim that λx,v = λx,L. In fact, if u ∈ (F0 ∪ {v})⊥ and take w ∈ F0, then there
exists a continuous linear functional λx,w+v on {w + v}⊥ such that
ϕ(x ⊗ (w + v))(u) = λx,w+v(u)(w + v). (33)
Using Eqs. (29) and (30), we have ϕ(x ⊗ w)(u) = λx,L(u)w and ϕ(x ⊗ v)(u) =
λx,v(u)v. Combining the above two equations and Eq. (33), we get that
λx,w+v(u)(w + v) = λx,L(u)w + λx,v(u)v. Therefore (λx,w+v(u) − λx,L(u))w +
(λx,w+v(u) − λx,v(u))v = 0. It follows that
λx,L(u) = λx,w+v(u) = λx,v(u). (34)
If u ∈ F0 and take w ∈ F0 with w ⊥ u, then
λx,L(u)w + λx,v(u)v = ϕ(x ⊗ w)(u) + ϕ(x ⊗ v)(u)
= ϕ(x ⊗ (w + v))(u) = λx,w+v(u)(w + v).
Therefore,
λx,v(u) = λx,w+v(u) = λx,L(u). (35)
Combining Eqs. (34) and (35), and noting that λx,v(v) = λx,L(v), it is easy to see
that λx,v = λx,L.
Step 3. By imitating the proof of Step 2 in Lemma 3.1, we may show that BL =
Bv . Thus we obtain
ϕ(x ⊗ v)(u) = 〈u, v〉BMx + λx,L(u)v, ∀u ∈ H. (36)
Using Eqs. (29) and (36), we get that
ϕ(x ⊗ w)(u) = 〈u,w〉BLx + λx,L(u)w, ∀u ∈ H, w ∈ F0 ∨ {v}.
This is in contradiction with F0 is a maximal element inF. So F0 = M . If we take
B = BL, it follows from Eq. (29) that
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ϕ(x ⊗ w)(u) = (Bx ⊗ w)(u) + λx,L(u)w, ∀u ∈ H, w ∈ M.
By Riesz representation theorem, there exists a vector λx ∈ H such that 〈u, λx〉 =
λx,L(u) for any u ∈ H . We define an operator C from N into H by Cx = λx for any
x ∈ N . It follows that
ϕ(x ⊗ w) = w ⊗ Cx + Bx ⊗ w, ∀w ∈ M.
Step 4. We claim that C,B ∈ B(N,H). In fact, if we fix x1, x2 ∈ N , then
w ⊗ C(x1 + x2) + B(x1 + x2) ⊗ w
= ϕ((x1 + x2) ⊗ w) = ϕ(x1 ⊗ w) + ϕ(x2 ⊗ w)
= Bx1 ⊗ w + w ⊗ Cx1 + Bx2 ⊗ w + w ⊗ Cx2
= (Bx1 + Bx2) ⊗ w + w ⊗ (Cx1 + Cx2)
for arbitrary w ∈ M . Furthermore (B(x1 + x2) − Bx1 − Bx2) ⊗ w + w ⊗ (C(x1 +
x2) − Cx1 − Cx2) = 0. Therefore
B(x1 + x2) − Bx1 − Bx2 ∈ span{w}, ∀w ∈ M
and
C(x1 + x2) − Cx1 − Cx2 ∈ span{w}, ∀w ∈ M.
It follows that B(x1 + x2) = Bx1 + Bx2 and C(x1 + x2) = Cx1 + Cx2. Similarly,
we may prove that B(αx) = αBx and C(βx) = βCx. Thus we get that both B and
C are linear operators.
Now we only need to prove that B and C are continuous. For arbitrary x ∈ N and
y ∈ M , if we take u, v,w ∈ H , then
〈ϕ(x ⊗ y)u, v〉w = (w ⊗ v)ϕ(x ⊗ y)(u)
= (〈u,Cx〉〈y, v〉 + 〈u, y〉〈Bx, v〉)w.
Thus we have
〈ϕ(x ⊗ y)u, v〉 = 〈u,Cx〉〈y, v〉 + 〈u, y〉〈Bx, v〉. (37)
Fix a vector u ∈ H and take y, v with 〈y, v〉 /= 0 and y ⊥ u. For arbitrary sequence
{xn} ⊆ N with xn → x and Cxn → z as n → ∞, replacing x by xn in Eq. (37), then
we have
〈u,Cx〉〈y, v〉 = 〈ϕ(x ⊗ y)u, v〉
= lim
n→∞〈ϕ(xn ⊗ y)u, v〉
= lim
n→∞〈u,Cxn〉〈y, v〉 = 〈u, z〉〈y, v〉. (38)
It follows from Eq. (38) that 〈u,Cx − z〉 = 0 for any u ∈ H , namely Cx = z. There-
fore C is a closed operator. By the closed graph theorem, C ∈ B(N,H). Similarly,
we may prove that B ∈ B(N,H). This completes the proof. 
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Theorem 3.3. Let M and N be two closed subspaces on a real and separable Hil-
bert space H, and let ϕ be a weak operator topology continuous linear mapping
from B(M,N) into B(H). If ϕ is a *-left 1-preserving kernel-into-range mapping,
then ϕ is a generalized inner *-left derivation.
Proof. By Lemma 3.2, there exist two linear operators B and C from N into H such
that the Eq. (26) holds. If we take A = C∗, then
ϕ(x ⊗ y) = (x ⊗ y)∗A + Bx ⊗ y, ∀x ∈ N, y ∈ M.
Since ϕ and *-operation are weak operator topology continuous, and the set of all
finite rank operators in B(M,N) is dense in the weak operator topology, we have
ϕ(T ) = T ∗A + BT, ∀T ∈ B(M,N),
namely ϕ is a generalized inner *-left derivations. This completes the proof. 
The following lemma is a consequence of Lemma 3.2.
Lemma 3.4. Let N be a complete nest on a real and separable Hilbert space H,
and let ϕ be a *-left 1-preserving kernel-into-range linear mappings from the nest
algebra algN into B(H). If N ∈N with N /= 0 and N− /= H, and ϕ is weak oper-
ator topology continuous, then there exist two operators CN and BN in B(H) with
BN |N⊥ = 0 and CN |N⊥ = 0 such that
ϕ(x ⊗ y) = y ⊗ CNx + BNx ⊗ y, ∀x ∈ N, y ∈ (N−)⊥.
Lemma 3.5. Let N, ϕ, CN and BN be as in Lemma 3.4. If N1, N2 ∈N with
dim((N2)−)⊥ > 1 and {0} /= N1 ⊂ N2, then BN2 |N1 = BN1 and CN2 |N1 = CN1 .
Proof. Since dim((N2)−)⊥ > 1, we may take two nonzero vectorsy1, y2 ∈ ((N2)−)⊥
with y1 ⊥ y2. If x ∈ N1, then x ⊗ yi ∈ algN(i = 1, 2). By Lemma 3.4, we have
ϕ(x ⊗ y1) = y1 ⊗ CN1x + BN1x ⊗ y1
= y1 ⊗ CN2x + BN2x ⊗ y1.
It follows that y1 ⊗ (CN1 − CN2)x = (BN2 − BN1)x ⊗ y1. Furthermore (BN2 −
BN1)x = (CN1 − CN2)x ∈ span{y1}. Similarly (BN2 − BN1)x = (CN1 − CN2)x ∈
span{y2}. Therefore (BN2 − BN1)x = (CN2 − CN1)x = 0, namely BN2 |N1 = BN1
and CN2 |N1 = CN1 . This completes the proof. 
Lemma 3.6. Let N, ϕ, CN and BN be as in Lemma 3.4. Then the following two
sets are bounded in the uniform operator topology.
{BN : N ∈N with {0} ⊂ N and N− ⊂ H },
{CN : N ∈N with {0} ⊂ N and N− ⊂ H }.
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Proof. The proof of the lemma is divided into the following three cases.
Case 1. If dim((H−)−)⊥ > 1, then H− /= H . Suppose that N ∈N with {0} ⊂
N ⊂ H . Then N ⊆ H−. By Lemma 3.4, we have
‖BN‖ = ‖BH−|N‖  ‖BH−‖.
Similarly, we may get that ‖CN‖  ‖CH−‖.
Case 2. If dim((H−)−)⊥ = 0, then H− = H and there exists a subspace sequence
{Nn : n = 1, 2, 3, . . .} ⊆N such that Nn ⊂ Nn+1 ⊂ H and P(Nn) SOT−→ I as n →
+∞. For convenience’s sake, we write Cn = CNn . We claim that sup{‖CN‖ : ∀N ∈
N with {0} ⊂ N ⊂ H } < ∞. In fact, if the claim is not true, then sup{‖CN‖ : ∀N ∈
N with {0} ⊂ N ⊂ H } = ∞. First, we show that
sup{‖Cm − Cn‖ : ∀m ∈ N with m > n} = ∞, ∀n ∈ N. (39)
Indeed, suppose not. Then there exists an n0 ∈ N such that α = sup{‖Cm − Cn0‖ :∀m ∈ N with m > n0} < ∞. If m > n0, then ‖Cm‖  ‖Cm − Cn0‖ + ‖Cn0‖  α +‖Cn0‖ < ∞. Thus, for arbitrary N ∈N with {0} ⊂ N ⊂ H , there exists a nature
number k > n0 such that Nk ⊃ N . Using Lemma 3.5, we have ‖CN‖ = ‖Ck|N‖ 
α + ‖Cn0‖. This is in contradiction with sup{‖CN‖ : ∀N ∈N with {0} ⊂ N ⊂
H } = ∞. So Eq. (39) holds. For arbitrary m, n ∈ N with m > n, by Lemma 3.5,
we have
Cm − Cn = Cm|NmNn.
Taking n1 = 1, by Eq. (39), we may find a nature number m1 > n1 with
‖Cm1 − Cn1‖ > 1, so there exists an x1 ∈ Nm1  Nn1 such that ‖x1‖ = 1 and‖(Cm1 − Cn1)x1‖ > 1. Since
lim
n→∞‖P(Nn)(Cm1 − Cn1)x1‖ → ‖(Cm1 − Cn1)x1‖ > 1,
there exists a nature number l1 > m1 such that ‖P(Nl1)(Cm1 − Cn1)x1‖ > 1. Taking
n2 > l1 and y1 ∈ Nn2  Nl1 with ‖y1‖ = 1, and we write
z1 = P(Nl1)Cm1x1‖P(Nl1)Cm1x1‖
and λ1 = ‖Bm1x1‖.
Using Eq. (39), we may find a nature number m2 > n2 such that ‖Cm2 − Cn2‖ >
2 + λ1. Furthermore we may take x2 ∈ Nm2  Nn2 with ‖x2‖ = 1 such that‖(Cm2 − Cn2)x2‖ > 2 + λ1. Since
lim
n→∞‖P(Nn)(Cm2 − Cn2)x2‖ → ‖(Cm2 − Cn2)x2‖ > 2 + λ1,
there exists a nature number l2 > m2 such that ‖P(Nl2)(Cm2 − Cn2)x2‖ > 2 + λ1.
Take n3 > l2 and y2 ∈ Nn3  Nl2 with ‖y2‖ = 1, and write
z2 = P(Nl2)Cm2x2‖P(Nl2)Cm2x2‖
and λ2 =
2∑
i=1
‖Bmixi‖.
Using Eq. (39), we may find a nature number m3 > n3 such that ‖Cm3 − Cn3‖ >
3 + λ2. Furthermore we may take x3 ∈ Nm3  Nn3 with ‖x3‖ = 1 such that‖(Cm3 − Cn3)x3‖ > 3 + λ2. Since
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lim
n→∞‖P(Nn)(Cm3 − Cn3)x3‖ → ‖(Cm3 − Cn3)x3‖ > 3 + λ2,
there exists a nature number l3 > m3 such that ‖P(Nl3)(Cm3 − Cn3)x3‖ > 3 + λ2.
By duplicating the above same procedure, we may find three nature number se-
quences {nk : k = 1, 2, . . .}, {mk : k = 1, 2, . . .}, {lk : k = 1, 2, . . .}, and three unit
vector sequences {xk : k = 1, 2, . . .}, {yk : i = 1, 2, . . .}, {zk : k = 1, 2, . . .}, and
a positive number sequence {λk : k = 1, 2, . . .} such that lk > mk > nk > lk−1, xk ⊥
xj (k /= j ), xk ∈ Nmk  Nnk , yk ∈ Nnk+1  Nlk , zk = P(Nlk )Cmk xk‖P(Nlk )Cmk xk‖ , λk =∑k
i=1 ‖Bmixi‖, and
‖P(Nlk+1)(Cmk+1 − Cnk+1)xk+1‖ > (k + 1) + λk.
We define an operator T = ∑∞i=1 xi ⊗ yi . It is easy to see that T ∈ algN. Since
zk ⊥ ym(m  k), we have
‖ϕ(T )‖ ‖ϕ(T )zk‖ =
∥∥∥∥∥ limn→∞
n∑
i=1
ϕ(xi ⊗ yi)zk
∥∥∥∥∥
=
∥∥∥∥∥ limn→∞
n∑
i=1
(yi ⊗ Cmixi + Bmixi ⊗ yi)zk
∥∥∥∥∥
=
∥∥∥∥∥ limn→∞
n∑
i=1
〈zk, Cmi xi〉yi +
n∑
i=1
〈zk, yi〉Bmixi
∥∥∥∥∥

∥∥∥∥∥ limn→∞
n∑
i=1
〈zk, Cmi xi〉yi
∥∥∥∥∥−
∥∥∥∥∥
k−1∑
i=1
〈zk, yi〉Bmixi
∥∥∥∥∥
 |〈zk, Cmkxk〉| −
k−1∑
i=1
‖Bmixi‖ = |〈zk, Cmkxk〉| − λk−1
=
∣∣∣∣
〈
P(Nlk )Cmkxk
‖P(Nlk )Cmkxk‖
, Cmkxk
〉∣∣∣∣− λk−1 = ‖P(Nlk )Cmkxk‖ − λk−1
= ‖P(Nlk )(Cmk − Cnk )xk‖ − λk−1 > k.
This is in contradiction with ϕ(T ) ∈ B(H). Therefore
sup{‖CN‖ : ∀N ∈N with {0} ⊂ N ⊂ H } < ∞.
Since (ϕ(x ⊗ y))∗ = CNx ⊗ y + y ⊗ BNx for any x ∈ N, y ∈ (N−)⊥, we may
prove that {BN : ∀N ∈N with {0} ⊂ N ⊂ H } is bounded by imitating the proof of
the above paragraph.
Case 3. If dim((H−)−)⊥ = 1, then dim(H−)⊥ = 1 and (H−)− = H−. There-
fore there exists a subspace sequence {Nn : n = 1, 2, 3, . . .} ⊆N such that Nn ⊂
Nn+1 ⊂ H− and P(Nn) SOT−→ P(H−) as n → +∞. The rest proof is the same as
Case 2. This completes the proof. 
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Lemma 3.7. Let N, ϕ, CN and BN be as in Lemma 3.4, and let dim(H−)⊥ = 1.
If y ∈ (H−)⊥ with ‖y‖ = 1, then the following statements hold true:
(1) If (H−)− /= H−, then there exists a vector z ∈ H such that
(BH + y ⊗ z)|N = BN, (CH − y ⊗ z)|N = CN,
∀N ∈N, {0} ⊂ N ⊆ H−. (40)
(2) If (H−)− = H−, then there exists a vector z ∈ H such that
(BH + y ⊗ z)|N = BN, (CH − y ⊗ z)|N = CN,
∀N ∈N, {0} ⊂ N ⊂ H−. (41)
Proof. We write L = H−, and fix a unit vector y ∈ L⊥ = (H−)⊥.
(1) If L− /= L, then dim(L−)⊥ > 1. Suppose that x ∈ L. It follows from
Lemma 3.4 that x ⊗ y ∈ algN and ϕ(x ⊗ y) = y ⊗ CLx +BLx ⊗ y = y ⊗ CHx +
BHx ⊗ y. Furthermore
y ⊗ (CH − CL)x = (BL − BH)x ⊗ y.
So (CH − CL)x = (BL − BH)x ∈ span{y}. It follows that (BL − BH)|L =
(CH − CL)|L is a rank one operator, so there exists a z ∈ L ⊆ H such that
(BL − BH)|L = (CH − CL)|L = y ⊗ z.
It is easy to see from the above equation that
(BH + y ⊗ z)|L = BL and (CH − y ⊗ z)|L = CL. (42)
Thus, for arbitrary N ∈N with {0} ⊂ N ⊆ L, it follows from Lemma 3.4 that
(BH + y ⊗ z)|N = BL|N = BN and (CH − y ⊗ z)|N = CL|N = CN.
It is easy to see that z is desired in the lemma.
(2) If L− = L, then there exists a sequence {Nn : n = 1, 2, 3, . . .} ⊆N such that
Nn ⊂ Nn+1 ⊂ L and P(Nn) SOT−→ P(L), (n → +∞). By imitating the proof of Case
1, we may find a sequence {zn} with zn ∈ Nn such that
(BH + y ⊗ zn)|Nn = BNn and (CH − y ⊗ zn)|Nn = CNn.
By Lemma 3.4, we know that BNn+1 |Nn = BNn and CNn+1 |Nn = CNn . Furthermore
(BH + y ⊗ zn+1)|Nn = BNn+1 |Nn = BNn = (BH + y ⊗ zn)|Nn. (43)
So (y ⊗ zn+1)|Nn = (y ⊗ zn)|Nn , namely,
P(Nn)zn+1 = zn, n = 1, 2, 3, . . . (44)
It follows from Lemma 3.6 that the sequence {BNn} is bounded. Simultaneously we
have
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‖x‖ · ‖zn‖ − ‖BH‖  ‖(BH + y ⊗ zn)|Nn‖ = ‖BNn‖.
So {zn} is bounded. It follows from Eq. (44) that un = zn − zn−1 ∈ Nn  Nn−1
(n = 1, 2, 3, . . .) (where z0 = 0). Obviously, ui ⊥ uj , (i /= j). Furthermore
n∑
i=1
‖ui‖2 =
∥∥∥∥∥
n∑
i=1
ui
∥∥∥∥∥
2
= ‖zn‖2 < ∞.
Obviously zn = ∑ni=1 ui , so {zn} is convergent. We write z = limn→∞ zn. Then z is
desired in the lemma. In fact, if N ∈N with {0} ⊂ N ⊂ H− = L, then there exists
an Nn such that N ⊂ Nn. Since P(Nn)z = zn, we have
(BH + y ⊗ z)|N = (BH + y ⊗ z)P (Nn)|N = (BH + y ⊗ P(Nn)z)P (Nn)|N
= (BH + y ⊗ zn)P (Nn)|N = BNn |N = BN.
Similarly, we may prove that
(CH − y ⊗ z)|N = CN, ∀N ∈N with {0} ⊂ N ⊂ H− = L.
This completes the proof. 
4. The proof of Theorem 1.1
We now have enough information to prove our main theorem
Proof of Theorem 1.1. (1) ⇒ (2) LetN, ϕ, CN and BN be as in Lemma 3.4. We
claim that there exist two operators B,C ∈ B(H) such that
ϕ(x ⊗ y) = y ⊗ Cx + Bx ⊗ y, ∀x ⊗ y ∈ algN. (45)
We divide the proof of Eq. (45) into the following three cases.
Case 1. If dim(H−)⊥ > 1, we take C = CH and B = BH . Thus, for arbitrary
x ⊗ y ∈ algN, there exists an N ∈N such that x ∈ N and y ∈ (N−)⊥. It follows
from Lemma 3.4 that BH |N = BN and CH |N = CN . Thus we have
ϕ(x ⊗ y) = y ⊗ CNx + BNx ⊗ y = y ⊗ CHx + BHx ⊗ y
= y ⊗ Cx + Bx ⊗ y.
Case 2. If dim(H−)⊥ = 1 and ((H−)−) /= H−, it follows from Lemma 3.7(1) that
there exist two vectors y0, z0 ∈ H such that
(BH + y0 ⊗ z0)|N = BN, (CH − y0 ⊗ z0)|N = CN,
∀N ∈N with {0} ⊂ N ⊆ H−.
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We claim that C = CH − y0 ⊗ z0 and B = BH + y0 ⊗ z0 satisfy in Eq. (45). In
fact, for arbitrary x ⊗ y ∈ algN, there exists an N ∈N such that x ∈ N and y ∈
(N−)⊥.
Suppose that N = H . Then we have
x ⊗ Cx + Bx ⊗ y = y ⊗ (CH − y0 ⊗ z0)x + (BH + y0 ⊗ z0)x ⊗ y
= y ⊗ CHx + BHx ⊗ y = ϕ(x ⊗ y).
Suppose that N ⊂ H . Then N ⊆ H−. It follows from Lemma 3.7(1) that
x ⊗ Cx + Bx ⊗ y = y ⊗ (CH − y0 ⊗ z0)x + (BH + y0 ⊗ z0)x
= y ⊗ CNx + BNx ⊗ y = ϕ(x ⊗ y).
Case 3. If dim H− = 1 and (H−)− = H−, it follows from Lemma 3.7(2) that
there exists two vectors y0, z0 ∈ H such that
(BH + y0 ⊗ z0)|N = BN, (CH − y0 ⊗ z0)|N = CN,
∀N ∈N with {0} ⊂ N ⊂ H.
We claim that C = CH − y0 ⊗ z0 and B = BH + y0 ⊗ z0 satisfy in Eq. (45). In
fact, for arbitrary x ⊗ y ∈ algN, there exists an N ∈N such that x ∈ N and y ∈
(N−)⊥.
Suppose that N = H or N = H−. Then x ∈ N ⊆ H and y ∈ (N−)⊥ = (H−)⊥.
We may prove that Eq. (45) holds by imitating Case 2.
Suppose that N ⊂ H−. It follows from Lemma 3.4 that
x ⊗ Cx + Bx ⊗ y = y ⊗ (CH − y0 ⊗ z0)x + (BH + y0 ⊗ z0)x
= y ⊗ CHx + BHx ⊗ y
= y ⊗ CNx + BNx ⊗ y = ϕ(x ⊗ y).
Therefore Eq. (45) holds. If we take A = C∗, then we get that
ϕ(x ⊗ y) = y ⊗ Cx + Bx ⊗ y = (x ⊗ y)∗A + B(x ⊗ y), ∀x ⊗ y ∈ algN.
Since all finite rank operators in algN is dense by Erdos Density Theorem 3.11 in
[4], and note that ϕ and *-operation are continuous in the weak operator topology,
we obtain
ϕ(T ) = T ∗A + BT, ∀T ∈ algN,
namely, ϕ is a generalized inner *-left derivation.
(2) ⇒ (3) If ϕ is a generalized inner *-left derivation, then there exist two opera-
tors A,B ∈ B(H) such that
ϕ(T ) = T ∗A + BT, ∀T ∈ algN.
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Furthermore
T ∗ϕ(T ) + ϕ(T )T − T ∗ϕ(I)T
= T ∗(T ∗A + BT ) + (T ∗A + BT )T − T ∗(I ∗A + BI)T
= (T 2)∗A + BT 2 = ϕ(T 2),
so ϕ is a generalized Jordan *-left derivation.
(3) ⇒ (4) It is a firsthand result of Theorem 2.1.
(4) ⇒ (2) It is true by imitating the proof method of (1) ⇒ (2).
(2) ⇒ (1) It is obvious.
This completes the proof. 
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