For general repeated measures designs the Wald-type statistic (WTS) is an asymptotically valid procedure allowing for unequal covariance matrices and possibly nonnormal multivariate observations. The drawback of this procedure is the poor performance for small to moderate samples, i.e., decisions based on the WTS may become quite liberal. It is the aim of the present paper to improve its small sample behavior by means of a novel permutation procedure. In particular, it is shown that a permutation version of the WTS inherits its good large sample properties while yielding a very accurate finite sample control of the type-I error as shown in extensive simulations. Moreover, the new permutation method is motivated by a practical data set of a split plot design with a factorial structure on the repeated measures. In many experiments in the life, social or psychological sciences the experimental units (e.g. subjects) are repeatedly observed at different occasions (e.g. at different time points) or under different treatment conditions. This leads to certain dependencies between observations from the same unit and results in a more complicated statistical analysis of such studies. In the context of experimental designs, the repeated measures are considered as levels of the sub-plot factor. If several groups are observed, these are considered as levels of the whole-plot factor. Typical questions in this setting concern the investigation of a group effect, a non-constant effect of time or different time profiles in the groups. Classical repeated measures models, where hypotheses are tested with Hotelling's T 2 (Hotelling, 1931) or Wilks's Λ (Wilks, 1932), assume normally distributed observation vectors and a common covariance matrix for all groups, see e.g. the monograph of Davis (2002) . In medical and biological research, however, the assumptions of equal covariance matrices and multivariate normally distributed outcomes are often not met and a violation of them may inflate the type-I error rates, see the comments in Xu and Cui (2008) , Suo et al. (2013) or Konietschke et al. (2015) . Therefore, other procedures have been developed for repeated measures which are based on certain approximation techniques (Geisser and Greenhouse (1958); Greenhouse and Geisser (1959); Huynh and Feldt (1976); Lecoutre (1991) (2015b)). However, these papers mainly assume the multivariate normal distribution and only discuss methods for specific models which are also asymptotically only approximations, i.e., they do not even lead to asymptotic exact tests. Another possibility is to apply a specific mixed model in the GEE context, see e.g. the text books by Molenberghs (2009, 2012). These methods require that the data stems from a specific exponential family. An exception is given by the multivariate Wald-type test statistic (WTS) which is asymptotically exact. However, it is well known that it requires large sample sizes to keep the pre-assigned type-I error level, see e.g. Brunner (2001 and Konietschke et al. (2015) . To improve the small sample behavior of the WTS in a MANOVA setting, proposed different bootstrap techniques. Another possibility would be to apply permutation procedures. It is well known that permutation tests are finitely exact under the assumption of exchangeability, see e.g. Brombin et al. (2013 ), Pesarin (2001 , Mielke and Berry (2007) or Pesarin and Salmaso (2010a,b, 2012) for examples. In most of these examples, however, permutation tests are only applied in situations where the null distribution is invariant under the corresponding randomization group. A modified permutation procedure may also be applied in situations where this invariance does not hold, see e.g. Janssen and Pauls (2003), Janssen (2005), Omelka and Pauly (2012) , Chung and Romano (2013) and . The main idea in these papers is to apply a studentized test statistic and to use its permutation distribution (based on permuting the pooled sample) for calculating critical values. This leads to particularly good finite sample properties even in 2 case of general factorial designs with fixed factors, see . It is the aim of the present paper to extend the concept of permuting all data to the context of longitudinal data in general (not necessarily normal and homoscedastic) split plot designs. Applied to the WTS this generalizes the results of and leads to astonishingly accurate results despite the dependencies in repeated measurements data.
Motivation and Introduction
In many experiments in the life, social or psychological sciences the experimental units (e.g. subjects) are repeatedly observed at different occasions (e.g. at different time points) or under different treatment conditions. This leads to certain dependencies between observations from the same unit and results in a more complicated statistical analysis of such studies. In the context of experimental designs, the repeated measures are considered as levels of the sub-plot factor. If several groups are observed, these are considered as levels of the whole-plot factor. Typical questions in this setting concern the investigation of a group effect, a non-constant effect of time or different time profiles in the groups. Classical repeated measures models, where hypotheses are tested with Hotelling's T 2 (Hotelling, 1931) or Wilks's Λ (Wilks, 1932) , assume normally distributed observation vectors and a common covariance matrix for all groups, see e.g. the monograph of Davis (2002) . In medical and biological research, however, the assumptions of equal covariance matrices and multivariate normally distributed outcomes are often not met and a violation of them may inflate the type-I error rates, see the comments in Xu and Cui (2008) , Suo et al. (2013) or Konietschke et al. (2015) . Therefore, other procedures have been developed for repeated measures which are based on certain approximation techniques (Geisser and Greenhouse (1958) ; Greenhouse and Geisser (1959) ; Huynh and Feldt (1976) ; Lecoutre (1991) ; Keselman et al. (2000) ; Werner (2004) ; Ahmad et al. (2008) ; Brunner (2009) ; Brunner et al. (2009) ; Kenward and Roger (2009) ; Brunner et al. (2012) ; Chi et al. (2012) ; Pauly et al. (2015b) ). However, these papers mainly assume the multivariate normal distribution and only discuss methods for specific models which are also asymptotically only approximations, i.e., they do not even lead to asymptotic exact tests. Another possibility is to apply a specific mixed model in the GEE context, see e.g. the text books by Molenberghs (2009, 2012) . These methods require that the data stems from a specific exponential family. An exception is given by the multivariate Wald-type test statistic (WTS) which is asymptotically exact. However, it is well known that it requires large sample sizes to keep the pre-assigned type-I error level, see e.g. Brunner (2001) , and Konietschke et al. (2015) . To improve the small sample behavior of the WTS in a MANOVA setting, proposed different bootstrap techniques. Another possibility would be to apply permutation procedures. It is well known that permutation tests are finitely exact under the assumption of exchangeability, see e.g. Brombin et al. (2013) , Pesarin (2001) , Mielke and Berry (2007) or Pesarin and Salmaso (2010a,b, 2012) for examples. In most of these examples, however, permutation tests are only applied in situations where the null distribution is invariant under the corresponding randomization group. A modified permutation procedure may also be applied in situations where this invariance does not hold, see e.g. Janssen and Pauls (2003) , Janssen (2005) , Omelka and Pauly (2012) , Chung and Romano (2013) and . The main idea in these papers is to apply a studentized test statistic and to use its permutation distribution (based on permuting the pooled sample) for calculating critical values. This leads to particularly good finite sample properties even in case of general factorial designs with fixed factors, see . It is the aim of the present paper to extend the concept of permuting all data to the context of longitudinal data in general (not necessarily normal and homoscedastic) split plot designs. Applied to the WTS this generalizes the results of and leads to astonishingly accurate results despite the dependencies in repeated measurements data.
The methodology derived in this paper is motivated by the following data example on the O 2 consumption of leukocytes. To examine the breathability of leukocytes, an experiment with 44 HSD-rats was conducted. A group of 22 rats was treated with a placebo, while the other 22 rats were treated with a substance supposed to enhance the humoral immunity. 18 hours prior to the opening of the abdominal cavity, all animals received 2.4 g sodium-caseinat for the production of a peritoneal exudate rich on leukocytes. In order to obtain a sufficient amount of material the peritoneal liquid of 3-4 animals was mixed and the leukocytes therein were rehashed in an experimental batch. One half of the experimental batch was mixed with inactivated staphylococci in a ratio of 100:1, the other half remained untreated and served as a control. Then, the oxygen consumption of the leukocytes was measured with a polarographic electrode after 6, 12 and 18 minutes, respectively. For each group separately, 12 experimental batches were carried out. The means over the experimental batches in both treatment groups are listed in Table 1 . Questions of interest in this example concern the effect of the whole-plot factor 'treatment', the effect of the sub-plot factors 'staphylococci' and 'time' as well as interactions between these effects. We note that the empirical 6 × 6 covariance matrices of the two groups appear to be quite different (see the supplement for details). This also motivates to include unequal covariance matrices in our model. For such experimental designs procedures are derived in this paper that lead to good small sample control of the type-I error while being asymptotically exact.
The paper is organized as follows. The underlying statistical model is described in Section 2, where we also introduce the Wald-type (WTS) as well as the ANOVA-type statistic (ATS) and state their asymptotic behavior. In Section 3, we describe the novel permutation procedure used to improve the small sample behavior of the WTS. Afterwards, we present the results of extensive simulation studies in Section 4, analyzing the behavior of the permuted test statistic in different simulation designs with certain competitors. Additional simulation results have also been run for several other resampling schemes. They did not show a better performance than the permutation procedure and are only reported in the supplementary material, where also various power simulations can be found. The motivating data example is analyzed in detail in Section 5. The paper closes with a brief discussion of our results in Section 6. All proofs are given in the supplementary material.
Statistical Model, Hypotheses and Statistics

Statistical Model and Hypotheses
To establish the general model, let
denote independent random vectors with distribution
We do not assume any special structure of the covariance matrix V i which may even be different between groups 1 ≤ i ≤ a. Note that we also allow the number of time points t i to differ between groups. The most common case where t i = t for all i = 1, . . . , a is thus a special case of model (2.1). Here the time points t i ∈ N are fixed. For convenience, we collect the observation vectors Y ik in
In this set-up, hypotheses are formulated as H µ 0 : Hµ = 0, where µ = (µ 1 , . . . , µ a ) denotes the vector of all expectations µ is = E(Y i1s ), i = 1, . . . , a; s = 1, . . . , t i and H is a suitable contrast matrix, i.e., its rows sum up to zero. Examples of H are presented in Section 4.
Throughout the paper, we will use the following notation. We denote by I t the tdimensional unit matrix and by J t the t × t matrix of 1's, i.e., J t = 1 t 1 t , where 1 t = (1, . . . , 1) is the t-dimensional column vector of 1's. Furthermore, let P t = I t − 1 t J t denote the t-dimensional centering matrix. By ⊕ and ⊗ we denote the direct sum and the Kronecker product, respectively.
An estimator of µ is given by
Y iks , s = 1, . . . , t i and the covariance matrix V i in treatment group i is estimated by the sample covariance matrix
Let N = a i=1 n i denote the total number of subjects in the trial, T = a i=1 t i the total number of time points andÑ = a i=1 n i t i the total number of observations. Then the asymptotic results are derived under the following two assumptions:
(1)
Statistics and Asymptotics
We consider two commonly used test statistics for repeated measures and multivariate data. First, the so-called ANOVA-type statistic (ATS), introduced in Brunner (2001) , is given as:
where (·) − denotes some generalized inverse. Note that the test statistic does not depend on the special choice of the generalized inverse. Its asymptotic distribution is established in the next theorem. THEOREM 2.1 Under the null hypothesis H µ 0 : Hµ = 0, the ATS in (2.3) has, asymptotically, the same distribution as the random variable
∼ χ 2 1 and the weights λ is are the eigenvalues of
holds that the ATS has, asymptotically, the same distribution as Z T Z, where Z ∼ N (ν, Σ). If additionally Σ > 0, the ATS has the same distribution as a weighted sum of χ 2 1 (δ) distributed random variables, where the weights are again the eigenvalues λ is and δ = ν Σ −1 ν.
Since the λ is are unknown, the result cannot be applied directly. Nevertheless, Brunner (2001) proposed to approximate the distribution of X by the distribution of a scaled χ 2 -distribution, i.e., by g ·X ν , whereX ν ∼ χ 2 ν (Box, 1954) . The constants g and ν are estimated from the data such that the first two moments of X and g ·X ν coincide (Box, 1954) . This leads to approximating the statistic
by an F ( ν, ∞)-distribution with estimated degree of freedomν = tr
where F α ( ν, ∞) denotes the (1 − α)-quantile of the F ( ν, ∞)-distribution, leads to consistent test decisions for fixed alternatives. However, it is in general no asymptotic level α test under the null hypothesis, which is a severe drawback of this procedure. Thus, we discuss a second statistic, the so-called Wald-type statistic (WTS) given as
Here (H ΣH ) + denotes the Moore-Penrose inverse of (H ΣH ). In order to test the general linear hypotheses H 
Although ϕ W T S possesses these nice asymptotic properties, it is well-known that very large sample sizes n i are necessary to maintain the pre-assigned level α using quantiles of the limiting χ 2 -distribution, see Konietschke et al. (2015) , and Brunner (2001) as well as Table 2 below. This leads to a limited applicability of the WTS in practice.
To accept the need for a novel procedure, we investigate the accuracy of the two test statistics in a one sample repeated measure design with n subjects and t repeated measures Y ks . The null hypothesis H µ 0 : {µ 1 = · · · = µ t } = {P t µ = 0}, µ = (µ 1 , . . . , µ t ) is considered and the components of Y k are selected as standardized log-normally distributed random variables, i.e.,
for i.i.d. log-normally distributed ks , k = 1, . . . , n and s = 1, . . . , t. The results are displayed in Table 2 , where the simulated type-I error rates of the WTS and ATS are given. It is readily seen that the test based on the WTS considerably exceeds the nominal level of 5%, while the ATS leads to rather conservative decisions. Thus, to enhance the small sample properties of the above tests we have compared different resampling approaches in an extensive simulation study, presented in Section 9 of the supplementary material Friedrich et al. (2016) . Surprisingly, the best procedure turned out to be a permutation technique that randomly permutes the pooled univariate observations without taking into account the existing dependencies for calculating critical values. This at first sight counter-intuitive method is motivated from Konietschke and Pauly (2014) , where a similar approach has been applied in the paired two-sample case. Moreover, the current procedure generalizes the permutation test on independent observations by and implemented in the R package GFD (Friedrich et al., 2015) to the case of repeated measures and multivariate data. The details are explained in the next section. It is obvious, that Y and Y π only have the same distribution, if the components of Y are exchangeable. However, this is not the case in general two-and higher way layouts, even in the case of independent observations, see e.g. Huang et al. (2006) . Following the approach of Neuhaus (1993 ), Janssen (1997 , 2005 , Omelka and Pauly (2012) , Chung and Romano (2013) and in the case of independent observations, the idea is to studentize the statistic √ N Y π · and consider its projection into the hypothesis space, resulting in the WTS of the permuted observations, namely
The Permutation Procedure
In the sequel we will denote Q π N as the WTPS. Note, that the question how to permute is more involved here than in the case of independent univariate observations. A heuristic reason why the above approach might work is as follows: Unconditionally, all permuted components possess the same mean. Thus, when multiplied by a contrast matrix the permuted means vector always mimics the null situation, i.e., HE(Y π · ) = 0 always holds. In particular, it can be shown that the conditional distribution of the WTPS Q π N in (3.1) always approximates the null distribution of Q N in (2.5) in the general repeated measures design under study; thus leading to an asymptotically valid permutation test. This result is formulated in the following theorem: THEOREM 3.1 The studentized permutation distribution of Q π N in (3.1) conditioned on the observed data Y weakly converges to the central χ 2 f distribution in probability, where f = rank(H).
REMARK 3.1 Theorem 3.1 states that the permutation distribution asymptotically provides a valid approximation of the null distribution of the test statistic Q N in (2.5). To be concrete, this means that for any underlying parameters µ ∈ R T and µ 0 ∈ H 0 (H) with Hµ 0 = 0 we have convergence in probability
Here, P µ (Q N ≤ x) and P µ (Q π N ≤ x|Y ) denote the unconditional and conditional distribution function of Q N and Q π N , respectively, under the assumption that µ is the true underlying parameter. given the observed data Y , i.e., ϕ W T P S = 1{Q N > c * 1−α }. Theorem 3.1 implies that this test asymptotically keeps the pre-assigned level α under the null hypothesis and is consistent for any fixed alternative Hµ = 0, i.e., it has asymptotically power 1. Moreover, it has the same asymptotic power as the WTS for local alternatives Hµ =
2. It follows that the permutation test and the classical Wald-type test are asymptotically equivalent and that both have the same local power under contiguous alternatives. In particular the asymptotic relative efficiency of the WTPS compared to the classical WTS is 1. Moreover, the permutation test based on Q π N is finitely exact if the pooled data Y are exchangeable under the null hypothesis. In comparison, the ATS also leads to a consistent test for fixed alternatives but does not provide an asymptotic level α test since it is only an approximation.
We note, that the proof given in the supplement to this paper indicates that the given permutation technique does not work in case of the ATS. In particular, a permutation version of the ATS would also possess a weighted χ 2 -limit distribution but with different weights, sayλ is , due to an incorrect covariance structure. REMARK 3.3 Our general framework (2.1) allows for the treatment of different important factorial designs in the context of multivariate repeated measures data analysis. As in the idea is to accordingly split the indices in subindices and to choose an appropriate hypothesis matrix H. Examples of different cross-classified and hierarchically nested designs are discussed in Section 4 of Konietschke et al. (2015) . For repeated measures, examples are given in Sections 4 and 5 below as well as in Brunner (2001) .
Simulations
In order to investigate the small sample behavior of the WTPS, we present extensive simulation results for different designs and covariance structures. The procedure is analyzed in different settings with regard to maintaining the pre-assigned type-I error rate (α = 5%). The results for the WTPS are compared to the asymptotic quantiles of the ATS (F -quantile) and the WTS (χ 2 -quantile).
Data Generation
For our simulation studies, we simulated a split plot design which, in the context of longitudinal data, is a design with a groups, n i subjects in group i and t i = t repeated measures Y iks , s = 1, . . . , t. Let
. . , a, and let B ik ∼ N (0, σ 2 i ) denote independent additive subject effects. The i.i.d. random vectors ik = ( ik1 , . . . , ikt ) were generated from different standardized distributions by
Var (˜ iks ) , where˜ iks denote i.i.d. normal, exponential or log-normal random variables. A simulation setting with a = 3 groups and t = 4, 8 repeated measures was considered. The null hypotheses investigated are
where
We considered balanced as well as unbalanced designs for the n = (n 1 , n 2 , n 3 ) subjects in group 1-3, respectively. The simulated numbers of subjects were n (1) = (30, 20, 10), n (2) = (10, 20, 30) and n (3) = (15, 15, 15). Furthermore, we simulated three different covariance structures V i Setting 1: V i = I t for all i = 1, 2, 3
Setting 3:
In Setting 1 and 2 the covariance structures are the same for all groups, whereas in Setting 3 we have an autoregressive covariance structure with different parameters for the different groups. Moreover, we simulated block effects with different variances σ 2 i ∈ {0, 1, 2}. However, since the results were almost identical, we here only report the case σ 2 i = 0. All simulations were conducted with 10,000 simulation and 1,000 permutation runs.
Type-I error rates
The resulting type-I error rates for the hypotheses of no time effect T and no group × time interaction GT are displayed in Tables 3 and 4 , respectively.
It is obvious that the tests based on the WTS considerably exceed the nominal level for small sample sizes. This behavior becomes worse with an increasing number of repeated measurements and when testing the interaction hypothesis. In some cases, the WTS reaches an empirical type-I error rate of almost 50% when testing the GT -interaction. This means that its accuracy is no better than flipping a coin. The ATS, in contrast, keeps the pre-assigned level α pretty well for normally distributed observations, even for small sample sizes. With an increasing number of repeated measurements and/or non-normal data, however, the ATS leads to quite conservative decisions. Furthermore, the ATS leads to slightly conservative decisions when testing the interaction hypothesis, even with normally distributed data. The WTPS is reasonably close to the pre-assigned level α in most situations, even under non-normality and for testing the interaction hypothesis. Despite the dependencies in longitudinal data, the permutation procedure greatly improves the behavior of the WTS in small sample settings. However, when testing the interaction hypothesis for t = 8 repeated measurements the WTPS shows a more or less conservative behavior in Setting 3 combined with n (2) , and a slightly liberal behavior for Setting 3 with n (1) . The simulations show a clear advantage of the permutation procedure as compared to the χ 2 -approximation of the Wald-type statistic. The WTPS controlled the 5% level in most situations, even under non-normality, i.e., in situations where the ATS may lead to quite conservative decisions.
Additional simulation results
We note that additional simulations for the type-I error can be found in the supplementary material to this paper. There we have compared the above methods with other resampling schemes such as the bootstrap procedures described in Konietschke et al. (2015) . Of all procedures analyzed in the simulations, the permutation procedure produced the best results.
Quality of the approximation
In the following, we denote by F N the distribution function of Q N under H 0 , by F the distribution function of the limiting χ −1 , the quantile functions of the test statistic and its permuted version (KQS π ), respectively. We have calculated these distances for all simulation settings described above. Detailed results can be found in Section 10 of the supplementary material. It turned out that KQS π is always smaller than KQS, i.e., the approximation provided by the permutation procedure is considerably better than the asymptotic χ 2 approximation for all simulation settings considered. In our simulations, KQS ranged from 1.991 to 48.11 with a median distance of 9.179, whereas KQS π ranged from 0.1049 to 7.618 with a median value of 0.8948. Figure 1 exemplarily shows the plots of the corresponding quantile functions for one of the simulation scenarios.
Large sample behavior
In this section, we analyze the large sample behavior of the WTS and WTPS. We considered only normally distributed random variables with covariance structure Setting 2 for an unbalanced (n (1) = (30, 20, 10)) as well as a balanced (n (3) = (15, 15, 15)) design with t = 4, 8 time points. The sample size was increased by adding b1 3 to the above sample size vectors for b = 0, 20, . . . , 200. The results for the type-I error under the null hypothesis of no interaction and covariance setting 2 are presented in Figure 2 . The behavior of the WTS improves with growing sample size but even for 115 individuals in all groups, the WTS still exceeds the nominal level. The WTPS, in contrast, is rather close to the pre-assigned level even for small sample sizes. 
Power
The power simulations are explained in detail in Section 11 of the supplementary material to this paper. Since the WTS turned out to test on different α−levels (see the simulation results under the null hypothesis), we have excluded it from the analyses. We additionally considered the approximation described by Lecoutre (1991) as well as Hotelling's T 2 (Hotelling, 1931) . It turns out that the ATS has the highest power for normally distributed data, performing slightly better than the WTPS. For log-normally distributed data, the WTPS has larger power than the other methods and it is the only method controlling the type-I error correctly.
Application: Analysis of the Data Example
Finally, we analyze the data example on oxygen consumption of leukocytes in the presence and absence of inactivated staphylococci. In this setting we wish to analyze the effect of the whole-plot factor 'treatment' (factor A, Placebo/Verum, a = 2) as well as the sub-plot factors 'staphylococci' (factor B, with/without, b = 2) and 'time' (factor T, 6/12/18 min, t = t i = 3, i = 1, . . . , ab). We are also interested in interactions between the different factors. The mean values of the data are given in Table 1 in Section 1.
In the analysis we compared the three tests discussed above: The ATS in (2.4) is compared to the corresponding F (ν, ∞)-quantile, the WTS in (2.5) to the asymptotic χ 2 fquantile as well as the quantile obtained by the permutation procedure (WTPS). The seven different null hypotheses of interest about main and interaction effects can be tested by choosing the related hypotheses matrices. Here, we have chosen
1 b ⊗ P t for testing the main effect of the three factors A, B, and T . For the interaction terms we used the matrices
The resulting p-values of the analysis are presented in Table 14 . For this example all tests under considerations lead to similar conclusions: Each factor (treatment, staphylococci and time) has a significant influence on the O 2 consumption of the leukocytes. Moreover, there is a significant interaction between treatment and time.
Conclusions and Discussion
In this paper, we have generalized the permutation idea of for independent univariate factorial designs to the case of repeated measures allowing for a factorial structure. Here, the suggested permutation test is asymptotically valid and does not require the assumptions of multivariate normality, equal covariance matrices or balanced designs. It is based on the well-known Wald-type statistic (WTS) which possesses the beneficial property of an asymptotic pivot while being applicable for general repeated measures designs. Since it is well known for being very liberal for small and moderate sample sizes, we have considerably improved its small sample behavior under the null hypothesis by a studentized permutation technique. For univariate and independent observations the idea of this technique dates back to Neuhaus (1993) and Janssen (1997) and has recently been considered for more complex designs in independent observations by Chung and Romano (2013) and .
In addition, we have rigorously proven in Theorem 3.1 that the permutation distribution of the WTS always approximates the null distribution of the WTS and can thus be applied for calculating data-dependent critical values. In particular, the result implies that the corresponding Wald-type permutation test is asymptotically exact under the null hypothesis and consistent for fixed alternatives while providing the same local power as the WTS under contiguous alternatives.
Moreover, our simulation study indicated that the permutation procedure showed a very accurate performance in all designs under consideration with moderate repeated measures (t=4) and homoscedastic or slightly heteroscedastic covariances. Only in the case of a larger number of repeated measurements (t=8) the WTPS showed a more or less liberal (conservative) behavior when testing the interaction hypothesis in an unbalanced design. However, all other competing procedures considered in the paper and the supplementary material did not perform better in these situations.
Roughly speaking, the good performance of the WTPS for finite samples may be explained by a better approximation of the underlying distribution of the WTS by the permutation distribution as compared to the χ 2 -distribution. This could be seen clearly in the distances between the quantile functions. s=1 λ is X is where λ is are the eigenvalues of T Σ and
Proof of Theorem 2.2: The null distribution of the WTS follows analogous to the proof of Theorem 2.1 in Konietschke et al. (2015) . Obviously, ϕ W T S is an asymptotic level α test and consistent for fixed alternatives Hµ = 0. Under
distribution. Thus, the WTS has asymptotically a non-central χ 2 f (δ) distribution with f = rank(H) degrees of freedom and non-centrality parameterδ = (Hν) (HΣH ) + Hν. 2
We will now proof Theorem 3.1. For notational convenience, we introduce
for the pooled sample. Since H1 = 0 we can rewrite the permuted test statistic as
Based on this representation, we can split the proof of Theorem 3.1 in two results. There, we first show that the conditional distribution of
given the data is asymptotically multivariate normal. However, it turns out that the resulting covariance matrix is different from Σ. Our approach corrects for the 'wrong' covariance structure by studentizing with Σ π , which is shown in a second step. Altogether, this proves the consistency of the WTPS as stated in Theorem 3.1 as well as the properties of the corresponding test mentioned in Remarks 3.1 and 3.2.
Note that there exist finite limits b i = lim min(n i )→∞Ñ n i ∈ (1, ∞), i = 1, . . . , a because of (1) and 0 < max i=1,...,a (t i ) < ∞.
LEMMA 8.1 Under the assumptions of Theorem 3.1, the conditional permutation distribution of
given the observed data Y weakly converges to a multivariate normal -N (0, σ 2 Γ) -distribution in probability, where
Proof: First note that the classical Cramér-Wold device cannot be applied directly in this context due to the occurrence of uncountably many exceptional sets. Therefore we will apply a modified Cramér-Wold device, see e.g. the proof of Theorem 4.1 in . Let D be a dense and countable subset of R T . Then for every fixed
since π is uniformly distributed on the set of all permutations of the numbers {1, . . . ,Ñ }. Let b i = lim min(n i )→∞Ñ n i with b i < ∞ because of (1) and max(t i ) < ∞.
We now apply Theorem 4.1 in to prove the conditional convergence in distribution. Therefore, we have to prove the following conditions: 
Moreover, (8.8) holds due to
where W fulfills E(W ) = 0 and Var (W ) = σ 2 λ . It remains to prove (8.5):
Furthermore:
because of independence and condition (2), the desired conclusion follows with Tschebyscheff's inequality.
Altogether, this implies by Theorem 4.1 in 
in probability. This convergence holds for every fixed λ ∈ D. Applying the subsequential principle for convergence in probability we can find a common subsequence such that (8.10) holds almost surely for all λ ∈ D along this subsequence. Now continuity of the characteristic function of the limit and tightness of the conditional distribution of
given Y show that (8.10) holds almost surely for all λ ∈ R T along this subsequence. Thus, an application of the classical Cramér-Wold device together with another application of the subsequence principle imply the result.
2
Now we will study the convergence of
Under the assumptions of Theorem 3.1 we have convergence in probability
Proof: It suffices to show that ( V π i ) r,s P → σ 2 1{r = s} in probability for all 1 ≤ r, s ≤ t i . Therefore consider
First, consider B. It holds:
µ is for all r and all i analogous to (8.9). Furthermore, setting d
N,s := 1{(r − 1)n i + 1 ≤ s ≤ rn i }/n i for 1 ≤ s ≤Ñ and using Theorem 3 from Hájek et al. (1999) we get convergence in probability of the corresponding conditional variance
Altogether this implies convergence in probability by the continuous mapping theorem
For part A we distinguish two cases: First, assume r = s. We have
Now consider the conditional expectation of
as well as
which converges to 0 in probability as above and since we have
because of the existence of fourth moments. Now, consider r = s. We have that
Consider E(Z N,i Z N,j ). There are two possibilities: If Z N,i and Z N,j stem from different random vectors (i.e., from different individuals) they are independent and we can write
If they stem from the same individual, we cannot rewrite the expectation and we denote it by γ i,j := E(Z N,i Z N,j ) ∈ (−∞, ∞). For every fixed i there are (t i − 1) possible j's such that Z N,i and Z N,j come from the same individual. This implies:
where the index sets are defined as Ξ = {(i, j, ) : i = j and i, j stem from different subjects} and Λ = {(i, j) : i = j and i, j stem from the same subject}. Because of the Cauchy-Schwarz inequality and Condition (2) it holds that
Thus, it follows that
as N → ∞. For the first summand on the right hand side in Equation (8.11), it holds that
To complete the proof it remains to show that Var
As above, we distinguish between the cases (i, j) ∈ Ξ and (i, j) ∈ Λ. If Z N,i 1 Z N,j 1 and Z N,i 2 Z N,j 2 stem from different individuals it holds that Cov (Z N,i 1 Z N,j 1 , Z N,i 2 Z N,j 2 ) = 0 because of independence. In all other cases it holds that (2) and the Cauchy-Schwarz inequality. Furthermore, for every fixed i 1 and j 1 there are less than 5(max t i ) 4 possibilities for Z N,i 2 Z N,j 2 to stem from the same individual(s) as Z N,i 1 Z N,j 1 , such that at least one of the sums cancels out and Var
This implies that for r = s
and for r = s we have ( V π i ) r,s P → σ 2 . Altogether, this proves the desired result. 2
We are now able to prove Theorem 3.1. Proof: Applying the continuous mapping theorem together with Lemma 8.1 yields condi-
Moreover, we have convergence in probability
by Lemma 8.2. Since det( V π i ) > 0 almost surely for N large enough due to Σ > 0, the corresponding Moore-Penrose inverse converges as well in probability and hence another application of the continuous mapping theorem proves the result using Theorem 9.2.2 in . 2 9 Other resampling approaches
Nonparametric bootstrap approach
Here, we consider a nonparametric bootstrap sample Y * = (Y * 111 , . . . , Y * anat ) drawn with replacement from the pooled observation vector Y = (Y 111 , . . . , Y anat ). Therefore, given the observations, the bootstrap components are all independent with identical distribution which is given by the empirical distribution of Y * . The WTS of the bootstrap sample is given by
where Y * · is the vector of means of the bootstrap sample and Σ * denotes their covariance matrix. THEOREM 9.1 The distribution of Q * N conditioned on the observed data Y weakly converges to the central χ 2 f distribution in probability, where f = rank(H). In particular, we have
in probability for any underlying parameter µ ∈ R at and µ 0 ∈ H 0 (H).
Proof: The result follows analogously to the proof of Theorem 3.1 in the paper. 2
Note, that a nonparametric bootstrap version based on drawing with replacement from the observation vectors as in Konietschke et al. (2015) performed considerably worse than the parametric bootstrap approach described below and is therefore not reported here.
In addition, we have also studied a nonparametric bootstrap version of the ATS (although this is in general not asymptotically correct) given by
A corresponding permutation version of the ATS has not been considered since it is also asymptotically only an approximation.
Parametric bootstrap approach
We have also considered a parametric bootstrap approach as studied by, e.g. Konietschke et al. (2015) . Here, the parametric bootstrap variables are generated as
The idea behind this approach is to obtain a more accurate finite sample approximation by mimicking the given covariance structure of the original data. We can again compute the WTS and ATS from the parametric bootstrap vectors as
and
where Y · is the vector of means of the parametric bootstrap sample and Σ denotes their empirical covariance matrix.
THEOREM 9.2 The distribution of Q N conditioned on the observed data Y weakly converges to the central χ 2 f distribution in probability, where f = rank(H). In particular, we have
in probability for any underlying parameters µ, µ 0 ∈ R at with Hµ 0 = 0. Furthermore, for the ATS of the parametric bootstrap sample it also holds that
in probability for any underlying parameters µ, µ 0 ∈ R at with Hµ 0 = 0. Thus, the conditional distribution of F N always approximates the null distribution of F N .
Proof: The result for the WTS follows analogously to the proof of Theorem 3.2 in Konietschke et al. (2015) . For the parametric bootstrap version of the ATS the result is obtained by the multivariate Lindeberg-Feller Theorem, the Continuous Mapping Theorem and another application of Slutsky's Theorem. The details are left to the reader. 2
Type-I error rates
In the following, we present the results of the detailed simulation studies conducted as described in Section 4 of the paper. For comparison, the results of the permutation approach are also included. The results for the hypothesis of no time effect T are presented in Tables 6, 7 and 8 for the normal, log-normal and exponential distribution, respectively. The results for the hypothesis of no group × time interaction are in Tables 9, 10 and 11, respectively. The parametric bootstrap approach is denoted by PBS, the nonparametric bootstrap by NPBS. The results are again compared to the asymptotic quantiles, i.e. the F (ν, ∞)-quantile for the ATS and the χ 2 f -quantile for the WTS. A permutation version of the ATS has not been considered for the reasons stated above. The covariance settings and the number of simulated individuals are the same as described in Section 4. Table 7 : Simulation results for the hypothesis of no time effect with log-normal distribution. , s = 1, . . . , t and δ ∈ {0, 0.5, 1, 1.5, 2, 3}. We considered a balanced design with 15 individuals per group, hypothesis matrix H = P t (I t . . . − I t ) and again simulated both t = 4 and t = 8 repeated measures. Figures 4 and 5 display the power comparison for the WTPS, the ATS, the approximation described by Lecoutre (1991) as well as Hotelling's T 2 (Hotelling, 1931) for normal distribution and t = 4 and t = 8 repeated measures, respectively. In Figures 6 and  7 , the results for the log-normal distribution are displayed. From these figures it appears that the ATS has slightly higher power for normally distributed data. For log-normally distributed data, the WTPS has larger power than the other methods and it is the only method controlling the type-I error correctly. We also note that the approximation by Huynh-Feldt and Lecoutre performs worst for the log-normal distribution. 12 Analysis of the data example: Comparing the different approaches
We again consider the data example from Section 5 on the oxygen consumption of leukocytes. First of all, we notice that the empirical covariance matrices of the two groups appear to be quite different. The empirical covariance matrix in the Placebo-group (rounded to three digits) is given as For this data set, the results are similar for all resampling methods and the asymptotic approaches considered.
