ABSTRACT
INTRODUCTION
This document describes, and is written to conform to, author guidelines for the journals of AIRCC series. It is prepared in Microsoft Word as a .doc document. Although other means of preparation are acceptable, final, camera-ready versions must conform to this layout. Microsoft Word terminology is used where appropriate in this document. Although formatting instructions may often appear daunting, the simplest approach is to use this template and insert headings and text into it as appropriate.
RELATED WORKS
The work of sentiment analysis in Manipuri is not reported up to the best of the author's knowledge. Works on emotion identification is reported in [2] and [3] . For Indian languages works on SentiWordNet and subjectivity detection is reported in [4] and [5] . CRF based work on sentiment analysis is reported in [6] .
CONCEPT OF CONDITION RANDOM FIELD
The concept of Conditional Random Field [7] is developed in order to calculate the conditional probabilities of values on other designated input nodes of undirected graphical models. CRF encodes a conditional probability distribution with a given set of features. It is an unsupervised approach where the system learns by giving some training and can be used for testing other texts.
The conditional probability of a state sequence X=(x 1 , x 2 ,..x T ) given an observation sequence Y=(y 1 , y 2 ,..y T ) is calculated as :
where, f k ( y t-1 ,y t , X, t) is a feature function whose weight λ k is a learnt weight associated with f k and to be learned via training. The values of the feature functions may range between -∞ … +∞, but typically they are binary. Z X is the normalization factor:
which is calculated in order to make the probability of all state sequences sum to 1. This is calculated as in Hidden Markov Model (HMM) and can be obtained efficiently by dynamic programming. Since CRF defines the conditional probability P(Y|X), the appropriate objective for parameter learning is to maximize the conditional likelihood of the state sequence or training data.
where, {(x i , y i )} is the labeled training data. Gaussian prior on the λ's is used to regularize the training (i.e., smoothing). If λ ~ N(0,ρ 2 ), the objective function becomes,
The objective function is concave, so the λ'shave a unique set of optimal values. Fig. 1 gives the brief block diagram of the system. The first step of system works with identifying of verbs after running the Part of Speech (POS) tagger using CRF. This is because the sentiment of the sentence is highly dependent on the verbs. The POS tagging of Manipuri Text document follows the CRF based POS tagging as mention in [8] . In order to check the polarity of the sentiment a lexicon of verbs with manual annotation is used.
SYSTEM DESIGN
Once the verbs are identified the identified verbs have a look up to the lexicon table to identify the polarity of the sentiment. Accordingly, the polarity is notified for each the verb. The number for each of the polarity is counted in the text document. The sentiment decider of the letter to the editors of the local daily newspapers is decided with the highest number of the polarity among the three.
A. POS tagging using CRF
As mention above the POS tagging of Manipuri text document follows the feature selection based on [8] . Fig. 2 shows the setup of the CRF based POS tagging in the Manipuri text. 
Surrounding Stem words as feature:
The Stemming algorithm mentioned in [9] is used. The preceding and the following stemmed words of a particular word can be used as features. It is because the preceding and the following words influence the present word POS tagging. 3. Number of acceptable standard suffixes as feature: As mention in [9] , Manipuri being an agglutinative language the suffixes plays an important in determining the POS of a word. For every word the number of suffixes are identified during stemming and the number of suffixes is used as a feature.
Number of acceptable standard prefixes as feature:
Prefixes plays an important role for Manipuri language. Prefixes are identified during stemming and the prefixes are used as a feature.
Acceptable suffixes present as feature:
The standard 61 suffixes of Manipuri which are identified is used as one feature. The maximum number of appended suffixes is reported as ten. So taking into account of such cases, for every word ten columns separated by a space are created for every suffix present in the word. A "0" notation is being used in those columns when the word consists of no acceptable suffixes. 6. Acceptable prefixes present as feature: 11 prefixes have been manually identified in Manipuri and the list of prefixes is used as one feature. For every word if the prefix is present then a column is created mentioning the prefix, otherwise the "0" notation is used.
Length of the word:
Length of the word is set to 1 if it is greater than 3 otherwise, it is set to 0. Very short words are generally pronouns and rarely proper nouns.
Word frequency:
A range of frequency for words in the training corpus is set: those words with frequency <100 occurrences are set the value 0, those words which occurs >=100 are set to 1. It is considered as one feature since occurrence of determiners, conjunctions and pronouns are abundant. 
Reduplicated Multiword Expression (RMWE):(RMWE)
are also considered as a feature since Manipuri is rich of RMWE. The work of RMWE is mention in [11] .
SYSTEM DESIGN
The experiment starts with the collection and cleaning of letter to the editors from the leading local daily newspapers. The collection is of 550 letters with an average of 500 words. In total there are about 2,75,000 words.
The lexicon of verbs is collected from [10] and the polarities of each word are manually added. By polarity it means positive or negative or neutral. For positive polarity the expert marked with PV, for the negative polarity the expert marked with NG and for neutral the expert marked with NU. Sample example is shown in the Fig. 3 .
The text document is run for POS tagging using CRF.The C++ based CRF++ 0.53 package 1 is used in this work and it is readily available as open source for segmenting or labeling sequential data. After this process each work is marked with the POS tag. The words which are tag with verbs are identified with a simple algorithm. These identified verbs then look up to the index of the modified lexicon of verbs. By modified verbs it means the polarity tag verbs.
The total number of negative polarity verbs is counted. Likewise the numbers of positive and neutral polarity verbs are also counted. 
Where β β β β is one, precision and recall are given equal weight.
The system shows an averagerecall of 72.10%, a precision of 78.14% and a F-measure of 75.00% which is also listed in Table I . 
CONCLUSIONS
The work on sentiment analysis of Manipuri has to go miles. This work is just the beginning of this highly agglutinative Indian Schedule language. More methods and algorithms are to be search and implemented in order to improve the accuracy. The works can also be extended with improvement to other domains of blog, articles, twits, feedbacks, SMS etc. 
