The detection of overlapping patterns in unlabeled data sets referred as overlapping clustering is an important issue in data mining. In real life applications, overlapping clustering algorithm should be able to detect clusters with linear and non-linear separations between clusters. We propose in this paper an overlapping clustering method based k-means algorithm using positive definite kernel. The proposed method is well adapted for clustering multi label data with linear and non linear separations between clusters. Experiments, performed on overlapping data sets, show the ability of the proposed method to detect clusters with complex and non linear boundaries. Empirical results obtained with the proposed method outperforms existing overlapping methods.
INTRODUCTION
Clustering is an important task in data mining. It aims to divide data into groups where similar observations are assigned to the same group called cluster. It has been applied successfully in many fields such as marketing that finds groups of customers with similar purchasing behaviors, biology that groups unlabeled plants or animals into species and document classification that groups related documents into clusters. Many applications of clustering require assigning observations to several clusters. This kind of application is referred as overlapping clustering [1, 7] . Overlapping clustering is based on the assumption that an observation can really belong to several clusters. In this cluster configuration, an observation may belong to one or several clusters without any membership coefficient and the resulting clustering is a cover. The resolution of this problem contributes to solve many real life problems that require to find overlapping clusters in order to fit the data set structure. For example, in video classification, overlapping clustering is a necessary requirement while video can potentially have multiple genres. In emotion detecting, overlapping clustering methods should be able to detect several emotions for a specific piece of music.
Several overlapping clustering methods based on hierarchical [9, 4] , graph-based [10, 11] and partitioning [5, 1] approaches are proposed in the literature. An overlapping clustering method based k-means algorithm was proposed in [7] and referred as Overlapping k-means(OKM). The OKM method introduces optimality of overlapping clusters in the objective function which is optimized iteratively over the learning process. The main drawback of this method, as well as k-means based clustering methods, is its inability to detect clusters with complex and non linear clusters shapes. This problem can be crucial in real life applications where shapes of clusters are generally non linear and non spherical. To detect non linear separations between overlapping clusters, an existing method (Kernel overlapping k-means) [3] extends OKM by kernelization of the metric. This method is not well adapted to discover overlapping clusters since prototypes are performed in the input space and only distances are performed in the feature space. We propose in this paper, a kernel based overlapping k-means method referred as Kernel Overlapping k-means (KOKMφ) able to produce overlapping clusters with non linear overlapping boundaries making the method adapted for clustering complex data. In the proposed KOKMφ method, kernels induce an implicit mapping of the input patterns and the algorithm is applied in a new space. Therefore, the representative of clusters will be performed in the induced space as well. This paper is organized as follows: Section 2 gives a summary of existing overlapping clustering methods based k-means algorithm and describes advantages of Positive Definite Kernels (Mercer Kernel) used with clustering method. Section 3 presents the kernel based overlapping k-means method that we propose. Experiments on different data sets and using different kernels are described and discussed in Section 4. Finally, Section 5 presents conclusion and future works.
PRELIMINARIES

Mercer Kernel
To solve the problem of non spherical and non linear separations between clusters, many methods have been modified incorporating kernel such as SVM [8] , Kernel PCA [15] and kernel kmeans [13] . These proposed classification methods use Mercer Kernel to implicitly map data from original space called input space into a high dimensional space called feature space. Computing a linear partitioning in this feature space results in a nonlinear partitioning in the input space. A function K : X × X −→ R is called a Mercer kernel if and only if K is symmetric and the following equation holds:
where c r ∈ R ∀r = 1, ..., N and K ij represents the dot product of mapped data in feature space that can be expressed as follows:
where φ : X −→ F performs a mapping from the input space X to a high dimensional feature space F . The use of Mercer kernel in clustering methods can be divided in three categories [12] : methods based on kernelization of the metric [17, 18] which look for centroids in input space and the distances between patterns and centroids are computed by means of kernels, methods based on clustering in feature space [14, 13] which map data into a higher feature space and then compute centroids using the Kernel Trick and methods based support vectors [6, 2] which use one class SVM to find a minimum enclosing sphere in feature space able to enclose almost all data in feature space.
Kernel K-Means
Kernel k-means is an extension of the standard algorithm kmeans to solve the problem of non-linearly separable clusters. For a finite data sample X, the Kernel k-means aims at minimizing the sum of squared Euclidean errors in feature space given by :
where P ic is a binary variable indicating membership of observation x i to cluster c and m φ c is the prototype of cluster c in feature space. The prototype is defined as the gravity center, in the feature space, of observations that belong to cluster c. This prototype cannot be computed because the mapping function φ is generally unknown. However, the clustering error φ(x i )−m φ c can be computed using the Kernel Trick as follows:
P jc is the number of observations that belong to cluster c, P jc ∈ {0, 1} and P gc ∈ {0, 1} indicate membership of observation x j and x g to cluster c. Then, the clustering error function in kernel k-means can be presented as follows:
To minimize this clustering error function, kernel k-means performs two principal steps: the determination of the nearest cluster from each observation in feature space and the update of membership matrix of each object. The stopping rule is defined by the maximal number of iterations and the minimal improvement of the objective function between two iterations.
Overlapping k-means and Kernelization of the Metric
Overlapping k-means (OKM) [7] is an extension of the k-means algorithm and aims to produce overlapping clusters. The minimization of the objective function is performed by iterating two principal steps: 1) computation of clusters prototypes and 2) multi assignment of observations to one or several clusters. Given a set of data vectors
and N is the number of data vectors, the aim of OKM is to find a set Π = {π c } k c=1 of k overlapping clusters such that the following objective function is minimized:
This objective function minimizes the sum of squared Euclidean distances between observation x i and its image im(x i ) for all x i ∈ X. Image im(x i ) is defined as the gravity center of clusters prototypes to which observation x i belongs as shown by eq. 7.
im(
where A i is the set of clusters to which x i belongs and m c is the prototype of cluster c. The stopping rule of OKM algorithm is characterized by two criteria: the maximum number of iterations and the minimum improvement of the objective function between two iterations. Although the performance of this method to detect overlapping clusters, OKM method is not appropriate for clusters that have non linear separations. OKM method fails when clusters have a complex boundaries or when clusters are concentric.
A recent proposed method referred as Kernel overlapping kmeans (KOKM) [3] , proposes a kernelization of the metric used in OKM using the kernel induced distance measure. The objective function of KOKM minimizes the sum of kernel induced distance between observation x i and its image im(x i ) for all x i ∈ X. The image im(x i ) is computed in input space and then mapped to the feature space using φ(im(x i )). Unlike Kernel k-means, the KOKM method have the drawbacks that images and prototypes are performed in input space and only distances between observations are performed in the feature space. The KOKM method belongs to the family of methods based kernelization of the metric where kernels play a role only in the computation of distances. In fact, Methods based on kernelization of the metric are less efficient then methods based clustering in feature space where all the learning process is performed in the feature space
KOKMφ : KERNEL OVERLAPPING K-MEANS IN FEATURE SPACE
We propose in this paper a Kernel based overlapping clustering method where the whole learning process is performed in a high dimensional space like kernel k-means. The main algorithm of KOKMφ method iteratively minimizes the distance between each observation and its image in the feature space. The principal function to minimize can be described by:
The image im(φ(x i )) is defined by the gravity center of clusters prototypes where observation x i belongs. To improve algorithm efficiency, we consider in KOKMφ that image is also performed in the feature space and is described by:
where P ic ∈ {0, 1} is a binary variable that indicates membership of observation x i to cluster c and m φ c is the prototype of cluster c in the feature space.
Prototypes Computation in Feature Space
The computation of images in feature space needs the definition of clusters prototypes in the same induced space. The clusters centroids are replaced by clusters medoids where each cluster prototype is defined as the medoid (observation) that minimizes all distances over all observations included in this cluster. The prototype is expressed as follows:
where N c is the number of observations that belong to cluster c and w j = |A j | is a weight of the distance between observation x j and observation x i depending on the number of clusters to which observation x j belongs. This weight is more important if observation j belongs to more than one cluster to take into account that overlapping observation x j have a small probability to be a prototype of the cluster. In this way, the prototype is determined in the feature space F and is member of initial set of observations. Using kernel function, the prototype can be determined as follows:
Clustering Algorithm of KOKMφ
Given clusters prototypes in the feature space, the objective function J can be computed as shown in eq. 12.
where
and
P ic . At each iteration, clusters prototypes are computed, observations are assigned to many clusters and the function J is evaluated. These steps are repeated until improvement of J is not significative or the maximum number of iterations is reached. The main algorithm of KOKMφ can be described as follows:
Require: X: set of vector in R
1: Choose the kernel function and its corresponding parameters. 2: Initialize prototypes of clusters with random clusters prototypes, initialize clusters memberships using "ASSIGN φ" and derive value of the objective function J t=0 (Π) in iteration 0 using eq. 12. 3: Compute clusters prototypes using eq. 11. 4: Assign observations to one or several clusters using "ASSIGN φ". 5: Compute objective function J t (Π) using eq. 12. 6: if (t < t max and J t−1 (Π) − J t (Π) > ε) then 7: go to step 3. 8: else 9: return the distribution of clusters memberships. The function ASSIGN φ is used to assign an observation to one or several clusters in KOKMφ method. This function consists in assigning an observation iteratively to the closest cluster while the distance in the feature space between the observation and its image decreases. The closest cluster from an observation x i in feature space is defined by:
This equation can be computed in feature space as follows:
The ASSIGNφ function used in the KOKMφ method to assign observations to one or many clusters is summarized in Algorithm. 2 .
EXPERIMENTS AND DISCUSSIONS
Experiments are performed on Iris, Movie 1 and Music emotion 2 data sets. For each data set, the number of clusters was set by the number of underlying labels in the labeled data set. 
Compute distance in feature space between observation φ(x i ) and it's image im(φ(x i )) with affectations A i using eq. 13. 2: Look for the next nearest cluster m c which is not included in A i such that m c = min
compute distance between observation φ(x i ) and it's image im (φ(x i )) with affectations
A i ← A i ∪ {m c } and go to step 2. 5: else 6: compute im old with affectation A old i .
7:
if φ(
return A i . shows the statistics of each data set. "labels" is the number of labels on the data set. "Overlap" is the average number of labels per observation.
where |X| is the number of observations and |Π i | is the number of label assignments of observation x i . The size of overlap influences the performance of overlapping clustering methods when evaluated over external validation measures.
Results are compared according to three external validation measures: Precision, Recall and F-measure [16] . These validation measures attempt to estimate whether the prediction of categories is correct with respect to the underlying true categories in the data. Precision is calculated as the fraction of observation correctly labeled as belonging to the positive class divided by the total number of observations labeled as belonging to the positive class. Recall is the fraction of observations correctly labeled as belonging to the positive class divided by the total number of elements that actually belong to the positive class. The F-measure is the harmonic mean of Precision and Recall. All these measures are performed separately on each cluster than the average value of all clusters is reported. Precision = N CLO/T N LO Recall = N CLO/T N AC F-measure = 2*Precision*Recall / Precision+Recall where NCLO, TNLO and TNAC are respectively the number of correctly labeled observations, the total number of labeled observations and the total number of observations that actually belong to the positive class. Different widely used Positive Definite Kernels are implemented within the KOKMφ method such as the Polynomial Kernel, the Gaussian kernel, the Exponential kernel, the Laplace kernel, the 
Inverse Multi quadratic Kernel K(x i , x j ) = 1
Fig. 1. Impact of the value of kernel parameter used with the KOKMφ method in Movie and Music data sets
Quadratic and the Inverse Multi Quadratic kernel as described in Table 2 .
To visualize structures of patterns detected by the proposed method with respect to the type of kernel, we build Voronoï cells (for 3 clusters) obtained with KOKMφ method using different kernels with different parameters. Figure 2 proves the ability of KOKMφ method used with the Polynomial and the Linear Kernel to detect overlapping clusters with linear boundaries. Figure  3 to Figure 7 prove the ability of KOKMφ to detect overlapping clusters with non linear and non spherical separations. Some kernels have a similar behavior and can detect the same patterns : for example the Laplace kernel (with σ = 100) and the Quadratic kernel (with c=5500) build identical clusters shapes as shown in Figure 5 and Figure 6 . In Addition, the builded Voronoï cells show that overlapping boundaries between clusters become more smaller as well as the value of the kernel parameter increases. This result is also proved in real overlapping data sets as described in Figure 1 where the size of overlap builded by KOKMφ method in both Movie and Music data sets decreases when the value of the Kernel parameter becomes larger. Table 3 presents results obtained with KOKMφ method versus kmeans, kernel k-means, OKM and KOKM methods in terms of precision, recall and F-measure for the data sets described in Table 1. Each reported result is an average over twenty runs of each algorithm with the same initialization on each run. For all kernel based methods, we use the Gaussian RBF Kernel with the best parameter value (determined empirically through different tests). The F-measure obtained with KOKMφ method outperforms the F-measure obtained with existing methods. The improvement of F-measure using KOKMφ compared to OKM and KOKM methods, is induced by the improvement of the Precision and the Recall. This result proves the theoretical finding that looking for separations between clusters in the feature space is better than looking for separations in the original space. The choice of the kernel function and its parameters influences the performance of the proposed method and influences shapes of the detected boundaries. Table 4 and In fact, the Kernel contains all information about structures of patterns in the feature space through the Kernel Matrix. By varying values of the kernel parameter, two extreme situations may be reached : the overfitting or the underfitting. Geometrically, the overfitting corresponds to patterns being mapped to orthogo- nal points in the feature space, while in the second situation all points are merged into the same feature mapping. Numerically, the overfitting situation is reached when the off-diagonal entries of the Kernel Matrix become very small and the diagonal en- tries are close to 1. However, if a Kernel Matrix is completely uniform, the underfitting situation is reached.
CONCLUSION
We proposed in this paper a kernel based overlapping k-means method to detect overlapping patterns in unlabeled data sets. The proposed method performs all the learning process in a high dimensional feature space where data are explicitly mapped using Positive Definite Kernels. Experiments prove the efficiency of KOKMφ to detect clusters with linear and non linear boundaries making the method adapted for real life applications of overlapping clustering where separations between clusters are complex. This proposed method can be applied for many other application domains where observations needs to be assigned to more than one cluster and where patterns cannot be described by explicit feature vectors such as images and texts. For such data sets, we plan to conduct experiments on structured non vectorial data using a specific designed kernels such as Strings and Histograms.
