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Quadratic-Bilinear Descriptor Systems with an
Application to Navier-Stokes Equations
Peter Benner and Pawan Goyal
Abstract We discuss model reduction for a particular class of quadratic-bilinear
(QB) descriptor systems. The main goal of this article is to extend the recently stud-
ied interpolation-based optimal model reduction framework for QBODEs [Benner
et al. ’16] to a class of descriptor systems in an efficient and reliable way. Recently,
it has been shown in the case of linear or bilinear systems that a direct extension of
interpolation-based model reduction techniques to descriptor systems, without any
modifications, may lead to poor reduced-order systems. Therefore, for the analy-
sis, we aim at transforming the considered QB descriptor system into an equiva-
lent QBODE system by means of projectors for which standard model reduction
techniques for QBODEs can be employed, including aforementioned interpolation
scheme. Subsequently, we discuss related computational issues, thus resulting in a
modified algorithm that allows us to construct near–optimal reduced-order systems
without explicitly computing the projectors used in the analysis. The efficiency of
the proposed algorithm is illustrated by means of a numerical example, obtained via
semi-discretization of the Navier-Stokes equations.
1 Introduction
We investigate model order reduction for quadratic-bilinear (QB) descriptor system-
sxx of the form
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E11v˙(t) = A11v(t)+A12 p(t)+Hv(t)⊗ v(t)+
m
∑
k=1
Nkv(t)uk(t)+B1u(t),
0 = A21v(t)+B2u(t), v(0) = v0,
y(t) =C1v(t)+C2 p(t),
(1a)
(1b)
(1c)
where E11, A11, Nk ∈ Rnv×nv , H ∈ Rnv×n2v , A12, AT21 ∈ Rnv×np , B1 ∈ Rnv×m, B2 ∈
Rnp×m, C1 ∈ Rp×nv , C2 ∈ Rp×np ; v(t) ∈ Rnv and p(t) ∈ Rnp are the state vectors;
u(t) ∈ Rm and y(t) ∈ Rp are the control input and measured output vectors of the
system, respectively, and uk(t) is the kth component of the input vector; v0 ∈ Rnv
is an initial value for v(t). Furthermore, we assume that E11 and A21E−111 A12 are in-
vertible. Hence, the linear part of the system (1) (H = 0, Nk = 0) has an index-2
structure, e.g., see [18]. The special structure for QB descriptor systems as in (1),
particularly, appears in the modeling of the incompressible Navier-Strokes equa-
tions.
A high-fidelity modeling of dynamical systems is required to have a better under-
standing of underlying dynamical behaviors of a system. However, numerical sim-
ulations of such high-fidelity systems are expensive and often inefficient. Thus, it is
not a straightforward task, or sometimes not even possible, to perform engineering
design studies using these high-fidelity systems. One approach to circumvent this
problem is model order reduction (MOR), aiming at constructing surrogate mod-
els (reduced-order models) which are less complicated and replicate the important
dynamics of the high-fidelity system.
MOR techniques for linear systems are now very well-established and are widely
applied in numerous applications, e.g., see [2, 4, 13, 24]. Several of those tech-
niques have been successfully extended to special classes of nonlinear ODE sys-
tems, namely bilinear and QB systems, see, e.g., [5, 6, 8, 9, 11, 15, 17, 25]. These
techniques can be classified mainly into two categories, namely, trajectory-based
methods, and system theoretic approaches such as balanced truncation and moment-
matching. Briefly mentioning the primary ideas of these methods, trajectory-based
methods rely on a set of snapshots of the state solutions for training inputs, which
is then used to determine a Galerkin projection, for more details, see, e.g., [3, 14,
20, 22, 23]. Furthermore, the idea of balanced truncation is to find states which
are hard to control as well as hard to observe, and truncating such states gives
us a reduced-order system. This method for QB systems has been recently stud-
ied in [11]. Interpolation-based methods aim at constructing reduced-order systems
which approximate the input-output behavior of the system. With this intent, such
a problem for QB systems was first considered in [17], where a one-sided pro-
jection method to obtain an interpolating reduced-order system is proposed. Later
on, a similar problem was addressed in [7, 8] for single-input single-output (SISO)
QB systems, where a two-sided projection method was proposed, ensuring a higher
number of moment to be matched. However, the main challenges for this method
are a good selection of interpolation points and the application to multi-input multi-
output (MIMO) QB systems. To address these issues, an interpolation-based optimal
model reduction problem for QB systems was recently addressed in [12], where a
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reduced-order system is constructed, aiming at minimizing a system norm of the
error system, e.g., a truncatedH2-norm.
However, there has been little attention paid to descriptor systems (DAEs) which
involve algebraic constraints as well along with a differential part, and this still re-
quires further research. In the direction of MOR for nonlinear DAEs, interpolation-
based methods for specially structured bilinear DAEs have been investigated, e.g.,
in [10, 16]. Furthermore, a moment-matching method for SISO QB systems as in (1)
was studied in [1]. However, the first challenge in this method is the choice of inter-
polation points which plays a crucial role in determining the quality of a reduced-
order system, and secondly, it is applicable only to SISO systems which is certainly
very restrictive from a real-world application point of view.
In this work, we aim to extend an H2-optimal model reduction framework for
QBODEs [12] to QBDAEs, having the structure as in (1). To that end, we first recall
an interpolation-basedH2-optimal model reduction technique for QBODEs and the
corresponding iterative scheme to construct reduced-order systems, in the subse-
quent section. In Section 3, we first present the transformation of the system (1)
into an equivalent ODE system by means of projectors. We further investigate how
the iterative scheme can efficiently be applied to the equivalent ODE systems to ob-
tain reduced-order systems without computing the projectors explicitly. Finally, in
Section 4, we illustrate the proposed methodology using a lid driven cavity model,
which is obtained by semi-discretized Navier-Stokes equations.
2 Model Reduction for Quadratic-Bilinear ODEs and Related
Work
In this section, we briefly discuss an H2-optimal model reduction problem for
QBODEs. We begin by introducing the problem setting for QBODEs. For this, we
consider a QB system in the state-space form:
Σ :
 x˙(t) = Ax(t)+Hx(t)⊗ x(t)+
m
∑
k=1
Nkx(t)uk(t)+Bu(t),
y(t) =Cx(t), x(0) = 0,
(2a)
(2b)
where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rp are the state, input, and output vectors at
the time instant t; all other matrices are real and are of appropriate dimensions. It is
assumed that the matrix A is stable. Furthermore, one may also consider a general
nonsingular matrix E in front of x˙(t); however, to keep the discussion simple in this
section, we consider it to be an identity matrix.
In the context of model reduction, our aim is to replace the system (2) with a
simpler and reliable reduced system, having a form:
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Σˆ :

˙ˆx(t) = Aˆxˆ(t)+ Hˆxˆ(t)⊗ xˆ(t)+
m
∑
k=1
Nˆkxˆ(t)uk(t)+ Bˆu(t),
yˆ(t) = Cˆxˆ(t), xˆ(t) = 0,
(3a)
(3b)
where xˆ(t) ∈ Rr with r n, all other reduced matrices are of appropriate dimen-
sions, and the reduced output yˆ(t) approximates the corresponding original output
y(t) for a wide range of admissible L2-bounded system inputs.
We focus on constructing a reduced system (3) by means of Petrov-Galerkin
projections. For this, we need to identify two appropriate subspaces V ∈ Rn×r and
W ∈Rn×r such that the state x(t) can be approximated as x(t)≈V xˆ(t) where xˆ(t) is
a reduced state and satisfies a Petrov-Galerkin condition as follows:
W T
(
V ˙ˆx(t)−AV xˆ(t)+HV xˆ(t)⊗V xˆ(t)+
m
∑
k=1
Nˆkxˆ(t)uk(t)+Bu(t)
)
= 0.
Assuming W TV is invertible, it yields a reduced system (3) with the realization
computed as
Aˆ = (W TV )−1W T AV, Nˆk = (W TV )−1W T NkV, k ∈ {1, . . . ,m},
Hˆ = (W TV )−1W T H(V ⊗V ), Bˆ = (W TV )−1W T B, Cˆ =CV.
As noted in the introduction, there are several methods proposed in the literature
to determine these projection matrices V and W or the corresponding subspaces.
However, our primary objective is to extend theH2-optimal model reduction tech-
nique [12] to the QBDAE (1). Before we proceed further, we first recall important
properties of the vec(·) operator, stacking the columns of a matrix on top of each
other:
vec(XY Z) = (ZT ⊗X)vec(Y ) , (4)
where ⊗ denotes the Kronecker (tensor) product. Secondly, we note down an im-
portant concept from tensor theory, that is, matricization of a tensor.
Definition 1. (e.g., [21]) Consider a K-th order tensor L ∈ RI1×I2×···×IK . Then, the
mode-k matricization of the tensor L , denoted by L(k), is determined by mapping
the elements (i1, i2, . . . , iK) of the tensor onto the matrix entries (ik, j) as follows:
j = 1+
m
∑
m=1,m 6=k
(im−1)Jm, where Jm :=
l−1
∏
g=1,g6=m
Ig.
Using the above concept, we can construct a 3rd-order tensorH n×n×n such that
its mode-1 matricization ofH is the same as the Hessian H in (2), and let H(2) and
H(3) denote the mode-2 and mode-3 matricization of the tensor H . Furthermore,
without loss of generality, we can assume that H(w1⊗w2) = H(w2⊗w1) for given
vectors w1,w2 ∈ Rn, see [8].
Having said that, we note down the definition of the H2-norm and its truncated
version, the so-called truncatedH2-norm for QB systems (2).
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Definition 2. [12] Consider a QB system (2). Assume the H2-norm of the system
exists, theH2-norm is defined as
‖Σ‖H2 :=
√√√√tr( ∞∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
fi(t1, . . . , ti) fi(t1, . . . , ti)T
)
,
in which
fi(t1, . . . , ti) =Cgi(t1, . . . , ti), (5)
where the gi(t1, . . . , ti) satisfy
g1(t1) = eAt1B,
g2(t1, t2) = eAt2
[
N1, . . . , Nm
]
(Im⊗g1(t1)) ,
gi(t1, . . . , ti) = eAti
[
H
[
g1(t1)⊗gi−2(t2, . . . , ti−1), . . . ,gi−2(t1, . . . , ti−2)⊗g1(ti−1)
]
,[
N1, . . . ,Nm
]
(Im⊗gi−1(t1, . . . , ti−1))
]
, i≥ 3.
Remark 1. We would like to mention that the gi(t1, . . . , ti) are the kernels of the
Volterra series of the QB system (2) that maps the input-to-output of the system [12].
For more details on Volterra series expressions for QB systems, we refer to [12].
Furthermore, the connection between the aboveH2-norm definition for QB sys-
tems and the recently proposed algebraic Gramians for QB systems [11] has been
studied in [12]. Therein, it is shown that theH2-norm can also be computed in terms
of the Gramians as follows:
‖Σ‖H2 =
√
tr(CPCT ) =
√
tr(BT QB), (7)
where P and Q are the controllability and observability Gramians for QB systems
which satisfy the following quadratic Lyapunov equations:
AP+PAT +H(P⊗P)HT +
m
∑
k=1
NkPNTk +BB
T = 0, (8)
AT Q+QA+H(2)(P⊗Q)
(
H(2)
)T
+
m
∑
k=1
NTk QNk +C
TC = 0. (9)
However, investigating an optimal model reduction problem for QB systems us-
ing the H2-norm is not a trivial task. Therefore, to ease the optimization problem,
a concept of truncatedH2-norms for QB systems has also been introduced in [12],
which mainly relies on the first three terms of the corresponding Volterra series.
Precisely, one possible truncatedH2-norm ‖Σ‖H T2 is defined as follows:
‖Σ‖H T2 :=:=
√√√√tr( 3∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
f˜i(t1, . . . , ti) f˜i(t1, . . . , ti)T dt1 · · ·dti
)
, (10)
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in which
f˜i(t1, . . . , ti) =Cg˜i(t1, . . . , ti),
where g˜i(t1, . . . , ti) satisfy
g˜1(t1) = eAt1B,
g˜2(t1, t2) = eAt2
[
N1, . . . , Nm
]
(Im⊗ g˜1(t1)) ,
g˜3(t1, t2, t3) = eAt3H
[
g˜1(t1)⊗ g˜1(t2)
]
.
Similar to the H2-norm expression, a connection between a truncated H2-
norm (10) and the truncated Gramians for QB systems, introduced in [11], has also
been established in [12]. Thus, an alternative way to compute the truncated H2-
norm is as follows:
‖Σ‖H T2 =
√
tr(CPT CT ) =
√
tr(BT QT QT ),
where PT are QT are, respectively, truncated versions of the controllability and
observability Gramians, satisfying
APT +PT AT =−BBT −H(P1⊗P1)HT −
m
∑
k=1
NkP1NTk ,
AT QT +QT A =−CTC−H(2)(P1⊗Q1)
(
H(2)
)T − m∑
k=1
NTk Q1Nk,
in which P1 and Q1 are the unique solutions of the conventional Lyapunov equations:
AP1+P1AT =−BBT , AT Q1+Q1A =−CTC.
Using the truncated H2 measure, the aim is to construct a reduced-order sys-
tem such that the measure of the error system is minimized. In other words, we
need to determine a reduced-order system such that ‖Σ− Σˆ‖H T2 is minimized. This
problem has been studied in detail in [12], where, first, necessary conditions for
optimality are derived. Based on these conditions, an iterative scheme is proposed,
which on convergence, yields a reduced-order system that approximately satisfies
the derived optimality conditions. The iterative scheme is referred to as truncated
quadratic-bilinear rational Krylov algorithm (TQB-IRKA). A brief sketch of TQB-
IRKA is given in Algorithm 1 which considers a generalized nonsingular matrix E
as well in the system (2) .
Remark 2. To apply Algorithm 1, we need to compute Kronecker products such
as H(V1⊗V1)H˜T . In a large-scale setting, a direct computation of such Kronecker
products is infeasible. As a remedy, in [8, 12], alternative methods are proposed to
perform these computations efficiently by using some tools from tensor theory or
by using the special structure of the Hessian H, arising from semi-discretization of
PDEs.
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Algorithm 1: Truncated QB rational Krylov algorithm (TQB-IRKA) [12].
Input: The system matrices E, A, H, N1, . . . ,Nm, B, C.
Output: Reduced matrices Eˆ, Aˆ, Hˆ, Nˆ1, . . . , Nˆm, Bˆ, Cˆ.
1 Make an initial guess for the reduced matrices Eˆ, Aˆ, Hˆ, Nˆ1, . . . , Nˆm, Bˆ, Cˆ.
2 while not converged do
3 Solve the generalized eigenvalue problem for the pencil (λ Eˆ− Aˆ), i.e., determine
matrices X and Y such that XAˆY = diag(σ1, . . . ,σr) =:Λ and XEˆY = Ir in which σi’s
are eigenvalues of the matrix pencil and Ir is the identity matrix of size r× r.
4 Define H˜ = XHˆ(Y ⊗Y ), N˜k = XNˆkY , B˜ = XBˆ and C˜ = CˆY .
5 Determine the mode-2 matricization of H˜, denoted by H˜(2).
6 Solve for V1 and V2:
7 −EV1Λ −AV1 = BB˜T ,
8 −EV2Λ −AV2 = H(V1⊗V1)H˜T +∑mk=1 NkV1N˜Tk .
9 Solve for W1 and W2:
10 −ETW1Λ −ATW1 =CT C˜,
11 −ETW2Λ −ATW2 = 2 ·H(2)(V1⊗W1)
(
H˜(2)
)T
+∑mk=1 NTk W1N˜k.
12 Determine V and W :
13 V :=V1 +V2 and W :=W1 +W2.
14 Perform V = orth(V ) and W = orth(W ).
15 Compute reduced-order matrices:
16 Eˆ =W T EV , Aˆ =W T AV , Nˆk =W T NkV, k ∈ {1, . . . ,m},
17 Hˆ =W T H(V ⊗V ), Bˆ =W T B, Cˆ =CV.
18 end
Remark 3. For example, Step 6 in Algorithm 1 which solves for V1 is presented in
a Sylvester equation form. However, using the vec(·) property (4), one can write it
into a linear system, that is,
−(Λ ⊗E + Ir⊗A)vec(V1) = vec
(
BB˜T
)
, (12)
where Ir is the identity matrix of size r× r. Similar expressions can also be derived
for the matrices V2, W1 and W2 in Algorithm 2. The above vec(·) form to compute
the projection matrices is very useful for the latter part of the paper.
3 Transformation of a QBDAE into a QBODE and Model
Reduction
Our next task is to investigate how TQB-IRKA (Algorithm 1) can be applied to
QBDAEs, having the structure as in (1). For this, we first transform the system
(1) into an equivalent ODE system by means of projections. Such a transformation
is widely done in the literature for Navier-Stokes type equations, see, e.g. [1, 19].
For completeness, we show the necessary steps that transform the system (1) into
an equivalent ODE system. We begin by considering B2 = 0 and the zero initial
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condition v(0) = 0 in (1), that is:
E11v˙(t) = A11v(t)+A12 p(t)+Hv(t)⊗ v(t)+
m
∑
k=1
Nkv(t)uk(t)+B1u(t),
0 = A21v(t), v(0) = 0,
y(t) =C1v(t)+C2 p(t).
(13a)
(13b)
(13c)
From (13b), we get A21 ddt v(t) = 0, thus, leading to
0 = A21
d
dt
v(t) = A21E−111
(
E11
d
dt
v(t)
)
= A21E−1111
(
A11v(t)+A12 p(t)+Hv(t)⊗ v(t)+
m
∑
k=1
Nkv(t)uk(t)+B1u(t)
)
(using (13a)).
As a result, we obtain an explicit expression for the pressure p(t) as
p(t) =−S−1A21E−111
(
A11v(t)+Hv(t)⊗ v(t)+
m
∑
k=1
Nkv(t)uk(t)+B1u(t)
)
, (14)
where S = A21E−111 A12. Substituting for p(t) using (14) in (13a) and (13c) yields
E11v˙(t) =ΠlA11v(t)+ΠlHv(t)⊗ v(t)+
m
∑
k=1
ΠlNkv(t)uk(t)+ΠlB1u(t),
y(t) = C v(t)+CHv(t)⊗ v(t)+
m
∑
k=1
CNk v(t)uk(t)+Du(t), v(0) = 0.
(15a)
(15b)
where
C =C1−C2S−1A21E−111 A11, CH =−C2S−1A21E−111 H,
CNk =−C2S−1A21E−111 Nk, D =−C2S−1A21E−111 B1, and
Πl = I−A12S−1A21E−111 .
Recall the properties of Πl from [19], which are as follows:
Π 2l =Πl , range(Πl) = ker
(
A21E−111
)
, ker(Πl) = range(A12) .
This implies that Πl is an oblique projector. Moreover, for later purpose, we also
define another oblique projector
Πr = I−E−111 A12S−1A21.
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First, we note down a relation betweenΠl andΠr, that is,ΠlE11 =E11Πr. Moreover,
it can be verified that
A21z = 0 if and only if Πrz = z.
Using the properties of the projectors Πl and Πr, we obtain
ΠlE11Πr v˙(t) =ΠlA11Πrv(t)+ΠlH (Πrv(t)⊗Πrv(t))+
m
∑
k=1
ΠlNkΠrv(t)uk(t)
+ΠlB1u(t),
y(t) = C v(t)+CHΠrv(t)⊗Πrv(t)+
m
∑
k=1
CNkΠrv(t)uk(t)+Du(t),
(16a)
(16b)
with the zero initial condition, i.e., v(0) = 0. Moreover, the dynamics of the sys-
tem (16) lies in the nv−np dimensional subspace, that is nothing but the null space
of Πl . Next, we decompose the projectors Πl and Πr as follows:
Πl = θlφTl , Πr = θrφ
T
r , (17)
in which θ{l,r}, φ{l,r} ∈ Rnv×nv−np satisfy
θTl φl = I, θ
T
r φr = I.
As a result, if one defines v˜(t) := φTr v(t), we consequently obtain an equivalent ODE
system of the system (16) as follows:
φTl E11θr ˙˜v(t) = φ
T
l A11θr v˜(t)+φ
T
l Hθr v˜(t)⊗θr v˜(t)+
m
∑
k=1
φTl Nkθr v˜(t)uk(t)
+φTl B1u(t),
y(t) = C v(t)+CHθr v˜(t)⊗θr v˜(t)+
m
∑
k=1
CNkθr v˜(t)uk(t)+Du(t),
(18a)
(18b)
where v˜(0) = 0. Thus, one can apply Algorithm 1 to obtain projection matrices
which give a near-optimal reduced system, having neglected nonlinear terms in the
output equation (18b). However, there are two major issues: one is related to com-
putations of φl , θr, or Π{r,l} which are expensive to compute, and in case we are
able to determine these projectors and their decompositions efficiently, the matrix
coefficients of the system (18), e.g., φTl E11θr, φ
T
l A11θr, might be dense, thus mak-
ing model reduction techniques numerically inefficient and expensive. Therefore,
in the following, we discuss how to employ Algorithm 1 to the system (18) without
requiring explicit computations of the projection matrices and their decompositions.
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Computational Issues
In order to determine the projection matrices to compute a reduced system, we con-
sider the following associated QB system, which is the system (18) but some ne-
glected nonlinear terms in the output equation:
E¯ ˙˜v(t) = A¯v˜(t)+ H¯v˜(t)⊗ v˜(t)+
m
∑
k=1
N¯kv˜(t)uk(t)+ B¯1u(t),
y˜(t) = C¯θr v˜(t)+Du(t), v˜(0) = 0.
(19a)
(19b)
where
E¯ := φTl E11θr, A¯ := φ
T
l A11θr, H¯ := φ
T
l Hθr⊗θr,
N¯k := φTl Nkθr, B¯1 := φ
T
l B1, C¯ := C θr.
(20)
Here, we need to neglect the nonlinear terms appearing in the output equation due
to the transformation to an ODE system as Algorithm 1 is developed so far only
for linear output equations. The full incorporation of the nonlinearities in the output
equation requires further work. But note that the nonlinear terms are again included
when the projections are applied to obtain the reduced-order model, see Remark 4.
As a first step, we aim at determining the projection matrices V and W such that
the original matrices like E11, A11 can be used to compute the reduced matrices
instead of using, e.g., E¯, A¯, i.e., a reduced matrix Eˆ can be computed as W T E11V ,
and so on.
For this purpose, let V¯ and W¯ be the solutions of the Sylvester equations in Al-
gorithm 1 (steps 6–11) using the matrices E¯, A¯, etc. Furthermore, we define the
matrices V and W , satisfying:
V = θrV¯ , and W = φlW¯ . (21)
Then, it can easily be verified that the reduced matrices computed using the quan-
tities denoted by bar, e.g., V¯ , W¯ , E¯ are the same as the reduced matrices computed
using V and W and the original matrices. In other words, W¯ T E¯V¯ = W T E11V and
so on. Using this formulation, we sketch an algorithm for model reduction of (19)
which gives near-optimal reduced systems on convergence by projecting the original
system matrices, see Algorithm 2.
However, to compute the projection matrices at each iteration in Algorithm 2, we
still require the basis matrices φl and θr. Therefore, our next goal is to determine
these projection matrices without involving φl and θr, or more precisely, we aim at
computing the matrices V and W using only the original matrices such as E11, A11,
A12.
Luckily, a similar problem has been studied in [16], where for a symmetric case,
i.e., Πl = ΠTr , it is shown how to compute (Ir⊗θr)L(Ir⊗φTl ) f for given arbitrary
vector f and matrix L, without explicitly forming θr and φl . However, for the un-
symmetric case, i.e., Πl 6= ΠTr , the following result can be developed in a similar
fashion as in [16], and, therefore, a detailed proof is omitted.
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Algorithm 2: Truncated QB rational Krylov algorithm for the system (19),
involving projectors.
Input: The system matrices E11, A11, H, nv, . . . ,Nm, B1, C .
Output: Redcued matrices Eˆ, Aˆ, Hˆ, nˆv, . . . , Nˆm, Bˆ, Cˆ.
1 Make an initial guess of reduced matrices Eˆ, Aˆ, Hˆ, nˆv, . . . , Nˆm, Bˆ, Cˆ.
2 while not converged do
3 Solve the generalized eigenvalue problem for the pencil (λ Eˆ− Aˆ), i.e., determine
matrices X and Y such that XAˆY = diag(σ1, . . . ,σr) =:Λ and XEˆY = Ir in which the
σi’s are eigenvalues of the matrix pencil.
4 Define H˜ = XHˆ(Y ⊗Y ), N˜k = XNˆkY , B˜ = XBˆ and C˜ = CˆY .
5 Determine themode-2 matricization of H˜, denoted by H˜(2).
6 Define L :=
(−Λ ⊗ E¯− Ir⊗ A¯)−1, where E¯ and A¯ are as in (20).
7 Solve for V1 and V2:
8 vec(V1) = (Ir⊗θr)L(Ir⊗φTl )vec
(
BB˜T
)
,
9 vec(V2) = (Ir⊗θr)L(Ir⊗φTl )vec
(
H(V1⊗V1)H˜T +∑mk=1 NkV1N˜Tk
)
.
10 Solve for W1 and W2:
11 vec(W1) = (Ir⊗φl)LT (Ir⊗θTr )vec
(
C T C˜
)
,
12 vec(W2) = (Ir⊗φl)LT (Ir⊗θTr )vec
(
2 ·H(2)(V1⊗W1)
(
H˜(2)
)T
+∑mk=1 NTk W1N˜k
)
.
13 Determine V and W :
14 V :=V1 +V2 and W :=W1 +W2.
15 Perform V = orth(V ) and W = orth(W ).
16 Compute reduced-order matrices:
17 Eˆ =W T E11V , Aˆ =W T A11V , Nˆk =W T NkV, k ∈ {1, . . . ,m},
18 Hˆ =W T H(V ⊗V ), Bˆ =W T B1, Cˆ = CV.
19 end
Lemma 1. Consider φl and θr as in (17), and assumeX = (Ir⊗φTl )T (Ir⊗θr) is
invertible for a given T . Furthermore, let G and GT be (Ir⊗θr)X −1(Ir⊗φTl ) and
(Ir⊗θl)X −T (Ir⊗φTr ), respectively. Then, the vector
v¯ = G f
solves [
T Ir⊗A12
Ir⊗A21 0
][
v¯
ξv
]
=
[
f
0
]
.
Similarly, the vector
w¯ = GT g
solves [
T T Ir⊗AT21
Ir⊗AT12 0
][
w¯
ξw
]
=
[
g
0
]
.
By making use of the result of Lemma 1, it can be shown that the steps 7-10 in
Algorithm 2 can be performed without an explicit requirement of the basis matrices
φl and θr. We rather need to solve appropriate saddle point problems to compute
V{1,2} and W{1,2}. All these analyses lead to Algorithm 3 that does not require any
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Algorithm 3: Truncated QB rational Krylov algorithm for the system (19).
Input: The system matrices E11, A11, H, nv, . . . ,Nm, B1, C .
Output: Redcued matrices Eˆ, Aˆ, Hˆ, nˆv, . . . , Nˆm, Bˆ, Cˆ.
1 Make an initial guess of reduced matrices Eˆ, Aˆ, Hˆ, nˆv, . . . , Nˆm, Bˆ, Cˆ.
2 while not converged do
3 Solve the generalized eigenvalue problem for the pencil (λ Eˆ− Aˆ), i.e., determine
matrices X and Y such that XAˆY = diag(σ1, . . . ,σr) =:Λ and XEˆY = Ir in which σi’s
are eigenvalues of the matrix pencil.
4 Define H˜ = XHˆ(Y ⊗Y ), N˜k = XNˆkY , B˜ = XBˆ and C˜ = CˆY .
5 Determine mode-2 matricization of H˜, denoted by H˜(2).
6 Define L :=
[
(−Λ ⊗E11− Ir⊗A11)−1 Ir⊗A12
Ir⊗A21 0
]
, and I =
[
Inv 0
]
.
7 Solve for V1 and V2:
8 vec(V1) =I L
[
vec
(
BB˜T
)
0
]
,
9 vec(V2) =I L
[
vec
(
H(V1⊗V1)H˜T +∑mk=1 NkV1N˜Tk
)
0
]
.
10 Solve for W1 and W2:
11 vec(W1) =I LT
[
vec
(
C T C˜
)
0
]
,
12 vec(W2) =I LT
vec(2 ·H(2)(V1⊗W1)(H˜(2))T +∑mk=1 NTk W1N˜k)
0
.
13 Determine V and W :
14 V :=V1 +V2 and W :=W1 +W2.
15 Perform V = orth(V ) and W = orth(W ).
16 Compute reduced-order matrices:
17 Eˆ =W T E11V , Aˆ =W T A11V , Nˆk =W T NkV, k ∈ {1, . . . ,m},
18 Hˆ =W T H(V ⊗V ), Bˆ =W T B1, Cˆ = CV.
19 end
explicit computation of the basis matrices φl and θr even for computing projection
matrices.
Remark 4. Recall that Algorithm 3 gives on convergence a near-optimal reduced
system for the system (18), having neglected the nonlinear terms in the output equa-
tion in the model reduction process. Nonetheless, we reduce these nonlinear terms
in the output equation using the projection matrix V , obtained on convergence, i.e.,
CˆH = CH(V ⊗V ) and CˆNk = CNkV . Furthermore, if the output of the system (13) is
given only by linear combinations of the velocity v(t), then all nonlinear terms in
the output equation of the system (18) are zero.
Remark 5. Throughout the above discussion, we have assumed that B2 = 0 in (1).
However, as discussed, e.g., in [19], the general case B2 6= 0 can be converted into
the case B2 = 0 by an appropriate change of variables for v(t). For this, one needs
to decompose v(t) as follows:
A MOR Scheme for QB Systems with an Application to NS Equations 13
v(t) = vm(t)+ vu(t), (22)
where vu(t) =Ωu(t) in which Ω :=−E−111 A12(A21E11A12)B2. If one substitutes for
v(t) from (22) into (1), then it can be easily seen that A21vm(t) = 0. Furthermore,
we assume an initial condition to be consistent. Performing similar algebraic calcu-
lations as done for the problem B2 = 0 leads to the following system:
ΠlE11Πr v˙(t) =ΠlA11Πrv(t)+ΠlH (Πrv(t)⊗Πrv(t))+
m
∑
k=1
ΠlNkΠrv(t)uk(t)
+ΠlB1u(t)+ΠlBu(u(t)⊗u(t)),
y(t) = C v(t)+CHΠrv(t)⊗Πrv(t)+
m
∑
k=1
CNkΠrv(t)uk(t)+Du(t)
−C2(A21E−111 B2)u˙(t),
(23a)
(23b)
where
Nk = Nk−H(I⊗Ωk +Ωk⊗ I), B1 = B1+A11Ω ,
Bu = H(Ω ⊗Ω)+
[
nvΩ , . . . ,NmΩ
]
, C =C1−C2S−1A21E−111 A11,
CH =−C2S−1A21E−111 H, CNk =−C2S−1A21E−111 Nk,
in which S := A21E−111 A12. Thus, we obtain a system equivalent to (1) which has a
similar form as in (16). However, the system (23) contains some extra terms which
are functions of the input u(t), e.g., up ·uq, {p,q} ∈ {1, . . . ,m} and the derivative of
the input u(t). Although they are functions of the input in the forward simulation,
we consider them formally as different inputs as far as the model reduction prob-
lem is concerned. Hence, Algorithm 3 can readily be applied to the system (23) to
determine reduced-order systems.
4 Numerical Experiment
In this section, we test the efficiency of Algorithm 3 using a numerical example of a
lid-driven cavity, obtained using semi-discretization of the Navier–Stokes equation.
We initialize Algorithm 3 randomly and iterate it until the relative change in the
eigenvalues of the reduced matrix Aˆ is less than 10−5. All the simulations were
done on a board with 4 Intel® Xeon® E7-8837 CPUs with a 2.67- GHz clock speed
using MATLAB® 8.0.0.783 (R2012b).
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Fig. 1 Illustration of the velocity magnitude of the lid-driven cavity problem and the domain of
control and observation Ωc = [0.4,0.6]× [0.2,0.3] and Ωo = [0.45,0.55]× [0.5,0.7].
4.1 Lid Driven Cavity
Here, we consider a lid-driven cavity as shown in Figure 1, which is modeled using
the incompressible Navier-Stokes equations in the velocity v˘ and the pressure p˘ on
the unit square Ω = (0,1)2. The governing equations and boundary conditions are:
˙˘v+(v˘ ·∇) v˘− 1
Re
∆ v˘+∇p˘ = 0,
∇ · v˘ = 0,
and boundary and initial conditions are as follows:
v˘|at boundary = g, v˘|t=0 = v˘0.,
where Re is the Reynolds number, g represents the Dirichlet boundary conditions,
and we set v˘ =
[
1
0
]
for the upper boundary and zero at the other boundary, and v˘0 is
an initial condition. Furthermore, the system is subject to a control input u(t) in the
domain Ωc. As a result, we ensure that the x and y components of the velocity in the
domain Ωc are u(t).
A similar problem has been considered in the model reduction framework in
[1] for a SISO system and with a different control setting. Having applied a finite
element scheme using the Taylor-Hood scheme on a uniform mesh, we obtain a
discretized system in velocity v and pressure p as follows:
E11v˙ = A11v(t)+H(v⊗ v)+A12v(t)+ f +B1u(t),
0 = AT12v(t), v(0) = vs,
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Original system (n = 3482)
TQB-IRKA (r = 140)
0 2 4 6 8 10
−0.4
−0.2
0
0.2
Time [s]
ve
lo
ci
ty
Fig. 2 For a random control u(t) = 2t2 exp(−t/2)sin(2pit/5), we compare the x and y components
of velocities at four nodes in the domain Ωo obtained via the original and reduced systems in the
figure which are indicated by different colors.
where E11,A11 ∈ Rnv×nv , A12 ∈ Rnv×np , H ∈ Rnv×n2v , f ∈ Rnv and vs is the steady-
state solution of the system when the control input u is set to zero. Furthermore, we
observe the velocity in the domain Ωo, leading to an output equation as follow:
y(t) =Cv(t).
Since the initial condition is considered to be the steady-state solution of the system,
we perform a change of variables as vδ = v+ vs and pδ = p+ ps to ensure the zero
initial condition of the transformed system. This results in the following system:
E11v˙δ = (A11+X)vδ (t)+H(vδ ⊗ vδ )+A12 pδ (t)+B1u(t),
0 = AT12vδ (t), vδ (0) = 0,
where X := H(vs⊗ I + I⊗ vs). We choose the degrees of freedom for the veloc-
ity and the pressure 3042 and 440, respectively, i.e., nv = 3042 and np = 440. We
set the Reynolds number Re = 100. Furthermore, we select four nodes in the do-
main Ωo on which we measure the x and y components of the velocity; thus, we
have 8 outputs. Next, we employ Algorithm 3 to obtain a reduced-order system
of order r = 140. To check the accuracy of the reduced system, we perform time-
domain simulations for the original and reduced systems for an arbitrary control
input u(t) = 2t2 exp(−t/2)sin(2pit/5) and observe the outputs which are plotted in
Figure 2. This shows that the reduced system captures the dynamics of the system
faithfully. Furthermore, we also plot the velocity at the full grid in Figure 3, although
the considered model reduction aims at capturing only the input-to-output behavior
of the system. The figure indicates that the reduced-order system can replicate the
visual dynamics of the original system at the full grid as well.
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Fig. 3 Comparison of |v| obtained from the original (left) and reduced (right) systems at time
t = 3.75s for an input u(t) = 2t2 exp(−t/2)sin(2pit/5).
5 Conclusions
In this work, we have studied a model reduction problem for a particular class of
quadratic-bilinear descriptor systems, especially arising from semi-discretization of
the Navier-Stokes equations. In particular, we have investigated how one can em-
ploy the iterative model reduction scheme proposed in [12] for quadratic-bilinear
ODEs to the latter class of descriptor systems. To that end, we have first trans-
formed the quadratic-bilinear descriptor system into an equivalent ODE system by
means of projectors. Furthermore, for practical computations, we have proposed an
efficient iterative scheme for the considered quadratic-bilinear descriptor systems to
avoid the explicit computation of the projectors that are used to transform the system
into an ODE system. Using as numerical example a semi-discretized Navier-Stokes
equations, we have shown the efficiency of the proposed method.
As a further research topic, an extension of the balanced truncation method for
quadratic-bilinear ODE systems [11] to descriptor systems will be very useful. Fur-
thermore, it will be a significant contribution to extended these methods to other
classes of descriptor systems, particularly, appearing in mechanical systems.
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