Abstract: Estimation using pooled sampling has long been an area of interest in the group testing literature.
Introduction
Group testing was first introduced in the statistical literature by Dorfman (1943) as an efficient blood screening technique, and has since developed into two nearly distinct research areas: classification and estimation. The main feature in both fields is that, for suitable ranges of the underlying population parameter, group testing offers the potential for significant savings in efficiency (in terms of reduced mean squared error (MSE)), the necessary number of trials, or both.
The basic problem addressed by Dorfman was as follows, suppose there is a large population, with each individual possessing some trait with probability p and it is necessary to determine each person carrying said trait. The standard method of testing each individual would be prohibitive in terms of both time and cost, so Dorfman proposed to first group the units being tested into pools of size k. If this pool is tested and found negative, we can assume all individuals within it to be free of the trait. If it is positive, however, at least one carries the trait and each unit from that group would then be tested without pooling. In total, this means that for any given pool either 1 or k + 1 tests are required as opposed to the k needed under the standard method. Intuitively, if p is small enough so that sufficiently many of the groups are negative, this can lead to a real savings in the total number of tests.
The primary question when using this method, known as Dorfman's two stage procedure, is to find a group size k which minimizes the number of tests required for a given (assumed known) value of p. While Dorfman (1943) gave only numerical results, this problem and method became the framework for what is known as the classification, or identification, problem in group testing.
Subsequent research has generalized to a wide array of designs and applications (see, for example, Groll, 1959, 1966; Graff and Roeloffs, 1972; Hwang, 1976; Johnson et al., 1990; BarLev et al., 1995 BarLev et al., , 2005 Ahlswede et al., 2012; McMahan et al., 2012; Tatsuoka, 2014; Malinovsky and Albert, 2015; Malinovsky et al., 2016) .
A second area in which group testing methods have developed is the estimation of a Bernoulli parameter p using pooled samples. Many of the early applications of this idea took place prior to the concept being introduced in the statistical literature, with a classic example being the rate of disease transmission from an insect to a given plant (for specific cases, see Gibbs and Gower, 1960; Thompson, 1962) . Such examples were motivated by a scarcity of available specimens for testing with the main idea being that if only a few plants were able to be tested, but many insects were available, it would be possible to capture the information of disease transmission from a larger number of insects if a pool of size k, as opposed to a single unit, were exposed to the plant of interest.
Early studies of the statistical properties of this procedure were carried out by Gibbs and Gower (1960) , who addressed the bias of the standard MLE estimator, as well as Thompson (1962) and Chiang and Reeves (1962) . Much subsequent research related to this procedure dealt with design issues, most importantly the selection of the group size k, based on two primary aims: reducing the probability of achieving all positive or negative groups (Kerr, 1971; Griffiths, 1972) and the use of prior information to choose k minimizing the MSE (Swallow, 1985; Hughes-Oliver and Swallow, 1994) .
Other work related to estimation has considered optimal resampling techniques (Sobel and Elashoff, 1975; Chen and Swallow, 1990) , finite population cases (Bhattacharyya et al., 1979; Theobold and Davie, 2014) , testing with misclassification (Tu et al., 1995; Liu et al., 2012) , and how to address multiple group sizes across samples (Walter et al., 1980; Le, 1981; Hepworth, 1996; Dres et al., 2015; Santos and Dorgam, 2016) . More recent extensions have included multinomial populations (Hughes-Oliver and Rosenberger, 2000; Tebbs et al., 2013; Warasi et al., 2016) and regression techniques for non-homogeneous binary populations (Xie, 2001; Bilder and Tebbs, 2009; Chen et al., 2009 ).
The use of sequential designs for group testing estimation was first made, to our knowledge, in Kerr (1971) who suggested that if a fixed size sample is taken and all groups are found to be positive or negative, new samples of predetermined size be collected iteratively until a desirable result is obtained. Later, Katholi and Unnasch (2006) suggested the use of inverse binomial sampling (drawing until a certain number of positives) as a means of efficiently estimating p in certain cases, particularly when the prevalence is small and a fixed design would require an unreasonably large sample size. Pritchard and Tebbs (2011a) generalized the same model to the case of unequal group sizes and provided debiased estimators for the uniform group-size model. Similarly, Hepworth (2013) generalized his own debiased estimator from the fixed design (see Hepworth and Watson, 2009) to the inverse binomial model. In addition, Hepworth (2013) proposed confidence interval estimators for the negative binomial model. Other work, all assuming the inverse binomial model, includes Bayesian estimation (Pritchard and Tebbs, 2011b) and regression methods (MontesinosLópez et al., 2015) .
To carry out estimation, the maximum likelihood estimator (MLE) has been heavily used, justified by its simplicity and good large sample properties such as consistency and asymptotic normality. However, as mentioned above, the MLE is a biased estimator, quite heavily for some values of p (Gibbs and Gower, 1960; Thompson, 1962; Swallow, 1985) . This issue arises frequently in applications, where the number of pools sampled is often too small to rely on the above properties.
Fairly recent examples of this can be found in Williams and Moffitt (2010) who analyzed two data sets related to disease prevalence in wild fish populations with 12 and 27 pools, and Galetto et al. (2014) who examined the acquisition of Flavescence dorée for different grapvine species from the leafhopper Scaphoideus titanus using samples with 21 and 24 pools.
To address this, alternative estimators have been proposed in attempts to reduce this bias such as in Burrows (1987) and Hepworth and Watson (2009) , as well as the above mentioned examples in the sequential case. In particular, Burrows was able to show empirically that his estimator not only improves on the bias, but, perhaps more importantly, yields a smaller MSE than the MLE for all values of p considered (p ≤ 0.5).
Because so much emphasis is placed on the bias, it is important to note that, when standard binomial sampling is used, no unbiased estimator of p exists. Although not mentioned often, this fact was stated by Hall (1963) in the context of group testing and proved for the general binomial case in Lehmann and Casella (1998, p. 100) . The question remains, however, as to whether an unbiased estimator exists when the broader class of binomial sampling plans (defined below in Section 2) are considered.
In this paper, we introduce a design which samples until a given number of negatives and show, based on results in Degroot (1959) , that unbiased estimation is possible for such a plan. It is also shown that unbiased estimation is, in fact, impossible under the previously mentioned designs found in the literature. Additionally, we extend the idea of Burrows for the fixed sample design to the case of inverse binomial sampling to provide reasonable debiased estimators for the sequential case, particularly for the model under which unbiased estimation is not feasible. Numerical studies are then done in order to compare designs/estimators in terms of bias and MSE under practical situations.
Binomial sampling plans
Before describing the models used here, we first give a definition of binomial sampling plans. A more comprehensive treatment, as well as several results on estimation under such models, can be found in Girshick et al. (1946) .
For our purposes a general binomial sampling plan S can be defined as a subset of the nonnegative integer valued coordinates in the xy−plane determined by a set of boundary points, B S , at which the sampling terminates. All plans begin at the origin and, until a point γ = (X(γ), Y (γ)) ∈ B S is reached, the X or Y coordinate is increased iteratively by one with probability θ or 1 − θ respectively.
The set of all binomial sampling plans is denoted here by S.
For any plan S ∈ S it is clear that the boundary point γ ∈ B S at which sampling stops is a sufficient statistic for θ (see Lehmann and Casella, 1998, p. 102) . For each such point γ, we can define N S (γ) = Y (γ) + X(γ), so that N(γ) represents the total number of steps taken during
sampling. An important characteristic of any plan then will be E(N S ), the expected number of iterations. This quantity will form the basis of comparisons of estimators across sample plans as discussed below.
If N S (γ) = n for some positive integer n and all γ ∈ B γ , we say S is a fixed binomial sampling plan. If, instead, N S (γ) < M for some positive integer M and all γ ∈ B γ , S is a finite binomial sampling plan.
Models
Here, we assume an infinite population consisting of individuals displaying some trait with probability p. Each individual can then be represented by independent random variables ϕ i , i = 1, 2, 3, . . . , such that ϕ i ∼ Bernoulli(p). Throughout, this parameter p is the quantity we seek to estimate. If group tests with pools of size k are considered, we have the new random variable
With this, we consider the three models described in the following sections.
Model (a) -fixed binomial sampling
Suppose we observe ϑ
In terms of the above notation, this is equivalent to the fixed binomial sampling plan S a with
Model (b) -inverse binomial sampling (positive)
Alternatively, if we observe ϑ
2 , . . ., until the cth positive we can define Y to be the number of negative groups until this event occurs. As such, Y ∼ NB(c, 1 − q k ) and so
This is the same as a binomial sampling plan S b with
θ S b = 1 − q k , B S b = {γ : X(γ) = c}, and E(N S b ) = c + cq k 1−q k = c 1−q k .
Model (c) -inverse binomial sampling (negative)
If instead we observe ϑ
2 , . . ., until the cth negative we can define Z to be the number of positive groups prior to this event. As such, Z ∼ NB(c, q k ) and so
Again, this can be expressed as a binomial sampling plan S c with θ
We note that, while all the previous work on group testing with inverse binomial sampling has utilized model (b) (see Katholi and Unnasch, 2006; Pritchard and Tebbs, 2011a; Hepworth, 2013) , there are many realistic cases in which model (c) would be preferable. Moreover, we will show, based on results in Degroot (1959) , that an unbiased estimator for p does not exist under model (b) but can be constructed under (c).
Since we will present groups of estimators which apply to several of the above sampling plans, the model used for a specific function will always be denoted in a subscript. For example,p (a) will denote an estimator under model a.
For all models and estimators, the main quantities of interest will be the bias and MSE, given as follows, for an estimatorp(x) where x is a random variable with support X and likelihood L(x, p),
4. Unbiased estimation for the group testing problem
As mentioned above, it is known that with standard binomial sampling no unbiased estimator exists in the group testing problem. This can be extended to all finite binomial sampling plans based on the following lemma whose proof is in Appendix A.1.
Lemma 4.1. Let F be the set of all finite binomial sampling plans with probability of success θ, and k any positive integer greater than one. Then, there does not exist an estimator f under any sampling plan F ∈ F such that f is an unbiased estimator of
For the group testing problem, where
that the non-existence of an unbiased estimator of p extends to this broader class of sampling plans as well.
We add here that unbiased estimation under binomial sampling plans has been studied for a range of different functions. A review can be found in Sinha and Sinha (1992) . An alternative approach to estimating a function of the form p α , α > 0 (of which the group testing problem is a special case) using a randomized binomial sampling scheme is presented in Banerjee and Sinha (1979) .
Estimators under model (a)
As mentioned above, the MLE under model (a) has been in use for a long time and is popular, despite its often large bias, due to its simplicity and good asymptotic properties. The estimator as given in Gibbs and Gower (1960) iŝ
An alternative estimator was proposed by Burrows (1987) which reduces the bias by eliminating terms of O(1/n) in the Taylor expansion of the expectation of the MLE. The resulting estimator is as followsp
As pointed out in the introduction, Burrows was able to show empirically for a range of p between 0.01 and 0.5 and n between 10 and 200 that, in addition to reduced bias, his estimator performed better than the MLE in terms of MSE. The magnitude of the differences observed in his original work raise questions about the suitability of the MLE, particularly for small sample sizes.
For example, with n = 10 and p = 0.1, the MSE for the Burrows' estimator is only one fifth that of the MLE. For larger samples, this is mitigated by the strong asymptotic performance of the MLE, although the Burrows estimator did at least slightly better in all cases considered.
Estimators under models (b) and (c)
The MLE under model (b), as shown in Katholi (2006) , iŝ
, and it can similarly be shown that the MLE under model (c) iŝ
Similar to the fixed sampling case, both MLEs presented here are biased and several alternatives have been given for model (b) to address this issue as discussed in the following sections.
Pritchard and Tebbs estimators
Pritchard and Tebbs (2011a) suggested the following three shrinkage-type estimators under model
where each of α, β, α C , and β C are found numerically as the values which minimize the MSE for each respective estimator.
While the conceptual basis for these estimators is quite simple, in practice, since the MSE is a function of both the parameter and a given estimator (the expression can be found in (3.2)), the optimization required to compute them depends on prior knowledge of p. This means the performance of the estimators can vary widely depending on the availability and accuracy of such information. In the original work, Pritchard and Tebbs recommended an upper bound p 0 be selected based on which the optimization should be done. This is the approach taken here where we consider estimators based on p 0 = .01, .1, and .5 and compare them across the full range of p. This allows for a basic understanding of the impact incomplete knowledge of p has on the estimators.
To make it clear which value of p 0 is being used for a given estimator, we place it in the superscript so thatp It was pointed out by the original authors thatp β andp C both outperformedp α in their study, with a preference forp C for some choices of k and c. As a result, to make comparisons among estimators more succinct, we only includep C in our calculations.
Modification for Model (c)
We can modify the idea of Pritchard and Tebbs for model (c) yielding the following three estimators,
Hepworth estimator
Another alternative was proposed by Hepworth (2013) based on the Gart bias correction introduced in Gart (1991) . The result due to Gart states that, for a single parameter model based on independent observations, the bias of the MLE, excluding terms of O(1/n 2 ) (in the sequential case
2 ), is given by
where I(p) and ℓ are the Fisher information (contained in the sample) and log-likelihood respectively. Hepworth showed that, for model (b),
(1 − q k ) 2 , dI dp = −ck
He then suggests using the plugin estimator
Since this estimator is not defined whenp M LE(b) (y) = 1, which occurs when y = 0, the valuê
1/k is used, which is equivalent to the Burrows correction in the fixed binomial case.
Of course, since a plugin estimator is used, this does not remove all of the O(1/E[N]) terms from the bias, but it does lead to a significant reduction. In the next section, we will construct an estimator for which this bias is removed analytically.
Modification for Model (c) For model (c) we can similarly show that
The estimator for this model,p G(c) (z), can then be defined exactly as above witĥ
using the above values in the definition of B(p). In this case, the bias correction is not defined when p = 0, so that the valuep G(c) (0) = 0, which is also equivalent to the Burrows estimator in the fixed case, is used here.
Extension of Burrows to models (b) and (c)
In this section, we extend the idea of Burrows in the fixed sampling case to the sequential models discussed here, with the modification that we seek to remove terms of order O(1/E[N]) from the bias. This is in the same spirit as the Gart estimator presented by Hepworth, but it has the added advantage of producing estimators which achieve the desired reduction in bias theoretically, not only as an approximation.
Burrows type estimator for model (b)
To apply the idea of Burrows to model (b) we begin with the modified MLE, , with this value decreasing for all k > 2.
Burrows type estimator for model (c)
The application to model (c) follows exactly as above beginning with the estimator
The proof of (6.2) is nearly identical to that of (6.1) and is omitted.
Construction of unbiased estimator
In this section, we show how to construct an unbiased estimator for p under model (c) directly from a theorem due to Degroot. The ability to apply this result to a similar function was mentioned by Hall (1963) . The result is given in the following Theorem and can be found, along with its proof, in Theorem 4.1 of Degroot (1959) . 
Numerical comparisons
Comparisons among the estimators presented here can be challenging due to the number of variables which must be considered. These include p, E(N) (which reduces to the fixed n under model (a)), and k. This is true even among estimators in the same model where, for example, with p and E(N) fixed, one estimator may perform much better for one choice of k while a second estimator is superior with a different selection. As such, any predetermined values may unduly favor one estimator over another.
To deal with this, for all comparisons we considered p and E(N) fixed and then chose the value of k for each estimator which yields the smallest MSE. This was done using a basic grid search over k = {2, . . . , 50}. The choice of 50 as an upper bound is somewhat arbitrary, but reflects the vast majority of group testing applications in which even smaller pool sizes are used. It should be noted that, particularly for the Burrows and Gart estimators, it may be possible to choose a value of k which has a much smaller bias without inflating the MSE when compared to the minimizing value. This is especially an issue for small E(N) and is one more design issue which must be considered in application.
For the other values, we looked at p = 0.01, 0.05, 0.1, 0.2, 0.3, and 0.5 as well as E[N] = 25
and 100.
Note that the value of c for models (b) and (c) is completely determined by E(N), p, and k as shown in sections 3.2 and 3.3. However, since c is constrained to the positive integers, we always selected c to be the largest integer such that E c (N) ≤ E(N) where the latter is the original target value. Since the sequential plans will rarely have a c value which allows them to attain the upper bound exactly, this approach will yield a slight advantage to estimators under the fixed plans.
For models (b) and (c), since neither of equations (3.1) or (3.2) can be calculated exactly, we
and ν c such that P (Z > ν b ) ≤ 1 × 10 −6 and took these values as the upper limits in the appropriate sums. Tables 1 and 2 contain comparisons for the relative bias defined, for an estimatorp, as 100 × the bias under each model when p is small, and always under model (c). The increase in bias under models (a) and (b) for larger p can be avoided, as mentioned above, by carefully selecting an alternative value of k which reduces the bias with only a small increase in the MSE. We do not attempt this in the tables here so as to maintain consistency across comparisons. It should be noted that this is generally not possible for the other estimators considered. As expected, the Burrows estimators do have smaller bias (generally a reduction of half or more) when compared with the Gart estimators for small n. For the estimator due to Pritchard and Tebbs, we see that, while the bias is well controlled when the true p is near the known upper bound p 0 , as p moves away from this value it tends to become, often significantly, inflated.
In Table 2 , with E(N) = 100, we see the same basic trends as in the previous Table, but with the expected decrease in bias across all estimators. One significant difference we see is that, for some larger values of p, the Gart estimator now has smaller absolute bias under model (b) than the Burrows estimator. This will likely continue to occur as n increases, although the magnitude of the bias in such cases will be significantly small.
It is also interesting to note that, especially for the smaller E(N), the bias tends to be much smaller for estimators under model (c) relative to their counterparts under model (b).
Comparisons based on MSE can be found in Tables 3 and 4 , where each value is multiplied by 10, 000 for ease of interpretation. for estimators under the fixed sample plans due to the slightly larger expected sample sizes.
Discussion
The primary results of this work can be divided into two parts. First, we have shown that, despite decades of attempts at bias minimization, an unbiased estimator does exist for the group testing problem if one is willing to consider inverse binomial sampling based on counting negatives. Our numerical comparisons indicate that this is achieved together with a significant reduction in the MSE relative to the MLE for the standard fixed binomial case, as well as a comparable reduction to the alternative estimators found in the literature.
Likewise, we have provided proofs that, under the two most prominent models in the litera-ture, models (a) and (b), there exist no unbiased estimators. As such, it follows that the Degroot estimator introduced here is trivially the optimal unbiased estimator across the class of sampling plans considered. These facts combined make this estimator particularly desirable, at least from a theoretical standpoint.
That said, if some bias can be tolerated, and there is complete freedom to choose a model, there seems to be little reason to suggest moving away from fixed binomial sampling. Not only is this model much more familiar, but the Burrows estimator outperforms in terms of MSE, at least slightly, all other estimators across sampling plans in our comparisons.
The second area relates to situations in which inverse binomial sampling is desired a priori. Pritchard and Tebbs (2011a) give some motivation for problems in which testing groups until c positives are attained, which corresponds to our model (b). For this situation, we have extended the idea of Burrows to provide an estimator which removes terms of O(1/E(N)) from the bias while also yielding drastic reductions in the MSE when compared with the MLE. While this is similar in motivation to the estimator proposed in Hepworth (2013) , the form of the estimator is much simpler and has the advantage of achieving the desired bias reduction analytically. In our comparisons, both estimators performed very similarly, with the Burrows type estimator generally doing better in terms of bias. In contrast, our results indicate that the estimators suggested in Pritchard and Tebbs (2011a) , while yielding extremely small MSE values in some cases, are, in addition to being heavily biased, too dependent on precise prior knowledge of p to be useful in most applications involving small sample sizes.
When comparing models (b) and (c), it is clear that neither dominates the other uniformly in the considered comparisons. In fact, we see that in each case estimators under one model slightly outperform their counterparts in exactly one of bias or MSE (the exception being the MLE for which model (c) is always better when p is not too large). Furthermore, the differences tend to be very small and in application, when p is unknown, it would likely be impossible to determine which is optimal for any given set of design constraints. As such, if an application exists for which sampling until c negatives is possible, we believe that model (c) with the Degroot estimator will usually be preferred. Aside from the desirable theoretical properties mentioned above, the unbiasedness of this estimator can greatly simplify the design process by allowing one to focus solely on the MSE.
We emphasize that the perspective of this work has been one of design, in the sense of choosing a study design which yields optimal results in terms of reduced MSE and bias (as a secondary goal), particularly when sample sizes are relatively small. This is in contrast with the problem, often encountered in applications, of selecting a best estimator when the study design is constrained by experimental or other factors. As such, while the results presented here do give a general indication of the small sample performance of each estimator, any actual application will likely require a more targeted comparison to choose the best design and analysis strategy for the specific question at hand.
Potential future work in sequential group testing remains very broad, since the area is largely undeveloped. In particular, questions of design such as the optimal choice of group size, possibly using an adaptive approach, are extremely important if such designs are to be utilized in applications. Furthermore, extensions to further cases such as the presence of misclassification and multiple group sizes in small sample studies are vital. Additionally, there is no reason to limit research to the inverse binomial model, and generalizations to other sequential sampling plans could be explored, although such work would likely be very application specific. Of more theoretical interest, the possibility of determining all possible designs yielding an unbiased estimator for θ 1/k , where θ is a Bernoulli parameter and k is a positive integer greater than one, as was done for the case 1/θ (see Sinha and Bose, 1985) remains open and appears to be a difficult problem.
A. Proofs A.1. Proof of Lemma 4.1
Let F be a finite sequential binomial sampling plan with probability of success θ and define K(γ)
to be the number of ways to reach the boundary point γ ∈ B S . Since B S is finite, set η = max γ∈B S {Y (γ) + X(γ)} and we have, for any statistic T defined on B S ,
for some constants C 0 , . . . , C η which is a polynomial of degree at most η. Since it is impossible for this sum to equal θ 1/k or (1 − θ) 1/k for all θ, it follows that no unbiased estimator exists for either function. Now, taking again the Taylor expansion of (A.2) about (ν, η) = (0, 0) and plugging in the value for y 0 yields 
