A new method for the selective excitation of diatomic molecules in single vibrational states on excited electronic potentials by two-photon absorption is proposed. The method implies the use of two chirped strong pulse lasers detuned from the optical transition to an intermediate electronic state. We show under what scenarios the method is successful on the time-energy scale in which the pulses operate. They involved a long-time ͑nanosecond͒ weak-field regime and a short-time ͑picosecond͒ strong-field regime. The adiabatic representation in terms of energy levels or in terms of light-induced potentials is used to interpret the physical mechanism of the excitation. The efficiency and robustness of the scheme are demonstrated by the excitation of the ground vibrational state of the 1 ⌺ g (4s) electronic potential of the Na 2 molecule.
I. INTRODUCTION
Control of molecular motion is a ultimate goal in a great part of the recent work in the laser community. Put in mathematical form, a primer question is how to devise a laser field in order to drive the target molecule to a predefined objective, being this a certain chemical arrangement ͑chemi-cal reaction͒ or a certain spectroscopic state ͑specific state preparation͒. During the last years the answers from either experimental, theoretical or numerical simulation points of view have been diverse. 1 The point of departure starts by choosing a particular molecular objective and scenario, and a proper time-energy scale. In this paper we propose a new method for the selective excitation of diatomic molecules in single vibronic states using strong fields working in the picosecond regime. The method can be considered as a chirped adiabatic passage by two-photon absorption ͑CAPTA͒ scheme. For the excitation to be selective, the time scale of the process must imply a better spectral resolution than the typical energy separation between adjacent vibrational levels, in order to avoid from the input the creation of a wave packet. Therefore, the time width of the pulses must be on the order of the picosecond or larger. As will be shown, the choice of the time scale has strong implications on the energy requirements and on the dynamical aspects of the excitation.
There are several proposals addressing the same objective as we do here. From the theoretical point of view, the methods ultimately rely on pulse properties or on adiabatic properties. 2 In the first case, use is made of lasers in resonance with the energy transition. According to the Area Theorem, 2,3 the integral ͗ f ͉͉ i ͐͘ Ϫϱ ϱ dtE(t)/ប ͓where i , f are the initial and final wave functions and E(t) is the field amplitude͔ must be an odd multiple of for maximum efficient transition. Therefore, if the coupling is weak and the time duration short, we must use strong fields to transfer the system from the initial to the final state.
In the second case we use frequency chirped pulses and usually the pulse area must be quite larger than . The advantage is that the transfer is not sensitive to the area once the adiabatic regime is established. A lower limit can be predicted using a simple Landau-Zener model, 4 implying that the frequency change through the resonance, ⌬, must be much smaller than the pulse area. We also need to consider the time required for the transition to take place, roughly given by 5, 6 ͗ f ͉͉ i ͘E 0 /ប ͑where E 0 is the laser maximum amplitude and is the rate of frequency change or chirp͒, which must be smaller than the pulse width.
New possibilities arise when we consider two photon excitation through an intermediate state using two pulses. A simple extension of the first strategy is to use two pulses following the order of the transfer. This implies the sequential transfer of population from the initial to the intermediate state, and from the intermediate state to the final state. This scheme can be easily generalized to any number of states in which case the parameters can be optimized using optimal control tools 7 and the intermediate states can be selected using artificial-intelligence algorithms. 8 For population transfer to vibrational wave functions in excited electronic states, in general use is made of combinations of IR and UV pulses. 9 The drawback of all these methods is that they are very sensitive to the pulse parameters ͑specifically the pulse frequency and area͒ as well as they imply excitation of population in the intermediate state during all the process, therefore opening the gate to fluorescence processes which can compete with the two-photon absorption in the nanosecond regime.
The use of chirped pulses can be extended to the threelevel system ͑or N-level system͒ from a straight forward way. 10 Various studies have been performed to clarify the population transfer processes in atomic systems, 11 including the effect of non-adiabatic couplings and interferences from both theoretical and experimental points of view. 12 14 that a similar approach to STIRAP could be used with frequency chirped pulses, allowing the selective excitation of a single level placed inside a manifold of closely spaced levels. STIRAP can also be implemented for two-photon absorption. In this case, however, the need to avoid fluorescence from the target state can advise for the use of picosecond pulses, implying higher energy demands for the pulses. This, in turn, may affect the selectivity of the process.
We have recently shown numerically for a realistic system that this can be the case in the picosecond regime. 15 If the Franck-Condon factors to the desired target are very small, the use of very strong pulses may cause the competition of different one-or two-photon processes, like Raman transitions or nonselective two-photon absorption. However, Garraway and Suominen proposed a method to circumvent these problems using time-delayed and frequency detuned pulses. 16 The method uses very strong fields that are required to create an adiabatic light-induced potential ͑LIP͒ where the wave function can be suitably transferred. However, only some specific choices of detunings and time-delays, drive the system to the desired final electronic state. 17 Moreover, the strong energetic requirements can make the method difficult to implement in the laboratory.
In a second approach we have recently proposed a different scheme suited for the 3-level ⌳ system implying the use of chirped pulses detuned from the intermediate state. 5 This method is closely related to the Raman Chirp Adiabatic Passage ͑RCAP͒ method of Chelkowsky and Bandrauk, 18 which induces vibrational ladder climbing by Raman excitation. In Ref. 5 we demonstrate that a proper choice of sign in chirp and detuning can favor the small excitation of the intermediate state. The method can be easily adapted to the three-level ladder system, therefore implying an adiabatic passage by two-photon absorption ͑CAPTA scheme͒. The advantage of CAPTA over STIRAP is that the method does not require the precise tuning of the carrier frequencies. However, in a molecular system and for a picosecond time scale, the same objections than in STIRAP could be applied in principle.
In this paper we show how to extend the CAPTA method for the short time and strong field regime in a manner close to the APLIP method. Actually the CAPTA method works without further changes in different time-energy limits, but we need different theoretical constructions in order to understand how the process is being carried out. In particular, the LIP representation can adequately describe the adiabatic passage of the wave function between the different molecular states, although its shape is more difficult to predict from simple theoretical models. In comparison with the APLIP process, in CAPTA it is proposed a new way of shaping the LIPs which makes use of frequency chirped pulses instead of time-delayed pulses and which does not require so high intense fields.
The outline of the paper is as follows: In Sec. II we present the molecular system and the numerical methodology employed to test the method. We use a Split-Operator propagator and Fourier-grid method adopted to the Hamiltonian structure for maximum efficiency. In Sec. III we introduce the CAPTA method and we sketch how it works for the different time-energy limits. We base our analysis in the diabatic and adiabatic ͑dressed-states͒ representation using simple models and graphical tools. In Sec. IV we provide a numerical test of the CAPTA method applied to selective population transfer in the Na 2 molecule, from the ground state to the vЉϭ0 vibrational level of the C 1 ⌺ u (4s) potential. We also explore numerically the robustness of the method. Finally Sec. V is the Conclusion.
II. NUMERICAL METHODOLOGY
Although we present a general method valid in principle for diatomic molecules, in the numerical simulations shown in this paper we use as an example the electronic states 
͑1͒
where TϭϪ (ប 2 /2m)(‫ץ‬ 2 /‫ץ‬x 2 ) is the kinetic operator, m is the reduced mass, V i (iϭ1,2,3) are the electronic potential energy curves, W 1 ϭϪE(t) 12 (x) and W 2 ϭϪE(t) 23 (x) are the coupling operators involving the dipole moments and the field, which is given by the superposition of the two pulse lasers, E(t)ϭE 1 S 1 (t)cos( 1 (t)tϩ 1 )ϩE 2 S 2 (t) ϫcos( 2 (t)tϩ 2 ). E 1 and E 2 are the maximum amplitude of the lasers, and S 1 (t), S 2 (t) are the pulse shapes. In general we consider only linear chirps in one of the lasers, i/ j (t) ϭ i/ j (0) ϩ i/ j ⌬t, where i/ j is the rate of frequency change. In the case that the rotating-wave approximation ͑RWA͒ can be invoked, then we can ascribe a single laser pulse to each transition and we can neglect the contribution of the counter-rotating term, even when the process is not in resonance with the intermediate electronic state. Therefore, W 1 ϭϪE 1 S 1 (t) 12 (x)cos( 1 (t)tϩ 1 ) and W 2 ϭϪE 2 S 2 (t) ϫ 23 (x)cos( 2 (t)tϩ 2 ), and we can make a unitary transformation so that we dress the diabatic potentials with the energy of the photons, U 1 (x,t)ϭV 1 (x)ϩប 1 (t), U 2 (x) ϭV 2 (x), and U 3 (x,t)ϭV 3 (x)Ϫប 2 (t). To facilitate the viewing of the symmetries of the system, we define the ''in resonance'' dressed potentials, which are the electronic state potentials shifted by an amount of energy so that they are in resonance at the time of the crossing. Choosing the frequencies so that V 1 (x)ϩប( 1 (0)ϩ 2 (0)) is in resonance with
ϭV 3 (x)Ϫប 2 (0). The sign of the detuning is chosen so that a positive ⌬ implies that we need this extra amount of energy to have V 2 (x) in resonance with both V 1 (x) and V 3 (x). Therefore, for positive detuning 1 (0) is red shifted with respect to the electronic transition V 1 (x)→V 3 (x). In this representation, the RWA Schrödinger equation reads
͑2͒
where ⍀ 1 ϭ 12 E 1 (t)/ប and ⍀ 2 ϭ 23 E 2 (t)/ប are the Rabi frequencies.
In terms of the local propagator, the formal solution of both Eq. ͑1͒ or Eq. ͑2͒ is ( 1 (tϩ⌬t), 2 (tϩ⌬t), 3 
, where Ĥ is the Hamiltonian matrix. To numerically integrate the propagator for a constant time step ⌬t, we split the propagator in the following pieces:
where we defined ␣ϭϪi (⌬t/ប). In the paper we follow the convention that letters with hat represent a matrix of operators; thus T is the diagonal kinetic matrix, V is the diagonal potential matrix of all states, and Ŵ is the nondiagonal coupling matrix. Evaluating each split part of the propagator without further approximations guarantees a precision in the Split-Operator method up to third order in ⌬t. Since exp((␣/2)V ) is diagonal in the coordinate representation and exp(␣T ) is both diagonal and local in the momentum representation, we evaluate each one in the corresponding representation and we change from representations using Fast Fourier Transforms.
To evaluate exactly the nondiagonal local propagator exp((␣/2)Ŵ ), instead of numerically diagonalizing the matrix, we change to the adiabatic states representation of the field part of the Hamiltonian, using the rotation matrix R, which diagonalizes Ŵ with eigenvalues 0 ϭ0 and Ϯ ϭϮW e , where W e (x,t)ϭͱW 1 (x,t) 2 ϩW 2 (x,t) 2 . Thus,
where the angle is defined by the relation tan ϭ W 2 (x,t)/W 1 (x,t) for a specific time and point of the grid, and we have defined ␤ϭ ⌬t/2ប to simplify the notation. Depending on the definition of W 1 and W 2 the numerical propagator given by Eq. ͑4͒ solves Eq. ͑1͒ or Eq. ͑2͒.
III. THE CAPTA METHOD

A. The weak-field regime
In a previous paper 5 we have proposed a Stimulated Raman Chirped Adiabatic Passage method to transfer population selectively in a 3-level ⌳ system. The method uses two synchronous chirped pulses detuned from the intermediate level.
We have shown that, by properly choosing the amplitude, chirp rate, and detuning of the pulses, the transfer could be both efficient and robust, and at the same time it could minimize the amount of population temporally transferred to the intermediate level. Moreover we demonstrated that a particular choice of signs in chirp rates and detunings in preferable, since it implies a further reduction in the population excited to the intermediate level.
To be consisted with notation, we will first show schematically how the results presented in Ref. 5 can be extended to a 3-level ladder system, using only one chirped pulse. These conditions constitute the basis of the CAPTA method in the long time and weak field limit. We use the ket labels ͉1͘, ͉2͘, and ͉3͘ for the three levels of increasing energy. For two synchronous pulses of the same shape in two photon resonance, the RWA Hamiltonian of the system is H͑t ͒ϭ
as can be easily deduced from the RWA Hamiltonian in Eq. ͑2͒. In Eq. ͑5͒ we have taken, without loss of generality, the crossing time at t c ϭ0. We have defined the detuning ⌬ ϭ(E 2 ϪE 1 )/បϪ 1 ϭ(E 3 ϪE 2 )/បϪ 2 , so that a positive detuning implies that the first laser is red-shifted from the resonant transition to the intermediate level, ͉2͘. We have also considered the Rabi frequencies of both transitions to be equal, ⍀(t)ϭ͗1͉ 12 E 1 (t)͉2͘/បϭ͗2͉ 23 E 2 (t)͉3͘/ប. Due to symmetry considerations, the same results can be obtained using 1 ϭ0 and 2 ϭ or with 1 ϭϪ and 2 ϭ0. However, the Hamiltonian is not symmetric with respect to changes in the sign of the detuning unless this transformation is followed by time inversion. A simple way to understand qualitatively a scheme of population transfer by sweeping the pulse frequencies through a resonance is to consider both the diabatic states picture, i.e., eigenstates of the Hamiltonian in the absence of the fields ͓diagonal elements in Eq. ͑5͔͒ and the dressed-state picture, i.e., eigenvalues of the full Hamiltonian as a function of time or as a function of frequency. The diabatic states cross when detunings are equal to zero while the dressed states cannot cross each other when they have the same symmetry and therefore give rise to avoided crossings. If the laser frequencies are initially far from resonance it is possible to identify the initially populated state with one of the dressed states. Then, if the frequencies are swept sufficiently slowly, the population remains in this dressed state which correlates at late times with a different diabatic state.
In Fig. 2 we show a schematic picture of the evolution of both diabatic and dressed eigenvalues. We have chosen the case 1 ϭ0 and 2 ϭ and we show the four situations depending on the signs of chirp and detuning. We have used the nomenclature ͕⌿ ϩ ,⌿ 0 ,⌿ Ϫ ͖ for the dressed states. The subscript makes reference to the eigenvalue being the highest in energy (͉⌿ ϩ ͘), lying in the middle (͉⌿ 0 ͘) or being the lowest in energy (͉⌿ Ϫ ͘). Since the dressed states do not cross, the energetic ordering remains through all the evolution.
In Fig. 2͑a͒ we consider the red detuning and positive chirped pulse case. The dressed state that correlates at initial times with ͉1͘ and at final times with ͉3͘ is ͉⌿ Ϫ ͘; therefore the laser action prepares this adiabatic state where the population is transferred from ͉1͘ to ͉3͘. In Fig. 2͑b͒ we consider the blue detuning and positive chirped pulse case. In this case the adiabatic passage takes place through ͉⌿ 0 ͘. Finally in Figs. 2͑c͒ and 2͑d͒ we show the negative chirped pulse case for both red and blue detuning. From the plot it is clear that the behavior of the system is equivalent ͑the prepared adiabatic state responsible of the passage is the same͒ when we change at the same time the sign of chirp and detuning: Therefore, when Ͻ0, the red detuning case ͓Fig. 2͑c͔͒ is equivalent to the blue detuning case for Ͼ0 ͓Fig. 2͑b͔͒, FIG. 2 . Schematic picture of the time evolution of the eigenvalues of a 3-level ladder system in the diabatic and adiabatic ͑thicker lines͒ representations for the different sign arrangements of chirp and detuning. The nomenclature is explained in the text. The four arrangements predict the selective adiabatic passage from the initial ͉1͘ state to the final ͉3͘ state by the CAPTA process for an atomic system. while the blue detuning case ͓Fig. 2͑d͔͒ implies similar dynamical properties than the red detuning case for Ͼ0 ͓Fig. 2͑a͔͒.
It is interesting to note that the four situations lead to the desired population transfer. This is only the case when the detuning ͉⌬͉ is larger than the frequency swept during the laser action, as in Fig. 2 . Otherwise the diabatic state ͉3͘ crosses the diabatic state ͉2͘ after crossing with ͉1͘ in the ͑b͒ and ͑c͒ cases, leading to the final excitation of the intermediate state. This is not the case, however, for the scenarios ͑a͒ and ͑d͒. Therefore, only two scenarios work when ͉͉ Ͼ͉⌬͉, where is the time width of the pulse, and in general, care must be taken with the signs of chirp and detuning when it is experimentally convenient to work with larger pulse widths or chirp rates or shorter detunings.
In Ref. 5 we show analytically that the adiabatic passage is selective for all the cases in Fig. 2 if the following adiabatic ͑dimensionless͒ parameters, 1 ϭ⍀ 4 (0)/8⌬ 2 ͉͉ and 2 ϭ4͉⌬͉/⍀ 2 (0), are larger than unity ͑we have called to the width of the pulses, and we have slightly changed 1 with respect to that defined in Ref. 5 taking in consideration that only one pulse is chirped͒. The population maximum in level ͉2͘ roughly depends with (⍀(0)/⌬) 2 , but is further reduced in the blue detuning case, due to the adiabatic properties of the dressed state where the passage in taking place. 5 Now the question is how can we apply the above analysis to a molecular system. In this case, instead of three levels, we have three manifolds of closely spaced levels and we must address the question of selectivity in the adiabatic passage: Is the population transfer going to excite a single vibrational level of the third electronic potential and in this case what precise level?
We can first expect from the Hamiltonian in Eq. ͑2͒, that the same symmetry relation holds for 1 and Ϫ 2 in the 3N-level system than in the 3-level system. Nevertheless it is no longer true that the dynamical behavior is equivalent when we change at the same time both the signs of chirp and detuning. The four different scenarios are schematically shown in Fig. 3 . We only address the case where 1 ϭ0 and 2 ϭ. Although now there are many more dressed states, we only trace the evolution of the dressed state initially populated ͑with thicker line͒ and we only represent a few diabatic states for each potential.
In Fig. 3͑a͒ we consider both positive ⌬ and . The adiabatic passage takes place in a dressed state that we call ͉⌿ Ϫ ͘, in analogy to the nomenclature used for the 3-level system: ͉⌿ Ϫ ͘ transfers population to the ground vibrational level of the second excited potential, ͉1Љ͘. In Fig. 3͑b͒ we consider the blue detuning and positive chirp case. Now the selective passage to the ground vibrational level in V 3 is driven by the adiabatic state ͉⌿ 0 ͘. Therefore we can expect less population temporally transferred to the V 2 manifold of levels. For this arrangement, as it was the case for the 3-level system, ͉⌬͉ӷ͉͉, if we want to select the ͉1Љ͘ level. Moreover now the condition is even more restrictive, since the diabatic state ͉1Љ͘ can cross with any of the diabatic levels in the U 2 manifold, transferring the population to an undesired final state.
In Fig. 3͑c͒ we consider positive ⌬ and negative . The passage is driven by ͉⌿ 0 ͘ and according to the diagram, it correlates with the desired ͉1Љ͘ level at late times. Nevertheless it can be seen that the process is not a simple adiabatic passage between two levels, since it implies several sequential vibrational crossings in both ground and excited potentials, V 1 and V 3 . In this scenario, the CAPTA process implies the population of several excited vibrational levels previous to reaching the target state and its dynamics is actually much more complicated. The final level populated depends both on molecular parameters and pulse parameters. Moreover, nonadiabatic coupling may play an important role in the process.
14 Therefore we can expect that the robustness of the selective transfer in this scenario is much weaker than in the previous two. By numerical simulations on test systems we have found that actually the possibility of selective transfer depends heavily on the molecular system. In Fig.  3͑c͒ we have superimposed the Rabi frequency of the pulse, whose envelope roughly sets the number of vibrational levels involved in the adiabatic passage. In Fig. 3͑d͒ we show the blue detuning and negative chirped pulse case. The scenario is similar to the case ͑c͒, although now the passage is transferred through state ͉⌿ ϩ ͘.
When we use a negative chirped second pulse, in order to assure what level will be precisely selected we can take ͉͉Ͻ⌬, where ⌬ is the energy difference between adjacent vibrational levels ͑or roughly, the vibrational quantum in V 3 ). Then the vibrational level selected will be the only FIG. 3 . Schematic picture of the time evolution of the eigenvalues of a 3-N level ladder system illustrating the behavior of the diabatic states and of the initially populated dressed state ͑thicker line͒, for the different sign arrangements of chirp and detuning. The nomenclature is explained in the text. For the long-time weak-field limit, the selectivity of the CAPTA process is much more robust using positive chirped pulses than using negative chirped pulses. Superimposed in dashed line is the Rabi frequency of the pulses (⍀).
one in two-photon resonance during the laser irradiation. This sets the long-time regime. Moreover, in the case of red detuning, care must be taken so that the frequency swept during the laser action is smaller than the detuning. This implies severe limitations on the chirp rate.
B. The strong-field regime: The LIP representation
The scenarios sketched in Fig. 3 apply to a molecule in the weak field regime using a chirped second pulse. The scenarios for a chirped first pulse can be easily inferred from the previous analysis. A new problem arises when we use strong fields. By strong fields we consider a situation in which the dynamic Stark-shifts induced by the lasers are larger than the energy spacing between adjacent vibrational levels. Then there are avoided crossings between vibrational levels on the same electronic potential, which reflect the occurring of Raman transitions. Therefore we must take into account many off-resonance two-photon processes, as opposed to the single resonant two-photon absorption which is the dominating process in the weak-field regime dynamics.
Despite some attempts to model or treat this complicated situation in the 3N-level representation, 19 the results obtained for the APLIP process in the strong field regime showed that the coordinate representation, relying heavily on the adiabatic potential energy structure through the concept of light-induced potential ͑LIP͒, could give more insight into the dynamics than the energy representation does.
In the coordinate representation, the potential part of the RWA Hamiltonian including the coupling with the laser field is
where U i Ј(x) are the ''in resonance'' electronic potentials ͑energy shifted diabatic states that are in resonance at the time of the crossing͒ and ⍀ i are the Rabi frequencies already defined. The adiabatic states or light-induced potentials ͑LIP͒ are the potentials that appear after diagonalizing the matrix in Eq. ͑6͒. Figure 4 sketches how the diabatic potentials ͑dashed lines͒ and LIPs ͑solid lines͒ approximately look like at the time of the crossing ͓when ⌬tϭ0 and thus V 1 (x) ϩប( 1 ϩ 2 ) and V 3 (x) are at two photon resonance͔. The diabatic potentials, V 1 (x) and V 3 (x) cross at an energy given by E bar , while U 2 Јϩ⌬ is out of resonance due to the detuning. Since the LIPs can not cross ͓while ⍀ i (t) are switched on͔, we will use the labels ͕U ϩ LIP ,U 0 LIP ,U Ϫ LIP ͖ for the LIPs according to the energy position of the potentials. For this example we can see that the initially populated LIP is U Ϫ LIP (x,t), which looks like a double well potential at the time of the crossing. The basic idea of the CAPTA method in the strong field limit is to shape the corresponding LIP so that it allows the passage of the wave function from the left well, corresponding to the V 1 (x) state, to the right well, corresponding to V 3 (x). Therefore the initially prepared LIP must show a suppression of the energy barrier one single time during the process. 20 As Eq. ͑6͒ shows, in CAPTA we have two external parameters to shape the LIPs: The chirp rates ( 1 and 2 ) that enter as diagonal elements of the Hamiltonian matrix, and the Rabi frequencies (⍀ i (x,t)) which appear at the offdiagonal elements of the Hamiltonian. The first ones directly rise or lower the energy of the wells allowing the crossing of the diabatic potentials, while the second ones modulate the altitude of the wells and of the inner barrier indirectly, through the repulsion with the intermediate potential via Stark shift. In the LIP representation the adiabatic passage can be seen as the movement of a wave packet in the initially prepared LIP. Figure 5 sketches the process in a simple way. As in Fig. 4 , we start in U Ϫ LIP (x,t) which correlates with V 1 (x) at initial times. In the example we use only a positive second pulse chirp, 2 , and a red detuning configuration, so that the V 2 is ⌬ detuned above V 1 (x) and V 3 (x) at the time of the crossing. The energy of the V 3 (x) is decreasing because of the chirp, and therefore the right well in U Ϫ LIP (x,t) is lowering until the inner barrier is suppressed and the wave packet moves from one well to the other, correlating at late times with V 3 (x). Actually this wave packet that we can call ͉⌿ Ϫ LIP (x,t)͘, is always a wave function of the LIP; the one that correlates with the initial vibrational wave function on V 1 (x). But since the LIP changes with time and correlates with different coefficients with the diabatic potentials, also ͉⌿ Ϫ LIP (x,t)͘ correlates with different vibrational eigenfunctions of the diabatic potentials. Dynamically this is easy to visualize, because as ͉⌿ Ϫ LIP (x,t)͘ moves from the left well equilibrium ͓corre-sponding to the V 1 (x) configuration͔ to the inner barrier, it is overlapping with excited vibrational levels in V 1 (x) via the Franck-Condon factors. On the same way, as the wave packet moves from the inner barrier to the right well configuration, it mainly overlaps with excited vibrational levels of V 3 (x). Therefore, in the energy representation, the dynamic process follows in three steps: First there are Raman transitions leading to nonselective excitation of vibrational levels; then there are two-photon absorption processes populating excited vibrational levels in V 3 (x) and finally there are again Raman transitions leading to the single excitation of the ground vibrational level in V 3 (x). Of course, the clear time separation between the last three processes depends on the spatial separation between the equilibrium configurations of V 1 (x) and V 3 (x). If the potentials are not largely displaced, the three processes occur much at the same time, and the dynamic picture is not very much different from the one expected for the negative second pulse chirp in the long-time weak-field regime ͓Figs. 3͑c͒ and 3͑d͔͒. The main difference, however, is that in the strong field regime the selectivity is assessed by the adiabaticity of the process and therefore the selective excitation is quite robust.
In the diabatic representation the selectivity of the overall process is quite impressive. In the adiabatic representation, this selectivity is however simple to explain. The moving wave packet is in fact an eigenfunction of the initially prepared LIP. Its changes correspond to the changes of the adiabatic potential so that, while the process remains adiabatic, there are no transitions to other adiabatic potentials nor to other eigenfunctions of the same potential. Therefore in the LIP representation there are no transitions at all!
C. The strong-field regime: Different scenarios
The four possible scenarios of CAPTA in the long-time weak-field limit shown in Fig. 3 have a corresponding case in the strong field limit. We still have to elucidate if all these scenarios allow the selective adiabatic passage. If this is the case, however, the transfer will be done through a LIP with the same subscript than the adiabatic state in Fig. 3 . In a different contribution we will explore the different topological features and the corresponding changes in the dynamical observables that result from assisting the adiabatic passage using different LIPs. It will suffice here to extrapolate the analysis done for the 3-level system in order to explain the gross differences in the four scenarios.
In Fig. 6 we show a numerical test of CAPTA in the strong field limit. We choose the potentials X 1 ⌺ g ϩ , A 1 ⌺ u ϩ , and C 1 ⌺ g ϩ of the Na 2 molecule, and the adiabatic passage is made from vϭ0 in the ground electronic state to vЉϭ0 in the C potential. For these results we have integrated the RWA Schrödinger equation ͓Eq. ͑2͔͒ using nonrealistic pulse parameters: E 1 ϭE 2 ϭ0.1 a.u., ⌬ϭϮ0.16 a.u., 2 ϭ ϭϮ2 10 Ϫ7 a.u. ( 1 ϭ0) and synchronous laser pulses with shape cosh Ϫ2 ͓(tϪt 0 )/͔, where the width of the pulse, ϭ2.5 ps. Equivalent results are obtained using 1 ϭϪ and 2 ϭ0. As Fig. 6 reveals, the four arrangements of chirp and detuning: Ϯ⌬; Ϯ provide perfect selective excitation of vЉϭ0. In all cases the dynamic evolution implies partial excitation of the vibrational excited states in V 1 (x) and V 3 (x) previous to the target state. Therefore, the energy signature of the CAPTA process in the strong field regime is the sequence of Raman followed by two-photon absorption and followed by Raman in the excited electronic state, that give rise to the selective transfer. Each process is mediated by partial excitation of the intermediate electronic state. The temporal average population of this intermediate electronic state depends, as expected, from the LIP used to transfer population: U Ϫ LIP (x,t) for the ⌬,Ͼ0 case and U ϩ LIP (x,t) for the ⌬,Ͻ0 case imply a larger amount of population in V 2 (x) than U 0 LIP (x,t) which is used both for the ⌬Ͻ0, Ͼ0 and for the ⌬Ͼ0, Ͻ0 cases. This is clearly consistent with the results obtained for the 3-level system shown in Ref. 5 and with the simple analysis based on the adiabatic states of a 3-level Hamiltonian, that we showed for the weak-field regime before. 
IV. NUMERICAL RESULTS FOR Na 2
In this section we are going to test the strong field limit of the CAPTA method applied under realistic conditions to the Na 2 molecule. The goal is the selective transfer of population from the ground vibrational level of the X 1 ⌺ g potential to the ground vibrational level of the C 1 ⌺ g potential by two-photon absorption. The lasers are tuned off-resonantly to an intermediate electronic state, the A 1 ⌺ u electronic potential. In the proceeding results we integrate the Schrödinger equation ͓Eq. ͑1͔͒ without the usual RWA.
In the general, non realistic results shown before, many scenarios work and the passage can be done either through the light-induced potentials U Ϯ LIP (x,t) or through U 0 LIP (x,t) in the strong-field limit ͑the later involving substantially less transient population on the intermediate electronic state͒ or through the adiabatic states ͉⌿ Ϯ ͘ or ͉⌿ 0 ͘ in the weak-field limit. However, when we choose a particular molecular system and we do not invoke the RWA, more restrictions apply. The election on the frequency carriers of the pulses 1 and 2 that fix the detuning is not arbitrary free, since both routes
coexist. Therefore we need that both ⌬ and the effective detuning for the second possible transition, ⌬ (2) , are large enough to avoid the leak of population to the intermediate electronic potential V 2 (x) ͑therefore, ⌬,⌬ (2) ӷ͉͉). For the same reasons, the symmetry relation between 1 ϭ0; 2 ϭ and 1 ϭϪ; 2 ϭ0, that gave rise to similar results in the model and RWA results, is no longer true. However, the broad span of possible conditions that the method involves in principle, allows us to expect that for many different molecular systems there will be some optimal parameters to perform experimental verifications of the method.
For the chosen potentials we have found that the process can be performed very efficiently using either a red detuning and positive chirped first pulse or a blue detuning and positive chirped second pulse. We use synchronous pulses with pulse shape cosh Ϫ2 ͓(tϪt 0 /)͔, although the passage is barely sensitive to the precise shape or timing. The parameters of the pulses, E 1 ϭE 2 ϭE, ⌬, and are shown in Table I for both cases. We use pulses with time width of ϭ2.5 ps and linear chirp rates of ϭ10 Ϫ8 a.u.Ϸ90 cm Ϫ1 /ps. These chirp rates can be obtained experimentally stretching transform limited pulses of 25 fs pulse width, for example.
The evolution of the vibrational and electronic states populations are shown in Fig. 7 . It is clear that both scenarios provide almost 100% of selective transfer implying small population temporally excited at intermediate times to the A 1 ⌺ u electronic potential or to higher vibrational levels of the first and target electronic states.
According to the nomenclature used in the previous section, for the red detuning and positive chirped first pulse case, the transfer is made through U Ϫ LIP (x,t), while for the blue detuning and positive chirped second pulse case the prepared LIP is U 0 LIP (x,t). In Fig. 8 we show the LIPs obtained by numerical diagonalization of Eq. ͑6͒. The topology of both U Ϫ LIP (x,t), and U 0 LIP (x,t) is not very different. The first one implies the raising of the first well, which correlates with V 1 (x), due to the chirp, until the barrier is suppressed and the wave packet is transferred to a second well correlated with V 3 (x). During the passage the wave packet moves from one equilibrium configuration to another displaced equilibrium configuration, thus overlapping with higher energy vibrational levels in both electronic states. The situation is similar in U 0 LIP (x,t) although in this case it is the second well, correlating with V 3 (x) who descends in energy due to the chirp. At intermediate times, the barrier suppression is sharper in U Ϫ LIP (x,t), dropping to a temporally opened channel partially correlating with V 2 (x). Thus, the average population on the intermediate electronic state should be quite larger in the dynamics driven by U Ϫ LIP (x,t) than in the dynamics driven by U 0 LIP (x,t), as it was the case in the nonrealistic results shown in the previous section.
The above analysis must be confronted with the results obtained here without the RWA, where the population of the different vibrational levels is very similar in both cases. Since we are not using the RWA, this implies that both lasers act in both transitions and if the contribution of one of these routes is not negligible, the simplifying assumptions that lead to the three LIP representation are not fully obeyed. This is actually the case in our examples. In the red detuning and positive chirped first pulse case, 1 ϭ0.03155ϩ 1 ⌬t a.u. and 2 ϭ0.08515 a.u., while for the blue detuning and positive chirped second pulse case, 1 ϭ0.08455 a.u. and 2 ϭ0.03216ϩ 2 ⌬t a.u. As the laser acting on the system is the superposition of the former pulses with the same amplitudes and shapes, we should drop the distinctive labels of the pulses and recognize the lasers just by the different frequencies. Therefore we can write
where Ϸ0.031 55 a.u. or 0.032 16 a.u., and ЈϷ0.085 16 a.u. or 0.084 55 a.u. We can see that the overall laser is almost the same for both cases! Finally we have tested the robustness of the scheme changing the most important parameters of the pulses around the optimal values chosen in the above example. ͑Since both cases treated above are almost the same, we follow from now on just considering one of them.͒ The ͑nonapproximate͒ results are shown in Fig. 9 . Using Eq. ͑7͒ to define the laser, we have used the following parameters: ϭ0.031 55, Ј ϭ0.085 16, ϭ10
Ϫ8 , E 0 ϭ0.0035 ͑all in atomic units͒ and ϭ2.5 ps. We vary one parameter while fixing all the others with the above values. Since the time width of the chirped pulse is always fixed, varying the chirp rate implies a variation on the bandwidth of the pulse as well. Therefore, experimentally, the results for different chirp rates correspond to using different initial transform limited pulses. The red detuning variation corresponds to increasing while decreasing Ј the same amount ͑therefore fixing the two-photon resonance condition͒, while the blue detuning variation corresponds to decreasing and increasing Ј correspondingly. In Fig. 9 the origin of ⌬ is set at the one-photon resonance condition. Figure 9 reveals the remarkable stability of the CAPTA process in the strong field regime, allowing for a broad span of parameters available for the experiment. Thus, the intensity of the lasers can range approximately from 0.3 to 4.0 TW/cm 2 ; the detuning can vary around as much as Ϯ1500 cm Ϫ1 from the optimal conditions and the lasers can operate with chirp rates in almost two orders of magnitude different. Moreover the process is almost always selective since only at lower pulse amplitudes and larger detunings ͑in any direction͒ the population transferred to the final electronic state is dwelling on different excited vibrational levels. This derives from the fact that in both these limits the effective Rabi frequency of the two-photon process is reduced below the adiabatic requirements, and therefore the wave packet is distorted during its motion along the light induced potential.
Finally we have checked that the CAPTA scheme is also robust under two photon detuning. With respect to changes from the two-photon resonance, the stability of the selective transfer clearly increases with larger Rabi frequencies and higher chirp rates. Using the optimal parameters shown previously ͑regime of low chirp rate͒, we have found that the process is still selective when the sum of 1 and 2 changes approximately by Ϯ150 cm Ϫ1 with respect to the twophoton resonance. In fact, the stability is higher when the sum of the frequencies is below the resonance, since in the case above the resonance, the laser is actually selecting a higher vibrational level. Nevertheless, due to the spatial adiabaticity of the process, we have numerically checked that the transfer to the ground vibrational level is still selective even when the peak component of the laser is in resonance with the vibrational level ͉vЉϭ6͘. This remarkable stability is one of the features that the CAPTA scheme loses in the weak-field regime.
V. CONCLUDING REMARKS
In this paper we have proposed a new method for selective excitation of vibrational levels in electronic excited states by off-resonant two-photon absorption. The method uses two synchronous chirped pulses detuned from the optical transition to an intermediate electronic state. Previously, a similar method was proposed by us for three-level atomic systems or for molecules in the long-time ͑nanosecond͒ and weak-field limit. 5 In extending its properties to molecular systems and to the short-time ͑picoseconds͒ strong-field limit, we showed the different restrictions that apply for different time-energy scales. We have essentially focused on the role of detuning and chirp rate. Four scenarios are possible depending on the sign arrangements of these magnitudes. By using simple models and graphical representations we have determined what restrictions apply in the different scenarios, and what changes are produced in the dynamical observables. The main theoretical tool is the adiabatic representation, which in the strong field is resumed in terms of adiabatic potentials ͑or light-induced potentials͒. Finally we have applied the CAPTA method for the selective excitation in the Na 2 molecule using realistic laser parameters, potentials and dipole moments in the strong-field regime. Due to the strong energetic requirements we found that it is very important to perform the numerical calculations without invoking the usual rotating wave approximation ͑RWA͒. The results show that the method is both efficient and robust for a large span of experimentally feasible pulse parameters.
To conclude we would like to compare the CAPTA method with the recently proposed APLIP method. [15] [16] [17] In APLIP, the adiabatic passage is driven by time-delayed fixed frequency carrier pulses working in the strong field. The principle of action of the method is the same as in the CAPTA method. Using strong fields we can prepare and shape a LIP where the wave function moves from the ground electronic state ͑the left well in the LIP͒ to the final excited electronic state ͑the right well in the LIP͒. As in CAPTA, we need two pulses and an intermediate electronic state to modulate the Stark shifts that allow the suppression of the inner energy barrier in the LIP. In APLIP this modulation can only be conducted indirectly, through the Rabi frequencies on the off-diagonal elements of the Hamiltonian. In order to orient the Stark shifts on the precise direction, we can make use of two parameters that have a sign marking the orientation: the detuning ͑red and blue͒ and the time delay between the pulses ͓with E 1 (t) preceding E 2 (t) or vice versa͔. For synchronous pulses the adiabatic passage to the excited electronic state cannot be completed. Furthermore we have shown that only two sign arrangements of time delays and detunings produce the desired result, since the other arrangements lead to a crossing and recrossing of the wave packet. 17 On the contrary, in CAPTA we make use of the chirp rate, which is an extremely powerful parameter since it acts directly on the diagonal elements of the Hamiltonian, raising or lowering the energy of the wells in the LIP. As a consequence, in CAPTA we do not need to use time delayed pulses ͑although they may work as well͒ and the four possible scenarios imply the selective adiabatic passage.
The use of chirped pulses has more advantages than the flexibility displayed by the four possible scenarios. It also reflects on the realistic results shown in Figs. 7 and 9. These results should be compared with those obtained by us in Ref. 15 using the APLIP method, working with the same potentials and dipole moments. In APLIP we required even stronger fields ͑above 1.5 TW/cm 2 ) and both the optimal efficiency and the robustness of the scheme were clearly smaller.
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