A method is presented for the rhythmic parsing problem: Given a sequence of observed musical note onset times, we simultaneously estimate the corresponding notated rhythm and tempo process. A graphical model is developed that represents the evolution of tempo and rhythm and relates these hidden quantities to an observable performance. The rhythm variables are discrete and the tempo and observation variables are continuous. We show how to compute the globally most likely con guration of the tempo and rhythm variables given an observation of note onset times. Experiments are presented on both MIDI data and a data set derived from an audio signal. A generalization to computing MAP estimates for arbitrary conditional Gaussian distributions is outlined.
Introduction
Rhythm is the aspect of music that deals with when events occur. Typically, rhythm in Western music is notated in a way that expresses the position of each note as a rational number, usually in terms of some relatively small common denominator. For instance, if we use the measure as our unit of notated position, then the sequence of measure positions m 0 = 0; m 1 = 1=4; m 2 = 1; : : : expresses the notion that the rst note occurs at the beginning of the 1st measure, the second note occurs 1/4 the way through the 1st measure, the third note occurs at the beginning of the 2nd measure, etc. If the music is performed with mechanical precision then a single number, the tempo, will map the measure positions to actual times. For instance, if the tempo is 3 seconds per measure, then the notes would occur at 0 secs, 3/4 secs, 3 secs, etc. However, such a performance would be nearly impossible for the human perform to create, and, moreover, would be undesirable. Much of the expressively quality of a musical performance comes from the way in which the actual note times deviate from what is prescribed by a literal interpretation of the printed music. In particular, there are two primary components to this expressive timing 1]. Firstly, the actual tempo is often not constant, but rather continually varied throughout the evolution of the performance. Secondly, there are more local (note by note) distortions which can be accidental, or can result from interpretive considerations.
We focus here on a problem encountered in music information retrieval (MIR): Given a sequence of measured note onset times, we wish to identify the corresponding sequence of measure positions. We call this process rhythmic parsing. The time sequences forming the input to our procedure could be estimated from an audio signal or could come directly from a MIDI (musical instrument digital interface) le | a sequence of time-tagged musical events such as note beginnings and endings. For example, consider the data in the left panel of Figure 1 containing estimated note times from an excerpt of Schumann's 2nd Romance for oboe and piano (oboe part only). The actual audio le can be heard at http://fafner.math.umass.edu/rhythmic parsing. Our goal is to assign the proper score This work is supported by NSF grants IIS-0113496 and IIS-9987898. The actual durations (seconds) of notes grouped by the musical duration (measures).
position, in measures, to each the observed times. When this is done correctly, as in Figure 1 , the observed times, in seconds, plotted against the score positions, in measures, trace out a curve whose local slope gives the player's local tempo.
Applications of rhythmic parsing are numerous. Virtually every commercial score-writing program now o ers the option of creating scores by directly entering MIDI data from a keyboard. Such programs must infer the rhythmic content from the actual times at which musical events occur and, hence, must address the rhythmic parsing problem. When the input data is played with anything less than mechanical precision, the transcription degrades rapidly, due to the di culty in computing the correct rhythmic parse. Rhythmic parsing also has applications in musicology where it could be used to separate the inherently intertwined quantities of notated rhythm and expressive timing. Either the rhythmic data or the timing information could be the focal point of further study. Additionally, several applications of rhythmic parsing are related to e orts in music information retrieval, as follows. The musical world eagerly awaits the compilation of music databases containing virtually every kind of (public domain) music, thereby facilitating the searching, studying, comparing, and understanding of music. The construction of such data bases will likely involve several transcription e orts including optical music recognition, musical audio signal recognition, and MIDI transcription. Rhythmic parsing is an essential ingredient to the latter two e orts. Finally, the last decade has seen a virtual explosion in music data available on the World Wide Web. Unfortunately, content-based searches analogous to those performed on text are not possible at the present time. However, if automated music transcription were to progress to a su cient level, searchable descriptions of musical content could be constructed automatically. Such a development would dramatically increase access to music on the web. Rhythmic parsing will play a signi cant role in this endeavor too.
As already mentioned, mostly commercial score-writing address the rhythmic parsing problem. Usually these e orts attempt to quantize the observed note lengths, or more precisely inter-onset intervals (IOIs), to their closest note values (eighth note, quarter note, etc.), given a known tempo, or to quantize the observed note onset times to the closest points in a rigid grid 2]. While such quantization schemes can work reasonably well when the music is played with robotic precision (often a metronome is used), they perform poorly when faced with the more expressive and less accurate playing typically encountered. Consider the right panel of Figure 1 in which we have plotted the written note lengths in measures versus the actual note lengths (IOIs) in seconds from our musical excerpt. The large degree of overlap between the empirical distributions of each note length class demonstrates the futility of assigning note lengths through note-by-note quantization in this example. In this particular example, the overlap in empirical distributions is mostly attributable to tempo uctuations in the performance.
In addition to the commercial systems, we are also aware of several research e orts related to rhythm transcription. Some of this research addresses the problem of beat induction, or tempo tracking in which one tries to accomplish the equivalent of \foot-tapping" | estimating a sequence of times corresponding to evenly spaced rhythmic intervals (e.g. beats) for a given sequence of observed note onset In many kinds of music we believe it will be exceedingly di cult to independently estimate tempo and rhythm, as in the previously cited research, since the observed data is formed from a complex interplay between the two. That is, independent estimation of tempo or rhythm leads to a \chicken and egg" problem: One cannot easily estimate rhythm without knowing tempo and vice-versa. In this work we address the problem of simultaneous estimation of tempo and rhythm. From a problem domain point of view, this is the most signi cant contrast between our work and other e orts cited.
The research e ort closest to ours in spirit is the recent work of Cemgil 13 ] which probabilistically models tempo and rhythm jointly and seeks globally optimal data interpretations by computing the posterior distribution through particle ltering techniques. There are two signi cant distinctions between this work and ours. Cemgil deals with the \chicken and egg" problem by approximating the marginal distribution on rhythm by integrating out the tempo variables; we instead estimate tempo and rhythm jointly. Perhaps a more important distinction is that we provide a dynamic programming technique that identi es the globally optimal data interpretation; Cemgil's method is approximate.
The paper is organized as follows. Section 2 develops a generative graphical model for the simultaneous evolution of tempo and rhythm processes that incorporates both prior knowledge concerning the nature of the rhythm process and a simple and reasonable model for tempo evolution. This section then describes a computational scheme for identifying the most likely con guration, a MAP estimate, of the unobserved processes given observed musical data. Section 3 demonstrates the application of our scheme to a several musical examples. Section 4 then brie y summarizes and discusses some aspects of our approach to rhythmic parsing. Our method of identifying the MAP estimate for the speci c model treated here generalizes well beyond this particular model, however. Section 5 sketches the generalization of our methodology to the generic MAP estimation of unobserved variables for conditional Gaussian (CG) distributions. To our knowledge, MAP estimation in CG distributions has not be studied previously, however is potentially quite useful. Finally, the appendix lists some easily-derived results about Gaussian kernels that are used in preceding sections.
Rhythmic Parsing

The Model
While musical rhythm is not usually composed of rhythmic fragments that repeat verbatim, rhythm typically has a cyclic component in which certain tendencies repeat in a periodic fashion. This periodic nature of music is so basic that it gures prominently in the way most Western music is notated: As a sequence of measures | units of musical time | that obey similar subdivision rules. The probabilistic modeling of this periodic behavior is central to the approach taken here, and we will present evidence in Section 3 of its advantage. In what follows we use the term measure to denote the most obvious period of the rhythmic structure. Usually this will be the same as the notated measure.
Suppose a musical instrument generates a sequence of times o 0 ; o 1 ; : : : ; o N , in seconds, at which note onsets occur. Suppose we also have a nite set S composed of the possible measure positions a note can occupy. For instance, if the music is in 4/4 time and we believe that no subdivision occurs beyond the eighth note, then S = fi=8 : i = 0; : : : ; 7g. More complicated subdivision rules could lead to sets, S, which are not evenly spaced multiples of some common denominator. We assume only that the possible onset positions of S are rational numbers in 0; 1), decided upon in advance. Our goal is to associate each note onset o n with a score position | a measure number and an element of S. We model this situation as follows. Let S 0 ; S 1 ; : : : ; S N be the discrete measure position process, S n 2 S; n = 0; : : : ; N. In interpreting these positions we assume that each consecutive pair of positions di ers by less than one measure. For instance, in the 4/4 example given above S n = 0=8; S n+1 = 1=8 would mean the nth note begins at the start of the measure and the (n + 1)th note begins one eighth note later, while S n = 0=8; S n+1 = 0=8 would mean that the two notes both begin at the start of the same measure. We can then use l(s n ; s n+1 ) = s n+1 ? s n if s n+1 s n 1 + s n+1 ? s n otherwise to unambiguously represent the gap, in measures, associated with the transition from s n to s n+1 . Thus, if s 0 ; s 1 ; : : : ; s N is known, we assign a score position, m n , to every observation o n by m n = s 0 + P n?1 =0 l(s ; s +1 ). We believe the assumption that inter-onset intervals are less than one measure is appropriate for many examples | especially those in which the composite rhythm generated by superposing the musical parts is studied, as in the Chopin example of Section 3. However, more complicated models can allow for longer IOIs without greatly increasing the number of parameters to be learned. We model the S process as a time-homogeneous Markov chain with initial distribution I(s 0 ) = P(S 0 = s 0 ) and transition probability matrix R(s n ; s n+1 ) = P(S n+1 = s n+1 jS n = s n )
The tempo is the most important link between what is prescribed by the score and what is observed. Let T 1 ; T 2 ; : : : ; T N be the continuously-valued tempo process, measured in seconds per measure, which we model by
and T n = T n?1 + n for n = 2; 3; : : : ; N where n N(0; 2 (S n?1 ; S n )). This model captures the property that the tempo tends to vary smoothly and allows the variance in the tempo increment to depend on the transition from S n?1 to S n . For instance, we would expect greater variability to be associated with longer transitions.
Finally we assume that the observed inter-onset intervals (IOI) y n = o n ?o n?1 for n = 1; 2; : : : ; N are approximated by the product of l(S n?1 ; S n ) (measures) and T n (secs. per measure). Speci cally Y n = l(S n?1 ; S n )T n + n where n N(0; 2 (S n?1 ; S n )). Note that the observation variance is also allowed to depend on the transition which can capture the notion that long transitions will be associated with greater variability of the IOIs. The variables fT 1 ; 2 ; : : : ; N ; 1 ; : : : ; N g are assumed to be mutually independent with T 1 independent of S 0 , and n and n independent of S 0 ; : : : ; S n?1 .
These modeling assumptions lead to a graphical model whose directed acyclic graph is given in Figure 2 . The model is composed of both discrete and Gaussian variables with the property that, for every con guration of discrete variables, the continuous variables have a multivariate Gaussian In what follows we demonstrate new methodology for the exact computation of the global maximizer, (ŝ;t) in our mixed discrete and continuous case.
Computing the Rhythmic Parse
De ne the n-dimensional Gaussian kernel K(x; ) = K(x; h; m; Q) = he ? 1
where x is an n-vector, h is a nonnegative constant, m is an n-vector, and Q is an n n nonnegative de nite matrix. Note that we do not require Q to be invertible, hence the function K(x; ) does not necessarily correspond to a scaled Gaussian density function. We write = (h( ); m( ); Q( ))
to represent the components of . It is possible to perform a number of operations on Gaussian kernels such as multiplication of two kernels, maximizing over a subset of variables, and representing conditional Gaussian distributions by performing transformations of the parameters involved. The appendix gives an account of some easily derived results involving Gaussian kernels.
The joint likelihood function L(s; t; y) with y held xed can be represented as follows. L n (s n 0 ; t n 1 ) = L n?1 (s n?1 0 ; t n?1 1 )C n (s n?1 ; s n ; t n?1 ; t n ) for n = 2; : : : ; N where C n (s n?1 ; s n ; t n?1 ; t n ) = R(s n?1 ; s n )N(t n ; t n?1 ; 2 (s n?1 ; s n ))N(y n ; l(s n?1 ; s n )t n ; 2 (s n?1 ; s n )) = K(t n?1 ; t n ; c n (s n?1 ; s n )) (4) where Eqn. 4 is computed by representing the two conditional normal densities as Gaussian kernels using Eqn. 26, eliminating y n from the second density using Eqn. 24, extending the second density to be a function of t n and t n?1 using Eqn. 25, and multiplying the two factors together using Eqn. 20, and absorbing the constant R(s n?1 ; s n ).
Note that L N (s N 0 ; t N 1 ) is the joint likelihood L(s; t; y) with y held xed to the vector of observations. We will compute our MAP estimate by maximizing L N using dynamic programming as follows.
De = max s n 0 ;t n 1 L n (s n 0 ; t n 1 )C n (s n ; s n+1 ; t n ; t n+1 ) = max s n ;t n H n (s n ; t n )C n (s n ; s n+1 ; t n ; t n+1 )
for n = 
This computation is depicted in Figure 3 . We remark that it is a simple matter to identify 1 (s 1 ) = Thin(~ (s 1 )) since we can \build" the maximum of Eqn. 6 by incrementally adding components of~ 1 (s 1 ) while discarding those that leave the maximum unchanged. This algorithm is made more precise in Section 2.3. The computational feasibility of our dynamic programming algorithm follows because the form of Eqn. 7 | a maximum of Gaussian kernels | is invariant under the operation of Eqn. 5. That is, assuming H n (s n ; t n ) = max n 2 n (s n ) K(t n ; n ) (9) we have H n+1 (s n+1 ; t n+1 ) = max s n ;t n H n (s n ; t n )C n+1 (s n ; s n+1 ; t n ; t n+1 ) = max s n ;t n max n 2 n (s n ) K(t n ; n )K(t n ; t n+1 ; c n+1 (s n ; s n+1 )) = max s n ; n 2 n (s n ) max t n K(t n ; n )K(t n ; t n+1 ; c n+1 (s n ; s n+1 ))
= max s n ; n 2 n (s n ) K(t n+1 ;~ ( n ; c n+1 (s n ; s n+1 ))) (s n+1 ) ). This computation is depicted in Figure 4 While the comparison of Eqns. 9 and 11 suggest j n (s n )j increases exponentially with n, this growth will be controlled by the \thinning" operation. In fact, the behavior observed in our experiments, which we anticipate is typical, was that j n (s n )j increased to a manageable number within a few dynamic programming iterations and uctuated around that number in the following iterations. Details are given in Section 3.
Recovering the Optimal Parse
The maximal value of L = L N is easily computed as follows. De ne Thus K(t N ;^ N ) is the maximal value of the likelihood function, L. We wish to recover the rhythmic parseŝ N 0 ;t N 1 that attains this maximum. Considering Eqn. 11, we see that each element n+1 2 n+1 (s n+1 ) is generated by a unique \predecessor" or \parent" Pa( n+1 ) 2 n (S). That is, if n 2 n (S), and n+1 =~ ( n ; c n+1 (s n ; s n+1 )) 2 n+1 (s n+1 ) then Pa( n+1 ) = n . Thus we can trace back the optimizing sequence of parameter values bŷ n = Pa(^ n+1 ) for n = 0; : : : ; N ? 1 as in Figure 5 . Then the optimizing sequence of measure positions in S is given byŝ n = s(^ n ) for n = 0; : : : ; N, where s( n ) = s n if n 2 n (s n ).
Having identi edt N andŝ 0 ; : : : ;ŝ N , we can recover the optimalt 1 ; : : : ;t N througĥ t n = arg max t n H n (ŝ n ; t n )C n (ŝ n ;ŝ n+1 ; t n ;t n+1 ) = arg max t n K(t n ;^ n )K(t n ;t n+1 ; c n+1 (ŝ n ;ŝ n+1 )) = arg max t n K(t n ; n ) = m( n ) where n can be computed by eliminatingt n+1 using Eqn. 24 and multiplying the two kernels together using Eqn. 20.
Thinning
The computational feasibility of our dynamic programming algorithm relies on the thinning operation of Section 2.2 since without this operation the complexity of the representation of H n grows exponentially. Recall, Thin( ) is the smallest subset of for which Eqn. 8 holds. When is composed of parameters for one-dimensional Gaussian kernels, as in Section 2.2, the algorithm for computing Thin( ) is straightforward, as follows. k ; x i?1 k+1 ) into subintervals wherê i (t) must be constant so we need only identify^ i (t) through Eqn. 13 at any interior point of these subintervals. Having done this for each interval (x i?1 k ; x i?1 k+1 ) we may nd that^ i (t) is constant over neighboring subintervals. In such a case, the neighbors are simply merged together to form a more compact representation of^ i (t).
Constrained Optimal Parse
With a minor variation on the thinning algorithm we can, in many cases, compute a constrained optimal parse de ned by Eqn. 1 subject to t low < t n < t high for n = 1; : : : ; N and xed constants t low and t high . This is a helpful restriction in our rhythmic parsing problem since we know that the tempo must always be positive and can reasonably be restricted to be less than some maximum value as well. Such a constraint will also increase the e ciency of our algorithm since it will decrease the number of kernels needed to represent H n in Eqn. 9.
We proceed as follows. De ne the modi ed thinning procedure, Thin m ( ), to be the minimal subset of such that max 2Thin m ( ) K(t; ) = max 2 K(t; ) for t low < t < t high . Thin m ( ) can be constructed by using the thinning algorithm given above while retaining only those solutions, t, to Eqn. 14 that satisfy t low < t < t high . Next we de ne H m n (s n ; t n )
to be the result of applying the dynamic programming iteration of Eqn. 5 using Thin m in place of the original thinning operation. Then de ne H c n (s n ; t n ) to be the result of constrained optimization in which we employ Eqn. 5 but optimize only over t low < t n < t high . The computation of H c n is considerably more di cult than that of H m n or H n since the operation of \maxing out" is not so easily adapted to the constrained case, however H c n is still well-de ned and will lead to the optimal constrained parse. We will show that we can, in many cases, obtain the constrained optimal parse without computing H c n .
It is easily seen by induction on n that H m n (s n ; t n ) H c n (s n ; t n ) for t low < t n < t high , since H c n (s n ; t n ) is achieved by optimizing over a subset of the real line, rather than the entire real line, and the modi ed thinning operation, Thin m , does not a ect the values of H m n (s n ; t n ) inside (t low ; t high ). However, if we construct (ŝ N 0 ;t N 1 ) using the algorithm of Section 2.2 using the modi ed thinning procedure and nd that t low <t n < t high for n = 1; : : : ; N, then we have While there is no guarantee that the condition t low <t n < t high will hold for n = 1; : : : ; N, the condition was satis ed in nearly all of the experiments we have performed. Furthermore, it seems reasonable to expect that a solution (ŝ N 0 ;t N 1 ) constructed as above that nearly satis es t low < t n < t high is nearly a constrained optimal solution. The computational advantage seeking constrained optima is demonstrated in the following section.
Experiments
We performed several experiments using two di erent data sets, one derived from audio data and the other taken from a MIDI performance.
Schumann Romance Data
The rst data set is derived from a performance of the rst section of Schumann's 2nd Romance for Oboe and Piano (oboe part only), an excerpt of which is depicted in Figure 1 . The original data, which can be heard at http://fafner.math.umass.edu/rhythmic parsing, is a sampled audio signal, hence inappropriate for our experiments. Instead, we extracted a sequence of 129 note onset times from the data using the HMM methodology described in 21]. These data are also available at the above web page. In the performance of this excerpt, the tempo changes quite freely, thereby necessitating simultaneous estimation of rhythm and tempo.
Since the musical score for this excerpt was available, we extracted the complete set of possible measure positions, 15 /32 corresponds to a grace note which we have modeled as a 32nd note coming before the 3rd beat in 4/4 time). The most crucial parameters in our model are those that compose the transition probability matrix R. The two most extreme choices for R are the uniform transition probability matrix R unif (s; s 0 ) = 1=jSj and the matrix ideally suited to our particular recognition experiment R ideal (s; s 0 ) = jfn : S n = s; S n+1 = s 0 gj jfn : S n = sgj R ideal is unrealistically favorable to our experiments since this choice of R is optimal for recognition purposes and incorporates information normally unavailable; R unif is unrealistically pessimistic in employing no prior information whatsoever. The actual transition probability matrices used in our experiments were convex combinations of these two extremes R = R ideal + (1 ? )R unif for various constants 0 < < 1. A more intuitive description of the e ect of a particular value is the perplexity of the matrix it produces: Perp(R) = 2 H(R) where H(R) is the log 2 entropy of the corresponding Markov chain. Roughly speaking, if a transition probability matrix has perplexity M, the corresponding Markov chain has the same amount of \indeterminacy" as one that chooses randomly from M equally likely possible successors for each state. The extreme transition probability matrices have Perp(R ideal ) = 1:92
Perp(R unif ) = 11 = jSj
In all experiments we chose our initial distribution, I(s 0 ), to be uniform, thereby assuming that all starting measure positions are equally likely. The remaining constants, ; 2 ; 2 (s; s 0 ); 2 (s; s 0 ) were chosen through experimentation. In particular, we modeled 2 (s; s 0 ) = 1 l(s; s 0 ) 2 (s; s 0 ) = 2 l(s; s 0 ) so only four values, ; 2 ; 1 ; 2 were set by hand. The computational feasibility of our approach relies on the representation of H n from Eqn. 9
staying manageably small as n increases. The left panel of Figure 6 shows the evolution of j n (S)j for n = 0; : : : ; 128 with Perp(R) = 4. The gure shows results for both the basic algorithm presented in Section 2.3 and for the constrained version discussed in Section 2.3.1. In the latter version we constrained the tempo variables to lie in (1; 5) corresponding to a range of 48 to 240 beats per minute (the composer's tempo marking was 104 beats per minute). Both versions show that the complexity of the representation of H n does not grow as n increases. The average number of kernels used in the representation of H n (s n ; t n ), P 128 n=0 j n (S)j=(129 jSj), was 4.22 in the constrained case and 9.59
in the unconstrained case.
The rhythmic parsing problem we pose here is based solely on timing information. Even with the aid of pitch and interpretive nuance, trained musicians occasionally have di culty parsing rhythms. For this reason, it is not terribly surprising that our parses contained errors. However, a virtue of our approach is that the parses can be incrementally improved by allowing the user to correct individual errors. These corrections are treated as constrained variables in subsequent passes through the recognition algorithm. Due to the global nature of our recognition strategy, correcting a single error often xes others parse errors automatically. Such a technique may well be useful in a more sophisticated music recognition system in which it is unrealistic to hope to achieve the necessary degree of accuracy without the aid of a human guide. In Figure 6 we show the number of errors produced under various experimental conditions. The four traces in the plot correspond to perplexities 2; 4; 6; 8, while each individual trace gives the number of errors produced by the recognition after correcting 0; : : : ; 7 errors. In each pass the rst error found from the previous pass was corrected.
In each case we were able to achieve a perfect parse after correcting 7 or fewer errors. Figure 6 also demonstrates that recognition accuracy improves with decreasing perplexity, thus showing that signi cant bene t results from using a transition probability matrix well-suited to the actual test data.
The experiments depicted in Figure 6 were performed with the ft n g constrained to line in (1; 5) using the constrained thinning algorithm of Section 2.3.1. Over all experiments two of the 129 8 4 = 4128 estimated tempo variables were slightly outside this range. Thus, all but two of our parses are exact constrained MAP estimates, while the other two are likely very good approximations.
Chopin Mazurka Data
In our next, and considerably more ambitious, example we parsed a MIDI performance of the Chopin Mazurka Op. 6, no. 3. for solo piano. Unlike the monophonic instrument of the previous example, the piano can play several notes at a single score position. Thus simultaneous notes, corresponding to transitions of the form S n = S n+1 , are possible (and occur frequently).
For this example, in 3/4 time, we took the possible measure positions from the actual score, giving the set 24 Again, several of the measure positions correspond to grace notes. Rather than xing the parameters of our model by hand, we instead estimated them from actual data. The transition probability matrix, R, was estimated from scores of several di erent Chopin Mazurkas by simply counting transitions in the data and smoothing the resulting conditional distributions. The result was a transition probability matrix having Perp(R) = 2:02, thereby providing a model that has greatly improved predictive power over the uniform transition model having perplexity Perp(R) = jSj = 15.
We also learned the variances of our model, 2 (s; s 0 ) and 2 (s; s 0 ) by using a di erent MIDI Mazurka performance with known score, thereby \clamping" the variables S 0 ; : : : ; S N to known values. Once the discrete variables are xed, the model consists entirely of Gaussian variables and familiar techniques such as the Kalman Smoother or methods from Bayesian networks can be used to estimate posterior distributions on the f n g and f n g variables given the observed data y 1 ; : : : ; y N .
We used the EM algorithm to iterate back and forth between the computation of these posterior distribution and the reestimation of the desired variances. To smooth our estimates we used the modeling assumptions 2 (s; s 0 ) = 2 (Q(l(s; s 0 ))) 2 (s; s 0 ) = 2 (Q(l(s; s 0 ))) where Q is a function that quantizes the transition lengths into a small number of categories.
In addition, we used a slight variation on the model presented in Section 2.1 that includes the MIDI pitch of each note as an observable variable. In particular, we assume that, given the measure position, S n , the MIDI pitch for the nth note is conditionally independent of all other variables in the model. In doing so our intention was to capitalize on the relationship between measure position and pitch. For instance, in a Mazurka the beginning of a measure is usually marked by a low note. The conditional distributions of pitch given measure position were learned from several Mazurka scores by \binning" both pitch and measure position into a small number of categories and smoothing empirical distributions. With this extended and automatically trained model we then iterated the procedure of parsing the data and then xing the error beginning the longest run of consecutive errors. The results of our experiments with this 1334-note data set are shown in Figure 7 . The actual MIDI performance can be heard at http://fafner.math.umass.edu/rhythmic parsing. We see that after only a couple of corrections our error rate is in the 2-3% range. We remark that this error rate is slightly misleading since the arbitrary rhythmic notation of grace notes render the ground truth somewhat arbitrary. Many of the \errors" occurred with grace notes.
Discussion
We have presented a method for simultaneous estimation of rhythm and tempo, given a sequence of note onset times. Our method assumes that the collection of possible measure positions is given in advance. We believe this assumption is a relatively simple way of limiting the complexity of the recognized rhythm produced by the algorithm. When arbitrary rhythmic complexity is allowed without penalty, one can always nd a rhythm with an arbitrarily accurate match to the observed time sequence. Thus, we expect that any approach to rhythm recognition will need some way to limit or penalize rhythmic complexity.
Other than the collection of possible measure positions, all parameters of our model can, and should, be learned from actual data, as in Section 3.2. Our experience is that the R matrix, which represents our prior assumptions about rhythm sequences, contains the most important parameters of our model. The estimation of this matrix requires a set of training data that \matches" the rhythmic content of the test data. For example, we would not expect successful results if we trained our model using various 4/4 time movements from Beethoven's piano sonatas and recognized on Madonna's Material Girl. In our experiments with the Chopin Mazurka in Section 3.2, our training data was quite well-matched to the test data, being examples of the same genre by the same composer. It is likely that a much less precise match between training and test would still prove workable. Another possibility is to estimate the model parameters \on-line" | however, our initial experiments in this direction have not produced a signi cant bene t. In our experiments it was possible to perform the dynamic programming calculations with a representation that remained bounded in complexity as described in left panel of Figure 6 . We note here that this behavior is not guaranteed; if the kernels have very small variance or are highly dispersed, the thinning procedure might not produce the decrease in the complexity of the fH n g necessary to make the calculations feasible. However, we anticipate that the behavior we observed will be the rule rather than the exception.
The experiments presented here deal with estimating the composite rhythm obtained by superimposing the various parts on one another. A disadvantage of this approach is that composite rhythms can be quite complicated even when the individual voices have simple repetitive rhythmic structure. For instance, consider a case in which one voice uses triple subdivisions while another use duple subdivisions. A possible extension is the simultaneous estimation of rhythm, tempo and voicing. That is, one could model the observed data as a superposition of several independent rhythmic sources and seek to separate the sources, as well as recognize rhythm and tempo. Rhythm and voicing collective constitute the \lion's share" of what one needs for for automatic transcription of MIDI data.
Generalization
While the methodology in Section 2 was developed for the particular graphical model of Figure  2 , the ideas extend to arbitrary graphical models for conditional Gaussian distributions. While a complete description of this generalization is beyond the scope of this paper, we sketch here such an extension. A complete description of this work can be found in 22].
A mixed collection of discrete and continuous variables, X, has a conditional Gaussian (CG) distribution if, for every con guration of the discrete variables, the conditional distribution on the continuous variables is multivariate Gaussian 14], 15]. We assume we have a representation of the CG distribution in terms of a DAG in which discrete nodes have no continuous parents.
If some of the components of X are observed, we can factor the conditional density on the remaining unobserved variables, X U , as f(x U ) = Y C2C C (x C ) (16) where C are the cliques of a junction tree and the potential functions, C (x C ), depend only on the indicated variables. When C contains continuous variables, C can be shown to be of the form C (x C ) = K(x ?(C) ; (x (C) )) (17) where ?(C) and (C) index the continuous and discrete variables of C. Otherwise C is the usual discrete potential. The idea of dynamic programming can be extended beyond the linear graph structure encountered in Section 2, to maximize a function of the form of Eqn. 16 with clique potentials as in Eqn. 17 . In this context, we de ne H C (x C ) = max 
where we take C S !C to mean that C andC are neighboring cliques separated by S withC < C.
As in Section 2, a speci c functional form can be used to represent the H C functions throughout the dynamic programming recursion. Suppose C has continuous components and consider the form H C (x C ) = max 2 (x (C) )
K(x ?(C) ; ) (19) (H C is just a non-negative function when x C has only discrete components). The terminal cliques clearly have H C of this form, where the maximum has a single Gaussian kernel. Furthermore one can show that if all child cliques of C have such a representation, then the Eqn. 18 also leads to a similar representation for H C . Having computed the H C r for the root clique, C r we can easily trace back the calculations to nd the optimal con gurationx U . While most of the methodology presented in Section 2 extends in a straightforward manner to the general domain of CG distributions, there is one notable exception. The computation of Eqn. 19 also involves the thinning operation of Eqn. 8, however, the collection of kernels we consider are not necessarily one-dimensional. Thus, the algorithm of Section 2.3, which is inherently one-dimensional, cannot be applied. We do anticipate that a smarter algorithm can be used to compute, or at least approximate, the thinning operation in higher dimensions. The development of such an algorithm is the only missing link between our proposed methodology and a fully general approach to nding MAP estimates for unobserved variables in CG distributions.
In the event that x 1 has no components, we have maximized over all variables of the kernel and interpret K(x 1 ; h; m 1 ;Q) as the constant h. 
