Purpose: To identify the optimal combination of pharmacokinetic model and arterial input function (AIF) for quantitative analysis of blood perfusion in the patellar bone using dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI). Materials and Methods: This method design study used a random subset of five control subjects from an Institutional Review Board (IRB)-approved case-control study into patellofemoral pain, scanned on a 3T MR system with a contrastenhanced time-resolved imaging of contrast kinetics (TRICKS) sequence. We systematically investigated the reproducibility of pharmacokinetic parameters for all combinations of Orton and Parker AIF models with Tofts, Extended Tofts (ETofts), and Brix pharmacokinetic models. Furthermore, we evaluated if the AIF should use literature parameters, be subject-specific, or group-specific. Model selection was based on the goodness-of-fit and the coefficient of variation of the pharmacokinetic parameters inside the patella. This extends previous studies that were not focused on the patella and did not evaluate as many combinations of arterial and pharmacokinetic models. Results: The vascular component in the ETofts model could not reliably be recovered (coefficient of variation [CV] of v p >50%) and the Brix model parameters showed high variability of up to 20% for k el across good AIF models. Compared to group-specific AIF, the subject-specific AIF's mostly had higher residual. The best reproducibility and goodness-of-fit were obtained by combining Tofts' pharmacokinetic model with the group-specific Parker AIF. Conclusion: We identified several good combinations of pharmacokinetic models and AIF for quantitative analysis of perfusion in the patellar bone. The recommended combination is Tofts pharmacokinetic model combined with a groupspecific Parker AIF model. R esearch suggests that altered blood perfusion of the patellar bone may play a role in the pathogenesis of patellofemoral pain (PFP), a common knee complaint. [1] [2] [3] [4] [5] [6] [7] [8] Blood perfusion can be visualized and analyzed quantitatively using dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI).
R
esearch suggests that altered blood perfusion of the patellar bone may play a role in the pathogenesis of patellofemoral pain (PFP), a common knee complaint. [1] [2] [3] [4] [5] [6] [7] [8] Blood perfusion can be visualized and analyzed quantitatively using dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI). 9 Despite the well-described use of DCE-MRI for a variety of indications such as tumors and cerebral strokes, 10, 11 only a limited number of publications address DCE-MRI in bone, [12] [13] [14] [15] [16] and none specifically in the patella.
DCE-MRI in bone has been limited due to the sparse vascularization of bone and the typical low contrast enhancement compared to surrounding tissues. 12, 16 The mobility of the patella poses an additional specific challenge. Signal intensity changes in the DCE-MRI time series are due to the contrast medium entering the tissue through feeding arteries, residing in the extravascular space, and subsequent draining. This process can be studied semiquantitatively using measures like time-to-peak, or quantitatively by fitting a pharmacokinetic model to the DCE-MRI data to extract truly quantitative measures of perfusion. 9 Quantitative DCE-MRI requires choosing one of multiple proposed arterial input functions (AIFs) and one of the pharmacokinetic models that together are able to describe the dynamic contrast concentration. Selection of appropriate models is especially relevant for low signal intensity regions since a too complex model (too many degrees of freedom) will be influenced stronger by acquisition noise and, hence, is less sensitive to between-group or between-subject differences in perfusion. Moreover, a model that cannot describe the DCE-MRI signal with sufficient accuracy may fail to detect relevant changes in perfusion. Although quantitative DCE-MRI has been performed in several bones, 9 no thorough evaluation of the optimal combination of AIF and a pharmacokinetic model has been presented. Due to the differences in perfusion, the model evaluation results obtained on tumor tissue are not directly applicable to the analysis of patellar perfusion. 17 The aim of this study was to identify the optimal combination of pharmacokinetic model and AIF for quantitative analysis of perfusion in the patellar bone using DCE-MRI. As potentially appropriate AIF models we selected three models by Orton et al 18 and several parametrizations of Parker et al's model. 19 As pharmacokinetic models we selected the models of Brix, Tofts, and the extended model of Tofts.
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Materials and Methods
DCE-MRI Acquisition
This method design study used a random subset of five control subjects and five patients from an Institutional Review Board (IRB)-approved case-control study into patellofemoral pain containing 134 subjects. 21 All subjects provided written informed consent. A 3T MRI scanner (Discovery MR750, GE Healthcare, Milwaukee, WI) with a dedicated 8-channel knee coil (Invivo, Gainesville, FL) was used. DCE-MRI was acquired by a time-resolved imaging of contrast kinetics (TRICKS) sequence with anterior-posterior (AP) frequency encoding direction to avoid pulsation artifacts of the popliteal artery into the region of interest. MRI parameters were: in-plane pixel resolution 1.5 mm, slice thickness 5 mm, field of view 380 3 380 3 70 mm, acquisition matrix 256 3 128, 14 sagittal slices, 70% sampling in the phase direction, echo time (TE) 5 1.7 msec, repetition time (TR) 5 9.3 msec, flip angle (FA) 5 308. The DCE-MRI protocol consisted of 35 phases of 10.30 6 0.07 sec (constant within subject). Intravenous contrast administration of 0.2 mmol/kg gadopentetate dimeglumine (Magnevist, Bayer, Berlin, Germany), at a rate of 2 ml/s, was started after the first phase. Additionally, a nonfat-suppressed 3D SPGR sequence with in-plane resolution of 0.3 3 0.3 mm and 0.5 mm slices was acquired before contrast administration for delineation of the patellar bone marrow. See Figs. 1 and 2 for an example image of a control subject and a patient, respectively.
Motion Compensation
Image-driven motion compensation was applied, based on a technique developed for T 1 mapping in femoral and tibial articular cartilage. 22 A registration mask was drawn around the patella in the 3D SPGR image. Within this mask the DCE-MRI time series were automatically registered to the first DCE-MRI timepoint using a rigid transformation model. Subsequently, the first phase was registered to the 3D SPGR image and all DCE-MRI scans were transformed to the grid of the high-resolution 3D SPGR. Visual inspection indicated successful alignment of the time series.
Quantitative DCE-MRI Modeling
The dynamic DCE-MRI signal in each voxel A(t) is described by a combination of three models: The AIF, the pharmacokinetic response function (P), and the function that relates contrast concentration to signal intensity (S), combined as:
where Ã denotes convolution and n,v,u are model parameters. For the AIF model we evaluated three computationally efficient models of Orton et al 18 For S we used a standard model suitable for the SPGR based sequence with one free parameter n 5 S 0 .
The Supplementary Material sections S.1-S.3 provide more details on the models and section S.4 provides details on the maximum likelihood estimation method used to recover n, v, and u with constraints provided in Table 1 .
Technical Validation on Phantom Data
To validate the model fitting method, a simulated dataset from a DCE-MRI anthropomorphic digital reference phantom was used. 24 This phantom, designed to validate fitting methods, contains a simulation of perfusion inside a brain tumor, which was selected as the volume-of-interest (VOI). All AIF models were fitted on selected arterial voxels and evaluated with the R-square value. Subsequently, these AIFs were used to analyze the provided VOI with ETofts. Accuracy of the pharmacokinetic parameters was measured by the median absolute difference (MAD) between the estimated and ground truth parameters of the ETofts model in the VOI and compared to the median ground truth value.
Comparative Evaluation of AIF Models
The AIF models were fitted to the voxels in a region of interest (ROI) drawn in the center of the popliteal artery, approximately at the level of the center of the patella. This artery was the largest artery in the field of view and could easily be identified in all subjects. Fit quality was evaluated by Akaike's information criterion (AIC) 25, 26 : FIGURE 2: Example DCE image at maximum arterial enhancement in one of the patients, time intensity curve, and fit with Tofts' model, including the overlays showing the apparent heterogeneity inside the patella.
AIC 52k1nlnðSSRÞ (2) where k is the number of parameters in the model (for all subjects), n is the number of samples to which the model is fitted, and SSR is the sum of squared residuals (measurements minus values predicted by the fitted model). AIC provides an objective way to compare models with different complexities. Since the voxels from which the AIF is estimated are selected from a small region, they have substantial spatial correlation, which reduces the effective number of degrees of freedom. To avoid a biased model selection due to these correlations, we evaluated the AIC on one randomly selected voxel within the arterial ROI of each subject, and we report the mean and standard deviation of the AIC over 1000 random selections.
Comparative Evaluation of Pharmacokinetic Models
Each combination of AIF and pharmacokinetic model was fitted to the DCE-MRI data. For each pharmacokinetic parameter we computed its weighted mean over a VOI consisting of the patellar bone marrow, drawn by an experienced observer (R.H.). As weights we used 1/CRLB where CRLB is the Cram er-Rao lower bound at each voxel, which is a measure of fit uncertainty (see Supporting Information S.4). In this way, we suppress the influence of voxels with an unreliable fit. The mean and coefficient of variation (CV 5 standard deviation / jmeanj) across subjects were computed to investigate reproducibility. The residual (5 ffiffiffiffiffiffiffi ffi SSR p ) was computed to evaluate goodness-of-fit. 
RESULTS
Technical Validation on Phantom Data
On the phantom data, the Parker-T model fitted best to the arterial signal with an R-square value of 0.9994, whereas Parker-E and Orton3 had R-square of 0.9983 and 0.9876, respectively. Orton3 fitted best among the Orton models. See Table 2 for the MAD of K trans , k ep , and v p inside the VOI. Parker-T had the lowest MAD for K trans and v p . Figure 3 shows the AIFs that were estimated by the different models. There were substantial differences between AIFs when estimated for each subject individually, especially for the models Orton2, Orton3, and Parker-A. The substantial differences in contrast concentration in the tail of the curve were observed to be correlated to under/overestimation of the baseline signal intensity n. For subject-specific Parker-E and Parker-T, the first-pass contrast concentration differed substantially from the group-specific first-pass and the firstpass as provided by the literature-based AIFs. The groupspecific Parker-T was also substantially different from the literature-based Parker model. Table 3 shows the mean and standard deviation of the AIC value of the AIF fits over the 1000 random selections of one voxel per subject. Note that in Eq. (2), n 5 175 (35 timepoints 3 1 randomly selected voxel 3 5 subjects) and k varies between 20 (literature-based AIF; only estimating delay and n per subject) and 123 (subject-specific Parker-T). The AIC of Parker-E and Parker-T were much lower than the AIC of the Orton models. All models substantially improved over the triangle AIF. Tables (4-7) show the mean and CV across control subjects and across patients of the pharmacokinetic parameters, as well as of the residual norm, for all combinations of AIF and pharmacokinetic models.
Comparative Evaluation of AIF Models
Comparative Evaluation of Pharmacokinetic Models
Variations in parameter values for different AIF models were observed, both for controls (Table 4) and patients (Table 6) ; eg, 20% difference in Brix k el between groupspecific Parker E&T. The residual of ETofts was not substantially lower than the residual of Tofts, which indicates that, in our patellar VOI, inclusion of the vascular component did not lead to a better fit. This is additionally reflected in that the vascular fraction v p is close to zero. For most AIF models, the residual of the Brix model was $10% lower than the residual of Tofts and ETofts. The residual norm did not vary substantially across AIF models, except for the "dummy" Triangle AIF and the literature-based AIFs combined with the ETofts model, which resulted in a higher residual norm. Table 5 shows that for the control subjects the pharmacokinetic parameters estimated with subject-specific AIF models had an increased CV compared to pharmacokinetic parameters estimated with literature-based and group-specific AIF models. For most combinations there were only small differences in CV of the parameters between literature-based The three right-most columns show the CV of the residual.
and group-specific AIF models. The exceptions were k ep of Tofts and ETofts with Orton3, v p of ETofts, and k ep and k el of Brix with Orton2, Orton3, and Parker, which were mostly found to have a higher CV for the group-specific AIF. When comparing the CV of the different models we noted that overall the CV for the Tofts' model was lower than the CV for the other models. Especially, the CV of K trans was substantially larger in ETofts than Tofts. For ETofts, the CV of v p was very high, demonstrating that the vascular component could not be precisely recovered, caused by the close to zero v p ( Table  4 ). The CV of the Brix model parameters was, overall, higher than the CV of the Tofts model parameters. The CV in patients (Table 7 ) was higher than in control subjects.
Discussion
This article presents a systematic comparative evaluation of AIF and pharmacokinetic models for quantitatively analyzing patellar perfusion with DCE-MRI. 19 Below, we derive several recommendations based on our results, and discuss the strengths, limitations, and impact. The evaluation of digital phantom data shows that the proposed fitting method can accurately recover pharmacokinetic parameters when a correct AIF model is used. Although this phantom dataset simulates tumor perfusion, 24 which differs from patellar perfusion, the comparison with the ground truth confirms the technical validity of the proposed fitting methods. ; residual norm is in arbitrary units but it can be compared across all model combinations.
As indicated by the AIC scores, Triangle and Orton1 do not model the arterial signal well. For the Parker model, the increase in complexity from Parker-A to Parker-E is supported by the measured imaging data, since Parker-E leads to substantially improved arterial fits, reflected by lower AIC. This indicates that our addition of a persisting contrast concentration to the Parker-E model was justified. Overall, in terms of AIC, the most competitive models are Orton2, Parker-E, and Parker-T.
The AIC score shows substantially improved arterial fits of the subject and group-specific AIFs compared to the literature-based AIF. Moreover, except for Orton3, the literature-based AIFs lead to higher residuals when used in combination with the (E)Tofts pharmacokinetic model. Based on these results, we recommend against using a literature-based AIF. 27 Since the large intersubject variability in the shape of the first-pass contrast concentration for subject-specific AIF modeling with Parker-E and Parker-T, and to a lesser extent with Orton2 and Orton3, cannot be explained biologically, similar to Ref. 28 , the group-specific AIF is preferred for these models, despite the higher AIC value. Note that for Parker-E&T the CV of K trans and AH is higher for the group-specific AIF than for the subject-specific AIF, while it is lower for k ep . This suggests that components of the AIF relevant for determining K trans can be recovered from an individual subject with a higher precision than the intersubject variation, whereas those components more relevant to determine k ep cannot.
Comparing pharmacokinetic models, the CV typically is lowest for Tofts. This is probably due to the larger number of parameters in ETofts and Brix. The larger number of The three right-most columns show the CV of the residual.
parameters in Brix may also explain the 10% lower residual compared to Tofts. As all three pharmacokinetic models explain a similar fraction of the DCE-MRI signal, we expect that group differences, eg, between cases and controls, in perfusion cause similar relative changes in parameter values. This implies that the model with the smallest CV (Tofts) will likely be more sensitive to detect group differences than the other models (ETofts, Brix). We chose to aggregate the voxel-wise pharmacokinetic measures by computing a weighted mean over the patella VOI. Any spatial heterogeneity within the patella is thus averaged out. Hence, it should be noted that using these measures to study group differences implicitly assumes nonlocalized physiological changes in the patella.
As no in vivo ground truth values for pharmacokinetic parameters are available, we could not base model selection on closeness to ground truth, and this implies that reliable absolute quantification of perfusion values currently cannot be claimed. As in Schmid et al, 17 we used a statistical analysis method to trade off model complexity against goodnessof-fit, in order to guide model selection. Note that, compared to Schmid et al, we evaluated a wider range of models, both for AIF and for pharmacokinetic model, and applied it to patellar DCE-MRI data. The substantial differences in pharmacokinetic parameters obtained with different AIFs emphasize the relevance of choosing a good AIF model. Severe bias in parameters could occur with a suboptimal AIF. The small differences observed among the best candidates indicate that potentially other combinations can be best for acquisitions with different settings and/or in different body parts; even for other bones. Hence, our proposed framework for evaluating perfusion is an important contribution in itself. It allowed identification of a few combinations of AIF models and pharmacokinetic models that performed well in all aspects: AIC score and biological credibility of the AIF, CV of pharmacokinetic parameters, and goodness-of-fit in the patella VOI. Given the similarity in perfusion mechanisms and MR characteristics, we would expect these combinations to also perform well when studying perfusion in other bones such as tibia, 12 femur, 16 hip, 14 or bony pelvis. 15 Although Orton2 combined with the Tofts' model seems to slightly improve reproducibility and goodness-of-fit in this dataset, we consider the lower AIC score of Parker-T as well as the improved biological credibility of that AIF to be more important. Together with the accuracy of this combination on phantom data, this gives good confidence that group-specific Parker-T combined with the Tofts' model is suitable to identify patellar perfusion abnormalities.
The observed values of the CV indicate that with a consistently used combination of models, reproducibility is sufficient to allow identification of group differences in perfusion with reasonably sized groups; eg, $40 subjects per group allow identification of group differences of 10% in K trans or k ep at a significance level of P < 0.05 with 75% power.
In conclusion, the most suitable choice of models for the analyzed patellar DCE-MRI data is Parker's arterial input model, where all parameters of Parker's model are estimated from arterial voxels of the full group of subjects, combined with Tofts' pharmacokinetic model.
