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SUMMARY 
This thesis contains three components of research: a detailed study of the 
performance of Frequency-Resolved Optical Gating (FROG) for measuring complex 
ultrashort laser pulses, a new method for measuring the arbitrary polarization state of an 
ultrashort laser pulse using Tomographic Ultrafast Retrieval of Transverse Light E-fields 
(TURTLE) technique, and new approach for measuring two complex pulses 
simultaneously using PG blind FROG.   
 In recent decades, many techniques for measuring the full intensity and phase of 
ultrashort laser pulses have been proposed. These techniques include: Spectral 
Interferometry (SI)[1], Temporal Analysis by Dispersing a Pair of Light E-Field 
(TADPOLE)[2], Spectral Phase Interferometry for direct electric-field reconstruction 
(SPIDER)[3], and Frequency-Resolved Optical Gating (FROG)[4]. Each technique is 
actually a class of techniques that includes different variations on the original idea, such 
as SEA-SPIDER[5], ZAP SPIDER[6] are two variations of SPIDER. But most of these 
techniques for measuring ultrashort laser pulses either do not yield the complete time-
dependent intensity and phase (e.g., autocorrelation ), can at best only measure simple 
pulses (e.g., SPIDER), or need well characterized reference pulse.  
In this thesis, we compare the performance of three versions of FROG: second-
harmonic-generation (SHG) FROG, polarization-gate (PG) FROG, and cross-correlation 
FROG (XFROG), the last of which requires a well-characterized reference pulse. We 
found that the XFROG algorithm converged in all cases and required only one initial 
guess. The PG FROG algorithm converged for 99% of the moderately complex pulses 
that we tried, and for over 95% of the most complex pulses (TBP ~ 100).  And the SHG 
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FROG algorithm converged for 95% of the pulses that we tried and for over 80% of the 
most complex pulses. After some analysis, we found that noise filtering and adding more 
sampling points to the FROG trace solved the non-converging problems and we got the 
retrieval to eventually converging for all of these traces.   
The second part of this thesis describes a method for measuring the intensity, 
phase and the complete polarization state of a laser pulse having a time-dependent 
polarization state (i.e. a polarization shaped pulse). This technique is called tomographic 
ultrafast retrieval of transverse light E-fields (TURTLE), and it is based on Second-
Harmonic-Generation Frequency-Resolved Optical Gating (SHG FROG).  Turtle can 
measure the evolution of an arbitrary, potentially very complex, ultrashort laser pulse’s 
polarization state in time. TURTLE typically involves making three FROG 
measurements: one of the intensity and phase of the pulse’s horizontal polarization 
component, one of its vertical component, and another of the 45o component. Performing 
a simple minimization using these three FROG measurements, the time-dependent 
polarization state of the ultrashort pulse can be determined. We simulate TURTLE using 
SHG FROG for measuring very complex pulses and find that it performs very well, 
essentially uniquely determining even complex polarization-shaped pulses.  
The third part of this thesis introduces a method for measuring two complex 
pulses simultaneously using a single FROG device.  This technique is based on 
Polarization-gate (PG) FROG and it is called PG blind FROG. It involves two 
measurements: One of them is a PG FROG trace using the intensity of pulse 1 to gate 
pulse 2 and other one is the PG FROG trace using the intensity of pulse 2 to gate pulse 1. 
An iterative phase retrieval algorithm based on generalized projection (GP) is used to 
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reconstruct the intensity and phase of these two pulses. This technique has no known 
ambiguities and is successful for PG blind FROG, because the phase information of each 
pulse is contained in the PG FROG trace when this pulse is gated by the intensity of the 
other pulse while the phase information of the gate pulse is not present in the trace.  This 
approach is an elegant way to measure complex and/or very spectrally broad pulses such 
as those due to super continuum. This is because the nonlinear crystal to be used is a 
standard glass such as fused silica, and these materials yield automatic phase matching.
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CHAPTER 1 




 In recent decades, the time duration of laser pulses has become shorter and shorter 
due to the demands of various applications in the fields of physics, chemistry, biology 
and etc. Currently the duration of an ultrashort laser pulse is routinely as short as a few 
femtoseconds and sub-femtosecond pulses have even been generated. These pulses of 
light are the shortest events ever created by mankind. It is not easy to know the properties 
of such short events because they are very difficult to measure. This is because in 
general, to measure an event, a shorter event is needed. But because femtosecond pulses 
are often the shortest events that we have, the best that can be done is to measure the 
pulse with itself. Early on, techniques that used this idea were invented, such as the 
intensity autocorrelation[7-10]. But unfortunately the intensity autocorrelation, which 
attempts to measure the intensity or brightness of the pulses versus time, only gives a 
crude estimation of the pulse length and even this only works for the simplest pulse 
shapes. But there is a lot of other very important information about the pulse besides its 
temporal duration.  For example there is also the phase which tells you the relative arrival 
time of the colors, and this can be a complicated higher order polynomial function. Both 
the intensity and phase information is important for characterization and application of an 
ultrashort laser pulse.  Several techniques other than the autocorrelation which can fully 
characterize the intensity and phase vs. time or frequency were introduced in the early 
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1990’s. These are Frequency-Resolved Optical Gating (FROG)[11-16], Spectral Phase 
Interferometry for Direct Electric-field Reconstruction (SPIDER)[3, 17] and spectral  
interferometry (SI)[18, 19].  
 FROG is an autocorrelation-type measurement in which the autocorrelation 
signal’s spectrum is measured at each delay[4], instead of measuring just the intensity at 
each delay as done in a standard autocorrelation. As a result, more information is 
included in a FROG trace and it uniquely determines the intensity and phase of an 
ultrashort laser pulse. There are a few ambiguities in a FROG trace, but these are trivial 
and can be ignored or removed by taking a few additional measurements. These 
ambiguities include the time of direction (DOT) ambiguity which can be removed by 
inserting a Fabry Perot etalon into the beam [20], or the π phase ambiguity between two 
well separated pulses in time domain or the frequency domain[16] which can be removed 
by adding chip to either one pulse or both pulses to make them overlap. Other 
ambiguities or missing information from the FROG trace are the zero order and first 
order spectral phases which corresponds to the pulse arrival time in time domain which 
are not of interest or important for most applications.  
The intensity and phase of the pulse is retrieved from the FROG trace using a 
two-dimensional phase retrieval algorithm which is iterative, though usually able to 
return a unique solution. In this thesis, the phase retrieval algorithm that we use is based 
on the generalized projection (GP)[21-24].  
There are a variety of FROG techniques each of which involves a different 
nonlinearity, such as second harmonic generation (SHG) FROG[11], polarization gated 
(PG) FROG[25], cross-correlation (XFROG)[26], transient-gating (TG) FROG[27, 28] 
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and third harmonic generation (THG) FROG[25]. SHG FROG, THG FROG, and PG 
FROG use the pulse to measure itself so a pre-characterized reference pulse is not 
needed. In contrast, XFROG and TG FROG do need a reference pulse to make the 
measurement. Each of these variations of FROG has its advantages and disadvantages. 
For example, the PG geometry is automatically phase matched and easy to align, but 
polarizer-leakage background and other effects limit its sensitivity. SHG FROG is 
sensitive, but its traces are unintuitive and it has an ambiguity in the direction of time.  
Recently, the FROG algorithm (GP algorithm) has been extended from only being 
able to characterize the intensity and/or phase of simple pulses to also being able to 
characterize the intensity and/or phase of complex pulses. Now, additional pulse 
properties such as polarization evolution can even be measured. Another technique called 
tomographic ultrafast retrieval of transverse light E-fields TURTLE, which is based on 
SHG FROG has been shown to be accurate and robust for characterizing the polarization 
state of an ultrashort laser pulse. In this thesis I will also demonstrate a technique called 
TG double blind FROG which can be used to characterize two complex pulses 
simultaneously and without any ambiguities. In general, the FROG technique has been 
widely used for measuring different types of ultrashort laser pulses and performs very 
well. 
 
1.2 Second Harmonic Generation FROG 
SHG FROG involves spectrally resolving a standard SHG-based autocorrelation. 




Figure 1. SHG FROG experimental setup. 
The mathematical equation for an SHG FROG trace is,  
                                         ( ) ( ) ( )
2
, ( )expFROGI E t E t i t dtω τ τ ω
∞
−∞
= − −∫                                      (1) 
where the gate function is ( )E t τ− which is a delayed version of the pulse. This equation 
illustrates that the SHG FROG technique measures the spectrum of the nonlinear signal at 
each delay instead of measuring just the intensity of the nonlinear optical signal. The 
result of a SHG FROG measurement is a two-dimensional image with one dimension of 
delay and the other dimension of frequency.  Figure 2 shows the SHG FROG trace of a 
double-chirped pulse (shown on the left) and its corresponding SHG FROG trace (shown 
on the right). This pulse consists of two pulses with full width at half maximum (FWHM) 
values of 100fs and 50fs, respectively. The 2nd order spectral phase, which is the group 
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Figure 2. A double-chirped pulse and its corresponding SHG FROG trace. 
 
One big advantage of SHG FROG compared to other versions of FROG is its high 
sensitivity which is due to the fact that it uses a second order nonlinear effect which 
yields more signal pulse energy for a given amount input pulse energy compared to 
FROG techniques using higher order effects. Also, it the has the best signal to noise ratio 
because it is easy to filter out the scattered light at other wavelength from the SHG FROG 
trace than other types of FROG traces. On the other hand, SHG FROG has some 
disadvantages due to the symmetry of its trace along the delay axis. For instance, an SHG 
FROG trace is the same for a field Ẽ(ω) and its complex conjugate, Ẽ*(ω). In the time 
domain, this corresponds to an ambiguity in the direction of time (DOT) of the pulse 
[16]. For pulses that are well-separated in either optical frequency or time, an additional 
ambiguity arises in their relative phases ∆ϕ, because in this case, both ∆ϕ and ∆ϕ + π 
yield the same SHG FROG trace [30].  But all these ambiguities can be removed by 
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making additional measurements. The DOT ambiguity can be removed by inserting an 
etalon into the beam [20], and the relative phase ambiguity can be removed by adding 
chip to either one of the pulses or on both of them to make these two pulses overlap. 
Because of its advantages and performance, the SHG FROG technique has been 
commercialized [31] and used for numerous applications. It can also be used to measure 
complex pulses[32]. 
1.3 Polarization-gate FROG 
 
PG FROG[33] is another FROG technique. The PG FROG beam geometry 
involves splitting a laser pulse into two and then one beam is sent through crossed 
polarizers while the other is sent through a half-wave plate so that it has 45o± linear 
polarization with respect to the other pulse. Then, these resulting two pulses are sent into 
an instantaneously responding (3)χ medium where they spatially overlap. In order to easily 
describe the PG FROG setup, we call the pulse to be measured the probe pulse, and the 
other pulse the gate pulse. In PG FROG beam geometry, the gate pulse is the intensity of 
the measured pulse. When the gate and the probe pulse interact in the nonlinear material, 
the gate pulse induces optical birefringence in the medium and this causes a slight 
polarization rotation of the probe pulse.  This allows a small temporal slice of the probe 
to leak through the crossed polarizers. The transmitted probe (signal) is spectrally 
resolved, so that its intensity is measured as a function of frequency at each delay. A 




Figure 3. PG FROG experimental setup. 
The mathematical equation for PG FROG is shown below 
( ) ( ) ( )
2
2
, exp( )FROGI E t i t dtE tω τ ωτ
∞
−∞
= −−∫   ,                                                               (2) 
where 2( )E t τ− is the delayed gate function. The same double-chirped pulse used in the 




















































Figure 4. A chirped double pulse and its PG FROG trace 
 
The gate function in PG FROG is the intensity of the unknown pulse because the 
gate pulse and the probe pulse are identical. PG FROG results in is the most intuitive 
FROG traces out of all of the FROG techniques, and it has many other desirable qualities. 
First, and most importantly, there are no ambiguities in PG FROG. Thus, PG FROG 
determines the complete and non-ambiguous pulse intensity and phase in all known 
cases. A second advantage of PG FROG is that the nonlinear-optical process is 
automatically phase-matched, which allows for large crossing angle leading to large 
delay ranges in a single short geometry. The second advantage results in two 
consequences: (1) alignment is easy; and (2) PG FROG is capable to measure pulses with 
extremely large bandwidth and/or very complex pulses.  But some disadvantages exist 
too. For example, PG FROG requires a high-quality polarizer and these are often thick so 
they introduce some material dispersion and change the pulse parameters. However, this 
is usually not a serious problem if pulse being measured has a center frequency in the 
visible or near IR region.  
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1.4 Cross-correlation frequency resolved optical gating 
  XFROG[26, 34] is another variation of FROG that is based on a cross correlation. 
XFROG is different from SHG FROG and PG FROG, because it requires a known 
reference pulse as gate pulse, though there is no requirement on the spectral overlap 
between the probe pulse and the gate pulse. To make an XFROG measurement, both the 
gate pulse and the probe pulse propagate through a (2)χ nonlinear medium. And, 
depending on the relative frequencies of the two pulses, or which is more convenient, 
sum frequency generation (SFG) or difference frequency generation (DFG) can be used 
to create this cross correlation signal. When the center wavelength of the gate pulse is 
same as that of the probe pulse, the nonlinear signal is an SHG signal, so this is referred 
to as SHG XFROG. The Schematic of the XFROG experimental setup is shown in Figure 
5. 








Figure 5. XFROG experimental setup  
 
The mathematical equation describing an XFROG trace is  
                    ( ) ( ) ( )
2
, exp( )FROG gI E t i t dtE tω τ ωτ
∞
−∞
= −−∫  ,                                                   (3) 
where ( )gE t τ− is the delayed gate function that indicates the reference pulse. The same 
double-chirped pulse used to generate the traces shown in Figs 2 and 4 was used to 
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generate the XFROG trace shown below. The reference pulse used in this simulation is a 
transform limited Gaussian pulse with a temporal width (FWHM) of 50fs. This result is 



















































Figure 6. A double chirped pulse and its XFROG trace 
 
XFROG is a very versatile and reliable method for measure ultrashort laser pulses 
and it has many desirable properties. For instance, XFROG does not require 
interferometric alignment accuracy. Another obvious advantage is that XFROG can 
characterize the weak pulse, a pulse with a center frequency in the UV, and also very 
complex pulses which can be defined by time bandwidth product (TBP) value. As a result 
DFG XFROG can be used to measure weak UV pulses. This is because the fact that 
XFROG does not require the spectrum of the unknown and reference pulses to overlap.  
When the unknown pulse is complicated, XFROG traces can be easier to interpret 
than most other FROG techniques if a simple reference pulse is used. Some of the pulse 
information can even be read directly from the XFROG trace. For example, chirp results 
in a tilted trace and the sign of the chirp determines the direction of the tilt. Also, the 
retrieval algorithm for XFROG converges more easily than that of other FROG 
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techniques because of the additional known information of the reference pulse. These 
advantages make XFROG the ideal technique for measuring complex pulses.  
1.5 The Generalized Projections FROG Algorithm 
The FROG trace contains the complete information of an ultrashort pulse and can 
uniquely determine the intensity and phase of the pulse. But from the equation (1-3), we 
can see that the pulse’s electric field ( )E t cannot be obtained directly from the 
corresponding FROG trace ( , )FROGI ω τ , so an indirect, or iterative method must be used. 
In order to retrieve the pulse field ( )E t  from its FROG trace ( , )FROGI ω τ  a 2-D phase 
retrieval algorithm based on the iterative Fourier transform is often used. The flow chart 
describing this algorithm is shown in Figure 7 [16].  
 
Figure 7. Description of the FROG algorithm 
 
This method also is used commercially, for example, for retrieving field from traces 
measured by GRENOUILLE which is a simplified version of SHG FROG.  For 
simplicity, the following explanation of the FROG algorithm is based on SHG FROG. I 
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have chosen to use SHG FROG as an example, because it is the most commonly used 
version of FROG.  
The equation of the SHG FROG trace ( , )SHGFROGI ω τ  was shown in equation (1). 
This equation illustrates the complicated relationship between the pulse field, ( )E t , and 
the FROG trace, ( , )SHGFROGI ω τ . The relationship between the unknown field and the FROG 
trace involves a Fourier transform and a taking the magnitude squared. This relationship 
determines the mathematically calculation between ( )E t  and ( , )SHGFROGI ω τ  irreversible. As 
a result, there is no direct way to invert the FROG trace to obtain ( )E t  from ( , )SHGFROGI ω τ . 
So an iterative algorithm with an initial guess has to be used to reconstruct E(t). 
For an iterative algorithm, the first step is to make an initial, random guess for the 
solution, ( )E t .  Then the corresponding signal field ( , )sigE t τ  is generated using Eq. (4). 
             ( , ) ( ) ( )sigE t E t E tτ τ= − ,                                                                          (4) 
The signal field is then Fourier transformed with respect to t in order to generate the 
signal field ( , )sigE ω τ  in the frequency domain. The measured FROG trace ( , )
SHG
FROGI ω τ  is 
used to then used to generate an improved signal field ' ( , )sigE ω τ . Since the magnitude 
squared of ( , )sigE ω τ  is equal to ( , )
SHG
FROGI ω τ , this step involves simply replacing the 
magnitude of  ( , )sigE ω τ  with the square root of the measured trace ( , )
SHG
FROGI ω τ  to 
generate ' ( , )sigE ω τ . The phase remains unchanged. This step is illustrated below 
            









ω τ ω τ
ω τ
=
                                                 (5) 
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' ( , )sigE ω τ  is then inverse Fourier transformed back into the time domain. In the last step, 
the modified signal field ' ( , )sigE t τ  is used to generate a new guess for ( )E t using the 
following equation: 
                                               '( ) ( , )sigE t E t dτ τ= ∫    .                                                       (6)   
Each of these steps is repeated. Ideally, each iteration of the algorithm generates a better 
guess for ( )E t , which eventually approaches the true electric field of the pulse. Because 
we are using an iterative algorithm, we usually cannot obtain the exactly the right field 
for the pulse. Therefore, we have to define a criterion for deciding when the retrieved 
pulse is close enough to the measured pulse, and this is used to decide when to terminate 
the algorithm. 
In the FROG algorithm, the criterion for deciding when to terminate the 
algorithm, is the so-called FROG error which describes the difference between the 
experimental FROG trace and the calculated FROG trace from the guessed field at the k-
th iteration. The FROG error is given by 
               
2( ) ( )
2
, 1
1 ( , ) ( , )
N
k k




ω τ ω τ
=
= −∑     ,                                           (7) 
where ( ) ( , )kFROG i jI ω τ is the FROG trace calculated from the guessed pulse,
( ) ( )kE t  at the k-
th iteration. Equation (7) is only used in the FROG algorithm to see if the next iteration 
has made the guess more accurate compared to that of the previous iteration.  In case of 
SHG FROG ( ) ( , )kFROGI ω τ  is 
 14
                  
2




= −∫    ,                                                 (8)  
So basically, ( )kG defines the normalized difference between the measured FROG trace 
and the calculated FROG trace. In practice, a constant G0 is chosen empirically, and 
when ( ) 0
kG G≤  the algorithm will be terminated.  
There are many phase retrieval algorithms available that can be used here. The 
Generalized Projection (GP) algorithm is the most common and robust choice for 
retrieving the intensity and phase from the FROG trace. The approach used in the GP 
algorithm is illustrated in Figure 8. From Figure 8, we can see that the final solution, or 
the pulse we are looking for, must satisfy two constrains. One is called the data constraint 
and the other is the nonlinear optical constraint. The upper ellipse represents the 
nonlinear optical constraint, and the lower ellipse represents the data constraint. The 
intersection point of these two ellipses is the final solution.  
 
Figure 8. Generalized Projection 
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In practice, we start with an arbitrary point in the plane which indicates the random, 
initial guess. Then, this point is projected onto one of the two constraint sets to satisfy 
this constraint, then, this resulting point is projected onto the other constraints to satisfy 
the other constraint. Such projects are iteratively repeated until a final solution is reached. 
If these two constraints are convex, then convergence is guaranteed. But generally in 
FROG, the data constraint is not purely convex. Therefore, the convergence of the 
algorithm cannot be guaranteed.  To eliminate this non-convergence caused by non-pure 
convex constrains, multiple trials of the initial guessed can be used. In order to satisfy the 
data constraint, it is necessary to replace the magnitude with the squared root of the 
intensity of the measured FROG trace at each iteration. In order to satisfy the nonlinear 
optical constraint, we must then find a new signal field ( 1) ( , )ksig i jE t τ
+ that has the right 
nonlinear optical form, and meanwhile, it is the closest point to the current signal 
field ( , )ksig i jE t τ , since 
( 1) ( , )ksig i jE t τ
+  is the projection point of ( , )ksig i jE t τ . Therefore, the 
difference between these two fields must be minimized which is shown below. 
                               
2( ) ( 1)
, 1
( , ) ( , )
N
k k
sig i j sig i j
i j
Z E t E tτ τ+
=
= −∑  ,                                                   (9) 
For SHG FROG Eq. 9 becomes: 
                      
2
( ) ( 1) ( 1)
, 1
( , ) ( ) ( )
N
SHG k k k
sig i j i i j
i j
Z E t E t E tτ τ+ +
=
= − −∑   .                                    (10) 
In the FROG algorithm, the minimization of the Z error is treated as an unconstrained 
multi-dimensional optimization problem by computing derivatives of this error. The 
steepest decent method is used to find the direction in which the error decreases at each 
 16
iteration. The gradient of Z is calculated with respect to ( 1) ( )( 1,2,3,... )k kE k t N
+ =  for each 
value of t. Instead of calculating the complex gradient, in practice compute the 2N 
parameters, { }( 1)Re ( )SHG k kZ E t+∂ ∂  and    { }( 1)Im ( )SHG k kZ E t+∂ ∂  
{ }
}
2' ( 1) ( 1) ( 1)
( 1)
1
2'( ) ( 1) ( 1) ( 1)
2 Re ( , )* ( ) ( )* ( )
Re ( )
( , ) * ( ) ( ) * ( )
SHG N
k k k
sig k j k j k k jk
jk
k k k k
sig k j j k j k k j
Z E t E t E t E t
E t
E t E t E t E t
τ τ τ






= − − + −⎨
∂ ⎩
− + + + +
∑
 ,  (11) 
 
{ 2'( ) ( 1) ( 1) ( 1)( 1)
2'( ) ( 1) ( 1) ( 1)
2 Im ( , ) * ( ) ( ) * ( )
Im{ ( )}
( , ) * ( ) ( ) * ( ) }
SHG
k k k k
sig k j k j k k jk
k
k k k k
sig k j j k j k k j
Z E t E t E t E t
E t
E t E t E t E t
τ τ τ





= − − − + −
∂
− + + + +
 ,  (12) 
Because the FROG algorithm also is based on a gradient, the direction and gradient step 
are defined as x and dE.  So the new pulse field can be written as  
             ( 1) ( ) ( )( ) ( ) ( )k k kk k kE t E t xdE t
+ = + ,                                                           (13) 
where ( 1) ( )( ) ( 1) ( ) ( )
2
( ) k kk k
k
k E t E t
k
ZdE




.  Therefore we can rewrite Z as follows:   
           
2
'( ) ( ) ( ) ( ) ( )
, 1
( , ) [ ( ) ( )][ ( ) ( )]
N
k k k k k
sig i j i i i j i j
i j
Z E t E t x dE t E t x dE tτ τ τ
=
= − + ⋅ − + ⋅ −∑  .    (14) 
In the minimization, Z is a polynomial function and it can also be described as  
  2 3 40 1 2 3 4Z a a x a x a x a x= + + + +   ,                                                                     (15) 
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where 
'( ) ( ) ( )
0
, 1
( ) ( ) '( )
1
, 1
( ) ( ) ( ) ( )
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Finally, the algorithm is reduced to a one-dimensional minimization based on a 
polynomial function. The global minimum can be calculated directly for a polynomial 
function. So in the end, the GP algorithm is able to accurately find the correct pulse. And 
numerous experiments over more than 10 years have proven that this approach is reliable 
and robust. 
1.6  Noise effect on the FROG trace and its suppression 
In measurements, noise cannot be avoided, and a FROG measurement is of course 
no exception to this rule. As a result, it is very important to test the performance of the 
FROG algorithm in the presence of noise and make sure that it still converges. A lack of 
convergence is almost always an indication that the trace is contaminated by too much 
noise, and that the measurement needs to be retaken. In the absence of noise, determining 
whether or not the algorithm has converged is generally straightforward; either the error 
between the retrieved FROG trace and the measured trace goes to zero or not. But when 
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noise is present, determining when convergence has happened is no longer 
straightforward and everything is based on practical experience. In simulations, because 
we know the actual pulse, it is easy to compare the retrieved pulse with the right answer.. 
We have found that a FROG trace with 1% additive Poisson noise and a grid size less 
than 1024 x1024, the FROG algorithm converges when the FROG error is less than 1%.  
When discussing the FROG error the grid size must be given, because as shown in Eq. 7, 
the FROG error depends on this. The FROG error will be infinitely small if an infinitely 
large grid is used regardless of whether or not the algorithm is converging. But according 
to our experience with the data, when the grid size is less than 1024 x1024, the value of 
the FROG error is at the same order of magnitude. So, we do not need to worry about the 
grid size. This conclusion about the FROG error was made by inspecting the consistency 
between the generated pulse and the retrieved pulse for a given FROG error. 
Additive noise will be used in the simulations shown here and the results will be 
discussed. The noise that we add simulates the scattered light or dark current that will 
likely be encountered in measurements.  It also provides an effective nonzero Poisson 
distributed background. Subtracting experimental noise is very important to ensure 
convergence of the algorithm. The noise background is problematic because it results in 
some intensity at large delay which implies a nonzero intensity in the pulse wings, and 
also in some intensity at large frequencies which implies that high-frequency oscillations 
are present in the pulse. The background at both large delay and large frequency results in 
artificial wings in the retrieved pulse. Therefore, the region of nonzero values in the 
FROG trace must be an island in a sea of zeros in order to ensure that the algorithm 
convergences.  
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To obtain many zeros around the FROG trace, several noise filter methods exist.  
One option is to use filters for removing noise at a certain frequency without significantly 
affecting the pulse-intensity-and-phase information present in the trace. Corner-
suppression is also helpful and this involves multiplying the trace by a function to 
preferentially reduce its values at the edges.  Subtracting out the constant background in 
the FROG trace is also useful. The performance of the algorithm is significantly 




MEASURING COMPLEX ULTRASHORT LASER PULSE 
BY FROG TECHNIQUE 
This chapter originally appeared as a paper by the author: 
L.Xu, E.Zeek., and R. Trebino, Simulations of frequency-resolved optical gating for 
measuring very complex pulses. J. Opt. Soc. Am. B. 25: p. A70-A80,2008. 
2.1 Introduction 
 The shaping of ultrashort laser pulses into complex intensities and phases vs. time 
or frequency is finding many applications, including coherent control[35], 
telecommunications[36], micro-machining[37], and multi-photon imaging[38].  In 
addition, several commercial pulse shapers[39-43] have become available and can 
generate pulses with time-bandwidth products (TBP’s) up to ~ 100.  Complex pulse 
shapes also occur in continuum generation[44].  Unfortunately, methods for measuring 
the actual shapes (intensity and phase vs. time) of such complex pulses have not received 
much attention. 
Most techniques for measuring ultrashort laser pulses either do not yield the 
complete time-dependent intensity and phase (e.g., autocorrelation[9]) or can at best only 
measure simple pulses (e.g., SPIDER[3]). A method has recently been introduced 
(MIIPS[45]) that simultaneously shapes and measures pulses, but it uses the same pulse 
shaper to both shape and measure the pulse and so cannot be said to constitute an 
independent measurement of the shaped pulse, and it has not been tested on complex 
pulse shapes. If a well-characterized reference pulse is available, linear spectral 
interferometry  is, in principle, capable of measuring complex pulses, but most versions 
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of it have artificially limited spectral resolution and so have not been able to do so.  Also, 
spectral interferometry suffers from extreme alignment sensitivity and so is difficult to 
use. A simplified version of spectral interferometry (SEA TADPOLE[46]) was 
introduced recently, which has approximately an order of magnitude better spectral 
resolution than conventional versions, and it avoids the debilitating alignment sensitivity.  
SEA TADPOLE is capable to measure shaped pulses with TBP’s of several hundred.  It 
also can measure the complete spatio-temporal intensity and phase at and near the focus.  
Like all other version of spectral interferometry, however, it requires a well-characterized 
reference pulse whose spectrum contains the information of the shaped pulse to be 
measured.  Fortunately, when pulse-shaping, such a pulse is generally available in the 
form of the unshaped pulse.  Thus SEA TADPOLE is ideal for measuring shaped pulses, 
but such measurements require the use of two separate devices, one to measure the 
unshaped pulse and the SEA TADPOLE to measure the shaped pulse. And the reference-
pulse requirement prevents spectral interferometry from measuring continuum. 
Currently, the most commonly used method for measuring shaped and a complex 
pulse (and the simplest) is Frequency-Resolved Optical Gating (FROG[16]), which does 
not require a reference pulse, and so the same device can be used to measure both the 
unshaped and shaped pulses.  Since its introduction in 1991, FROG and its many 
variations have been used to measure the full intensity and phase of a wide range of 
ultrashort laser pulses. FROG has measured the intensity and phase of few femtosecond 
pulses and pulses over many wavelength regions. Variations on it Cross-correlation 
FROG (XFROG) have even measured attosecond pulses[47], but, more importantly, for 
our purposes herein, XFROG has measured the most complex pulses—continuum—ever 
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measured[44]. XFROG, like spectral interferometry, requires a well-characterized 
reference pulse, but the XFROG reference-pulse spectrum need not contain that of the 
shaped pulse.  The unshaped pulse is also ideal for XFROG measurements of the shaped 
pulse, as well.  Nevertheless, the version of FROG most commonly used to measure 
shaped pulses is second-harmonic-generation (SHG) FROG.  SHG FROG is self-
referenced, using the pulse to measure itself.  Like its fellow FROG techniques, it has 
many advantages for measuring shaped pulses, including built-in independent checks on 
its measurements, geometries for single-shot operation, and versatile, often very simple, 
arrangements. A single SHG FROG—or any self-referenced FROG—device can be used 
to measure both the unshaped and shaped pulses.  And the various FROG iterative 
algorithms[47] are known for their reliability and robustness in measuring relatively 
simple pulses (TBP < ~ 5) where they have been used most of the time. However, 
because pulse-shaping applications can involve rather complex pulses, it is important to 
check the performance of various FROG techniques combining with iterative algorithms 
to measure complex pulses.  This has never been done.  Indeed, since in this case such 
measurements would involve the use of a complex pulse to measure a complex pulse, the 
performance of SHG FROG is not highly expected for such pulses and spectral 
interferometry or XFROG is recommended because they use a simple (unshaped) pulse to 
measure the complex pulse, for such measurements.  But, as this advice has generally 
been ignored, and SHG FROG is already in common use for measuring complex pulses, 
this chapter is in this contribution. Indeed, it is interesting to see how well the various 
FROG methods measure such complex pulses. 
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Specifically, we test three FROG iterative algorithms.  These include those of SHG 
FROG, polarization-gate (PG) FROG, which is also self-referenced, and XFROG.  They 
are all based on the same generalized-projections [16] approach. To do so, we generated 
complex test pulses in both the time and frequency domains and then added 1% Poisson 
noise to all the resulting traces. We find that the XFROG algorithm converges with 100% 
reliability on the first initial guess, in agreement with an existing proof that (noise-free) 
spectrogram (XFROG) inversion should always succeed[48].  On the other hand, we find, 
as expected, that PG and SHG FROG are not 100% reliable in the presence of noise, but, 
surprisingly, are much closer to perfection than expected. PG FROG achieves 100% 
convergence for pulses with TBP < 30, and ~ 95% for more complex pulses (including 
TBP ~ 100).  SHG FROG achieves > 80% effectiveness at retrieving even the most 
complex pulses, provided that several initial guesses are allowed if the first fails to yield 
convergence.  Also, when the algorithm fails to converge, it nevertheless succeeds in 
retrieving the approximate length and general shape of the pulse, failing only in the 
details, which could still be adequate for many purposes. Thus, while SEA TADPOLE 
and XFROG remain preferable, if not ideal, for measuring shaped pulses (in our opinion), 
SHG FROG and, in particular, PG FROG should also provide adequate and relatively 
robust measurements of such complex pulses, especially if the user desires to use only 
one device for measurements of both the unshaped and shaped pulses or a reference pulse 
is not available. 
2.2   FROG, the Generalized Projections Algorithm, and Simulation Details 
The expression for the SHG FROG, PG FROG or XFROG trace is: 
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 ( ) ( ) ( )
2
, ( )expFROG gI E t E t i t dtω τ τ ω
∞
−∞
= − −∫   
 
where E(t) is the unknown input-pulse electric field that we are trying to measure. These 
simple versions of FROG are distinguished by their gate pulses:  in SHG FROG, Eg(t) = 
E(t); in PG FROG 2( ) ( )gE t E t= ; and in XFROG, Eg(t) is an independently measured 
pulse.  XFROG is mathematically equivalent to the well-known spectrogram, and SHG 
FROG and PG FROG yield “auto-spectrograms” (the pulse gates itself). Like all time-
frequency-domain methods, all three FROG methods involve measurements of intensity 
vs. two variables, frequency (ω) and delay (τ).  In other words, SHG FROG and PG 
FROG are spectrally resolved autocorrelations, and XFROG is a spectrally resolved 
cross-correlation[4]. 
All versions of FROG were shown to be examples of mathematical problems 
called Two-Dimensional Phase-Retrieval, and hence able to yield essentially unique 
solutions as long as the entire FROG trace is nearly completely contained in the data set 
(that is, not significantly cropped at its edges), and the trace details are properly resolved 
in time and frequency.  The phase-retrieval algorithm usually used to retrieve the pulse 
from the measured trace is the generalized projections (GP) algorithm[16, 21]. It involves 
one-dimensionally Fourier-transforming the signal field, Esig(t,τ) = E(t)Eg(t−τ) back and 
forth between the t and ω domains, effectively alternately iteratively projecting onto two 
constraint sets (corresponding to the two equations above; see Fig. 5), eventually leading 
to the intersection of these two constrains—the final solution. Early versions of the 
FROG code were reliable, but slow; fortunately, more recent versions are much faster 
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due to the use of faster programming languages (e.g., C), faster code, and the realization 
that the generalized projections algorithm is so reliable that additional algorithms 
included for extra reliability were unnecessary and so have been eliminated. Commercial 
FROG codes now routinely achieve 20 pulse-retrievals per second and are very 
reliable[49].  
The initial guess can affect the convergence of the GP algorithm. When retrieving 
very simple pulses, the GP algorithm is generally not sensitive to the particular choice of 
an initial guess. But, when measuring complex pulses, the initial guess could, in 
principle, become more important. Early on, random noise was found to be the best initial 
guess for the FROG algorithm for simple pulses and is generally used as the initial guess 
in FROG programs.  Random noise and flat-phase Gaussian pulse are compared to be 
initial guess. The result turns out that random noise is a better choice. So in all the 
simulations, random noise is chosen as initial guess.  
In order to test the performance of the GP algorithm in SHG FROG, PG FROG, 
and XFROG for measuring complex pulses, a large set of complicated pulses is 
generated.  All these pulse are generated by starting with a sequence of random complex 
numbers and multiplying it by a Gaussian pulse in the time domain.  The next step is 
Fourier transforming the resulting pulse and multiplying its frequency-domain version by 
a Gaussian spectrum.  The widths of the Gaussians can be controlled to yield the desired 
complexity. This yielded a complex pulse in both intensity and phase and in both time 
and frequency, ideal for testing the ability of these methods to measure generally 




Figure 9. The process of generating a complex pulse in both time and frequency domains 
 
While specifying the Gaussian widths yielded a good estimate of the pulse TBP, it 
is not exact. So, for each pulse, the precise root-mean-square (rms) TBP is computed. 
TBP is a common tool to measure the complexity of the pulse: 
 rms rms rmsTBP t ω=  
where 2 22 2rmst t t t t= − = −  
and where  2 2 ( )t t I t dt
∞
−∞
= ∫   
and 2 2 2 2'( ) ( ) '( )rms A t dt A t tω φ
∞ ∞
−∞ −∞
= +∫ ∫  (16)               
In the above expressions, I(t) is the normalized intensity, trms is the rms temporal width, 
ωrms is the rms spectral width.  A(t) is the real amplitude, and φ(t) is the temporal phase. 
The prime indicates the derivative[50].     
       The FROG traces are generated from the generated complex pulses.  In order to 
simulate the experimental environment, 1% additive Poisson noise is added to each 
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FROG trace. This additive noise yields pixel-to-pixel signal variations independent of the 
FROG trace intensity. The reason for using Poisson noise is that it approximates the noise 
from practical noise sources, such as dark current and thermal noise.  Such additive noise 
is also more challenging for the algorithm than multiplicative noise, which necessarily 
goes to zero in the wings of the trace.  In this approach, the measured trace with the 
additive noise at each pixel will be[51]:  
                  ( ) ( , ) ( , ) /FROG i j FROG i j ijI I
η ω τ ω τ η α η= +                                              (17) 
where ηij is a pseudorandom number drawn from a Poisson distribution of mean η , and α 
is the noise fraction, which was set to 0.01 and the mean of the Poisson distribution was 5 
counts.  
     Suppressing background noise is important in FROG measurements. Any non-zero 
average background (due to noise) in a FROG trace implies spurious nonzero intensity at 
large times and with high frequency in the pulse, that is, spurious pulse wings with high 
frequency noise. So, in practice, before running the pulse retrieval program, background 
subtraction is always performed. Several methods are available, and they include Fourier 
low-pass filtering, corner-suppression, and mean background subtraction.  In this thesis, 
mean-background subtraction is enough to reduce the noise and make the algorithm 
converge. For the particular examples in this chapter, the mean of the noise was obtained 
by averaging the values in the 5x5 pixel squares in the four corners of the FROG trace 
(i.e., far from the center of the trace, where the most important pulse information is 
located). After subtracting this constant background from all points in the trace, the 
resulting negative points are set to aero (as is usually done).  
 28
     Figure 10 gives an example of a moderately complex pulse with a TBP of 4.7 and its 
SHG FROG trace (with noise) and the resulting retrieved pulse.  The retrieved intensity 
and phase of the pulse and the generated one agree well with each other. A measure of 
the success of a pulse retrieval is the FROG error (the rms difference between the input 
and retrieved traces), which is 0.00341 for this 256×256 grid, which is very good. Other 
measures of the retrieval success are available when performing simulations and they are 
the mean rms intensity and phase errors between the generated pulse and the retrieved 
pulse . For this pulse, we found them to be 0.007 and 0.0209, respectively. The excellent 
pulse retrieval in this case is not surprising because the SHG FROG GP algorithm is 
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Figure 10. Moderately complex pulse with TBP = 4.7 
 (a) original SHG FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral 
intensity and phase, (d) generated and retrieved temporal intensity and phase. In c and d (and in all 
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subsequent analogous figures), the generated pulse is indicated by lines, and the retrieved pulse by 
dots. Good convergence has occurred here. The FROG trace is well contained in the image 
window. For better display, the shown FROG traces were cut from the generated one, which had a 
wavelength range from 327.675 nm to 514.385 nm and a delay range from -768 fs to 762 fs.  The 
maximum value of three rows and columns along the perimeter of the image window is 0.88% of 
the peak value after background subtraction, so the trace was only slightly cropped. 
 
A considerably more complex pulse, with a TBP of 40.6, and its corresponding SHG 
FROG trace are shown in Figure.11. The retrieved intensity and phase of the pulse agree 
very well with the generated curves.  The FROG error is 0.0052 for this 512×512 grid. 












































































Figure 11. Very complex pulse with TBP = 40.6. 
 (a) original SHG FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral 
intensity and phase, (d) generated and retrieved temporal intensity and phase. Good convergence 
has occurred here.  The generated trace (here and in later figures also) appears somewhat darker 
due to the additive noise applied to it (and whose mean has been subtracted prior to running the 
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algorithm); this subtraction and the algorithm combine to remove most of the added noise.  
Indeed, note the identical structure in both pulses and traces. For better display, the shown FROG 
trace is cut from the generated one with wavelength range from 326.503 nm to 512.02 nm and the 
delay range from -1536 fs to 1530 fs.  The FROG trace is well contained in the image window. 
The maximal value of the three rows and columns along the perimeter of the image window is 
1.25% of the peak value after background subtraction.  
 
An extremely complex pulse, with a TBP of 94.3, and its corresponding traces are shown 
in Figure 12. The retrieved pulse agrees very well with the generated pulse here as well.  
The FROG error is 0.4% for the 1024×1024 grid. The mean rms intensity and phase 















































































Figure 12. Extremely complex pulse with TBP = 94.3 
  (a) original SHG FROG trace, (b) retrieved FROG trace (with noise), (c) generated and retrieved spectral 
intensity and phase, (d) generated and retrieved temporal intensity and phase. Good convergence has 
occurred here. The FROG trace is well contained in the image window. For better display, the shown 
FROG trace is cut from the generated one with wavelength range from 327.348 nm to 514.385 nm and the 
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delay range from -3072 fs to 3066 fs. The maximal value of three rows and columns along the perimeter of 
the image window is 1.11% of the peak value after background subtraction.  
 
      Because the mathematical constraints in SHG and PG FROG are not purely convex, 
convergence of the GP algorithm is not necessarily guaranteed. The algorithm is not 
converging for all traces.  
In practice, convergence of the GP algorithm is generally indicated by the FROG 
error. In this work, as in previous work, for FROG data (with grid size less tham 
1024X1024) with about 1% additive noise, convergence is achieved when the FROG 
error is less than about 1%. When the FROG error is greater than 1%, the GP algorithm 
can be seen to have generated a pulse that is visibly different from the generated pulse. 
See Figure 13, which shows an example for which convergence has not been achieved 
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Figure 13. A pulse for which convergence has not been achieved 
 (a) generated SHG FROG trace with noise, (b) retrieved trace, (c) generated and retrieved 
spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. Note the 
discrepancies between the generated and retrieved pulses. For better display, the shown FROG 
trace is cut from the generated one with wavelength range from 327.464 nm to 514.385 nm and 
the delay range from -1530 fs to 1536 fs. The FROG trace is not as well contained in the image 
window as in the previous examples, perhaps the reason for the poor convergence. The maximal 
value of the three rows and columns along the perimeter of the image window is 1.51% of the 
peak value after background subtraction. 
In Figure 14, the distribution of the SHG FROG error for 30 pulses with TBP values 
from 30 to 40 is shown. For all converging cases, the FROG error is much less than 
0.5%, and for the non-converging cases, the FROG error is greater than 1.5%.  This 
















FROG error  
Figure 14. Histogram of FROG errors for 30 pulses with TBP value from 30 to 40, 
showing a clear delineation between converging (FROG error < 1%) and non-converging 
(FROG error > 1%) cases. 
 
As a result, in this analysis, the convergence to have failed for a given initial guess if 
a FROG error of < 1% has not been achieved, and the convergence to have failed in 
general if a FROG error of less than 1% has not been achieved after ten runs of the 
algorithm using ten different randomly generated initial guesses.  We should point out 
that, at first glance, it would seem that use of the rms intensity and phase errors would be 
more rigorous and hence more appropriate.  However, use of these definitions is actually 
significantly complicated by several factors.  First, one would need to take into account 
SHG FROG’s ambiguity in the direction of time and the need to curve-fit each intensity 
and phase curve to the precise center of time, peak intensity, and absolute phase—
quantities not measured by FROG (or any other method for measuring ultrashort pulse 
shapes).  Also, phase-unwrapping issues as well as the meaninglessness of the phase 
when the intensity approaches zero (and the associated arbitrariness in the definition of 
the phase error) further complicate the problem.  As a result, the FROG error is a far 
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better approach for automating this analysis, which involves more than 1000 pulses.  
However, we also visually inspected a large fraction of the retrieved intensities and 
phases to verify convergence and also to confirm the absence of ambiguities (possible 
very different pulses with the same traces) beyond the trivial ones mentioned above. 
Using this approach, we studied the general performance of the various FROG GP 
algorithms for measuring complex pulses with TBP’s up to 100.  We generated 350 
pulses for each statistical analysis. The TBP’s of these pulses ranged from 1 to 100.  For 
the purposes of displaying our results, we binned sets of 35 pulses evenly into intervals of 
TBP ranging from 1 to 10, 11 to 20, etc.  
 
2.3 Testing the SHG FROG GP algorithm 
 The results of our analysis for SHG FROG are shown in Figure 15. We find that, 
in general, the more complex the pulse, more initial guesses on average are needed for 
convergence. In other words, the SHG FROG algorithm is more sensitive to the initial 





















Figure 15. Number of initial guesses required for correct pulse retrieval in SHG FROG vs. TBP 
for the pulses in our analysis. Note that most pulses can be retrieved in SHG FROG using only a 
few initial guesses, but some (shown as requiring ten pulses) cannot. 
 
Figure 16 shows the percentage convergence for pulses as a function of the pulse rms 
TBP.  Of course, with more initial guesses, the percentage of convergence increases.  In 
general, we find that SHG FROG works remarkably well for such complex pulses, given 
the complexity of the problem. When five initial guesses are allowed, more than 80% of 
the pulses, and occasionally 90%, can be retrieved, even for extremely complicated 
pulses with TBP of ~ 100.  In most cases, even when convergence is not achieved after 
five initial guesses, convergence is achieved after a few more tries.  Only 5% of the 


































 One initial guess
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 Five initial guesses
 
Figure 16. Statistical analysis of the performance of the GP algorithm in SHG FROG.  In most 
cases, when convergence is not achieved after one initial guess, convergence is achieved after a 
few more tries, but not always. 
 
2.4 Testing the PG FROG GP algorithm 
We performed an analogous simulation for PG FROG. A typical example is shown in 
Figure 17.  The TBP of the generated pulse is 15.5. The retrieved intensity and phase vs. 
time and wavelength agree with the generated ones. The FROG error is 0.0034 for this 





















































































        Figure 17. Example of PG FROG for measuring a complex pulse (here a pulse with TBP = 15.5) 
(a) generated FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral 
intensity and phase, (d) generated and retrieved temporal intensity and phase.  For better display, 
the shown FROG trace is cut from the generated one with wavelength range from 327.464 nm to 
514.385 nm and the delay range from -1536 fs to 1530 fs. The PG FROG trace is well contained in 
the image window. The maximal value of three columns along the perimeter of the image window 
is 0.89% of the peak value after background subtraction.  
       We generated 300 new random pulses with TBP’s from 1 to 100 to test the general 
performance of the PG FROG GP algorithm. Thirty pulses were generated for each TBP 
interval.  The results are shown in Figsure 18 and 19.  We found that the PG FROG GP 
algorithm works extremely well for retrieving complex pulses with TBP’s less than 40. 
Even for extremely complex pulses, the PG FROG GP algorithm converged most of the 
time.  Only one initial guess was needed to obtain the correct pulse in most cases. Only 
three non-converging cases occurred, and it is interesting that no traces yielded 
convergence for four to nine initial guesses, implying that the non-convergent traces were 
pathological in some way.  Indeed, we believe that, by chance, these PG FROG traces 
were not well contained in the array.  We plan to rerun this analysis later, checking for 
such cropping and eliminating such cropped traces from the analysis (or enlarging the 





















Figure 18. Number of initial guesses required for correct pulse retrieval in PG FROG vs. TBP. Note that 
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2.5 Testing the XFROG GP algorithm   
 We performed an analogous simulation of complex pulse measurement using 
XFROG. We used a reference pulse that was a simple Gaussian pulse with FWHM of 50 
fs and zero phase. Although a great deal has been written about choosing optimal pulses 
for generating spectrograms, we made no effort to optimize this pulse for optimal results.  
A typical example pulse and trace are shown in Figure 20.  The TBP value of this 
generated pulse is 66. The retrieved phase and intensity vs. time and vs. wavelength agree 
with the generated ones. Note that this trace is simpler than SHG and PG FROG traces 
for similarly complex pulses due to the simplicity of the gate pulse in XFROG.  The 
FROG error is 0.003 for this 512×512 grid. The mean rms intensity and phase errors are 
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Figure 20. Example of XFROG for measuring complex pulses (here a pulse with TBP = 66) 
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(a) generated FROG trace with noise, (b) retrieved trace, (c) generated and retrieved 
spectral intensity and phase, (d) generated and retrieved temporal intensity and phase.  
For better display, the shown FROG trace is cut from the generated one with wavelength 
range from 343.02 nm to 480.065 nm and the delay range from -2048 fs to 2040 fs. The 
XFROG trace is well contained in the image window. The maximal value of three 
columns along the perimeter of the image window is 1.013% of the peak value. 
     We also generated 350 new pulses with TBP’s from 1 to 100 to test the general 
performance of the XFROG GP algorithm. As before, 35 pulses were generated for each 
TBP interval from 1 to 10, 11 to 20, etc.  The results are shown in Figure 21.  We found 
that the XFROG GP algorithm works extremely well for retrieving even the most 
complex pulses in the presence of noise, converging for every pulse on the first try. Only 
one initial guess was needed to obtain the correct pulse for every case; and the FROG 
error was always less than 0.01. Our results verify that the spectrogram always yields the 


















Figure 21. Statistical analysis of the performance of the XFROG GP algorithm.  
Convergence is always achieved after only one initial guess, even for extremely 
complicated pulses. 
 
2.6 Discussion and Additional Observations 
 The three FROG algorithms we considered in this study performed quite well.  
XFROG performed perfectly, PG FROG performed very well.  And SHG FROG 
performed reasonably well.  The performance order scales with the complexities of the 
gate pulses in these techniques.  XFROG generally uses a very simple gate pulse and ours 
was particularly simple; PG FROG uses the intensity of the unknown pulse, and SHG 
FROG uses the unknown pulse intensity and phase.  The simpler the gate pulse, the better 
the performance. 
The question that naturally arises is why the SHG and PG FROG algorithms converge 
so reliably for most extremely complex pulses but not for some considerably less 
complex pulses.  In the course of working with the various FROG techniques over time, 
we have noted that one way to yield poor convergence is to crop the trace in time or 
frequency.  And we have noticed that, in this study, the traces that failed to yield 
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convergence were those with the largest nonzero values along their perimeters.  The 
simple solution in this case would simply be to scan further in delay and frequency.  In a 
future study, we plan to further investigate this issue, and we believe that we will achieve 
even better convergence then.  Also, it would be interesting to see if the use of additional 
noise-filtering techniques and additional algorithmic techniques, such as those used in 
previous versions of the FROG algorithm but abandoned when the GP approach proved 
to work so well, would help. 
Another question that our study addressed is the issue of the possibility that other, 
previously unknown, ambiguities exist in these techniques.  It is well known that SHG 
FROG possesses a (trivial) ambiguity in the direction of time (which is easily removed by 
a second measurement with additional glass in the beam), and most pulse measurement 
techniques, including FROG, do not measure the absolute phase and the pulse arrival 
time and also have (trivial) ambiguities in the relative phases of well-separated pulses and 
modes (although a properly designed XFROG measurement lacks these).  But our study 
of complex pulses allowed us to search for additional previously unknown ambiguities 
(trivial or otherwise) that could in principle occur for complex pulses.  And in view of the 
fact that we added noise to the traces, it was also possible that we could find 
“approximate ambiguities,” that is, additional pulses whose traces are not identical to that 
of the correct pulse, but, due to the presence of noise, are within the experimental error of 
the trace of the correct pulse and yet are quite different from the correct pulse. However, 
in the ~ 1000 randomly generated complex pulses studied in this effort, we found no 
pulse whose retrieved trace was equal to or very similar to its original trace, but whose 
retrieved intensity and phase differed significantly from the original pulse.  Thus, we 
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found no new exact—or approximate—ambiguities in SHG FROG, PG FROG, or 
XFROG. This confirms that these techniques should work well for the measurement of 
simple and complex pulses. 
It should also be mentioned that, while the FROG algorithm is very fast for relatively 
simple pulses (typically using 64 x 64 traces and requiring a fraction of a second), it is 
much slower for complex pulses, such as those of this study, scaling as N2 ln N, where N 
x N is the size of the array.  
Another issue is the accuracy with which FROG can measure zeros and weak regions 
of the pulse. Logarithmic plots of one of our SHG FROG simulations, Fig 4 (c) and Fig 4 
(d), are shown in Fig 15.  Only the intensity is shown.  The generated and retrieved pulses 
agree very well in the lower intensity regions, with some slight discrepancies, usually 
well below 1%.  In view of our addition of 1% noise to the trace, this represents very 
good performance. Thus, FROG could be expected to measure relatively weak regions of 
the pulse with good accuracy. 
Finally, we should point out that, when the FROG algorithm does not converge, this 
fact is made clearly evident by the relatively large FROG error, so one always knows 
when an additional initial guess is required. 
2.7 Conclusions 
 
 We have simulated the performance of the Generalized Projections algorithm for 
retrieving very complex pulses (with TBP up to 100) from SHG FROG, PG FROG, and 
XFROG traces in the presence of additive noise.  
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For SHG FROG, we find that, even if the pulse is extremely complicated, the 
intensity and phase of the pulse can usually be retrieved.  But more than one initial guess 
is often needed for such complicated pulses in the presence of noise.  
The PG FROG algorithm performance is considerably better. It always converged for 
simple and moderately complex pulse with TBP up to 30. Overall, it could retrieve 99% 
of the pulses we tried, and when the TBP value is greater than 30, approximately 95% of 
the complex pulses could be retrieved using only one initial guess.  
XFROG worked perfectly, retrieving all complex pulses on the first initial guess, 
even in the presence of noise.  
We conclude that, if a suitable reference pulse is available, and the user is willing to 
build two separate devices, the XFROG and SEA TADPOLE techniques remain the best 
choices for measuring complex pulses, but, if not, PG FROG is an excellent choice, and 
SHG FROG is a reasonable choice also.  
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CHAPTER 3 
IMPROVING THE CONVERGENCE OF THE FROG 
ALGORITHM FOR COMPLEX PULSES 
3.1 Causes of non-convergence in SHG FROG and PG FROG  
Frequency-Resolved Optical Gating (FROG) allows us to measure both simple 
and complex pulses [16]. Recently we reported that the SHG FROG and PG FROG GP 
algorithms sometimes exhibit non-convergence in the presence of noise, and especially as 
the complexity of the pulses increases [32]. On the other hand, we found that the XFROG 
algorithm always converged which is not surprising considering that it involves using a 
known characterized reference pulse unlike PG FROG and SHG FROG. Also, the 
reference pulse is usually a simple, transform limited pulse which makes XFROG traces 
for a given pulse considerably simpler than other FROG traces and therefore it is much 
easier to retrieve the pulse from these traces.  This makes XFROG this best choice for 
measuring complex pulses, and we have found that the XFROG GP algorithm always 
converges on the correct answer and with only one random, initial guess [32]. 
Usually, the SHG FROG and PG FROG GP algorithms both need multiple initial 
guesses to obtain a correct solution for an extremely complex pulse. And even then, the 
correct solution, or convergence of the algorithm cannot be guaranteed. If ten initial, ten 
random guesses are tried, and the correct pulse still cannot be found, we define the 
algorithm as non-convergent.  
Here we attempt to determine the causes of non-convergence in the SHG FROG 
and PG FROG algorithms in order to find a solution to this problem. Immediately there 
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are some simple and obvious problems that introduce errors such as the unit conversion 
that must be done on an experimental FROG trace before it can be retrieved. In the lab, 
the FROG trace is sampled on a constant wavelength interval because spectrometers 
linearly map wavelength, rather than frequency onto position. But the FROG algorithm 
uses Fourier transforms to go back and forth between time and frequency, so the FROG 
traces’ vertical axis must be converted from λ to ω before the algorithm can be used. 
Also, the points on the frequency axis must have an equal spacing to use the standard 
Fast Fourier Transform algorithm. To simulate experiments, the FROG trace is generated 
in the frequency and delay domains but then converted to wavelength using the 
conversion shown below (18) 
                         
2
2 /( ) ( )2 c
I I
cω λ λ π ω
λω λ
π =
= .                                                         (18) 
Before the FROG trace is retrieved, it must be converted back to the frequency and delay 
domains. To do this, cubic spline interpolation is used to make sure that the points on the 
vertical axis are equally spaced in ω and not λ [52]. These two steps distort the trace a 
little, even though in principle the two unit conversions should cancel each other. But this 
unit conversion is not really essential, and should not noticeablely affect the trace, so to 
test the algorithm without its influence, we just leave out these two steps.   
So to avoid these errors, we took 30 non-converging cases of SHG FROG 
simulated traces and treated these in the frequency and delay domains leaving out the unit 
conversion steps. Other causes of the non-convergence are likely the noise added or the 
perhaps the algorithm itself is not capable of retrieving these pulses? To determine which 
of these the case is, we tried retrieving these FROG traces both with and without noise. 
We found that 40% of the non-converging cases due to the additive noise.  And we also 
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found that the other 60% of these were due to insufficient sampling, meaning that either 
more points were needed on the grid to capture all of the small features, or the FROG 
trace was truncated at the edge because a bigger grid was needed. This truncation usually 
can be noticed due to the colormap chosen. We found that all of these non-converging 
cases in SHG FROG could be made to converge by solving these two problems which we 
did using some simple techniques for noise reduction and to increase the sampling rate. 
Since adding these simple, preliminary steps to the FROG algorithm, we have not been 
able to find any non-converging PG FROG traces and we have done over 150 trials.   
3.2 Methods for noise filtering 
In practice, noise is present in all measurements. In our simulations we add 
Poisson noise to simulate real experimental traces which we choose because it is a close 
approximation to thermal noise which is always present in digital cameras (such as the 
one used to measure a FROG trace).  So, our goal is to find a method for effectively 
reducing this type of noise. Many techniques, Such as Fourier filtering [53], Wiener 
filtering [54], Gaussian filtering [55], corner suppression and deconvolution [56], are 
useful for suppressing noise in digitally acquired images. Here we chose to use low-pass 
Fourier filtering and corner suppression because the other filtering techniques require 
knowledge of the experimental instrument response function which would be nice to 
avoid if possible. Our goal is to reduce the high frequency noise and to make sure that the 
values at the edge of the image window have intensity much lower than the peak value of 
the FROG trace.  
First, constant background subtraction was employed for each simulated FROG 
trace and then additional, non-constant noise reduction was performed. Corner 
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suppression reduces the values at the edge and guarantees that the signal intensity around 
the perimeter of the trace is zero (as it should be). High values at the edge are due to 
noise and these make the algorithm stagnate and return the wrong answer for large delays 
or frequencies. Low-pass Fourier filtering removes the high frequency noise without 
significantly affecting the trace information and it smoothes out the FROG trace. 
Depending on the specific FROG traces, we either use on or both of these methods to 
reduce the noise.    
3.2.1 Super-Gaussian corner suppression 
Corner suppression involves multiplying the FROG trace by a function to reduce 
the values at the edges of the trace where it should be equal to 0. To perform the corner 
suppression, we multiplied the FROG traces by a radially symmetric super-Gaussian 
function which is given by 
  
2 2 2 4
0 0[ ( ) ( ) ] /( , ) i j di j e
ω ω τ τω τ − − + −Γ =    ,                                (19) 
where d is the full-width at half maximum of the super-Gaussian. The reason that we 
choose a Super-Gaussian over other functions is because it has a flat top shape, which 
prevents it from changing the shape of the center of the FROG trace which mostly 
contains the actual information about the pulse information. This method is suitable for 
traces that are fully contained in the image window, but high noise values around the 
perimeter where they should be equally to 0, which is often the case for measured traces. 
If this is the case, multiplying the trace by a supper-Gaussian function will cause us to 
lose any real information. Figure 22 shows a simulation of the SHG FROG trace for an 
extremely complex pulse with a TBP of 82.4. When we retrieved this simulated trace 
without adding noise, the algorithm converged on the correct answer and with a low 
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FROG error of 5.74e-6. But when we added 1% Poisson added, the pulse could not be 
retrieved. Therefore, it is obvious that the non-convergence is caused by the added noise.  
To solve this problem we used corner suppression, and with the appropriate super-





























































































Figure 22.  Corner suppression using a super-Gaussian improves the algorithm’s convergence: 
 (a) Generated trace with 1% niose, (b) retrieved trace, (c) generated pulse and retrieved 
pulse in time domain, (d) trace after the corner suppression, and (e) generated pulse and 
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retrieved pulse from (d).  After retrieval, the FROG error obtained for (b) is 0.0253 for a 
512 x 512 grid size and the FROG error for (d) is 0.00398 which is less than that required 
by the convergence criteria described in this paper [32] 
 
3.2.2 Low-pass Fourier filtering 
 
Another noise suppression method that we found to be helpful is Fourier filtering 
which is commonly used in image processing [53, 57, 58]. In the FROG technique, low-
pass Fourier filtering is used when the FROG trace is surrounded by high frequency 
noise.  It is especially useful when the FROG trace almost fills the image window 
because in this case corner suppression cannot be used without changing the real 
information in the trace.  
To do this we take a 2-D Fourier transform of the FROG trace going from ( , )I ω τ  
to ( , )I t Ω . In the Fourier domain, ( , )I t Ω  is multiplied by a super-Gaussian function, (see 
Eq (19)) to eliminate the data in the high frequencies which is purely noise. Then this 
resulting image is inverse Fourier transformed back the ω-τ domain resulting in an image 
with much less high frequency noise. The width of the super-Gaussian determines the 
lowest frequency that is not filtered or left in the image. If the width of this window is 
very narrow, then this filter not only filters out the noise, but also filters out some of the 
data, so this has to be avoided. We check to avoid this by visually inspecting the image 
before and after the Fourier filtering. And example of this process is shown in Figure 23. 
The FROG error for the trace before adding any noise was 5.11e-6. And after we added 
the noise, the FROG error is 0.0264 and non-convergent. This means the non-
convergence is caused by noise. To filter the noise, we chose 1d = for the super-Gaussian 
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filtering function. After applying the low-pass Fourier filter, we retrieved correct pulse 
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Figure 23.  Low-pass Fourier filtering improves the FROG algorithm’s convergence: 
(a) The generated trace, (b) the retrieved trace, (c) the generated pulse and retrieved pulse 
in the time domain, (d) the trace after the corner suppression, (e) and the generated pulse 
and retrieved pulse from (d). After retrieval, the FROG error obtained for (b) is 0.0264 
for a 512 x 512 grid size, and the FROG error for (d) is 0.0079 which is less than the 
converging criteria stated in paper [32]. 
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3.3 Increasing the sampling rate and range of the FROG trace 
 
Having a proper sampling rate and range is important for a FROG measurement 
in order to achieve convergence in the FROG algorithm. We obtained this conclusion 
from our simulation result in which 60% of the non-converging cases were due to a poor 
sampling rate or range. A correct sampling range guarantees that the FROG trace is an 
island in a sea of zeros or that no cropping of the part of the trace that contains 
information about the pulse has occurred. Without any noise the FROG sampling range 
(FSR) criterion is that the intensity of the data points at the perimeter of the FROG trace 
must be 10-4 or less relative to the peak intensity of the trace  [59]. The Nyquist sampling 
theorem [60], must also be obeyed to ensure that the FROG trace sampling rate is 
sufficient to capture the small features.  This says that the highest frequency occurring in 
the signal is equal to the inverse of twice of the time range. Out of these two sampling 
requirements, the sampling range requirement is more stringent, and therefore simply 
ensuring that the FROG trace is surrounded by many zeros will also satisfy the Nyquist 
theorem [16].  This is because a pulse sampled at Nyquist rate will have FROG trace data 
that are truncated at significantly higher values. So, we choose the FSR sampling range as 
our sampling criterion. If the sampling rage is poor, we are able to improve it by 
increasing the FROG trace grid size from N N× to 2 2N N×  or larger. This will include 
all the FROG data points in the image window. The trade off is that the bigger grid size 
slows down the algorithm.  
We increased the number of grid points when generating the pulse thus increasing 
both the range and resolution of the FROG trace’s grid.  Because our algorithm is based 
on a Fourier transform, we have to obey the relationship between the frequency interval 
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and delay interval  1/( )Nω τ∆ = ∆  [61], where ω∆  is the frequency sampling interval 
and τ∆  is the delay sampling interval and satisfying this relationship guarantees that we 
will satisfy the Nyquist sampling theorem. Therefore, increasing the sampling rate along 
one dimension of the trace helps to satisfy the FRS sampling range criterion along the 
other dimension.  
Figure 24 illustrates what we did to achieve convergence by changing the FROG 
trace’s grid. The time bandwidth product (TBP) of the pulse that we used for this test was 
79. In the original non-convergent FROG trace, intensity of the trace in the three columns 
along the perimeter was 0.0059, which is much higher than 10-4 (the maximum of the 
trace is 1), and it does not satisfy the FSR sampling range described above.  The FROG 
error achieved using this trace was 2.28e-2. Next, we increased the grid size to try and 
solve this problem.  To decide whether to add resolution to the frequency or the time axis 
we visually inspect to the trace to which axis needs more range added to it (though we 
could improve the resolution in both dimensions if we needed to) [59]. In this example, 
we increased the sampling rate in the frequency dimension because visually we could see 
that more range was needed on the delay axis.  These results are shown in Figure 24 (a). 
The resulting maximum value in the three columns along the perimeter are now 0.002, 
which does not meet the FSR criterion. The FROG algorithm converged and had a 
retrieval error of 8.59e-6, which is a big improvement. After we added 1% Poisson noise 
to the enlarged FROG trace, it still converged and with an error of 3.69e-3.  This 
illustrates the importance of having a sufficiently big grid when measuring complex 
pulses with FROG and using this trick should allow researchers to measure more 
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Figure 24. Increasing the sampling range improves the algorithm converging 
(a) generated trace, (b) retrieved trace, (c) generated pulse and retrieved pulse in time 
domain, (d) trace after the increasing the sampling rate in frequency domain, (e) 
generated pulse and retrieved pulse from (d). After retrieval, the FROG error obtained for 
(b) is 0.028 for a 512 x 512 grid size, and the FROG error for (d) is 0.00369 for a 1024 x 
1024 grid size.  
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3.4 Conclusions 
 In general, the non-convergence of the SHG FROG and PG FROG algorithms are caused 
noise around the perimeter of the FROG trace and an insufficient sampling rate or range. 
The non-convergence caused by noise can be prevented by using different noise 
suppression methods, and that due to an insufficient sampling grid can be removed either 
by improving the sampling rate or choosing an a large enough sampling range. Using 
these simple tricks, the overall convergence of both the SHG FROG and PG FROG GP 
algorithms can be as great as 100%. This proves that SHG FROG and PG FROG can be 
suitable for measuring even complex pulses as long as noise suppression and an 




ABIGUITY ISSUE IN PULSE MEASUREMENT 
This chapter appears on the paper by the author: 
 
Lina Xu, Daniel J. Kane, and Rick Trebino, “Comment on “Amplitude ambiguities in 
second-harmonic generation frequency-resolved optical gating” by B. Yellampalle, K.Y. 
Kim, and A. J. Taylor”, accept for publication by Optics Letters 
The most important characteristic of any measurement technique is the avoidance 
of ambiguities.  Unfortunately, all general ultrashort-pulse measurement techniques have 
ambiguities, such as the absolute phase and pulse arrival time which is corresponding to 
the first order spectral phase, DOT and π phase ambiguity.  Fortunately, all known 
ambiguities in the FROG technique are trivial, that is, unimportant, or easily removed.  In 
the above paper, however, the authors (YKT) point out a potentially very serious 
nontrivial ambiguity in SHG FROG[62]:  two relatively simple pulses with slightly 
different intensity substructure that yield similar SHG FROG traces that they claim 
cannot be distinguished in practice—a very serious ambiguity, if true.   
To show how similar the traces are for the two pulses, YKT computed the rms 
difference between the FROG traces of the two pulses, usually called the “FROG error,” 
which would be very small for an ambiguity. Indeed, YKT quoted a very small value of 7 
× 10-6, easily indicative of an ambiguity.   
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Unfortunately, YKT did not report the definition of the error they used. The 
appropriate definition of the FROG error for such comparisons is the “energy-
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where N×N is the array size.  This error definition is used to compare traces for different 
pulses and to estimate convergence. It compares the traces only where they are nonzero 
and deliberately omits the infinite sea of zeros that necessarily surrounds all traces.  
Using this definition of the error, we obtain a FROG error of 2.6% for the “ambiguous” 
pulses of YKT.  This is a large difference, and one easily distinguished in practice, where 
multiplicative noise of about 1% is common.  
Simple visual inspection of YKT’s own plot of the difference between the two 
traces (YKT Fig. 3e) confirms this value.  The average difference between the traces over 
the nonzero area of the traces is about 1%, but, because these differences occur on the 
sides of the trace, the maximum errors correspond to relative errors larger than 2%, and 
we expect to obtain slightly more than a 2% G’ error (which is what we compute).  
It is possible that YKT used a more common, alternative FROG error definition 
(Eq.(7)) that omits the denominator (and called G) and which is generally used mainly to 
compare iterations in the FROG algorithm, where it is only necessary to decide whether 
the error has decreased or not, and omitting the denominator saves computation time.  
The well-known problem with this definition is that it yields FROG errors that are highly 
array-size dependent[59].  This is because the discrete-Fourier-transform constrains the 
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FROG trace axes’ ranges and increments and forces large-array traces of simple pulses to 
necessarily include very large delays and very large frequency offsets, relegating the 
nonzero region of the trace to a tiny island in a vast ocean of zeros, as has been discussed 
many times.  Thus, the use of this (incorrect) FROG-error definition with a very large 
trace necessarily averages over numerous zeros, guaranteeing a very small FROG error 
between essentially all pairs of traces, even wildly different traces corresponding to 
wildly different pulses.  This is, of course, a well-known issue for any average: no 
average should artificially include a large number of meaningless zeros. To understand 
the magnitude of this effect, use of a 512×512 or 1024×1024 array for the traces of these 
simple pulses (where 32×32 or 64×64 is realistic) would yield a trace with approximately 
99.9% of the trace points essentially equal to zero, artificially reducing the resulting 
FROG error by a factor of ~1000. However, a reasonable (and the most common) FROG 
trace size of 64 x 64 yields a G error of 0.2%—still much larger than the value reported 
by YKT and which is easily distinguishable in practice (as we show below). 
We can also easily visually confirm the value of G from Fig. 3e in YKT’s paper.  
The average difference is about 1% over the nonzero area of the trace and zero in the 
background.  The nonzero region of the trace covers about 1/5 of the array, so the value 
of G should be about 0.2%, and this is what we compute—not 7 x 10-6 as YKT report. 
Unfortunately, YKT did not report their trace size N. Even if YKT had used G, rather 
than G’, and an unrealistically large array size of 4096×4096, they have still reported an 




Table 1. FROG errors, G and G’, for different grid sizes. 64 x 64 is reasonable for the 
pulse in YKT Fig. 3. 
Grid size G G' 
64×64 0.0021 0.026 
128×128 0.0015 0.026 
256×256 0.001 0.026 
512×512 7.28E-04 0.026 
1024×1024 5.15E-04 0.026 
2048×2048 3.61E-04 0.026 
4096×4096 2.55E-04 0.026 
More importantly, simply obtaining two traces and quoting any difference 
between them is an insufficient approach to determining ambiguities in modern pulse-
measurement techniques. That approach is, of course, all that can be done in 
autocorrelation-based methods because such methods lack pulse-retrieval algorithms.  
FROG, on the other hand, benefits from a powerful algorithm that retrieves the pulse 
intensity and phase from its measured trace.  Thus the relevant question is not how the 
measured traces look to the eye, or even their difference, but instead whether the pulses 
retrieved from them would be confused in a measurement. 
To answer this question, we generated SHG FROG traces of the two “ambiguous” 
pulses and added up to 2% additive noise to simulate a poorly performed, noisy 
experiment. Also, additive noise yields noise throughout the trace, whereas multiplicative 
noise, which is actually the type of noise present in SHG FROG, mainly yields noise only 
in the intense regions of the trace.  We then performed the usual average-background 
 60
subtraction and ran the usual Generalized Projections SHG FROG algorithm to retrieve 
the pulses from their respective traces. Finally, as is usually done, we used random noise 
as the initial guess for the pulses.  The SHG FROG algorithm easily retrieved the correct 
pulses on the first try from their respective traces in all cases.   
Also, to attempt to fool the algorithm into falling into this alleged ambiguity, we 
used the other pulse as the initial guess in each case.  Despite this deception, the 
algorithm achieved excellent convergence to the correct pulse in all cases, even in the 
presence of 2% additive noise.  Clearly, such pulses would not fool the FROG algorithm 
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Figure 25 From left: SHG FROG trace of YKT’s pulse #1 with 1% noise added, retrieved SHG 
FROG trace, and the generated and retrieved pulses in the time domain.The red curve indicates 
the generated pulse and the blue curve indicates the retrieved pulse. The initial guess for 
the algorithm was the “ambiguous” pulse. The array size was 128 x 128, the FROG G 



































































Figure 26. From left: SHG FROG trace of pulse #2 with 1% noise added, retrieved SHG 
FROG trace and the generated and retrieved pulse in the time domain.The initial guess for 
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the algorithm was the “ambiguous” pulse. The FROG G error of the retrieval is 0.004, and 
the G’ error is 0.0803.  
In their paper, YKT also reminded us of an ambiguity present in SHG FROG, 
which, as YKT point out, was described earlier on two occasions, first by one of the 
authors herself[64, 65] and then later by one of us[20].  It involves double pulses well-
separated in time (see YKT Figs. 1a, b).  It is well known that relative phases, 
amplitudes, and directions of time (DOT) for well-separated pulses or modes present 
difficulties for most pulse-measurement techniques.  It is perhaps not so well known that 
another FROG variation, XFROG (when performed correctly), does not suffer from 
them.  It is apparently also not so well known that, in our publication on the subject, we 
also provided a simple procedure for removing it (a fact unfortunately not mentioned by 
YKT when referencing this paper in their publication).  Our method also removes the 
overall DOT ambiguity in SHG FROG and in addition automatically calibrates any 
FROG device.  It involves simply replacing the beam splitter in the FROG device with an 
etalon, chosen to yield a train of overlapping pulses in each arm of the FROG.  Such a 
train of pulses is easily measured by FROG, and retrieving the individual waveform (E) 
from the train (Etrain) is trivial:   
                                              E(t) = Etrain(t)  Etrain(tT)                                                     (21) 
where T is the round-trip time of the etalon and ε is the ratio of field strengths of 
successive individual pulses in the train.  We called our method Procedure for 
Objectively Learning the Kalibration And Direction Of Time (POLKADOT) FROG.  In 
Figure 27, we show how this approach easily removes the ambiguity in the case of the 
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Figure 27. (a) the double pulse train after the etalon, (b) the SHG FROG trace of the 
etalon-transmitted pulse train, (c) the retrieved pulse train from the trace, (d) the original 
generated double pulse and the double pulse retrieved using E(t) = Etrain(t)  E　 train(tT). 
The solid line indicates the generated pulse and the dashed line indicates the retrieved 
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Figure 28. (a) the double pulse train after the etalon, (b) the SHG FROG trace of 
the etalon-transmitted pulse train, (c) the retrieved pulse train from the trace, (d) 
the original generated double pulse and the double pulse retrieved using E(t) = 
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Etrain(t)  E　 train(tT). The solid line indicates the generated pulse and the dashed 
line indicates the retrieved pulse.  The FROG G error of the retrieval is 0.00024, 
and the G’ error is 0.0049.  
 
  
YKT conclude that interferometric autocorrelation is a better approach to pulse 
measurement in some cases.  Since neither of their examples, in fact, presents a problem 
for FROG, this conclusion is, of course, unjustified.  However, even if these examples 
did present problems for FROG, intensity autocorrelation and interferometric 
autocorrelation (IA) (and their various relatives) do not offer appealing alternatives for 
measuring pulses. It is well known that pulses cannot be retrieved from such traces—
even when additional measures (such as the spectrum) are included—unless arbitrary 
assumptions are made regarding the pulse or the pulse is trivially simple.  Worse, even 
the ambiguities themselves in autocorrelation have not been determined due to the 
complexity of the mathematics involved.  Thus, in autocorrelation, it is not possible even 
to know what the ambiguities are.  Figure 29 show that one autocorrelation traces 
corresponds to many ambiguous pulse shapes. We retrieve the pulse using temporal 
information via intensity[66]. This is an iterative phase retrieval algorithm based on 
Fourier transformation. From this simulation result, we can conclude that infinitely 
different pulses shapes yield exactly same intensity autocorrelation trace and intensity 
autocorrelation is not able to retrieve the full information of the pulses.  
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(a)















Figure 29. (a) An autocorrelation trace (b) six different pulses generating exactly same 
autocorrelation trace in (a) 
 
 Interferometric autocorrelation trace contains more information than intensity 
autocorrelation trace, but it has never been demonstrated to uniquely determine the 
intensity and phase of an ultrashort laser pulse. This is because the algorithm usually is 
hard to converge. Jung-ho Chung etc. showed numerical simulations and concluded that 
IAC trace might be quite challenging to distinguish in a practical experimental 
context[67]. We used the structured pulse in Figure 22, which is one of the pulses used in 
YTP paper to generate an IAC trace, then we used a phase retrieval algorithm based on 
iterative Fourier transform[68] to retrieve it. We found a symmetric pulse yielding a very 
similar IAC trace. The maximum difference between these two IAC traces is less than 
0.5% which is difficult to distinguish in practice. So these two pulses are approximately 
ambiguous pulses. In the retrieval procedure, it is supposed know the field 
autocorrelation, intensity autocorrelation and the 2nd order field autocorrelation.  The 
result is shown in Figure 30. 
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(a)  (b)  
Figure 30. Two different pulses and their similar IAC traces 
To further appreciate the difficulties of autocorrelation, note that, as the pulse to 
be measured becomes more complex, both intensity and interferometric autocorrelation 
traces actually become simpler, meaning that most information about the pulse is clearly 
irretrievably lost, buried in even a miniscule level of noise. See Figure 31 a, b, c.  FROG, 
on the other hand, not only yields highly structured traces for such pulses (with structure 
with close to 100% visibility) (Figure 28d); it can retrieve their complete intensity and 
phase, as has been demonstrated. 
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Figure 31. (a) Generated complex pulse with TBP of 475, (b) Intensity autocorrelation 
trace of this complex pulse, (c) Interferometric autocorrelation trace of this complex 
pulse, (d) SHG FROG trace of this complex pulse. While the structure (which contains 
the pulse information) in the autocorrelation and interferometric autocorrelation is nearly 










MEASUREMENT OF THE POLARIZATION STATE OF AN 
ULTRASHORT LASER PULSE (TURTLE) 
This chapter originally appeared as a paper by the author: 
L. Xu, P. Schlup, O. Masihzadeh, R. A. Bartels, and R. Trebino, Analysis of the 
measurement of polarization-shaped ultrashort laser pulses by tomographic ultrafast 
retrieval of transverse light E-field (TURTLE), submitted to J. Soc. Am. B. 
5.1. Introduction 
Polarization-varying complex ultrashort laser pulses were first used in quantum 
control [69-73], and are now playing roles in many areas of research.  Such “polarization-
shaped” pulses have been considered for the generation and measurement of high-
harmonic pulses [74] and for the control of two-dimensional lattice vibrations in crystals 
[75]. Polarization-shaped pulses have been generated by various means, mostly based on 
Fourier-domain pulse shaping of individual polarization components [71, 76-79]. On the 
other hand, only a few methods exist to measure them. Time-resolved ellipsometry (TRE) 
[80, 81] was one of the first technologies used to characterize the polarization evolution 
of ultrashort pulses. It involves measuring all four Stokes parameters of the pulse, but it is 
labor intensive. A simpler technique is POLLIWOG [82], which uses spectral 
interferometry [83] to characterize, successively or simultaneously, the two orthogonal 
polarization components relative to a well-characterized reference pulse. Other 
approaches involve measuring the spectrum and cross-correlation of the polarization 
components or the cross-phase modulation, both combined with iterative numerical 
algorithms [84, 85].  POLLIWOG is the most commonly used technique, and it works 
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well, but it requires careful phase stabilization and measurement of the relative phase 
between the two polarizations, and it requires a separate self-referenced technique for 
measuring the required reference pulse.     
Recently, we introduced a self-referenced technique for measuring polarization-
shaped pulses, which we called tomographic ultrafast retrieval of transverse light E-fields 
(TURTLE) [86]. It does not require a separate well-characterized reference pulse and is 
based on measuring the electric field vs. time at three different linear polarizations, 
obtained by making such measurements after a polarizer for three different polarizer 
angles. Two of the measurements characterize the electric field for mutually orthogonal 
field components, and the third, measured at an arbitrary angle in between (typically 45°), 
is used to determine the phase relationship between these components, which yields the 
full vector polarization evolution of the pulse. Any established method that determines 
the complex field Ẽ(Ω) of a single, linear polarization can, in principle, be used in 
TURTLE. In addition the pulse energy or average power must be measured for each 
polarization. No modifications to the standard pulse-measurement apparatus are needed. 
Here we study the TURTLE technique using SHG FROG by performing detailed 
simulations.  We simulate TURTLE’s performance using SHG FROG for simple and 
complex polarization-shaped pulses and find that it works very well, even for very 
complex pulses. Our simulations show that an error minimization algorithm using the 
SHG FROG trace performs robustly, even in the presence of additive noise. We attribute 
this robust behavior to the well-known over-determination of the pulse complex electric 
field afforded by a FROG trace.  
 69
We chose FROG because it is the most mature self-referenced pulse measurement 
technique available and has been shown to measure accurately the full intensity and 
phase of an arbitrary complex ultrashort pulse [32], subject only to trivial ambiguities. 
Specifically we chose SHG FROG due to its high sensitivity and prevalence. Trivial 
ambiguities of standard SHG FROG include the direction of time (DOT) of the pulse; 
that is, SHG FROG cannot distinguish between a reconstructed field Ẽ(Ω) and its 
complex conjugate, Ẽ*(Ω). For pulses that are well-separated in either optical frequency 
or time, an additional ambiguity arises in their relative phases ∆ϕ.[11, 30]  For example, 
relative phases of ϕ and ∆ϕ + π yield the same SHG FROG trace for double pulses in 
time. However, it has been shown that these trivial ambiguities can easily be removed 
using simple techniques that involve minimal additional effort.  Adding a known spectral 
dispersion (chirp) and performing a second FROG measurement removes the DOT 
ambiguity. Even better, replacing the FROG beam splitter with an etalon generates 
identical trains of overlapping (and decaying) pulses in both arms of the device; such 
waveforms do not experience such ambiguities, and the original pulse can be retrieved 
from them easily and unambiguously [20], except for the usual absolute-phase and 
arrival-time ambiguities common to all self-referenced pulse-measurement techniques. 
Thus FROG and its variations yield the best-posed (least ambiguous) set of self-
referenced pulse-measurement techniques currently available.  
While these remaining two ambiguities are generally considered trivial, and they 
are not so trivial for the measurement of polarization-shaped pulses.  Non-measurement 
of the absolute phase and time preclude the determination of key quantities of the full 
vector field.  Specifically, what distinguishes monochromatic 45° linear polarization from 
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circular polarization is the relative phase of the horizontal and vertical polarizations, 
which is the difference between the two pulse absolute phases, which are not measured in 
self-referenced pulse-measurement techniques in general. And what distinguishes a 45° 
linear polarization from two well-separated pulses of orthogonal polarization is, of 
course, their relative arrival times.  Thus these two trivial ambiguities are not so trivial 
for polarization-shaped pulses and thus become the principal unknowns that TURTLE 
aims to determine.  It is the third FROG trace that accomplishes this.  The only case we 
have found in which TURTLE, as described above, does not work is the trivial case in 
which the two polarization components are identical, and the polarization thus does not 
actually evolve, but this ambiguity can easily be removed with one additional 
measurement. 
5.2. TURTLE theory 
In the frequency domain, we write the polarization-shaped vector field as 
                                    Ẽ(Ω) = Ẽx(Ω) x̂ + rẼy(Ω)e–i(Ωτ + θ) ŷ                                (22) 
where the optical angular frequency Ω ≡ ω – ω0, and Ẽx(Ω) and Ẽy(Ω), represent the 
complex frequency-domain polarization components along the Cartesian axes, with the 
beam propagating along ẑ. We use this formulation because ultrafast polarization-shapers 
typically operate by independently shaping orthogonal polarization components. To 
obtain the full polarization information, we need to know, not only the fields Ẽx(Ω) and 
Ẽy(Ω), but also the relative amplitude r, relative delay τ, and relative phase θ between the 
components. No existing self-referenced single-polarization pulse-measurement 
technique is able to provide absolute time or phase information, but it is easy to measure 
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the relative amplitude using a simple energy detector, as given below. The measurement 
technique that we call tomographic ultrafast retrieval of transverse light E-fields, or 
TURTLE, determines these relative quantities from an additional SHG-FROG trace of 
the polarization component, here projected at 45° between x̂ and ŷ. In the following, we 
label this projection angle η.  
The easiest ambiguity to resolve is the relative amplitude ratio r. We can 
determine it experimentally by measuring the average power P for each linear projection 




|r' Ẽ(Ω)|2 dΩ =  r’2 ⌡⌠
–∞
∞
| Ẽ(Ω)|2 dΩ                                           (23) 
where r’ is a scaling factor that relates the reconstructed, arbitrarily normalized field Ẽ(Ω) 
to the physically present field. So, if we normalize the retrieved fields according to 
∫|Ẽ(Ω)|2 dΩ = 1, then we can find r in Eq. (1) from r = Py / Px. As we show below, the 
power measurements are critical for the trivial case of pure elliptical polarization as 
shown below, where the reconstructed fields are identical except for the amplitude factor. 












Figure 32.  Schematic visualization of the TURTLE principle. The time-evolving 
electric field vector E(t) (not shown) is characterized by measuring linear 
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projections Ẽx(Ω), Ẽy(Ω), and Eη(Ω) in the frequency domain using an existing 
ultrashort pulse characterization technique.  The algorithm establishes the relative 
amplitude r, delay τ, and phase θ between the projections to retrieve the full 
vector field. 
 
TURTLE aims to determine the relative delay τ and phase θ in Eq. (1) using an 
additional polarization projection at angle η. We denote this projected field Ẽη(Ω), and it 
can be written as 
 Ẽη(Ω) =cosη Ẽx(Ω) + r sinη Ẽy(Ω) e–i(Ωτ + θ) . (24) 
A choice of η = 45° will usually give the best results because Ẽx(Ω) and Ẽy(Ω) contribute 
equally to the projected field, Ẽη(Ω). We choose this angle in the simulations below. 
The expression for the SHG FROG trace of a single, linearly-polarized pulse 
temporal electric field E(t) is [16] 

















The FROG trace is collected by recording the second-harmonic spectra generated as the 
delay T between two replicas of E(t) is varied. From the SHG FROG trace, an established 
generalized projections algorithm reliably finds the full intensity and phase of an arbitrary 
ultrashort laser pulse[16]. Thus, Ẽx(Ω) and Ẽy(Ω) can readily be determined 
experimentally without the need for additional reference pulses. 
Having found Ẽx(Ω) and Ẽy(Ω), we use a minimization algorithm to find the 
relative delay τ and relative phase θ for which Ẽx(Ω) and Ẽy(Ω) yield the projected field 
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Ẽη(Ω). The algorithm can find these parameters using the additional information 
contained in the η-projected SHG FROG trace. We sample the FROG traces onto 
regularly-spaced optical frequency ωi and delay Tj axes in an N × N grid. We calculate 
the projected FROG trace from Ẽη(Ω) using Eq. (4), and TURTLE involves minimizing 
the difference between the calculated Icalcη (i, j)and measured Imeasη (i, j) traces. We use the 



























which describes the  difference between the two FROG traces Imeasη  and Icalcη  divided by 
the non-zero area. The error e is then minimized with respect to the iterated values of τ 
and θ, with the optimal values corresponding to those values of τ, θ that minimize e. In 
the simulations, we calculate the error surface e(τ, θ) about the optimal values. 
We must also ensure that TURTLE uses the correct relative DOT between the 
components Ẽx,y(Ω), since a wrong DOT in one projection and the correct DOT in the 
other no longer corresponds to the vector field being measured. This ambiguity is easily 
resolved in two ways: We can determine the overall correct DOT for both fields, Ẽx(Ω) 
and Ẽy(Ω), by placing an etalon, or adding a known amount of material chirp, in one of 
more of the SHG FROG measurements. This is the standard method for resolving the 
time ambiguity in SHG FROG. In TURTLE, knowing the DOT of one component, Ẽx(Ω) 
or Ẽy(Ω) is sufficient to determine that of the other and hence that of the entire 
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polarization-shaped pulse. In other words, if only the shape of the vector field, but not its 
absolute DOT, is needed, we can calculate the error e(τ,θ`) separately for both 
combinations of relative DOTs: Ẽx(Ω) + Ẽy(Ω) and Ẽx(Ω) + Ẽy*(Ω). The TURTLE trace 
for non-trivial vector pulse shapes is sensitive to the relative DOT, so the minimum error 
in e will be lower for the correct relative DOT. 
To simulate the practical environment, we added 0.5% Poisson noise to each SHG 
FROG trace. In this approach, the measured trace with such additive noise [16] at each 
pixel  We verified that the maximum trace value at the edges of the array is less than 
0.5% of the peak value of the FROG trace. Suppressing background noise is important in 
SHG FROG measurements. Any non-zero average background (due to noise) in a FROG 
trace implies spurious nonzero intensity at large times and with high frequency in the 
pulse, that is, spurious pulse wings with high frequency noise. So, in practice, before 
running the pulse retrieval program, background subtraction is always performed. Several 
methods are available, and they include Fourier low-pass filtering, corner-suppression, 
and mean background subtraction.  In our simulations, we chose to perform only simple 
mean-background subtraction (although performing the others as well would likely have 
further improved the performance beyond what we observe).  The mean of the noise was 
obtained by averaging the values in the 5x5 pixel squares in the four corners of the FROG 
trace (i.e., far from the center of the trace, where the most important pulse information is 
located). After subtracting this constant background from all points in the trace, we set all 
the resulting negative points to zero (as is usually done).   
We found the values of the relative phase and delay using the 45°-polarized 
FROG trace and the fields determined from the x- and y-polarized traces, using a 
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MATLAB Nelder-Mead minimization routine for multi-dimensional unconstrained 
optimization[87]. This routine is ideal for the TURTLE technique because, whileNelder-
Mead routines are known to be slow, TURTLE involves only a two-parameter 
minimization, and so it converges relatively quickly.  Although Nelder-Mead 
minimization only finds the local minimum, this drawback can be overcome by using 
different initial guesses. 
 
5.3 TURTLE simulations 
Below we give several examples of using the TURTLE technique to find the 
polarization state of an ultrashort pulse.  While the majority of TURTLE measurements 
are anticipated to be used to characterize complex pulses with complex polarization 
evolution, we begin with some simple cases, since the extremely simple case of non-
evolving-polarization with identical x and y components revealed the only ambiguity we 
encountered in our study.  The ambiguity disappears in the presence of even slight 
polarization complexity and so is unlikely to present problems for the use of TURTLE. 
The first example pulse comprises two identical x̂ and ŷ components consisting of 
transform-limited Gaussian pulses with a full width at half maximum (FWHM) duration 
of 30 fs, so that Ex(t) = exp{–2 ln 2 [t / 30 fs]2} and Ey(t) = exp{–2 ln 2 [(t + τ/2) / 30 fs]2}. 
The relative delay and phase between the polarization components was τ = 170 fs and θ = 
π/3. The resulting SHG FROG traces for the projected fields Ẽx(Ω), Ẽy(Ω) and Ẽη(Ω) are 
shown in Figgure 30 (a), (b), and (c), respectively. In Figure 33 (d) and (e), we show the 
pulse intensity and temporal phase reconstructed from the SHG FROG traces for Ex(t) 
and Ey(t). The peak intensity is set at 0t = . The zero order and first order spectral phases, 
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which correspond to the relative phase and delay in the evolution of the polarization, are 
not reflected in these two retrieved fields. The relative phase and delay are obtained from 
the SHG FROG trace of Ẽη(Ω). Since the pulses are symmetrical in time and frequency, 
the reconstructed field projections closely match the generating fields, in particular with 
regard to the absolute time and phase of each component. 
Figure 33 (f) shows the error surface e, about the target value of τ and θ, 
calculated using the reconstructed Ẽx,y(Ω) and the η-projected FROG trace Iη from Eq. 
(26). On this error surface, the parameter minimization retrieved a relative delay of 
169.65 fs and a relative phase is 0.3344π or 1.3316π rad, depending on the initial guess. 
This is the expected π-rad phase ambiguity that arises from SHG FROG traces for pulses 
separated in time; as discussed above, an additional measurement by adding additional 
chip on either one of the pulses or both pulse to make Ex(t) and Ey(t) overlap in time can 
be used to eliminate this ambiguity. A three-dimensional representation of the vector 
field E(t) is sketched in Figure 30. Examination of the η-projected SHG FROG trace of 
Figure 33 (c) reveals spectral intensity modulations at a FROG delay of T = 0. As 
discussed in Section 2.1, these fringes correspond to spectral interferometry fringes, and 
their spacing is inversely proportional to τ, and the peak locations relative to Ω = 0 is 
































































































Figure 33.TURTLE retrieval steps for a vector field consisting of two transform-limited 
Gaussian components separated by 170 fs. 
  (a), (b), (c), Simulations of measured SHG FROG traces for Ẽx(Ω), Ẽy(Ω) and Ẽη(Ω), 
with η = 45°. (d), (e), Pulse fields Ex(t), Ey(t) obtained using the standard reconstruction 
algorithm (blue dots), compared to the generating fields (red solid line). (f) The error 
surface; the two minima indicate the π rad phase ambiguity arising from the SHG FROG 
trace of two pulses well separated in time. (g) Sketch of the full vector field E(t).  
 
Combining the identical fields Ẽx(Ω) and Ẽy(Ω) from the previous example with τ = 0 and 
θ = ±π/2 yields a circularly-polarized pulse shown in Figure 34. In this case, we can 
relate the field components by Ẽy(Ω) = Ẽx(Ω)e-iθ, so that the η-projected SHG FROG 
trace for η = 45° will be given by  
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⎪⌡⌠Ex(t) Ex(t – T)e
–iωT dt
2
.                                     (27) 
Thus, the projections x̂ and ŷ yield identical SHG FROG traces, Figure 34 (a), with theη-
projection being qualitatively the same but scaled by an intensity-weighting factor of |(1 
+ e-iθ)2|2 = [2(1 + cosθ)]2. Since this factor does not depend on the sign of θ, which 
determines the handedness of the vector field, TURTLE cannot distinguish between left 
and right circularly polarized fields. This can be seen in the error surface shown in Figure 
34(b), which indicates two symmetric minima at ±θ. The TURTLE fitting algorithm 
retrieved a relative delay of τ = 0.0174 fs and a relative phase of θ = 0.5014π or –0.5015π 
rad, depending on the initial guess. Further, in this case of indistinguishable SHG FROG 
traces, the normalization of Eq. (26) and that inherent in the standard FROG 
reconstruction algorithm means that the ellipticity, determined by the relative amplitude r 
of the x̂ and ŷ components, cannot be directly determined. The independent power or 
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Figure 34. (a) Simulation of measured SHG FROG traces, in this case all three 
projections yield the same trace. (b) The error surface; the two minima indicate 
an ambiguity in the chirality of the vector field E(t), which is shown in (c). 
The handedness ambiguity can be resolved by introducing different chirps to the 
two components, as shown in Figure 32 Here, we added ϕ(2)(Ω) = ±200 fs2/rad quadratic 
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spectral phase to each of the Ẽx,y(Ω). The SHG FROG traces for these components are 
still indistinguishable, Figure 35 (a), but, due to the knowledge of the signs of the added 
chirps, we can correctly reconstruct the fields as shown in Figure 35 (b),(c). The η-
projected SHG FROG trace, shown in Figure 35 (d), is now distinct, and its shape 
uniquely determines the correct phase since the error surface, Figure 35 (e), exhibits only 
a single minimum. The retrieved relative delay and phase were τ = –1.0242 fs and θ = 
0.5183π rad, identifying the pulse as right circularly polarized. Alternatively, we could 
characterize the pulses transmitted through a circular polarizer, analogously to the 
determination of one of the four Stokes vectors needed to fully define the vector field. 
The ambiguity in the sign of θ arises only in the case of transform-limited, temporally 
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Figure 35. Establishing the chirality of a circularly polarized field by adding a 
known chirp 
(a) Simulation of measured SHG FROG trace for Ẽx( ); an identical trace is 　
recorded for Ẽy( ). (b), (c), Pulse fields 　 Ex(t), Ey(t) obtained using the standard 
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reconstruction algorithm (blue dots), compared to the generating fields (red solid 
line). (d) SHG FROG trace for the 　-projected component. (e) The error surface 
that shows only a single minimum at 　 = +π/2. (f) Sketch of the full vector field 
E(t). 
We show in Figure 36 results from a randomly-generated, more complex pulse. 
We simulate an arbitrary vector field E(t) by creating a random complex field 
components for Ẽx(Ω) and Ẽy(Ω), and applying Gaussian amplitude filters in both time 
and frequency domains. For the pulse shown in Fig. 5, the temporal and frequency filter 
FWHM widths were ∆t = 180 fs and ∆Ω = 0.3 rad/fs. The resulting time-bandwidth 
products (TBP) were 17.8 for the x̂-, 13.0 for the ŷ-polarized components. We chose 
relative delay and phase values of τ = 60 fs and θ = π/3 rad, respectively. The SHG 
FROG traces of Figure 36 (a),(b),(c) show rapid structure characteristic of non-trivial 
pulses. As shown in Figure 36 (d),(e), we verified that the FROG reconstructions were in 
good agreement with the generating fields, and from the error surface, Figure 36 (f), the 

































































































Figure 36. TURTLE retrieval steps for a randomly-generated vector field 
 (a), (b), (c), Simulations of measured SHG FROG traces for Ẽx( ), 　 Ẽy( ) and 　 Ẽ　( ). (d), 　
(e), Pulse fields Ex(t), Ey(t) obtained using the standard reconstruction algorithm (blue dots), 
compared to the generating fields (red solid line). (f) The error surface; and (g) sketch of the 
full vector field E(t). 
Another case with a more complex pulse is shown in Figure 37. The method to 
generate these two complex pulses is same as the previous case. The temporal and 
frequency filter FWHM widths in this case were ∆t = 1800 fs and ∆Ω = 0.3 rad/fs. The 
resulting time-bandwidth products (TBP) were 169.7 for the x̂-, 180.4 for the ŷ-polarized 
components. Due to the limitation of the computer memory, these are the most 
complicated pulse generated. We chose relative delay and phase values of τ = 500 fs and 
θ = π/3 rad, respectively. The SHG FROG traces of Figure 37 (a),(b),(c) show rapid 
structure characteristic of highly non-trivial pulses. As shown in Figure 37 (d),(e), we 
verified that the FROG reconstructions were in good agreement with the generating fields, 
and from the error surface, Figure 37 (f), the minimization algorithm retrieved relative 















































































































































































































Figure 37. TURTLE retrieval steps for a randomly-generated very complex vector field.  
(a), (b), (c), Simulations of measured SHG FROG traces for Ẽx( ), 　 Ẽy( ) and 　 Ẽ　( ). 　
(d), (e), Pulse fields Ex(t), Ey(t) obtained using the standard reconstruction algorithm (blue 
dots), compared to the generating fields (red solid line). (f) The error surface; and (g) 
sketch of the full vector field E(t). 
Table 2. shows some cases with different pulse complexities. All these x and y 
components are generated from random pulses filtered by a clean Gaussian pulse with 
FWHM widths of ∆t = 900 fs in the time domain and ∆Ω = 0.3 rad/fs in the frequency 
domain. We chose relative delay and phase values of τ = 500 fs and θ = 0.33π rad, 
respectively for all cases. Without any noise added, the exactly correct relative delay and 
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relative phase can be reconstructed in each case. With 0.5% Poisson noised added, the 
retrieved values are varied by at most 1.3% in relative delay and 7.5% in relative phase.  
Table 2.  Different pulses with their reconstructed relative delay and relative phase. 
TBP (x component) TBP (y component) Reconstructed τ Reconstructed θ 
84 121.8 501.23 0.329π 
103.3 95 493.65 0.359π 
57.7 89.5 501.59 0.325π 
70.5 37.5 497.52 0.329π 
100.4 79.2 499.54 0.333π 
83.2 110.7 504 0.318π 
 
5.4. Conclusions 
We have analyzed the performance of TURTLE using SHG FROG for the self-referenced 
measurement of the complete vector-field intensity and phase of polarization-shaped 
ultrashort laser pulses. Our simulations show that TURTLE works very well, robustly 
yielding the complete vector polarization even of very complex pulses and in the 
presence of noise. Indeed, SHG FROG TURTLE minimization also reliably distinguishes 
the relative DOT of the polarizations.  We found no nontrivial ambiguities.  We expect 
this success to extend to TURTLE based on other FROG nonlinearities.  We conclude 
that SHG FROG-based TURTLE is a reliable technique for self-referenced measurements 





MEASURING TWO COMPLEX PULSES 
SIMULTANEOUSLY BY PG BLIND FROG 
6.1 Introduction  
 Although, most applications of ultrashort pulses simply require the measurement 
of a single pulse, there are instances when the simultaneous characterization of two 
complex pulses is required. For example, when probing a material, both the input and the 
output pulses are required to obtain the properties of the material like the refractive index 
and the absorption coefficient [88, 89]. Some groups use autocorrelation and spectrum to 
characterize the property of the material. As mentioned in Chapter 1, autocorrelation fails 
to yield the phase information of the pulse which is very important to determine the 
optical property of the material. As a result, such method would lack sufficient 
information to determine the absorption coefficient or the refractive index of the material.  
Therefore, a technique to fully characterize the two pulses simultaneously would be 
useful. TREEFROG[90]  is the first technique to measure two pulses simultaneously in a 
single spectrogram. It is based on multi-shot SHG FROG technique and a two-dimension 
blind deconvolution[91]. Unfortunately, it is not applicable to a complex pulse or a super 
continuum due to the limitation of the phase matching bandwidth from the second order 
nonlinear crystal. Additionally, TREEFROG needs an additional measurement on the 
spectrum of one of the unknown pulses to let the algorithm converge. Another 
technique[92] based on single shot PG FROG technique with the eigenvector method is 
also mentioned. But the phase of the gate pulse cannot be obtained because it uses PG 
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FROG technique and the gate pulse is the pulse intensity. The measured PG FROG trace 
does not contain the phase information of the gate pulse. Measuring two complex pulses 
or super continuum simultaneously in a single, simple and reliable device brings more 
difficult, but measuring two complex pulses simultaneously is needed in ultrafast laser 
pulse measurement. In this thesis, we use Polarization-gate (PG) blind FROG to solve 
this problem.  The word “blind” comes from the two unknown pulses. It is unlike the 
traditional FROG technique in which either the unknown pulse gates itself or a known 
reference gates the unknown pulse. In PG blind FROG the unknown pulses gate each 
other; so we will have two traces. This is different from TREEFROG and the other 
techniques based on PG FROG.  PG blind FROG consists of two PG FROG 
measurements and one iterative phase retrieval algorithm based on the GP algorithm. The 
phase information of each unknown pulse is contained in the PG FROG trace where this 
pulse acts as a probe pulse. The intensity of this probe pulse is constrained by the other 
PG FROG trace. Due to the constraint of the pulse intensity in the PG FROG trace, at this 
point no additional measurement of the spectrum is needed. This is different from 
previous techniques that need addition spectrum information to make the algorithm 
converge.  
6.2 PG blind FROG Simulation 
 PG blind FROG involves using pulse 1 (gate pulse) to gate pulse 2 (probe pulse) 
on a (3)χ nonlinear medium and vice versa. This is shown in Figure 38. The (3)χ nonlinear 
medium can be a piece of glass or a piece of fused silica. Two PG FROG traces will be 
obtained on the camera.  
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Figure 38. Apparatus of TG double Blind FROG 
 
        PG blind FROG can be described mathematically as 
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where E1 and E2 are the unknown pulses, I1 is the PG FROG trace with a gated pulse of 
2
2 ( )E t τ− , and I2 is the PG FROG trace with gated pulse of 
2
1( )E t τ− . Once these two 
PG FROG traces are available, an iterative phase retrieval program will be used to 
retrieve the full information of 1( )E t and 2( )E t .  
 This phase retrieval algorithm is based on the Generalized Projection algorithm. 
For more clear identification, inside the GP algorithm, each loop is named as an iteration, 
























The algorithm starts with two random initial guess on 1( )E t and 2( )E t . In each 
cycle, the first step is to run the GP algorithm to find a better guess for 1( )E t from I1(ω,τ), 
the second step is to use this resulting 1( )E t  to find a better 2 ( )E t from 2( , )I ω τ .  The 
results of these better 1( )E t and 2( )E t  are used as guesses for the next cycle. Each cycle 
results in a slightly better 1( )E t and 2( )E t . The PG blind FROG algorithm continues until 
the resulting PG blind FROG traces match the experimentally generated trace (or until 
the error between these traces reaches a minimum). Similar to other FROG techniques, 
we use FROG errors as the criterion to define the convergence of the algorithm. In order 
to simulate the real experiment environment, we add 1% Poisson noise on each trace. 
Before the two traces are sent into the retrieval program, the noise deduction is used. The 
flowchart of the phase retrieval algorithm is shown in Figure 39 
 
Figure 39. Flow chart of PG Blind FROG Algorithm 
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. We have showen some simulation examples below. They are ranging from simple 
pulses to extremely complex pulses. All these pulses are constructed as a function of 
time.  The number of points is different in different examples depending on their 
complexity. In order to simulate the real experiment environment, we add 1% Poisson 
noise on each trace. Before the two traces are sent into the retrieval program, noise 
deduction is used. 
 
(1) Simple Gaussian pulse with flat phase 
Here, we represented each pulse with 256 points with a 3-fs time interval between 
points, while the full-width at half-maximum (FWHM) of the Et1 is 100 fs and FWHM of 
Et2 is 50 fs. Based on the two generated PG FROG traces with 1% Poisson noises added, 
correct pulses can be retrieved. The result is shown in Figure 40. So, PG blind FROG 
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Figure 40. (a) PG blind FROG trace with signal field 22 1( ) ( )sigE E t E t τ= − , (b) PG 
blind FROG trace with signal field 21 2( ) ( )sigE E t E t τ= − , (c) generated and retrieved 
1( )E t , (d) generated and retrieved 2( )E t . During the retrieval, the FROG errors for 
I1(ω,τ) and I2(ω,τ) are 2.099e-4 and 3.521e-4, respectively. The initial guess for both 
pulses are transfer-limited Gaussian pulse with FWHM value of 20 fs.   
 
(2) Two chirped Gaussian pulses. 
   Based on the pulses in the first example, -50fs2/rad GVD is added onto Et1 and 
100fs2/rad GVD is added onto Et2. Figure 41 shows the simulation result. We see that 
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Figure 41. (a) PG blind FROG trace with signal field 22 1( ) ( )sigE E t E t τ= − , (b) PG 
blind FROG trace with signal field 21 2( ) ( )sigE E t E t τ= − , (c) generated and retrieved 
E1 , (d) generated and retrieved E2, (c) and (d) are retrieved without any spectrum 
information. During the retrieval, the FROG errors for I1(ω,τ) and I2(ω,τ) are 8.11e-4 and 
1.197e-3, respectively. The initial guess for both pulses is a transfer-limited Gaussian 
pulse with FWHM value of 20 fs.   
 
(3) One simple pulse and one complex pulse 
 The simple pulse in this example is same as the Et1 in the second example. The 
complex pulse is generated by the method discussed in Chapter 2. The TBP value of this 
complex pulse is 9.6. PG blind FROG is also able to retrieve this kind of moderately 



















-200 -100 0 100 200














-200 -100 0 100 200





















































Figure 42. (a) PG blind FROG trace with signal field 22 1( ) ( )sigE E t E t τ= − , (b) PG 
blind FROG trace with signal field 21 2( ) ( )sigE E t E t τ= − , (c) generated and retrieved 
E1 , (d) generated and retrieved E2, (c) and (d) are retrieved without any spectrum 
information.  During the retrieval, the FROG errors for I1(ω,τ) and I2(ω,τ) are 2.555e-3 
and 3.950e-3, respectively. The initial guess for both pulses are random noises. 
 
(4) Two complex pulses 
 In the examples, we represented each pulse with 512 points with a 3-fs time 
interval between points. Both 1Et  and 2Et are complex pulses. Their TBP values are 39.4 
and 55.9, respectively.  The retrieval result is shown in Figure 43. From Figure 43, we 
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Figure 43. (a) PG blind FROG trace with signal field 22 1( ) ( )sigE E t E t τ= − , (b) PG 
blind FROG trace with signal field 21 2( ) ( )sigE E t E t τ= − , (c) generated and retrieved 
E1 , (d) generated and retrieved E2, (c) and (d) are retrieved without any spectrum 
information.  During the retrieval, the FROG errors for I1(ω,τ) and I2(ω,τ) are 2.722e-3 
and 3.719e-3, respectively. The initial guess for both pulses are random noises.   
 
 (5) Two extremely complex pulses 
 In the examples, we represented each pulse with 1024 points with a 3-fs time 
interval between points. Both 1Et  and 2Et are extremely complex pulses. Their TBP 
values are 82.4 and 107.3, respectively.  The retrieved result is shown in Figure 44. From 
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Figure 44. (a) PG blind FROG trace with signal field 22 1( ) ( )sigE E t E t τ= − , (b) PG 
blind FROG trace with signal field 21 2( ) ( )sigE E t E t τ= − , (c) generated and retrieved 
E1 , (d) generated and retrieved E2, (c) and (d) are retrieved without any spectrum 
information.  During the retrieval, the FROG errors for I1(ω,τ) and I2(ω,τ) are 2.69e-3 and 
2.425e-3, respectively. The initial guess for both pulses are random noises. 
 
6.3 Discussion 
 Since PG blind FROG is based on PG FROG, no ambiguity issue is found. The 
phase information of the probe pulse is contained in the corresponding PG FROG trace. It 
inherits the advantages and disadvantages of PG FROG, such as characterizing the pulse 
uniquely, except the zero order and first order phase. The nonlinear-optical process is 
automatically phase-matched. Two consequences result: (1) alignment is easy; and (2) 
PG FROG has a broad bandwidth. Therefore, PG blind FROG is an ideal technique to 
measure both broadband and complex pulses.  
 One disadvantage of PG blind FROG is that it requires a high-quality polarizer, 
which is very expensive. In addition, a high-quality polarizer tends to be thick, which 
spreads the pulse in time as a result of material dispersion. Furthermore, polarizers are 
not available in the spectral region of the deep UV(<~250nm). This limits the usage of 
PG blind FROG in the UV region. However, there is a plethora of research and industrial 
applications (telecommunications, medical imaging, etc) which operate in the visible and 
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near-IR region, which ensures the usefulness of this robust technique. A second 
disadvantage of PG blind FROG is the power issue. Since it involves third order 
nonlinearity, a lower output power is yielded by weaker or longer pulse. This is only a 
slight disadvantage and will become even more minimal as the average power of ultrafast 
lasers increases with the advances in technology. 
 Overall, TG double blind FROG is an ideal technique to measure two complex 
pulses simultaneously in visible and near IR region. 
   
6.4 Conclusion 
 PG blind FROG is a versatile and robust technique to measure two pulses 
simultaneously without nontrivial ambiguities. Due to its advantages, it is ideal to 
measure very complex pulses and super continuum without any additional information of 
the spectrum.  
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APPENDIX 1  
NELDER-MEAD METHOD 
 
Nelder-Mead (NM) method is also named as down hill simplex method. It inherits 
the concept of simplex method and used to minimize an objective function in a many-




























This equation is obvious nonlinear and the two unknowns are θ and τ. Since NM 
method’s initial condition is same as simplex method that if we have one variable, a line 
segment is needed; if we have two variables, we need a triangle. This means three sets of 
variables are needed as the initial guess to form a triangle. In other words, our initial 
guess should be three vertices. Since variables in TURTLE are θ andτ , the initial guess 
is ( , ), 1,2,3k k kV kθ τ= =  
Then, we evaluate the objective function by these three sets of initial guesses and 
order these three resulting values of the objective function. 
1 1 2 2 3 3( , ) ( , ) ( , )f f fθ τ θ τ θ τ≤ ≤ . For convenience, we define  
1 1 2 2 3 3( , ) ( , ) ( , )B G Wθ τ θ τ θ τ= = =          
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B means the best vertex, G means good vertex and W means worse vertex. Since the 
values at B and G are better than at W, the minimization direction should either be along 
BG or on the other side of BG relative to W. The next step is finding the midpoint M 
along BG. 
1 2 1 2( , )
2 2
M θ θ τ τ+ +=  
The value of f decreases from W to B and from W to G, so we suppose the feasible 
region is on the other side of the triangle along BG. This new point R is the reflected 
point of W along BG. But the line of WR is not perpendicular to BG. To obtain point R, 
we have to connect WM and extend WM to R. The length of RM is same as WM.  
1 2 3 1 2 3( ) 2 ( , )R M M W M W θ θ θ τ τ τ= + − = − = + − + −  
If the value of ( )f R is less than ( )f W , we have moved into the correct direction 
toward the minimum.  The new triangle is BGR. Then, we extend R further to obtain a 
better value. What we need to do is extending MR further to point E. The distance of ER 
is same as the distance of MR. therefore, we will obtain 
1 2 1 2
3 3
3( ) 3( )( ) 2 ( , )
2 2
E R R M R M θ θ τ τθ τ+ += + − = − = − −  
If the value of ( )f E is less than ( )f R , we have a new vertex, and the newer triangle is 
BGE.  Then, iteratively repeating these steps  can obtain the minimum.  
On the other hand, if the value of ( )f R is same as ( )f W , we can not form a new 
triangle and replace W with R. We have to use another two midpoints, one is the 
midpoint of WB and the other is the midpoint of WG. After comparing the vale of f at 
these two midpoints, we will choose the midpoints which yields lower f. A new triangle 
is formed by BG and this new midpoint. If both values at the midpoints are greater 
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than ( )f W , then a new triangle is form by BM and the midpoint of BW. After the new 
triangle is formed, we repeat the step from the beginning. The point W is replaced and 
forms a new triangle for next searching until the criteria is met.       
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