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Ljubljana, 2021
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
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Naslov: Oddaljeni nadzor strežnǐskih infrastruktur
Avtor: Jakob Režun
Tema pričujočega diplomskega dela je ovrednotenje in testna implementacija
različnih rešitev za oddaljeni nadzor oddaljenih strežnǐskih sistemov. Rešitve
so podprte na strežnǐskih sistemih Linux, pretežno gostujočih na virtualizacij-
ski platformi VMware. Preverbe obsegajo nadzor nad stanjem dostopnosti
strežnikov preko povezav VPN, časovnih trendov obremenitev strojnih vi-
rov ter zajemajo metrike učinkovitosti delovanja podatkovnih baz Oracle.
Nekatere rešitve vsebujejo podporo za implementacijo agentov po meri ter
možnost sprememb konfiguracij metričnih podatkov nadzorovanih entitet s
centraliziranega mesta, v želji, da se premosti potreba po pretiranem mi-
kroupravljanju posameznih strežnikov. Po postavitvi in primerjavi izbranih
rešitev ugotavljamo, da izbrane rešitve izpolnjujejo podane kriterije za nad-
zor in predstavljajo znatno izbolǰsavo obstoječih rešitev za nadzor strežnǐskih
infrastruktur.
Ključne besede: nadzor, strežnik, podatkovna baza, dosegljivost.

Abstract
Title: Remote server infrastructures monitoring
Author: Jakob Režun
This thesis deals with the evaluation and staging implementation of monitor-
ing solutions for remote server infrastructures. Solutions reviewed are deploy-
able on Linux server infrastructures, hosted primarily on the VMware vir-
tualization hosting solutions. Metrics collected include supervision of server
availability over VPN connection, time trends of hardware sources utilization,
and also include monitoring of Oracle database performance indicators. Some
of the solutions provided support the implementation of custom monitoring
agents and the ability to change the configuration of monitored entities using
a centralized hub in order to avoid micromanagement of individual servers.
After deployment and comparison of selected solutions, we can establish that
the chosen monitoring tools meet the required monitoring criteria and repre-
sent a noticeable improvement of currently implemented solutions for remote
server infrastructures monitoring.




Motivacija za izdelavo diplomskega dela je vpeljava nadzornega sistema za
spremljanje učinkovitosti delovanja strežnika informacijskega sistema za upra-
vljanje s skladǐsči WMS (angl. WMS, Warehouse Management System).
Podjetje, za katerega se pripravlja storitev za nadzor, poleg nudenja pro-
gramskih rešitev, skrbi tudi za strežnike, na katerih so te nameščene. Okvirno
število strežnikov, ki jih je potrebno nadzirati in za katere je sklenjena vzdrže-
valna pogodba, je več kot petdeset in so nameščeni širom Evrope, kot tudi
v Izraelu ter v Mehiki. Sistemi WMS praviloma delujejo 24 ur na dan, vsak
dan v letu, vsakršen izpad delovanja sistema pa je nezaželen, saj predstavlja
določeno gospodarsko škodo.
Z rastjo podjetja se konstantno povečuje tudi število odjemalcev ter s
tem posledično število strežnikov, ki jih je potrebno nadzirati in vzdrževati.
Aktivnosti nadzora opravlja tehnično osebje v oddelku podpore strankam
podjetja. Potrebno je izpostaviti, da do težav, povezanih s strežniki, pravi-
loma ne prihaja ob primopredaji storitve stranki, saj so skladǐsča takrat še
prazna in težav pri delovanju načeloma še ni zaznati. Te se pokažejo šele
med življenskim ciklom delovanja sistemov, ko je v obtoku več naročil, na
regalnih mestih več vsebnikov. Upoštevati je treba tudi morebitne razširitve
skladǐsčnih kapacitet. Zaradi tega razvojna ekipa ne more predvideti vseh
morebitnih problemov z učinkovitostjo delovanja, ki se pogosto manifestirajo
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šele pozneje. Obremenitve skladǐsč in aktivnosti v njih so nekonsistentne,
obremenitev sistema variira. Največje obremenitve sistemov so predvsem v
tednih, ko se v skladǐsčih izvajajo inventure, odvisne pa so tudi od tega ali je
v skladǐsču shranjeno blago, ki je sezonske narave, zaradi česar je pretočnost
skladǐsč v teh obdobjih praviloma vǐsja.
V luči teh argumentov se kaže potreba po vpeljavi sistema za centralizi-
ran nadzor strežnǐskih infrastruktur, saj ročna prijava na vsakega od siste-
mov in sporadični pregledi zdravja strežnika niso več vzdržni. Za zagotovitev
izbolǰsanja storitve mora nova storitev vključevati pregled omrežne doseglji-
vosti strežnikov preko povezave VPN, vsebovati mora metrike za spremlja-
nje obremenitev sistemskih virov (centralna procesna enota, delovni spomin,
zasedenost diskovnih naprav) ter ponujati podporo za spremljanje perfor-
mančnih indikatorjev podatkovne baze Oracle, ki je nameščena na vseh sis-
temih in je integralni del programske rešitve.
Poglavje 2
Opis problemske domene
2.1 Tipična arhitektura strežnika WMS
2.1.1 Strojna oprema
Včasih je podjetje skrbelo za dobavo fizičnih strežnikov strankam, ki so pri
nekaterih še vedno v uporabi, v zadnjem času pa se strankam strežniki ne
dobavljajo več in se praviloma nameščajo na njihove platforme za virtualiza-
cijo, pretežno na infrastrukturo VMware. Strojna oprema strežnikov WMS
se razlikuje glede na obsežnost projekta, različice podatkovne baze Oracle,
ki je nameščena, in strojnih virov virtualizacijskih platform. Četudi strojna
oprema ni povsod enaka pa lahko podamo konfiguracijo strojne opreme strež-
nika WMS, ki je največkrat nameščena in predstavlja najbolj tipično konfi-
guracijo strojnih virov.
Procesor 4 jedrni x86-64 Intel procesor
Delovni spomin 16GB
Trdi diski 140GB za operacijski sistem in module,
2x100GB za podatkovno bazo Oracle (ASM)
Mrežne kartice Ena ali več, odvisno od strankine IT-infrastrukture
Tabela 2.1: Tipični strojni viri strežnika WMS, ki se ga nadzira
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2.1.2 Operacijski sistem in podatkovna baza
Operacijski sistem je derivat Red Hat Enterprise Linuxa, Oracle Linux 7.8
(Maipo).
Na strežniku je nameščena podatkovna baza Oracle, podprte in vzdrževane
so različice od 11.2 do 19c. Podatkovna baza je nameščena na infrastrukturi
Oracle Grid. To je programska rešitev podjetja Oracle, ki omogoča sistemsko
podporo za podatkovno bazo in vključuje interne rešitve za upravljanje dis-
kovnih sistemov, datotečnih sistemov ter je odgovorna za avtomatski ponovni
zagon storitev, kar v primeru naših strežnǐskih sistemov zajema avtomatski
zagon bazne instance, baznega poslušalca (angl. database listener) in pod-
pornih storitev, ki so pomembne za nemoteno delovanje podatkovne baze
ter avtomatsko upravljanje diskovnih naprav, ločeno od spodaj ležečega da-
totečnega sistema.[6] Bazni trdi diski tipa ASM namreč nimajo particijske
tabele, ki bi bila, tako kot druge particije sistema Linux, berljiva s strani
operacijskega sistema, zato je treba nadzor teh trdih diskov posledično vršiti
prek infrastrukture Oracle Grid in ne z orodji, ki jih ponuja operacijski sis-
tem.
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Slika 2.1: Specifike vidnosti trdih diskov Oracle ASM v operacijskem sistemu
Linux
2.1.3 Programski moduli strežnika
Programska rešitev ima več modulov, napisanih v programskem jeziku Java,
z zagonom preko Linuxove zagonske storitve systemd.
Dexc
Izmenjava podatkov/telegramov z nadrejenim računovodskim sistemom za
planiranje virov (angl. ERP, Enterprise Resource Planning).
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Printserver
Tiskanje nalepk, etiket in dobavnic, ki so bile ustvarjene preko programske
rešitve WMS.
Logserver
Centralizirano zbiranje arhivskih dnevnǐskih zapisov, ki jih generirajo odje-
malci, na katerih je nameščena aplikacija.
Sokoban
Izračun logističnih poti, koordinacija in orkestracija premikov v avtomatizi-
ranih skladǐsčih.
Timi
Komunikacija s fizičnimi napravami v avtomatiziranih skladǐsčih ter izdajanje
ukazov za posamezne premike.
Slika 2.2: Shematski pregled strežnǐskih entitet sistema WMS
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2.2 Obstoječa rešitev za nadzor strežnikov
2.2.1 Opis rešitve
Trenutno za potrebe nadzora v podjetju uporabljamo skripto, napisano v
programskem jeziku Python, ki kot vhodni zagonski parameter sprejme kon-
figuracijsko datoteko monitor.ini, ki se prek Linuxovega programa cronjob
proži vsakih pet minut, ter konfiguracijo report.ini, ki se proži enkrat dnevno.
Skripta po izvedbi pošlje statusno poročilo preko strežnika SMTP na e-poštni
naslov, kjer se zbirajo tovrstna sporočila. Če je skripta zagnana s pomočjo
konfiguracije monitor.ini, se pošlje e-pošta samo takrat, ko so presežene vre-
dnosti, določene znotraj konfiguracijske datoteke. Če pa je skripta zagnana
s parametrom report.ini, je e-pošta vedno poslana.
Skripta izvaja pregled količine razpoložljivega prostora na trdih diskih
in velikosti arhivskih dnevnǐskih datotek, ki jih generirajo moduli, opisani
v preǰsnjem razdelku. V zadnjem času sem implementiral še rudimentarni
razčlenjevalnik dnevnǐskih datotek, ki znotraj njih ǐsče ključne besede, dane
v konfiguracijskih datotekah.
Skripta preko Oraclovega vmesnika za Python, cxOracle, komunicira tudi
s podatkovno bazo. Zaradi arhitekturne zasnove programske rešitve, pri ka-
teri je velik poudarek predvsem na izvajanju baznih poizvedb, glavnina težav
z učinkovitostjo delovanja storitve tiči prav v podatkovni bazi, zato je nadvse
pomembno, da se izvaja pregled ključnih kazalnikov učinkovitosti delovanja
podatkovne baze. Obstoječa skripta beleži trenutno število uporabnǐskih sej,
odprtih kurzorjev ter trenutno zasedenost diskovnih naprav ASM.
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Slika 2.3: Glava poslane e-pošte, ki jo generira obstoječa nadzorna rešitev, z
vidnimi opozorili o preseženih metričnih vrednostih razpoložljivega prostora
korenskega trdega diska, stanja WMS modula Dexc, velikosti tabelnega pro-
stora ter količine razpoložljivega prostega prostora baznega trdega diska ASM
2.2.2 Glavne pomankljivosti obstoječe rešitve
Obstoječa rešitev je sicer funkcionalna, vendar postaja zastarela. Rešitev
je dolgo časa služila svojemu namenu, vendar se je izkazalo, da zaradi ra-
sti nadzorovanih naprav ni več skalabilna in ni več primerna kot nadzorna
rešitev strežnikov WMS. V tem razdelku bo predstavljenih nekaj ključnih
razlogov, zakaj menim, da obstoječa rešitev ni več primerna za izvajanje
nadzora oddaljenih strežnikov WMS.
1. Ne gre za kontinuiran nadzor, zaradi česar je težko zaznati trende vǐsjih
obremenitev sistema oz. zajeti obdobja slabšega delovanja. Za poročanje
o slabem delovanju/odzivanju sistema smo pretežno odvisni od strank, ki
sistem uporabljajo na dnevni bazi ter izkustveno zaznajo slabšo odzivnost
sistema. Ponavadi je to edini način, da prejmemo povratno informacijo o
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tem, da sistem deluje počasi. Skorajda nemogoče je ugotavljati trende, kot
tudi obdobja najvǐsje obremenitve sistemov, zato je ob prejetju klica stranke
težko časovno umestiti, kdaj točno je prǐslo do upočasnitve sistemov. Prav
zaradi tega je težko izvesti analizo o tem, kje tiči vzrok slabšega delovanja
sistema. V tem primeru je potrebna ročna prijava v sistem in spremljanje
podatkov in vivo, kar pa vsekakor ni optimalna rešitev.
2. Decentralizirana rešitev pregleda nadzornega sistema: dnevno je potrebno
nadzirati več kot 50 strežnikov, edini do zdaj veljavni način pregleda nad
strežniki pa je prebiranje statusnih poročil, prejetih preko e-pošte. Vsaka
izvedba pregledne skripte pomeni eno prejeto e-poštno sporočilo. Problem
tovrstnega izvajanja pregleda je očiten, saj je vsak delovnik potrebno pregle-
dati več kot 100 e-poštnih sporočil. Če odgovorna oseba spregleda kakšnega
od prejetih sporočil, lahko pride do težav pri delovanju logističnih sistemov
in potencialno celo do prenehanja obratovanja, kar pa ni v interesu podjetja.
3. Do oddaljenih strežnikov se dostopa preko povezav VPN, sporočila pa se
pošiljajo preko strežnika SMTP, ki je ponavadi administriran s strani stran-
kine IT-službe. V primeru, da pride do težav s povezavo VPN ali pa do spre-
memb nastavitev strežnika SMTP (slednji je praviloma v domeni strankinega
IT-ja), se lahko poročila strežnika spregledajo, oziroma opozorilo o napaki
ni dostavljeno. Trenutna rešitev nadzora nima vpeljanega mehanizma, ki bi
nas obvestil o tem, ali je posamezna e-pošta prispela ali ni. Posledično je
potencialne težave težje zaznati. Odkrivanje težav zato sloni predvsem na
“izkustvenem” izvedenstvu izvajalca monitoringa, ki naj bi razvil občutek
za to, koliko statusnih sporočil bi moralo prispeti in od koga bi jih moral
prejeti. Obvestil o nedosegljivosti VPN-ja namreč ni, kar pomeni, da po-
tencialno nedosegljivost strežnika lahko ugotovimo le prek preverbe prihoda
statusnih poročil oz. prek ročne prijave na strežnik preko povezave SSH.
4. Enkrat mesečno se izvaja bolj podroben pregled delovanja vseh sistemov.
Tovrstno delo zajema preveč ročnega in repetitivnega dela, saj obstoječa
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rešitev za nadzor ni enovita in nima implementirane možnosti, da bi na enem
mestu lahko preverili ustreznost delovanja sistema.
2.3 Zahtevane funkcionalnosti nove rešitve
V tem razdelku sledi predstavitev nabora preliminarnih zahtev, ki so bile
zbrane na podlagi dosedanjih izkušenj pri izvajanju nadzora oddaljenih strež-
nikov. Nadzorna rešitev naj bi nudila vse navedene funkcionalnosti, v kolikor
je to izvedljivo. Zaželeno je, da se za vpeljavo nove nadzorne rešitve izbere
prosto dostopno orodje. V primeru, da plačljive rešitve zajamejo večji nabor
zahtevanih funkcionalnosti od prosto dostopnih, pa se za vpeljavo izbere
plačljiva rešitev za izvajanje strežnǐskega nadzora.
 centraliziran pregled nad strežniki, zaželen spletni čelni vmesnik apli-
kacije (angl. application frontend) preko protokola HTTP
 nastavitev mejnih vrednosti posameznih entitet in pošiljanje opozoril
o kritičnih spremembah v sistemu – elektronsko obveščanje podporne
službe za čim hitreǰsi odziv na problem
 nadzor stanja omrežne dosegljivosti strežnikov preko povezave VPN oz.
preko protokola SSH
 kontinuirano vodenje statistik delovanja sistema – obremenitev cen-
tralne procesne enote, delovnega spomina, diskovnih aktivnosti z grafi-
čnim prikazom stanja in trendov v določenem časovnem obdobju
 možnost pregleda stanja podpornih modulov WMS (Dexc, Sokoban,
Timi itd.), neposredno prek zagonskega sistema systemd oz. prek funk-
cionalnosti upravljalske razširitve za Javo (angl. JMX, Java Manage-
ment Extension)
 indikatorji učinkovitosti delovanja podatkovne baze (število uporabni-
ških sej, poraba baznega spomina ipd.)
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 količina razpoložljivega prostora na Oraclovi diskovni infrastrukturi
ASM, kjer se hranijo bazni podatki
 izvajanje poizvedb po meri, ki pomagajo razvojni ekipi pri analizi pro-
blemov in pripomorejo k vǐsji stopnji odzivnosti v primeru ugotovitve
anomalij pri delovanju
 upoštevati je potrebno cenovno dostopnost rešitve
12 Jakob Režun
Poglavje 3
Rešitve nadzora nad strežniki
3.1 Splošno o nadzoru strežnikov
S tehnološkega vidika je rešitev nadzora nad strežnǐskimi sistemi zbirka oro-
dij in procesov, s pomočjo katerih se meri in upravlja računalnǐske sisteme,
z informacijskega vidika pa vzpostavlja povezavo med poslovno vrednostjo
podjetja in metrikami, ki jih ustvarjajo računalnǐski sistemi in programski
moduli. Sistem za nadzor prevaja performančne metrike v merljivo upo-
rabnǐsko izkušnjo, slednja pa zagotavlja povratne informacije podjetju, da
kupcem res dostavlja učinkovito storitev. Poleg tega služi tudi kot povra-
tna informacija tehničnemu osebju, saj pokaže, kaj ne deluje in kateri del
računalnǐskega sistema ni dovolj kvaliteten.[22]
Rešitev nadzora strežnikov ima poleg uporabnikov storitve dva glavna
deležnika: podjetje, ki izdelek trži, ter njegov tehnični razvojni/vzdrževalni
oddelek. Nadzorna rešitev namreč s posredovanjem merljivih podatkov o
uporabnǐski izkušnji podjetju priskrbi kazalnike, da lahko proizvaja in trži
dobro programsko opremo ter sprejema pravilne odločitve za nadaljnje teh-
nološke investicije. Drugi deležnik pa je tehnični oddelek tega istega podje-
tja, torej osebje, ki razvija, upravlja in vzdržuje tehnološko okolje ter računa
na nadzorni sistem, da ji sporoča informacije o njegovem stanju. Nadzorna
rešitev je eno od glavnih orodij, s pomočjo katerega lahko zaznamo, diagno-
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sticiramo in rešujemo napake okolja, ki ga nadziramo.[22]
3.2 Osnovni nadzorni sistem
Poglavitna naloga osnovnega nadzornega sistema je analiza visoke obremeni-
tve sistema s spremljanjem metrik v živo. Obremenitev se ponavadi podaja
kot povprečno število aktivnih procesov, ki porabljajo sistemske vire. Če je
število aktivnih procesov veliko, pride do konic obremenitev (angl. spikes),
ko velika obremenitev sistemov - glede na tip procesov, ki se izvajajo - pov-
zroča ozka grla na določenem delu strojnih virov, kar se na ravni celotnega
sistema kaže v njegovem počasnem delovanju. Do upočasnitev sistemov po-
navadi prihaja zaradi:
 visoke obremenitve CPE, kadar procesi čakajo na vire CPE
 obremenitve delovnega spomina, zlasti kadar se podatki iz delovnega
spomina premikajo v izmenjevalno datoteko na diskovni napravi
 vhodno/izhodne obremenitve, kadar procesi tekmujejo za branje/pisanje
na bločne naprave ali tekmujejo za omrežne vire[20]
Operacijski sistem Linux ponuja več diagnostičnih orodij za izvajanje ad
hoc analiz tovrstnih težav. Z njimi se praviloma spremlja metrične podatke v
realnem času, in sicer prek ukazne lupine nadzorovanega strežnika. Osnovno
orodje, ki je nameščeno na domala vseh operacijskih sistemih Linux, je pro-
gram top. Omogoča pregled procesov, ki se izvajajo na operacijskem sistemu
in prikazuje metrične podatke o obremenjenosti delovnega spomina in CPE.
Za spremljanje metrik bločnih naprav lahko uporabimo Linuxov program
iostat, za omrežno povezljivost pa Linuxove programe ip, ping, netstat, nslo-
okup, telnet ipd., odvisno od tega, katere dele nadzorovane sistema želimo
diagnosticirati.
Za strežnike Linux je na voljo več nekoliko napredneǰsih rešitev, ki zajete
metrične podatke združijo in ponudijo možnost prikazovanja več metričnih
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podatkov na enem mestu. V podjetju poleg skripte, opisane v preǰsnjem po-
glavju, uporabljamo program nmon[12], ki je na voljo kot binarni paket za sis-
teme Linux. Program nmon sicer omogoča shranjevanje podatkov na lokalni
disk, na voljo pa so tudi razširitve z izrisom grafov s pomočjo vtičnika nmon-
chart, izvoz podatkov v podatkovno bazo, vendar žal ne gre za enovito rešitev.
Potrebno je namreč preveč ročnih korakov za vzpostavitev karkšnekoli avto-
matike, poleg tega nima možnosti prikazovanja več nadzorovanih naprav na
eni pregledni plošči, ni možnosti pošiljanja oddaljenih zahtevkov v storitev,
ne da se nastavljati mejnih vrednosti ali pošiljati opozoril. Ta način pregleda
nad metričnimi podatki nadzorovanega strežnika je sicer uporaben za hitre
preglede (aktivno spremljanje sprememb metričnih vrednosti), a ne predsta-
vlja enovite nadzorne rešitve, kot tudi ne izpolnjuje večih zahtev, ki smo jih
postavili pri načrtovanju vpeljave novega nadzornega sistema.
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Slika 3.1: Prikaz obremenjenosti CPE, delovnega spomina, prometa omrežnih
naprav in vhodno/izhodnih aktivnosti diskovnih naprav v Linuxovem pro-
gramu nmon
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3.3 Napredni nadzorni sistem
Iz opisa in principov delovanja osnovnih nadzornih sistemov je razvidno, da
to niso rešitve, ki bi zadoščale zahtevam nadzornega sistema, ki ga želimo
vpeljati v podjetju. V tem razdelku bodo prikazane arhitekturne osnove
in opisani nekateri gradniki namenskih in naprednih orodij za oddaljeni
nadzor strežnǐskih sistemov, ki za razliko od osnovnih nadzornih sistemov
omogočajo enoviteǰse in napredneǰse prijeme za zbiranje, analizo, prikazo-
vanje in poročanje o metričnih podatkih nadzorovanih entitet. Zaradi ome-
njenih značilnosti oz. kvalitet so ta orodja veliko primerneǰsa za vpeljavo
nadzornega sistema v naše podjetje.
3.3.1 Arhitekturna in logična zasnova naprednega sis-
tema za nadzor




 grafični prikaz podatkov
 analitika in poročanje
 obveščanje[13]
Zajem podatkov
Uveljavljena sta dva principa zajema metričnih podatkov: s pomočjo vlečenja
(angl. pull) ali pa potiskanja (angl. push) podatkov. Pri principu vlečenja
podatkov bo storitev, zadolžena za zajem podatkov, nadzorovanemu strežniku
poslala zahtevek, da ji posreduje svoje metrične podatke. Osrednja storitev
je odgovorna, da določi časovnico za pošiljanje zahtevkov in jih na nadzoro-
vano napravo tudi pošlje. Pri principu potiskanja podatkov pa nadzorovana
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naprava (strežnik, aplikacija ipd.) sama sporoča podatke storitvi, zadolženi
za zajem podatkov. Nadzorovana naprava lahko te podatke pošilja v rednih
intervalih ali pa ob sprožitvi določenega dogodka. Princip vlečenja podatkov
je manj skalabilen od potiskanja, saj mora storitev, ki podatke zajema, hra-
niti informacije o vseh nadzorovanih entitetah, prožiti metrične poizvedbe in
obdelovati dohodne podatke. Po drugi strani morajo nadzorovane entitete
modela potiskanja podatkov poznati zgolj končnega naslovnika metričnih po-
datkov, kar pomeni, da omenjeni model potencialno omogoča vǐsjo stopnjo
redundance in dosegljivosti storitev.[13]
Shranjevanje podatkov
Po zajemu podatkov jih je potrebno shraniti, če želimo zagotoviti tudi nji-
hovo vzvratno sledljivost. Tako se olaǰsa raziskovanje težav, ki jih povzročajo
določene anomalije v delovanju, saj jih je zaradi informacije o tem, kdaj so
se začele pojavljati, potencialno lažje odpraviti. V nadzornih sistemih se me-
trični podatki pretežno shranjujejo v obliki časovne serije dogodkov. Časovna
serija dogodkov je zaporedje podatkovnih točk (angl. datapoints), merje-
nih v enakomernih časovnih intervalih. Časovne serije dogodkov se lahko
shranjujejo v relacijskih podatkovnih bazah, v podatkovnih bazah s krožnim
dodeljevanjem (angl. RRD, Round Robin Database) ter v nadgrajenih po-
datkovnih bazah s krožnim dodeljevanjem, t.i. podatkovnih bazah časovne
serije dogodkov (angl. TSDB, Time Series Database).[7]
Pri podatkovnih bazah tipa RRD se podatki shranjujejo v datotekah s
cikličnim podatkovnim medpolnjenjem, podatki pa so shranjeni glede na
časovno oznako. V primerjavi z relacijsko je prednost te podatkovne baze
v tem, da je njena velikost konstantna in ustreza velikosti krožnega medpo-
mnilnika, slabost pa v tem, da se podatki hranijo zgolj toliko časa, kot je bilo
določeno ob nastanku datotek podatkovne baze RRD.[7]
Obe zgoraj omenjeni rešitvi sta pomanjkljivi, saj se njuna učinkovitost
delovanja znatno zniža, če je potrebno hkrati zajemati večje število metričnih
odčitkov.[10] V želji, da se vzpostavi sistem, ki je sposoben obdelave ogro-
mnega števila metričnih podatkov naenkrat, je bila razvita nova rešitev za
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shranjevanje metričnih podatkov, tj. podatkovna baza časovnih serij do-
godkov. Podatki se shranjujejo na trdi disk in so dosegljivi preko API-ja,
napisanega v programskem jeziku C. Rešitev je bila razvita kot izbolǰsana
verzija podatkovne baze RRD, ki lahko procesira večje število časovnih serij
in omogoča hitro vstavljanje in pridobivanje podatkov za interaktivno rabo.
Glavna prednost rešitve je njena hitrost, slabost pa zahteva, da morajo biti
zaradi arhitekturne zasnove rešitve vsi metrični podatki zajeti in shranjeni v
enakih časovnih intervalih.[7]
Grafični prikaz podatkov
Metrične podatke lahko v sodobnih rešitvah za nadzor preko preglednih plošč
tudi grafično prikažemo. Podatki so lahko prikazani v obliki linijskih grafov,
tabelarično, kot posamezne številke ali pa kot besedilo.[7] Storitve vizualiza-
cije nam omogočajo tudi izdelavo preglednih plošč po meri, pri čemer sami
določimo katere gradnike bomo prikazovali in v kakšni obliki. Večina napre-
dneǰsih rešitev za oddaljeni strežnǐski nadzor ima funkcionalnosti grafičnega
prikazovanja metrik že privzeto vključeno, ni pa nujno. Ta del rešitve za nad-
zor je namreč izbiren, saj je na voljo več namenskih orodij za vizualizacijo
podatkov, kot sta denimo Grafana in Smashing. Storitev za nadzor ima v
tem primeru razvite API-je, da se programu za vizualizacijo omogoči dostop
do zajetih metričnih vrednosti.
Analitika in poročanje
V nekaterih primerih prikaz splošnih podatkov zgolj preko vizualizacije ni
dovolj in je potrebno vpeljati bolj analitične pristope k nadzoru. V grobem
ločimo dva analitična principa izvajanja nadzora, reaktivnega in proaktiv-
nega.
Reaktivni način pregledov zajema bolj osnoven, generičen nabor podat-
kov, ki se zajemajo in shranjujejo. Običajno v tem modelu nadziramo obre-
menitve CPE in delovnega spomina, količino razpoložljivega prostora na di-
skovnih napravah ter stanje omrežne povezljivosti. Nekateri dobavitelji pro-
gramske opreme ponujajo programske rešitve, ki se izvajajo v bolj statičnih
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okoljih, z naborom zmožnosti, ki napredneǰsega nadzora mogoče niti ne po-
trebujejo. Reaktivni način nadzora je usmerjen predvsem v preprečevanje
izpadov delovanja sistema.[22] Veliko proizvajalcev programske opreme s svo-
jimi pogodbenimi partnerji sklene licenčno storitveno pogodbo (angl. SLA,
Service License Agreement), v kateri je predpisana zahtevana oz. zaželena
stopnja dosegljivosti sistema, ki jo je ponavadi treba sporočati enkrat na me-
sec. Zaradi tega mora nadzorna rešitev omogočati tudi možnost ustvarjanja
poročil, da se lahko odjemalcu storitve predložijo ustrezni podatki o stopnji
dosegljivosti sistemov.[13]
Proaktivni nadzor je bolj agilen od reaktivnega. Zbirajo se metrični po-
datki, ki so bolj ciljno usmerjeni in ustrezajo specifiki programske rešitve, ki
jo nadzorujemo. Proaktivni sistem za nadzor se praviloma vpelje že v fazi
razvoja programske rešitve in služi tudi izbolǰsevanju uporabnǐske izkušnje.
V njegovo snovanje je večkrat vključena razvojna ekipa, predvsem DevOps
inženir, in sicer z namenom, da se prek monitoringa ocenjuje kvaliteta upo-
rabnǐske izkušnje.[22] Rešitev za nadzor mora torej v proaktivni paradigmi
omogočiti analiziranje napredneǰsih metrik in nuditi napredneǰse funkcional-
nosti, kot so na primer proženje baznih poizvedb po meri, napredni nadzor na
ravni aplikacije (npr. nadzor nadzorovanih javanskih programov s pomočjo
upravljalske razširitve za Javo), vsebovati pa mora tudi možnost obdelave
vhodnih metrik in možnost izdelave preglednih poročil po meri. S takim
načinom analitičnega pristopa se večina težav s programsko opremo lahko
premosti že v fazi razvoja in ne le po predaji rešitve stranki.
Obveščanje
Napredne nadzorne storitve omogočajo nastavljanje kritičnih vrednosti zbra-
nih vhodnih podatkov in vključujejo sisteme obveščanja o preseženih vre-
dnostih. Za metriko, ki jo opazujemo, tako nastavimo več mejnih vrednosti
za vpeljavo večstopenjskega obveščanja glede na resnost težave, da se lahko
vpelje sistem eskalacij težav. Nekatere nadzorne storitve omogočajo poleg
obveščanja po e-pošti tudi druge tipe obveščanja, npr. preko sporočil SMS
ali pa prek integracije v računalnǐska komunikacijska orodja, ki jih podjetja
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večkrat uporabljajo kot interni komunikacijski kanal (npr. Microsoft Teams,
Slack ipd.). Napredneǰsa omogočajo tudi integracijo v čakalne sisteme pod-
pore (angl. support ticketing system), kot sta na primer orodji Atlassian
Jira ter Freshdesk. Obveščanje je nadvse pomemben del napredne nadzorne
rešitve, saj je v interesu skrbnika programske opreme, da se težave ne spre-
gledajo in da je odziv na nastanek teh težav čim hitreǰsi.[7]
3.3.2 Razreda naprednih sistemov za nadzor
Napredne sisteme za nadzor nad strežniki lahko razdelimo na dva tipa, in
sicer na lokalno nameščene storitve in na storitve v oblaku, t.i. sisteme kot
storitev (angl. SaaS, System as a Service).
Prvi tip so lokalno nameščene storitve, ki jih podjetje namesti na notra-
nji strežnǐski infrastrukturi na svojih fizičnih napravah in virtualizacijskih
platformah. Pred namestitvijo je potrebno preveriti morebitne zunanje od-
visnosti nadzorne rešitve, kot so npr. dodatne knjižnice programskega jezika
ali pa dodatne funkcionalnosti operacijskega sistema. Namestitveni paketi
nadzornih rešitev pogostokrat ne vsebujejo podatkovnih baz za shranjevanje
metričnih podatkov in jih je potrebno namestiti ločeno. Po namestitvi sledi
dodajanje odjemalskih ciljnih naprav v centralni del aplikacije. Naše podjetje
do strank dostopa preko povezav VPN in če storitev za nadzor namestimo
na notranji mreži, na strani odjemalcev ni potrebno izvesti veliko sprememb.
Dodati je treba le omrežna vrata, ki jih storitev za nadzor potrebuje za ko-
munikacijo med osrednjim strežnikom in odjemalci, ter namestiti agente za
zajem metričnih podatkov na strežnikih, ki bodo nadzorovani.
Drugi tip nadzornih orodij so oblačne rešitve za nadzor. SaaS se nanaša na
model dostave programske rešitve, v sklopu katerega dobavitelj programske
rešitve razvije nativno spletno programsko aplikacijo, ki jo gosti in ureja na
svoji infrastrukturi. Odjemalci storitve do nje dostopajo prek interneta. To-
vrstne rešitve so zanje bolj ekonomične, saj jim predstavljajo manǰsi strošek,
poleg tega pa rešitve ni potrebno namestiti na njihove strojne vire.[15] Sto-
ritve v oblaku so z vidika konfiguracije uporabniku načeloma prijazneǰse od
22 Jakob Režun
lokalno nameščenih orodij. Za dobro delovanje storitve je namreč zadolžen
zunanji partner, ki skrbi za vzdrževanje storitve in izvajanje avtomatizirane
posodobitve nadzorne infrastrukture ter operacijskega sistema ter razrešuje
morebitne težave ob visoki obremenitvi strojnih virov rešitve za nadzor.
Pri naši implementaciji nadzornega sistema za strežnike WMS pa se je
izkazalo, da tovrstne rešitve niso primerne. Narava izdelka in storitev, ki
jih naše podjetje ponuja, je takšna, da se preko programske rešitve obde-
luje velika količina podatkov, namenjenih za notranjo uporabo. Strežniki,
nameščeni pri strankah, praviloma nimajo dostopa do interneta in je težko
vzpostaviti neposredno povezavo med osrednjim oblačnim nadzornim strežni-
kom in nadzorovanimi napravami. Če je potrebno spremeniti nastavitve
omrežne povezljivosti strežnika WMS, nameščenega pri stranki (npr. do-
dati morebitne izjeme v požarne pregrade ali spremeniti nastavitve mrežnih
kartic), je potrebno te spremembe argumentirati in jih upravičiti. Neka-
tere stranke bi tovrstni oblačni nadzor verjetno zavrnile, prav tako bi bila
potrebna določitev novih aneksov k obstoječim pogodbam. Tudi prednosti
oblačnih storitev niso tako izrazite, če vzamemo v obzir dejstvo, da je znotraj
podjetja na voljo infrastruktura z dovolj strojnimi viri, da gostovanje rešitve
znotraj podjetja ne predstavlja večje finančne naložbe ali znatne obremenitve
delovanja in da ima podjetje na voljo dovolj tehničnega osebja, da namestitev
in konfiguracija ne predstavlja večje težave.
3.4 Izbira kandidatov za validacijo
Najprej je bila izbrana programska rešitev Observium, saj je že nameščena
na omrežju podjetja in služi nadzoru internih omrežnih naprav. Storitev
omogoča tudi nadzor oddaljenih strežnikov preko protokola SNMP in je torej
primerna rešitev za nadzor strežnikov WMS, saj strežniki privzeto podpirajo
protokol SNMP, preko katerega Observium izvaja nadzor nad strežniki.
Rešitvi Prometheus in Grafana sta bili izbrani, ker predstavljata drugačen
arhitekturni pristop k izvajanju strežnǐskega nadzora. Metrične vrednosti se
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osrednji Prometheus storitvi posredujejo preko protokola HTTP. V podjetju
imamo pozitivne izkušnje z orodjem Kubernetes, ki ga razvija ista organi-
zacija kot Prometheus. Grafana ima razvit vtičnik za prikaz in nadaljnjo
obdelavo Prometheusovih metrik, zato je primerno orodje za razširitev Pro-
metheusovih prikaznih zmožnosti.
Rešitev Zabbix sem izbral za ovrednotenje zato, ker gre za orodje, ki ima
dolgo tradicijo aktivnega razvoja. Njegova prva stabilna različica je namreč
izšla že leta 2004 in je storitev od takrat naprej v aktivnem razvoju. Razvojni
cikel izdaj Zabbixa ponuja možnost izbire različic z dolgoročno podporo (angl.
LTS, Long Term Support), kar je za implementacijo v produkcijskem okolju
posebej zaželeno. Nadalje ima Zabbix obsežno dokumentacijo, v kateri so
dobro razložene funkcionalnosti rešitve. Na spletni platformi Udemy sem se
udeležil tudi tečaja praktične uporabe Zabbixa[3], na katerem sem se pre-
pričal, da je Zabbix res primeren kandidat za nadzorni sistem strežnikov
WMS.
Nagios XI je plačljiv sistem za strežnǐski nadzor, arhitekturno podoben
Zabbixu. V ovrednotenje je bil vključen z namenom, da ocenim, katere mo-
rebitne prednosti ima programska rešitev, ki ni prosto dostopna. Motiviralo
me je tudi dejstvo, da sestrsko podjetje za nadzor svojih strežnikov uporablja
prav Nagios XI in da so z delovanjem sistema zadovoljni.
Oracle Manager Cloud Control 13c sem kot potencialnega kandidata za
nadzorni sistem izbral zato, ker je razvit s strani podjetja Oracle. Vsi
strežniki WMS kot integralni del programske opreme namreč uporabljajo
podatkovne baze Oracle. Zaradi tega sem prǐsel do sklepa, da nadzor nad
podatkovnimi bazami pri tej rešitvi po vsej verjetnosti ni vprašljiv. Želel
sem raziskati, nadzor katerih metrik operacijskega sistema, strojnih virov in





4.1 Priprava testnega okolja za validacijo rešitev
Na interni VMware platformi podjetja je bila postavljena kar se da verna
replikacija enega od strežnikov stranke, ki je tekom izdelave diplomskega
dela služila kot testni sistem za validacijo in test funkcionalnosti rešitev. Vse
prikazane rešitve so bile postavljene na prav tej virtualizacijski infrastrukturi.
4.2 Observium
4.2.1 Splošno o Observiumu
Observium je platforma, primarno namenjena nadzoru omrežnih entitet, ki
zahteva malo vzdrževanja in podpira širok spekter tipov naprav in operacij-
skih sistemov, med drugim Cisco, Windows, Linux, Juniper in več drugih.
Osrednja odlika storitve je zmogljiv, pa vendar enostaven in intuitiven vme-
snik za spremljanje zdravja in statusa nadzorovanih enot.[16]
Observium zbira podatke odjemalcev s pomočjo protokola SNMP (pod-
pora za verzije v1, v2c, v3) in prikazuje metrične podatke prek spletnega
25
26 Jakob Režun
čelnega dela aplikacije v obliki grafov in tabelaričnih vrednosti. Poleg tega
modusa obratovanja omogoča tudi nameščanje agentov na nadzorovane sis-
teme in pridobivanje podatkov preko njih. Storitev je napisana v program-
skem jeziku PHP in za svoje delovanje uporablja podatkovno bazo MySQL
ter strežnik HTTP. Zaledni del aplikacije (angl. backend) uporablja paket
RRDtool kot stroj za shranjevanje metričnih podatkov in izris grafov.[18]
4.2.2 Konfiguracija odjemalca, prikaz delovanja
Na strani strežnika, ki ga želimo nadzorovati, je potrebno namestiti storitev
SNMP, nastaviti konfiguracijske parametre: ime skupnosti (angl. community
name), omogočiti oddaljeni dostop s strežnika Observium preko omrežnih
vrat 161. Nadzorovani strežnik je bil preko čelnega dela Observiuma uspešno
dodan, zaradi česar nadaljnji konfiguracijski koraki niso bili potrebni.
Slika 4.1: Tabelarični prikaz splošnih informacij o sistemu, grafični prikazi
obremenjenosti sistemskih virov, aktivnih procesov in števila prijavljenih
uporabnikov nadzorovanega strežnika, dodanega v Observium preko proto-
kola SNMP
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Observium ima možnost nastavljanja opozoril ob preseženih vrednostih,
ki jih je možno definirati preko čelnega dela aplikacije, z vključeno podporo
pošiljanja preko e-pošte.
Agenti, ki so na voljo v aplikaciji, žal nimajo podprtega zbiranja metrik
podatkovne baze Oracle, javanskih programov, prav tako niso zmožni izva-
janja baznih poizvedb po meri.[17] Aplikacija torej ne ustreza več zahtevam,
navedenih v razdelku 2.3.
4.3 Prometheus
4.3.1 Splošno o Prometheusu
Prometheus je sistem za nadzor in obveščanje o preseženih vrednostih, ki ga je
zasnovalo podjetje SoundCloud, pozneje pa je postal odprtokodni projekt, ki
je vzdrževan neodvisno od kakšnega krovnega podjetja in ima široko skupnost
aktivnih razvijalcev in uporabnikov.[2] Prometheus shranjuje vse podatke v
formatu časovnih serij dogodkov, pri čemer so posamezni podatki indeksirani
po časovnem zaporedju. Strežnik Prometheus je sestavljen iz štirih glavnih
komponent:
 iz podatkovne baze, kjer so podatki shranjeni kot časovne serije dogod-
kov
 iz modula za pridobivanje podatkov (angl. puller), ki pridobiva po-
datke s strežnikov, ki jih nadzorujemo
 iz strežnika HTTP, ki obdeluje podatke preko poizvedbenega jezika
PromQL
 iz čelnega dela aplikacije, kjer so zbrani podatki lahko posredovani v
obliki grafičnega prikaza, tabelaričnih vrednosti ali pa služijo kot vho-
dni podatki za nadaljnji prikaz/procesiranje preko HTTP API-ja, ki je
v rešitvi že implementiran.
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Na strani strežnika, ki ga nadziramo, je potrebno namestiti agenta, t.i. izvo-
znika (angl. exporter), ki preko protokola HTTP v standardizirani tekstovni
obliki izvaža ter prikazuje metrike, ki so lahko treh tipov:
 števec (angl. counter) - kolikokrat se je merjena vrednost zgodila, de-
nimo število prijav na strežnik
 merilec (angl. gauge) - številčna vrednost v trenutku pridobivanja me-
trike, denimo trenutna poraba delovnega spomina
 histogram - za metrike, pri katerih nas zanima čas izvajanja, denimo
latenca dostopanja do strežnika
4.3.2 Namestitev, konfiguracija, prikaz delovanja
Namestitev je potekala preko binarnega paketa, ki je na voljo za sisteme
Linux, podatkovna baza je že bila integrirana v namestitveni paket, zato
ločena namestitev ni bila potrebna. Storitev je bila dodana v zagonski upra-
vljalec systemd ter vzpostavljena začetna konfiguracija storitve, ki je urejena
s pomočjo konfiguracijske datoteke formata yml.
Po uspešni namestitvi je bil grafični vmesnik dosegljiv preko brskalnika:
http://<server_IP/DNS_zapis>:9090.
Sledi namestitev izvoznika na strežnik, ki bo pod nadzorom. Gre za
”Node Exporter”, ki je razvit s strani Prometheus razvijalcev za metrike
strojne opreme in operacijskega sistema. Napisan je v programskem jeziku
GO in podatke črpa neposredno iz Linuxovega jedra. Nemestitev poteka
preko binarne datoteke in se zaganja preko zagonske skripte systemd.
Test delovanja vtičnika je moč izvesti preko brskalnika http://<server_
IP/DNS_zapis>:9100/metrics. Pregled sidrǐsč (angl. hooks), ki jih vtičnik
omogoča, pokaže, da storitev vsebuje zadostno število indikatorjev za nadzor
strojnih virov strežnika in pregled zdravja operacijskega sistema.
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Slika 4.2: Preverjanje pravilnega vračanja metričnih podatkov Prometheuso-
vega vtičnika Node Exporter preko spletnega brskalnika
Vtičnik je treba registrirati na strežniku Prometheus, ki vleče podatke
od odjemalcev preko spletnega naslova in ustreznih omrežnih vrat. Node
Exporter ne omogoča pregledovanja podatkovne baze, vendar so na spletu
na voljo dodatne rešitve s tovrstno funkcionalnostjo.
4.3.3 Vpeljava dodatnih funkcionalnosti
Oracle izvoznik
Gre za na portalu Github najden vtičnik za izvoz metrik podatkovnih baz
Oracle. [11] Namestitev je povzročala kar nekaj težav, in sicer zaradi pomanj-
kljivih namestitvenih navodil, saj so namestitveni koraki napisani tako, da jih
uporabnik brez predhodnih izkušenj s Prometheusom težko razume. Storitev
za svoje delovanje denimo potrebuje dostop do odjemalskih knjižnic specifične
verzije Oracla, kar pa v dokumentaciji ni nikjer navedeno. Po izvedbi vali-
dacije izvažanja metrik http://<server_IP/DNS_zapis>:9161/metrics je
bil vtičnik uspešno dodan v konfiguracijo strežnika Prometheus. Poleg im-
plementiranih standardnih poizvedb o učinkovitosti izrabe baznega spomina,
številu procesov, bazni dosegljivosti preko poslušalca in pregleda zasedenosti
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baznih diskov ASM, omogoča tudi proženje baznih poizvedb po meri, ki pa
morajo vračati številčne vrednosti, ki se v ozadju pretvorijo v Prometheusove
objekte tipa Merilec.
Javanski izvoznik
Vtičnik, dostopen preko portala Github, zbira metrike javanskega navide-
znega stroja in izpostavlja ter agregira mBeans podatke ciljnih javanskih apli-
kacij, ki imajo omogočeno upravljalsko razširitev za Javo, JMX.[1] Program-
ski moduli strežnika WMS, sicer podrobneje opisani v poglavju Programski
moduli strežnika, so napisani v Javi. Možnost spremljanja performančnih
parametrov javanskih modulov je nadvse dobrodošla, saj so v primeru slabe
odzivnosti oz. počasnega delovanja sistema lahko razvojni ekipi posredovani
dodatni podatki za analizo.
Slika 4.3: Graf, generiran iz metričnih podatkov o dejavnosti korenske dis-
kovne naprave sistema Linux, prikazan v Prometheusu
Kot je razvidno iz zgornje slike, Prometheus sicer omogoča izris grafov,
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vendar je ta funkcionalnost omejena, saj je graf prikazan le za posamično
metriko. Omenjena funkcionalnost je bolj namenjena testiranju ter raz-
hroščevanju pri pridobivanju posameznih metrik in ne služi kot platforma
za vizualizacijo več performančnih indikatorjev na enem mestu. Za izdelavo
pregledne plošče z bolǰso vizualizacijo sem se odločil za orodje Grafana, ki
je tudi po mnenju razvijalcev Prometheusa ena od priporočljivih rešitev za
gradnjo enovitih preglednih plošč.
Slika 4.4: Ciljne odjemalske storitve Node Exporter, Oracle izvoznik, Java
izvoznik ter zajemanje metričnih podatkov osrednjega strežnika, registirane
v Prometheusu
4.4 Grafana
4.4.1 Splošno o Grafani
Grafana deluje kot spletna aplikacija in je orodje za vizualizacijo in nadaljnjo
obdelavo podatkov, ki kot vhodne podatke preko vdelanih API-jev sprejema
več različnih tipov izvornih storitev, denimo Elastic Search, Graphite, Cloud
Watch, Azure Monitor ter seveda tudi Prometheus.[14]
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4.4.2 Namestitev, konfiguracija, prikaz delovanja
V Oracle Linux paketni upravljalnik je bil dodan repozitorij za aplikacijo,
zato jo je bilo mogoče namestiti preko operacijskega sistema. Po zagonu je
mogoče do Grafane dostopati preko http://<server_IP/DNS_zapis>:3000.
V čelnem delu aplikacije je bil kot vir dotoka podatkov izbran Prometheus.
Slika 4.5: Shema integracije Prometheusa in Grafane
4.4.3 Izdelane pregledne plošče
Izdelane so bile pregledne plošče za vtičnike Prometheus:
 Prometheus Node Exporter, z grafičnim prikazom sistemskih virov ter
indikatorjev pravilnega delovanja operacijskega sistema
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 Več preglednih plošč za podatkovno bazo Oracle (velikost tabel, pre-
gled porabe sistemskih virov podatkovne baze, beleženje napak bazne
dnevnǐske datoteke), ki podatke črpajo iz storitve Prometheus Oracle
izvoznik
 Pregled delovanja javanskega modula Sokoban, s podatkom o njego-
vem trenutnem statusu, času dosegljivosti od zagona, verziji Jave, ki jo
modul uporablja, ter obremenitve sistemskih virov, ki črpa podatke iz
Prometheus Java izvoznika
Slika 4.6: Pregledna plošča v Grafani, izdelana na podlagi metričnih podat-
kov Prometheusovega vtičnika Node Exporter
4.5 Zabbix
4.5.1 Splošno o Zabbixu
Gre za odprtokodno platformo za distribuirane rešitve nadzorovanja strežni-
kov.[21] Zabbix je fleksibilen sistem mehanizmov obveščanja o stanju strežnika,
ki vključuje sistem grafičnega prikaza podatkov glede na definirane parame-
tre strežnǐskih sistemov. Upravljanje parametrov in ogled statistik omogoča
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spletni čelni vmesnik aplikacije, ki nudi vpogled v stanje sistemov preko vseh
naprav, ki imajo možnost prikaza preko brskalnika. Orodje Zabbix je prosto
dostopno in v osnovi ni plačljivo, obstaja pa možnost zakupa komercialne in
plačljive podpore, ki jo izvaja podjetje Zabbix Company.
4.5.2 Zabbix arhitektura
Zabbix strežnik
Slednji predstavlja osrednji del programske rešitve. Strežnik lahko oddaljeno
preverja nadzorovane naprave z uporabo enostavnih servisnih preverb, poleg
tega pa ji kot centralni komponenti agenti poročajo podatke in statistike o
svoji razpoložljivosti in integriteti. Na strežniku je nameščena podatkovna
baza, ki hrani vse konfiguracijske, statistične in operativne podatke o odje-
malcih. Nadalje vključuje mehanizme za obveščanje o preseženih vrednostih,
in sicer s precej široko podporo protokolov za obveščanje. Nativno ima de-
nimo implementiran tudi strežnik SMTP za pošiljanje obvestil. Poleg tega
gosti tudi čelni del aplikacije, dosegljive preko protokola HTTP. Omogoča
naslednje načine pregledovanja sistemov:
 agenti - opisani v razdelku spodaj
 SNMP - na strani odjemalcev ni potrebe po nameščanju Zabbixovih
agentov, ker lahko metrične podatke pridobijo neposredno preko pro-
tokolov SNMP verzije 2c in 3, ki so ponavadi nameščeni na strežnikih
Linux oziroma so dosegljivi preko njihovih paketnih upravljalcev
 JMX - merjenje metrik javanskih aplikacij preko upravljalske razširitve
za Javo, JMX, za izvajanje oddaljenih preverb javanskih modulov. Na
strani javanske aplikacije ni potrebna namestitev dodatnih vtičnikov,
potrebno je le ustrezno nastaviti zagonske parametre, da se omogoči
podpora za oddaljeni nadzor metrik, ki jih podpira upravljalska razširitev
za Javo
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 IPMI - protokol za izvajanje nadzora naprav, ki ni vezan na tip cen-
tralne procesne enote nadzorovane naprave, njenih strojno-programskih
modulov (angl. firmware) in/ali njenega operacijskega sistema
Zabbix namestnǐski strežnik
Izbirni del infrastrukture Zabbix. Namestnik (angl. proxy) zbira metrične
podatke in podatke o dosegljivosti v imenu strežnika Zabbix. Ta funkcional-
nost je koristna za razbremenitev centralnega strežnika Zabbix, saj se znatno
zniža poraba centralne procesne enote in je manj vhodno/izhodnih obreme-
nitev diskovnih naprav centralnega strežnika. Uporaba namestnikov je dobra
ideja tudi v primeru, da je več strežnǐskih sistemov za požarnim zidom in je
tako potrebno na požarnem zidu dodati zgolj eno izjemo za zadosten pretok
podatkov. Odjemalci namreč svoje metrične podatke sporočajo namestniku,
ki jih nato pošilja do centralnega strežnika.
Zabbix agent
Da lahko kar najbolje izkoristimo zmožnosti infrastrukture Zabbix za nadzor
lokalnih virov in aplikacij, je najbolj smotrno, da na strežnike, ki jih želimo
nadzorovati, namestimo Zabbixove agente. Ti zbirajo operativne informacije
sistemov, na katerih so nameščeni, in jih periodično, glede na nastavljene
intervale zajema izvedb, sporočajo strežniku Zabbix za nadaljnjo obdelavo
ter prikaz. Agenti Zabbix so učinkoviti, ker za zbiranje statističnih informacij
v največji meri izkorǐsčajo nativne sistemske klice. Agenti lahko izvajajo
aktivne ali pasivne poizvedbe sistemskih parametrov. Pri pasivnih preverbah
ukaz za izvajanje preverbe pošlje strežnik Zabbix, pri aktivnih pa agenti
sami sporočajo podatke v smeri strežnika Zabbix, z možnostjo posredovanja
podatkov centralnemu strežniku preko namestnǐskega strežnika.
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Slika 4.7: Razlika v delovanju aktivnega in pasivnega agenta v infrastrukturi
Zabbix
4.5.3 Namestitev, konfiguracija, prikaz delovanja
Pripravljen je bil Linux strežnik Oracle Linux 8.3, na katerega je bila pred-
hodno nameščena podatkovna baza MySQL, saj namestitveni paket Zabbix
podatkovne baze ne vsebuje. V operacijskem sistemu je bil dodan repozitorij
Zabbix, nameščen pa je bil preko Linuxovega paketnega upravljalca. Po-
trebno je bilo ustvariti uporabnika v podatkovni bazi in ustvariti potrebne
bazne entitete v podatkovni bazi MySQL. S tem je bila namestitev strežnika
končana in je čelni del aplikacije postal dostopen preko spletnega naslova
http://<server_IP/DNS_zapis>/zabbix.
Sledila je namestitev agenta Zabbix na strežnik, ki ga želimo nadzoro-
vati, zagon agenta in dodajanje agenta v strežnik Zabbix preko čelnega dela
strežnǐske aplikacije Zabbix. Po dodatku je bil izveden inicialni test pove-
zljivosti in za tem izbran prednastavljeni vzorec (angl. template) za prikaz
preglednih plošč sistemskih metrik. Linux sistemi so, kar se tega tiče, dobro
podprti.
Vzorec za sisteme Linux med drugim zajema sledeče podatke:
 centralna procesna enota - število jeder, nazivna hitrost jeder, raz-
položljivost prostih virov, trenutna poraba, časovnica neaktivnosti
 delovni spomin - količina delovnega spomina sistema, trenutna poraba,
zgodovina porabe, uporaba izmenjalne datoteke (angl. swap)
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 Linux koren - maksimalno število dovoljenih procesov, število odprtih
datotečnih deskriptorjev
 Linux OS - verzija, arhitektura sistema, nameščeni programi, zadnji
čas zagona, čas dosegljivosti od zadnjega zagona (angl. uptime)
 mreža - seznam vmesnikov, aktivnost povezav, količina omrežnega pro-
meta, hitrost
Slika 4.8: Testiranje delovanja pridobivanja informacije o številu CPE jeder
nadzorovanega strežnika po dodatku agenta v Zabbix
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Slika 4.9: Grafični prikaz obremenjenosti in porabe CPE, ki jih zajema agent
Zabbix, prikazani v pregledni plošči čelnega dela Zabbixa
V primerjavi s sistemom Prometheus je ena od prednosti vsekakor ta,
da lahko strežnik Zabbix podatke prejema tudi kot tekstovne datoteke ter
objekte formata json in vsebuje stroj za predprocesiranje podatkov. Slednji
omogoča izluščenje informacij, na podlagi katerih se lahko nastavijo ustrezni
parametri za ustvarjanje opozoril. V specifičnem primeru strežnika WMS
je ena od možnih implementacij te funkcionalnosti denimo iskanje izjem v
arhivskih dnevnǐskih datotekah javanskih modulov in grafični prikaz nihanj




Podobno kot pri Prometheusu, tudi Zabbixova privzeta namestitev ne pod-
pira nadzora podatkovne baze Oracle. Implementacijo novega tipa vtičnika
Agent2 z možnostjo nadzora Oracla namreč omogoča šele od različice 5.0
naprej. Vtičnik kot binarni paket prenesemo na nadzorovani strežnik, ga
dodamo v konfiguracijske skripte centralnega strežnika Zabbix ter ga preko
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čelnega dela aplikacije povežemo z želeno ciljno napravo. Vtičnik poleg stan-
dardnih poizvedb o količini porabe baznega spomina, števila procesov, bazne
dosegljivosti preko poslušalca, pregleda nad zasedenostjo baznih diskov ASM,
omogoča tudi proženje baznih poizvedb po meri. Slednje so na nadzorova-
nem strežniku nameščene v obliki .sql datotek, ki se preko agenta na strežnik
pošljejo v obliki datoteke json in se lahko predobdelujejo s pomočjo ukazov
REGEX ali programskega jezika JavaScript.
Slika 4.10: Bazna poizvedba po meri, sprožena preko rešitve Zabbix
4.5.6 Systemd monitor
Javanski moduli, ki tečejo na strežniku, so zagnani preko Linuxovega zagon-
skega upravljalca systemd. Za pridobivanje podatkov, nastavitev opozoril
o izpadih v delovanju, se lahko, poleg neposrednega preverjanja statusa ja-
vanskega modula samega (preko upravljalske razširitve za Javo) uporabi tudi
ta Zabbixov programski modul za zagotovitev večje redundance, dosegljiv na
spletǐsču GitHub.[19] Spodaj je naveden ukaz za testiranje pravilnosti delova-
nja pridobivanja podatkov modula iz ukazne lupine nadzorovanega strežnika.
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S tem se lahko preveri pravilnost delovanja še pred registracijo vtičnika preko
čelnega dela aplikacije Zabbix. Vtičnik v primeru, da je opazovana storitev
systemd zagnana, javi status 0, v nasprotnem primeru pa vrednosti večje od
0. Spodaj prilagam vzorec delovanja, specifično storitve SSH na nadzorova-
nem strežniku:
[epilog@test ~]$ zabbix_agentd -t "systemd.service.status[sshd]"
systemd.service.status[sshd] [t|0]
4.6 Nagios XI
4.6.1 Splošno o Nagiosu XI
V nabor orodij za nadzor sem vključil tudi en plačljiv sistem, da ocenim,
katere morebitne prednosti takšna rešitev pravzaprav ponuja. Gre za iz-
delek, osnovan na prosto dostopni odprtokodni rešitvi Nagios Core. Neka-
tere od deklariranih prednosti plačljive različice (v primerjavi z brezplačno)
so vključitev vodičev za namestitev širokega spektra naprav, vgrajeni grafi,
preglednice in konfigurabilne pregledne plošče za bolj sofisticirano poročanje,
asistenca pri reševanju težav s pomočjo Nagios podporne službe, možnost
izdelav grafov za napovedovanje morebitnih nadgradenj kapacitet strojnih
virov v prihodnosti ter možnosti posodabljanja parametrov več nadzorova-
nih strežnikov na en mah.[8]
4.6.2 Nagios XI arhitektura
Nagios XI strežnik
Osrednji modul programske rešitve, ki zbira metrične podatke odjemalcev,
jih shranjuje v podatkovni bazi MySQL, vključuje mehanizme za obveščanje o
preseženih vrednostih ter služi kot gostitelj čelnega dela aplikacije, dosegljive
preko protokola HTTP. Načini pregleda nad sistemi, ki jih rešitev omogoča:
 agenti - razlaga specifik agentov Nagios XI je opisana v razdelku spodaj
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 SNMP (podpora inačicam protokola 1, 2c ter 3) - prednost tovrstnega
nadzora nad sistemom je v tem, da za nadzor nad napravo ni potrebno
namestiti dodatnih Nagios XI specifičnih storitev, zadostuje že name-
stitev, zagon ter konfiguracija Linuxovega protokola SNMP
 WMI - tehnologija, ki omogoča brezagentni nadzor strežnikov in delov-
nih postaj Microsoft Windows, ki pa zaradi narave naših nadzorovanih
naprav, operacijski sistem v uporabi je Linux, za našo implementacijo
ni relevantna.
Nagios XI agent in vtičniki
Nagios oddaljeni izvajalec vtičnikov je agent, ki služi komunikaciji z odda-
ljenimi nadzorovanimi napravami. Agent čaka na ukaze za preverbo s strani
strežnika Nagios XI in ob prejemu zahtevka požene vtičnik na napravi, ki
nato izvede zahtevo in podatke posreduje nazaj na Nagios XI. Vtičniki so bi-
narni programi ali skripte, ki so odgovorne za izvajanje dejanskih metričnih
poizvedb. Tako agent, kot tudi vtičniki, so nameščeni na ciljni napravi, ki jo
nadzorujemo.[9]
Slika 4.11: Shematični prikaz delovanja sistema Nagios XI
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4.6.3 Namestitev, konfiguracija, prikaz delovanja
Na voljo je več namestitvenih možnosti, sam sem izbral namestitveno sliko
(angl. image) VMware, ki je bila uvožena na interno infratrukturo VMware.
Po uvozu programske slike je bil strežniku nastavljen statični IP-naslov, čelni
del aplikacije pa je postal dostopen preko spletǐsča http://<server_IP/DNS_
zapis>/nagiosxi/.
Konfiguracija ter namestitev agentov na ciljne sisteme je nadvse eno-
stavna, saj čelni del aplikacije omogoča dodajanje širokega spektra naprav
preko vodičev, ki so implementirani v sistem. Na validacijski strežnik sem
s pomočjo vodičev v nekaj minutah namestil nadzor nad strežnikom preko
agenta NRPE ter protokola SNMP. Po namestitvi so bili že privzeto dosegljivi
performančni grafi ter nastavljene generične mejne vrednosti nadzorovanih
entitet, avtomatsko pa je začela prihajati tudi e-pošta z opozorili.




4.6.5 Vtičniki za Oracle
Za pravilno delovanje Oracle vtičnikov je bilo na strežnik Nagios XI po-
trebno predhodno namestiti Oraclove odjemalske knjižnice za dostop ter do-
datne knjižnice programskega jezika Perl. Preko čelnega dela aplikacije je
bilo mogoče namestiti tri vtičnike za Oracle:
 Oracle Query - zagon ter pregled Oracle poizvedb po meri
 Oracle Serverspace - pregled obremenitev strojnih virov Oracle in-
frastrukture
 Oracle Tablespace - velikosti tabelnih prostorov
Pregled diskovnih naprav ASM je bilo potrebno urediti ročno, in sicer prek
urejanja konfiguracijskih datotek ter registracije storitve na danem nadzoro-
vanem strežniku.
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Slika 4.13: Rezultati poizvedbe zasedenosti diskov ASM v Nagiosu XI
Slika 4.14: e-pošta z opozorilom o preseženi vrednosti števila procesov po-
datkovne baze, posredovana preko Nagiosa XI
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4.6.6 Systemd monitor
Sistem Nagios XI ima res obsežen nabor dodatnih knjižnic za razširitev
zmožnosti osnovnega sistema.[4] Na spletǐsču, kjer so zbrane razširitve osnov-
nih zmožnosti sistema, je bil najden vtičnik, ki lahko služi nadzoru nad sto-
ritvami, registriranimi preko systemd, in ki je po konfiguraciji začel vračati
želene vrednosti, podobno kot pri prej omenjenem Zabbixovem vtičniku.
4.7 Oraclove rešitve za nadzor
Podatkovne baze Oracle, predvsem premium različice za podjetja (angl. EE,
Enterprise Edition), ponujajo več rešitev za nadzor. Stareǰse različice (kot
denimo rešitev Oracle Enterprise Manager 11g Database Control, ki je del na-
mestitvenega paketa stareǰse podatkovne baze Oracle, verzije 11.2.0.4) imajo
kljub obsežni podpori za nadzor podatkovnih baz več očitnih pomanjkljivosti
v luči potreb nadzorne rešitve, ki bi jo želel realizirati v sklopu pričujočega di-
plomskega dela. Namestitev je namreč zgolj lokalna in zato ne nudi možnosti
zbiranja več nadzorovanih sistemov na enem mestu, poleg tega pa ima tudi
zelo skromen nabor možnosti pregleda stanja operacijskega sistema in stroj-
nih virov strežnika. Pregledi nad podatkovno bazo so sicer obsežni, vendar
veliko funkcionalnosti temelji na multimedijski programski rešitvi Flash, ki
od konca leta 2020 ni več podprta in jo sodobni spletni brskalniki zato ne
prikazujejo več. Ta rešitev bo torej romala v anale računalnǐske zgodovine.
4.7.1 Oracle Enterprise Manager Cloud Control 13c
Programska rešitev ponuja rešitev za nadzor in upravljanje celotne Oracle
IT-infrastrukture preko ene same storitve. Sicer je v svoji osnovi orodje, ki
je primarno zasnovano za nadzor podatkovnih baz, vendar kljub temu nudi
možnosti za nadzor operacijskih sistemov in strojnih virov. Ponuja inte-
grirano rešitev za celostno upravljanje fizičnih in navideznih strežnikov. Z
zagotavljanjem celovitih zmožnosti spremljanja, upravljanja in popravljanja
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konfiguracij prek spletnega uporabnǐskega vmesnika, Oracle Enterprise Ma-
nager Cloud Control 13c bistveno zmanǰsa zapletenost in stroške, povezane
z upravljanjem okolij operacijskih sistemov Linux, UNIX in Windows.[5]
4.7.2 Oracle Enterprise Manager Cloud Control 13c
arhitektura
Oracle Management agent (OMA)
Teče na ciljni napravi in zbira informacije o strojni opremi, operacijskem
sistemu in aplikacijah, ki tečejo na strežniku. Vtičniki omogočajo razširitev
funkcionalnosti agentov preko predprocesiranja in manipulacije podatkov,
ki jih agenti zbirajo in posredujejo na centralni strežnik. Na voljo so t.i.
”upravljalni paketi”: pri privzeti namestitvi programa so denimo nameščeni
vtičniki za podatkovno bazo Oracle (omogočajo odkritje, nadzor in beleženje
obremenitev podatkovne baze Oracle, Oracle ASM-ja itd.) ter vtičnik za
sistemsko infrastrukturo Oracle (nadzor nad strojno opremo, operacijskim
sistemom, virtualizacijskim programjem...).
Oracle Management strežnik (OMS)
Centralni strežnik storitve, ki zbira podatke, ki jih proizvajajo agenti OMA.
Strežnik OMS pridobiva podatke agentov in jih zbira v centralni repozitorij.
OMS nadalje deluje kot spletni uporabnǐski vmesnik.
Oracle Management repozitorij (OMR)
OMR je podatkovna baza Oracle, ki hrani podatke, ki jih zbere OMS. OMR
je mogoče namestiti z visoko stopnjo redundance, saj je lahko nameščen v
obliki Oracle gruče v več vozlǐsčih.
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Slika 4.15: Shematični prikaz arhitekture Oracle Enterprise Manager Cloud
Control 13c
4.7.3 Namestitev, konfiguracija, prikaz delovanja
Za namestitev je bil na interni virtualizacijski platformi najprej postavljen
strežnik Oracle Linux, nanj je bila nameščena podatkovna baza Oracle 19c
EE, ki je služila kot podatkovni bazni repozitorij (OMR), na koncu je bila
na strežnik nameščena še aplikacija. Med procesom namestitve je prǐslo do
večjih težav, četudi je bila storitev nameščena na posodobljen sistem (na
katerem ni bila zagnana nobena druga storitev) in prazno podatkovno bazo.
Kljub temu je sčasoma, in sicer s pomočjo nasvetov, najdenih na spletu,
namestitev le uspela. Storitev je dosegljiva preko spletǐsča http://<server_
IP/DNS_zapis>:7803/em.
Preko čelnega dela aplikacije je bilo potrebno na sistem, ki se je nad-
zoroval, namestiti agente OMS, ki centralnem strežniku posredujejo želene
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metrike. Kljub temu, da storitev ni primarno mǐsljena za nadzor nad stanjem
operacijskega sistema in strojnih virov, je število merjenih metrik za sistem
Oracle Linux res obsežna. Pri storitvi velja izpostaviti, da poleg vdelanih
grafov za prikaz posameznih metrik ponuja tudi več naprednih preglednih
plošč, recimo tabelo, iz katere lahko razberemo seznam procesov z najvǐsjo
porabo procesorja, delovnega spomina ipd.
Slika 4.16: Preglednica procesov z najvǐsjo porabo procesorskega časa v Ora-
cle Enterprise Manager Cloud Control 13c
Ker gre za interno Oracle orodje, je bazni del nadzora nadvse dobro pod-
prt in omogoča koncizne vpoglede v stanje sistema. Pregledovalni sistem je
razdeljen na posamezne enote bazne infastrukture in vključuje preglede nad
metrikami storitve visoke razpoložljivosti, primerka ASM (angl. ASM in-
stance), baznega primerka ter baznega poslušalca. Poleg zagona poizvedb po
meri omogoča tudi prikaz izvedbenih planov poizvedb in ustvarjanje ter pri-
kaz poročil avtomatskega delovno-obremenitvenega odlagalǐsča (angl. AWR,
Automated Workload Repository).
Slika 4.17: Preglednica statistik diskovnih naprav ASM v Oracle Enterprise
Manager Cloud Control 13c
Poglavje 5
Izbira najprimerneǰse rešitve
V preǰsnjem poglavju sem pri namestitvi in konfiguraciji posameznih rešitev
želel izvesti t.i. potrditev koncepta (angl. proof of concept), pri čemer sem
se osredotočil predvsem na možnosti implementacije z razširitvami osnovnih
funkcionalnosti, če osnovni paketi storitev niso omogočali vseh želenih nad-
zornih elementov, ki bi zajeli kar se da veliko pokritost zahtev, opisanih v
razdelku 2.3 diplomskega dela. Izdelal sem tabelo s pregledom izpolnjevanja
podanih zahtev:
Slika 5.1: Pregled izpolnjevanja zahtev nadzornih rešitev, podanih v razdelku
2.3
V luči dejstva, da več preliminarnih zahtev ni bilo izpolnjenih, je bila
prva storitev, ki je bila črtana s seznama kandidatov za implementacijo za
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potrebe našega podjetja, rešitev Observium. Na deklarativni ravni je rešitev
s strani avtorjev oglaševana kot sistem za nadzor omrežnih naprav, za kar
se v podjetju tudi uporablja. Kljub temu pa obsežna podpora za spremlja-
nje omrežnih metrik ni ena od glavnih motivacij za vpeljavo nove nadzorne
rešitve. Implementacijo novih tunelov VPN v imenu podjetja vrši zunanji
podizvajalec, omrežne povezave med strežnikom WMS, računovodskim sis-
temom, fizičnimi skladǐsčnimi napravami in odjemalci aplikacije pa so pod
okriljem strankine IT-službe, ker načeloma dostopamo samo do strežnikov,
kjer tečejo podporni moduli WMS ter podatkovna baza. V primeru težav
z odjemalci aplikacije uporabljamo rešitve kot sta denimo TeamViewer in
VNC za dostop do odjemalcev, kar se tiče pa omrežnega dela nazorovalne
rešitve, zadostuje že osnovni nabor funkcionalnosti. Ker naše stranke ni-
majo nujno velikega računalnǐskega oddelka, jim po potrebi asistiramo tudi
pri analizi omrežnih težav, vendar v takih primerih, ki se sicer ne dogajajo
na dnevni bazi, zadostuje že uporaba namenskega orodja za ugotavljanje
omrežnih težav Wireshark.
Glavna pomanjkljivost storitve je omejen nabor dodatnih fukcionalnosti
izven osnovnega paketa, v našem primeru gre za izostanek metrik za nadzor
podatkovnih baz Oracle. Kot pozitivne točke rešitve velja izpostaviti stabil-
nost delovanja. V letu dni, odkar je rešitev nameščena, še ni prǐslo do izpada
delovanja. Poleg tega ima tudi nadvse nizke strojne zahteve za delovanje,
odziven vmesnik in pa enostavno dodajanje nadzorovanih entitet.
Sklep: Observium ostane kot rešitev za nadzor internih omrežnih naprav
podjetja, vendar se ga ne uporabi za nadzor strežnikov WMS.
Prometheus ter Grafana sta orodji, ki se s problematiko nadzora spo-
padata s pomočjo drugačnih arhitekturnih prijemov. Agenti, nameščeni na
nadzorovanih strežnikih, svoje metrike izpostavljajo preko protokola HTTP,
kar omogoča, da se hitra preverba trenutnih metričnih vrednosti lahko izvede
kar preko brskalnika, s povezavo preko IP-naslova/DNS zapisa na napravo,
in celo brez uporabe strežnika Prometheus ali preverbe grafičnega izrisa v
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Grafani. Nadzorni sistem Prometheus je zasnovan pregledno in modularno,
centralni strežnik privzeto deluje kot zajemalec in shranjevalec metrik, s spo-
sobnostjo interpretacije rezultatov s pomočjo poizvedbenega jezika, vsebuje
pa tudi rudimentarne sposobnosti grafičnega prikaza podatkov. Glavne pred-
nosti tovrstne arhitekturne zasnove so najbolj razvidne pri nadzoru nad stro-
kom kontejnerskih vsebnikov, ko je špartanskost osnovnega paketa zaželena,
da se izognemo režiji (angl. overhead). Glede funkcionalnosti, ki jih Prome-
theus in Grafana ponujata za nadzor, je eden od pomislekov ta, da nadzor
nad podatkovno bazo Oracle ni del “uradnega” paketa izvoznikov in da se
zanesenjaško razvija na portalu Github. Funkcionalno sicer zadošča našim
potrebam, vendar namestitev rešitve na več kot 50 strežnikov predstavlja
določen finančni in časovni zalogaj za podjetje. Poleg tega zanašanje na mo-
dul, za katerega ni nobene garancije glede podprtosti na noveǰsih izdajah
Prometheusa ali novih različicah podatkovne baze Oracle in ki zaradi tega
potencialno ne bo prejel nujno potrebnih varnostnih posodobitev, prinaša
določeno mero tveganja.
Sklep: Razvijalci podatkovne baze za interno testiranje ter ad hoc razvojne
aktivnosti uporabljajo vsebnike Docker, zaradi česar Prometheus ter Gra-
fana, zaradi enostavne namestitve in nizke stopnje režije, predstavljata dobro
orodje za preverjanje učinkovitosti proženja baznih poizvedb.
Oracle Enterprise Manager Cloud Control 13c predstavlja celostno rešitev
za nadzor, z ozirom na problemsko domeno, s katero se ukvarjamo. Vsi
strežniki WMS namreč kot integralni del funkcionalnosti logističnega sistema
uporabljajo podatkovno bazo Oracle. Izpostaviti je treba, da je namestitev
storitve prinesla določene nepredvidene izzive. Med drugim je velikost na-
mestitve presegla 30GB prostora na trdem disku, kot centralni repozitorij
za zbiranje metrik pa je bilo potrebno namestiti plačljivo poslovno verzijo
podatkovne baze. Sicer pa gre za nadvse kompetentno rešitev za oddaljeni
nadzor strežnǐskih sistemov. Glavne prednosti rešitve so pregledne plošče z
zbranimi vrednostmi procesov glede na celokupno porabo centralno proce-
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sne enote, delovnega spomina ter diskovnih naprav. Nadzor nad metrikami
podatkovne baze je nadvse obsežen. Poleg zmožnosti, ki jih ponujajo ostale
rešitve, omogoča dodatne napredne funkcije: analize izvajalnih načrtov ba-
znih poizvedb, pregled nad internimi napakami, ki jih prožijo bazni elementi
ipd. Glavna pomanjkljivost so licenčni pogoji uporabe. Napredne funkcio-
nalnosti so vezane na tip licence podatkovne baze. Polna funkcionalnost sis-
tema je na voljo za premium različice baze, pri standardnih različicah (angl.
SE, Standard Edition) podatkovnih baz Oracle pa se ne smejo uporabljati.
Prav tako je tudi na strani nadzorovane naprave potrebna zajetna namesti-
tev agenta. Uporabnǐski vmesnik čelnega dela aplikacije, četudi nameščen na
zmogljivem strežniku, je najpočasneǰsi in najmanj odziven od vseh testiranih
rešitev.
Sklep: Rešitev se namesti na interne razvojne strežnike podatkovnih baz
in na sisteme strank, pri katerih je nameščena ustrezna licenca podatkovnih
baz.
Zabbix in Nagios XI sta arhitekturno nadvse podobno zastavljeni storitvi.
Obe rešitvi nudita nadzor preko agentov, ki so integralni del programske
rešitve, in ponujata nadzor nad strežniki preko protokola SNMP. Nativno,
preko osnovnih paketov, ki so del jedrne (angl. core) infrastrukture, pod-
pirata nadzor nad podatkovno bazo Oracle in omogočata pregled javanskih
aplikacij preko upravljalske razširitve za Javo. Obe rešitvi imata na vo-
ljo pester nabor dodatnih vtičnikov za razširitev osnovnega nabora storitev.
Modus operandi čelnega dela aplikacije pri obeh sledi isti paradigmi. Subjek-
tivno mi je bilo rokovanje z Zabbixom bolj intuitivno, zaradi česar sem za
spletno iskanje nasvetov in rešitev porabil veliko manj časa. Obe rešitvi sta
primerni za uporabo in izvajanje nadzora s strani tehničnega osebja, kate-
rega primarna ekspertiza sicer ni izvajanje nadzora strežnikov Linux, saj se
po nastavitvi konfiguracije vse aktivnosti odvijajo preko čelnega dela apli-
kacije. Obe rešitvi ponujata avtomatsko iskanje nadzorovanih naprav preko
omrežja, tako da se po namestitvi agentov na odjemalcih lahko izvede regi-
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stracija več strežnikov na centralni strežnik v enem mahu. Ena od glavnih
prednosti Zabbixa je implementacija namestnǐskih strežnikov za razbremeni-
tev centralnega strežnika in vǐsjo stopnjo skalabilnosti storitve v prihodnje.
Dodaten argument, ki prevesi odločitev na stran Zabbixa, pa je ta, da je
Zabbix brezplačna rešitev, Nagios XI pa plačljiva. Menim, da slednja ne
prinaša toliko dodatne vrednosti, da bi upravičila svojo ceno. V primeru
odprave večjih, nepremostljivih težav nadzorne rešitve, se lahko pri Zabbixu
naknadno zakupi komercialna podpora produkta.
Sklep: Kot primarno orodje za nadzor oddaljenih strežnǐskih struktur se v




Na tržǐsču je seveda več orodij za nadzor oddaljenih strežnǐskih infrastruktur,
kot jih je bilo opisanih v tem diplomskem delu in namen diplomskega dela
ni bil preveriti vseh. Potrudil sem se, da sem v nabor preizkušenih rešitev
vključil kar se da širok spekter različnih pristopov nadzora strežnǐskih infra-
struktur. Z izbranimi rešitvami smo v večji meri pokrili zahtevane funkcio-
nalnosti nadzora, ki so bile določene kot glavne zahteve.
Vpeljane rešitve za nadzor nad strežniki pa v enem oziru žal niso po-
polnoma ustrezne – izkazalo se je namreč, da pregled arhivskih dnevnǐskih
datotek ni na zadostni ravni. Nekatere rešitve sicer imajo zmožnost iskanja
ključnih besed po arhivih in predobdelave podatkov za prikaz, vendar bi bila
veliko bolj smotrna uvedba namenskega orodja. Prav to pa pravzaprav pred-
stavlja naslednji korak v izbolǰsavi sistema za nadzor v podjetju. Obetavna
se zdi rešitev, ki jo ponujajo storitve Elasticsearch, Logstash in Kibana.
Nova rešitev je dobra samo v primeru, če izbolǰsa obstoječe stanje in
predstavlja dodano vrednost. O monetarnih prednostih, ki jih je podjetje z
rešitvijo pridobilo, je še preuranjeno podrobno diskutirati. Poteka namreč
faza implementacije na sisteme, zaradi česar se bodo rezultati pokazali šele
čez nekaj časa. Ocenjujem, da se bo znatno znižal čas rednih mesečnih
pregledov stanja strežnikov, ker ročna prijava na vsakega izmed njih ne bo več
potrebna ter bo manj preverjanja poročil, prejetih po e- pošti. Bi pa na tem
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mestu izpostavil situacijo, ki pokaže, da je bila odločitev za vpeljavo novega
sistema za nadzor pravilna. Eden od odjemalcev sistema WMS je stranka v
Mehiki. V sklopu migracije fizičnega strežnika na virtualno platformo sem
izkoristil priložnost za namestitev rešitve Zabbix na strežnik. Stranka nam
je v zadnjem času poročala, da je prǐslo do upočasnitve sistema ob polni
obremenitvi. Zaradi časovne razlike so bile te težave najbolj izrazite ponoči
po našem času, vendar stranka naslednji dan ni znala točno oceniti, kdaj
so se težave začele. Preǰsnja rešitev ni omogočala enostavnega vpogleda
v to, kdaj točno je do težav pravzaprav prǐslo. S pomočjo Zabbixovega
grafičnega prikaza pa smo vendarle lahko razbrali točen čas, kdaj je uporaba
centralne procesne enote začela naraščati. Pregledali smo arhivske datoteke
ter v enem od podpornih modulov prepoznali bazno proceduro, ki se je prožila
ob tistem času. Izsledke smo posredovali razvojni ekipi, ki je bazno proceduro
optimizirala in problem je bil rešen.
Področje računalnǐstva se venomer spreminja, področje logističnih infor-
macijskih sistemov pri tem ni nobena izjema. V zadnjem času je zaznati
porast uporabe rešitev z vsebniki (angl. containers) in po vsej verjetnosti
bodo strežnike, kot je vzorčni strežnik WMS, opisan v tej diplomski nalogi,
v prihodnosti nadomestile drugačne rešitve. Čelni del programske rešitve,
ki je sedaj razvit kot javanska aplikacija, bo sčasoma spremenjen v spletno
rešitev. To bo prineslo dodatne izzive, kot tudi prilagoditev ali pa celo za-
menjavo izbranih nadzornih rešitev. Kljub temu pa se osnovni principi v
bližnji prihodnosti verjetno ne bodo tako drastično spremenili, da bi izbrane
rešitve postale neuporabne. V diplomskem delu je bilo zajetih in preverjenih
več sistemov za nadzor strežnikov, sicer v luči specifične implementacije za
logistični sistem, vendar upam, da to besedilo lahko pomaga tudi drugim
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[14] Grafana Labs. Domača stran Grafane. Dosegljivo: https://grafana.
com/. [Dostopano: 5. 1. 2021].
[15] Brian Lee Ellison and Elizabeth Nord Pierce. Centrally managing and
monitoring software as a service (saas) applications. US-8271615-B2,
page 12, 2012.
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