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The kinetic compensation effect (KCE), observed in many fields of science, is the systematic
variation in the apparent magnitudes of the Arrhenius parameters Ea, the energy of activation, and
ν, the preexponential factor, as a response to perturbations. If, in a series of closely related activated
processes, these parameters exhibit a strong linear correlation, it is expected that an isokinetic
relation will occur, then the rates k become the same at a common compensation temperature
Tc. The reality of these two phenomena continues to be debated as they have not been explicitly
demonstrated and their physical origins remain poorly understood. Using kinetic Monte Carlo
simulations on a model interface, we explore how site and adsorbate interactions influence the
Arrhenius parameters during a typical desorption process. We find that their transient variations
result in a net partial compensation, due to the variations in the prefactor not being large enough
to completely offset those in Ea, both in plots that exhibit a high degree of linearity and in curved
non-Arrhenius plots. In addition, the observed isokinetic relation arises due to a transition to a
non-interacting regime, and not due to compensation between Ea and ln ν. We expect our results
to provide a deeper insight into the microscopic events that originate compensation effects and
isokinetic relations in our system, and in other fields where these effects have been reported.
PACS numbers: PACS numbers: 82.20.Db, 68.43.Vx, 68.43.Nr, 68.43.De
I. INTRODUCTION
Many physical, biological, and chemical processes ex-
hibit a strong temperature dependence, in the sense that
they rely on thermally activated mechanisms to overcome
energy barriers in order for the process to proceed. The
rate, k, of many such processes follows an Arrhenius type
behavior:
k = νe
−Ea
kBT , (1)
where Ea is the activation energy, ν the preexponen-
tial factor, T is the temperature and kB is Boltzmann’s
constant. Information parameterizing such processes are
usually obtained through an Arrhenius plot, constructed
with a series of measurements of ln k vs. 1/T , from which
one obtains the activation energy as the slope, and the
preexponential factor from the intercept.
A characteristic feature in a series of closely related
thermally activated processes, where a parameter has
been varied (e.g. the concentration of an additive in a
chemical reaction) is a systematic change in the appar-
ent magnitudes of Ea and ν [1–3] as a response to pertur-
bations, known as the kinetic compensation effect. Such
a hypothetical set is schematically represented in Fig. 1.
The premise behind the concept of ‘compensation’ is that
∗ zunigahansen@lsu.edu
FIG. 1. (Color Online) Schematic idealized Arrhenius plots
for a set of closely related thermally activated processes:
ln k = ln ν − Ea/kBT , crossing at the compensation tempera-
ture, Tc, where the rates appear to have the same value kc.
When the parameters Ea and ν are constant, the slope yields
the energy of activation and the y−intercept yields the natu-
ral logarithm of the preexponential factor.
a change in the magnitude of Ea is compensated or offset
by a concomitant change in the preexponential factor ν
[2–6], and they satisfy the linear relationship [5, 7]:
ln νi = βEa,i + α, (2)
where α and β are constants. This linear relationship
originates from the Constable plot, which is, in turn, con-
tructed with the data pairs Ea,i, ln νi obtained from the
slope and y−intercept, respectively, of the ith Arrhenius
plot [1, 8, 9]. A hypothetical Constable plot of ln ν vs.
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2FIG. 2. (Color Online) Schematic idealized Constable plot for
a set of closely related thermally activated processes. Each
data point represents a data pair (Ea,i,ln νi) extracted from
the slope and y−intercept, respectively, of the Arrhenius plot
that corresponds to the ith activated process. The fingerprint
of the kinetic compensation effect is said to be a strong linear
correlation among data points in this plot.
Ea is schematically represented in Fig. 2.
Following this method of analysis, a kinetic compen-
sation effect is observed when the data points on the
Constable plot fall on a straight line [10]. Then the pa-
rameters are obtained by combining Eq. 2 with Eq. 1:
lnνi = ln ki +
Ea,i
kBT
= βEa,i + α; β then becomes 1/kBTc,
where Tc is the compensation temperature [1, 3, 7, 8],
and α becomes ln ki. This predicts that at Tc the Ar-
rhenius plots cross, and at that point the rates become
the same and ‘independent of external parameters and
perturbations’ [1, 7, 10–12]. This is known as the isoki-
netic relation (IKR) [1, 10], or isokinetic equilibrium,
also schematically represented in Fig. 1. Historically, the
KCE and IKR have been defined interchangeably or as
synonymous [13], since the observation of one is thought
to directly imply the occurrence of the other [1, 13]. This
is a natural assumption, given that, as seen before, one
can predict the IKR from a the linear relationship in
Eq. 2. We should note, however, that this is only possi-
ble when the linear correlation coefficient between data
points in the Constable plot is exactly 1 [1].
In their extensive review [1], Liu and Guo propose that
the KCE and IKR are separate phenomena, which may
be observed independently, and should be characterized
as such: the KCE should be identified solely by the strong
linear correlation between Ea and ln ν [1, 5, 8, 10, 12,
14], and the IKR by the convergence of Arrhenius plots
around a single temperature value [1, 12].
The extraction of parameters from the slope and
y−intercept of an Arrhenius plot has proven to be a use-
ful and important method that allows for the empiri-
cal determination of rates [13, 15], however, it has been
widely accepted for some time now that the parameters
Ea and ν need not be constants throughout many acti-
vated processes [5, 16–21]. This leads to the observation
that each point in the Constable plot indeed corresponds
to a data pair of fixed values of Ea,i, ln νi, therefore, if the
two phenomena are to be defined separately, this raises
the question of the physicochemical significance of an ob-
served linear correlation in a case where the IKR is not
simultaneously satisfied.
It has been proposed that throughout an activated pro-
cess the parameters vary in a manner such that they in-
crease or decrease in the same direction, and compensate
or offset each other, in a way that the overall rate re-
mains almost unchanged [1–6, 9, 11, 17, 20–22]. This
behavior would perhaps justify the extraction of con-
stant Arrhenius parameters, but has not been explicitly
demonstrated[1, 23, 24]. A strong interdependence of the
parameters has been attributed to them being extracted
from the same temperature dependent data [1, 10, 25],
instead of through independent measurements (which are
not always possible). A strong linear correlation obtained
this way is likely, as mentioned by Cornish-Bowden in
[25], the consequence of the two variables being ‘larguely
the same variable looked at in two ways’. In addition,
some instances of the IKR do not yield a compensation
temperature Tc that falls within the experimental range,
and is therefore found by extrapolation [3, 25]. Thus the
existence of the kinetic compensation effect and isokinetic
relation continue to be the subject of heated debate, and
are often believed to have a purely mathematical origin
[8, 10, 15, 25, 26] and to lack any physical or chemical
significance.
Nevetheless, the KCE and IKR, as well as the closely
related entropy-enthalpy compensation, continue to be
reported in many different areas of science, such as tem-
perature programmed desorption [23], fouling [15], grain
boundary migration [9], heterogeneous catalysis [2], crys-
tallization of amorphous solids [27], glass transitions [28],
adsorption [7, 29, 30], chemical reactions [7] molecular
self-assembly [11, 31] and the melting of solids [22] among
others.
Here, we explore the very notion of the KCE, at the
fundamental level, through the use of kinetic Monte Carlo
[32] simulations in the context of physical desorption; to
do this we quantify the transient variations in the Arrhe-
nius parameters throughout the activated process and
verify if those changes exhibit a compensatory behavior.
Our methodology is to perform the ab initio numerical
calculation of the energy of activation, along with the cal-
culation of the decrease in the coverage with increasing
temperature, during the thermal desorption of interact-
ing and non-interacting adsorbates from an energetically
homogeneous, crystalline lattice. By doing this we step
aside from an approach that relies on preconceived func-
tional forms that yield the best fit to the desorption data
[6, 10], and/or that predicts the variations in the param-
eters to yield a KCE and an IKR, in the context of the
criteria used to identify them in [1]. In the present work
we consider only attractive lateral interactions. Using
our numerical results for Ea and coverage, we can ex-
tract the preexponential factor ν, and quantify its tran-
sient variations as well. To our knowledge, this approach
3has not been done before.
Our numerical results span a range of adsorbate-
adsorbate attractive interaction strengths, calculated as
a percentage of the fixed surface binding energy, this pro-
vides the experimental parameter that is being altered in
the series of similar activated processes; all while keep-
ing the substrate structure fixed. Our method allows us
to verify and explicitly quantify the level of compensa-
tion that has not been successfully achieved to date using
more traditional methods. Snapshots of our computer
simulations are shown in Fig. 3.
Our results show that the parameters effectively ex-
hibit a behavior that supports the occurrence a com-
pensation effect, however, the observed changes in the
preexponential factor are not large enough to effectively
compensate or offset the significant variations in the ac-
tivation energy, Ea, which arise due to strong cover-
age dependence. This produces a net partial compen-
sation between Ea and ln ν in all regimes of interaction
strength presented in this study. These results are in
stark contrast with previously reported strong coverage
dependencies of the preexponential factor in the regime
of strong interactions [17, 19, 20], which can result when
the parameters are extracted through forced linearization
[17, 23, 24]. Partial compensation has been previously
considered [1, 3], but this notion is not as widespread as
that of a complete KCE; here we also observe that the
partial compensation effect is not incompatible with the
occurrence of curved Arrhenius plots, also referred to as
non-Arrhenius behavior [18, 21, 33, 34].
In the context of isokinetic equilibrium, we observe
a tendency of the Arrhenius plots to converge towards
the region of low coverage and high temperature. Our
plots, however did not cross at a common Tc, instead the
interacting regime plots reach the non-interacting one
at significantly different temperatures, which could be
due to the 10% difference between regimes of interaction
strength. Nevertheless, we extracted those temperatures,
as well as the values of Ea and ν at those points, and
found that the Arrhenius parameters become numerically
very close to those assigned to the bare surface, which im-
plies that the convergence of rates cannot be attributed
to a compensation effect between Ea and ν, but instead
to a transition to a regime where the effects of lateral
interactions become negligible. And it is also consistent
with the rates becoming independent of perturbing pa-
rameters.
We also analyzed a subset of data with adsorbate-
adsorbate interaction strenght of < 10% of the binding
energy of the surface. Many physisorption experiments
with weakly interacting adsorbates and energetically het-
erogenous, crystalline surfaces fall in this category [35].
We performed the linear fit to the Arrhenius plots and
show that the slope and y−intercept method of analysis
yields more accurate results in this regime, and also that,
in this regime, the assumption of a constant preexponen-
tial factor can be justified. Nevertheless, the parame-
ters exhibit the same behavior we observed in the other
FIG. 3. (Color Online) Visualization of the kinetic Monte
Carlo simulations during a desorption run for a 2D square
lattice substrate. Increasing temperature from left to right.
In these instantaneous snapshots the (blue) filled circles rep-
resent occupied sites and the lines denote the periodic bound-
aries of the simulation domain. Binding energy is set to
Eb = 100 and the interaction energy  = 0, in this repre-
sentative example.
FIG. 4. (Color Online) Typical desorption profile for a nu-
merical TPD experiment of non-interacting adsorbates for a
2D square lattice substrate starting from full fractional cov-
erage, θ = 1. As the temperature, T , increases the coverage,
θ, decreases. The site binding energy is set to Eb = 100 and
the interaction energy  = 0 (in simulation units), in this
representative example.
stronger interaction regimes, as well as the tendency to-
wards an IKR, which can also be explained in terms of a
transition to the non-interacting regime.
II. MODEL SYSTEM AND METHODOLOGY
TPD is an experimental technique used in surface sci-
ence to extract surface parameters, such as binding en-
ergies, sample porosity [36] and sorption capacity; it has
applications in chemical speciation [37] and contaminant
removal [38]. In a typical experiment a surface in an
evacuated chamber is exposed to a gas until the desired
uptake is achieved, then the sample is heated with a lin-
ear temperature ramp of the form: T (t) = T (0) + ∆Tt,
where ∆T is the temperature step and t is time. The re-
sults are in the form of the substrate fractional coverage,
θ(T ), as a function of temperature T [39]. A typical sim-
ulation data set is shown in Fig. 4 for the non-interacting
species examples shown in Fig. 3. The corresponding rate
and Arrhenius plots are shown in in Fig. 5.
4The most common method of analysis starts with the
Polanyi-Wigner equation of desorption:
θ˙ = θnνe−Ea/kBT , (3)
where, θ˙ is the rate at which the coverage decreases with
increasing temperature, and n the order of the process.
Physical desorption from a uniform planar surface corre-
sponds to order 1, thus we set n = 1 for the remainder
of the present work. The most common method of ex-
traction of the parameters of interest is from the slope
and y−intercept, respectively, of the Arrhenius plot, ln k
vs. 1/T , where in our case, k ≡ θ˙/θ (see Fig. 5). As dis-
cussed before, such a parameterization has proven use-
ful in the empirical determination of rates [15], however,
the parameters Ea and ν exhibit variations throughout
the desorption process due to one or more of the follow-
ing factors: surface energetic heterogeneity [40, 41], lat-
eral interactions [23, 24], multiple chemical species [42],
and/or changes in surface configuration [4].
Our methodology is to simulate a TPD process from
a quasi-two dimensional, square lattice of side L, with
N = L2 = 1600 sites and periodic boundary conditions
using a kinetic Monte Carlo algorithm [32]. The lattice is
energetically homogeneous, so that each site j, has an as-
sociated binding energy, Ejb = Eb = 100, in units where
kB = 1. We explore attractive interaction strengths ,
that range from 0 to  ≤ 0.9Eb. To track the desorption
process, the kinetic Monte Carlo scheme follows a series
of steps: we first specify the initial conditions, including
the binding and interaction energies, initial temperature
(which we alter depending on ), step size, and initial
coverage (which is set to 100% in all cases). The sec-
ond step is to calculate the number of occupied nearest
neighbors per site, the site energies, and the probabili-
ties associated with each of the allowed transitions. The
energy desorption barrier per site Ej , is given by
Ej = Eb +
z∑
m=1
njm, (4)
where each site, j, picks up an energy contribution from
its m nearest occupied neighbors. Thus, njm = 1 when a
neighbor site is occupied, zero if empty, and z = 4 is the
coordination number for the square lattice under consid-
eration here. Next, an allowable transition - desorption
or diffusion to a neighboring site - is selected and the
state of the system is updated, then the time counter is
increased as prescribed by the kinetic Monte Carlo algo-
rithm within the grand canonical ensemble. The temper-
ature ramp is controlled by increasing T after so many
time steps δt, which is here set to unity. Finally the cover-
age, temperature and activation energy are updated and
recorded. The process is repeated until the lattice is com-
pletely empty. Our results are obtained as an (ensemble)
average over 100, independent runs; see Fig. 3 for repre-
sentative simulation images at early (low), intermediate,
and late (high) times (temperatures).
FIG. 5. (Color Online) Rate of coverage decrease θ˙, as a
function of temperature T (left panel) obtained from the nu-
merical derivative of the desorption data (Fig. 4) and the
corresponding Arrhenius plot (right panel) for the thermal
desorption of non-interacting species ( = 0) from a square
lattice with homogeneous binding energy Eb = 100. The solid
lines represent the fit to Eq. 3 on the left panel, and to the
Arrhenius plot, ln k = −βEa+ln ν, with k ≡ θ/θ˙, on the right
panel. Note that scatter in the numerical data becomes more
prevalent at higher temperatures.
III. RESULTS
The first step is to verify that our simulation results
can be fitted to Eq. 3 for the non interacting regime ( =
0).We show this on the left panel of Fig. 5. On the right
panel of the same figure, we performed the corresponding
linear fit to the Arrhenius plot, from which we obtain the
following parameters: Ea = 100 ± 2 and ν = 1 ± 0.01
(extrapolated intercept). The value for Ea, as expected,
matches the input binding energy, Eb, within error.
A. Activation Energy
One of our main results is the calculation of the tran-
sient variations in the energy of activation throughout the
desorption process, during which Ea is calculated using
Eq. 4 as, Ea =
1
N
∑N
j Ej .
Our results for Ea are plotted as a function of coverage
in Fig. 7. In the non-interacting regime, the activation
energy remains constant and matches the binding energy
itself, as expected, which is consistent with the fact that
it represents the only energy barrier to desorption. This
feature of the non-interacting regime also applies locally
at each site. In the case of interacting species, on the
other hand, additional contributions coming from site-
occupied nearest neighbors result in a stronger binding
of the adsorbates to the surface, which varies locally due
to the heterogeneous distribution of interacting occupied
sites throughout the desorption process. This leads to an
enhanced activation energy, or effective desorption bar-
rier, and also to the curvature of Arrhenius plots, which
is observed to increase as a function of  for attractive
interactions.
In a MF way, the additional contributions to the acti-
vation energy due to occupied sites interacting with oc-
cupied neighbors is given by the term: zθ, where z is
5FIG. 6. (Color Online) Desorption data for different interac-
tion energies  specified as a percentage of the fixed binding
energy, Eb = 100. Desorption curves (top) shows the depen-
dence on the fractional coverage θ, as a function of tempera-
ture T . Arrhenius plots (bottom) ln θ˙/θ vs.1/T and best linear
fits to the data (lines). As the interaction strength increases,
so does the curvature of the plot.
the coordination of the lattice substrate (z = 4 for the
square lattice used here), θ is the coverage, and  the
adsorbate-adsorbate interaction energy. Then, the total
mean activation energy is, < Ea >= (1 + zfθ)Eb, where
f = /Eb, is the fractional interaction energy. This anal-
ysis is shown by the solid line fits to the data in Fig. 7.
As seen, the MF approach is only correct for the non-
interacting regime (when f = 0) and for the interacting
systems only at the extreme coverage values (when θ = 1
and 0). The reason behind this is that the MF approach
presupposes that at the molecular level, each site sees
the same number of occupied neighbors throughout the
substrate; in other words the coordination of occupied
interacting sites, zo, is delta-function distributed. This
is only true at complete coverage, where the distribu-
tion of interacting sites, P (zo) = δ(zo − 4), and again
FIG. 7. (Color Online) Magnitude of the activation energy
Ea, as a function of coverage θ (symbols). Solid lines are a
mean field (MF) analysis of the data: < Ea >= (1 + zfθ)Eb,
with f = /Eb (corresponding to the percentage values given
in the legend) and z is the coordination number of the lattice.
Here, z = 4 for the square lattice.
at zero coverage: P (zo) = δ(0). Thus, deviations from
the MF picture come from the distribution of interacting
sites during the kinetics. As a result, due to the added
energy contributions when interactions are present, the
sites become energetically heterogeneous. To illustrate
this point, Fig. 8 shows the P (zo) for one interaction en-
ergy at several coverages, which shows how the occupa-
tion coordination becomes wider at coverages away from
complete and zero coverage.
FIG. 8. (Color Online) Distributions, P (zo), of the interact-
ing site-occupied coordination number zo, at several values
of the coverage,theta indicated by key, for the representative
example,  = 30% of Eb. Other non-zero interaction energies
exhibit similar behavior.
6FIG. 9. (Color Online) (Color Online) Rate of coverage de-
crease, θ˙, computed as the numerical time-derivative of the
coverage data. The solid lines compare the rates calculated
using the activation energies and Eq. 3 assuming ν = 1. The
difference with increasing interaction is a signature of devia-
tions from Arrhenius behavior due to changing ν.
FIG. 10. (Color Online) Preexponential factor ν, as a function
of coverage θ, for different interaction energies.
B. Pre-exponential Factor
To verify whether a compensation effect occurs, we cal-
culated the rate of desorption analytically, using the en-
ergies of activation in Fig. 7 and Eq. 3, while keeping ν
fixed at 1. These results are plotted in Fig. 9 (solid lines).
We then compared the resulting plots with the desorption
rate data, obtained through the numerical derivatives of
the desorption curves on the top panel of Fig. 6, and are
also plotted in Fig. 9 (symbols). The difference between
the two indicates that there must be some variation in
the prefactor ν. We then extracted ν, these results are
plotted in Fig. 10, where it can be seen that the preex-
ponential factor also exhibits variations as the coverage
decreases. In the non-interacting regime, Fig. 10 displays
how ν remains constant at unity (the observed fluctua-
tions are due to the numerical derivatives used to obtain
FIG. 11. (Color Online) Arrhenius plots with the contribution
from Ea (solid lines), ν is kept fixed at 1 (left panel) compared
to the Arrhenius plots obtained from our data (symbols); and
the natural logarithm contribution to the Arrhenius plots for
these interaction regimes (right panel) using the same scale
as the figure on the left panel for direct comparison. Most of
the curvature in the Arrhenius plots is due to the variations
in Ea, which shows that the contribution from ν does not
compensate for the changes in Ea, as variations in ν are small
by comparison, as can be seen in the right panel. Scatter is
due to numerical noise.
the data). For  > 0, ν exhibits a systematic deviation
from the non-interacting value as the strength of the in-
teraction increases. In this sense ν( = 0) is the bare
desorption rate that is renormalized in the presence of
interactions. While the trend towards decreasing ν with
increasing , is consistent with some level of compensa-
tion, the changes in ν are significantly smaller in magni-
tude compared to those in Ea (see Fig. 7), and are not
large enough to effect complete compensation.
To visualize the degree to which the parameters com-
pensate each other, we plotted the separate contributions
of Ea and ln ν to the Arrhenius curve of various interac-
tion strength regimes, these results are shown in Fig. 11.
On the left panel we show the Arrhenius plots calculated
by keeping ν fixed at a value of 1, and using our numerical
results for Ea (solid lines). When compared to the Ar-
rhenius plots obtained directly from the desorption data
(symbols), the curvature remains almost unchanged, in-
dicating that the relative contribution due to ln ν is small
in all regimes of interaction strength. On the right panel
of Fig. 11 we added the we plot ln ν vs. 1/T , and we see
that ln ν remains approximately constant and relatively
close to 1 in all cases. Our results in Figs. 10 and Fig. 11
do not yield ‘unusually large’ preexponential factors that
exhibit a strong coverage dependence in the regime of
strong interactions [19, 20, 43, 44], and which have been
identified as an indicator of false compensation effects in
thermal desorption [24].
C. Correlations
A thermodynamic point of view posits that the changes
in ν can be attributed to changes in the entropy [9, 45].
This view is somewhat contained within the Erying-
Polanyi equation [3, 46, 47], where Ea is associated with
the enthalpy of activation ∆H, and ν has a frequency
component, κ, a temperature dependence, and an en-
7FIG. 12. (Color Online) Correlation and cluster analyses.
Left: site time autocorrelation function Cj (see text for def-
inition), for various interaction strengths. Simulation times
were chosen to span the desorption processes for the different
energies. Right: number of distinct clusters, Nc, as a func-
tion of coverage for zero, intermediate, and large interaction
strengths.
tropy component ∆S [9],
k = κ
kBT
h
e
∆S
kB e
−∆H
kBT , (5)
where, h is Planck’s constant. It follows that for the non-
interacting case,  = 0, the frequency component of ν is
unchanged due to the fact that desorption and diffusion
events are unaffected by the presence of nearest neigh-
bors, and the changes in ∆S are perhaps sufficiently small
in this regime, since the number of available microstates
from one state to the next does not change significantly
with the desorption or diffusion of a single particle. In
Fig. 10 we observe that ν always starts and ends at, or
close to, 1 for all regimes: during the initial and final
phases of the desorption process, the entropy is at its
lowest, and approaches zero at the very beginning and
end. At intermediate times/temperatures the entropy
increases due to the number of microstates that now be-
come available. In all cases,  ≥ 0, the initial phase
of desorption occurs through eating away of the large,
percolating, connected cluster of occupied sites. Yet, in
the non-interacting case, there is a lack of correlation as
to which sites become unoccupied, while with increasing
, site occupation is correlated over longer timescales as
desorption due to the fact that desorption and diffusion
events are slowed down. These enhanced correlations can
be quantified through the time autocorrelation function
for site occupation: Cj =< σj(t + τ)σj(t) >, where σ is
the site occupation number, which takes on the values 0
or 1, and τ is the time lag over which correlations are
measured. The results of Fig. 12 (left) demonstrate that
correlations in site occupation become greatly enhanced
as  increases.
As desorption proceeds, the occupied lattice starts to
break up into connected (smaller) island clusters of oc-
cupied sites, this has been observed experimentally [48].
The number of clusters reaches a maximum value at a
coverage value which both depend on interaction strength
as indicated by the data shown in Fig. 12(right). We can
interpret these features as follows: for a given value of the
coverage, systems with stronger interactions are likely to
exist in larger but fewer clusters due to enhanced site
correlations that persist to longer times/temperatures. If
the number of clusters decreases the entropy is expected
to decrease, which is reflected in the value of ν. The
data of Fig. 12 shows that the coverage at which the dif-
ference in the number of clusters is largest coincides with
the greatest difference in the ν values, consistent with
Fig. 10. And although the numerical difference in the
number of clusters of Fig. 12 (right) at first sight appears
insignificant, amounting to approximately a 10% differ-
ence, this becomes significantly magnified when evaluat-
ing the entropy through counting the number of accessi-
ble microstates.
D. False kinetic compensation effects in Thermal
Desorption
In this section we explore a reason for a a false com-
pensation effect in thermal desorption, which is demon-
strated by Miller et al. in [23]. Starting from the slope
of the Arrhenius plot, when all explicit dependencies are
considered [23, 24]:
d ln
(
θ˙/θ
)
d (1/T )
= −Ea(θ)
kB
+
dθ
d (1/T )
(
∂ln ν(θ)
∂θ
− 1
kBT
∂Ea(θ)
∂θ
)
.
(6)
Here the second order terms contained within the paren-
theses in produce a non-constant slope and can only
be ignored if: (1) the parameters are constant, (2) if
measurements are made over a region where the change
in the coverage is vanishingly small
(
dθ
d(1/T ) ∼ 0
)
, or
(3) if the second order terms sum to zero, as a spe-
cial manifestation of the compensation effect. Assum-
ing the latter, the following differential equation results:
∂ln ν(θ)
∂θ =
1
kBT
∂Ea(θ)
∂θ , and its solution reduces back to
Eq. 2 [23]. This approach also suggests that the varia-
tions in the parameters occur in the same direction, and
with the same, or almost the same magnitude, thus the
changes in Ea and ν during the desorption process are
ignored [24], and it also forces a straight line through the
data that will likely lead to a false KCE [23, 24]. Our re-
sults in Figs. 10 and 11 do not support this assumption.
The increasing curvature of the Arrhenius plots in Fig. 6
is the first visible indicator, if the variations in the pa-
rameters were effectively in the same direction and with
the same or almost the same magnitude, then the plots,
at the correct order, should always yield straight lines.
To further emphasize this point we calculated the sec-
ond order terms in 6 using our numerical data. The re-
sults are shown in Fig. 13.
In Fig. 13 the derivative of Ea exhibits much larger
variations (left panel) than ln ν (right panel). When the
terms are added, according to Eq. 6, the result is only
zero in the non-interacting case, as expected, otherwise
it yields a non-zero, finite contribution, which is plotted
in Fig. 14. It should be noted that the factor 1/kBT atten-
8FIG. 13. (Color Online) Second order, coverage-dependent
terms appearing in the parantheses of Eq. 6: Derivatives of,
Ea (left panel) and ln ν (right panel) with respect to coverage
θ.
FIG. 14. (Color Online) Second order terms in Eq. 6 ∂ln ν(θ)
∂θ
−
1
kBT
∂Ea(θ)
∂θ
, the terms only add to zero in the non-interacting
regime, this implies that the second order terms in the slope
of the Arrhenius plot can only be ignored in that instance.
uates variations in ∂Ea(θ)∂θ , and, while these second order
terms are not particularly large, they yield a finite non-
zero contribution (see Fig. 6), that, when ignored, forces
a straight line through the data.
E. Isokinetic relation (IKR)
In the context of isokinetic equilibrium, it can be seen
in Fig. 6 (bottom panel) that the plots exhibit a tendency
to converge towards the region of high temperature and
low coverage. However, and as previously stated, we do
not observe that the plots cross at one value of Tc, but
all interacting curves seem to reach the non-interacting
one, or an extrapolation of it, at different temperatures.
We indicate approximate values of Tc for each interaction
regime in Fig. 15, and the numerical values of Ea, ν and
ln k at those temperatures are displayed in table I. As
observed, the values of Ea are very close to that assigned
to the binding energy of the surface Eb = 100. This in-
formation and the observed convergence towards the re-
gion of low coverage and high temperature, implies that
this resembles an isokinetic relation. We did not rely too
heavily on the numerical values of the prefactor ν, since
this parameter remains close to 1 throughout the desorp-
TABLE I. Numerical values of the parameters, Ea and ν,
at approximate compensation temperatures, where the Ar-
rhenius plots of the different interaction regimes reach the
non-interacting plot, or an extrapolation of this curve.
 Crossing Temp. Ea ν ln k
10% 60 -100.3474 1.00678 −1.67177
30% 78 -100.118027 0.9304 −1.35568
50% 89 -100.64 1.003921 −1.1268736
70% 104 -100.319222 0.91164 −1.05712
90% 118 -100.235456 0.8753 −0.98268
FIG. 15. (Color Online) Approximate compensation tempera-
tures for all interaction regimes, indicated by the dashed lines
in the same color as the corresponding Arrhenius plots (sym-
bols). The region where these compensation temperatures
are observed correspond to low coverage and high tempera-
ture, where the effects of lateral interactions on the rates of
desorption k start to become negligible.
tion process (see Fig. 10), and the rates become close,
but not exactly the same. Nevertheless, the significance
of this IKR is that it does not occur because of a com-
pensation between Ea and ln ν, but due to a transition to
the non-interacting regime, where the rates are governed
solely by the parameters of the surface, and is therefore
in agreement with the rates becoming independent of ex-
ternal parameters and perturbations [7].
F. Weak Adsorbate Interactions
In this section we show numerical results for the regime
of weak lateral interactions, specifically for adsorbate-
adsorbate interaction strengths  ≤ 10% of the binding
energy. As mentioned before, some physisorption experi-
mental studies fall in this category, such as the desorption
of Xe from a graphite surface [35]. In this regime the Ar-
rhenius plots are fairly close to linear, and estimation of
the parameters using the slope and intercept method of
analysis are more accurate to within a few percent of the
actual calculations (see Table II). In table II we tabulate
9FIG. 16. (Color Online) Arrhenius plots for interaction
strengths, 1%, 5% and 9% of the surface binding energy. In-
sets show the coverage-dependence of the activation energy,
Ea, and preexponential factor, ν. Symbols are simulation
data and solid lines are best linear fits to the data. Com-
paring between the linear fitting and exact calculations of
the Arrhenius parameters yields the following error estimates
in {Ea, ν}: {2.9%,4%}, {2.5%,13%}, and {7.5%,123%}, with
increasing interaction strength. The vertical dashed line in-
dicates a possible compensation temperature.
TABLE II. Arrhenius parameters, Ea and ν, obtained using
a forced linear fit to the Arrhenius plots compared with the
directly calculated values from the simulations.
 Ea max. Ea linear fit < ν > calculated ν linear fit
0% 100 102 0.9899 1.0
1% 104 107 1.019 1.06
5% 120 123 0.95688 1.08
9% 145 156 0.931 2.08
10% 140 167 0.931 2.4
30% 220 292 0.89361 8.18
90% 460 785 0.88759 121.94
the values of the parameters, Ea and ν extracted by us-
ing traditional methods of analysis vs. our numerically
calculated results over our complete range of adsorbate-
adsorbate interaction strengths . Specifically, we com-
pare how a linear fitting of the data leads to increasing
differences from the exact calculated values. While for
weaker interaction energies, the parameters from a linear
fit procedure provides reasonably accurate estimates, at
stronger interactions deviations grow dramatically.
These results demonstrate how ‘unusually high’ preex-
ponential factors can be obtained from extracting the pa-
rameters through enforcing the traditional linear fitting
methods in the regime of strong interactions. The large
magnitude of the extracted values of ν in the regimes of
30% and 90% interaction strenght have been attributed
to a strong coverage dependence [19, 20, 43, 44], but here
we have demonstrated that this is not the case and that it
FIG. 17. (Color Online) Constable plots using fitted param-
eters Ea and ln ν for interaction strength regimes of 1%, 5%
and 9% of the surface binding energy. A linear fit to this plot
yields a slope of 0.014647, which corresponds to temperature
T = 68.27, and y−intercept −1.5936.
is likely that this issue might be a consequence of forced
linearization.
In the context of the IKR, we can see the Arrhenius
plots in Fig. 16 overlapping in the region of low coverage
and high temperature, towards the end of the desorption
process. Using the Arrhenius parameters in table II, we
constructed the Constable plot of ln ν vs. Ea in Fig. 17,
for the regimes with  = 1%, 5% and 9% interaction
strength. A linear fit to this Constable plot yields a slope
with Tc = 68.27 and ln k = −1.5936, with correlation co-
efficient of 0.9554181. Using Tc ≈ 68, we extracted the
values of Ea, ν and ln k at that point. The results are
displayed on table III, where the numerical values of Ea
deviate by a small amount from the surface binding en-
ergy Eb = 100, therefore we can consider this to be the
point of transition to the non-interacting regime. This
point is indicated in Fig. 16. At Tc = 68 the Arrhe-
nius plots begin to overlap, and we should point out that
henceforth, we can find higher temperature values for
which the corresponding values of Ea, ln ν and ln k also
fall within the non-interacting regime.
The numerically calculated values of ν at Tc = 68 are
also close to unity, with some variations. However since
the prefactor stays relatively close to 1 throughout the
process, we once again rely more strongly on the numer-
ical values of Ea to make this assessment. The values
of ln k are also displayed on table III, and, as can be
seen these values are closer to the intercept of the Con-
stable plot. We previously mentioned that for a linear
Constable plot to predict an IKR, it is necessary that
the linear correlation coefficient is 1. Here we obtained
a strong linear correlation and our analysis yields a com-
pensation temperature in the region where the Arrhenius
plots acquire close values of the rate. This demonstrates
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that, within a regime where molecular interactions are
fairly weak compared to the energy of activation, the
prediction of the KCE and IKR can be performed us-
ing the Constable plot. Nevertheless, the variations in
the parameters exhibit the same behavior we observed
with stronger interactions. And this implies that com-
pensation effects can occur in non-Arrhenius curves, but
cannot be determined using the methods outlined here.
TABLE III. Numerical values of the parameters, Ea, ν and
ln k, at T = 69, obtained from the linear fit to the Constable
plot in Fig. 17. The intercept yields a value of −1.5936 in the
same linear fit.
 Tc Ea ν ln k
1% 69 -100.000169 1.124706 −1.58811
5% 69 -100.002511 0.879276 −1.59928
9% 69 -100.01026 1.021269 −1.44969
IV. CONCLUSION
We have demonstrated that the Arrhenius parameters
effectively vary in a manner consistent with a kinetic
compensation effect. However the variations in the pref-
actor are not large enough to completely offset those in
Ea, and thus a net partial compensation occurs instead.
As the interaction strength increases, so does the peak
temperature, which is expected, but it also means that
the variations in ν are not sufficient to keep the rates al-
most unchanged. Although it could be argued that this
is due to the relatively large difference between regimes
of interaction strenght (here it is 10%), we observed this
same behavior for desorption curves with smaller differ-
ences.
A Constable plot in the regime of weak interactions
(< 10%) yields a slope that corresponds to a temper-
ature where the rates acquire close values, but not the
exact same, and the Arrhenius plots begin to overlap.
This is consistent with the rates becoming independent
of external perturbations. We confirmed this by showing
that, at this point, the values of Ea and ln ν become very
close to the bare parameters of the surface. We observed
a similar convergence in the stronger interaction regimes
(≥ 10% of the binding energy), however the temperatures
at which the rates become independent of adsorbate in-
teractions are considerably different for each Arrhenius
plot in this case. Nevertheless, in both instances, the
plots tend to overlap because of a transition to a regime
where lateral interactions become negligible, and not due
to mutual compensation.
The data points on the Constable plot represent the ap-
parent Arrhenius parameters, and although this method
of analysis works well within the weak interaction regime,
our stronger interaction regime data shows that there
can be instances of the KCE in instances where non-
Arrhenius behavior is observed, and that these effects
may be overlooked due to the strict criteria used to de-
termine the occurrence a KCE and the IKR.
The behavior we observe could very likely help elu-
cidate and compensation effects and isokinetic relations
observed in other systems. A better understanding of this
phenomenon can help achieve controlled activated events
and provide a means to accurately parameterize many bi-
ological, chemical and physical processes that share com-
mon features in their compensation effects.
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