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The liquid state of matter, an intermediate phase between gas and solid, is ubiquitous on earth. Due to the
interplay of strong interatomic potential and large configuration entropy, a liquid exhibits rich patterns of
dynamic processes over a wide range of length scales and time scales. Largely for this reason, developing
a molecular theory of simple liquids still remains a notoriously challenging topic of statistical mechanics.
Fortunately, the advancement of formal theories and experimental techniques over the centuries has directed
the current research to focus on the description of time correlation functions which establish a link between
microscopic dynamics and macroscopic properties. Previous treatments of the time correlation functions
mainly focused on a bottom-up, from microscopic to macroscopic, perspective. This work, instead, in-
vestigates the inverse perspective adopted in the generalized hydrodynamics and extends the macroscopic
hydrodynamic theory to the shorter-wavelength and higher-frequency regime.
Specifically, in this work, a viscoelastic hydrodynamic approach is proposed to describe the density fluc-
tuations in supercooled liquids in the generalized hydrodynamic regime. Based on the generalization of the
Navier-Stokes stress-strain constitutive relation, the viscoelastic temporal response and spatial anisotropic
effect are integrated into the framework of the hydrodynamic theory with the utilization of a time-dependent
fourth-order relaxation tensor. This relaxation tensor provides a unified representation to examine the ef-
fects of different viscoelastic mechanisms and anisotropy. Given specific approximations to the relaxation
tensor by viscoelastic models, the collective modes responsible for the density and current fluctuations could
be derived accordingly at small wavenumbers. Based on the examinations of two fundamental viscoelastic
models, namely, the Kelvin-Voigt model and the Maxwell model, it is found that viscoelasticity modifies the
number and the values of the collective modes compared to the hydrodynamic results. In particular, de-
pending on specific viscoelastic responses, either transverse excitations or transverse kinetic relaxations may
be sustained. Moreover, it is demonstrated that anisotropy naturally leads to a hybrid contribution of lon-
gitudinal dynamics and transverse dynamics to the density correlation functions and the current correlation
functions. Based on these results, an important perspective is suggested, that is, the puzzling low-frequency
boson peak and the β-relaxation may be different manifestations of the transverse modes in liquids with
ii
different fragility. In a parallel manner, the idea of viscoelastic hydrodynamics is also applied to describe
the density fluctuations associated with self motions by generalizing the Fick’s law with a time-dependent
diffusion tensor.
To further characterize the underlying modes of time correlation functions outside the hydrodynamic
regime, a relaxation-excitation mode analysis is proposed, following the mathematical structure of the hy-
drodynamic correlation functions. The method projects a time correlation function into a distribution
function of relaxation-excitation modes via a joint Fourier-Laplace transform, which could be numerically
inverted to extract the most probable modes. Using computer simulations and quasi-elastic neutron scatter-
ing measurements, it is demonstrated that this method could serve as an effective numerical scheme to gain
insights from the data of complex systems, especially when no appropriate theoretical models are available
for the data fitting.
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drated lysozyme at k = 0.6 Å−1. The experimental data are shown as black circles, and
the red lines are the fitted curves from RMA. (b) The extracted activation energy distribu-
tion as a function of temperature. The red line indicates the reversible thermal denaturation




AIMD Ab initio molecular dynamic simulation
INS Inelastic neutron scattering
IXS Inelastic X-ray scattering
QENS Quasi-elatisc neutron scattering
REMA Relaxation-excitation mode analysis





z Laplace variable, or coordinate axis
T temperature
r real-space coordinate
k wavevector (often used in theoretical treatments)
Q, q wavevector transfer (often used in describing scattering experiments
p momentum
v velocity
rn n-particle coordinates (r1, r2, . . . , rn)
pn n-particle momenta (p1,p2, . . . ,pn)
X full (6N) phase-space variables





cV heat capacity per particle at constant volume
γ ratio of specific heats
βV thermal pressure coefficient
λ thermal conductivity
cs adiabatic sound speed
vs speed of shear wave
vp speed of longitudinal wave
G instantaneous shear modulus
xii
K instantaneous bulk modulus
η shear viscosity
ξ bulk viscosity
ν kinematic shear viscosity
b kinematic longitudinal viscosity
a ≡ λ/ρcV
D(0) self-diffusion coefficient
DT thermal diffusion coefficient
S(k) static structure factor
Z(t) velocity autocorrelation function
M(t) fourth-order relaxation tensor
M̄(t) reduced relaxation tensor in Vogit notation
Mvs(t) fourth-order viscous relaxation tensor
Mes(t) fourth-order elastic relaxation tensor
CAB(t) time correlation function of variable A and variable B
ρ(1)(r, t) number density of particles
j(r, t) momentum density of particles
u(r, t) velocity density of particles
σ(r, t) stress tensor
ε(r, t) strain tensor
δA(r, t) deviation of variable A from its equilibrium value
G(s)(r, t) coherent (self) van Hove correlation function
F(s)(k, t) coherent (self) intermediate scattering function
S(s)(k, ω) coherent (self) intermediate scattering function
Cl,t(k, t) longitudinal or transverse current correlation function in time domain
χ(ω) dynamic susceptibility
χ′(ω) real part of dynamic susceptibility
χ′′(ω) imaginary part of dynamic susceptibility
M(k, t) memory function
ρ(r,p, t) phase-space density function
C(r− r′,p,p′, t) phase-space density correlation function
fn(r





One of the grand goals of statistical mechanics to be able to calculate any material property from the
interaction potential. Compared to gases and solids, this goal is much further away for the intermediate
phase, namely, liquids. Unlike gases, liquids possess strong interaction potential which binds atoms together
in an almost imcompressible condensed volume; Yet unlike in solids, the interaction potential in liquids is
not strong enough compared to the thermal energy and thus atoms are not confined to specific equilibrium
positions. Driven by the detailed balance between strong interactions and large configurational entropy,
liquids exhibit a wide range of dynamic processes, ranging from short-time ballistic motions, to phonon-like
vibrations and molecular reorientations in intermediate times, to long-time diffusion and viscous flow. This
wide span of length scales and timescales makes it particularly challenging to develop a unified molecular
theory to describe the dynamic behaviors of liquids.
Thanks to numerous efforts contributed by the pioneers, the formalism of time correlation functions has
been becoming the standard tool to describe and understand the dynamic behaviors of liquids as well as other
complex systems. This status is largely due to three reasons. First of all, it is the time correlation functions
that reflect the behavior of a liquid system on it way relaxing back to equilibrium states after disturbed by
certain external perturbation or spontaneous thermal fluctuations. According to the linear response theory
[1, 2, 3, 4], transport coefficients of liquids are typically the macroscopic limit of the integral of microscopic
time correlation functions. Therefore, time correlation functions provide more detailed information about
the dynamics of liquids across different length scales. Second, various time correlation functions, especially
the density correlation function, are directly measurable from experiments, which make them particularly
useful in studying real systems. Third, modern computer simulation offers an efficient way to calculate time
correlation functions and substantially extend their accessibility. These integrated advantages bring the
formalism of time correlation functions to the heart of nonequilibrium statistical mechanics in characterizing
the dynamics of liquids.
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Still, this formalism only provides a tool, not a solution, to the goal. The evolution of a time correlation
function is typically governed by various molecular processes occurring at different timescales, which mani-
fest themselves as different features on the time correlation function. Among these features, the short-time
limit and the long-time limit is better understood: the former is determined by the free-particle-like ballistic
motion, and the later is related to the hydrodynamic behavior. Thus, in the utilization of the formalism
of time correlation functions, the key challenge and primary objective is to identify the underlying molec-
ular processes associated with specific features observed in the time correlation functions, especially in the
intermediate time range. In experiments or simulations, the effects of different molecular processes are often
studied by varying the experimental conditions; in theoretical treatments, insights about these molecular
processes enter the calculation of time correlation functions as specific parameters so that their effects could
be tuned.
In particular, this thesis proposes a viscoelastic hydroydynamic approach to study the behavior of trans-
verse modes and their relation to the density fluctuations in liquids beyond the hydrodynamic regime. In
the following sections, Section 1.2 introduces the basic concepts of time correlation functions, which could
be accessed via the techniques summarized in Section 1.3. Section 1.4 introduces the application of time
correlation functions in the studies of density fluctuations in liquids and elaborates the central problem that
this thesis is trying to address. Finally, Section 1.5 provides an overview of this thesis.
1.2 Time correlation functions
General theories about time correlation functions could be found in Section 7.1 of Ref.[5]. This section only
defines the most relevant time correlation functions for studying the density fluctuations in liquids. For a
liquid system consisting of N identical particles, the most important dynamic variable of interest are the








vµ(t)δ [r− rµ(t)] , (1.2)
where rµ(t) and vµ(t) are the coordinate and the velocity of the µ-th particle at time t, respectively. In
addition, to describe the self dynamics of the system, it is useful to consider that one of the particles, e.g.
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particle 1, is “conceptually tagged”. The number density and the current of the tagged particle is given by
ρs(r, t) = δ [r− r1(t)] , (1.3)
js(r, t) = v1(t)δ [r− r1(t)] (1.4)
which can be considered as the self part of Eqs. (1.1) and (1.2). Moreover, it is also very often to work on
these quantities in reciprocal space. By spatial Fourier transform, one has, for example,
ρ(k, t) =
∫











Due to spontaneous thermal fluctuations, a liquid system may be temporarily driven out of equilibrium.
How the system relaxes back to equilibrium is essentially governed by the time correlation functions. In
particular, the density correlation function in real space is defined as the thermal average of the product of
the density fluctuations at two spatial points and two time points, namely
g(r, r′, t, t′) = 〈δρ(r, t)δρ(r′, t′)〉 = 〈ρ(r, t)ρ(r′, t′)〉 − 〈ρ(r, t)〉〈ρ(r′, t′)〉, (1.7)
where δρ(r, t) = ρ(r, t) − 〈ρ(r, t)〉 = ρ(r, t) − ρ, and the angle bracket denotes average over equilibrium
ensemble (see Eqs. (2.9) and Eq. (2.11)). For a homogeneous system, the spatial dependence only relies on
the relative coordinate r − r′. Besides, the homogeneity and translational invariance of time implies that
g(r, r′, t, t′) only depends on the time interval t− t′ and is independent of time origin. Therefore, based on


































δ [r− rµ(t) + rν(0)]
〉
. (1.9)
Here G(r, 0) = δ(r) + ρg(r), where g(r) is the pair correlation function. The physical meaning of G(r, t) is
that G(r, t)dr represents the probability of finding one particle at the volume element r→ r + dr at time t
given that there was a particle at the origin at time 0. For isotropic liquids, angular average could be further
carried out and only the scalar distance matters. Similarly, the self van Hove correlation function is defined
by











where Gs(r, 0) = δ(r), and Gs(r, t)dr represents the probability of finding one particle at the volume element
r→ r + dr at time t given that the same particle was at the origin at time 0. These intuitive interpretations
make G(r, t) and Gs(r, t) very useful quantities in describing the collective and self density correlations in
real space. Moreover, the van Hove correlation functions are related to the density correlators in other
variable domains via spatial and temporal Fourier transform:
G(s)(r, t)
F in space−−−−−−−⇀↽ −
F−1
F(s)(k, t)
F−1 in time−−−−−−−−⇀↽ −
F
S(s)(k, ω). (1.11)
where the intermediate scattering functions F(s)(k, t) are defined by
F (k, t) =
1
N
































Accordingly, the static structure factor is given by




Again, F (k, t) and S(k, ω) measure the collective dynamics of the system, while Fs(k, t) and Ss(k, ω) only
describes the self dynamics. In theoretical developments, F(s)(k, t) are more convenient to use because
a differential equation for G(s)(r, t) with spatial gradients becomes an algebraic equation for F(s)(k, t) in
reciprocal space. Moreover, it is the dynamic structure factors S(s)(k, ω) that are directly proportional to
the spectral density measured in, e.g. neutron scattering experiments (see Section 1.3.1).
In addition to density correlation functions, another important quantities for the studies of density
fluctuations are the current correlation functions. In reciprocal space, one can decompose the current density
into a longitudinal component (parallel to k) and a transverse component (perpendicular to k):
jl(k, t) = (j(k, t) · k̂)k̂ =
N∑
µ=1
(vµ(t) · k̂)k̂ e−ik·rµ(t), (1.16a)




vµ(t)− (vµ(t) · k̂)k̂
]
e−ik·rµ(t). (1.16b)
where k̂ = k/|k|. Then the longitudinal current correlation function and the transverse current correlation




〈jl,t(k, t) · jl,t(−k, 0)〉 . (1.17)
Here Cl,t(k, 0) = kBT/m in isotropic liquids with kB the Boltzmann constant. According to the continuity
equation (see, e.g., Eq. (2.80a)), the time derivation of ρ(k, t) is directly proportional to the longitudinal
current jl(k, t). This observation leads to a universal relation











In principle, this relation shows that Cl(k, ω) or S(k, ω) contain the same information. In practice, S(k, ω)
could be obtained from scattering experiments and computer simulations, while Cl(k, ω) is only accessible
from computer simulations. On the other hand, Cl(k, ω) shows more clear features about collective modes
because the factor ω2 eliminates the sharp peak of S(k, ω) at ω = 0. Besides, the transverse current
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correlation function is useful for studying transverse modes and is only accessible from computer simulations.
As for describing the self dynamics of the system, one useful quantity is the velocity autocorrelation function
Z(t) = 〈v1(t) · v1(0)〉 = lim
k→0
〈js,l(k, t) · js,l(−k, 0)〉, (1.20)
where js,l(k, t) is the longitudinal component of the tagged-particle current js(k, t). Based on the continuity






The density correlation functions and current correlation functions described in this section lays the basic
language for this thesis. Research on the dynamical behaviors of liquids generally centers around acquiring
these correlation functions and interpreting their features in either time domain or frequency domain.
1.3 Access of time correlation functions
Although this thesis largely deals with theoretical treatments of time correlation functions, one should
be aware that without against experimental data, any theoretical derivation is probably just a game of
mathematics. Moreover, with the advancement of modern computers, numerical experiments or computer
simulations also provide an efficient way to approximate the reality. Therefore, this section introduces the
two primary techniques to obtain time correlation functions: neutron scattering experiment and molecular
dynamics simulation.
1.3.1 Neutron scattering experiment
Neutron scattering is a powerful technique to probe the dynamics of materials at the atomic scale over
a timescale ranging from sub-picosecond to tens of nanoseconds (Figure 1.1). When a beam of incident
neutrons are scattered by a sample, they exchange energies and momenta with the scatterers. The number










































Here dΩ is the solid angle of scattering, E is the neutron energy, and N is the number of scatterers in the
sample. ki and kf are the wavevector of the incident neutron and the scattered neutron, repsectively. The
momentum transfer from the neutron to the scatter is defined by ~k = ~(ki − kf ), and the energy transfer
is given by ~ω. The relative contribution of coherent scattering and incoherent scattering is weighted by the
material-specific microscopic cross section σcoh and σinc. By measuring the intensity of scattered neutrons as
a function of energy transfer and momentum transfer, dynamical information of the sample can be deduced.
Figure 1.1 shows typical neutron scattering spectra at different momentum transfers and the characteristic
time scales of dynamic processes accessible from neutron scattering experiments.
Figure 1.1: Typical neutron scattering spectra measured at different wavenumber Q and the characeteristic
timescales corresponding to various dynamic processes accessed (Adapted from Figure 1 in Ref.[8] ). Note
that for denoting the wavenumber or momentum transfer, the symbol Q is more often used in the neutron
scattering community, while k is usually adopted in theoretical treatments.
As one can see, the coherent scattering intensity is proportional to the coherent dynamic structure factor
S(k, ω) and the incoherent scattering intensity is proportional to the self dynamic structure factor Ss(k, ω).
From the scattering spectra one can extract these two density correlation functions. It is also for this reason
that it is commonly stated that the coherent scattering measures the collective dynamics in the materials,
while the incoherent scattering detects the single-particle dynamics. Moreover, since the intensity of coherent
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scattering and incoherent scattering from a sample is weighed by σcoh and σinc, the chemical composition
of the sample also plays a critical role in utilizing the neutron scattering technique. The most important
element for neutron scattering is probably hydrogen (H), which has a σinc = 80.2 barn much larger than its
σcoh = 1.8 barn [7]. Consequently, neutron scattering measurements on hydrogen-rich systems, such as water
and organic molecules, mainly probe the self dynamics of hydrogens. If other elements are crucial to the
study, deuterated samples are usually prepared since deuterium has a σinc = 2.0 barn and a σcoh = 5.6 barn.
Besides neutron scattering, light scattering and X-ray scattering are the other important scattering
techniques for probing the dynamics of liquids. Light scattering largely probes the hydrodynamic fluctuations
of fluids (small k) [9, 10, 11, 12], and X-ray scattering is intrinsically dominated by coherent scattering
[13, 14]. Both techniques could provide complementary measurements for neutron scattering, especially in
the small-k regime.
1.3.2 Molecular dynamics simulation
In addition to traditional laboratory experiments, numerical experiments based on modern computing powers
are becoming increasingly important techniques to model the physical reality and generate data beyond the
feasibility of laboratory experiments. Specific to the studies of liquids using time correlation functions, the
most important computational technique is probably the classical molecular dynamics (MD) simulation.
Classical MD simulation is a computational technique that simulates the time evolution of atoms or
molecules in a constructed physical system according to Newton’s equations governed by certain force field
or potential function under certain physical ensemble [15]. The most important ingredient of classical MD
simulations is the force field, which defines the fundamental interactions between atoms, namely the bonded
interactions (bond stretching, angle bending, dihedral torsion, etc) and the nonbonded interactions (Coulomb
interaction, van der Walls interaction, etc). These force fields are typically parameterized by enforcing
agreements between the computed quantities of interest and the data obtained from either experimental
measurements or first-principle calculations. Armed with a reliable force field for a specific physical system,
one can simulate the evolution of the system starting from an initial configuration under certain ensemble such
as microcanonical (NVE) ensemble, canonical (NVT) ensemble, and isothermal–isobaric (NPT) ensemble.
Moreover, one important trick often applied in MD simulations is the periodic boundary conditions, which
essentially replicates the finite-size simulation box to model a real macroscopic system.
In a classical MD simulation, the instantaneous position and velocity of each atom is known “exactly”
(to the machine precision) at each time step during the simulation time window. Based on this information,
one can directly carry out numerical calculations of the time correlation functions defined in Section (1.2)
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[16]. This aspect is particularly useful when the correlation functions are not obtainable from laboratory
experiments. One typical example is the current correlation functions and velocity autocorrelation function,
which are defined using the information of velocities that could not be measured from experiments. Moreover,
for classical MD simulations, the typical length scale simulated is from a few to tens of nanometers, and
the timescale typically ranges from sub-picosecond to hundreds of nanoseconds or even microseconds. These
characteristics make classical MD simulations a suitable tool to probe the atomistic dynamics of a physical
system using time correlation functions with sufficient statistics.
In addition to classical MD simulation, ab initio MD simulation is also becoming increasingly popular
with the advancement of modern computing power. Based on quantum calculations, ab initio MD simulation
is capable of providing more detailed information of molecular motions, but at the cost of much more
computational resources. Due to this constraint, the timescale accessible to textitab initio MD simulations,
typically up to tens of picoseconds nowadays, is much narrower than classical MD simulations.
1.4 Application of time correlation functions
With tools available to access time correlation functions, this section introduces the applications of correlation
functions in the studies of dynamical phenomena in liquids. Specifically, this thesis is concerned with the
dynamical behaviors of supercooled liquids on the way towards the glass transition.
Figure 1.2: Illustration of the glass transition upon cooling. A liquid becomes supercooled below its melting
temperature Tm if crystallization is somehow avoided, for example, by fast quenching. The supercooled liquid
undergoes the glass transition at temperature Tg. The transition path “b” has a higher cooling rate than
the path “a”. The higher the cool rate, the lower Tg. (Adapted from Figure 1 in Ref. [17])
When a liquid system is cooled down from high temperature sufficiently fast so that crystallization
could be bypassed in the melting point, the system retains liquid state and becomes supercooled. As
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temperature decreases, although only subtle structural change is observed, the dynamics of the system shows
a tremendous slowing down. This apparent inconsistency between structural and dynamical changes has
been of longstanding research interest [17]. Upon further cooling, abrupt but continuous change occurs in, for
example, the thermal expansion coefficient αP = (∂ ln v/∂T )P and the isobaric heat capacity cP = (∂h/∂T )P
of the system, signifying the transition from liquid to glass (Figure 1.2). Alternatively, the glass transition is
also often identified at the temperature where the shear viscosity of the system reaches 1013 poise. Indeed, in
terms of the temperature dependence of the shear viscosity towards the glass transition, liquids are usually
classified into two categories as shown in the Angell plot (Figure 1.3) [18, 19]. For “strong” liquids such
as silica, the shear viscosity shows a well-defined Arrhenius behavior described by η(T ) = η∞ exp(E/kBT )
throughout a wide temperature range; for “fragile” liquids such as o-terphenyl, the shear viscosity shows a
significant deviation from the Arrhenius behavior near the glass transition temperature and is often described
by the VFT law η(T ) = η∞ exp[E/kB(T − T0)] [20, 21, 22]. To describe this distinction continuously, one
important parameter is the kinetic fragility [18, 23, 24]
m =





which is the apparent activation energy of the shear viscosity at glass transition temperature Tg. Empirically,
the fragility of a liquid is found negatively related to its ability of sustaining shear stress [24]. Most network
liquids like silica (m = 20) were found as strong liquids; molecular liquids like o-terphenyl (m = 80) are
more likely to be fragile; hydrogen-bonded liquids such as glycerol (m = 50) are typical examples that lie
in between [23]. Beside, a variety of properties of supercooled liquids and glasses have been found to be
correlated with the fragility. How explain the fundamental origin of the fragility of liquids, which is closely
tied to the mechanism of the glass transition, is still under intensive investigation [18, 25, 26, 23, 24, 27, 28].
The slowing-down dynamics of liquids in the supercooled regime is clearly manifested in the density
correlation functions defined in Section (1.2). Figure 1.4 shows the typical behaviors of the self intermediate
scattering function Fs(k, t) as a function of temperature and wavenumber. The coherent intermediate scat-
tering function F (k, t) shows similar trend. As one can see, at a fixed wavenumber, Fs(k, t) shows simple
decay at high temperatures; as temperature decrease, Fs(k, t) becomes increasingly stretched and eventually
exhibits multiple-step decay at low temperatures. The plateau formed in the intermediate timescale is often
considered as a manifestation of particles being “caged” by their surroundings. Thus, the initial decay of
Fs(k, t) is often attributed to some fast intra-cage relaxation, while the long-time decay is associated with
out-of-cage relaxation that involves significant structural rearrangements [17, 30]. This interpretation is sup-
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Figure 1.3: Classification of strong liquids and fragile liquids according to the temperature dependence
of shear viscosity. The shear viscosity of strong liquids follows the Arrhenius behavior, while the shear
viscosity of fragile liquids shows super-Arrhenius behavior near the glass transition temperature Tg. The
kinetic fragility is defined as the apparent activation energy of the shear viscosity at Tg. The inset shows
that a fragile liquid tends to have a larger reduction in specific heat near Tg than a strong liquid. (Adapted
from Ref.[29] )
ported by the wavenumber dependence at a fixed temperature. The value of wavenumber k is proportional
to the inverse of the length scale of fluctuations probed. At large k, the intra-case relaxation becomes more
obvious, while at small k, long-time relaxation dominates. This flexibility of being able to examining the
length-scale dependence is a very useful characteristics of space-time correlation functions.
The interpretations given above are very rough and only qualitative. In principle, the curve of Fs(k, t) and
F (k, t) contains various effects contributed by different molecular processes of relaxations and excitations,
ranging from short-time ballistic motion, phonon-like excitations at intermediate time, to long-time diffusion.
Thus, in the formalism of time correlation functions, the primary objective is to identify the underlying
molecular processes associated with specific features observed in the intermediate scattering functions or
other time correlation functions. This objective is particularly challenging for the intermediate time range
or the regime of intermedaite frequencies. In fact, based on the mean free path lc (or average interparticle
spacing) and mean collision time tc, several dynamic regimes are often defined for liquids (Figure 1.5).
When klc  1 and ωtc  1, atoms in a liquid are not affected by their surrounding yet and thus behave
like free particles; When klc  1 and ωtc  1, a liquid could be considered as a continuum medium which
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(b)(a)
Figure 1.4: Typical behaviors of the self intermediate scattering function obtained from MD simulations
of a model binary Lennard-Jones liquid: (a) temperature dependence and (b) wavenumber dependence at
T = 0.466. (Adapted Figures 2 and 3 in Ref.[31]) The coherent intermediate scattering functions exhibit
similar features. Note that in literature, multiple symbols such as k, q, and Q have been used to denote
wavenumber; in the main text of this thesis, the symbol k is consistently used.
exhibits hydrodynamic behaviors. In the intermediate regimes, the situation becomes more complicated
because molecular collisions have to be considered explicitly. However, right beyond the hydrodynamic
regime, it is expected that the deviation from the hydrodynamic description only smoothly evolves and thus
certain corrections to the hydrodynamic equations could be introduced so that they become applicable in
this generalized hydrodynamic regime (see also Section 2.5.3).
In the generalized hydrodynamic regime, one important feature that this thesis is very interested in is the
existence of a secondary peak or shoulder in the coherent dynamic structure factor S(k, ω) . For example,
Figure 1.6 shows the inelastic X-ray scattering (IXS) measurements of liquid sodium and polycrystalline
sodium at intermediate wavenumbers [33]. By comparing the IXS spectra of liquid sample and polycrsytalline
sample, the authors argued that there exists one higly damped transverse peak or shoulder between the
well-known central thermal diffusion peak and two longtiduinal phonon peaks, especially in the range of
intermediate wavenumbers. Indeed, similar feature has also been observed in various liquids metals from
IXS [34, 35, 36] , and in water from inelastic neutron scattering [37, 38, 39]. In addition, it has been
demonstrated using Brillouin scattering that the behavior of the transverse peak shows a strong dependence
on the fragility of the liquid [40]. Figure 1.7 shows that prototypical strong liquids like B2O3 exhibit very
pronounced transverse peaks due to their network structure, while in fragile liquids like Ca0.4K0.6(NO3)1.4,
the transverse peaks are often overwhelmed by a wide broadening of the central peak due to molecular
reorientations [40].
These experimental observations are astonishing at first glance because the dynamic structure factor is
a direct measure of density fluctuations occurring in a liquid system. According to the continuity equation,
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Figure 1.5: Illustration of dynamic regimes in liquids using the length scale indicated by the static structure
factor (Adapted from Figure 38 in Ref.[32]). The length scale of fluctuation is proportional to the inverse
of the wavenumber Q. In particular, the location of the first maximum of S(Q) indicates the average
interparticle distance. The frequency domain could be related to the wavenumber via a dispersion relation
and is thus not considered in this classification. The main dynamic regime concerned in this thesis is right
between the hydrodynamic regime and the high-frequency regime. This regime is also termed the generalized
hydrodynamic regime.
however, the density fluctuation is only directly related to the longitudinal current. Why does the dynamic
structure factor exhibit a feature that has a transverse nature? If there is any indirect transverse contribution
to the density fluctuation, it must be conveyed via a coupling to the longitudinal current. Indeed, in
interpreting their experimental data, several authors suggested that the intermediate- or short-range order
of liquids may cause a mixing of the longitudinal and transverse dynamics [33]. This idea has been supported
by the calculations of current correlation functions using classical MD simulations [41, 42, 35]. For example,
Figure 1.8 shows the calculated spectra of the longitudinal and the transverse current correlation functions
of supercooled water at 250 K in the intermediate wavenumber range. There are two important observations.
First, the transverse current correlation function shows a clear peak at non-zero frequency at intermediate
wavenumbers, which indicates the existence of transverse excitation. Second, both the longitudinal and the
transverse current correlation functions show a progressive mixing of longitudinal and transverse dynamics as
wavenumber increases. Since the wavenumber is proportional to the inverse of the length scale of fluctuation,
the observed wavenumber-dependent behavior suggests that the short-range details play an important role
in the coupling of the longitudinal and the transverse dynamics. In addition to these studies, it has been
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Figure 1.6: Inelastic X-ray scattering spectra of sodium at intermediate wavenumbers: (a) liquid sodium
at 393 K; (b) polycrystalline sodium at room temperature. It is argued by the authors that there exists a
secondary excitation because using only one excitation mode does not give satisfactory fitting to the spectra.
(Adapted from Figure 1 in Ref.[33])
suggested that the transverse phonons are related to one puzzling low-frequency phenomenon called the
boson peak [43, 44, 45, 42, 46, 47, 48, 49, 50, 51, 52, 53]. The boson peak represents an excess of vibrational
density of states over the Debye level and is often recognized as a peak in the plot of Z(ω)/ω2 or in the
spectra from Raman scattering or neutron scattering. Coincidentally, near the same energy range or lower,
the Johari-Goldstein β-relaxation is often observed [54, 55, 56, 57, 58, 59, 60, 61]. The β-relaxation represents
a fast relaxation in addition to the primary structural relaxation (α-relaxation) and is commonly observed
as a broadening or shoulder in the neutron scattering spectra or a peak in the dielectric loss spectra. The
physical origins of the boson peak and the β-relaxation are not resolved yet. Also, due to the limitation
of instrument resolution, it is difficult to distinguish these low-frequency phenomena, if both present, from
scattering experiments.
Despite various experimental and simulation studies, a theoretical description of the transverse excitation
and its relation to the density fluctuations beyond the hydrodynamic regime is still lacking. This is the key
challenge that this thesis is trying to address. Specifically, this thesis proposes a generalization of the
conventional hydrodynamic theory by taking into account viscoelasticity and anisotropy, which arise as
important factors in affecting the dynamical behaviors of liquids beyond the hydrodynamic regime. This
treatment is an inverse approach in the sense that it adopts a top-down, or from macroscopic to microscopic,
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(a) (b)
Figure 1.7: Brillouin scattering spectra of prototypical strong and fragile systems at below and above their
respective melting temperature Tm. (a) a strong system B2O3, with Tg = 526 K and Tm = 723 K; (b) a
fragile system Ca0.4K0.6(NO3)1.4, with Tg = 333 K and Tm = 438 K. In panel (b), the contributions from the
polarized central peak and the longitudinal modes were eliminated by applying an analyzer in the scattered
beam during the measurements. (Adapted from Figure 1 and 2 in Ref.[40])
perspective. Many insights about the density fluctuations from previous studies are integrated into this
approach. In particular, viscoelasticity generalizes the temporal response (ω-dependence) beyond the purely
viscous regime and is found to sustain either transverse excitations or transverse kinetic relaxations according
to specific viscoelastic mechanisms. Besdies, anisotropy takes into account the spatial effect (k-dependence)
and is demonstrated to cause a joint contribution of longitudinal modes and transverse modes to the density
and current correlation functions. Moreover, the results suggest that the the boson peak and the Johari-
Goldstein β-relaxation might be different manifestations of the transverse modes in materials with different
fragility. With the new insights revealed by this work, it is hoped that a first-principle treatment could be
formulated in the future.
1.5 Overview of organization
The following chapters of this thesis are organized as follows. Chapter 2 reviews the influential theoretical
frameworks with respect to the calculation of time correlation functions in classical liquids. The most rel-
evant literature are pointed out along the presentation. Chapter 3 summarizes the details of the proposed
viscoelastic hydrodynamic approach with its application to describe the collective density fluctuations. In a
parallel manner, Chapter 4 extends the viscoelastic hydrodynamic approach to describe the density fluctua-
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Figure 1.8: Wavenumber dependence of spectra of the current correlation functions of supercooled water at
250 K from MD simulations: (a) longitudinal current correlation function; (b) tranverse current correlation
function. (Adapted Figure 1 in Ref.[41])
tions associated with self motion. Chapter 5 proposes a relaxation-excitation mode expansion as an generic
representation of density correlation functions that may serve as a effective numerical scheme to extract the
elementary relaxation-excitation modes of liquids beyond the hydrodynamic regime. In the end, Chapter 6
summarizes the main work of this thesis and discusses the future extensions. In addition to the main con-




Theoretical frameworks and literature
review
The joint quest for a molecular theory of liquid dynamics over the past centuries has produced fruitful the-
oretical approaches along with insightful discoveries made. Among these theoretical frameworks, the most
influential ones are probably the linear response theory, the memory function formalism, the kinetic theory,
and the hydrodynamic theory. The first three adopt microscopic viewpoints and thus are, in principle,
applicable to different wavelengths and frequencies provided that the key physics could be treated; on the
other hand, the hydrodynamic theory is a macroscopic theory of liquids only valid at the long-wavelength
and low-frequency limit, but it is directly tied to experimentally measurable mechanical properties, trans-
port coefficients and thermodynamic quantities. Therefore, the first three frameworks provide microscopic
foundations for the hydrodynamic theory, while the hydrodynamic theory serves as the macroscopic limit
for the microscopic treatments. Figure 2.1 summarizes the hierarchy of dynamic theories of liquids with
emphasis on the calculation of time correlation functions. In this chapter, these theoretical approaches will
be summarized and the most relevant literature will be reviewed. For more thorough presentations, one
can consult some excellent books about liquid theory and nonequilibrium statistical mechanics (e.g., see
Ref.[5, 62, 63, 64, 65]).
This chapter is organized as follows. Section 2.1 introduces the Hamiltonian and the Liouville operator
which formally lay the foundation for all theoretical treatments of dynamics in liquids. Section 2.2 presents
the linear response theory. Section 2.3 reviews the memory function formalism developed with the project
operator technique. Within this section, the important idea of mode coupling is also discussed. Section 2.4
summarizes the important developments of the kinetic theory for fluids and its integration with the memory
function approach. Section 2.5 reviews the hydrodynamic theory and the earlier ideas of generalized hy-
drodynamics, which are closely related to the viscoelastic hydrodynamic approach proposed in this thesis.

























Figure 2.1: Hierarchy of dynamic theories of liquids with emphasis on the calculation of time correlation
functions. The viscoelastic hydrodynamic approach proposed in this work fits in the scope of generalized
hdyrodynamics. (Built upon the idea of Figure 1.1 in Ref.[62])
2.1 Hamiltonian and Louville operator
Consider a simple monatomic liquid consisting of N identical atoms described by 3N coordinates rN ≡
(r1, r2, ..., rN ) and 3N momenta p
N ≡ (p1,p2, ...,pN ). For simplicity, the 6N phase-space variables are also









where on the right the first term is the kinetic energy and the second term represents the potential energy.
The time evolution of the system can be considered as a phase point moving in the 6N phase space according






The values of experimental observables can thus be derived from averaging over a sufficiently long phase-
space trajectory, or from averaging over a set of trajectories initialized from different initial phase points. The
later adopts the viewpoint of ensemble, which considers simultaneously many replica of the system subject
to the same macroscopic constraints. For an ensemble, one can describe the distribution of these replicas in
the phase space using the phase-space probability density function fN (X, t) (or called N-particle distribution
function). Since each replica must reside somewhere in the phase space and there is no creation or annihilation
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involved, the time evolution of the phases points of the ensemble behaves like an imcompressible flow in the







= {H, fN} = −iLfN (X, t), (2.4)
where the Liouville operator L is defined from the Poisson bracket of Hamiltonian by [5]














The factor i =
√
−1 is introduced so that L is itself Hermitian [5, 66, 67]. The mathematical properties and
applications to classical mechanics of the Liouville operator were largely developed by Koopman [68] and
von Neumann [69, 70]. Besides, excellent reviews on the Liouville operator could be found in, e.g., Chap. 2
of Ref.[63] and Chap. 5 of Ref.[65]. From Eq. (2.4), one can obtain a formal solution for the distribution
function fN (r
N ,pN , t) as
fN (X, t) = e
−iLtfN (X, 0) (2.6)
Given any dynamic variable A(X, t), one can show that the equation of motion of A(X, t) is governed by
∂A(X, t)
∂t
= −{H, A} = iLA(X, t), (2.7)
or formally
A(X, t) = eiLtA(X, 0). (2.8)
The ensemble average of A(X, t) is thus given by
〈A(X, t)〉 =
∫




where the angle bracket denotes the ensemble average. The two identities in Eq. (2.9) are analogous to the
Schrodinger representation and the Heisenberg representation in quantum mechanics. Moreover, given two
dynamic variables A(X, t) and B(X, t), their time correlation function can be calculated from








where the weighting factor fN,eq(X) is the equilibrium distribution function. For example, in classical
canonical ensemble,




where β = 1/kBT and Q =
∫
dX exp [−βH(X)] is the classical canonical partition function. One can see
that Eq. (2.10) has the structure of inner product. Considering all dynamic quantities together with the





one can define an abstract infinite-dimensional vector space called Hilbert space, or in this context, more often
termed Liouville space. Any dynamic function can be considered as a vector in Liouville space. Because
L is a Hermitian operator (L† = L), the propagator G = eiLt defined in Eq. (2.8) is a unitary operator
(G† = G−1) that preserves the norm of the vector that it acts on. Therefore, from Eq. (2.8), one can see
that the time evolution of A(t) behaves intuitively like a rotation in Liouville space. Moreover, with respect
to time correlation functions defined by Eq.(2.10), CAB(t) could be interpreted as the projection component
of vector A(t) on vector B(0) in Liouville space.
It has been well established that the formalism of Hamiltonian, or equivalently the Liouville operator,
lies in the heart of classical mechanics. Therefore, it is not surprising to see that the hierarchy of dynamic
theories of classical liquids is grounded on this formalism (see Figure 2.1). For example, based on the ap-
proximate eigenfunctions of the Liouville operator, Zwanzig [67, 66, 71] studied the elementary excitations
in classical liquids using a classical analog of second quantization in the phonon theory of solids. Besides, in
linear response theory, the introduced weak external field causes perturbations to the equilirbrium Hamilto-
nian, which results in changes in the conjugate variables closely tied to their correlation functions [1, 2, 4].
In addition, in the memory function formalism, the intuitive picture of Liouville space is utilized to rewrite
the equation of motion of dynamic variables by implementing separation of timescales using the technique of
projection operator [72, 73, 74]. Moreover, in kinetic theory, the phase-space Liouville equation is reduced to
describe subsets of particles of different numbers, which allows further approximations to be made for prac-
tical descriptions of transport processes [64]. Furthermore, based on the kinetic theory, the hydrodynamic
theory could be formulated to describe the viscous flows in the long-wavelength and low-frequency regime. In
the following chapters, some of these theoretical approaches will be reviewed based on the concepts described
in this section.
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2.2 Linear response theory
This section reviews the linear response theory, which is particularly useful to describe how a liquid system
responds to the perturbations induced by some weak external field or potential. Pioneered by Green [1]
and Kubo [2] in the studies of irreversible processes, this theoretical approach has been applied to study a
variety of physical and chemical problems [4, 3, 75, 76]. The insight behind this theory is as follows. When
an external field is turned on, the system is driven into transient nonequilibrium states and the observables
deviate from their equilibrium values. According to Eq. (2.9), these deviations are directly attributed to
the transient change of the N -particle phase-space distribution function, or equivalently, the change of the
Hamiltonian according to the Liouville equation (2.4). Therefore, by reversing the logic, a “first-principle”
approach could be developed starting from a perturbation analysis of the Hamiltonian. Below, this formal
theory is summarized. More detailed presentations and examples could be found in, e.g., Chap. 7 of Ref.[63],
Section 7.6 of Ref.[5], and Section 2.7 of Ref.[62].
Consider a liquid system originally in thermodynamic equilibrium. The equilibrium Hamiltonian is
given by H0 and the equilibrium phase-space distribution function f0(X) ≡ f eqN (X) is defined according to
Eq. (2.11). At time t = 0, a weak external field (or potential) E(t) is turned on and drives the system
transiently into nonequilibrium states. The perturbed Hamiltonian is now given by
H = H0 +H1(t) = H0 −A(X)E(t) (2.13)
where H1(t) ( H0) represents the perturbing Hamiltonian and A(X) is an internal variable conjugate to
the field E(t). For instance, if E(t) is an external electrical field, A(X) may be the dipole moment of the
system; if E(t) is an external potential, A(X) may be the local density. With Eq. (2.13), the phase-space





= {H0, fN}+ {H1, fN}
= −iL0fN − iL1fN ,
(2.14)
where L0 is the unperturbed Liouville operator and L1 is the perturbating operator. To find the first-order
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(linear) response to the external field, one can expand fN (X, t) as
fN (X, t) = f0(X) + f1(X, t) +O(E2) (2.15)
(Note that in this section the subscripts 0 and 1 is used to distinguish the order with respect to the external
field. One should not confuse f0 and f1 with the reduced distribution functions in the kinetic theory presented




= −iL0f1 − iL1f0, (2.16)
which has the formal solution









where the initial condition has been taken as f1(X, 0) = 0. Within the integrand,





Therefore, from Eq. (2.17), one obtains the perturbing distribution function





This expression shows that f1(X, t) is linearly proportional to f0(X). Given any variable B(X), the ensemble
average of its deviation from the equilibrium value can be calculated by


























where 〈·〉0 indicates average over the unperturbed ensemble. Therefore, one can see that the deviation
〈B1(X, t)〉 is the convolution between the external field and a so-called after-effect function (or retarded
response function)
χBA(t) = β〈B(t)Ȧ〉0 = −β〈Ḃ(t)A〉0. (2.21)
In particular, if B and A denotes the same variable, and in Eq. (2.21) let B → A and A→ A∗, one obtains




where CAA(t) is the autocorrelation function of A(t) and it is always real and even. Using Laplace trans-
form and one-side Fourier transform, one can obtain from Eq. (2.22) a specific example of the fluctuation-





where χ′′AA(ω) is the imaginary part of the dynamic susceptibility χAA(ω). Moreover, the well-known
Kramer-Kronig relation can be obtained for the real part and imaginary part of χAA(ω) [5]. The significance
of Eqs. (2.22) and (2.23) is that it shows that to acquire the correlation function, one can instead calculate
or measure the corresponding dynamic susceptibility. This equivalence has important applications in both
theoretical treatments and experimental measurements [62, 78], especially when the variable A is taken as
local density.
When it comes to the description of density fluctuations in liquids, the most important application
of the linear response theory presented above is probably in the calculations of transport coefficients of
hydrodynamics [3, 78]. The obtained results are generally in the form of Green-Kubo relations [1, 2], which
express the transport coefficients, such as diffusion coefficient, coefficients of viscosity, thermal conductivity
and electrical conductivity, as the integral of time correlation functions of microscopic variables [3, 75, 76, 5,
62, 63]. In these treatments, the difficulties lie in that the dissipative processes described by hydrodynamics
are usually induced by spontaneous fluctuations and thus gradients of local thermodynamic variables instead
of external perturbations. These gradients cannot be, in general, represented by a perturbation term in the
Hamiltonian [5]. Therefore, some variants of the linear response formalism have been implemented [3, 75, 76]
and also discussed in a classic review article by Zwanzig [4]. These variants are also very useful for the
calculation of time correlation functions. Particularly, among these is the important regression hypothesis
by Onsager, which states that the average behavior of the spontaneous thermal fluctuations decays in the
same manner as the corresponding macroscopic fluctutations governed by the transport relations [79, 80, 81].
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In addition, it has been shown that the calculation of the dynamic response function could be further
reduced to the determination of a damping function [3, 82], which is more tolerant of model approximations.
By imposing both long-time and short-time constraints on the damping function, the density and current
correlation function could be modeled beyond the hydrodynamic regime.
2.3 Memory function formalism
This section reviews another influential theoretical framework called memory function formalism. Grounded
on the intuitive concept of Liouville space, this formalism utilizes the technique of projection operator to
rewrite the equation of motion of any dynamic variables of interest in the subspace spanned by the most
correlated variables. Consequently, one can derive a set of exact generalized Langevin equations for the
dynamic variables and also memory-function equations for the correlation functions. Based on these formal
results, the remaining difficulties when applying it to specific physical problems become largely how to choose
the set of correlated variables and how to approximate the memory functions.
In the following subsections, the generalized Langevin equation for single dynamic variable is first derived
using projection operator. On top of that, two extensions are reviewed: one is building up the memory-
function hierarchy, and the other is resorting to an extended set of relevant dynamic variables. In addition,
a special technique to obtain a self-closed memory-function equation called mode coupling theory is sum-
marized. For more detailed presentetions of the memory function formalism, one can refer to Chap. 8 of
Ref.[63], Chap.9. of Ref. [5] and Chap.5 of Ref.[65]. Moreover,the applications of the memory function
formalism have been discussed extensively by Boon and Yip [62].
2.3.1 Zwanzig-Mori projection operator and generalized Langevin equation
As mentioned in Section 2.1, the equation of motion of any dynamic variable A(t) is given by Eq. (2.8). In
Liouville space, A(t) is viewed as a vector and its time evolution becomes a rotation starting from the initial
vector A(0) ≡ A. As time goes on, A(t) may deviate from the direction of A and the projection of A(t) onto
A, namely (A(t), A), characterizes the autocorrelation function of variable A(t) (see Eqs. (2.12) and (2.10)).
If the deviation of A(t) from A is negligible, the correlation is largely retained; if the deviation becomes
substantial, the correlation is lost. This intuitive picture inspires a systematic revision of the equation of
motion by partitioning A(t) into a projected component along A and a component orthogonal to A. As
presented below, this revision can be carried out formally using the technique of projection operator and
results in a generalized Langevin equation [72, 73]. Section 2.3.3 will summarize the results when similar
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argument is made for a set of relevant dynamic variables.
The following derivation is largely simplified from Chap. 5 of Ref.[65]. Given a dynamic variable A, one
can define the projection operator as
P = ( , A)(A,A)−1A, (2.24)
which has the property PP = P. For any variable B, PB = (B,A)(A,A)−1A represents the projection
vector of B along A, and (I − P)B gives the component orthogonal to A, namely ((I − P)B,A) = 0.
In particular, one can show that PA = A, and (PA(t), A) = (A(t), A) = CAA(t) is the autocorrelation
function of A(t). To rewrite the equation of motion (2.8) using projection operator, one can first rewrite the
propagator G(t) = eiLt by transforming it to Laplace domain, yielding
G(z) = 1
z − iL =
1
z − PiL − (I − P)iL . (2.25)
Using the identity 1α − 1β = 1α (β − α) 1β and letting α = z − iL and β = z − (I − P)iL , one has
G(z) = 1




z − (I − P)iL , (2.26)
which gives the propagator in time domain as





By taking the time derivative of Eq. (2.8), one obtains
∂A(t)
∂t
= eiLtiLA = eiLtPiLA+ eiLt(I − P)iLA (2.28)
where the identity operator P + I − P has been inserted. The first term on the right can be rewritten as
eiLtiPLA = (iLA,A)(A,A)−1eiLtA = (iLA,A)(A,A)−1A(t) = iΩA(t) (2.29)
where the frequency parameter is defined as
iΩ = (iLA,A)(A,A)−1 = (Ȧ, A)(A,A)−1. (2.30)
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Using Eq. (2.27), the second term on the right of Eq. (2.28) becomes




′)PiLei(I−P)Lt′(I − P)iLA (2.31)
If one denotes
ξ(t) = ei(I−P)Lt(I − P)iLA, (2.32)
then Eq. (2.31) becomes






















where it has been defined that
M(t) = −(iLξ(t), A)(A,A)−1 = (ξ(t), iLA)(A,A)−1 (2.34)






dt′ M(t− t′)A(t′) = ξ(t) (2.35)
where ξ(t) defined in Eq. (2.32) can be interpreted as the random force, M(t) defined in Eq. (2.34) is
the memory function, and the additional term iΩ takes into account the effect of static correlation. From
Eq. (2.32), one can see that ξ(t) = (I − P)ξ(t) because each term of its expansion contains the operator
(I − P) which satisfies (I − P)(I − P) = I − P. Therefore, for any t, one has Pξ(t) = 0, or equivalently
(ξ(t), A) = 0. (2.36)
This result indicates that the random force ξ(t) is always orthogonal to A. Based on this orthogonality, the
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memory function M(t) can be rewritten as
M(t) = (ξ(t), iLA)(A,A)−1
= (ξ(t), (I − P)iLA)(A,A)−1 + (ξ(t),PiLA)(A,A)−1
= (ξ(t), ξ)(A,A)−1 + (ξ(t), A)(iLA,A)(A,A)−1
= (ξ(t), ξ)(A,A)−1
(2.37)
This relation is a generalization of the fluctuation-dissipation theorem [77] and shows that the memory
function is essentially the autocorrelation function of the random force.
Based on the generalized Langevin equation (2.35), one can multiple both sides by A and take the






dt′ M(t− t′)C(t′) = 0 (2.38)
This equation is usually called the memory-function equation. This formal result provides a powerful means
to calculate the correlation function, given some appropriate approximation being made for the memory
function M(t). In fact, such an approximation is one of the key difficulties for practical applications and
thus has been a longstanding research theme [62]. In practice, one typically enforces asymptotic limits, e.g.,
short-time sum rules (see Seciton 2.4 of Ref.[62]) and long-time hydrodynamic behavior (see Chap. 5 of
Ref.[62] and Chap. 8 of Ref.[5]), as constraints for the memory functions and construct interpolation models
(see Chap. 6 of Ref.[62]). Alternatively, with the knowledge of the correlation function, e.g., obtained from
computer simulations, Eq. (2.38) can be inverted numerically to solve for the memory function.
The derivation presented above illustrates the basic idea and formal results of the memory function
formalism. By rewriting the equation of motion of a given dynamic variable using projection operator
in Liouville space, one can obtain a formally exact generalized Langevin equation for the variable and a
memory-function equation for its correlation function, transferring the complexity of N -body interactions
into the memory function. As for practical applications, the single-variable treatment presented above is
rather limited, although it could be applied to study the velocity autocorrelation function and the self
intermediate scattering function (see Chap. 3 and Chap. 4 of Ref.[62], respectively). Below two extensions
are summarized based on this basic treatment.
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2.3.2 Memory-function hierarchy and continued-fraction representation
The first extension is inspired by noticing that the memory function itself is also a correlation function,
specifically, the correlation function of the random force (see Eq. (2.37)). Therefore, the memory function
of variable A(t) is also governed by a memory-function equation similar to Eq. (2.37), but with a higher-
order memory function. If similar argument is repeated, a hierarchy of memory-function equations can be






dt′ Mn+1(t− t′)∆2n+1Mn(t′) = 0 (2.39)
where
Mn(t) = (ξn(t), ξn)(ξn, ξn) (2.40)
iΩn = (ξ̇n, ξn)(ξn, ξn)
−1 (2.41)




Pn = ( , ξn−1)(ξn−1, ξn−1)−1 (2.44)




These expressions gives Eq. (2.38) when n = 0 and ξ0(t) is taken as A(t). Moreover, this hierarchy of
memory-function equations gives rise to a continued-fraction representation for the correlation function of
A(t) in Laplace domain [74], namely
CAA(z) = CAA(0)
1







where CAA(0) is the value at t = 0.
The merit of the memory-function hierarchy is that it provides a self-consistent way to approximate the
low-order memory function without resorting to additional dynamic variables. As the effect of the projector
operator is to project out “irrelevant” variables, one can expect that as one climbs up the hierarchy, the
complexity relevant to the dynamic variable of interest is substantially simplified. Therefore, higher-order
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memory functions are expected to be more tolerant of approximations. Typically, the higher-order memory
functions are supposed to decay much faster than the lower ones such that the hierarchy could be truncated
at certain order with some simple approximation such as exponential decay or δ function. On the other hand,
it becomes increasingly difficult to interpret the physical meaning of the higher-order memory functions.
2.3.3 Extended set of dynamic variables and generalized collective modes
The second generalization of the single-variable treatment in Section 2.3.1 is regarding to utilizing a extended
set of dynamic variables. It is very often that the dynamic behavior of certain physical process is not
determined by single dynamic variable, but governed by a few closely connected variables. One typical
example is the hydrodynamic variables, namely, the local particle density, momentum density, and energy
density. If one has the insight to figure out an approximate set of dynamic variables for a specific physical
problem, then the effect embedded in the random force and thus the memory function becomes secondary.
In that sense, the memory function is expected to decay rapidly and thus simple approximations such as
Markovian approximation could be made.
The formal results from the treatment of a set of relevant variables A are as follows. Using the technique






dt′ M(t− t′)A(t′) = ξ(t) (2.47)
where the frequency matrix iΩ, the random-force vector ξ(t) and the memory-function matrix M(t) are
defined in an analogous way to Eqs. (2.30), (2.32), and (2.37), with the scalar function A replaced by vector






dt′ M(t− t′)C(t′) = 0 (2.48)
where C(t) = (A(t),A)(A,A)−1. Certainly, if needed, a hierarchy of memory-function equations similar to
Eq. (2.40) could be formulated.
The merit of utilizing an extended set of relevant dynamic variables is that it could greatly alleviate the
difficulty in the treatment of the memory function. The effect is like that one manually extracts information
from the higher-order memory-function equations and build it into the lower ones. One important example
in accordance with this idea is the approach of generalized collective modes [83, 84, 85, 86, 87, 88, 89, 90, 91],
which was originally proposed to generalize the hydrodynamic theory. By applying Markovian approximation
(δ function in time) to the memory-function equation (2.48), one can formulate an eigenvalue problem which
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determines the eigenmodes of the correlation functions. For the treatment to be valid, one needs to select not
only those dynamic variables of interest but also those to which they are strongly coupled. For example, in
the generalization of the hydrodynamic theory, the set of the hydrodynamic variables is usually augmented
by including their time derivatives [86, 87].
In general, the description of density fluctuations in liquids using the memory function formalism involves
a trade-off between the two extensions in this section and the previous section [62]. Also, more accurate
models than the Markovian approximation are generally in demand to describe the decay of the memory
functions [92, 93]. To actually calculate the memory function is very challenging. A particularly important
technique called the mode-coupling theory is introduced in the following subsection. Moreover, the memory
function formalism is so influential that it has been integrated with other major theoretical frameworks,
especially the kinetic theory. It was hoped that the kinetic theory could provide a direct calculation of
the memory function from the treatment of molecular collisions governed by the interaction potential. In
turn, modern development of the kinetic theory for fluids has greatly benefited from the memory function
formalism (see Section 2.4.3).
2.3.4 Mode-coupling theory
The mode-coupling theory refers to a set of techniques invented to explain anomalous transport properties
of liquids [94, 95, 96]. Originally developed for the studies of critical phenomena [97, 98, 99, 100], the
mode-coupling theory was later applied to explain the long-time tail of velocity autocorrelation function
[101], the density fluctuations in supercooled liquids [102, 94, 103, 104, 105, 95] and the glass transition
[106, 107, 95, 108, 31, 109, 96, 110]. Moreover, a general discussion of the mode-coupling theory could be
found in Chap.6 of Ref.[65].
With respect to the calculation of time correlation functions or the associated memory functions, the
idea of mode-coupling could be outlined as follows. In principle, for a specific physical problem, if all
the relevant slowly varying dynamic variables are chosen in the formulation of the memory-function equa-
tion (2.48), then the memory function, which is the correlation function of the random force contributed
by irrelevant variables, is expected to decay rapidly and could be reasonably approximated in a simplified
manner. However, generally speaking, such a precise choice is very challenging. Therefore, some neglected
relevant variables may enter the random force and thus distort the otherwise rapid decay of the memory
function to develop certain long-time tail. To retain some neglected information, one can apply subsequent
projections of the random force, climbing up the hierarchy of memory functions. This approach introduces
new variables (new memory functions) and must be truncated in some way. Alternatively, another approach
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provided by the mode-coupling theory is to project the random force into certain “decay channels” typically
represented by the product of pairs of dynamic variables. Very often, these pairs of variables are constructed
from the slow variables already considered. This is a natural choice because that if some relevant variables
are slowly varying, then their power products are expected to be slow variables as well. Therefore, due to
the orthogonality (ξ(t), Aα) = 0 (Eq. (2.36)), the next simplest slow variables to consider are naturally the
products of two slow variables, which thus explains the name ”mode-coupling”. With certain choice of decay
channel, two additional approximations often have to be applied in order to obtain a self-closed integrodif-
ferential equation. The first is to replace the propagator of the random force ei(I−P)Lt by P2eiLtP2, where
P2 is the projection operator defined by the coupled-mode. This approximation leads to the appearance of
four-point correlation functions. Thus, the second approximation is to factorize these four-point correlation
functions into the products of ordinary two-point correlation functions. In this way, the memory function
is represented in terms of the correlation function that it is associated with, thus providing a closure to the
memory-function equation.
Following Ref.[5], the well-known mode-coupling equation for the density correlation function F (k, t)
is summarized below. With the choice of decay channel ρk1ρk2 (k1,k2 denote wavevectors), the resulting
nonlinear equation derived from the memory function formalism with the mode-coupling approximations is
given by
φ̈(k, t) + Ω2kφ(k, t) +
∫ ∞
0
M(k, t− t′)φ̇(k, t′) dt′ = 0 (2.49)
where φ(k, t) = F (k, t)/S(k) and Ωk = v
2
T k
2/S(k) with vT =
√
kBT/m. The memory function M(k, t) is
expressed as
M(k, t) = ν(k)δ(t) + Ω2kMc(k, t), (2.50)






δk,k1+k2V(k,k1,k2)φ(k1, t)φ(k2, t) (2.51)




[C(k1)k · k1 + C(k2)k · k2]2 . (2.52)
In Eq. (2.50), a δ-function has been used to approximate the short-time behavior. Also, in Eq. (2.52),
C(k) = (1−1/S(k))/ρ is the direct correlation function. Given the static structure factor S(k) as input, the
mode-coupling equation could be solved approximately or numerically to examine the behavior of F (k, t),
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especially near the glass transition temperature [5, 106, 107, 95, 96, 110].
2.4 Kinetic theory
This section reviews the kinetic theory for fluids, which exploits distribution functions in phase space to
describe the kinetics of the system. This formalism utilizes coordinates and velocities (or momenta) as
the underlying variables and thus is suitable for a direct treatment of molecular collisions in real space.
Historically, the kinetic theory originated from the the pioneering work of Boltzmann in the studies of
dilute gas and was later generalized by formal derivations from the Liouville equation. In the following
subsections, this chronological order is not followed. Instead, the formal theory is first presented, which
reduces the Liouville equation for the N -particle distribution function in phase space to a hierarchy of
kinetic equations for the distribution functions of subsets of particles. Then, the historical achievements in
treating the lowest-order kinetic equation, namely, the kinetic equation governing one-particle distribution
function, are reviewed. Finally, the kinetic theory is integrated with the memory-function formalism to
calculate correlation functions. This integration represents the modern advancement of kinetic theory in the
description of transport processes in fluids. More detailed treatments of the kinetic theory for fluids can be
found in the classic books by Résibois and Leener [64], Frenkel [111], Chapman and Enskog [112], and Boon
and Yip [62].
2.4.1 Reduced distribution functions and BBGKY hierarchy
As mentioned in Section 2.1, the N -particle distribution function fN (r
N ,pN , t) describes the distribu-
tion of a ensemble of replicas of the system in 6N phase space. Alternatively, one can interpret that
fN (r
N ,pN , t)drNdpN represents the probability of finding the system in the phase-space volume element
rN → rN +drN and pN → pN +dpN at time t. With this knowledge, the ensemble average of any dynamic
quantity can be calculated. However, in many occasions, this knowledge is too detailed and not necessary
for practical applications. If only the dynamics of a subset of particles are of interest, one can use a reduced
distribution function by integrating fN over the coordinates and momenta of the other particles. In fact, a







N ,pN , t), (2.53)
where rn ≡ (r1, r2, . . . , rn) and r(N−n) ≡ (rn+1, rn+2, . . . , rN ). Similar notations apply to the momenta. The
physical meaning of fn(r
n,pn, t)drndpn is the probability of finding n particles in the reduced phase-space
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volume element rn → rn + drn and pn → pn + dpn at time t, with the normalization factor N !(N−n)! being
the number of ways to choose a set of n particles. Using this definition, one can systematically reduce the
Liouville equation to a hierarchy of kinetic equations that governs the reduced distribution functions for
different subsets of particles. This hierarchy is termed the BBGKY hierarchy.


















 fN = 0 (2.54)
where Fei , if it exists, represents the external force on particle i due to some external potential, and Fij is
the pair force exerted on particle i by particle j. Certainly, Fii = 0. To describe the reduced n-particle
distribution function fn, one can first multiple Eq. (2.54) by N !/(N − n)! and integrate over r(N−n) and




























One the right side, the expression could be grouped in terms of label j. Each term of them gives the same
value because fN is symmetric with respect to the interchange of particle labels. Therefore, one can rewrite






























































This expression is well known as the BBGKY hierarchy, which shows that the time evolution of fn is
directly related to fn+1. Unfortunately, fn+1 is usually even harder to obtain than fn. Therefore, certain
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approximation schemes have to be implemented to truncate the hierarchy in order to obtain a self-closed set


















f2(r1,p1, r2,p2, t). (2.58)
This kinetic equation describes the time evolution of the one-particle distribution function f1. The left side
describes the free-streaming motion and the effect from the external force, while the right side contains
the overall effect of molecular collisions and is often termed collision integral or collision term. How to
approximate this collision term is probably the most important topic in the kinetic theory [64, 112]. Below
major historical achievements regarding the treatment of the collision integral are summarized.
2.4.2 The Boltzmann equation and Enskog’s extension
In the studies of dilute gases, Boltzmann obtained the first kinetic equation for the one-particle distribution
function f1 from explicit mechanical treatment of uncorrelated binary collisions [64, 112]. To introduce the
























represents the rate of change of f1 due to collisions and is formally given by the right side of
Eq. (2.58). In Boltzmann’s orginal treatment, he considered only uncorrelated binary collisions and invoked
an assumption called “molecular chaos” before any collision event, which is essentially to approximate f2 as













1, t)− f1(r,p, t)f1(r,p1, t)], (2.60)
where p and p1 represent the pre-collision momenta of two particles, and p
′ and p′1 are the post-collision
momenta. σ(Ω; ∆p), with ∆p = |p1−p|, is the cross section for scattering into a solid angle dΩ. For detailed
derivations, one can refer to Chap. IV of Ref.[64].
The significance of the Boltzmann equation is mainly two-fold. First, based on this equation, Boltzmann
derived the famous H-theorem which provides a statistical physical interpretation to the irreversible process
towards thermodynamic equilibrium (see Section 5.3 of Ref.[64]). The equilibrium solution to the Boltzmann
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equation is given by the Maxwell-Boltzmann distribution
f eq1 (r,p) = ρf
MB













where ρ is the equilibrium density and T is the equilibrium temperature. Second, the Boltzmann equation es-
tablishes the microscopic foundation of the hydrodynamic conservation equations and transport coefficients.
Section 2.5 of this thesis is related to this point. In practice, due to the nonlinearity of the Boltzmann
equation, some special techniques such as linearization and Chapman-Enskog expansion [112] are usually
needed in order to push explicit calculations forward. Chap. IV and V of Ref.[64] discusses extensively about
this topic.
Given a system of N particles, f1(r,p, t)drdp/N denotes the probability of finding one particle in the six-
dimensional phase-space volume element r→ r+dr and p→ p+dp at time t. In the Boltzmann equation, it
doesn’t distinguish what the found particle is. In other words, due to the symmetrized definition of f1 given
in Eq. (2.53), particles are not distinguishable and the distribution function f1 is actually a superposition of
the distribution function for each particle. (Because they are identical, thus f1 becomes N times any one of
them.) In some occasions, if one specific particle is special or is of particular interest (even conceptually),
this superposition may not be valid and one needs to treat such a particle explicitly. One specific example is
the self-diffusion process in a fluid, which reflects the single-particle dynamics of the system. To describe the
diffusion of a conceptually “tagged” particle, the Boltzmann equation in its original form is not suitable and
needs to be adjusted. In the case of dilute gases, one can consider that the tagged particle is interacting with
a bath of surrounding particles that stay in equilibrium. As a result, the variant of the Boltzmann equation


















1)− fs,1(r,p, t)fMB1 (p1)]
(2.62)
where fs,1 is the distribution function of the tagged particle and f
MB
1 is given in Eq. (2.61).
Despite its profound success, there exist some fundamental difficulties associated with the Boltzmann
equation. First, the Boltzmann equation is a nonlinear integrodifferential equation, which make it extremely
hard to solve. Therefore, one usually has to simplify the collision term with some collision models such as
the Bhatnagar–Gross–Krook (BGK) model [113], or relies on some expansion techniques such as Chapman-
Enskog expansion [112] to find an approximated solution. Second, the Boltzmann equation only applies to
dilute gases where the molecular structure is not important and uncorrelated binary collisions consist of
the majority of collision events. As the density increases to that of liquids, it is expected that molecular
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structure plays an important role and correlated collisions and multi-body collisions could occur more often
[114]. Therefore, the collision term needs to be modified so that the complexity of N -body interactions
is reasonably captured. Among the explorations along this line, the next milestone is probably the work
of Enskog, in which he extended the Boltzmann equation by considering hard-sphere particles with finite
size instead of point particles. Based on similar mechanical analysis of uncorrelated binary collisions as

































f1(r,p, t)f1(r− aε,p1, t)
}, (2.63)
where a is the diameter of the particle and ε is the unit vector along the line joining the centers of the
particles. The newly introduced geometrical factor YE depends only on the density at the point of contact
and could be shown is closely related to the equilibrium pair correlation function [64]. Although limited to
hard-sphere fluids, the Enskog’s theory provides a useful correction to the Boltzmann equation, making it
applicable to more than dilute gases. More detailed discussions about the Enskog’s theory could be found in
Chap. VI of Ref.[64]. Moreover, more advanced treatments of correlated binary collisions (or ring collisions)
are available in Chap. X of Ref.[64].
The previous subsections summarized the formal theory of distribution functions and discussed the
major achievements regarding the most important one-particle distribution function. The next subsection
will review how the kinetic theory, when integrated with the memory function formalism introduced in
Section 2.3, could be applied to calculate time correlation functions.
2.4.3 Phase-space correlation function and memory function
The key merit of the kinetic theory is that it directly establishes a link between the microscopic treatment
of molecular collisions and the macroscopic properties such as transport coefficients of the system. On the
other hand, according to the Green-Kubo relations [1, 2] (see also Section 2.2), these transport coefficients
usually can be expressed as the integral of time correlation functions of microscopic variables. Therefore,
there is supposed to be certain route to calculate time correlation functions, especially the density correlation
functions and current correlation functions, from the perspective of kinetic theory. The exploration of this
route has greatly benefited from the integration of the memory function formalism with the kinetic theory
[92, 115, 116]
The basic idea is illustrated below, following an excellent introduction given in Section 2.8 of Ref.[62].
36
The key feature of a kinetic description is directly taking the momenta or velocities into account. To describe





δ[r− ri(t)]δ[p− pi(t)]. (2.64)
Then many dynamic variables of interest could be derived from this expression. In particular, the particle
density and current could be expressed as
ρ(r, t) =
∫













Based on this definition (2.64), the phase-space density correlation function can be written as
C(r− r′,p,p′, t) = 〈δρ(r,p, t)δρ(r′,p′, 0)〉 (2.67)
where δρ(r,p, t) is the instantaneous fluctuation from the equilibrium value, namely
δρ(r,p, t) = ρ(r,p, t)− 〈ρ(r,p, t)〉 = ρ(r,p, t)− ρfMB1 (p) (2.68)
To derive the usual expressions for time correlation functions using reciprocal coordinates, one can first
apply spatial Fourier transform to Eq. (2.67), which gives
C(k,p,p′, t) =
∫ ∫
drdr′ C(r− r′,p,p′, t)e−ik·(r−r′) = 〈δρ(k,p, t)δρ(−k,p′, 0)〉 (2.69)
Then the intermediate scattering function and the current correlation functions are immediately obtained
as
F (k, t) =
∫ ∫









where pl = p · k is the longitudinal momentum and pt = p − pl is the transverse momentum. Therefore,
one can see that the phase-space density correlation function C(r,p,p′, t) or C(k,p,p′, t) plays a central
role in the calculation of time correlation functions from the kinetic approach. The critical task is thus how
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to calculate this phase-space density correlation function.
In literature, this task has been attacked by a variety of methods [117, 118, 119, 116]. In particular, the
projection-operator technique and the memory function formalism introduced in Section 2.3 is so general that
they could be adapted to obtain a generalized Langevin equation for the phase-space density function and a
memory-function equation for its correlation function [118]. This memory-function equation for C(k,p,p′, t)










dp′′ ϕ(k,p,p′′, t− t′)C(k,p′′,p′, t′) = 0 (2.72)
where ϕ(k,p,p′′, t) is the phase-space memory function and the frequency matrix is given by [118]
iΩ(k,p,p′′) = − ik · p
m
δ(p− p′′) + ik · p
m
ρfMB1 (p)C(k) (2.73)
with C(k) = (1 − 1/S(k))/ρ being the direct correlation function. In Eq. (2.73), the first terms represents
the free streaming of particles, while the second term describes the effect of static structural correlation.
Therefore, in the kinetic equation (2.72), the memory function ϕ(k,p,p′, t) contains all the dynamic effect
of molecular interactions and thus acts like a collision kernel [115, 116].
In this treatment, how to calculate or approximate this phase-space memory function becomes the im-
mediate challenging task. In particular, this memory function could be further separated into two parts: one
considers only uncorrelated binary collisions, and the other accounts for corrections from correlated binary
collisions, or called ring collisions [120, 116]. In the treatment of uncorrelated binary collisions, Mazenko
showed that the memory function reduced to the collision kernel in the linearized Boltzmann equation in
the limit of low densities, long wavelengths and low densities [121, 122]. If further limited to hard-sphere
fluids, it has been found that the memory function obtained resembles the structure of the collision ker-
nel in Enskog’s theory [123, 124, 125, 126, 127]. For this reason, this type of treatment for hard-spheres
is often termed generalized Enskog’s theory. Based on this theory, de Schepper and Cohen were able to
evaluate numerically the extensions of the five hydrodynamic collective modes from the hydrodynamic to
the kinetic regime [128, 129]. In addition to memory function obtained in simplified cases, model memory
functions have also been suggested [118, 130, 131, 132]. Based on these results, numerical calculations have
been carried out to solve for the phase-space density correlation function [133, 125, 134, 135]. On the other
hand, the treatment of correlated binary colliisons is even more difficult [114]. Based on the so-called fully
renormalized kinetic theory proposed by Mazenko and Yip [120, 115, 116] (see also Chap. 4 of Ref.[65]), it
was found that consideration of correlated binary collision led to a mathematical structure resembling the
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treatment from mode coupling theory [94, 136]. Finally, it is noted that more detailed treatment of the
phase-space memory function can be found in Section 2.8 and 6.7 of Ref.[62].
The above discussion considers mostly the collective density fluctuations. Similar kinetic approach has
also been applied to study self dynamics of fluids [137, 138, 139, 140, 141, 142]. Section 3.6 and 4.8 of Ref.[62]
discuss extensively about this topic.
2.5 Hydrodynamic theory
In the previous sections, the formal theories presented are, in principle, applicable to describe time corre-
lation functions in all dynamic regimes. This generality either adopts a very abstract mathematical form,
or is complicated by the direct treatment of molecular details of liquids. On the other hand, if one is only
concerned with the hydrodynamic regime (klc  1 and ωτc  1), then the complexity of dynamical descrip-
tions can be greatly greatly reduced as a liquid system may be considered as a continuum medium. In this
regime, it is expected that the effects of local molecular structures become secondary. Moreover, it is in this
hydrodynamic regime that most empirical laws apply and most fluid measurements are carried out. This
section is therefore concerned with the description of the classical hydrodynamic theory.
2.5.1 Microscopic foundation of conservation equations
The macroscopic equations of conservation are typically formulated in two ways. One takes a heuristic or
engineering approach by analyzing the time variation of mass, energy and momentum in a microscopically
large and macroscopically small volume element, while the other takes the statistical mechanical approach
and explores the microscopic foundation of conservation equations from kinetic equations in the one-particle
phase space [64]. Below the second perspective is adopted.
Since the effects of microscopic details are secondary in the hydrodynamic description, one can first utilize
some well-known kinetic equation for dilute fluids to formulate the first-order description of hydrodynamic
equations. The effects of different molecular interactions then enter the hydrodynamic equations in specific
forms of constitutive relations, which will be discussed in the next section. Here the Boltzmann equation
(2.59) without external force is used to derive the conservation equations. For any given function A(v), the







In particular, the local particle density, momentum density and energy density is given by
ρ1(r, t) =
∫
dv f1(r,v, t) (2.75)
ρ1(r, t)m 〈v〉(r,t) =
∫













with A1−5(v) = 1,mvx,mvy,mvz,mv
2/2, respectively. Here m is the particle mass. Multiplying the Boltz-






















As A1−5(v) are the collision invariants of the Boltzmann equation, the contribution from the collision term
on the right side vanishes. (Note that this is not generally true for other collision integrals. For example, in
Enskog’s theory, the collision integral will induce additional contributions to the flux. On the other hand,
the mathematical structure of conservation law is always maintained.) Therefore, one readily obtains the
















































To further rewrite the above conservation equations in the classic form of fluid dynamics, one can define







































Π = mρ1 〈ξξ〉(r,t) = m
∫




























are the pressure tensor, the heat current, and the internal energy density per unit mass, respectively.
Eqs. (2.80) are the final conservation equations conformed with the classical fluid dynamics. Ideally, if
the one-particle distribution function f1(r,v, t) could be known somehow, Eqs. (2.75-2.77) and (2.80-2.83)
form a complete description of hydrodynamics with the microscopic definitions provided. However, in real-
ity, f1(r,v, t) is not measurable from experiments which generally have difficulties in tracking the real-space
atomic coordinates, let alone the information of velocities. Therefore, from a macroscopic point of view,
given the set of conservation equations (2.80) alone, no solutions could be found unless further approxima-
tions are made to express the flux terms Π and q as a function of the local densities. These approximations,
generally termed constitutive relations, are the subject of next section.
2.5.2 Local thermodynamic equilibrium and constitutive relations
The macroscopic conservation equations (2.80) are not closed unless additional constitutive relations are
supplied. These constitutive relations may be established from other theoretical approaches, or be drawn
empirically based on numerous experimental measurements. The classical hydrodynamic theory adopts the
key assumption of local thermodynamic equilibrium, which is, according to the Boltzmann H-theorem [64],
an intermediate stage of the irreversible process towards the maximization of entropy and the absolute
equilibrium for an perturbed isolated system. Compared to the hydrodynamic timescale, this stage is
rather rapidly realized by the exchange of momenta between particles during the innumerable collision
events. Due to this reason, local thermodynamic equilibrium also implies a “mosaic” or “coarse-grained”
picture in real space, where many fast microscopic motions diminish and only the slowly varying modes
survive. Moreover, this assumption implies that the one-particle distribution function is given by the “local-
equilibrium” Maxwell-Boltzmann distribution












where T (r, t) is the local temperature. With this assumption, thermodynamic laws could be applied locally.
For instance, from Eq. (2.83), one readily obtain ein = 3kBT (r, t)/2m. Morevover, to close the conservation
equations (2.80), two constitutive relations that are commonly supplied for newtonian fluids are the Fourier’s
law
q = −λ∇T (r, t) (2.85)
and the Navier-Stokes pressure tensor
ΠNSαβ(r, t) = δαβP (r, t)− σvsαβ(r, t)
= δαβP (r, t)− η
[
∂βuα + ∂αuβ −
2
3
(∇ · u) δαβ
]
− ζ (∇ · u) δαβ ,
(2.86)
where P (r, t) is the local thermodynamic pressure, λ is the thermal conductivity, η is the shear viscosity
and ζ is the bulk viscosity. These three transport coefficients are usually accessible from experimental
measurements. The Fourier’s law describes the heat diffusion, and the Navier-Stokes stress tensor is a stress-
strain constitutive relation that describes the viscous dissipative processes in newtonian liquids. (Note that
the strain-rate tensor is ε̇αβ =
1
2 (∂βuα + ∂αuβ).) Combining Eqs. (2.80), (2.85) and (2.86), one obtains a
complete set of differential equations for the statistically independent macroscopic variables ρ1(r, t), u(r, t)
and T (r, t), from which a solution may be pursued given adequate boundary conditions and initial conditions.
Note that, however, these hydrodynamic equations typically contain nonlinear terms which make it difficult
to solve analytically. Thus, in the case of small fluctuations, linearization is often used to simplify the
problem.
Similarly, by following the procedures presented above but starting from the Boltzmann-Lorentz kinetic
equation (2.62) for a tagged particle, one can derive an conservation equation for the tagged-particle number
∂ρs1(r, t)
∂t
+∇ · js(r, t) = 0, (2.87)
where the current js(r, t) = ρs1(r, t)us(r, t) =
∫
dv vfs1(r,v, t). Note that for the tagged particle alone, the
momentum and energy are not conserved. Thus, a closure to Eq. (2.87) is often supplied by the Fick’s law
js(r, t) = −D∇ρs1(r, t) (2.88)
where D is the self diffusion coefficient. Plugging Eq. (2.88) in Eq.(2.87) yields the diffusion equation.
Using the hydrodynamic equations, one can describe the deviations of local densities with respect to their
equilibrium values, from which the density correlation functions and current correlation functions could be
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derived in the long-wavelength, low frequency limit [143, 62, 5]. As these calculations are closely tied to
the main work of this thesis, they will be presented in the beginning of the next two chapters, immediately
followed by the extensions proposed in this work. At this point, it is noted that the hydrodynamic fluctuations
have the wavelengths comparable to that of the light. Therefore, these calculations provide a interpretation
for the spectral features of the density correlation functions measured by dynamic light scattering. By fitting
the experimental data from light scattering, the transport coefficients could also be extracted.
2.5.3 Generalized hydrodynamics
The key merit of the hydrodynamic theory is that it is directly built upon macroscopic transport coefficients
and thermodynamic derivatives, which are probably the most important control parameters for practical
engineering applications. Taking these parameters as input, one can infer the dynamical behavior of a fluid
system from the hydrodynamic equations. On the other hand, the conventional hydrodynamic theory is a
macroscopic theory only valid in the limit of long wavelengths and low frequencies. Given its success in
describing the density and current correlations in the hydrodynamic regime, it is tempting to ask how the
conventional hydrodynamic theory could be extended to model correlation functions in shorter wavelengths
and higher frequencies. The main advantage of such a extension, if it exists, is that it naturally preserves
the correct hydrodynamic limit. In literature, such a category of generalizations of the hydrodynamic theory
are generally termed generalized hydrodynamics.
In the generalized hydrodynamic regime (see Figure. 1.5), it is expected that the temporal response
is viscoelastic instead of purely viscous. Moreover, the effect of molecular structures becomes obvious.
Therefore, a generalized hydrodynamic description is usually constructed by interpolating between the long-
time hydrodynamic behavior and short-time behaviors constrained by sum rules. In particular, inspired by
the memory function formalism, the most intuitive approach is to generalize the transport coefficients to
be wavenumber- and frequency-dependent functions [93, 83]. These generalized transport coefficients acts
like the memory functions, which provide the flexibility to accommodate new features of the correlation
functions using hydrodynamic-type equations.
In terms of the descriptions above, one can consider that the viscoelastic hydrodynamic approach pro-
posed in this thesis, specifically in Chap. 3 and Chap. 4, falls into this category of theoretical treatments
(see Figure 2.1). The key differences from the existing generalized hydrodynamic treatments are two-folded.
First, viscoelastic models are integrated into the hydrodynamic equations to characterize the viscoelastic
response. The viscoelastic hydrodynamic approach generalizes the Navier-Stokes stress-strain constitutive
relation by the utilization of a fourth-order relaxation tensor, which acts like the generalized transport coeffi-
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cients (functions). In order to carry out theoretical calculations of collective modes and correlation functions,
viscoelastic models are applied to model the temporal dependence of the relaxation tensor. Second, the vis-
coelastic hydrodynamic approach also allows one to examine the effect of anisotropy. The utilization of
the fourth-order relaxation tensor essentially relaxes the isotropic assumption adopted in the conventional
hydrodynamic theory and augment the set of transport coefficients. By incorporating those anisotropic





to the collective density fluctuations
Motivated by the success of phonon theory in crystalline solids, study of phonons or collective excitations in
liquids has been an active yet unresolved area [67, 144, 145, 32, 146, 147, 5]. Unlike solids, liquids allow large
atomic displacements, causing phonons rapidly damped or short-lived. The lack of such “smallness of the
vibrations” in liquids led Landau and Lifshitz to suggest that a general method to calculate the thermody-
namic quantities of liquids at non-zero temperatures is elusive [148]. Introductory textbooks often suggest
that liquids can only propagate long-wavelength longitudinal waves in the hydrodynamic limit and are not
rigid enough to support transverse waves. However, inelastic X-ray and neutron scattering (IXS/INS) mea-
surements of various liquids with increasing resolution have showed evidence that the transverse modes also
contribute to the density fluctuations [149, 150, 151, 152, 153, 40, 154, 155, 156, 157, 39, 34, 33, 158, 159, 160].
Besides, molecular dynamics (MD) simulations, capable of separating transverse from longitudinal dynam-
ics, further showed that peaks appear in the power spectrum of the transverse currents in the intermediate-
wavevector and Tera-Hz regime [161, 162, 163, 164, 165, 41, 42, 35, 166].
Compared to the experimental and computational advances, theoretical progress on the understanding of
the collective modes in liquids is still limited [5, 145, 32, 146, 147]. Collective dynamics in liquids is commonly
characterized by space-time correlation functions which quantify the correlation of instantaneous fluctuations
of interested dynamic variables. In general, microscopic treatments of correlation functions of liquids may be
roughly classified into three categories: linear response theory [167, 168, 1, 2, 4], memory-function formalism
[72, 73, 74, 62], and kinetic-theory approach [169, 117, 124, 115, 116]. In the early days, linear response
theory was used to directly calculate the dynamic susceptibility, whose imaginary part gives the correlation
function, of the system under a weak external perturbation. However, ad hoc perturbation field needs to
introduced [76, 75, 170, 171, 82]. Later, the memory-function and kinetic-theory approaches were adopted
and entwined. The memory-function formalism is grounded on the generalized Langevin equation which can
be formally derived by rewriting the equation of motion of any dynamic variable in Liouville space using the
Mori-Zwanzig projection operator [72, 73, 74, 63]. The flexibility and also difficulties lie in the selection of
dynamic variables appropriate for specific physical problems and the approximation of the associated memory
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functions [62, 92, 118, 93]. Formally, a hierarchy of memory-function equations [74] could be formulated and,
in practice, truncated up to certain order where some simple approximation, e.g. Markovian approximation
(∝ δ(t)) or exponential decay, on the memory function becomes tenable. Alternatively, one may be able to
adopt the Markovian approximation at lower order by resorting to a more extended set of dynamic variables
[83, 172, 84, 85, 86, 87]. Both extensions, however, eventually have to rely on some empirical models of the
memory function. Therefore, since the mode-coupling ansatz was proposed, it has attracted a lot of attention
as it provides a closure by approximating the memory function as a product of the corresponding correlation
function [101, 94, 95, 96, 110]. To actually calculate the memory function from the interaction potential,
one has to turn to kinetic theory and take into account the microscopic details of molecular collisions in the
phase space [117, 124, 121, 122, 115, 134, 116, 136, 128]. Although these methods are generally not limited
to certain wavelength or frequency range and, in this sense, could provide a microscopic description of the
correlation functions in principle, formidable difficulties were faced at exquisite treatments of many-body
interactions, especially at perplex thermodynamic conditions. To defer dealing with such difficulties, the
significant progress was hinted by Landau and Lifshitz [173, 174] and formalized by Kadanoff and Martin
[3]. Relying on the fluctuation-dissipation theorem, they suggested an inverse approach which infers the
microscopic correlation from the macroscopic conservation laws, namely the Navier-Stokes equations. In the
long-wavelength and low-frequency limit, such an approach, known as the classical hydrodynamic theory
[3, 143, 175, 176], predicts one thermal diffusion mode, two longitudinal acoustic modes, and two purely
diffusive transverse modes [3, 143, 62, 5]. The first three modes, known as the Rayleigh-Brillouin triplet
in the power spectrum of the density correlation, are completely decoupled from the transverse modes.
Thus, the transverse modes have no causal relation to the density fluctuations. This theory, however, fails
to explain the aforementioned observations of transverse excitations in liquids at shorter wavelengths and
higher frequencies because of the lack of consideration of viscoelasticity and discrete molecular structures
[93].
In this chapter, the classical hydrodynamic theory is generalized to study the collective modes in liquids
by extending the stress-strain constitutive relation to incorporate viscoelasticity and anisotropy. The idea
is that at high frequencies liquids have insufficient time to respond to shear perturbations and therefore
react elastically like solids. In particular, this scenario becomes more prominent under conditions such
as low temperatures or high pressures where the dynamics becomes increasingly sluggish. In addition, at
short wavelengths, the continuous symmetry of liquids is broken due to the discrete short-range order and
thus anisotropy must be considered. In this generalization, the viscoelastic temporal response and spatial
anisotropic effect are integrated into the framework of the hydrodynamic theory with the utilization of a time-
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dependent fourth-order relaxation tensor, which provides a higher-level view to examine the interparticle
interactions (viscoelasticity) and the symmetry of materials (anisotropy). Given specific approximations
to the relaxation tensor using viscoelastic models, the collective modes responsible for the density and
current fluctuations can be derived accordingly at small wavenumbers. Based on the examination of two
fundamental viscoelastic models, namely, the Kelvin-Voigt model and the Maxwell model, it was found that
viscoelasticity modifies the number and the values of the collective modes compared to the hydrodynamic
results. In particular, depending on specific viscoelastic responses, either transverse excitations or transverse
kinetic relaxations may be sustained. Moreover, it is demonstrated that anisotropy naturally leads to a
hybrid contribution of longitudinal dynamics and transverse dynamics to the density correlation functions
and the current correlation functions. These results suggest an important perspective that the puzzling
low-frequency boson peak and the β-relaxation may be different manifestations of the transverse modes in
liquids of different fragility.
This chapter is organized as follows. Section 3.1 derives the hydrodynamic collective modes and the
density and current correlation functions from the classical hydrodynamic theory. Section 3.2 generalizes
the Navier-Stokes stress-strain relation to incorporate viscoelasticity and anisotropy by the utilization of a
fourth-order relaxation tensor. Section 3.3 summarizes the expression of the relaxation tensor in specific
cases. Section 3.4 derives the generalized hydrodynamic matrix from the generalized stress-strain relation.
Based on this generalized hydrodynamic matrix, Section 3.5 applies two fundamental viscoelastic models to
approximate the relaxation tensor and examines the corresponding collective modes and time correlation
functions. These results are discussed in the end.
3.1 Hydrodynamic collective modes
In this section, following Ref. [5, 143, 62], the hydrodynamics equations (2.80) combined with the two
constitutive relations, namely the Fourier’s law (2.85) and the Navier-Stokes pressure tensor (2.86) given in
Section 2.5 are used to derive the hydrodynamic modes and the density and current correlation functions.
In the case of small fluctuations, these equations can be linearized with respect to the deviations to the
equilibirum values of the hydrodynamic variables (see Appendix A for the details). This procedure leads to
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a set of linearized equations
∂tδρ(r, t) +∇ · j(r, t) = 0, (3.1a)
(∂t − a∇2)δT (r, t) +
TβV
ρ2cV
∇ · j(r, t) = 0, (3.1b)
1
mρχT
∇δρ(r, t) + βV
m
∇δT (r, t) + ∂tj(r, t)−
[
ν∇2 + (b− ν)∇∇·
]
j(r, t) = 0, (3.1c)
where βV is the thermal pressure coefficient, cV is the heat capacity per particle at constant volume, χT is
the isothermal compressibility, ν = η/mρ is the kinematic shear viscosity, b = ( 43η+ ζ)/mρ is the kinematic
longitudinal viscosity, and a = λ/ρcV with λ being the thermal conductivity. Here δA(r, t) denotes the
deviation of any given dynamic variable A(r, t) from its equilibrium value A = 〈A(r, t)〉. Besides, the frame
of reference is chosen such that 〈u(r, t)〉 = 0, and thus δj = j. Eqs. (3.1a-3.1c) can be solved by taking the
spatial Fourier transform and temporal Laplace transform, which gives rise to
zδρ̃(k, z) + ik · j̃(k, z) = δρ(k, 0), (3.2a)
(z + ak2)δT̃ (k, z) +
TβV
ρ2cV






ikδT̃ (k, z) +
[
z + νk2 + (b− ν) kk·
]
j̃(k, z) = j(k, 0), (3.2c)






dr δA(r, t)e−ik·r, (3.3)
and δA(k, 0) are the value at t = 0 after spatial Fourier transform. Without losing generality, one can take
the wavevector k along the z-axis (i.e. kα = kδαz) and decompose the particle current into the longitudinal
(parallel to k) and the transverse (perpendicular to k) parts. As a result, Eqs. (3.2a-3.2c) can be summarized
in a matrix form

z 0 ik 0 0




m z + bk
2 0 0
0 0 0 z + νk2 0



















The block-diagonal structure of the hydrodynamic matrix shows that the transverse-current fluctuations are
completely decoupled from fluctuations in the longitudinal variables. From the hydrodynamic matrix, one
can determine the dispersion relation for the collective modes by the poles of its inverse, or by setting its
determinant equal to zero. To the order of k2, one obtains one thermal diffusion mode, two longitudinal
acoustic modes and two transverse diffusive modes [5]:

zH1 = −DTk2,
zH2,3 = ±icsk − Γk2,
zH4,5 = −νk2,
(3.5)
where DT = a/γ = λ/ρcP is the thermal diffusivity with γ = cP /cV being the ratio of specific heats,
cs =
√
γ/mρχT is the adiabatic speed of sound and Γ = a(γ − 1)/2γ + b/2 is the sound attenuation
coefficient. The thermodynamic relation cP = cV + TχTβ
2
V /ρ has been used in simplifying the expressions.
Using the collective modes obtained, one can solve the linear system (3.4) using Cramer’s rule and carry out


































where the coefficients A1−3 and B1−3 are given respectively in Eqs. (B.1) and (B.4) in Appendix B. Here the
lowest k order of the coefficients have been explicitly pulled out to indicate their relative order. Appendix B
also gives the temporal Fourier transform of these correlation functions. From Eqs. (3.6-3.8), one can see that
the transverse current correlation function Ct(k, t) is dominated by the purely diffusive transverse mode,
while both the longitudinal current correlation function Cl(k, t) and the coherent intermediate scattering
function F (k, t) contain a mixed contribution from the thermal diffusion mode and the longitudinal acoustic
phonon mode. Figure 3.1 shows the spectra of these hydrodynamic correlation functions in frequency domain.
The coherent dynamic structure factor S(k, ω) shows one thermal diffusion peak and two longitudinal phonon
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peaks, which are well known as the Rayleigh-Brillouin triplet. Also, note that at almost the same locations
as the longitudinal phonon peaks, the longitudinal current correlation function C̃l(k, ω) also shows two
peaks. On the other hand, the transverse current function C̃t(k, ω) is a Lorentzian function peaking at zero
frequency.













Figure 3.1: Fourier transform of hydrodynamic correlation functions given in Eqs. (3.6-3.8). (a) Lon-
gitdudinal and transverse current correlation function C̃l(k, ω) and C̃t(k, ω) (b) Dynamic structure factor
S(k, ω) plotted along with its individual components: thermal diffusion peak (gray dotted line) and lon-
gitudinal phonon peaks (red dashed line). In the plots, C̃l(k, ω) is normalized by Cl(k, 0), C̃t(k, ω) by
Ct(k, 0), and S(k, ω) by S(k). For this illustration, below parameters are taken: γ = 1.9, cs = 40 (Å/ps),
DT = a/γ = 80 (Å
2
/ps), b = 2DT , ν = 0.6DT , k = 0.1 (Å
−1
).
Based on these results, one can conclude that the hydrodynamic theory has two main predictions on the
transverse modes in the hydrodynamic regime. First, the transverse modes are purely diffusive. Second, as
has been foreseen from the block-diagonal structure of the hydrodynamic matrix, the transverse modes are
decoupled from the longitudinal ones and thus has no causal relation to the density fluctuations characterized
by F (k, t) or S(k, ω). However, as pointed out earlier, computer simulations showed that as k increases,
not only Ct(k, ω) starts to show a transverse excitational peak, but also both Ct(k, ω) and Cl(k, ω) exhibit
a multimodal shape, indicating the mixing of longitudinal and transverse dynamics [41, 42]. Moreover,
scattering experiments reported more and more evidence that S(k, ω) exhibits a transverse excitational peak
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at the energy scale smaller than the longitudinal peak [155, 34, 33, 35, 36]. Therefore, the hydrodynamic
theory are not adequate to explain these phenomena.
Careful examinations of the hydrodynamic theory reveals that two key assumptions are implied in the
use of the Navier-Stokes stress tensor. First, only instantaneous viscous response are taken into account.
Second, it is assumed that liquids are purely isotropic. These assumptions may be valid in the hydrodynamic
regime, but they need to be relaxed at the regime of shorter wavelengths and higher frequencies. To high-
frequency perturbations liquids may respond like elastic solids. Moreover, local short-range order may break
the assumption of isotropy. Therefore, in next section, the Navier-Stokes stress-strain relation is generalized
to incorporate viscoelasticity and anisotropy by the utilization of a four-order relaxation tensor.
3.2 Generalized stress-strain relation and 4th-order relaxation
tensor
For a general anisotropic linear viscoelastic material, the stress tensor and the strain-rate tensor is related
by the Boltzmann superposition integral [177]
σαβ(r, t) = P (r, t)δαβ −Παβ(r, t) =
∫ t
−∞
dt′ Mαβµν(t− t′)ε̇µν(r, t′) (3.9)
where Π(r, t) is the total pressure tensor, P (r, t) is the local pressure and ε̇αβ =
1
2 (∂αuβ + ∂βuα) is the
tensor of infinitesimal strain rate. Mαβµν(t) is a fourth-order relaxation tensor with symmetry Mαβµν =
Mβαµν = Mαβνµ = Mµναβ [177, 178]. Therefore, Mαβµν has at most 21 independent elements. In Voigt
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dt′ M̄ij(t− t′)¯̇εj(r, t′) (3.11)
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where the overbar indicates a reduced tensor from its original form and the subscripts i and j loop from
1 to 6. For isotropic materials, the off-block-diagonal elements of M̄ vanish as a result of a large number
of symmetry planes. For example, in the extreme case for purely viscous isotropic newtonian liquids, the
reduced 6× 6 relaxation tensor is given by
M̄vs0(t) =

ζ + 43η ζ − 23η ζ − 23η







where η and ζ are the shear viscosity and the bulk viscosity, respectively. In the other extreme, for purely
elastic isotropic solids, it is given by
M̄es0(t) =

K + 43G K − 23G K − 23G







where G is the shear modulus and K is the shear modulus. (Note that when Eq. (3.13) is combined in use
with Eq. (3.9), the volumetric terms involving K should be removed because the effect of volume change has
been taken into account in the pressure term (see Eq. (A.2)). On the other hand, for anisotropic materials,
the off-block-diagonal elements usually cannot be ignored. The expressions of the relaxation tensor M will
be reviewed in the next section for some special cases.
3.3 Expression of relaxation tensor
In general, it is difficult to obtain an analytical expression for the relaxation tensor. However, in some
special cases, the relaxation tensor reduces to time-independent mechanical or transport coefficients of the
materials, which could be expressed using static or time correlation functions. This section reviews these
special cases. Below only the linear response regime is concerned and there is no assumption on isotropy.
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3.3.1 Elastic moduli as static correlation functions
First, the case of linear elastic solids is considered. In this case, the relaxation tensor becomes time-
independent stiffness tensor and the elastic moduli could be obtained as static stress correlation functions.
In fact, in liquids, elastic moduli could be defined and derived in a similar manner [179]. The procedures
are summarized below. In the linear elastic theory, the stress tensor is related to the strain tensor by
σαβ(k, t) = M
es
αβµνεµν(k, t), (3.14)
or in terms of the strain-rate tensor,
σ̇αβ(k, t) = M
es
αβµν ε̇µν(k, t). (3.15)





(kαuβ + kβuα) =
i
2ρ
(kαjβ + kβjα) . (3.16)
Multiplying both sides of Eq. (3.15) by ε̇∗λγ(k, t) = ε̇λγ(−k, t) and taking the ensemble average yields
〈ε̇∗λγ(k, t)σ̇αβ(k, t)〉 = M esαβµν〈ε̇∗λγ(k, t)ε̇µν(k, t)〉, (3.17)
The left side of Eq. (3.17) can be written as

































where the conservation equation of momentum j̇∗γ = ikδΠ
∗
δγ/m = −ikδσ∗δγ/m has been used in the simplifi-
cation. The right side of Eq. (3.17) becomes









(kλkµδγν + kλkνδγµ + kγkµδλν + kγkνδλµ) ,
(3.19)
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Therefore, Eq. (3.17) can be rewritten as
























If isotropy is further assumed at k → 0, this expression is expected to reduce to Eq. (3.13).
3.3.2 Viscosities as the integral of time correlation functions
The second case considers another idealized system of viscous newtonian liquids. For newtonian liquids, the
stress tensor and strain rate tensor is related by
σαβ(r, t) = P (r, t)δαβ −Παβ(r, t) = Mvsαβµν ε̇µν(r, t), (3.24)
where Π(k, t) and P (k, t) is the spatial Fourier transform of the total pressure tensor and the local pressure,
respectively. To derive the expression for the 4th-order tensor Mvs containing cofficients of viscosity, one can
first multiply both sides of Eq. (3.24) by ε̇∗λγ(k, t) and take the ensemble average. Combined with Eqs. (3.16)
and (3.20), one obtains




























To rewrite the left side of Eq. (3.25), one can define







Therefore, the left side of Eq. (3.25) becomes



























where the conservation equation of momentum j̇∗γ = ikδΠ
∗


























































































This expression is one expample of the well-known Green-Kubo relations [1, 2]. If isotropy is further assumed
at k → 0, Eq. (3.30) simplifies to Eq. (3.13).
3.3.3 Relaxation moduli as time correlation functions
For general liquids beyond the hydrodynamic regime, the relaxation tensor defined in Eq. (3.9) is expected
to embrace viscoelastic or nonlocal effects. It is this nonlocality that causes the derivation of a universal
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expression for the relaxation tensor from fundamental principles become very challenging. In literature, this
challenging task was mainly attacked using the idea of linear response [4]. The most important contribution
is probably from McLennan who derived the relaxation tensor as a time correlation function using the
external reservoir approach [180, 181, 182, 183]. By explicitly coupling the system to external reservoirs to
set up a steady nonequilibrium state, he was able to obtain a nonlocal expression for the momentum current
or namely the stress tensor (e.g. see Eq. (2) in Ref.[180]). Utilizing the ideal fluid equations in simplification
and ignoring the nonlocal effect in space, DeVault and McLennan obtained a simplified expression for the

































dr [σαβ(r, t)− δαβP (r, t)]
= lim
k→0
[σαβ(k, t)− δαβP (k, t)]
(3.32)
This expression shows important extension of the expressions of the transport coefficients defined in Eq. (3.23)
and (3.30). However, insightful as Eq. (3.31) is, one generally has to rely on computer simulations to evaluate
this expression. Otherwise, without knowing the specific forms of the relaxation moduli, it is impossible to
study and predict the physical consequences of viscoelastic effects. To this end, the relaxation tensor will
be constructed from fundamental viscoelastic models in the following sections. Given different viscoelastic
coupling mechanisms, one will be able to examine the resulting modifications to the hydrodynamic collective
modes and to derive the corresponding density and current correlation functions. The insight obtained from
these results will be valuable to understand the viscoelastic effects on the collective density fluctuations
beyond the hydrodynamic regime.
3.4 Generalized hydrodynamic matrix
In this section, the generalized stress-strain relation given in Eq. (3.9) will be combined with the conservation
equation of momentum (2.80b) to derive the modified hydrodynamic matrix. From the modified hydrody-
namic matrix, one can obtain the collective modes and correlation functions given further approximations
to the relaxation tensor as discussed in the next section.
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At this stage, it is useful to point out some assumptions. First, this thesis assumes that the ther-
modynamic laws applied in the conventional hydrodynamic theory are not altered by the newly gen-
eralized stress-strain relation. In particular, since the elastic energy (∝ σ(t)ε(t) ∝ u2(t)) is second-
order fluctuation, it is not concerned in this linear treatment. Second, it is assumed that the signal of
density fluctuations starts to be measured from t = 0, which is equivalent to set the lower bound of
the integral in Eq. (3.9) from −∞ to 0. Third, only the deviatoric deformations of the system will be
considered viscoelastic. This assumption is due to the observation that the pressure term in the pres-
sure tensor has taken into account the elastic response to volumetric fluctuations (see Eq. (A.2) and
1
ρχT













′). To keep this thermodynamic
relation of pressure fluctuation untouched (in accordance with the first assumption), it is thus assumed that
the viscous response to the volumetric change remains the same as in the conventional hydrodynamic theory.
With these assumptions, one can rewrite Eq. (3.9) as








dt′[Mvolαβµν(t− t′) +Mdevαβµν(t− t′)]ε̇µν(r, t′)









αβµν(t), and in Vogit notation M
vol












In reciprocal space and Laplace domain, Eq. (3.33) becomes
σ̃αβ(k, z) = P̃ (k, z)δαβ − Π̃(k, z) = M̃αβµν(z)˜̇εµν(k, z) (3.35)
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∇δρ(r, t) + βV
m
∇δT (r, t)− 1
m
∇ · δσ(r, t) = 0, (3.37)







ikδT̃ (k, z)− 1
m
ik · δσ̃(k, z) = j(k, 0) (3.38)
Combining Eqs. (3.38), (3.36), (3.2a), and (3.2b), one can rewrite these equations in terms of a generalized
hydrodynamic matrix

z 0 ik 0 0










































where the wave vector k has been taken along the z-axis. If the volumetric relaxation moduli given in
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Eq. (3.34) is explicitly written out, one arrives at

z 0 ik 0 0





























































In the next section, Eq. (3.39) or (3.40) will be used to calculate the collective modes with further approxi-
mations to the specific form of the deviatoric relaxation tensor provided by viscoelastic models.
3.5 Collective modes for viscoelastic models
This section examines the consequence of different viscoelastic coupling mechanisms based on Eq. (3.33)
and (3.40) . Specifically, two most fundamental viscoelastic models, namely the Kelvin-Voigt model [184]
and the Maxwell model [185], are used to approximate the relaxation tensor and the resulting stress tensor.
These two viscoelastic models are considered because of their simplicity and because they are the building
blocks for more complicated models. For each viscoelastic model, collective modes are calculated in the
small k limit, from which the density and current correlation functions are derived in the same manner as
in Section 3.1. Moreover, the effect of anistropy is examined in the case where the anisotropic relaxation
moduli are simplified to be time-independent. The results and applications of different viscoelastic models
will be discussed in the end.
3.5.1 Kelvin-Voigt model
In this subsection, the viscoelastic response will be described using the Kelvin-Voigt viscoelastic model,
which is typically represented by a viscous dashpot and an elastic spring connected in parallel, as shown in
Figure 3.2. In this model, the total stress is considered as a linear combination of a viscous component and
an elastic component. In a simple one-dimensional case, this means
σ(t) = ηε̇(t) +Gε(t) =
∫ t
−∞
dt′ [ηδ(t− t′) +G] ε̇(t′) (3.41)
where the viscous term is proportional to strain rate and the elastic term is proportional to strain. Following
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G
Figure 3.2: Schematic representation of Kelvin-Voigt viscoelastic model. The elastic component is modeled
by a spring (with modulus G), and the viscous component by a dashpot (with viscosity η).
this idea, in three dimensions, the stress and the strain will become second-order tensors and the relaxation
function inside the integral will be generalized to a four-order relaxation tensor with the time dependence










where Mvsαβµν is defined by Eq. (3.30) and M
es
αβµν is defined by Eq. (3.23). Thus, for the Kelvin-Voigt model,













Combining Eqs. (3.44) and (3.39), one obtains the generalized hydrodynamic matrix for the Kelvin-Vogit
viscoelastic model as

z 0 ik 0 0




























































where the vector k has been taken along the z-axis. Below Eq. (3.45) will be used to derive the collective
modes for the Kelvin-Voigt model in the isotropic case. Moreover, the effects of anisotropy will be examined.
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Isotropic case
In the first case, it is assumed the material is purely isotropic. Therefore, in a reduced form, the viscous
relaxation tensor is given by Eq. (3.12) and the elastic relaxation tensor is given by Eq. (3.13). Combined
with Eq. (3.33), these expressions lead to the Navier-Stokes viscous stress tensor
σvsαβ = η
[





















Each of theses stress tensors has been separated into a volumetric part that responds to volume change (in-
volving K and ξ) and a deviatoric part that responds to shape deformation (involving G and η). As already
pointed out in Section 3.4, the pressure term in Eq. (3.33) already takes into account the elastic response to










fore, with the assumption that the thermodynamic laws unaltered, the volumetric part of the elastic stress
tensor should be removed to avoid duplication. In other words, only the response to the deviatoric defor-















































Therefore, from Eq. (3.45), the generalized hydrodynamic matrix for the Kelvin-Voigt model in the isotropic
case becomes

z 0 ik 0 0



































where the new parameter is the shear speed vs =
√
G
mρ . Compared to the hydrodynamic matrix Eq. (3.4),
Eq. (3.49) possesses three new elastic terms proportional to v2sk
2/z. Following the procedures to derive the
hydrodynamic collective modes in Section 3.1, one can obtain the collective modes determined by Eq. (3.49)
in the small k limit as




























































where the superscript K indicates the Kelvin-Voigt model. Combining these collective modes and Eq. (3.49),



















−Γtt [cos (ωtt) +A4k sin (ωtt)] ,
(3.52)












where the coefficients A1−3, A4 and B1−4 are given in Eqs. (B.6), (B.8) and (B.10), respectively, in Ap-
pendix B.
Eqs (3.50-3.53) are the main results derived for the isotropic Kelvin-Vogit viscoelastic model. Compared
to the hydrodynamic collective modes given in Eq (3.5), the introduction of elasticity enhances the longitu-






s) and the thermal diffusion and weakens the sound damping. In
particular, the transverse modes change from purely diffusive modes to damped excitations. Correspondingly,
the transverse current correlation function Ct(k, t) becomes a damped oscillatory function. This behavior
is clearly manifested by the appearance of two peaks locating at nonzero frequencies in Ct(k, ω) as shown
in Figure 3.3. As for the density fluctuations, Eq. (3.53) shows that F (k, t) still has no contributions from
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Figure 3.3: Fourier transform of correlation functions given in Eqs. (3.51-3.53) derived from the isotropic
Kelvin-Voigt model. (a) Longitdudinal and transverse current correlation function C̃l(k, ω) and C̃t(k, ω) (b)
Dynamic structure factor S(k, ω) plotted along with its individual components: thermal diffusion peak (gray
dotted line), longitudinal phonon peaks (red dashed line), and elastic peak (δ-function, green arrow). In the
plots, C̃l(k, ω) is normalized by Cl(k, 0), C̃t(k, ω) by Ct(k, 0), and S(k, ω) by S(k). For this illustration, in
addition to the parameters used in Figure 3.1, the shear wave speed is taken as vs = 0.5cs.
the transverse modes. This could actually have been foreseen by the block-diagonal structure of the modi-
fied hydrodynamic matrix in Eq. (3.49). Although the density fluctuations are only directly coupled to the
longitudinal current as implied by the continuity equation (3.1a), recent inelastic X-ray/neutron scattering
(IXS/INS) experiments showed more evidence that even the transverse modes can be observed in the S(k, ω)
spectrum. Such a joint contribution of longitudinal and transverse dynamics may be explained by the exis-
tence of a coupling between the longitudinal current and the transverse current, and therefore the transverse
modes indirectly contribute to the density fluctuations. Indeed, this longitudinal-transverse coupling origi-
nates from the anisotropy of materials. For an anisotropic linear viscoelastic material, the off-block-diagonal
elements in the reduced relaxation tensor in Eq. (3.44) would contribute to the longitudinal-transverse cou-
pling due to the lack of symmetry. Therefore, the next section is devoted to examine the effects of anisotropy.
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Effects of anisotropy
In this case, the effects of anisotropy on the collective modes and the correlation functions are examined. In
the following, it is assumed that the anisotropic effects act as an correction to the isotropic case Eq. (3.49).
Therefore, based on the generalized hydrodynamic matrix Eq. (3.45) and the isotropic case Eq. (3.49), one
can write down the anisotropic hydrodynamic matrix for the Kelvin-Voigt model as

z 0 ik 0 0










































































αzβz /mρ. By setting the matrix determinant of Eq. (3.54) to zero, one can derive the
corresponding collective modes. It turns out that the expressions for the resulting collective modes are still
too complicated and makes the physical meaning opaque. Therefore, to clearly demonstrate the effects of
anisotropy, Eq. (3.54) is further simplified by assuming the anisotropic effect is purely viscous and thus
ignoring the off-diagonal elastic terms. This simplification leads to

z 0 ik 0 0













































Consequently, solving this equation for the collective modes gives identical solutions to the isotropic case


























































where the coefficients A′1−5 are given in Eq. (B.12), A
′
6−9 are given in Eq. (B.14), and B
′
1−6 are given in
Eq. (B.16) in Appendix B. For simplicity, higher-order terms than k2 have been removed from Eqs. (3.56-
3.58). Also, it has been assumed that 〈jy(k, 0)jy(−k, 0)〉 ' 〈jx(k, 0)jx(−k, 0)〉. As one can see from
Eqs. (3.56-3.58), although the collective modes do not change after introducing the anisotropic terms, the
density and current correlation functions indeed exhibit a mixed structure composing of both the longitudinal
modes and the transverse modes weighted by coefficients of different orders of k. In particular, the density
correlation function F (k, t) contains a secondary contribution from the transverse excitations. In the typical
spectra shown Figure 3.4, one can see that the transverse excitations contribute to two secondary peaks in the
dynamic structure factor S(k, ω) locating between the thermal diffusion peak and the longitudinal phonon
peaks. Besides, small bumps could be identified on the spectra of the current correlation functions. These
spectral features show qualitative agreement with experimentally measured spectra from X-ray and neutron
scattering of multiple liquids [40, 155, 34, 33, 35, 36]. This agreement further supports that anisotropy could
be one of the potential reasons that cause the indirect contributions of transverse modes to the density
fluctuations characterized by the dynamic structure factor.
3.5.2 Maxwell model
This section employs another fundamental viscoelastic model, the Maxwell model, to characterize the vis-
coelastic response to deviatoric deformation. This model represents another interpolation scheme between
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Figure 3.4: Fourier transform of correlation functions given in Eqs. (3.56-3.58) derived from the anisotropic
Kelvin-Voigt model. (a) Longitdudinal and transverse current correlation function C̃l(k, ω) and C̃t(k, ω)
(b) Dynamic structure factor S(k, ω) plotted along with its individual components: thermal diffusion peak
(gray dotted line), longitudinal phonon peaks (red dashed line), transverse acoustic peaks (orange dot-
dashed line), and elastic peak (δ-function, green arrow). In the plots, C̃l(k, ω) is normalized by Cl(k, 0),
C̃t(k, ω) by Ct(k, 0), and S(k, ω) by S(k). For this illustration, in addition to the parameters used in
Figure 3.3, the anisotropic viscosity coefficients are taken much smaller than the kinematic shear viscosity





viscous behavior and elastic behavior. As shown in Figure 3.5, Maxwell model is typically represented by
a serial connection of a viscous dashpot and an elastic spring. In this configuration, the total strain is
the summation of a viscous component and an elastic component. In a simple one-dimensional case, this
G
Figure 3.5: Schematic representation of Maxwell viscoelastic model. The elastic component is modeled by


















In three dimensions, the Maxwell model could be generalized from Eq. (3.59) to
ε̇(r, t) = M̂vs : σ(r, t) + M̂es : σ̇(r, t) (3.61)
where σ(r, t) is the stress tensor and ε̇(r, t) is the strain-rate tensor. M̂vs and M̂es are fourth-order compli-
ance tensors defining the inverse relation between stress and strain. M̂vs is defined for purely viscous liquids
by ε̇vs(r, t) = M̂vs : σvs(r, t), and M̂es is defined for purely elastic solids by εes(r, t) = M̂vs : σes(r, t). In





Mes ¯̇σ(r, t) = M̄
−1




where ¯̇ε(r, t), σ̄(r, t) and ¯̇σ(r, t) are 6× 1 column vectors, and ¯̂Mvs and ¯̂Mes are reduced 6× 6 matrices (e.g.
see similar definitions in Eq. (3.10) and (3.11)). The second identity is because that in the reduced notation
¯̇εvs =
¯̂
Mvsσ̄vs and thus σ̄vs =
¯̂
M−1vs
¯̇εvs. Therefore, from the definition σ̄vs = M̄vs¯̇εvs one immediately
obtains M̄vs =
¯̂
M−1vs . Similarly, M̄es =
¯̂
M−1es . (In these formal derivations, the existence of inverse matrices







where the orthogonal matrix Q̄ (Q̄TQ̄ = I) and the diagonal matrix D̄ are defined from the eigen-
decomposition of the symmetric real matrix M̄esM̄
−1
vs , namely M̄esM̄
−1
vs = Q̄
TD̄Q̄. The elements of the
diagonal matrix D̄ are the eigenvalues of M̄esM̄
−1
vs . The detailed derivation from Eq. (3.62) to Eq. (3.63) is
given in Appendix C. Therefore, the relaxation tensor for Maxwell model in Voigt notation is given by
M̄ve(t) = Q̄
Te−D̄tQ̄M̄es, (3.64)






As pointed out in Section 3.4, this expression only corresponds to the deviatoric component of the stress
tensor. Combining Eq. (3.65) and the generalized hydrodynamic matrix in Eq. (3.40) leads to

z 0 ik 0 0


























































γβ/(z + D̄µν). Without further knowledge on
the properties of M̄vs and M̄es, it is difficult and not very useful to solve for the collective modes from the
general expression (3.66). Thus, below special cases will be examined.
Isotropic case
First, the case of purely isotropic materials is considered. In this case, the deviatoric component of M̄vs and
M̄es could be obtained from Eq. (3.12) and (3.13), respectively. As a result, the deviatoric stress tensor is
determined by






σdevαβ (r, t) +
1
G
σ̇devαβ (r, t), (3.67)
which gives rise to















Correspondingly, in Eq. (3.63), the orthogonal matrix Q̄ becomes the identity matrix and the diagonal













z 0 ik 0 0







































where the new parameter τs = η/G = ν/v
2
s is the well-known Maxwell relaxation time. Following the
procedures to derive the hydrodynamic collective modes in Section 3.1, one can show that the collective
modes determined by Eq. (3.69) are given by

zM1 = −ΓD = −DTk2,
zM2,3 = ±iωl − Γl = ±icsk − Γk2,

























− v2sk2 ' −νk2,
(3.70)
where the superscript M indicates the Maxwell model. Using these collective modes and Eq. (3.70), one can



















−Γt1 t [cosh(Γt2t) +A5 sinh(Γt2t)]
(3.72)












where the coefficients A1−4, A5 and B1−3 are given in Eq. (B.18), (B.20) and (B.22), respectively, in Ap-
pendix B. Eqs. (3.70-3.73) are the main results for the isotropic Maxwell model. Eq. (3.70) shows that the




kinetic relaxation modes (zM4−6) that do not vanish in the limit of k → 0. These kinetic modes only enters
the expressions of current correlation functions and have no effect on the density correlation function. The
typical spectra of these correlation functions in frequency domain are shown in Figure 3.6, which are very
similar to those shown in Figure 3.1 obtained from the original hydrodynamic theory.













Figure 3.6: Fourier transform of correlation function given in Eqs (3.71-3.73) derived from the isotropic
Maxwell model. (a) Longitdudinal and transverse current correlation function C̃l(k, ω) and C̃t(k, ω) (b)
Dynamic structure factor S(k, ω) plotted along with its individual components, namely the thermal diffusion
peak (gray dotted line) and the longitudinal phonon peaks (red dashed line). In the plots, C̃l(k, ω) is
normalized by Cl(k, 0), C̃t(k, ω) by Ct(k, 0), and S(k, ω) by S(k). For this illustration, the parameters are
the same with those in Figure 3.3.
Effects of anisotropy
This section examines the effects of anisotropy on the results of the isotropic Maxwell model. Specifically, this
section only consider a simplified anisotropic case that the anisotropy only arises from the elastic response
to the deviatoric deformation. In other words, in Eq. (3.65), matrices Q̄ and D̄ remain the sames as in
the isotropic case (retaining single relaxation time τs) and only the elastic relaxation tensor M̄
es become
anisotropic. With this single-relaxation-time assumption and based on Eqs. (3.65), (3.66) and (3.69), one
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can then write down the hydrodynamic matrix for this anisotropic Maxwell model as

z 0 ik 0 0

























































where M esαβ = M
es
αzβz/mρ. It turns out that the collective mode determined by Eq. (3.74) are still too
complicated to see the physical significance of anisotropy. Therefore, Eq. (3.74) is further simplified by
seeking for low-frequency solutions such that z  1/τs could be invoked on the anisotropic terms. In
consequence, Eq. (3.74) reduces to

z 0 ik 0 0











































































































































1−5 are given in Eq. (B.24), (B.26) and (B.28), respectively, in
Appendix B. In the simplification of these expressions, only those terms up to the second order of k are
kept and it has been also assumed that 〈jy(k, t)jy(−k, 0)〉 ' 〈jx(k, t)jx(−k, 0)〉. Figure 3.7 shows typical
spectra of these correlation functions. From Eqs. (3.77-3.79), one can see that anisotropy causes the mixing
of longitudinal and transverse dynamics in the correlation functions. In particular, anisotropy brings the
transverse relaxation functions into the expression of F (k, t). In the dynamic structure factor S(k, ω) shown
in Figure 3.7, these transverse relaxations become Lorentzian functions peaking at zero frequency. Compared
to the prominent thermal diffusion peak, the combined transverse peak is typically overwhelmed.
3.5.3 Discussion
The Kelvin-Voigt model and the Maxwell model studied in the last section are the two simplest yet funda-
mental viscoelastic models available in literature. They serve as the building blocks for more complicated
viscoelastic models, whose mechanical representation involves more springs and dashpots connected in either
series or parallel. In the following, the results for these two models are discussed in terms of the similarities
and differences.
To begin with, it is noted that several generic features could be identified for both models. First, com-
pared to the hydrodynamic results (Eq. (3.5)), the incorporation of viscoelasticity into the hydrodynamic
theory modifies both the number and the values of the collective modes (see Eqs. (3.50) and (3.70)). There
are three longitudinal modes and two transverse modes in the hydrodynamic theory, while these numbers
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Figure 3.7: Fourier transform of correlation function given in Eqs (3.77-3.79) derived from the anisotropic
Maxwell model. (a) Longitdudinal and transverse current correlation function C̃l(k, ω) and C̃t(k, ω) (b)
Dynamic structure factor S(k, ω) plotted along with its individual components, namely the thermal diffusion
peak (gray dotted line), the longitudinal phonon peaks (red dashed line) and the transverse relaxation peak
(orange dot-dashed line). In the plots, C̃l(k, ω) is normalized by Cl(k, 0), C̃t(k, ω) by Ct(k, 0), and S(k, ω)
by S(k). For this illustration, the parameters are the same with those in Figure 3.4.
increase to four and four, respectively, in the viscoelastic hydrodynamic treatment. This increase is be-
cause that the incorporation of viscoelasticity essentially turns the first-order hydrodynamic conservation
equations of momenta into three second-order differential equations in time, thus increasing the number of
collective modes by three. This observation also implies that the generalized hydrodynamic equations given
in Eq. (3.39) could be rewritten as a augmented linear system by introducing three additional variables j̇α(t),
namely, the time derivative of the three components of the particle current. Although the derived values of
the eight modes depend on the specific viscoelastic model applied, it is noted that for both models in the
isotropic case, the transverse modes show a crossover from purely dissipative modes to damped excitation
modes as k varies (see Eqs. (3.50) and (3.70)). The specific manner in which this crossover occurs will be
discussed later. Second, from Eq. (3.39), it is noted that the consideration of anisotropy causes mutual
contributions of the longitudinal and the transverse currents to their respective fluctuations. This coupling
between the longitudinal and the transverse currents breaks the block-diagonal structure of the original
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hydrodynamic matrix. As a result, both the Kelvin-Vogit model and the Maxwell model demonstrate that
the density correlation functions and the current correlation functions exhibit a mixing of both longitudinal
dynamics and transverse dynamics (see Eqs. (3.77-3.79)) and (3.56-3.58)). In fact, these features have been
observed or speculated from both computer simulations [41, 42] and scattering experiments [40, 33, 34] of su-
percooled liquids. Although several authors had interpreted their results in terms of the existence of certain
medium-ranage or short-range order, no theoretical explanation was formulated to demonstrate this effect
definitely. Thus, the viscoelastic hydrodynamic approach proposed in this chapter fills this gap, predicting
that anisotropy could be a potential reason behind the mixing of both longitudinal dynamics and transverse
dynamics in the density correlation functions and the current correlation functions.
In addition to the similarities mentioned above, there are several model-specific differences between the
results from the Kelvin-Voigt model and those from the Maxwell model. These differences largely originate
from the capability of these two models in describing the viscoelastic response [177], which could be illustrated
based on their mechanical representations given in Figure 3.2 and Figure 3.5. The Kelvin-Voigt model is
represented by an elastic spring and a viscous dashpot connected in parallel. If a step constant stress is
applied to stimulate the viscoelastic response, the dashpot hinders the otherwise instantaneous elongation of
the spring and thus the system exhibits a retarded development of strain, or termed creep. After long enough
time, the strain would approach the value corresponding to a purely elastic response. In another case, if a
step constant strain is enforced, the stress stored in the system would not be able to relax because of the
parallel connection. As for the Maxwell model, it is represented by a series connection of an elastic spring
and a viscous dashpot. If a step constant strain is enforced, the initial stress generated by the instantaneous
response of the spring will be gradually relaxed as the viscous dashpot elongates. On the other hand, if a step
constant stress is applied, the spring responds immediately with an initial strain and the strain continues to
develop linearly as the dashpot elongates. Based on the analyses for these ideal scenarios, one may notice that
the Kelvin-Vogit model describes strain retardation well but doesn’t exhibit stress relaxation, and conversely,
the Maxwell model describes stress relaxation well but fails to capture retardation of strain. It is true that
these consideration illustrates the insufficiency of either model in describing a realistic viscoelastic material
which exhibits both strain retardation and stress relaxation. However, this is not unexpected considering
their simplicity. Moreover, what is critical here is that given the capability of these two models, what is the
fundamental difference between the two that leads to different collective behaviors manifested in the derived
collective modes and time correlation functions? A short answer is that the Kelvin-Voigt model is essentially
a solid-like model, while the Maxwell model is a liquid-like model. This distinction could be seen from their
long-time behaviors no matter the stimuli is strain or stress. In the Kelvin-Voigt model, the asymptotic
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behavior complies with a purely elastic solid; in the Maxwell model, it is accordance with a purely viscous
fluid.
With this distinction in mind, many differences in the collective behaviors associated with the two models
could be explained. In the solid-like Kelvin-Voigt model, the shear elasticity enhances the longitudinal
sound speed from the hydrodynamic value cs =
√





(K + 4G/3)/mρ, and meanwhile, the hydrodynamic sound attenuation is weakened. In addition, it is also
the shear elasticity that sustains the propagation of the shear wave with speed vs =
√
G/mρ in the small
k limit. Besides, the one extra longitudinal mode zK4 = 0 is actually an indication of the absence of stress
relaxation. Moreover, one may notice that in Eq. (3.50), the density correlation function F (k, t) contains a
nonergodic parameter B1 = G/(3K/4γ +G), which shows that the degree of the deviation from ergodicity
is positively correlated with the shear modulus. On the other hand, in the liquid-like Maxwell model, the
hydrodynamic longitudinal modes are preserved because the long-time behavior is not changed. However,
there is one extra longitudinal mode zM4 = − 1τs +
4
3νk
2 which governs the relaxation of longitudinal stress.
Moreover, according to Eq. (3.70), the transverse modes remain dissipative relaxation modes in the small k
limit as in the hydrodynamic theory. Two of them agree with the hydrodynamic transverse modes, while
the other two are faster kinetic modes related to the relaxation of shear stresses.
Based on the discussion above, one can see that the collective modes, especially the transverse modes,
may exhibit very different behaviors according to the specific viscoelastic models applied to approximate the
relaxation tensor. Note that this observation does not mean that the collective modes are determined by the
specific constitutive relations. This is true only in the mathematical logic adopted above. Physically, instead,
it is the collective modes of the material that determines specific phenomenological constitutive relations.
This is why this viscoelastic hydrodynamic approach is regarded as an inverse approach. After all, according
to Eq. (2.81), the constitutive relation is intrinsically embedded in the one-particle distribution function
which is fundamentally determined by the interaction potential. Depending on the specific interatomic
interactions, the collective modes may manifest themselves in specific patterns of motions and thus gives
rise to the phenomenological constitutive relations.
Specific to the two viscoelastic models examined above, it is speculated that the solid-like Kelvin-Voigt
model agrees with the behaviors of strong supercooled liquids, while the liquid-like Maxwell model is more
applicable to describe the behaviors of fragile supercooled liquids (see Section 1.4 for the classification of
strong and fragile). This speculation is based on two primary considerations. The first is the physical
properties of these two models. Specifically, it has been well documented that the fragility of a liquid is
empirically correlated with its rigidity. The better a liquid is capable to sustain the shear stress, the smaller
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the fragility is. As mentioned above, the Kelvin-Voigt model exhibits strain retardation and always sustains
the stress, while the Maxwell model does not show strain retardation and dissipate the stress gradually.
Therefore, in this sense, the Kelvin-Voigt model is an idealized strong model, while the Maxwell model is
more like a fragile model. The second consideration is the similarity between the time correlation functions
derived from both models and the data reported in literature. In the intermediate time range or low-
frequency regime (GHz∼THz, low frequency is relative to the scale of longitudinal excitations), there are
two interesting dynamic phenomena that have been reported for the supercooled liquids and the glasses.
One is the boson peak and the other is β-relaxation. The former represents an excess of vibrational density
of states over the Debye level, and the later represents a fast relaxation in addition to the primary structural
relaxation (α-relaxation). These phenomena are commonly identified as a secondary peak or shoulder near
the central peak of neutron or X-ray scattering spectra. It has been found that both phenomena correlates
with the fragility of liquids. The boson peak is more pronounced in strong liquids such as network liquids,
while the β-relaxation is commonly observed in fragile liquids such as molecular liquids. The physical origins
of these two phenomena have not been resolved yet, although multiple interpretations have been proposed.
For example, it has been suggested that the boson peak is closely related to the transverse phonons, while
the β-relaxation is due to local rearrangement of molecular structures. Comparing these phenomena to the
results derived from the Kelvin-Voigt model and the Maxwell model, remarkable similarities are identified. In
particular, according to Figure 3.4 and Figure 3.7, one can see that the transverse modes manifest themselves
as secondary excitational peaks in the dynamic structure factor S(k, ω) in the Kelvin-Voigt model, while they
show up as secondary zero-frequency relaxational peak in the Maxwell model. These features resemble well
the data reported in literature. Based on these similarities, it is tempting to consider that the Kelvin-Vogit
model applies to strong liquids, while the Maxwell model applies to fragile liquids. More importantly, these
similarities also suggest that the boson peak and the β-relaxation could be different manifestations of the
transverse modes. This speculation is a very important viewpoint revealed by the viscoelastic hydrodynamic
approach proposed in this thesis. Further investigations could be pursued in the future by examining the
correlation between the fragility and the behaviors of the transverse modes using computer simulations (see
Section 6.2).
Moreover, the discussion above also suggests that the Kelvin-Voigt model could be used to examine the
behavior of elementary excitations, or phonons, in liquids. In particular, one important concept called the
Ioffe-Regel limit is often used to distinguish localized excitations and delocalized excitations. The Ioffe-Regel
limit is determined at the wavenumber where the mean free path of the excitation reaches its wavelength
from above. Mathematically, given an excitation mode z0 = iω0 − Γ0, the Ioffe-Regel limit is estimated as
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ω0(kIR) = 2πΓ0(kIR) , where kIR denotes the wavenumber of the Ioffe-Regel limit. Following this definition,
one can derive the Ioffe-Regel limit for both the longitudinal acoustic excitations the transverse acoustic























which are functions of the viscosity coefficients and the elastic moduli. These relations reveals a connec-
tion between the short-time properties (phonons) and the long-time transport coefficients. Indeed, it has
been reported that the frequency of boson peak coincides with the Ioffe-Regel frequency of the transverse
phonon [43], suggesting a connection between the boson peak and the transverse phonons. In addition, it
has been found for metalic liquids that a crossover temperature observed in the Ioffe-Regel limit for the lon-
gitudinal phonon coincides with the Arrhenius crossover temperature where the diffusion coefficient shows a
strong-fragile crossover and the Stokes-Einstein relation breaks down [186]. Based on Eqs. (3.80) and using
experimental data of material properties as input, further comparison between theoretical calculations and
direct experimental measurements might be carried out.
In summary, the Kelvin-Vogit model and the Maxwell model reproduce multiple collective behaviors that
resemble the experimental measurements. The Kelvin-Voigt model is recognized as a solid-like viscoelastic
model and is more applicable to describe strong supercooled liquids, while the Maxwell model is a liquid-like
model and is applicable to describe fragile supercooled liquids. Based on this distinction, it is suggested that
the boson peak and the β-relaxation might be different manifestations of the transverse modes in materials
with different fragility. Although these two models are too simple to capture the full dynamic behaviors of
supercooled liquids, they clearly demonstrate that viscoelasticity may give rise to transverse excitations or
transverse kinetic relaxations depending on specific viscoelastic mechanism. Moreover, anisotropy naturally
leads to a hybrid contribution of longitudinal modes and transverse modes to the density correlation functions
and the current correlation functions. In the future, more delicate models that bear the merits of both models




to the self density fluctuations
In nature, collective phenomena generally emerge from the cooperative participation of individual units. In
the case of density fluctuations in liquids, individual atoms (or molecules) are the participants that generate
rich patterns of motion. Imagine that if one (or a few) of a large number of identical atoms in a liquid system
could be “tagged” somehow, then an observer can follow the trajectory of this tagged atom as it vibrates and
diffuse in real space. In other words, one is watching the self motions in the liquid system. In this perspective,
the rest of atoms in the system can be considered as a bath or environment that interacts with the tagged
particle by energy and momentum exchange. Due to the fluctuations of the environment, the equation of
motion for the tagged atom generally becomes stochastic. In this description, only the average quantities
extracted from numerous trajectories that reflect the dynamical behaviors of the system. One typical example
is the Langevin equation used to describe the Brownian motion of a heavy particle immersed in a pool of
light particles [5]. Alternatively, the stochastic nature of self motion could be described using deterministic
kinetic equations which governs the time evolution of probability density function of the tagged atom in the
coordinate-velocity space. Among these, the Boltzmann-Lorentz equation (2.62) is a well-known example of
this kind. Besides, from the Langevin-type stochastic equations, a set of equivalent Fokker-Planck kinetic
equations could generally be obtained [187]. These kinetic descriptions lay the microscopic foundations
for the coordinate-space equations that describe the macroscopic behaviors of self dynamics in liquids. In
particular, simply integrating the kinetic equations over velocities leads to the most important conservation
equation of the tagged-particle number (see Eq. (2.87)). In the hydrodynamic description, this conservation
equation is often supplied by the Fick’s law (2.88) to describe diffusion.
In Chapter 3, a viscoealstic hydrodynamic approach was proposed to describe the collective density
fluctuations beyond the hydrodynamic regime. It is thus tempting to ask how those ideas could be applied
to model the self density fluctuations. Therefore, this chapter is devoted to formulating a viscoelastic
hydrodynamic approach to describe the density fluctuations associated with self motions by generalizing
the Fick’s law to incorporate viscoelasticity (or memory effect) and anisotropy in a parallel manner to its
collective counterpart. In the following, Section 4.1 summarizes the hydrodynamic diffusion mode and the
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self density correlation function derived from the Fick’s law. Section 4.2 generalize the Fick’s law using a
time-dependent diffusion tensor . Section 4.3 examines and discusses the results derived from two types of
viscoelastic models, namely the Kelvin-Voigt-type model and the Maxwell-type model.
4.1 Fick’s law and hydrodynamic diffusion mode
Consider a “tagged” particle immersed in a fluid of identical particles with the same molecular properties.
The tagged-particle density satisfies the continuity equation (2.87). As the tagged particle keeps exchanging
momentum and energy with its surroundings, the momentum and energy of the tagged particle alone are not
conserved. Therefore, a closure to Eq. (2.87) is often supplied by the Fick’s law (4.2). These two equations
can be combined to give the diffusion equation
∂δρs(r, t)
∂t
= D0∇2δρs(r, t), (4.1)
where D0 is the self-diffusion coefficient and linearization with respect to the deviation from equilibrium
value has been applied. By taking spatial Fourier transform and temporal Laplace transform, one can solve





where ρs(k, 0) is the value at t = 0 after spatial Fourier transform. From the pole of the denominator, one
can easily identify the single hydrodynamic diffusion mode
zHs = −D0k2. (4.3)
Moreover, from Eq. (4.2), one can immediately obtain the self density correlation function or the self inter-
mediate scattering function in time domain as
Fs(k, t) = 〈δρs(k, t)δρs(−k, 0)〉 = e−D0k
2t (4.4)













where the factor 12π is to comply with the convention of Fourier transform used in this thesis. Eqs. (4.3-4.5)
are the main results for the self density fluctuations predicted by the conventional hydrodynamic theory. In
particular, Fs(k, t) shows a simple exponential decay and Ss(k, ω) is a Lorentzian function with single peak
located at ω = 0. These results, however, are not adequate to characterize the self density fluctuations as
the wavelength and the frequency deviate from the hydrodynamic regime. Because of similar arguments pre-
sented at the end of Section 3.1, the Fick’s law is generalized in the next section to incorporate viscoelasticity
(or memory effect) and anisotropy by the utilization of a second-order diffusion tensor.
4.2 Generalized Fick’s law and diffusion tensor
For a general anisotropic linear viscoelastic material, the generalized Fick’s law could be written as
js,α(r, t) = −
∫ t
0
dt′ Dαβ(t− t′)∂βρs(r, t′) (4.6)
where D(t) is the time-dependent diffusion tensor. In D(t), the time dependence is used to characterize
viscoelasticity and the tensor form takes anisotropy into account. Combining Eq. (4.6) and the continuity






dt′ Dαβ(t− t′)∂α∂βρs(r, t′) (4.7)
Given specific approximation to the diffusion tensor, Eq. (4.7) could be reduced to some familiar equations.
For example, for isotropic newtonian liquids, plugging Dvsαβ(t) = D0δαβδ(t) in Eq. (4.7) reproduces the
diffusion equation as in Eq. (4.1). where D0 is the hydrodynamic self-diffusion coefficient. On the other
extreme, using Desαβ(t) = c
2
sδαβ for isotropic elastic solids, one can obtain the wave equation with cs as the
propagation speed.
To calculate the eigenmodes determined by Eq. (4.7), one can apply linearization to Eq. (4.7) and taking
the spatial Fourier transform and temporal Laplace transform. These procedures lead to












Note that one should not be confused with the Laplace variable z (appearing in function variables) and the
coordinate axis z (appearing in subscripts). Eq. (4.9) or (4.10) is to the calculation of eigenmodes of self
density fluctuations as the hydrodynamic matrix is to the calculation of collective modes. The eigenmodes of
self density fluctuations are determined by the poles of Eq. (4.10), or equivalently by setting the denominator
to zero. In the next section, the diffusion tensor will be approximated in the same spirit of viscoelastic models




Following the idea of the Kelvin-Voigt viscoelastic model, the tagged-particle current could be considered as
a combination of a viscous diffusion component and an elastic vibration component. Correspondingly, the





zz(t) ' D0δ(t) + c2s. (4.11)
Combining Eq. (4.11) and Eq. (4.10) yields
δρ̃s(k, z) =
δρs(k, 0)
z + k2 (D0 + c2s/z)
= δρs(k, 0)
z
z2 +D0k2z + c2sk
2
, (4.12)
which determines two eigenmodes












Based on Eq. (4.12) and (4.13), one can obtain the self intermediate scattering function and the self dynamic
structure factor















(ω2 − Ω2)2 + (2ωΓK)2
(4.15)





2. From Eq. (4.13), one can identify a transition boundary at ωK = 0 or Ω = ΓK,
or explicitly at kK = 2cs/D0. When k < kK (ΓK < Ω), ωK is real and the two eigenmodes are conjugated
damped excitations; when k > kK (ΓK > Ω), ωK becomes imaginary and the two eigenmodes become purely
dissipative. Figure 4.1 shows the sepctra of Ss(k, ω) at different ΓK values crossing the transition boundary.
As the damping increases (or k increases), the intensity of the two peaks decreases but the peak locations
ωmax = ±Ω stay unchanged. Since Ss(k, ω = 0) ≡ 0, the spectra still exhibit a bimodal shape even when
the two modes become purely dissipative relaxations.
Γ� = ��� ��� ��� ���








Figure 4.1: Ss(k, ω) from the Kelvin-Voigt-type model at multiple values of ΓK/Ω. In the plot, Ω is taken
as 1 and thus the transition boundary corresponds to ΓK = 1.
4.3.2 Maxwell-type model
This section examines the consequence corresponding to another fundamental viscoelastic model, namely the
Maxwell model. In this case, it is the density gradient that is considered to consist of a viscous contribution
and an elastic contribution. Under single-relaxation-time assumption, the diffusion tensor in Eq. (4.10) is
approximated as
Dzz(t) = e
−DvszztDeszz ' c2se−t/τM (4.16)
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where τM = D0/c
2
s. Combining Eq. (4.16) and Eq. (4.10) yields
δρ̃s(k, z) =
δρs(k, 0)
z + k2c2s/(z + 1/τM)
= δρs(k, 0)
z + 1/τM
z2 + z/τM + c2sk
2
. (4.17)
Eq. (4.17) has two eigenmodes








From Eq. (4.17) and (4.18), one can determine the self intermediate scattering function and the self dynamic
structure factor















(ω2 − Ω2)2 + (2ωΓM)2
(4.20)
where Ω2 = Γ2M − γ2M = c2sk2. From Eq. (4.18), one can identify a transition boundary at γM = 0 or
Ω = ΓM, or explicitly at kM = cs/2D0. When k < kM (ΓM > Ω), γM is real and the two eigenmodes are
purely dissipative relaxations; when k > kM (ΓM < Ω), γK becomes imaginary and the two eigenmodes
become damped excitations. Figure 4.2 shows the sepctra of Ss(k, ω) at different ΓM values crossing this
transition boundary. As the damping increases, the spectrum evolves from a bimodal shape peaking at finite
frequencies to a single peak at zero frequency. Similarly, this trend is also observed as k decreases.
Γ� = ��� ��� ��� ���





Figure 4.2: Ss(k, ω) from the Maxwell-type model at multiple values of ΓK/Ω. In the plot, Ω is taken as 1
and thus the transition boundary corresponds to ΓM = 1.
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4.3.3 Discussion
Based on the discussion in Section 3.5.3, the Kelvin-Voigt model is recognized as a solid-like model and
could be applied to describe strong liquids, while the Maxwell model is considered as a liquid-like model
and is more applicable to describe fragile liquids. Their differences are also manifested in the self density
fluctuations characterized by the self dynamic structure factor Ss(k, ω). Figure 4.3 shows the comparison of
Ss(k, ω) derived from the Kelvin-Vogit-type model and the Maxwell-type model at multiple k values. For the
Kelvin-Voigt model, Ss(k, ω) exhibits two peaks that shift to higher frequencies and broaden continuously
as k increases. For the Maxwell model, Ss(k, ω) shows a single relaxation peak at zero frequency at small
k’s, and as k increases, two excitation peaks start to show up and migrate to higher-frequencies. These
different behaviors further illustrates that the Kelvin-Voigt model describes solid-like behaviors and the
Maxwell model describe liquid-like behaviors. At small k’s or long wavelengths, the Kelvin-Voigt model is
able to sustain finite low-frequency excitations, while the Maxwell model exhibits pure relaxation similar
to the hydrodynamic diffusion. Moreover, note that according to Eq. (1.21), Ss(k, ω) ∝ Z(ω)/ω2 at small
k’s, where Z(ω) is the Fourier transform of velocity autocorrelation function and essentially reflects the
vibrational density of states. Therefore, in Figure 4.3(a), the low-frequency peak on the Ss(k, ω) derived
from the Kelvin-Voigt model resembles the boson peak. For the Maxwell model, however, the boson peak is
absent in Ss(k, ω). As k increases or the wavelength becomes shorter, more and more faster local motions
become detectable. The effects of these local motions are different for these two models. For the Kelvin-Voigt
model, local motions primarily contribute to the broadening of the excitation peak and eventually disrupt
its propagation. For the Maxwell model, instead, local motions are found to behave like fast vibrations
sustained by local structures. These observations further support that the Kelvin-Vogit model describe
strong behaviors, while the Maxwell model describe fragile behaviors.
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Figure 4.3: Wavenumber k dependence of Ss(k, ω) from the Kelvin-Voigt-type model and the Maxwell-type
model. Also plotted in panel (a) is the hydrodynamic result. For this demonstration, the parameters are
taken as cs = 40 (Å/ps), and D0 = 80 (Å
2
/ps). Thus, the transition boundary for the Kelvin-Voigt model
is kK = 2cs/D0 = 1.0 (Å
−1
), and for the Maxwell model it is kM = cs/2D0 = 0.25 (Å
−1
). Note that the




of time correlation functions
In general, the evolution of a time correlation function is dominated by a few elementary molecular processes
which manifest themselves as excitation and/or relaxation modes in frequency spectrum. In the previous two
chapters, a viscoelastic hydrodynamic approach was proposed to derive the elementary modes so that the
density and current correlation functions could be directly calculated. This chapter, instead, deals with the
reverse problem: given a curve of time correlation function, is there a way to extract the elementary modes
governing its evolution? A solution to this question is very useful for the analysis of data collected from
computer simulations and experiments, especially when no appropriate theoretical models could be applied
to fit the data. In the following sections, Section 5.1 proposes a relaxation-excitation mode analysis which
may serve as an effective starting point to numerically evaluate the elementary modes of time correlation
functions. Section 5.2 presents numerical methods for the implementation. Finally, Section 5.3 demonstrates
this method using computer simulations and quasielastic neutron scattering experiments.
5.1 Relaxation-excitation mode analysis
As self-explained in the name, a time correlation function measures the correlation of two dynamic variables
over space and time. Here, the correlation indicates the “similarity” of a system at different times. If the
system like solid exhibits little deviation from its initial state (configuration and/or velocities), then the
time correlation functions show only subtle oscillation around the static values; on the other hand, if the
system undergoes significant structural rearrangements, the time correlation functions usually decay from
the static values to some smaller values. For realistic liquids, a combination of both features are often
observed. It is the specific manner in which the time correlation function evolves with time that reflects
the characteristics of the underlying molecular processes that drives the structural rearrangements. From
Chap. 3 and Chap. 4, one notices that the time correlation functions derived are typicallyrepresented by
a superposition of exponential functions and damped oscillatory functions (see, e.g., Eqs. (3.77-3.79) and
Eq. (4.19)). Following the same mathematical structure, one can write down, for example, the density
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correlation function in a general form








−(Γα+iωα)t (t > 0), (5.1)
where −Γα(k)−iωα(k) represents the α-th elementary mode, with Γα(k) being the relaxation rate and ωα(k)
being the excitation frequency (which could be 0). The coefficients A′α(k) only depend on wavenumber k
and might contains imaginary part arising from the sin terms. However, since these sin terms usually only
represents a small correction to the cos terms, namely Bµ(k) 1 (especially at small k), one could further
drop these sin terms and keep A′α(k) real. A continuous representation of Eq. (5.1) could be written as a
joint Fourier-Laplace transform





dzdω e−(z+iω)tf(k; z, ω) (t > 0), (5.2)
where z indicates relaxation rate, ω indicates excitation frequency, and both z and ω are real. Since F (k, t) is
a real even function with respect to t, f(k; z, ω) is a real even function with respect to ω. Besides, if F (k, t)





−∞ dzdωf(k; z, ω) = 1. Thus, if non-negative constraint is further enforced, f(k; z, ω) could
be interpreted as the distribution function of the elementary relaxation-excitation modes. Through numerical
inversion of Eq. (5.2), one can extract the underlying relaxation-excitation modes that governs the evolution
of F (k, t). This method is referred as relaxation-excitation mode analysis, or REMA.
The existence of a distribution of relaxation-excitation modes could be rationalized from a few aspects.
First, non-hydrodynamic modes emerge beyond the hydrodynamic regime. As demonstrated by the vis-
coelastic hydrodynamic approach (see Chap. 3), incorporation of viscoelasticity and anisotropy into the hy-
drodynamic theory generates more relaxation-excitation modes in addition to the the hydrodynamic modes.
In particular, in Section 3.5.2, a single-relaxation-time assumption was adopted for the anistropic Maxwell
model in order to simplify the calculation. One can expect that more non-relaxation-excitation modes would
be revealed by the treatment in its full version. Moreover, the Kelvin-Voigt model and the Maxwell model
examined in Chap. 3 are the two simplest viscoelastic models. If more complicated viscoelastic model is used
to approximate the relaxation tensor, more complex relaxational and excitational behaviors may be observed.
In addition, Eq. (5.1) is actually the formal result of the so-called generalized collective modes approach
described in Section 2.3.3 [86, 87] and has been numerically studied in a few papers [188, 189, 190]. By
considering an extended set of slowly-varying variables including the hydrodynamic variables, the emergence

















Figure 5.1: (a) Schematic illustration of key dynamical processes on the energy landscape: liquid-like barrier-
crossing relaxation and solid-like basin excitation. (b) Schematic two-dimensional relaxation-excitation
probability density function extracted from the energy landscape.
Second, for supercooled liquids, the distribution of relaxation-excitation modes can also be rationalized
from the perspective of energy landscape (Fig. 5.1). In the configuration space, the potential energy function
could be conceptually viewed as a high-dimensional surface, or called energy landscape [191]. With this
viewpoint, the time evolution of a material system can be considered as a point traveling around on the
energy landscape. Intuitively, energy landscape can be partitioned into a large set of basins separated by
energy barriers. Along a dynamic trajectory, the system undergoes vibrations within basin and transits
between basins by overcoming energy barriers. This intuitive picture makes energy landscape a very useful
concept in providing qualitative interpretations for complex processes occurring in real space [191, 192, 193,
194, 195, 196, 197, 198, 199, 200, 201, 202, 203, 204]. In particular, a relaxation process that involves
significant structural rearrangement in real space is typically viewed as the event of crossing an activation
energy barrier on the energy landscape. On the other hand, phonon-like excitations are often matched to the
vibrations within basins on the energy landscape. In the supercooled regime, the dynamics of a liquid system
becomes heterogenous [205, 206, 207, 208] and is heavily influenced by the energy landscape [199], which
is extremely rough due to its high-dimensionality. This inherent roughness of the energy landscape implies
there exists a distribution of activation barriers and vibrational frequencies, in other words, a distribution
of relaxation-excitation modes.
Based on these justifications, the central task of REMA is thus to perform numerical inversion of Eq. (5.2)
to extract the relaxation-excitation distribution function f(k; z, ω) from F (k, t). Before getting into the
numerical method, it is noted that in general the joint Fourier-Laplace transform Eq. (5.2) can not be
separated into a Fourier transform and a Laplace transform as both z and ω are conjugated to t. This
coupling brings in one extra dimension of adjustable parameters and thus this inverse problem may not have
a unique solution. However, physical insights or constraints could be applied to avoid nonphysical solutions.
88
For example, it is expected that the distribution function is well-behaved (continuous, smooth, low-passed).
Under some circumstances, Eq. (5.2) could indeed be reduced to simpler expression. In particular, if one
is concerned with relaxation-only liquids where excitation is absent or outside the dynamic range, then the
relaxation-excitation distribution function could be expressed as
f(k; z, ω) = δ(ω)f(k, z). (5.3)
where f(k, z) is the relaxation-rate probability density function. Consequently, the joint Fourier-Laplace
transform Eq. (5.2) reduces to a regular Laplace transform





dzdω e−(z+iω)tδ(ω)f(k, z) =
∫ ∞
0
dz e−ztf(k, z). (5.4)
This special case of REMA is referred as relaxation mode analysis (RMA). Furthermore, if one considers a
relaxation process as an activation event on the energy landscape, then the relaxation rate could be related
to the activation energy by






where τ is the relaxation time and Ea is the activation energy. Through variable transformations, one can
obtain an activation-relaxation relation for their probability density functions via variable transformation
kBTf(k, Ea) = zf(k, z) = τf(k, τ). (5.6)
Note that this relation holds even when the excitation modes are present. Later this relation is used as a
unified label to denote the relaxation axis. More details about RMA could be found in Ref.[209].
5.2 Numerical methods and example
This section proposes a numerical method to implement REMA. Specifically, a regularized regression problem
is first formulated from Eq. (5.2), which is then converted to the format of quadratic programming such that
some generic solvers could be applied. As a simple example, the method is applied to the case wheres only
single relaxation-excitation mode exists.
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5.2.1 Formulation of regularized regression
REMA relies on the joint Fourier-Laplace transform Eq. (5.2). Since F (k, t) is a even function of t, f(k; z, ω)
is even with respect to ω. Thus Eq. (5.2) can be rewritten as





dzdω e−zt cos(ωt)f(z, ω), (t > 0) (5.7)
where only ω ≥ 0 is concerned and the notation of k-dependence has been dropped for simplicity. Below a
numerical inversion method is presented based on Eq. (5.7).
Extracting f(z, ω) from F (t) in Eq. (5.7) is generally an ill-posed inverse problem. Special regularization
techniques introducing prior statistical knowledge or physical constraints are needed to obtain an optimal
physical solution [210]. In this method, the numerical inversion of the joint Fourier-Laplace transform is
carried out by constructing a regularized least squares problem, which aims to minimize the total residual
χ2 = χ2lsq + χ
2
reg, (5.8)










2 = ||y −Cx||2 (5.9)










∣∣∣∣n + λ2 ∣∣∣∣∂2f∂ω2
∣∣∣∣n) = λ1||R1x||nn + λ2||R2x||nn, (5.10)
where n = 2 corresponds to Tikhonov regularization or ridge regresssion [211] and n = 1 corresponds to
LASSO regression [212, 213]. In particular, if n = 2 is applied, the norm of the second partial derivatives
of f(z, ω) is penalized and the extracted curve is expected to be well-behaved. The coefficient matrices for
n = 2 are given as follows:
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In Eqs. (5.11–5.12), the grid spacing constants arising from finite difference approximation has been removed
since they can be absorbed into the regularization parameters λi, i = 1, 2.
Combining Eqs. (5.8–5.12), one arrives at a regularized regression problem which aims to minimize
χ2 = ||y −Cx||2 + λ1||R1x||nn + λ2||Rnx||nn (5.13)
under the nonnegative constraint
x ≥ 0. (5.14)
The nonnegative constraint is enforced so that the solution represents a probability density function. This
regularized regression problem is ready to be solved by optimization methods.
5.2.2 Conversion to quadratic programming
A general approach to solve the regularized regression problem is converting it to a standard quadratic
programming problem. Quadratic programming [214] is a category of optimization problems aiming to find
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a solution u that minimizes the quadratic function
1
2
uTQu + sTu (5.15)
subject to linear constraints such as
Aequ = beq, (5.16a)
blower ≤u ≤ bupper. (5.16b)
The mapping from the regularized least squares problem Eqs. (5.8-5.10) with nonnegative constraint to the
quadratic programming problem Eqs. (5.15-5.16) is given as follows:
• Ridge regression (n = 2):

u = x
Q = 2(CTC + λ1R
T






• LASSO regression (n = 1):





















 , beq = 0, blower = 0
(5.18)
Many quadratic programming algorithms, such as interior point [215], active set [216] and trust region [217]
method, can be applied to solve the problem.
Specifically, for the work presented in this thesis, the numerical inversion of Eq. (5.7) was first formulated
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as a ridge regression problem (n = 2), which is then converted to a quadratic programming problem and
solved with the interior point method using Matlab function “quadprog”.
5.2.3 Example: extraction of single relaxation-excitation mode
As a demonstration, the numerical method described above is applied to a special case where only single
relaxation-excitation mode exists. Figure 5.2 shows the results when the input data are taken from the
function
F (t) = exp(−z0t) cos(ω0t), (5.19)




δ(z − z0) [δ(ω − ω0) + δ(ω + ω0)] . (5.20)
Therefore, numerical solutions obtained could be compared with this analytical solution. For simplicity, the
regularization parameters in the ridge regession are set to be equal and are denoted using single parameter,
i.e. λ1 = λ2 = λ. Fig. 5.2(a) shows the input data and the fitted curves given three λ’s that differ many
orders of magnitude. These λ values are selected based on the regulization parameter dependence of the




||R1x||22 + ||R2x||22 shown
in Fig. 5.2(b) and 5.2(c). The value λ = 8.9 × 10−5 is close to the optimal value suggested by the L-curve
criterion, which picks the regularization parameter corresponding to the maximum curvature point of the L-
curve, i.e. χreg/
√
λ vs. χlsq in the log-log plot [218, 219]. Fig. 5.2(d-f) show the numerical solutions extracted
from the fittings using pseudocolor plots. For all cases, the extracted distribution of activation barriers and
excitation energies clearly shows a peak that caputures the singular analytical solution Eq. (5.20). The peak
width increases with the regularization parameter due to the increasing penalty to sharp features and the
resulting higher degree of smoothness. A too large regularization parameter may over-bias the fitting and
underfit the problem.
For comparison, similar analysis is also carried out for the example with noisy data as input (Fig. 5.3).
White Gaussian noise is added to the input data from Fig. 5.2, reaching a signal-to-noise ratio 30dB. Fig. 5.3
shows the results for three different regularization parameters. The value λ = 4.3 × 10−3 locates close to
the corner of the L-curve, while the other two values are chosen either far smaller or larger than this value.
Despite the frustration caused by the increased noise, the ridge regression method still produces reliable
numerical solutions that agree with the analytical solution.
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Figure 5.2: Extraction of single relaxation-excitation mode with noise-free data as input. (a) Input data
taken from function F (t) = exp(−z0t) cos(ω0t) (z0 = 1, ω0 = 2) and the numerical fittings using three
different regularization parameters λ’s. (b) Regularization parameter dependence of the least squares error




||R1x||22 + ||R2x||22. The colored arrows indicate
the locations of the λ’s used in (a). (c) The fitting L-curve: χreg/
√
λ vs. χlsq in the log-log plot . (d)(e)(f)
The corrsponding distributions of activation barrier and excitation energy extracted from (a). The color
scale indicates the intensity of the function kBTf(Ea, ω) = τf(τ, ω) = zf(z, ω). The unreduced activation
barrier is related to the absolute activation barrier Ea by ∆Ea = Ea − kBT ln z0. In this example, the
analytical solution in the positive axis of ω is known as f(z, ω) = 12δ(z − z0)δ(ω − ω0).
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Figure 5.3: Similar analysis as in Fig. 5.2 except that in this example white Gaussian noise is added to the
input data of F (t), reaching a signal-to-noise ratio 30dB.
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5.3 Demonstrations
In the following subsections, REMA and its simplified version RMA are applied to analyze the self dynamics
of three systems. First, RMA is applied to examine the relaxational behaviors of a binary Lennard-Jones
mixture via classical MD simulations. Second, REMA is applied to extract the relaxational and vibrational
modes of liquid water via ab initio molecular dynamics (AIMD) simulations. Third, RMA is applied to
analyze the dynamics of protein unfolding probed by incoherent quasi-elastic neutron scattering (QENS)
experiments.
5.3.1 Relaxtional dynamics of a binary Lennard-Jones liquid
In this example, RMA is applied to analyze the relaxational behaviors of a widely studied binary Lennard-
Jones mixture (also known as Kob-Andersen liquid) [108, 31, 199] via classical MD simulations. The sim-
ulation system consists of 1500 particles of two species, A (80%) and B (20%), in a periodic cubic box










, α, β ∈ A,B (5.21)
where εAA = 1.0, σAA = 1.0, εBB = 0.5, σBB = 0.88, εAB = 1.5, and σAB = 0.8. Interactions were shifted
and truncated beyond the cut-off 2.5σAA. The physical values of argon are used as reference values. For
example, the unit length is 0.34 nm and unit energy is kBTref (= 120K). Following Ref. [108], the system
was first equilibrated at high temperature 480 K (or 4.0 in the reduced unit). Then it was cooled down
step by step to nine lower temperatures (360 K, 240 K, 180 K, 120 K, 96 K, 72 K, 66 K, 60 K) during a
period of time length larger than the relaxation time of system at the targeted temperature. Afterwards, the
system was kept in contact with a thermostat at the target temperature for a duration of time comparable
to the cooling time. After the equilibration, production runs were carried out using the NVT ensemble to
collect simulation trajectories. From these trajectories, the self intermediate scattering function Fs(k, t) was
computed and was used as the input data of RMA to extract the activation barrier distributions.
Temperature dependence → dynamic decoupling: Figure 5.4 summarizes the temperature dependence of
SISF of particle A and the extracted activation barrier distributions at three different wavevector transfer
k’s. Fig. 5.4(b1) shows the computed SISF’s at k = 2.23 Å
−1
, which is close to the first maximum of
structure factor and indicates a length scale close to the average spacing between particles. At high tem-
peratures, Fs(k, t) shows a simple exponential decay due to the homogeneous nature achieved by sufficient
thermal energy. As temperature decreases, the long time tail of Fs(k, t) becomes increasingly stretched and
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Figure 5.4: RMA of the relaxational dynamics of species A in a binary Lennard-Jones liquid. (a1-c1)
Temperature dependence of the SISF Fs(k, t) at three wavevector transfer k’s. (a2-c2) Temperature depen-
dence of the corresponding activation barrier distribution at three k values. Color indicates the intensity
of kBTfs(k, Ea) = zfs(k, z) = τfs(k, τ). In the plot ∆Ea has a unit of ln(10)kBT and is related to the
absolute activation barrier by ∆Ea = Ea − kBT ln z0. The relaxation time τ has the unit of ps, and the
relaxation rate has the unit of 1/ps. Different k values imply different spatial resolutions at which the system
is probed. The dominance of small barriers at large k and large barriers at small k clearly indicates a energy
landscape coarsening effect, as schematically illustrated in (a3) and (c3).
gradually forms a plateau in the intermediate time range. Correspondingly, Fig. 5.4(b2) shows the extracted
activation barrier distribution evolves from a narrow peak, to a overlapping bimodal shape at intermediate
temperatures, and to a distribution with well-separated peaks at lower temperatures. This peak splitting
manifests the decoupling of slow and fast relaxation modes with decreasing temperature.
From the perspective of energy landscape, the observed variations suggest the underlying energy land-
scape topography evolves with the temperature. At high temperatures, the basins are shallow and energy
barriers are small compared to the thermal energy. Sampling different configurations is almost equally
probable. Fig. 5.4(b2) implies the prevailing population of shallow energy minima at high temperatures.
As temperature decreases, the energy landscape deforms and deep megabasins start to form. Hence, at
low temperatures, the interplay between the large population of shallow minima and the increasing depth
of megabasins gives rise to the multimodal distribution of activation barriers. The low activation barriers
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govern the fast relaxations, while the high activation barriers cause slow relaxations.
Wavenumber dependence → landscape coarsening: The physical origins behind individual relaxation
modes can be identified from the activation barrier distributions at the larger and smaller length scales. At
a larger length scale (k = 1.03 Å
−1
), the fast peak of the extracted activation barrier fades and the slow
peak becomes dominant (Fig. 5.4(a2)). At a smaller length scale (k = 4.12 Å
−1
), the opposite behavior
was observed (Fig. 5.4(c2)). Furthermore, the results also reveal that the fast relaxation time shows only
slight temperature dependence, whiles the slow relaxation time depends strongly on the temperature. These
observations altogether suggest that the fast relaxation mode is attributed to the short-time “atomic rattling”
inside cages formed by its first neighbors and largely determined by the temperature-insensitive structural
packing, while the slow relaxation mode corresponds to the out-of-cage diffusion that strongly relies on
the thermal energy available. These physical pictures were also supported from the viewpoint of energy
landscape, as illustrated in Fig. 5.4(a3, c3). At small k, the fine details of the energy landscape are lost and
only the large-scale structure of the energy landscape are sampled. As k increases, finer details on the energy
landscape become sensible and thus more small barriers start to be sampled. Therefore, the wavenumber
dependence reflects a coarsening effect of the energy landscape as k varies.
5.3.2 Relaxational and vibrational modes of liquid water
In this study, REMA is applied to analyze the self dynamics of water. AIMD simulation instead of classical
MD simulation was used to simulate liquid water at room temperature so that both the diffusion mdoe and
the intramolecular vibrational modes could be captured. The AIMD simulations of liquid water was carried
out using the projector augmented wave method (PAW) [220, 221] and the PBE functional [222] in VASP
[223, 224]. The initial configuration of the water system was prepared from CMD simulations of TIP3P
water using open source package GROMACS [225]. This produced a cubic box of 9.8294 Å3 composed of 33
water molecules, corresponding to a density of 1038 kg/m3. The AIMD simulations were performed at 300
K in the NVT ensemble. Periodic boundary conditions were applied in three dimensions. A time step of 1
fs was used and the total simulation time is 66 ps.
From the AIMD simulation trajectory, the self intermediate scattering function Fs(k, t) for the hydrogen
atoms was computed at multiple wavevector k values. Numerical inversion of joint Fourier-Laplace transform
using ridge regression was then applied to extract the two-dimensional relaxation-excitation mode distribu-
tion from Fs(k, t). Figure 5.5 shows the k dependence of the results. First, for all the four cases shown,
REMA offers satisfactory fittings to Fs(k, t) even with oscillatory kinks over a wide timescale. Second, it
is observed that Fs(k, t) of hydrogens decays faster and exhibits more obvious kinks as k increases. The
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Figure 5.5: Application of REMA to analyze the hydrogen dynamics of liquid water via AIMD simulations
at 300 K. The self intermediate scattering functions Fs(k, t) of hydrogens computed at four wavevector k
values are shown in the left column along with the numerical fittings. The value k = 1.92 Å−1 is close to the
location of the first maximum of structure factor of water. In the right column, the extracted distributions of
activation barrier and excitation energy are shown for the four cases. In the plots, the unreduced activation
barrier ∆Ea has a unit of ln(10)kBT and is related to the absolute activation barrier by a shifting factor
∆Ea = Ea − kBT ln z0. The relaxation time τ has the unit of ps, and the relaxation rate has the unit of
1/ps.
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smallest value k = 0.64 Å−1 is smaller than the location of the first peak of the structure factor of water. At
this length scale, Fs(k, t) mainly probes the intermolecular motions. Consequently, two primary activation
barriers are observed in the extracted distribution (Fig. 5.5(a2)). The smaller barrier is associated with the
rotational diffusion and the larger one with the translational diffusion. At k = 1.92 Å−1, which locates near
the first structure factor peak of water, the length scale is close to the average spacing of nearest neighbors
around a water molecule. The librational modes of water molecules (400 – 1200 cm−1) become obvious at
this length scale (Fig. 5.5(b2)). As k further increases, Fs(k, t) becomes increasingly dominated by the in-
tramolecular dynamics. Correspondingly, mutliple intramolecular excitations start to appear. Their energy
scales are consistent with the intramolecular vibrational modes of the O-H bonds in liquid water experimen-
tally measured from Raman [226], infrared [227] and neutron scattering [228], including the O-H stretching
modes near 441 meV and the O-H bending modes centered around 207 meV.
5.3.3 Protein unfolding dynamics measured by QENS experiments
Proteins share many similarities with liquids, especially in the sense that they both experience a rough
energy landscape. In this study, RMA is applied to extract the information of protein energy landscape.
There are two key differences between this case and those in the last two sections. First, QENS experiments
instead of computer simulations were carried out to determine the self intermediate scattering function of
the system. Second, a comparative analysis is carried out in this project by actively adjusting the energy
landscape of proteins using geometrical confinement (Fig.5.6(a)).
Specifically, in this study, QENS measurements were carreid out to measure the dynamics of the hen egg
white lysozyme protein in bulk condition as well as lysozyme protein encapsulated in mesoporous silica thin
film SBA-15 over a temperature range (0 – 100 °C). SBA-15 is an assembly of 100 nm long, 9 nm diameter
cylindrical channels, and lysozyme is a 129-residue globular protein with dimensions of 3.0× 3.0× 4.5 nm3
(Fig.5.6(b,c)) [229]. The experimental samples were hydrated with either light water H2O or heavy water
D2O to selectively resolve dynamics corresponding to specific components of this complex system, taking
the advantage that incoherent neutron measurements are mainly contributed by hydrogen (H) dynamics.
The experiments were carried out in the high-resolution back-scattering spectrometers BASIS [230] at the
Spallation Neutron Source, Oak Ridge National Lab. BASIS has a full-width-at-half-maximum about 3.5 µeV
and the incident neutron beam had a wavelength 6.15 Å, which provides a wave-vector transfer k range of 0.2–
1.8 Å−1, making it well suitable for measuring the diffusive and relaxational motions of the lysozyme proteins
and their hydration water. Besides, to extend the dynamics range measured, two experimental conditions





Figure 5.6: (a) Schematic funnel-like energy landscape of protein folding and some corresponding protein
conformations. The confinement restricts the conformation space accessible to the protein by enforcing
volume exclusion. (Adapted from Ref. [231]) (b) Transmission electron microscopy image of lysozyme-
loaded mesoporous silica thin film SBA-15. (c) Schematic plot of confined lysozyme. Hydration water is not
shown.
Å) from the typically setting 2.08 meV (wavelength∼ 6.27 Å). Second, the neutron chopper was operated
at a lower frequency 30 Hz. With these two adjustments, an asymmetric dynamic range roughly from -
200 µeV to +500 µeV was obtained. The wide tail on the energy-loss side of the spectra allows one to
implement deconvolution with the instrument resolution function using inverse Fourier transform so that
the self intermediate scattering function could be obtained in time domain.
Using the measured self intermediate scattering functions as input data, RMA was applied to extract
the distribution of activation barriers for the bulk lysozyme protein and the confined protein. Fig. 5.7
shows the temperature dependence of the measured self intermediate scattering functions and the extracted
activation barrier distribution at k = 0.6 Å−1. First, the results shows that RMA offers a good fitting
to the experimental data across various temperatures and three orders of timescales. Second, for the bulk
sample, a sudden decrease of activation barrier was observed near the denaturation temperature ∼ 340 K
[232], signifying the unfolding process of lysozyme (Fig. 5.7(b)). However, this behavior is not found in the
confined protein sample (Fig. 5.7(c)). Such a difference suggests that the unfolding process was suppressed
under confinement. This suppression could be understood from the perspective of volume exclusion (see
Fig. 5.6(a)). The unfolding from the compact native state to a loose unfolded state requires more open
space. However, the confining interface puts a restriction on such a request, and therefore impedes the
unfolding process. For lysozyme, the unfolding process near the denaturation temperature is much longer
than the typical timescale accessed by MD simulations. Thus, it is very difficult to examine these dynamical
behaviors from MD simulations.
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Figure 5.7: Temperature dependence of measured self intermediate scattering function of confined hydrated
lysozyme at k = 0.6 Å−1. The experimental data are shown as black circles, and the red lines are the fitted
curves from RMA. (b) The extracted activation energy distribution as a function of temperature. The red
line indicates the reversible thermal denaturation temperature ∼340 K for bulk hydrated lysozyme.
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Chapter 6
Summary and future work
6.1 Summary
In this work, a viscoelastic hydrodynamic approach was proposed to study the collective and self density fluc-
tuations in supercooled liquids in the generalized hydrodynamic regime. Adopting an inverse perspective,
this approach generalizes the macroscopic hydrodynamic theory for newtonian liquids to incorporate the
physics occurring in the shorter-wavelength and higher-frequency regime. In particular, two critical factors
are considered. One is viscoelasticity which characterizes the temporal response outside the purely viscous
hydrodynamic regime, and the other is spatial anisotropy which originates from the medium- or short-range
order in supercooled liquids. In the treatment of collective density fluctuations, to integrate these physical
insights into the framework of the hydrodynamic theory, the Navier-Stokes stress-strain constitutive relation
was generalized using a time-dependent fourth-order relaxation tensor. This relaxation tensor provides a
unified representation for systematic examinations of the effects of different viscoelastic mechanisms and
anisotropy. Particularly, in this thesis, two simplest yet most fundamental viscoelastic models, namely the
Kelvin-Voigt model and the Maxwell model, were applied to approximate the time dependence of the relax-
ation tensor in response to deviatroic deformation. As a result, the underlying collective modes governing
the time evolution of the density correlation functions and the current correlation functions were derived at
small wavenumbers. In an analogous manner, the idea of this viscoelastic hydrodynamic approach was also
applied to study the density fluctuations associated with self motions. Correspondingly, the macroscopic
Fick’s law was generalized by the utilization of a time-dependent diffusion tensor.
The main findings from the viscoelastic hydrodynamic approach are summarized as follows: (1) Com-
pared to the hydrodynamic results, consideration of viscoelasticity increases the number of collective modes.
For the Kelvin-Vogit model and the Maxwell model examined, four longitudinal modes and four transverse
modes were identified for both. (2) Viscoelasticity also changes the value of collective modes and the effect
may vary with specific viscoelastic behaviors. For the longitudinal modes, it was found that the Kelvin-Voigt
model enhances the sound speed and the thermal diffusion rate but weakens the sound attenuation, while
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the Maxwell model does not change the hydrodynamic longitudinal modes. For the transverse modes, it was
found that the Kelvin-Voigt model leads to damped transverse excitations, while the Maxwell model intro-
duces additional transverse kinetic relaxation modes. (3) It was demonstrated that the effect of anisotorpy
naturally leads to a hybrid contribution of both longitudinal modes and transverse modes to the density
correlation functions and the current correlation functions. Therefore, this theoretical treatment provides
an explanation for the secondary peak or shoulder appearing in the dynamic structure factor measured from
scattering experiments. (4) In the density correlation functions, remarkable similarity was identified between
the derived behaviors of the transverse modes and several low-frequency phenomena like the boson peak and
the β-relaxation. This similarity suggests that the boson peak and the β-relaxation may be different man-
ifestations of the transverse modes at liquids with different fragility. (5) Based on the physical properties
of both models and the derived collective behaviors, the Kelvin-Voigt model is considered as an solid-like
viscoelastic model which may be useful to describe strong supercooled liquids, while the Maxwell model is
a liquid-like viscoelastic model which is more applicable to describe fragile supercooled liquids. Despite the
simplicity of these two models, the insights revealed by them are very encouraging. In the future, more del-
icate viscoelastic models could be applied to produce more realistic results. Also, the important perspective
suggested in (4) needs more investigations.
In addition to providing a theoretical approach to calculate the density correlation functions from the
elementary modes, this thesis also considered the reverse problem, that is, how to extract the underlying
dynamic modes given the data of density correlation functions. To address this problem, a relaxation-
excitation mode analysis was proposed based on the mathematical structure of the hydrodynamic correlation
functions. In this method, a time correlation function is projected into a distribution function of relaxation-
excitation modes via a joint Fourier-Laplace transform, which could be numerically inverted to extract the
most probable relaxation-excitation modes. Using computer simulations and quasi-elastic neutron scattering
measurements, this method was applied to study the self dynamics of three model systems. The results
demonstrated that this method is useful for gaining insights from the data of complex systems, especially
when no appropriate theoretical models are available for the data fitting.
6.2 Future work
Based on the viscoelastic hydrodynamic approach proposed in this thesis, multiple extensions could be
pursued in the future. Some of them could be followed immediately (1-4), while others require more inves-
tigations (5-8). They are summarized as follows:
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1. Study the behavior of density fluctuations in anisotropic liquids using computer simulations: One
important feature of the viscoelastic hydrodynamic approach is that it allows one to examine the effect
of anisotropy. Based on the results derived in Section 3.5, it is found that anisotropy naturally leads
to a coupling between the longitudinal dynamics and transverse dynamics, which jointly contribute to
the density and the current correlation functions. It would be interesting to testify these predictions
by performing MD simulations of anisotropic liquids such as ellipsoid particles or liquid crystals.
Specifically, a series of MD simulations could be performed by tuning the degree of anisotropy of the
system based on certain order parameters, such as the aspect ratio of ellipsoid particles. From the
simulation trajectories, the density and current correlations functions could be analyzed to examine
the effect of anisotropy.
2. Evaluate the relaxation tensor numerically from computer simulations: According to Eq. (3.31), the
relaxation moduli are essentially the time correlation functions of different components of the stress
tensor. Using MD simulation, it is feasible to evaluate these relaxation moduli individually and examine
their relative magnitudes and time dependence. Based on the results, more appropriate functions could
be used to approximate the time-dependence of these relaxation moduli. Using these approximations
as input to the generalized hydrodynamic matrix in Eq. (3.39) allows one to derive more realistic
results for the collective modes and the correlation functions, which can then be compared to the
direct numerical evaluations.
3. Investigate the fragility dependence of the behavior of the transverse modes in liquids: In the discus-
sions in Section 3.5.3, it is suggested that a couple of low-frequency phenomena observed in liquids
may be actually different manifestations of the transverse modes, depending on the fragility of the
system. Specifically, the transverse excitations derived from the “strong” Kelvin-Voigt model resem-
bles the boson peak often observed in strong liquids, while the transverse relaxations obtained from
the “fragile” Maxwell model resemble the β-relaxation which is usually associated with fragile liquids.
These speculations could be further investigated theoretically and computationally in the future. On
the theoretical side, one may further study the origin of viscoelasticity and the correspondence between
viscoelastic models and fragility. On the computational side, MD simulations could be carried out for
multiple systems with varying fragilities so that the behaviors of the transverse modes could be com-
pared as the fragility varies. Alternatively, one could also perform a stricter comparative study of the
behavior of the transverse modes as a function of fragility by tuning the interaction potential. For ex-
ample, it has been reported that the the fragility increases with increasing softness of the interparticle
potential [233].
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4. Apply more delicate viscoelastic models to describe the viscoelastic behavior of real systems: The
Kelvin-Vogit model and the Maxwell model examined in Chap. 3 are the two most fundamental vis-
coelastic models. However, considering their simplicity, these two models are often too idealized for the
description of real liquids. In fact, using the Kelvin-Vogit model and the Maxwell model as the basic
units, multiple more delicate models have been proposed [177]. Depending on specific materials and
conditions, these viscoelastic models may be applied to examine the collective modes and correlation
functions by following the procedures presented in Chap. 3.
5. Investigate the relation between short-time phonon-like excitations and long-time transport properties:
In Section 3.5.3, it is shown that when some phonon-like excitation exists, one can derive the corre-
sponding Ioffe-Regel limit which sets the boundary between the propagating region and the localized
region. As a result, the Ioffe-Regel limit obtained is typically a function of the viscosities and the elastic
moduli. To interpret this result, however, the logic should be reversed. It is the behaviors of these fun-
damental excitations that determine the macroscopic transport coefficients and mechanical properties,
not the opposite. In particular, it has been found for a metalic liquid that a crossover temperature
observed in the Ioffe-Regel limit for the longitudinal phonon coincides with the Arrhenius crossover
temperature where the diffusion coefficient shows a strong-fragile crossover and the Stokes-Einstein
relation breaks down [186]. It would be interesting to continue the investigations on how the behaviors
of short-time phonon-like excitations could be used to infer the long-time transport properties.
6. Incorporate the generalization of the Fourier’s law: As discussed in Section 2.5.2, the hydrodynamic
conservation equations are usually closed by two important constitutive relations, namely, the Navier-
Stoke stress-strain relation and the Fourier’s law. The main work proposed this thesis only generalizes
the Navier-Stoke stress-strain relation and the Fourier’s law is not touched. However, according to the
memory function approach, it is expected that the Fourier’s law is also affected by the memory effect
and as a consequence the coefficient of thermal conductivity becomes wavenumber- and frequency-
dependent. How to approximate this generalized thermal conductivity requires more investigations.
7. Explore the microscopic foundation for the generalized stress-strain constitutive relation: The viscoelas-
tic hydrodynamic approach proposed is built upon the generalized stress-strain relation in Eq. (3.9),
which has been widely used in literature. However, its microscopic origin is not clearly understood.
It would be a crucial addition to the current framework if a microscopic derivation of the generalized
stress-strain relation could be developed from, e.g., the kinetic theory or the linear response theory. By
now it seems that the treatment from McLenann [180, 181, 182, 183] (see also Eq. (3.31)) is the most
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relevant work, although it still uses the equations of ideal fluids in the approximation. It is hoped that
a more rigorous treatment could be formulated in the future. Such a treatment is also very helpful for
understanding the microscopic origin of viscoelasticity.
8. Develop the relaxation-excitation mode analysis from fundamental principles: In Chap 5, the relaxation-
excitation mode analysis, particularly Eq. (5.2), was proposed as a phenomenological extension for time
correlation functions based on the hydrodynamic results and those from viscoelastic hydrodynamic
approach. It would be useful to develop a microscopic derivation of the distribution of relaxation-
excitation mode. Although the approach of generalized collective modes could be used to derive such
an expression, it does not provide a physical picture for the underlying molecular processes. One
possible solution to this extension is to resort the kinetic theory and to examine the eigenvalues and
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L. Comez, D. Fioretto, H. Giefers, S. Roitsch, G. Wortmann, M. H. Manghnani, A. Hushur,
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[208] N. Lačević, F. W. Starr, T. B. Schrøder, and S. C. Glotzer. Spatially heterogeneous dynamics investi-
gated via a time-dependent four-point density correlation function. The Journal of Chemical Physics,
119(14):7372–7387, oct 2003.
[209] Zhikun Cai. Energy landscape statistics and coarsening in liquids: a relaxation mode analysis. Thesis,
University of Illinois at Urbana-Champaign, 2016.
[210] Stephen W. Provencher. A constrained regularization method for inverting data represented by linear
algebraic or integral equations. Computer Physics Communications, 27(3):213 – 227, 1982.
[211] AN Tikhonov and V Ya Arsenin. Solutions of ill-posed problems. Washington, DC, 1977.
[212] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical
Society. Series B (Methodological), pages 267–288, 1996.
[213] Bradley Efron, Trevor Hastie, Iain Johnstone, and Robert Tibshirani. Least angle regression. Ann.
Statist., 32(2):407–499, 04 2004.
[214] Jorge Nocedal and Stephen Wright. Numerical optimization. Springer Science & Business Media, 2006.
[215] Jorge Nocedal and Stephen Wright. Numerical optimization. Springer Science & Business Media, 2006.
[216] P. E. Gill, W. Murray, and M. H. Wright. Practical optimization. Academic Press, London, 1981.
[217] Thomas F. Coleman and Yuying Li. A Reflective Newton Method for Minimizing a Quadratic Function
Subject to Bounds on Some of the Variables. SIAM Journal on Optimization, 6(4):1040–1058, nov
1996.
[218] PC Hansen. Analysis of discrete ill-posed problems by means of the L-curve. SIAM review, 34(4):561–
580, 1992.
[219] PC Hansen and DP O’Leary. The use of the L-curve in the regularization of discrete ill-posed problems.
SIAM Journal on Scientific Computing, 14(6):1487–1503, 1993.
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In the case of small fluctuations, the hydrodynamic equations (2.80) together with the Fourier’s law (2.85)
and the Navier-Stokes pressure tensor (2.86) given in Section 2.5 can be linearized with respective to the
deviations from the equilibrium values of the hydrodynamic variables. This appendix presents the process of
linearization following Ref. [5]. First, given any dynamic variable A(r, t), one can write A(r, t) = A+δA(r, t),
where A represents the equilibrium value and δA(r, t) represents the instantaneous fluctuation. Besides, the
frame of reference is chosen such that 〈u(r, t)〉 = 0, and thus δu(r, t) = u(r, t). Therefore, plugging Eq. (2.85)
and (2.86) in Eq. (2.80) and keeping only the first order terms of fluctuations give
∂
∂t



















where j(r, t) = ρu(r, t), e(r, t) = mρ(r, t)ein(r, t) and δe(r, t) = mρδein(r, t) + meinδρ(r, t). ν = η/mρ is
the kinematic shear viscosity and b = (ξ + 43η)/mρ is the kinematic bulk viscosity. To fully represent these
linearized conservation equations using the three statistically independent variable δρ(r, t), δT (r, t), j(r, t),
Eq. (A.1b) and (A.1c) need to be further converted by invoking the assumption of local thermodynamic
equilibrium. Specifically, in Eq. (A.1b), the pressure fluctuation could be written as












δT (r, t) =
1
ρχT
δρ(r, t) + βVδT (r, t) (A.2)
Therefore, Eq. (A.1b) becomes
1
mρχT
∇δρ(r, t) + βV
m
∇δT (r, t) + ∂tj(r, t)−
[
ν∇2 + (b− ν)∇∇·
]
j(r, t) = 0, (A.3)
120




δq(r, t)− λ∇2δT (r, t) = 0 (A.4)
where δq(r, t) is the fluctuation of the heat energy density q(r, t) = e(r, t) − e+Pρ ρ(r, t). In an infinitesimal
process, the entropy change of the system is TdS = dU+PdV = d(eV )+PdV = V de+(e+P )−Vρ dρ = V dq.
Therefore, a change in q(r, t) is therefore equal to the heat lost or gained by the system per unit volume
when the change is carried out reversibly and δq(r, t) is related to the change in entropy density by








































is the thermal pressure coefficient and cV is the heat capacity
per particle at constant volume. Combining Eqs. (A.1a), (A.4), (A.5), the linearized conservation equation
of energy can be rewritten as
(∂t − a∇2)δT (r, t) +
TβV
ρ2cV
∇ · j(r, t) = 0 (A.6)
where a = λ/ρcV . In summary, Eqs. (A.1a), (A.3) and (A.6) are the three final linearized conservation
equations with respect to the statistically independent variables δρ(r, t), δT (r, t), j(r, t).
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Appendix B
Coefficients and Fourier transform of
correlation functions in Chapter 3
This appendix summarizes the coefficients and the Fourier transform of the density and current correlation
functions calculated in Chapter 3. For each coefficient, only the lowest order with respect to k are kept.
B.1 For correlation functions in Section 3.1





A2 = 1 +O(k2) (B.1b)
A3 = −
(a(−γ) + a+ bγ)
2 (γcs)
+O(k2) (B.1c)








ω2 + (DT k2)2
+A2
[
Γk2 +A3k(ω + csk)
(ω + csk)2 + (Γk2)2
+
Γk2 −A3k(ω − csk)
(ω − csk)2 + (Γk2)2
]}
(B.2)





























ω2 + (DT k2)2
+B2
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Γk2 +B3k(ω + csk)
(ω + csk)2 + (Γk2)2
+
Γk2 −B3k(ω − csk)
(ω − csk)2 + (Γk2)2
]}
(B.5)
B.2 For correlation functions in Section 3.5.1
B.2.1 Isotropic case of Kelvin-Voigt model




















3c2s(a(γ − 1)− bγ)− 4bγv2s
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+
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B.2.2 Anisotropic case of Kelvin-Voigt model
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4a3(γ − 1)(9γ + 11)− a2(γ − 1)(b(221γ + 43)− 8(25γ + 3)ν)
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B.3 For correlation functions in Section 3.5.2
B.3.1 Isotropic case of Maxwell model





A2 = 1 +O(k2) (B.18b)
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• Coefficients of the transverse current correlation functions Ct(k, t) in Eq. (3.72):
A5 = 1 +O(k2) (B.20a)
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. (B.23)
B.3.2 Anisotropic case of Maxwell model
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−3a2 + γ2(a− b)2 + 2aγ(a+ b)
)




































(3a(γ − 1) + γ(b− 4ν))
)
























































γ3ν2M3xy − γMxyv4s(a− γν)2
)
(B.26j)














(ω + ωl)2 + Γ2l
+
Γl −A′7k(ω − ωl)
(ω − ωl)2 + Γ2l
]
+A′8k
2 2(Γt1 + Γt2)





































γ(a− ν)M2xz + γ(a− ν)M2yz − 2(γ − 1)νc2sv2s
)
−2a(γ − 1)γνMxyMxzMyzv2s + γν2M2xy
(








v2s(γν − a)− γνMxy
) (







v4s(a− γν) + γνM2xy
+O(k2) (B.28g)













(ω + ωl)2 + Γ2l
+
Γl −B′3k(ω − ωl)






ω2 + (Γt1 + Γt2)
2
+
(1 +B′5)(Γt1 − Γt2)






Derivation of stress tensor in
three-dimensional Maxwell model
This appendix shows the derivation of σ̄(t) from Eq. (3.62) to Eq. (3.63). To solve the inhomogeneous linear
differential Eq. (3.62) for σ̄(t), one can first solve the corresponding homogeneous problem




which can be rewritten as
d
dt
σ̄(t) = −M̄esM̄−1vs σ̄(t). (C.2)
According to the symmetry of relaxation tensor and the Voigt notation in Eqs. (3.9-3.11), M̄esM̄
−1
vs is a real-
valued symmetric matrix. Since any symmetric matrix can be diagonalized by an normalized orthogonal







where Q̄ is the orthogonal matrix satisfying Q̄TQ̄ = I, and the diagonal matrix D̄ contains the eigenvalues
of M̄esM̄
−1
vs . Plugging Eq. (C.3) in Eq. (C.2), one have
d
dt










To obtain the solution for the original inhomogeneous Eq. (3.62), one can try with a solution in the form
σ̄(t) = Q̄Te−D̄tQ̄C̄(t) (C.7)





















































one can rewrite the final solution Eq. (C.10) as
σ̄(t) =
∫ 0
−∞
dt′ Q̄Te−D̄(t−t
′)Q̄M̄es¯̇ε(t
′) +
∫ t
0
dt′ Q̄Te−D̄(t−t
′)Q̄M̄es¯̇ε(t
′)
= Q̄Te−D̄tQ̄σ̄(0) +
∫ t
0
dt′ Q̄Te−D̄(t−t
′)Q̄M̄es¯̇ε(t
′).
(C.12)
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