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Abstract
Probability theory provides a uniquely valid set of rules for plausible reasoning. This enables us
to apply this mathematical formalism of probability, also known as Bayesian, with greater flexibility
to problems of scientific inference. In this thesis, we are concerned with applying this method to the
analysis of visibility data from radio interferometers. Any radio interferometry observation can be
described using the Radio Interferometry Measurement Equation (RIME). Throughout the thesis,
we use the RIME to model the visibilities in performing the probabilistic analysis.
We first develop the theory for employing the RIME in performing Bayesian analysis of interfer-
ometric data. We then apply this to the problem of super-resolution with radio interferometers by
performing model selection successfully between different source structures, all smaller in scale than
the size of the point spread function (PSF) of the interferometer, on Westerbork Synthesis Radio
Telescope (WSRT) simulations at a frequency of 1.4 GHz. We also quantify the change in the scale
of the sources that can be resolved byWSRT at this frequency, with changing signal-to-noise (SNR)
of the data, using simulations.
Following this, we apply this method to a 5 GHz European VLBI Network (EVN) observation
of the flaring blazar CGRaBS J0809+5341, to ascertain the presence of a jet emanating from its core,
taking into account the imperfections in the station gain calibration performed on the data, especially
on the longest baselines, prior to our analysis. We find that the extended source model is preferred
over the point sourcemodel with an odds ratio of 109 : 1. Using the flux-density and shape parameter
estimates of this model, we also derive the brightness temperature of the blazar (1011–1012 K), which
confirms the presence of a relativistically boosted jet with an intrinsic brightness temperature lower
than the apparent brightness temperature, consistent with the literature. We also develop a Bayesian
criterion for super-resolution in the presence of baseline-dependent noise and calibration errors and
find that these errors play an important role in determining how close one can get to the theoretical
super-resolution limit.
We then proceed to include fringe-fitting, the process of solving for the time and frequency de-
pendent phase variations introduced by the interstellar medium and the Earth’s atmosphere, in our
probabilistic approach. Fringe-fitting is one of the first corrections made to Very Long Baseline In-
terferometry (VLBI) observations, and, by extending our method to include simultaneous fringe-
fitting and source structure estimation, we will be able to perform end-to-end VLBI analysis using
our method. To this end, we estimate source amplitude and fringe-fitting phase terms (phase off-
sets and delays) on 43 GHz Very Long Baseline Array and 230 GHz Event Horizon Telescope (EHT)
simulations of point sources. We then performmodel selection on a 5 as extended Gaussian source
(one-fourth the size of the PSF) on a synthetic 230 GHz EHT observation. Finally we incorporate
turbulent time-varying phase offsets and delays in our model selection and show that the delays can
be estimated towithin 10–16 per cent error (often better than contemporary software packages) while
simultaneously estimating the extended source structure.
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Preface
Theuniverse aswe know it, originated 13.8 billion years ago in a cosmic expansion which created
all of space and time; the planet we call home, 4.5 billion years ago from accreting gas and dust —
leftovers from the formation of the Sun; the we I speak of, a mere 200,000 years ago, from primates
that parted ways with their arboreal cousins and migrated to grasslands. Mere? Can we truly com-
prehend any time span that is longer than a few thousand years at the most? What about the size of
the universe? Travelling at a speed of 300,000 kilometres per second, the speed at which light travels
in vacuum, it would take about 93 billion years to go from one end of the observable universe to the
other. Again, we hit the limits of human perception; limits that were defined by natural selection
that shaped the evolution of our ancestors in the African savannah. That the immense expanse of
the cosmos obeys any set of laws at all, that is at least partially expressible and understandable by us,
is a stroke of luck for any species that endeavours to discover its origins.
In our efforts to understand Nature, we have so far managed to describe the interactions between
all of observable matter (or energy, which is just another manifestation of matter) in the universe
in terms of four fundamental fields or forces: the strong force, the weak force, electromagnetism,
and gravity. The strong and weak forces govern the interactions between the elementary particles of
matter at the scale of the atomic nucleus. At any scale larger than this, our only guiding forces are
electromagnetism (or sometimes, electroweak, a unification of electromagnetism and the weak force)
and gravity. The effects of both these forces can be felt over large distances; infinite, as far as we know.
Almost all of what we know about celestial objects comes from observing electromagnetic radiation
from space.
Since the time of Newton’s unweaving of the rainbow in the 17th century, we have understood
much about the nature of electromagnetism. The classical concepts of both particle and wavemust
be invoked to get a complete picture of any elementary “particle”, and the quantum of electromag-
netism, the photon, is no exception to that. Every photon has a wavelength associated with it and
hence can be represented as a wave, and this wavelength determines what techniques we employ in
intercepting and interpreting the photon. The visible light, which gives rise to the magnificent hues
that we see around us, occupies but a tiny fraction of the electromagnetic spectrum. The short wave-
length (or high frequency) part of the spectrum comprising gamma rays, X-rays, and ultraviolet rays
fromouter space is blocked by the upper layers of the atmosphere and hence is observed by telescopes
stationed in space. A significant part of the spectrum with wavelengths longer than those of visible
light and infrared radiation, consisting of short and long wavelength radio waves, is observable from
xii
the surface of the earth and has provided us with evidence of a variety of new celestial phenomena—
from high energy objects such as active galaxies, to a window into the childhood of the universe in
the form of the cosmic microwave background.
The wave theory of light adequately explains the propagation of electromagnetic waves in the ra-
dio frequency range. The phenomenon of interference, in which the observed intensity of waves at a
particular point is understood as a superposition of interfering wavefronts, has been put to good use
in building networks of individual telescopes, called interferometers. These interferometers combine
the wavefronts received by different telescopes in a way that enables us to resolve finer structures in
the radio sky, than is possible with a single radio telescope. In this thesis, we are concerned only with
the methods for analysing and understanding the nature of radio observations made using interfer-
ometers.
Modelling Physical Phenomena
The idea of logic, of reason, of science, has existed long before humans found it necessary to invent
those words. What kind of idea is it? The kind that refuses to go away if ignored; the kind that
rallies and comes back unchanged if lost or suppressed; the kind that, the hundredth time, changes
the world. Not revelation, but reason. Having arrived late on the scene, we are forced to reason
backwards from what little we can observe of the universe, to answer the question of how it came to
be. The information we possess is almost always incomplete, limited by our senses and our location
in space and time.
To overcome some of these limitations, we have evolved or fashioned tools that aid and extend
our senses. Part of our mental toolkit is our ability to understand the world in terms ofmodels. The
myriad cultural myths that exist are humanity’s attempts to make sense of the world it finds itself in.
It is perhaps not surprising that, for instance, what we perceive as optical illusions are subversions of
the assumptions built into our brains by evolution, as has been proven by numerous experiments in
cognitive science. As faith in inadequatemodels of theworld is eroded, not by disbelief but by doubt,
better models spring into existence, illuminating more and more of the secrets Nature has hidden in
its darkest recesses.
In hisArs Conjectandi (The Art of Conjecturing) published in 1713, Jacob Bernoulli distinguished
between deductive logic and inductive logic, with the latter being our only way forward in the face
of incomplete information. This is a situation we are often confronted with in everyday life, and for
our purposes here, in the natural sciences. Bernoulli, followed by Bayes and Laplace, pioneered the
concept of probability as a measurable degree of certainty or plausibility. In this view, commonly
termed Bayesian, probability represents how much we believe something to be true, having taken
into account all available information that is relevant. In 1946, Richard Cox formulated the theory
of probability as the basic calculus for logically consistent plausible reasoning; in other words, for
scientiﬁc inference. As Edwin T. Jaynes noted in response to criticism that this view of probability is
xiii
“subjective”, objectivity is achieved when two people having the same information assign the same
probability to an event. Objectivity demands thatwe consider all the pertinent information available,
not an arbitrarily chosen subset of it. Any such choice would warrant the accusation of us being
subjective, since we would be either ignoring available information or presuming information we do
not possess, both of which would entail further scrutiny.
The scientific method is a way of reasoning from premises and available data to arrive at inferences
about the problem in question. To draw inferences using probability theory, we formulatemodels of
the scientific phenomenon and test their predictions against the data that have been obtained. Based
on how much a theory predicts the observed data, our belief (or, more accurately, that of a rational
agent) in the theory ismodified accordingly. A practical point of concern is that, more often than not,
the mathematical functions that describe the probability distributions corresponding to the model
parameters can be quite complicated and difficult to solve using standard analytical methods. Hence
we resort to methods such as numerical sampling, which involve repeated computations of simpler
mathematical equations and provide approximate solutions to analytically intractable problems at a
fraction of the time. The number of computations and hence the time required to obtain a numeri-
cal solution depend on how accurate we need the results to be. This necessitates the use of computer
algorithms designed to perform computations iteratively on the data, to obtain solutions in a reason-
able amount of time.
The Digital Revolution
In 1936, Alan Mathison Turing published “On Computable Numbers, with an Application to the
Entscheidungsproblem”*, culminating the works of David Hilbert and Kurt Gödel on the nature of
logical and mathematical reasoning, and laying the theoretical foundations for the invention of the
electronic computer. In this pioneering paper, he showed that any conceivable algorithm can be
executed by a machine (now known as the “Turing machine”). Insofar as a process can be solved
algorithmically usingmathematical equations, amachine that carries out the process can be built. In-
sofar as rational thought is consonant with the rules of logic, a machine that thinks rationally can be
built. Today he is rightfully considered the father of computer science and the founder of the field
of artificial intelligence. John von Neumann and various others built on Turing’s work, eventually
creating machines that were the precursors of the modern digital electronic computer.
Computers today have come a long way from being the hulking behemoths of the mid-twentieth
century. With the invention of semiconducting transistors, and their subsequent integration on sili-
con chips known as integrated circuits (IC) on a very large scale (ICs today can accommodate billions
of transistors), computing power has increased enormously. Algorithms that were considered pro-
hibitively costly in terms of execution time three decades ago, have become feasible today. In the past
decade-and-a-half, the development of high performance Graphics Processing Units (GPUs), mainly
*German for “decision problem”.
xiv
driven by the computer gaming industry, has made possible the numerical simulations necessary for
tackling many scientific problems for which analytical solutions are intractable. It is in this techno-
logical backdrop that a full probability-theoretic approach to solving radio interferometry equations
by exploiting the power of numerical samplers has become possible.
WhereWe Go FromHere
The thesis is divided into six chapters. Chapter 1 provides an introduction to radio astronomy, with
a specific focus on interferometers and the measurement equation that formalises the technique of
interferometry. Chapter 2 serves as an introduction to probability theory, including a short discussion
of numerical sampling algorithms used in the thesis.
Chapter 3 is adapted from my contribution to Lochner et al. (2015). It illustrates the application
of probability theory to analyse radio interferometry data directly without computing images of the
sky. The project described here investigates how this approach can be used to discriminate between
source structures that lie beyond the diffraction limit of interferometers in the presence of random
noise, using simulations of Westerbork Synthesis Radio Telescope observations. We accomplish this
by observing three different simulated skies and performing model selection between them and pre-
senting the evidences for eachmodel tested, alongwith the parameter estimates for the correctmodels
in each case.
Chapter 4 is adapted mostly from Natarajan et al. (2017). We apply the probabilistic method for
achieving resolution beyond the diffraction limit discussed in Chapter 3 to Very Long Baseline In-
terferometry (VLBI) observations of the blazar CGRaBS J0809+5341 using the European VLBINet-
work. We also take a brief detour to discuss the development of Montblanc, a GPU-accelerated
implementationof the radio interferometrymeasurement equation that facilitates fastmodel compu-
tation for the probabilistic analysis, published as Perkins et al. (2015). IntegratingMontblancwith
our software, we perform model selection between a point source and an extended Gaussian source
model of the blazar, incorporating the individual station gains and baseline-dependent noise in the
models. We then proceed to derive a probabilistic criterion for the resolution limit of interferometers.
In Chapter 5, we extend our probabilistic approach to include the vital process of fringe-fitting
performed at the beginning of VLBI data analysis. Fringe-fitting is the process of minimising the net
loss of amplitude that plagues VLBI observations due to the phase fluctuations that remain after the
correlator model has been applied to the data. We do this by modelling the phase offsets and the
phase fluctuations with respect to frequency, known as delays. We then proceed to incorporate time-
variable delays in our models, while simultaneously performing model selection between point and
extended source structures.
Chapter 6 summarises the conclusions of the thesis and explores some possible directions in which
the work done so far can be extended in the future.
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   எபப பபரளப யபரபயபரபவபயபகப ககடப பனமப அபப பபரளப
  பமயப ப பபரளப கபணப தறபவ.
 தபரகபகறளப (423)
Though things diverse from divers sages  lips we learn,’
Tis wisdom s part in each the true thing to discern.’ ’
Thirukku a  (423)ṛ ḷ

1
Introduction to Radio Astronomy
In December 1932, Karl G. Jansky, a radio engineer commissioned by Bell Telephone Laborato-
ries to study the origin of thunderstorm static that interferedwith their radio transmissions, reported
the detection of a steady hiss type static of unknown origin at a frequency of 20:5MHz (Jansky, 1932).
The following year, he confirmed that this radiation originated from the centre of the Milky Way
galaxy (Jansky, 1933), making this the first ever observation of radio waves of extra-terrestrial origin.
However, his proposal to investigate this radiation furtherwas rejected byBell Laboratories since they
deemed it too weak to affect their communication service. Radio astronomy lay dormant until Grote
Reber, another radio engineer and an admirer of Jansky’s work, succeeded inmapping theMilkyWay
at 160MHz (Reber, 1940) using the parabolic radio antenna he had built in his back yard. Reber con-
tinued to refine and publish his observations during the difficult years of World War II. Although
the war hampered the progress of radio astronomy until 1945, the advancements made in develop-
ing sensitive radio equipmentmeant that scientists could now employ them to observe celestial radio
sources. They promptly did, throwing open a low-frequency window onto the universe.
The Earth’s atmosphere reflects a significant portion of the incoming electromagnetic radiation
back into space, and, apart from visible light, is transparent only to radio waves of frequency roughly
between 15 MHz and 1:5 THz. The ionosphere either absorbs or fully reflects the radio waves below
15 MHz, and the resonant vibration and rotation modes of the O2 and H2Omolecules in the tropo-
sphere contribute to the cut-off above 1.5 THz (Wilson et al., 2009). Diverse astronomical sources
such as supernova remnants, pulsars, black hole accretion disks, active galaxies, clusters of galaxies,
and the cosmic microwave background (CMB) radiate in this large frequency range, with different
astrophysical phenomena resulting in different emission mechanisms that are responsible for their
radiation.
1
2 1. Introduction to Radio Astronomy
Figure 1.1: The relation between dΩ, dσ and the angle between the normal to dσ and the direction to dΩ in the deﬁnition of
brightness (equation 1.1) (Wilson et al., 2009).
1.1 Basic Relations
Consider the scenario in which an observer intercepts the radiation from an astronomical source.
When the scale of the systemunder study ismuch larger than thewavelength of the radiation emitted,
which is the casewith astronomical sources, wemay consider thewaves to travel in straight lines called
rays. The corresponding branch of study is called geometrical optics (Born &Wolf, 1999). Under this
assumption, the infinitesimal power dP from a source that subtends an infinitesimal solid angle dΩ
on the sky, intercepted by an infinitesimal surface dσ (Figure 1.1) in an infinitesimal bandwidth dν is
given by (e.g. Kraus, 1986)
dP = Iν cosθ dσ dΩ dν: (1.1)
This equation defines a fundamental quantity of measurement in radio astronomy called brightness
or speciﬁc intensity*, denoted by Iν. It is a measure of the power received per unit area per unit solid
angle per unit bandwidth and is measured in units of W m 2 Hz 1 sr 1. A related quantity of mea-
surement called the ﬂux-density, is used to describe relatively compact sources, i.e. sources that appear
as points according to the Rayleigh criterion (Rayleigh, 1879). The flux-density is obtained by inte-
grating the brightness over the total solid angle Ωs subtended by the source at the location of the
observer,
Sν =
Z
Ωs
Iν cos θ dΩ: (1.2)
Sν is measured in units of W m 2 Hz 1. Since the flux-density of radio sources is usually very small,
the more convenient unit of Jansky (Jy) has been introduced:
1 Jy ..= 10 26 Wm 2 Hz 1: (1.3)
Brightness is an intrinsic property of a source, and, in the absence of extinction or emission along
the line-of-sight, is independent of the distance between the source and the observer. In contrast,
*Sometimes also referred to as intensity in radio astronomy.
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Figure 1.2: Themajor,minor, side, and back lobes of a radiation pattern, with the antenna pointing along the z-axis (Balanis, 2005).
the flux-density falls with the distance, since the solid angle subtended by the source depends on the
observer’s distance from it.
1.2 Fundamental Parameters of Antennas
An antenna is the transitional structure between free-space and a transmission line (Balanis, 2005).
Themathematical or graphical representation of the response of an antenna to electromagneticwaves
as a function of direction is called the radiation pattern of the antenna. Typically, the ﬁeld pattern
represents the amplitude of the electric or the magnetic field in two or three dimensional space and
the power pattern represents the square of the field pattern. For a hypothetical isotropic antenna,
the radiation pattern is the same in all directions; in practice, any real antenna radiates (or receives)
power more effectively in some directions than in others. Figure 1.2, for instance, shows a schematic
representation of the different components of the radiation pattern of an antenna with a circular
aperture.
An antenna can function as both a receiver and a transmitter. For an antenna made of linear com-
ponents*, the reciprocity theorem (e.g.Wilson et al., 2009) states that the radiation pattern is the same
in both the transmit and receive modes as long as they are polarisation-matched. This enables us to
discuss the properties of antennas in transmission mode with the understanding that the same argu-
ments apply for reception.
An important parameter associated with an antenna is its beamwidth , defined as the angular sep-
aration between two identical points on either side of the maximum of the radiation pattern. The
*Any electrical element in which the relationship between the current and the voltage is a linear function. Resistors,
capacitors, and inductors are some common examples of linear elements.
4 1. Introduction to Radio Astronomy
most common criterion used to describe the resolving power of an antenna is the full width at half
maximum (FWHM) or the half-power beam width (HPBW), given by the angle between the points
at which the radiation intensity falls to half of its maximum value* (Figure 1.2). The Rayleigh crite-
rion, which can be derived from diffraction theory (e.g. Feynman et al., 1977), states that if λ is the
wavelength of the radiation received, the angular resolution θ of a telescope of diameterD is given by
(Rayleigh, 1879)
θ / λD : (1.4)
The power pattern may be normalised to unity:
Pn =
P(θ;φ)
Pmax
: (1.5)
Integrating this normalised power pattern over the full sphere 4π, we obtain the beam solid angle,
ΩA:
ΩA =
ZZ
4π
Pn(θ;φ) dΩ: (1.6)
This is the angle through which all the power transmitted by an antenna would stream if the power
per unit solid angle were constant and maximum over this angle (Kraus, 1986). If this integral range
is restricted to the main lobeMB, we obtain themain-beam solid angle, ΩM:
ΩM =
ZZ
MB
Pn(θ;φ) dΩ: (1.7)
This quantity is useful in estimating the ratio ΩMΩA , known as the beam eﬃciency.
Another useful performance parameter is the eﬀective aperture Ae of the antenna (Wilson et al.,
2009). This is defined as the ratio between the amount of power extracted by an antenna Pe and the
power per unit area (power density) hSi of a plane wave incident on it. Ae has dimensions of area:
Ae  PehSi : (1.8)
If the physical or geometrical area of the antenna is denoted by Ag, we define an aperture eﬃciency
parameter ηA by
ηA 
Ae
Ag
: (1.9)
The effective area is always less than or equal to the physical area and hence ηA is equal to 1 at themost.
The relation between aperture efficiency and the beam solid angle is a fundamental relationship in
*Or where the amplitude of the field falls to 1p2 of the maximum.
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antenna theory; if λ is the wavelength corresponding to the frequency of radiation, then
AeΩA = λ2: (1.10)
A measure of the directionality of the radiation pattern of an antenna is given by its directivity D.
This is the ratio between the power radiated by the antenna per unit solid angle in the direction of
its strongest emission (also known as the radiation intensity, U) and the average radiation intensity
(Ptot=4π) which is equal to the radiation intensity of an isotropic radiator (Balanis, 2005).
D = U(θ;φ)Ptot=4π
: (1.11)
For any directional antenna, the directivity is always greater than unity. If the beam solid angle is
known, then the directivity may be obtained by calculating the ratio between the solid angle of a
sphere and the beam solid angle, or, from equation (1.10), using the aperture efficiency (e.g. Condon
&Ransom, 2016):
D = 4πΩA
=
4π
λ2 Ae: (1.12)
Finally, we introduce the notion of the antenna temperature, TA. The Johnson-Nyquist theorem
states that, in thermal equilibrium, a resistorR connected to amatched load delivers a power per unit
bandwidth that is proportional to its temperature (e.g.Wilson et al., 2009). If the resistor is matched
to an antenna, the power per unit bandwidth delivered to the antenna is given by
Pν = kBTA; (1.13)
where the proportionality constant kB is the Boltzmann constant. The antenna temperature is a con-
venientway to express the power delivered to the antenna. It is useful when one needs to compare the
power delivered to quantities such as the receiver noise expressed in temperature units. For a compact
source that subtends a solid angle Ωs of the sky, the antenna temperature is
TA  Ts ΩsΩA : (1.14)
The quantity Ts is called the brightness temperature of the source which, in the Rayleigh-Jeans limit
(e.g. Wilson et al., 2009), is related to the specific intensity as
Ts(λ) =
Iνλ2
2kB
: (1.15)
For thermal emission, this is the same as the thermodynamic temperature of the source. For non-
thermal emission, it is the equivalent temperature of a blackbody that radiates the same amount of
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Figure 1.3: Antenna power patterns, with the horizontal axis representing the angle which increases from 0 away from the cen-
tre. (a) uniformly illuminated aperture with a diameterD, with a FWHMof about λD ; (b) two-elementmultiplying interferometer
with two antennas of diameter d separated by a distanceD, with d  D; (c) the interferometer system described in (b) but
spaced by 2D (Wilson et al., 2009).
power at the samewavelengthλ. Hence, it is also known as the equivalent blackbody temperature (see
e.g. Kraus, 1986).
1.3 Radio Interferometry
Equation (1.4) states that the angular resolutionof a telescope depends on thewavelength of reception
and the diameter of the aperture. Radio telescopes cannot achieve the angular resolutions of optical
telescopes with a single-dish antenna owing to the long wavelengths involved. We may increase the
resolution of a radio telescope by coherently combining the outputs of two or more antennas of
diameter d each, separated by a maximum distance of D, with d  D (Wilson et al., 2009). Such
an array of telescopes is called an interferometer. An interferometer combines the outputs from two
separate telescope elements (antennas or stations*) by applying the principle of interference of waves.
Where thewaves are in phase, there is constructive interference and the power ismaximumandwhere
they are out of phase, the interference is destructive and the power falls to zero (Feynman et al., 1977).
Figure 1.3 compares the power patterns of a single-dish antenna and a two-element interferometer.
Panel (a) shows the power pattern of a single-dish antenna, with a well-defined main lobe and other
minor lobes. In panels (b) and (c), we see the patterns of two interferingwaves, with the two antennas
that make up the interferometer separated by distances of D and 2D respectively. The alternating
maxima andminima with no appreciable distinction between themajor and theminor lobes is called
the fringe pattern. The sidelobes can be minimised by adding more antennas and correlating their
outputs in such a way that the interference is constructive at the location of the central fringe and
destructive at the locations of the adjacent fringes.
*Henceforth we use the terms antenna and station interchangeably.
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1.3.1 Aperture Synthesis
Aperture synthesis is the process of synthesising a large aperture using two or more smaller antennas
(Ryle, 1955). Imagine a single-dish antenna as a composition ofN elementary segments. The output
voltage V measured at the antenna terminals may then be represented as the sum of contributions
ΔVi from each individual segment i (e.g. Christiansen &Högbom, 1985):
V(t) =
X
i
ΔVi(t): (1.16)
The power measured by the antenna receiver is proportional to the time-average (denoted by angle
brackets) of the square of the output voltage:
hPi / h(
X
i
ΔVi(t))2i =
X
i
X
j
h(ΔVi:ΔVj)i : (1.17)
Wemay consider each elementary segment to represent an individual antenna of an interferometer.
Since the interferometer consists of a finite number of discrete antennas distributed sparsely*, only
a handful of these elements have measurements associated with them at any given time. As long
as the brightness distribution of the sky does not vary much, which is true of many radio sources†,
measurements for the missing orientations and spacings can be obtained over the course of minutes
or hours. This can be achieved either by changing the antenna configuration or, more commonly,
by using the rotation of the Earth to collect measurements at different relative antenna orientations.
Figure 1.4 illustrates how this is accomplished for an interferometer with a baseline running East-
West. The plane in which the ellipse is traced out is called the uv-plane, with the u-axis along the
East-West direction and the v-axis running perpendicular to it. Measurements for various antenna
orientations and spacings fill out a three-dimensional projection plane called the uvw-plane. The
beam ‘synthesised’ by this method is the point spread function (PSF) of the interferometer and the
individual antenna beams are called the primary beams. The PSF determines the resolution of the
interferometer and the primary beam determines its field-of-view (FoV).
1.3.2 The Radio InterferometerMeasurement Equation (RIME)
Originally developed for radio polarimetry by Hamaker, Bregman, and Sault (Hamaker et al., 1996),
the Radio Interferometer Measurement Equation (henceforth referred to as the RIME) provides a
solid theoretical foundation for radio interferometry. Smirnov (2011a) extended the formalism to the
full-sky case and incorporated direction-dependent observation effects. We follow this derivation in
our description of the RIME. A generalised tensor formalism is presented in the final paper of the
*Also known as an unﬁlled aperture antenna.
†Notable exceptions are transient radio sources which are visible only for short (of the order of seconds or minutes)
bursts of time.
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Figure 1.4: (a) View of an East-West line antenna A-B and a two-station interferometer C-D from a point above the South Pole.
(b) If the source is observed for 12 hours, exactly half of a ﬁlled-circle (or, more generally, ﬁlled-ellipse) is traced out by the line
A-B. (c) For the same 12 hours, the range of apparent spacings and directions produced by the interferometer C-D takes the form
of a half-circle (or a half-an-ellipse). After each complete rotation of the Earth, the spacing between C-D can be changed to ﬁll
out the ellipse as shown in (b). The plane in which (b) and (c) are drawn is called the uv-plane. Themeasurements corresponding
to the remaining half provide no new information andmay be deduced from the ﬁrst half. For an interferometer with N stations,
N(N 1)
2 combinations are enough to provide all possible measurements. Figure adapted fromChristiansen &Högbom (1985).
RIME series (Smirnov, 2011d).
1.3.2.1 A Single Point Source
Consider quasi-monochromatic* radiation received from a single ‘point’ source in the sky. Using an
orthonormal co-ordinate system xyz in which the z-axis lies along the direction of propagation, this
signal may be described by the complex vector #e :
#e ..=

ex
ey

: (1.18)
Wemake a fundamental assumption here that all transformations that the signal undergoes along its
path are linear with respect to~e. This enables us to represent these transformations using a matrix
multiplication (e.g. Lang, 1986):
#
e0 = J #e : (1.19)
*An electromagnetic wave whose frequency is between ν and δν, with δν! 0.
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Here, J is a 2 2 complex matrix known as the Jonesmatrix (Jones, 1941). Multiple effects along the
signal path can be written out separately in a Jones chain* as
#
e0 = Jn Jn 1 : : : J1 #e : (1.20)
A complex voltage pattern is generatedwhen the signal hits the antenna. If the two orthogonal polar-
isations received by the antenna feeds are denoted by a and b, the voltage V generated can be written
out as a 2-vector analogous to #e :
#v 

va
vb

= J #e ; (1.21)
where J represents the cumulative Jones matrix of all propagation effects along the signal path. This
equation establishes a basic linear relationship between the voltage vector #v and the signal vector #e
representing the incoming electromagnetic wave.
In an interferometer, the voltage outputs from two spatially separated antennas p and q are corre-
lated to obtain 4 pairwise correlations (known as visibilities) that can be arranged into a matrix called
the visibility matrix†:
Vpq = 2
hvpavqai hvpavqbi
hvpbvqai hvpbvqbi

; (1.22)
where the angle brackets denote averaging over time and frequency‡ and  denotes the complex con-
jugate. This 2 2 matrix can be understood as the matrix product of vp and vHq , whereH denotes the
Hermitian or conjugate transpose.
Vpq = 2
*
vpa
vpb
 vqa vqb+ = 2 h #v p #v Hq i : (1.23)
Combining equations (1.21) and (1.23), we obtain
Vpq = 2 h Jp #e ( Jq #e )Hi = 2 h Jp( #e #e H)JHq i : (1.24)
Now if we assume§ that the Jones matrices are constant over the time- and frequency- averaging in-
*Because matrix multiplication is not always commutative, the order in which the effects occur must, in general, be
preserved while writing out the corresponding Jones matrices.
†The factor of 2 is introduced in this equation to ensure that the brightnessmatrix (introduced shortly) becomes unity
for a 1 Jy unpolarised source (Smirnov, 2011a).
‡The sizes of the averaging bins depend on considerations of smearing and decoherence (e.g. Thompson et al., 2017;
Smirnov, 2011a). See also section 5.1.
§ A detailed account of the resulting effects for Very Long Baseline Interferometry (VLBI, introduced in Chapter 4)
observations is given in section 5.1.
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tervals (Smirnov, 2011a), then we can move them outside the averaging operator:
Vpq = 2 Jp
hexexi hexeyi
heyexi heyeyi

JHq : (1.25)
There exists a fundamental relationship between the 2 2 matrix shown above and the four Stokes
parameters (I, Q, U, and V) used to describe the state of polarisation of electromagnetic radiation
(Hamaker & Bregman, 1996):
2
hexexi hexeyi
heyexi heyeyi

=

I+ Q U+ iV
U  iV I  Q

 B: (1.26)
Thematrix B is called the brightness matrix. Equation (1.26) relates the brightness, which is an intrin-
sic property of the source, to the output visibilities Vpq (equation 1.25) obtained using an interferom-
eter:
Vpq = Jp B JqH: (1.27)
Thevariouspropagation effects associatedwith each signal path canbewrittenout explicitly, resulting
in the onion form of the RIME:
Vpq = Jpn (: : : ( Jp2( Jp1 B Jq1H )Jq2H ) : : : ) JqmH: (1.28)
Different propagation effects are described by Jones matrices of different mathematical properties.
A propagation effect that affects both the components of #e equally can be represented by a scalar
matrix. Scalar matrices are immune to coordinate transformations and commute with any matrix*.
Some effects can be described using diagonal matrices, which commute among themselves. Any ro-
tation of the electric field vector can be represented by a rotation matrix, which, for the 2  2 case,
commutes with other rotation matrices. The actual values of the diagonal and the rotation matrices
vary based on the coordinate system chosen.
In the ideal case in which no corrupting effects act on the signal, there still remains the phase delay
associated with the difference between the geometric path lengths from the source to the antennas
p and q. The correlator introduces additional delay terms to compensate for this difference in the
chosen direction called the phase centre. Adopting the conventional coordinate system (Thompson
et al., 2017), with the z-axis pointing at the phase centre and the antenna located at #u p = ( up; vp;wp ),
the phase difference κp at #u p relative to #u = #0 for a signal arriving from direction #σ is given by
κp = 2πλ 1( upl+ vpm+ wp(n  1)); (1.29)
where l,m, andn  p1  l2  m2 are the direction cosines of #σ andλ is thewavelength of the signal.
*For matrix properties, refer to any introductory textbook on linear algebra (e.g. Lang, 1986).
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If we define #u in units of wavelength, then we may drop the λ 1 term and introduce a scalarK-Jones
matrix defined as
Kp = e iκp = e 2πi( upl+vpm+wp(n 1)): (1.30)
The RIME for a single uncorrupted point source then becomes
Xpq = KpBKHq : (1.31)
This is the visibility that would be measured by an interferometer if there were no corrupting effects
along the signal path. We will call this the source coherency matrix, Xpq. Equation (1.31) may also
be represented in terms of the baseline coordinates #u pq by substituting equation (1.30) into it and
commuting the scalar matricesKp andKq:
Xpq = Vpq = Be 2πi( upql+vpqm+wpq(n 1)): (1.32)
Any real-world observation will have some effects acting on the signal along the propagation path.
Since the phase delay matrix Kp is scalar, we can commute it towards the brightness matrix B and
express the RIME for a corrupted point source in terms of the source coherency, Xpq:
Vpq = Gp KpBKHq GHq = GpXpqGHq : (1.33)
where Gp represents all other corrupting effects in the propagation path such as instrumental gains
or polarisation effects.
1.3.2.2 Multiple Discrete Sources
The extension of this formulation to multiple point sources is straightforward. Consider N point
sources in the sky contributing to the measured visibilities. The contribution from each source adds
up linearly and each path from the source s to the antenna p can be described by its own Jones matrix
Jsp:
Vpq =
X
s
Jsp Bs JsqH: (1.34)
Now, if we denote the direction-independent effects (DIEs), or the uv-Jones terms, by Gp and the
direction-dependent effects (DDEs), or the sky-Jones terms, byEsp, then we can commute the K-Jones
matrices as we did earlier and arrive at the RIME formalism for the case where the sky is composed of
N discrete sources:
Vpq = Gp
 X
s
EspKsp Bs KHsq EHsq
!
GHq = Gp
 X
s
EspXspq EHsq
!
GHq : (1.35)
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1.3.2.3 The Full-Sky RIME
In general, the sky is not a collection of discrete sources, but consists of a continuous brightness dis-
tribution B( #σ ), where #σ is the unit direction vector. The individual Jones terms can be expressed as
functions of #σ and the total visibility measured by the interferometer is obtained by integrating over
all possible directions:
Vpq =
Z
4π
Jp( #σ )B( #σ ) JqH( #σ ) dΩ: (1.36)
To make this spherical integral more tractable, we project the spherical surface onto a plane that is
tangential to the surface at the phase centre*. The equation then reduces to the two-dimensional
integral
Vpq =
ZZ
lm
Jp(l;m)B(l;m) JHq (l;m)
dl dm
n : (1.37)
Writing out the antenna-based DIEs and DDEs and the baseline-basedKpq terms explicitly, we get
Vpq = Gp
ZZ
lm
1
n EpBE
H
q e 2πi(upql+vpqm+wpq(n 1)) dl dm

GHq : (1.38)
Except in cases where all the baselines lie East-West or only snapshot† observations are made, the base-
lines do not all lie in the same plane. The term wpq(n   1) accounts for this non-coplanarity of the
baselines. Since wpq  wp   wq, we can decompose this term into antenna-based terms,
Wp =
1pne
 2πiwp(n 1): (1.39)
The Wp terms are DDEs in their own right and can be subsumed into the overall DDE terms Ep.
With this change, equation (1.38) reduces to the standard 2D Fourier Transform‡ of the apparent sky
as seen by baseline pq:
Vpq = Gp
ZZ
lm
Bpqe 2πi(upql+vpqm) dl dm

GHq ;
Bpq  EpBEq:
(1.40)
This means that as long as there are DDEs, the sky seen by each baseline is different. Only if all
DDEs are identical across all antennas, wemay assume that all baselines see the same apparent sky i.e.
Bpq  Bapp = EBEH and rewrite the full-sky RIME as
Vpq = GpXpq GHq ; (1.41)
*This is analogous to the integral carried out in Thompson et al. (2017, section 3.1).
†Snapshots are interferometric observations carried out for a duration of a few minutes at the most.
‡Anexcellent introduction to FourierTransforms can be found inBracewell (2000) and in the course notes and online
video lectures by Brad Osgood (Osgood, 2016).
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where the source coherencyXpq = X(upq; vpq) is the element-wise 2DFourier transformof the bright-
nessmatrix Bpq. This is effectively the van Cittert-Zernike theorem, which is often treated as the point
of departure by expositions on the theory of radio interferometry (e.g. Thompson et al., 2017; Con-
don & Ransom, 2016). By treating the phase delay matrix K as a Jones matrix (Noordam, 1996) we
have arrived at the van Cittert-Zernike theorem as a consequence of the RIME.
1.3.3 Calibration& Imaging
Measuring visibilities using an interferometer is only the first step towards estimating the physical
characteristics of the observed source. Errors in tracking, receiver malfunctions, interference from
the local weather, and other terrestrial radio sources are but some of the factors that contribute to
the signal corruption effects that affect the observed visibilities (Taylor et al., 1999). These discrepant
and corrupted data are identified as best as possible and discarded by the process of editing or ﬂagging.
The remaining data are corrected by the process of calibration. Traditionally, this refers to the process
of measuring the uncertainties in the data and estimating the true visibilities.
The first generation of calibration techniques involved (and still involve) observing a source of
known flux-density and position and using these measurements to constrain the visibilities of the
target source. The next generation of calibration methods, termed as second generation calibration
(2GC), also called self-calibration (e.g. Readhead & Wilkinson, 1978), use some form of the RIME
implicitly* (see also section 5.1.2.3). Typical 2GC software might implement this as (Smirnov, 2011b)
Vpq = Gp(Mpq  Xpq)GHq ; (1.42)
where Gp denotes the antenna-based gain terms, Mpq, the multiplicative interferometer errors and
Xpq denotes the model visibilities. The Xpq term includes the primary beam gain as a trivial† DDE
multiplied by the source coherency for each source. In this approach the model visibilities are sepa-
rated from antenna-based gains and the visibilities are corrected by applying the Gp term solutions.
These concepts break down when DDEs are involved. Explicit RIMEs go a long way towards han-
dling these limitations by implementing explicit Jones chains, with specific parametrisations for each
Jones term. However, this approach is too inflexible to implement generic DDEs not anticipated at
the time of software design (Smirnov, 2011b).
Calibration and imaging have always been treated as distinct problems in 2GC. In theRIME-based
third generation calibration (3GC)methods, they are seen as two aspects of optimising the solution to
the RIME (Rau et al., 2009; Smirnov, 2011b) and are therefore treated as parts of the same numerical
optimisation problem. The MeqTrees‡ software suite (Noordam & Smirnov, 2010) implements
*Some plausible assumptions about the source structure are made to correct the observed visibilities (Taylor et al.,
1999, Chapter 10).
†A trivial DDE is one that is constant in time and identical across stations.
‡http://ska-sa.github.io/meqtrees
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phenomenological RIMEs for calibration, wherein the RIME is constructed using a minimum num-
ber of solvable terms needed to represent all the effects in the Jones chain, with each term subsuming
several physical effects. This approach also allows for a more explicit and generic description of po-
larisation effects.
1.3.3.1 Calibration In the Presence of Direction-Dependent Effects (DDEs)
In section 1.3.2.3, we made the important assumption that the DDEs are trivial, so that we may con-
sider the apparent sky Bapp to be the same for all baselines and the sky coherency X(upq; vpq) to be
the element-wise Fourier transform of Bapp. In the presence of non-trivial DDEs, this simplifying
assumption breaks down. To see how, let us take a look at the expression for Bapp more closely.
Bpq(
#l )  Bapp( #l ) = Ep( #l )B( #l )EHq (
#l ); (1.43)
where #l  (l;m). This shows that the DDEs are multiplicative in the lm plane, which corresponds
to a convolution in the uv plane. Assuming Gp  1 for the moment, and denoting convolution by
the symbol ‘’, equation (1.41) may now be written as
Vpq = Xpq( #u pq);
Xpq = Up  X  UHq ;
(1.44)
where the convolutionkernelsUp are theFourier transformsofEp. Remembering the time-dependence
of non-trivial DDEs, we write
Vpq(t) = Xpq[t]( #u pq(t));
Xpq[t] = Up[t]  X  UHq [t];
X = FB;Up[t] = FEp[t]:
(1.45)
We see that DDEs convolve the ideal visibilities with a different kernel per antenna and time sample
and we end up sampling a different uv-plane per baseline pq, per time interval. This is why, in the
presence of DDEs, recovering the true visibilities is an ill-posed problem.
Calibrating the knownDDEs Several methods that blur the boundaries between calibration
and imaging have been proposed for dealing with both the known and the unknown non-trivial
DDEs. Some known DDEs (Smirnov, 2011b) are primary beam effects (Ep), ionospheric phase delay
(Zp, a scalar Jones term), Faraday rotation (Fp, a rotation matrix) and tropospheric phase delay Tp.
Themethods proposed to correct for knownDDEs include facet imaging (Cornwell & Perley, 1992),
which imagesmany small facetswith different phase centres and stitches the resulting images together;
AW-projection (Bhatnagar et al., 2008), an extension ofW-projection (Bhatnagar et al., 2008), which
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uses an FFT-based convolution function approach to generalise theWp-term correction to arbitrary
DDEs; and subtraction in the uv-plane, which uses a Discrete Fourier Transform (DFT) to model
and subtract discrete bright sources in the uv-domain.
Calibrating the unknownDDEs As a simple case of this, let us consider a field with two dis-
crete point sources. In the presence of DDEs, traditional self-calibration will tend to subsume those
DDEs along the direction of the strongest source into its gain solutions; but unmodelled DDEs in
the direction of the next brightest source will corrupt the fitted visibilities. Any deficiencies in the
sky model, such as unmodelled sources, will give rise to similar contaminations which will show up
as image artefacts (Smirnov, 2011b,c). Peeling (Noordam, 2004), a method which is computationally
expensive but useful when there are a few bright sources with contaminating DDEs, calibrates and
removes theDDEs from each source in the order of decreasing source strength. The diﬀerential gains
approach (Smirnov, 2011d) is a generalised form of peeling that uses a phenomenological RIME of
the form
Vpq = Gp
 X
s
ΔEspXspq ΔEHsq
!
GHq : (1.46)
Here the Gp and the ΔEps solutions are estimated simultaneously for appropriate time/frequency
intervals (small forGp and larger for ΔEp) so that theGp terms subsume most DDEs in the direction
of the dominant source, while the ΔEps terms account for the diﬀerence towards the fainter sources.
Any DDE that is unknown or unmodelled can be accounted for using this method. Both peeling
and differential gains have the same weakness i.e. of errors from the current step being frozen in and
proliferating down the line. These errors can be partially mitigated by using larger solution intervals
i.e. intervals in time and frequency for which an independent solution is sought for a solvable term
(Smirnov, 2011d).
1.3.3.2 Imaging Interferometric Data
The Fourier transform relationship between the observed visibilities and the sky brightness (equa-
tion 1.40) can be exploited to produce a crude ‘image’ of the sky by linear Fourier inversion, often
referred to as the ‘dirty’ image (Taylor et al., 1999, Chapter 7). At points in the uv-domain where no
measurements were made, the visibilities (i.e. the Fourier transform of the sky brightness model) are
free to take on any value (Taylor et al., 1999, Chapter 8). Introducing a generalisedweighted sampling
function,W(u; v), to describe the sampling process, the observed visibilities V 0 may be written as
V 0(u; v) = W(u; v)V(u; v): (1.47)
This multiplication becomes a convolution when Fourier-inverted and the resulting Fourier trans-
form of the sampling function is known as the dirty beam.
Different visibility samples canbeweighted according todifferentweighting schemes (Briggs, 1995).
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For instance, the weighting scheme most suited for high resolution tends to also lower the sensitivity
(section 1.4) of the final image. Themost commonly usedweighting schemes are natural and uniform
weighting. Natural weighting weights all points in the uv-domain equally (the weights are inversely
proportional to the variance of the noise on the given visibility) and hence provides the best sensitiv-
ity for detecting weak sources. Since there are more samples closer to the origin of the uv-domain,
natural weighting emphasises data from short spacings, thereby picking out large-scale structure in
the sky. On the contrary, uniform weights are inversely proportional to the sampling density func-
tion. Thisminimises the sidelobe levels butworsens the sensitivity since the data are degraded. Robust
weighting provides a balance between the two, with the mechanism to choose between natural and
uniform weighting made available through an adjustable parameter (Briggs, 1995) (Figure 1.5).
Figure 1.5: The effect of different weighting schemes on a VLA snapshot image of a point source (Taylor et al., 1999, Chapter 7).
To obtain a high-quality image of the sky, the effects of the dirty beam must be deconvolved us-
ing non-linear deconvolution techniques. The sidelobes of the dirty beam introduce artefacts in the
dirty image that can easily be confusedwith true emission from the sky. Barring further observations,
introducing a priori information about the true sky brightness distribution is the only way of decou-
pling the artefacts from real emission. The two most commonly used deconvolution techniques are
CLEAN (Högbom, 1974) and the Maximum Entropy Method (MEM, Ables, 1974), which use dif-
ferent constraints to arrive at reasonable solutions.
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CLEAN operates on the assumption that the emission from the radio source can be represented
as a collection of point sources. The most basic version of the algorithm iteratively searches for the
brightest point sources and records their positions to build up the clean component model. Once the
brightest point falls below a user-specified level, the CLEAN component model is convolved with
an ideal restoring beam, an elliptical Gaussian, and added back to the residuals from the dirty image
(Högbom, 1974). Thus, CLEAN chooses a plausible image from a set of feasible ones (e.g. see Fig-
ure 4.3). In contrast, MEM selects the image that fits the data best within the noise level, and also
has the maximum entropy (Taylor et al., 1999, Chapter 8). It must be noted that the image entropy
is different from the concept of physical entropy (e.g. Jaynes, 1982; Nityananda & Narayan, 1982).
CLEANworks best when the sources in the sky are compact whileMEMperforms better in the pres-
ence of diffuse structure. New variants and hybrid algorithms aim to combine the advantages of both
techniques.
1.4 Sensitivity andNoise
The sensitivity of a radio telescope is a measure of the weakest signal that it can detect. Signals gen-
erated by the receiver electronics or the radiation reflected from the ground (spill-over radiation) are
examples of unwanted noise that affect the system sensitivity adversely. To improve the sensitivity, we
must ensure that this noise is minimised. From equation (1.13), wemay define the system temperature
Tsys, equivalent to the power per unit frequency due to the noise, PN:
Tsys =
PN
kB
: (1.48)
In the same vein, we may define the source temperature Tsrc, equivalent to the power per unit fre-
quency Pν due to the source:
Tsrc =
Pν
kB
: (1.49)
Tsys includes the noise due to the input TA, and the receiver TRx (Wilson et al., 2009). The TA term
incorporates contributions from the sources in the sky (including the sources of interest), the Earth’s
atmosphere, and reflected noise from the ground, to mention a few. The term TRx comes from the
thermal noise of the receiver electronics.
Tsys and Tsrc are statistically similar (Taylor et al., 1999) – they are broadband and mostly station-
ary*. According to the central limit theorem (e.g. Jaynes, 2003), the amplitude of such signals can be
described using a Gaussian distribution and the uncertainty in their measurements can be reduced
by increasing the number of independent measurements, N. For a radio telescope, this number is
*The average power of a stationary signal does not change over time though the instantaneous power produced re-
mains unpredictable.
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determined by the bandwidth Δν and the integration time τ:
N = 2 Δν τ; (1.50)
where the factor of 2 is introduced tomeet the Nyquist sampling rate (e.g. Wilson et al., 2009). Since
Tsys characterises the variance of the random noise, the uncertainty that is minimised is given byp
2Tsys. Hence, the root mean square (rms) uncertainty in noise temperature is given by
σT =
p2Tsysp
N
: (1.51)
This equation is called the ideal radiometer equation. Tsrc only needs to be a few times the rms noise
given by this equation. This is why, even sources for which Tsrc  Tsys can often be easily detected.
In an interferometer, this noise manifests itself as the uncertainty in the complex visibility mea-
surements. In units of flux-density, the rms noise per visibility measurement is given by (Thompson
et al., 2017)
σrms =
p2 kB Tsys
Ae η
p
Δν τ
; (1.52)
where Ae denotes the effective area of the telescope (equation 1.8) and η comprises any relevant ef-
ficiency terms, such as the antenna aperture efficiency (equation 1.9) and the correlator efficiency.
When dealing with interferometers composed of stations of different system temperatures, the rms
noise on baseline pq can be obtained by computing the geometric mean of the individual rms noise
values:
σpq =
pσp σq: (1.53)
Finally, an indicator of the combined sensitivity of both the antenna and the receiver, called the
System Equivalent Flux Density (SEFD), is defined as the equivalent flux-density of a source that
would deliver twice the amount of power PN corresponding to that given by equation (1.48) (Taylor
et al., 1999):
SEFD  2kBTsysηAe : (1.54)
Expressed in terms of the SEFD, equation (1.52) becomes
σrms =
SEFDp
2 Δν τ
: (1.55)
Probability theory is nothing but common sense reduced to
calculation.
Pierre-Simon Laplace
2
The Logic of Science: Probability and Inference
The title of this chapter borrows from the comprehensive work on probability theory as an
extension of logic by E. T. Jaynes (Jaynes, 2003). Unifying the works of Cox (1946), Shannon (1948),
Pólya (1954), and Jeffreys (1961), Jaynes provides a quantitative description of the rules of probabil-
ity as the uniquely consistent set of rules for inference or plausible reasoning of any kind. Deductive
reasoning concerns itself with certainties and does not need the application of probability theory;
the conclusions necessarily follow from the premises, as long as we adhere to the rules of deduction.
But in most situations, we are required to reason in the face of incomplete information. For exam-
ple, no amount of deduction can guarantee a certain answer to a proposition such as, “Will it rain
tomorrow?”. Viewed as extended logic, probability theory can answer such questions in terms of the
plausibility of a conclusion; hence the name plausible or inductive reasoning.
This interpretation of probability, pioneered by Bernoulli (1713), Bayes&Price (1763), and Laplace
(1774) in the 18th century,was largely forgotten in the 20th century,with the frequentist interpretation
dominating for themost part. In the frequentist approach, probability is allowed to describe only the
relative frequency of an outcome in a long series of independent repetitions of a random experiment.
This is too idealised and narrow a definition to handle many real-world scientific problems. Lacking
a foundation that stems from probability theory, we are forced to select a statistic such as mean or
variance, from intuition and experience, and apply ad hoc methods to perform statistical inference
(Sivia&Skilling, 2006). In contrast, formulated as an extensionof logicwithno reference to chance or
random variables, the concept of probability acquires greater flexibility andhence, wider applicability.
Armedwith the ability to account for prior information andmarginalise* over a subset of parameters,
this interpretation is well-equipped to tackle problems of inference.
*See section 2.2.2.
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Any scientific experiment undergoes an initial exploratory phase in which there is very little addi-
tional information present beyond the raw data. In such cases, the optimal conclusions are drawn
by applying the principle ofMaximum Entropy (MaxEnt) (Shannon, 1948; Jaynes, 2003). MaxEnt
requires one to define only a sample space and strives to maximise the information entropy* which
generates the optimal model out of the data. For our purposes, we concern ourselves with problems
of inference that are developed beyond the exploratory phase to the point where we may deploy the
powerfulBayesian approach, which is a particular case of the extended logic formulation. In addition
to defining a sample space, this approach requires us to quantify any prior knowledge we may have
about the problem, in terms of a hypothesis space. If the extra hypotheses are true, the results of the
Bayesian inferencewill improve on the results ofMaxEnt; otherwise, theywill likely beworse (Jaynes,
2003).
2.1 Rules for Logical Consistency
Let us introduce some notation that we will use in the rest of this book. A logical proposition is
denoted byA. A denotes the negation ofA i.e. the proposition thatA is false. The vertical bar ‘|’,
read as given, means that all propositions that appear to its right are taken as true.
2.1.1 Cox’s desiderata
Richard Cox (Cox, 1946) set forward three basic desiderata for logical and consistent reasoning about
propositions (see e.g. Sivia & Skilling, 2006):
(i) Comparability: To each proposition about which we reason, wemust assign a degree of plau-
sibility in such a way that when new evidence presents itself, we are able to revise our assignments
consistently. This would mean that we be able to rank three or more propositions transitively†. This
can be achieved by representing degrees of plausibility by real numbers.
(ii) Common Sense: This requirement gives a sense of direction to the way the reasoning is to be
carried out. Thus, for instance, ifC gets updated toC 0 and (AjC 0) > (AjC), then it must produce a
corresponding decrease in the plausibility ofA or, if any propositionB dependent onA is unaffected
by the change inC, then the plausibility that bothA and B are true can only increase, never decrease.
This is just a qualitative correspondence to ‘common sense’ (Jaynes, 2003).
(iii) Consistency: If a conclusion can be reasoned out in more than one way, then every possible
way must lead to the same conclusion. Moreover, all the evidence relevant to the current problem
*This is a property of any probability distribution. It is distinct from experimental entropy, which is a property of a
thermodynamic state as defined by some observed quantities of a physical system (Jaynes, 2003).
†Transitivity is the property that between three propositionsA,B, andC, ifA is more plausible thanB, which in turn
is more plausible than C, thenA is more plausible than C. Real numbers, for instance, are transitive.
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must be taken into account and equivalent states of knowledge must be represented by equivalent
plausibility assignments.
Jaynes (2003) shows that the quantitative rules for inference, namely, the sum rule and the product
rule, can be derived from Cox’s desiderata using Boolean algebra.
2.1.2 The Sum Rule
The sum rule states that for any proposition A, the probability that A is true plus the probability
thatA is false is equal to unity:
P(AjI) + P(A jI) = 1; (2.1)
where P denotes the probability function. I stands for any relevant background information. Hence
P(AjI)means that the probability of A is conditional on I. Cox’s desiderata require that the func-
tion P only be any continuous monotonic increasing function. Without loss of generality, we may
consider it to range from 0 (impossibility) to 1 (certainty), so that it can be written in a form familiar
to us as a probability function (Jaynes, 2003).
2.1.3 The Product Rule
The product rule states that if we specify the probability of B being true, and the probability of A
being true given that B is true, then we have implicitly specified the probability of A and B both
being true (e.g. Sivia & Skilling, 2006):
P(AjI)P(BjA; I) = P(A;BjI) = P(BjI)P(AjB; I): (2.2)
As with the sum rule, I denotes relevant background information; ‘A;B’ denotes the conjunction ‘A
and B’. The presence of I in both the sum and the product rules indicates that there is no such thing
as an absolute probability. Any probability assignment necessarily reflects only a state of knowledge.
2.2 Bayes’ Theorem andMarginalisation
Together, the sum rule and the product rule form the basis of probability theory. Let us consider two
important results that follow from them, to which we will find ourselves returning throughout the
course of this work.
2.2.1 Bayes’ Theorem
Probability calculations can be divided into two categories: forward and inverse (Mackay, 2003). Al-
though both involve a generativemodel of a process that gives rise to the observed data, they differ in
the kind of quantity for which the probability distribution is computed. Forward probability prob-
lems compute the probability distribution of some quantity produced by the process, also called an
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observable. Inverse probability problems aim to compute the conditional probability of one or more
unobserved variables, given the observables. In most real-world situations, we find ourselves in the
position of having to deal with precisely such inverse problems. Bayes’ theorem, which can be ob-
tained from the product rule, is adequate for handling them. Rearranging the terms in equation (2.2)
and replacingA and B byD (for data) andH (for hypothesis) respectively, we have that
P(HjD; I) = P(HjI)P(DjH; I)P(DjI) : (2.3)
The quantity P(HjI) represents our state of knowledge about H before we analyse the data. Any
probability that is conditional on I alone is called prior probabilityΠ, often shortened to the prior.
Wemust note that ‘prior’ here means ‘prior to the analysis of the data’, not prior in time. This means
that new information that comes to light after the data have been collected becomes part of the back-
ground information I on which our belief in the validity ofH is conditional. There is no universal
rule for assigning priors. Principles such as maximum entropy and marginalisation aim to address
this issue and have been successful in solving different aspects of this problem (Jaynes, 2003).
The analysis of the data modifies the prior by means of the term P(DjH; I), which represents
the likelihood function or the sampling probability, L. It is important to understand that the like-
lihood function is not a probability distribution since it is a function of the hypothesis, not of the
data (Mackay, 2003). The expression L(HjD; I) is often used in place of P(DjH; I). The likelihood
reflects how the data are obtained.
The term on the left-hand side P(HjD; I) is called the posterior probability or the posterior and
denotes our modified belief in hypothesisH after the data have been analysed. The denominator of
equation (2.3) is a normalising constant called the Bayesian evidence ormarginal likelihood denoted
by Z , which does not depend on the hypothesis being evaluated. For problems of parameter esti-
mation, it is not necessary to calculate this factor since it does not have any bearing on the parameter
estimates. For problems of model selection, where we compare models (or hypotheses) of differing
complexity, the Bayesian evidence becomes a valuable tool which lets us rank models according to
their respective probabilities (section 2.3).
2.2.2 Marginalisation
The marginal likelihood Z is obtained by a process called marginalisation. For two propositionsA
and B , the product rule states that (Sivia & Skilling, 2006)
P(A;B jI) = P(AjI)P(B jA; I): (2.4)
Adding equations (2.2) and (2.4), we have that
P(A;BjI) + P(A;B jI) = P(AjI) P(BjA; I) + P(B jA; I) : (2.5)
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Applying the sum rule (equation 2.1) to the quantity in the square brackets, we obtain the marginal-
isation equation for two propositions:
P(A;BjI) + P(A;B jI) = P(AjI) = Z: (2.6)
Now, if fBkg is a set ofM propositions such that B1;B2; : : : ;BM  fBkg, then the equation above
can be generalised to
P(AjI) =
MX
k=1
P(A;BkjI): (2.7)
This generalisation holds as long as the following normalisation requirement is satisfied (formutually
exclusive and exhaustive propositions, this requirement is satisfied automatically (Sivia & Skilling,
2006)):
MX
k=1
P(BkjA; I) = 1: (2.8)
In the continuum limit, where we must consider an arbitrarily large number of propositions within
a large enough range (e.g. estimating the distribution of a continuous variable), equation (2.7) gen-
eralises to an integral, with the integrand denoting the probability density function*
P(AjI) =
Z +1
 1
P(A;BjI) dB (2.9)
and the normalisation constraint (equation 2.8) becomesZ +1
 1
P(BjA; I) dB = 1: (2.10)
Marginalisation is useful in inference problems because it enables us to account for nuisance pa-
rameters. A nuisance parameter is any parameter whose distribution does not interest us, but which
modifies the distribution of the parameters in which we are interested. For instance, measuring the
noise in an experiment may not interest us, but it must be accounted for in the data analysis. Such
parameters can be integrated out to leave us with the distribution of the parameters that do interest
us. A special case is the Bayesian evidence in the denominator of equation (2.3), which is obtained by
integrating the numerator ormarginalising over the entire set of parametersΘof lengthN belonging
to the hypothesisH:
Z =
Z
P(HjI)L(ΘjD;H) dNΘ: (2.11)
*The probability density function of a continuous variable θ gives the probability that the value of θ lies between θ
and δθ.
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2.3 Two Levels of Inference
Inference problems can be classified into two levels (Mackay, 1991). At the first level, we assume a
model is true and compute how well it agrees with the data; typically, this is undertaken by infer-
ring how the model parameters are distributed in the sample space. At the second level, the evidence
obtained for eachmodel during parameter estimation is used to assign the models an order of prefer-
ence.
2.3.1 Parameter Estimation
Assuming that modelH is true, we wish to estimate the parameters Θ = fθ1; θ2; : : : ; θng ofH given
the dataD, using Bayes’ theorem. This involves estimating the posterior probability distribution of
the model parameters:
P(ΘjD;H) = L(ΘjD;H)P(ΘjH)P(DjH) : (2.12)
The first step is to construct the likelihood function L. The likelihood incorporates how the uncer-
tainties in the measurement process are distributed. For example, for an experiment with random
(i.e. Gaussian) background noise, a Gaussian distribution best describes the likelihood function; for
an experiment that involves measuring counts, a Poisson distribution is most suitable*.
The next step is to choose a prior distribution that reflects our state of knowledge about themodel
parameters as accurately as possible. Twoobserversmaywell have different prior beliefs based on their
theoretical outlook and past experiences. But as long as their priors allow for regions in the parameter
space where the likelihood is large, repeated application of Bayes’ theorem will lead to the posterior
probabilities converging to an objective inference on the hypothesis (Trotta, 2008). This is illustrated
schematically in Figure 2.1. For small sample sizes and an inadequate number of data points in cases
Figure 2.1: (a) The prior beliefs of two observers (green & red) about a quantity θ; (b) datumwith likelihoodL; (c) change in be-
liefs (posterior distributions) after observing the datum; (d) posteriors after observing 100 data points (Trotta, 2008).
such as image reconstruction, where the number of free parameters of the model may be more than
*Discussion on different probability distributions can be found in e.g. Jaynes (2003); Mackay (2003); Sivia & Skilling
(2006).
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the number of observations, the prior choice has more impact on the posterior. Even in such cases
where different priors lead to different posteriors, we would still have learnt that the data do not have
enough information to override the prior beliefs with which each observer started (Trotta, 2008).
The results of Bayesian parameter estimation may be reported in various ways. The most com-
plete statement that one can make about posteriors is to report the probability distribution in its
entirety. Under themaximum-likelihood (ML) method, the values of the parameters that maximise
the likelihood of the observed data are taken to be their representative values (Sivia & Skilling, 2006).
Another alternative is to report the maxima of the posteriors, the Maximum A Posteriori (MAP)
values. AMAP estimate is the Bayesian equivalent of the Maximum-Likelihood estimate and corre-
sponds to the mode of the posterior under a given parametrisation of the model* (Sivia & Skilling,
2006). But none of these methods is representative of Bayesian inference in general since they are all
point estimates where the results are expressed as single values. In cases where the posterior can be
approximated by a Gaussian, the results may be summarised by two parameters, the mean and the
standard deviation. But this will not work for posteriors that are not easily expressed analytically or
possess multiple modes and we must resort to presenting the posteriors in full.
Often, we would like to report the posteriors of a subset of Θ. This can be obtained bymarginalis-
ing the joint posterior over the unwanted parameters. This marginalised posterior distribution may
then be summarised by using a statistic such as the mean, median or mode along with its conﬁdence
interval; the resulting two-dimensional correlations between the posteriors of interest may also be
presented. The evidence is not important for parameter estimation since it acts only as a normali-
sation constant and does not affect the shape or location of the posterior distribution in the sample
space.
2.3.2 Model Selection
Unlike the more orthodox methods of sampling theory, in which no consistent method of model
comparison exists†, Bayesian inference provides a mathematical basis for assigning degrees of plausi-
bility to models (Jaynes, 2003). Using Bayes’ theorem, we can calculate the posterior probability of
each modelHi, given the dataD‡:
P(HijD; I) / P(DjHi; I)P(HijI): (2.13)
P(DjHi; I), which is the likelihood for the model Hi given the data, is the normalisation constant
Z from equation (2.12). In model comparison, this term expresses how well the observed data pre-
dict Hi, and serves as the evidence for Hi. The evidence is a quantitative measure of how much the
*Unlike the ML estimate, a MAP estimate is not invariant under reparametrisation.
†For instance, the chi-squared goodness-of-ﬁt test is an inadequate measure of performing model comparison, since a
more complex model can always explain the data better (Mackay, 2003).
‡We omit the normalising constant since we may need to develop newmodels after the data are collected, depending
on the adequacy (or lack thereof) of current models (Mackay, 2003).
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Figure 2.2: Occam's razor: The horizontal axis represents all possible data sets D. The Bayesian evidence for amodel is propor-
tional to its predictive power i.e. howmuch it predicted the data that occurred. Here, the evidence for H1, a simpler model with
fewer parameters, is higher than the evidence for H2, a more powerful model that can predict a wider range of possible data sets.
If the actual data occurred within C1, then H1 will have the higher evidence, as is the case here (Mackay, 2003).
data favour one model over another. Unless a complicated model with more parameters (a high-
dimensional parameter space) is significantly better at explaining the data (i.e. has a higher likeli-
hood), its evidencewill be smaller than that of a simplermodelwith fewer parameters that can explain
the data equally well (Figure 2.2). To rank twomodelsH1 andH2, we may compute the ratio of their
posteriors
P(H1jD; I)
P(H2jD; I) =
P(DjH1; I)
P(DjH2; I)
P(H1jI)
P(H2jI) : (2.14)
The ratio of the prior distributions may often be set to unity to indicate that there is no prior prefer-
ence for one model over another. The ratio of model evidences is also known as the Bayes factor, B12
(Jeffreys, 1961):
B12  Z1Z2 =
P(DjH1; I)
P(DjH2; I) : (2.15)
The higher this factor, the more is H1 preferred over H2. It is often useful to consider the natural
logarithm of the Bayes factor:
lnB12 = lnZ1   lnZ2: (2.16)
Thus the Bayes factor measures the relative success ofH1 andH2 in predicting the data and the log-
arithmic Bayes factor is also called the weight of evidence (e.g. Good, 1985). Kass & Raftery (1995)
propose an empirical scale to measure how strongly one model is preferred over another following
Jeffreys (1961) (Table 2.1).
2.4 Numerical Sampling Techniques
The probability distributions involved in Bayesian inference are seldomwell-behaved i.e. adequately
expressed by an analytic distribution. In many real-world problems, the likelihood function can be
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Table 2.1: Criteria for model selection. B12 denotes the ratio of the evidences between hypothesesH1 andH2 (Kass & Raftery,
1995).
2 lnB12 B12 Evidence againstH2
0 to 2 1 to 3 Not worth more than a mention
2 to 6 3 to 20 Positive
6 to 10 20 to 150 Strong
> 10 > 150 Very strong
multi-modal* or not easily expressed analytically (Mackay, 2003). Moreover, except in the cases of
the simplest models, calculating the multi-dimensional integral that is the Bayesian evidence is com-
putationally prohibitive. In such cases, we resort to numerical sampling techniques such asMonte
Carlomethods to obtain random samples from a distribution (here, the posterior) (e.g. Neal, 1993).
The distribution of these sampled values will represent the posteriormore andmore accurately as the
number of samples increases.
Themost widely usedMonte Carlomethods areMarkov ChainMonte Carlo (MCMC,Metropo-
lis et al., 1953; Hastings, 1970) andNested Sampling based techniques (Skilling, 2004). Here we con-
centrate on nested sampling and associated algorithms.
2.4.1 Nested Sampling
MCMC algorithms focus on sampling the posterior, leaving the Bayesian evidence to be calculated
by some other technique, if at all it is deemed necessary. In contrast, nested sampling focuses on
calculating the evidence (Skilling, 2004). The reasoningbehind this is that by computing the evidence
and leaving posterior samples to be generated as a by-product, one can always present, along with the
posteriors, the evidence as a quantitative measure of how well a model fits the data.
Denoting the likelihood by L(Θ) and the prior by Π(Θ), where Θ is the vector of parameters of
lengthNbelonging to the model in question, the evidence may be written as
Z =
Z
L(Θ)Π(Θ) dNΘ: (2.17)
We can imagine sorting the elements of the likelihood in decreasing order (Sivia & Skilling, 2006).
Once sorted, we can define a prior volume as
ξ(λ) =
Z
L(Θ)>λ
Π(Θ) dNΘ: (2.18)
ξ(λ) gives the proportion of the prior with likelihood greater than λ. The evidence integral in equa-
*The distribution contains several different modes or maxima.
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Figure 2.3: (a) The posterior of a two-dimensional problemwith the iso-likelihood regions indicated by the contours; and (b) the
transformedL(ξ) function where each ξi is associated with the likelihoodLi (Feroz &Hobson, 2008).
tion (2.17) can now be written as
Z =
Z 1
0
L(ξ) dξ: (2.19)
If the likelihoodsLi = L(ξi) can be evaluated, where ξi is a sequence of decreasing values,
ξ0 = 1 > ξ1 > ξ2 > ::: > ξM > 0; (2.20)
then the evidence can be approximated numerically using standard quadrature methods for integra-
tion (e.g. Press et al., 2007):
Z =
MX
i=1
Liwi; (2.21)
where, using the trapezium rule (Press et al., 2007), we have for the weights wi,
wi =
1
2(ξi 1   ξi+1): (2.22)
This is schematically shown in Figure 2.3. The summation is carried out iteratively. The iteration
counter is set to i = 0 andN active (or live) points are sampled from the entire prior Π(Θ), so that
initially ξ0 = 1. The samples are then sorted according to equation (2.20) and the sample with the
least likelihood L0 is removed from the active set. This is replaced with a new point subject to the
constraint that it has a higher likelihood L > L0. Thus, after each iteration i, the prior volume is
reduced, with each new sample possessing the likelihood Li+1 > Li, until the entire prior volume is
traversed (Feroz&Hobson, 2008). The algorithm finally terminateswhen the evidence is determined
to a specified precision. Once the evidence has been computed, the posterior can be generated using
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the full sequence of active and inactive points by simply assigning the weights
pj =
LjwjPM
i=1 Liwi
=
Ljwj
Z (2.23)
to each point, where the sample index j runs from 1 toM + N, the total number of samples. The
resulting joint posterior can then bemarginalised and presented in variousways to study the reduced-
dimensional posteriors of parameters of interest and their correlations.
2.4.2 Friends of Nested Sampling
Drawing samples from the prior at each iteration i subject to the constraint L > Li is not trivial.
Drawing blindly from the prior wouldmean that the acceptance rate* would decrease with decreasing
prior volume as wemove on to regions of higher likelihoods. Ellipsoidal nested sampling (Mukherjee
et al., 2006) attempts to address this by approximating the iso-likelihood contourLi (Figure 2.3) with
aD-dimensional ellipsoid determined from the covariance matrix of the active points. The sampling
is undertaken fromwithin this ellipsoidal bound. This works for simple unimodal posteriors, but for
posteriors with multiple modes, the sampling efficiency can be improved by identifying distinct clus-
ters of active points and constructing ellipsoidal bounds around them (Shaw et al., 2007) (Figure 2.4).
Feroz&Hobson (2008) improved on this by partitioning the set of active points into asmany clusters
Figure 2.4: Improved ellipsoidal sampling for a simple bimodal case. (a) Approximating the active region with an ellipsoid. In (b)
to (d) we see that the acceptance rate steadily worsens. (e) provides a solution by identifying clusters and constructing ellipsoids
around the twomodes for more efﬁcient sampling (Shaw et al., 2007).
as possible to account for highly-degenerate posteriors, at the cost of reduced efficiency for simpler
problems. In Feroz et al. (2009), they proposed the MultiNest algorithm which improves on all
the above methods.
*The acceptance rate is the fraction of proposed samples that is accepted for use in the following iteration by the
sampler.
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MultiNest partitions the current set ofN active points and constructs a new set of ellipsoidal
bounds at each iteration i. The algorithm requires that all partitioning and ellipsoidal bound con-
struction and sampling be performed in a unit hypercube. This is accomplished by letting each pa-
rameter value vary from 0 to 1 and sampling uniformly from this space. Then the N live points
are partitioned by optimising the Bayesian Information Criterion using X-means (Pelleg & Moore,
2000); each cluster is further subdivided into subclusters by using a modified k-means* algorithm
(Feroz et al., 2009).
For multimodal posteriors, it is necessary to identify which samples belong to which mode. For
modes that arewell-defined and located far enough apart in the parameter space, this is easy to accom-
plish. For modes that are close to one another, we may need to reach relatively high likelihood levels
before they separate out. An illustration is provided in Figure 2.5. G1 is the first group that remains
Figure 2.5: Assigning points to groups. The dashed and dotted lines denote the iso-likelihood contoursLi1 andLi2 respectively.
The solid circles are the active points at i = 2 and the open circles are the inactive ones (Feroz et al., 2009).
unsplit until iteration i = i1, at which stage it is split into G2, G3, and G4. During i = i2, G3 is split
into G5, G6, and G7, and G4 is split into G8 and G9. G2 remains unsplit at i = i2 but contains no
active points. Any group that remains active at the end of the nested sampling process would then be
promoted to a mode (Feroz et al., 2009).
MultiNest provides reliable evidence estimates with associated uncertainties and generates ac-
curate posteriors for high-dimensional problems at a fraction of the computational cost one would
incur with other existing MCMC-based techniques. Importance Nested Sampling is yet another im-
provement on nested sampling that provides evidences up to an order-of-magnitude higher accuracy
thanMultiNest (Feroz et al., 2013).
*k-means is themethod of partitioning n observations into k clusters such that each observation belongs to the cluster
with the nearest mean value (e.g. Mackay, 2003).
In solving a problem of this sort, the grand thing is to be
able to reason backwards.
Sherlock Holmes
3
Bayesian Inference for Radio Observations
Estimatingthe source and instrumental* parameters from observed interferometric visibil-
ities falls under the domain of inverse problems, which deal with the issue of determining the under-
lying phenomena (the causes) from the observed data (the results) (Parker, 1977). Inverse problems
are ill-posed i.e., no unique solution that describes the observed data exists. More than one combina-
tion of the model parameter values (or an entirely different set of parameters described by a different
model) could have given rise to the same data, and hence it becomes necessary to impose additional
constraints in order to obtain the most sensible explanation for the cause. This process is known as
regularisation and, under the Bayesian probability formalism, is achieved by introducing the con-
cept of prior probabilities (section 2.2.1). Parametric model-fitting is one of the most widely-used
techniques in handling inverse problems. We devise a model with adjustable parameters, which we
believe is capable of describing the data, and choose a ﬁgure-of-merit or merit function to measure
how well the data and the model agree (e.g. Press et al., 2007, Chapter 15). In the present case, the
merit function is the posterior probability distribution and the data are the observed visibilities that
are best modelled using the RIME (section 1.3.2).
3.1 Probabilistic Visibility Analysis
Probabilistic analysis of visibilities complements the conventional imaging and deconvolution tech-
niques and, if applied judiciously, can improve on them. The widely used technique of making im-
ages from visibilities (section 1.3.3.2) may not always be the best way to make sense of interferometric
data. The Fourier transform involved in the imaging process distributes the localised uv-domain un-
*Thework detailed in this chapter was published as part ofBayesian Inference for Radio Observations (Lochner et al.,
2015).
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certainties between the pixels of the image, thereby correlating the uncertainties in the image domain
(Taylor et al., 1999, Chapter 16). In observations with sparse uv-coverage or poor calibration, the in-
formation available is inadequate to form a reasonable image of the sky, owing to the fact that the
correlations between the sky and instrumental parameters are difficult to study using conventional
imaging techniques. Moreover, the measurements are made in the uv-domain and so error analysis is
most naturally done in that domain.
Conventional imagingmethods such as CLEAN, although not Bayesian, rely on a priori informa-
tion and models of the sky and the instrument, to choose the most plausible image of the radio sky
from among other possible realisations (see section 1.3.3.2). Bayesian inference has been performed
on radio observations before in more restricted contexts. (Hobson & Maisinger, 2002) presented
a maximum-likelihood method for estimating the power spectrum of the cosmic microwave back-
ground directly from visibilities. mcadam, a Bayesian inference package for analysing interferomet-
ric data was developed and used for analysing galaxy cluster data by Marshall (2003). Lancaster et al.
(2005) used Bayesian inference methods to analyse galaxy cluster data observed using the Very Small
Array (VSA). Feroz et al. (2009) andZwart et al. (2011) performedBayesian analysis of visibilities from
galaxy-cluster observations with the Arcminute Microkelvin Imager (AMI) telescope for detecting
clusters using the Sunyaev-Zel’dovich effect. More recently, Bayesian inference-based techniques have
been developed to address various problems in imaging. Junklewitz et al. (2015, 2016) have devised an
algorithm called RESOLVE (Radio Extended SOurces Lognormal deconVolution Estimator) for in-
terferometric imaging of extended and diffuse emission in total intensity using Bayesian inference in
the framework of information field theory (Enßlin et al., 2009), which shows improved performance
against Multiscale-CLEAN (Cornwell, 2008) andMEM on simulations.
Here we present Bayesian Inference for Radio Observations (BIRO, Lochner et al., 2015), a fully
Bayesian framework for analysing visibilities by modelling them using the RIME and deriving the
posterior distributions of and correlations between model parameters. Using the RIME, in theory,
enables us to model any linear propagation path effect along with the source parameters.
3.2 Setting Up the BIRO Framework
Our primary assumptions are that (i) the visibility measurements are independent and (ii) the uncer-
tainties in the measurements follow a Gaussian distribution. If the data are independent, then the
likelihoodL from equation (2.12) can be expressed as (Sivia & Skilling, 2006, Chapter 3)
P(DjΘ;H) =
NvisY
k=1
P(DkjΘ;H) ; (3.1)
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whereDk stands for the kth datum andNvis denotes the number of visibilities. Under the assumption
that the visibility noise is Gaussian, the probability of obtaining each individual datum is given by
P(DkjΘ;H) = 1σkp2π exp

 (Fk  Dk)
2
2σ2k

; (3.2)
wherefσkgdenotes the expecteduncertainties andFk(Θ; k)denotes the functional formof themodel
for a specific set of parameter values Θ for the kth datum. Combining equations (3.1) and (3.2), we
obtain
P(DjΘ;H) / exp

 χ
2
2

; (3.3)
where the sum of the squares of the normalised residuals is represented by
χ2 =
NX
k=1

Fk  Dk
σk
2
: (3.4)
The χ2 measures the deviation of the data from the expected value. If we also assume a flat (uninfor-
mative) prior for the parameters to indicate that we are largely ignorant of their expected values, then,
taking the natural logarithm of equation (2.12) and omitting the details of normalisation constant,
we arrive at
ln[P(ΘjD;H)] = C(σk)  χ
2
2 : (3.5)
where C(σk) depends solely on σk. Thus, with some simplifying assumptions, Bayesian parameter
estimation reduces to the more familiar methods of maximum likelihood and least-squares estima-
tion. The exact form our likelihood function takes is very close to this (section 3.3.1.4). The crucial
difference is that Bayesian inference is independent of the Gaussianity of the underlying process.
In BIRO, I start by setting out to apply probability theory to synthetic interferometric observa-
tions made using MeqTrees (Noordam& Smirnov, 2010). The likelihood function and the priors
are supplied by the user and the software interfaces with MeqTrees and PyMultiNest (Buchner
et al., 2014) using python (van Rossum, 1995).
3.2.1 MeqTrees
MeqTrees can implement an arbitrary measurement equation and solve for arbitrary subsets of its
parameters, with the measurement equation implemented using tree data structures* (Knuth, 1973).
A tree consists of nodes that are connected to each other in a parent-child hierarchy by edges. A node
without a child is a leaf and a node without a parent is a root. No cycles are allowed and a group of
trees, interlinked or otherwise, is collectively called a forest.
Any mathematical expression lends itself easily to being represented by trees (Figure 3.1). The
*Since MeqTrees allows for multiple parent nodes, the proper term is a directed acyclic graph or DAG.
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Figure 3.1: A simplemathematical expression, sin a+ cos b, represented as a tree (Noordam& Smirnov, 2010).
value of the expression is computed by starting at the leaves and propagating their values through
their parents until we reach the root. In MeqTrees, the results of this computation may be func-
tions, not just a single value. MeqTrees implements different classes of nodes such as MeqCon-
stant,MeqFreq, orMeqFITSImage, which all return different types of functions— a constant,
a polynomial, or a FITS image* respectively. A forest of trees computes multiple functions, which
together constitute a numerical model with solvable parameters (Noordam & Smirnov, 2010). A
generic RIME such as equation (1.35) is implemented in MeqTrees as shown in Figure 3.2. Besides
Figure 3.2: A subtree showing the generic RIME (equation 1.35) implemented inMeqTrees (Noordam& Smirnov, 2010).
generating the synthetic observations for the analysis, MeqTrees also generates the model visibil-
ities for computing the likelihood. MeqTrees comprises two components — meqbrowser and
meqserver. meqbrowser is the graphical user interface to MeqTrees. meqbrowser provides
a variety of visualisation options and allows the user to explore the current RIME tree-by-tree. The
Tree Deﬁnition Language (TDL), a python-based scripting language (Noordam& Smirnov, 2010),
is used to interface with meqserver, the C++ (Stroustrup, 2013) backend to MeqTrees. TDL
scripts let the user set up a simulation or a calibration run and meqserver performs the necessary
*FITS or Flexible Image Transport System is an image format used widely in astronomy to store information about
observations as images or ASCII/binary tables. More information can be found at https://fits.gsfc.nasa.gov/
fits_home.html
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CPU-intensive computations.
3.2.2 MultiNest and PyMultiNest
Theother software that I use extensively inmy analyses is PyMultiNest (Buchner et al., 2014)which
provides a python interface to MultiNest. PyMultiNest accepts user-written python func-
tions for generating prior distributions for the model parameters, as well as the likelihood function.
MultiNest samples the model parameters iteratively according to the prior ranges and distribu-
tions specified by the model, and converges to region(s) of high probability in the posterior (Feroz
&Hobson, 2008). Finally, it returns the Bayesian evidence for each model along with the associated
uncertainties and the posterior distributions (section 2.4.2). MultiNest has some tunable parame-
ters, themost important of which are the number of live points used and the evidence tolerance level,
set depending on the required accuracy and the available computational resources.
3.3 Applying BIRO to Super-resolution
One of the first problems (Lochner et al., 2015) that I applied BIRO to was that of super-resolution or
over-resolution. Super-resolution addresses the issue of extracting information about the source struc-
ture at scales smaller than that of the PSF of the interferometer. The commonly usedmeasure for the
angular resolving power of an optical system is the Rayleigh criterion (equation 1.4). The theoretical
limit for the resolution of an interferometer can be obtained using Fourier optics which characterise
the resolving power of a system in terms of its spatial bandwidth (Goodman, 1968). Diffraction ef-
fects limit the maximum spatial frequency, fmax, transmitted by the optical system and the resolving
power Rmay be reformulated in terms of this frequency as
R = π=fmax; (3.6)
where R is theNyquist distance (Bertero & deMol, 1996). It is possible to obtain information about
the spatial frequencies that lie outside fmax (i.e. beyond the diﬀraction limit) by incorporating a priori
knowledge about the brightness distribution of the source. The resolving power then depends on the
precision of the measuring instrument which can be quantified in terms of the signal-to-noise ratio
(SNR) of the observed data (e.g., Harris, 1964; di Francia, 1969).
Techniques for super-resolution have been widely used in radio interferometry to characterise
partially-resolved compact sources. Lobanov (2005) derives the resolution limits for specific brightness-
distribution templates for astronomical sources and Martí-Vidal et al. (2012) extend this to the gen-
eral case of super-resolution with interferometers. A discussion of model-fitting in the uv-domain
for specific source profiles using real and synthetic data using the uvmultifit package is provided
in Martí-Vidal et al. (2014). An alternative, which achieves super-resolution by sparse modelling* in
*Sparsity is the ratio between the number of non-zero elements in a matrix and the total number of elements.
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the sky or image domain in the presence of Gaussian noise generated with the same standard devi-
ation on all baselines, is explored in Honma et al. (2014). While these works explore the theoretical
constraints of super-resolution, the application of these methods to real observations, made with a
specific interferometer configuration in the presence of instrumental uncertainties, will not provide
us with a knowledge of how the instrumental effects correlate with the source parameters and limit
the resolution. I start off my investigations with the analysis of syntheticWesterbork Synthesis Radio
Telescope (WSRT)* observations of compact radio sources that smaller than the width of the PSF.
3.3.1 TheModel Selection Problem
To test the power of Bayesian inference applied to the super-resolution problem, I simulated observa-
tions of three different skymodels withWSRTusingMeqTrees. Eachmodel had structure at scales
smaller than the size of the PSF of the interferometer. Each of the synthetic observations (with sim-
ulated random† noise) was fitted against all three models and the resulting Bayesian evidences were
compared to select themost probablemodel describing the visibilities. The posterior distributions of
the parameters of the best-fittingmodel were then used tomake informed decisions about the source
brightness, position, and structure.
3.3.1.1 Details of the Simulation
WSRT is an interferometer comprising 14 equatorially-mounted parabolic dishes of 25-metre diam-
eter each, arranged in a 2.7 km long East–West line located at Westerbork in the Netherlands. The
telescope can observe at multiple frequency bands located between 120 MHz and 8.3 GHz. In the
simulations, the observations were carried out for a total of 12 hours, with an integration time‡ of 30
seconds. A single frequency channel 125 kHzwide and centred at 1.4 GHzwas used. The uv-coverage
of the observation is shown in Figure 3.3. At this observing frequency, WSRT has a FoV of about
0:6 and a PSF with a FWHM of about 14 arcsec. A Gaussian random noise of standard deviation
100 mJy per visibility was added to each simulation.
3.3.1.2 Model Description
I simulated WSRT observations of the following three source models, with all the sources located a
few arcmin away from the pointing centre (Figure 3.4):
1. PT: A single point source of flux-density 0.85 Jy,
2. GAU:A sourcewith elliptical Gaussianmorphology of size 400300 and integrated flux-density
0.85 Jy, and
*www.astron.nl/radio-observatory/public/public-0
†Gaussian-distributed noise in the real and imaginary parts of the complex visibilities.
‡The time interval between two data dumps from the correlator.
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Figure 3.3: The uv-coverage of theWSRT simulations. SinceWSRT is an East-West array, the 12-hour uv-coverage traces full
concentric circles. The red dots are complex conjugates of the blue dots in uv-space.
3. 2PT: Two point sources of flux-density 0.425 Jy each and separated by a small distance (25 per
cent the size of the PSF).
The three sourcemodels possess structure at scales of 0.25 the size of the PSF. I used the casa* task
Figure 3.4: The three skymodels used in theWSRT simulations. (i) a point source (PT), (ii) elliptical Gaussian (GAU), and (iii) two
point sources (2PT). The red ellipses denote the FWHMof the PSF of the observations ﬁtted by CLEAN and are 1400 1600 in size.
clean to image the simulated visibilities for comparison with BIRO. Figure 3.5 shows the cleaned
images for the models depicted in Figure 3.4. clean was not able to distinguish between the three
sky models. A source extractor such as pybdsm†, which uses these images as inputs, estimates that
the source is unresolved.
*https://casa.nrao.edu/
†www.astron.nl/citt/pybdsm
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Figure 3.5: CLEANed images of the three skymodels --- (i) PT, (ii) GAU, and (iii) 2PT. The contours are at 20, 40, 60, and 80 per
cent of themaximumﬂux-density. The SNRs of the data sets are about 1000:1.
For the Bayesian analysis, we parametrised each model as follows:
PT: The single point source model consists of one flux-density parameter, Sν, and two parameters
that describe the position of the source, (l;m), the direction cosines measured with respect to
the (u; v) co-ordinates.
GAU: The elliptical Gaussian model consists of Sν and (l;m) along with three more parameters,
lp;mp, and r, describing the shape of the source. These three parameters are related to the
major axis emaj, minor axis emin, and position angle θ of the ellipse as follows:
lp = emaj sin θ;
mp = emaj cos θ;
r = emin=emaj:
(3.7)
lp andmp are the projections of emaj onto the l andm axes, and r is the ratio of the minor axis
to the major axis (Figure 3.6).
2PT: The two-point source model consists of the same three parameters as PT, but for two sources
(a total of six parameters).
A summary of the parametrisation of each model is given in Table 3.1.
3.3.1.3 Building the RIME
We are now ready to construct theRIME formodelling the visibilities. Assuming a flat spectral index,
since we use one frequency channel in the simulations, and using the flux-density parameter Sν in the
brightness matrix (equation 1.26), we have that
B =

Sν 0
0 Sν

: (3.8)
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Figure 3.6: The relation between the shape parameters, lp;mp, and r, and the FWHMof themajor axis (emaj), FWHMof the
minor axis (emin), and position angle (θ) of an elliptical Gaussian proﬁle.
Table 3.1:Models used in the analysis of theWSRT simulations.
Model Number of parameters Parametrisation
PT 3 Flux Density (Sν)Position (l;m)
GAU 6
Flux Density (Sν)
Position (l;m)
Shape (lp;mp; r)
2PT 6
Flux Density (Sν1)
Position (l1;m1)
Flux Density (Sν2)
Position (l2;m2)
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The first linear transformation this signal undergoes is represented by the phase-delaymatrixK, asso-
ciated with the difference in the geometric path lengths from the source to antennas p and q. Given
the phase difference (κp) between thewaves received by antenna p located at #u p = (up; vp;wp) relative
to #u = #0 , the scalarK-Jones term for antenna p can be written as
Kp = e iκp  e iκp

1 0
0 1

: (3.9)
The K-Jones term must be accounted for even under ideal conditions in which nothing else affects
the signal from the source to the interferometer. Knowing this, we may write the source coherency
matrix following equation (1.32) as
Xpq = Kp BKHq = Be iκpq : (3.10)
No antenna gains or primary-beam effects such as pointing errors were added in the simulations and
hence the G-Jonesmatrices for antenna gains and the E-Jonesmatrices for primary-beam effects were
set to unity, simplifying the RIME considerably.
For the extended source model, the brightness distribution is integrated over the extent of the
source. Expressed in terms of the direction cosines l and m, the RIME for the extended source may
be written as
Vpq =
ZZ
lm
Xpq(l;m) dΩ + N (0; σ2pq);
where dΩ = dl dmp
1  l2  m2 :
(3.11)
3.3.1.4 Priors and the Likelihood
We set uniform (uninformative) priors Π(Θ) onmost parameters (Table 3.2). Since our prior ranges
do not span multiple orders of magnitude, uniform priors, as opposed to logarithmic or Jeffreys pri-
ors, are sufficiently uninformative (Sivia & Skilling, 2006). The prior range for Sν is chosen based on
Table 3.2: Priors for the different parameters used. All the listed parameters were set uniform priors with the range indicated by
the values in the square brackets. The parameters with delta priors are not included.
Parameter (units) Prior distribution
Sν / Jy [0, 2]
l&m / arcsec [-25, 25]
lp / arcsec [0, +20]
mp / arcsec [-20, +20]
r [0, 1]
what we know about the flux-densities of the sources in the simulations. The prior distribution for
lp (the sine projection of emaj) is restricted to non-negative values so that the position angle estimate
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is constrained to a range of 0–180. This is done so that the sampler does not distinguish between
two Gaussians inclined at position angles that are 180 apart — a Gaussian with position angle 45
should be considered equivalent to one with position angle 135. For the model selection step, we
assign equal priors to all the models considered, so that the Bayes factor B12 may be directly used for
model comparison.
Now that we have described the models quantitatively, we can set up the likelihood function.
Given the observed (VD) and the modelled (VM) visibilities, and the uncertainty σ denoting the stan-
dard deviation of the Gaussian-distributed noise, the likelihood function for parameter estimation
for modelH is given by
L(ΘjVD;H) = 1
(2πσ2)N=2 exp

 χ
2
2

;
where χ2 =
NX
k=1

VMk   VDk
σ
2
;
(3.12)
andN = 2Nvis is the total number of data points. The summation is carried out over 2Nvis since we
consider the real and imaginary parts separately. Taking the natural logarithm ofL, we obtain
ln(L) = ln (2πσ2) N=2  χ22 : (3.13)
This log-likelihood is computed by the user-written likelihood function during every iteration, with
a new set of sampled parameters obtained fromMultiNest each time.
3.3.1.5 Results
Each simulation described in section 3.3.1.2 was compared with each model. I used MultiNest for
computing the evidence and the posteriors (section 2.4.2). I used 1000 live points so that the entire
parameter space was sampled adequately and set the sampling efficiency to 0.3 for evidence evalua-
tion (Feroz & Hobson, 2008). The evidence obtained for each model against each simulation was
used to compute the relative evidences between models (Table 3.3). The values quoted are twice the
Table 3.3: Evidencematrix that gives twice the differences between the loge Bayes factors of eachmodel against others for each
simulated dataset. For instance, the ﬁrst row gives the odds in favour of PT against GAU and 2PT, when applied to the point
source simulation. The error in relative ln-evidence in each case is less than 0.4.
Sim \ Model PT GAU 2PT
PT 1:1 15:1 11:1
GAU 2E4:1 1:1 4E3:1
2PT 4E4:1 34:1 1:1
differences in natural logarithmic evidences, computed using equation (2.16).
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Using the criteria put forth in Table 2.1, we find that the odds are very strongly in favour of the
correct model for each simulated dataset. Once we have identified the model with the highest evi-
dence, we may examine the corresponding posteriors returned byMultiNest. Figures 3.7, 3.8, and
3.9 show the posteriors for the parameters corresponding to the models PT, GAU, and 2PT respec-
tively, for the corresponding simulations. We see that BIRO can not only discriminate between the
Figure 3.7: Posteriors for the parameters of themodel PT. The vertical green lines indicate the `true' values that went into the
simulation.
Figure 3.8: Posteriors for the parameters of themodel GAU. The vertical green lines indicate the `true' values that went into the
simulation.
models, but also estimate the source parameters with high precision and accuracy. All the posteri-
ors closely approximate the Gaussian since these are simple simulations with only random thermal
noise injected. As expected with any data affected by random noise, there are differences between the
maxima of the Gaussians and the true values. Since the priors were uniform and wide enough to en-
compass the true values comfortably, their effects on the posterior estimates are much less significant
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Figure 3.9: Posteriors for the parameters of themodel 2PT. The vertical green lines indicate the `true' values that went into the
simulation.
than those of the likelihoods. Hence, the MAP parameter estimates are not very different from the
ML estimates and both lie well within the uncertainties on the means of the posteriors.
We reconstructed the skies from theMAP estimates corresponding to the parameters of themodel
with the highest evidence for each simulation (Figure 3.10). Comparing this with Figure 3.4, we see
Figure 3.10: Reconstructed skies from themaximum a posteriori estimates from the BIRO analysis for each skymodel. The red
ellipses denote the FWHMof the PSF of size 14" 16". Compare to Figure 3.4.
that the reconstruction matches the real sky closely in each case. A video showing how the recon-
structed sky converges to a Gaussian over time can be found at https://vimeo.com/117391380.
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3.3.2 Quantifying the Limits Imposed by Noise
In the previous simulations, we used a per-visibility noise of 100 mJy for sources with a peak flux-
density of 0.85 Jy. The resulting datasets had an SNR of about 1000:1 and BIRO had no difficulty in
estimating the source structure and discriminating between models. The theoretical limit for super-
resolutionwith an interferometer is affected by noise andworsens with decreasing SNR (Martí-Vidal
et al., 2012). To understand the effects of this noise on BIRO’s capability to performmodel selection,
we simulated multiple datasets of varying SNRs, by increasing the per-visibility noise from 0.1 Jy to
1.0 Jy and keeping the source flux-density constant.
3.3.2.1 Details of the Simulations
The integrated flux-density of the source was kept constant at 0.85 Jy while the size of the simulated
Gaussian source was increased from 0.8 arcsec to 4.0 arcsec in steps of 0.4 arcsec. A series of such
simulations was carried out for five SNR levels, with the per-visibility noise set at 0.1, 0.2, 0.3, 0.5,
and 1.0 Jy. A single frequency channel of width 125 kHz centred at 1.4 GHz was used. For a 12-hour
simulation, the integration time used was 30 s (Figure 3.3).
3.3.2.2 Results
The RIME constructed for these analyses was identical to the one used in section 3.3.1.3. The prior
ranges and the likelihood are the same as the ones given in section 3.3.1.4. We computed the relative
logarithmic evidences between PT and GAU (with the same parametrisation as shown in Table 3.1).
The results are shown in Figure 3.11.
The various coloured bands denote regions of varying weights of evidence and each curve in the
figure corresponds to an SNR level, with multiple simulations of sources of varying sizes for each
SNR. The band labelled positive is the point where the 2 ln(Bij) factor becomes > 2 (Table 2.1) and
can reasonably be relied upon. The PSF of this interferometer at 1.4 GHz (the simulation frequency)
is about 16 arcsec. For instance, when a per-visibility noise of 0.1 Jy was introduced for a simulated
source of integrated flux-density 0.85 Jy at the centre, BIRO can reliably pick out a source of size 0.8
arcsec. For extended sources that are smaller than this, BIRO fails and starts preferring the single
point source model PT. For a source of size 1.2 arcsec, the evidence in favour of GAU is very strong.
This limit worsens with increasing noise as one would expect, until, when the per-visibility noise is
1.0 Jy for a source of flux-density 0.85 Jy, BIRO can pick out sources only of FWHM3 arcsec or larger.
We also see that for some cases, this trend is not as smooth as we would expect, such as the relative
logarithmic evidence for a Gaussian of size 1.4 arcsec (for 0.1 Jy / vis) or a Gaussian of size 2 arcsec (for
0.2 Jy / vis). These discrepancies are due to the software not taking into account the phenomenon
of peak-flux-to-noise ratio deteriorating with increasingly resolved sources. Hence the actual SNR is
different from the quoted SNR in these cases. When this correction is introduced (for instance, in the
experiments mentioned in section 4.6), we see that there is a monotonous increase in the sizes of the
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Figure 3.11: The variation in relative logarithmic evidence (y axis) with simulated source size (x axis) for multiple SNR levels. The
coloured bands denote regions of varying weights of evidence according to the scale proposed by Kass & Raftery (1995).
sources that can be resolved with worsening SNR. Hence, this provides a practical way of measuring
the limit to super-resolution using BIRO in the presence of random noise for a given interferometer
configuration. TheRIMEhas the potential to also study these limits in the presence ofmore complex
instrumental effects (section 4.6).
3.4 Conclusions
We have seen that Bayesian inference can be successfully applied to the analysis of interferometric
data in the visibility domain. Applying this to the problem of super-resolution in the presence of
simulated random noise, we were able to discriminate between source models with high accuracy.
We have also extended this to compute a practical limit for resolving compact sources by simulating
sources of varying sizes with different noise levels. But the RIME is capable of modelling any propa-
gation path effect that acts on the radio wave, from the source to the telescope. This gives us a way of
incorporating more complicated instrumental effects while analysing compact source structure (see
Chapter 4).
Modelling more complex effects introduces more degrees of freedom (i.e. free parameters) and
hence the computational cost of theBayesian analysis becomes a significant issue. Since a fullyBayesian
estimation requires the computation of the full posteriors of all model parameters that more often
than not are analytically intractable, numerical sampling techniques such asMCMC and nested sam-
pling (section 2.4) are required to approximate the posterior. These techniques require a long time
to converge on the correct solution as the dimensionality of the parameter space increases. The sim-
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ple models evaluated in this chapter require 104 to 105 likelihood evaluations, with each likelihood
evaluation lasting about 0.2 seconds and the entire run lasting hours on an 8-core system. At each
iteration,MeqTrees computes the RIME using the sampled parameters and also the χ2 for the like-
lihood. MeqTrees can use multiple CPUs to execute but it would still take hours to evaluate these
simple models. To evaluate more complex models, it is necessary to speed up the computations so
that the analysis can be performed in a reasonable amount of time. How this was achieved and how
the improved software was instrumental in studying the structure of a compact astronomical source
in the presence of instrumental effects is the subject of the next chapter.
4
Resolving the Blazar CGRaBS J0809+5341
Any multi-element interferometer is a* collection of two-element interferometers, the data
from which are recorded independently and combined only during imaging. Typically, all the sta-
tions that take part in an observation are connected to each other and operated by the same observa-
tory. A radio receiver down-converts a radio frequency (RF) signal to a lower frequency so that signal
manipulation such as amplification or filtering becomes easier and the signal losses during transport
are minimised (e.g. Wilson et al., 2009). This process is called heterodyning and is performed bymix-
ing a monochromatic signal generated locally by a local oscillator (LO) with the RF signal. The LO
signal frequency is tuned to be as close as necessary to the RF, so that their difference produces a low
frequency signal that is more easily managed. Heterodyning is performed using a single LO whose
output is connected to the individual stations. Any variation or instability in the frequency generated
by the LO affects all the stations equally.
By themid-1960s, astronomers had realised that there aremany radio sources that are unresolved at
angular scales of about 0:1 arcsec, which is typical of the resolution afforded by interferometers with
baselines that extend up to hundreds of kilometres. To obtain very high-resolution measurements,
the technique of Very Long Baseline Interferometry (VLBI) was introduced.
VLBI makes use of independent stations located far and wide, potentially spanning the diameter
of the Earth (Thompson et al., 2017, Chapter 1). The various stations which participate in a VLBI
observationbelong to different observatories and are operated independently. Extremely phase-stable
local oscillators avoid the need for sharing a single LObetween the stations. The data are recorded on
disks or tapes with precise time marks with the help of atomic clocks and are correlated later (Wilson
*This work has been published under the title Resolving the blazar CGRaBS J0809+5341 in the presence of telescope
systematics (Natarajan et al., 2017).
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et al., 2009). The more recent e-VLBI technique facilitates near real-time transport of the data to the
correlator.
VLBI is used to observe a variety of astronomical sources such as active galactic nuclei (AGN) and
their immediate structure, certain binary stars, radio stars, and young supernova remnants (Mid-
delberg & Bach, 2008). They are also used for accurate position measurements of celestial sources
(astrometry). VLBI observations regularly achieve sub-milli-arcsecond (sub-mas) resolutions and the
super-resolution techniques discussed in Chapter 3 can only improve on this. Moreover, owing to
the small FoVs processed in many VLBI observations, a typical region of interest in VLBI is devoid
of other strong sources, apart from the target source. This enables one to formulate models with a
manageable number of parameters for the Bayesian analysis. In this chapter we discuss the results
of applying Bayesian inference to resolve the structure and measure the brightness temperature of a
distant AGN observed using the European VLBI Network (EVN) under conditions of poor calibra-
tion and sampling, and derive a Bayesian criterion for the resolution limit in the presence of telescope
systematics.
4.1 Active Galactic Nuclei
Active galaxies are galaxieswhose energy output consists of a significant fraction of non-thermal emis-
sion, mainly synchrotron and inverse-Compton radiation*. If this emission is observed to emanate
mainly from the core, they are called active galactic nuclei (AGN). AGNs represent only a small frac-
tion of all galaxies, but possess high luminosities and have been studied in radio wavelengths since
the inception of radio astronomy (Baade & Minkowski, 1954). The high luminosities of AGNs are
believed to be the result of matter accreting on to central supermassive black holes (about 106 to 1010
the massM of the Sun) in these galaxies (Antonucci & Miller, 1985). Broad optical emission lines
are observed from high-velocity gas and narrow lines from low-velocity gas near the nucleus, giving
rise to the broad-line region (BLR) and narrow-line region (NLR) respectively. The central region
is obscured by gas and dust, usually referred to as the torus, though there is no consensus on the ge-
ometrical form that the “torus” takes. Relativistic outflows at the poles called jets can be seen out to
several tens of kiloparsecs or even megaparsecs (Urry & Padovani, 1995).
4.1.1 Classification
AGNs may be radio-loud or radio-quiet depending on howmuch they radiate at radio wavelengths.
Radio-loud AGNs are some of the brightest radio sources in the sky while radio-quiet AGNs radiate
mainly in the optical and X-ray wavelengths. Based on the nature of the emission spectra observed,
AGNs are classified into Type 0, Type 1, and Type 2 sources (Table 4.1).
Seyfert galaxies are divided into Seyfert 1 and Seyfert 2, which exhibit broad and narrow line emis-
sion in the optical and X-ray wavelengths respectively. They occasionally show weak radio emis-
*The process in which fast-moving electrons impart energy to low energy photons (Rybicki & Lightman, 1985).
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Table 4.1: Classiﬁcation and properties of active galactic nuclei (Middelberg & Bach, 2008).
Emission line properties
Radio loudness Type 2 (Narrow lines) Type 1 (Broad lines) Type 0 (‘no’ lines)
Radio quiet Seyfert 2 Seyfert 1
LINERs Quasars or QSOs
Radio loud NLRG Quasars Blazars
sion but are not sources of high radio luminosity. Similarly, the low-ionization nuclear emission-
line regions (LINERs) are also radio-quiet. Among the narrow-line radio galaxies (NLRG) fall the
twomorphological types originally proposed by Fanaroff &Riley (1974), Fanaroff-Riley I (FR I) and
Fanaroff-Riley II (FR II) galaxies: FR I galaxies have symmetrical jets that originate from the nucleus
and broaden and fade away as they get farther from the nucleus; FR II galaxies show collimated jets
that end in well-defined hot spots or lobes. Quasars are highly luminous high-redshift galaxies that
can be either radio-quiet (sometimes calledQuasi-StellarObjects orQSOs) or radio-loud. The radio-
loud quasars display high radio luminosities (1046 erg s 1)* and are some of the most energetic objects
in the sky. When the jets from a quasar are aligned very close to the line-of-sight to the observer, the
AGN is called a blazar (e.g., Antonucci, 1993; Urry & Padovani, 1995). Blazars include two types of
objects: (i) BL Lacertae (BL Lac) objects that lack strong emission or absorption features and are
highly variable and highly polarised, and (ii) ﬂat-spectrum radio quasars (FSRQ), which show con-
tinuum emission properties very similar to those of the BL Lac objects†. Depending on the viewing
angle, an AGNmay be classified into a quasar, blazar, or radio-loud galaxy. The unification scheme
for AGN is illustrated in Figure 4.1.
4.1.2 Brightness Temperatures and Jet Speeds
Equation (1.15) gives the brightness temperature Tb of a source in the limit of the Rayleigh-Jeans ap-
proximation to Planck’s law. For non-thermal emission, as is the case from blazars, Tb is the equiva-
lent temperature of a blackbody that radiates the same amount of power at the same wavelength λ.
Expressed in terms of frequency rather than wavelength, equation (1.15) becomes
Tb =
c2
2kBν2
Sν
ΔΩ ; (4.1)
where ν is the frequency of observation, Sν is the flux-density, kB is the Boltzmann constant, and ΔΩ
is the solid area subtended by the source.
*1 erg = 10 7 Joules.
†Several FSRQs and some BL Lac objects have been observed to exhibit emission lines as well (Middelberg & Bach,
2008).
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Figure 4.1: Uniﬁcation scheme for AGN. The appearance of an AGN depends on the angle between the line-of-sight to the ob-
server and the direction of the polar jets illustrated. The broad-line region (BLR) containing high-velocity gas and the narrow-line
region (NLR) composed of low-velocity gas might be obscured depending on the viewing angle, resulting in the AGN being classi-
ﬁed as one of the various typesmentioned in the text (Middelberg & Bach, 2008).
Brightness temperatures as high as 1010   1012 K are obtained from VLBI observations of com-
pact sources such as blazars, which can only be accounted for by non-thermal emission mechanisms
such as synchrotron emission in which relativistic electrons spiral through magnetic fields and ra-
diate. When Tb > 1012 K, the energy losses due to inverse Compton scattering dominate and Tb
decreases to between 1011 and 1012 K, where the inverse Compton and synchrotron losses are of the
same order (Kellerman & Pauliny-Toth, 1969). Early VLBI observations showed that Tb measure-
ments for almost all sources fell in the range of 1011  1012 but this was later found to be a consequence
of Earth-based measurements* (Kellerman, K. I., 2003). More recent observations have shown that
the brightness temperatures can be as high as 1013 K or even more (e.g. Zensus et al., 2002; Tingay
et al., 2001; Horiuchi et al., 2004; Kovalev et al., 2016). However, Bruni, G. et al. (2017) found that
such high intrinsic brightness temperatures are achieved and maintained only for short periods of
time in AGN jets and have pointed out that the availability of μas resolution does not guarantee the
measurement of brightness temperatures above the known limits.
Rees (1966) originally proposed that bright compact objects at cosmological distances are com-
posed of parts moving at relativistic speeds. This bulk relativistic motion is the most probable model
that explains the high brightness temperatures and apparent superluminal motion of jets observed in
*Themaximumpossible baseline length is limited by the diameter of the Earth and the range of flux densities observed
is limited due to the presence of atmosphere, among other factors, when observed from Earth.
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radio galaxies (e.g., Marscher & Scott, 1980). This enhanced Tb is a consequence ofDoppler boosting
in which the relativistic beaming of a jet moving at a small angle to the line-of-sight to the observer
increases the observed flux-density without increasing the size of the jet (Kellerman & Owen, 1988).
The measured brightness temperature and the internal brightness temperature Tb;int relate as
Tb = δ Tb;int (4.2)
where δ is theDoppler boosting factor.
4.2 EVNObservation of CGRaBS J0809+5341
CGRaBS J0809+5341 is an FSRQ, located at J 08h09m41:733s; +53d41m25:092s at redshift z = 2:144
(Pâris et al., 2014), originally observed by the Candidate Gamma-Ray Blazar Survey (Healey et al.,
2008). It was observed to emit a bright optical flare of magnitude M =  30:0 on April 12, 2014
(Balanutsa et al., 2014). High energy γ-ray outbursts have also been continuously detected as reported
by Paliya (2015). These outbursts are thought to be associated with a relativistic jet and accompanied
by a radio outburst aswell (e.g. Jorstad et al., 2001). To study the changes in the structure of the blazar,
An et al. (2016) conducted VLBI observations of the blazar on November 18, 2014 with the EVN at
a frequency of 5 GHz and followed it up with 22 GHz and 43 GHz observations using the KaVA,
a combination of the Korean VLBI Network (KVN) and the Japanese VLBI Exploration of Radio
Astrometry (VERA). In our analysis, we use the EVN observation carried out by An et al. (2016) at 5
GHz.
The EVNobservationwas performed using 8 EVN stations (Table 4.2) with one of them, Sheshan
(SH), located in Shanghai, China. Seven antennas of WSRT were used in phased arraymode*. The
blazar was observed for 130 minutes with an integration time of 2 s, using 8 16MHz spectral bands
of 32 channels each, located between 4926 and 5054MHz. BothR and L polarisations were recorded.
The uv-coverage of the synthesis is shown in Figure 4.2. The long baselines correspond to the SH
station and extend over 9000 km. Without SH, the maximum baseline length is about 2200 km.
Before any analysis can be performed, invalid or corrupted data must be identified and excluded
(ﬂagged). Datamaybe corrupteddue to a variety of reasons such as radio frequency interference (RFI)
from various natural and artificial sources. ManyRFImitigation techniques have been proposed and
implemented (e.g. Offringa et al., 2012, and references therein). After flagging, the visibilities were
fringe-fitted (section 5.1) and self-calibrated† (section 1.3.3). For this procedure, the channels in each
band were averaged together so that the data contained 8 bands of one channel each. The frequency-
averaging is made possible by the fact that the source is located at the pointing centre and is therefore
*Unlike in the correlationmode, in a phased array, the antenna beams are steered electronically to point in the desired
direction and the signals are added in phase.
†www.evlbi.org/user_guide/evn_datareduc.html. There are no primary calibrators in a VLBI observation since
sources compact enough at mas scales vary a lot in the measured flux-density.
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Table 4.2: EVN stations used in the observation along with the corresponding dish diameters and the nominal (SEFD) values. WB
was operated as a phased array with 7 antennas.
Station Code Diameter (m) Nominal SEFD (Jy)
Effelsberg EF 100 20
Jodrell Bank JB 25 320
Noto NT 32 260
Onsala ON 25 600
Torun TR 32 220
OAN-Yebes YS 40 160
Westerbork WB 725 120
Sheshan SH 25 720
Figure 4.2: The uv-coverage of the EVN observation. The longest baselines correspond to the Sheshan (SH) station.
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not affected by frequency smearing (Smirnov, 2011a). I extracted the spectral band centred at 4982.24
MHz for the analysis and the original UVFITS* file was converted into the Measurement Set (MS)
format† and the missing‡ baselines were introduced — with the corresponding data flagged — for
compatibility with the software used (section 4.3).
4.2.1 Conventional Analysis
A naturally-weighted (Briggs, 1995), deconvolved image of the self-calibrated data shows a compact
source (Figure 4.3). The deconvolution was performed using the CSCLEAN algorithm (Schwab,
Figure 4.3: Stokes I image of CGRaBS J0809+5341. The contours presented are 3; 3; 100; 1000; 2000, and 3000 times the
rms noise in the image (' 0:05mJy), with the negative contours shown as dashed lines. The red ellipse at the bottom left corner
is the PSF used for restoration by CLEAN: 5:7 2:2mas, oriented at an angle of 21:7.
1984) in lwimager§ with 1000 iterations. The PSF of the interferometer was calculated using theHog-
bom algorithm recommended for data with poor uv-coverage (Högbom, 1974). pybdsm estimates
that the source is unresolved with a flux-density of 161:1 0:01 mJy.
An et al. (2016) fitted a circular Gaussian source model to the self-calibrated visibilities and found
the best-fit size for the source to be 0:310:06mas, consistent with the previously-known core of the
blazar. Although they measured a brightness temperature of (0:25  0:6)  1012 K, expected in the
presence of a relativistically beamed jet of particles from the core, they could not resolve the blazar any
further than the known core, or image the jet. This measurement is further complicated by the fact
*FITS format file that records the uv-domain data in ASCII or binary tables.
†https://casa.nrao.edu/Memos/229.html
‡Due to the source not being visible to those baselines.
§https://github.com/casacore/casarest
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that the SH station does not have any other station close by to provide short baselines. As a result,
its gain calibration is much less precise and accurate than those of the other stations. Hence, in the
absence of short baselines, the low amplitudes observed at the longest baselines pertaining to SHmay
be the result of either the target being truly resolved or the gain calibration being wrong (Martí-Vidal
et al., 2012).
Although the results of the analysis cannot resolve the jet, there is reason to believe that the source
is resolved. Figure 4.4* shows the SH station gain amplitude and phase corrections with a 5 minute
solution interval† for the self-calibrated data and for a single point source model. The European
Figure 4.4: The ﬁgure on the left shows the gain amplitude (at unity) and phase corrections for the SH station after self-
calibration. The ﬁgure on the right shows the same for an assumed point sourcemodel at the centre, i.e. what the gain solutions
would be if the source were considered unresolved; the gain amplitudes here are noticeably higher than 1.
stations do not show any difference between the two plots. This shows that though the SHmeasure-
ments provide a strong reason to suspect that the jet is resolved, we cannot be sure howmuch of the
difference in the amplitudes is due to incorrect gain calibration.
To estimate the uncertainties in the gains and study the correlation between the source shape and
the station gains and the effect on the estimated brightness temperature, we performed Bayesian
model selection on the self-calibrated visibilities. Themodels used here are more complex than those
used for the WSRT simulations in Chapter 3, with parameters representing the individual station
gains and SEFDs. The MeqTrees +MultiNest setup used there would take days to estimate the
parameters for a single model. We therefore need a faster way to compute the likelihood function.
4.3 Montblanc: An Interlude
Graphics Processing Units (GPUs) consist of thousands of processing units (or cores) that are archi-
tected in such a way that they all execute a common program on separate data. Under Flynn’s tax-
*The plots were provided by Zsolt Paragi, who was part of the team that made the observation.
†An independent solvable gain term per antenna per 5 minutes.
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onomy of computer architectures, they fall under the category of Single Instruction, Multiple Data
(SIMD) architecture (Flynn, 1972). TheComputeUnifiedDeviceArchitecture (CUDA),written in a
variant of C, enables one to programGPUs to handle awide variety of applications apart from graph-
ics processing (NVIDIACorporation, 2016). Many radio astronomy algorithms are easily parallelised
and hence can benefit hugely from a GPU implementation (Barsdell et al., 2010).
Montblanc* is a GPU implementation of the RIME.Unlike oskar (Mort et al., 2010), another
GPU-based software that implements parts of the RIME on a GPU, Montblanc aims to imple-
ment the entire RIME on a GPU. Additionally, it computes the chi-squared to be used in evaluating
a Gaussian likelihood function such as equation (3.4). Montblanc is written in python, and uses
the numpy† package for scientific computing and PyCUDA‡ (Klöckner et al., 2012) for accessing
the CUDA architecture. It is publicly available for download at https://github.com/ska-sa/
montblanc.
4.3.1 Bayesian Analysis
Bayesian analysis proceeds by repeatedly sampling from the parameter space and evaluating the like-
lihood function at every iteration. To speed this up, both the model visibilities using the RIME and
the χ2 for computing the likelihood are calculated on the GPU (Perkins et al., 2015).
Figure 4.5 shows the algorithm flow for one iteration. The CPU-based numerical sampler samples
a set of parameter values from the parameter space of aRIMEmodel. These parameters could pertain
to either the sky or the telescope, as indicated by the green boxes in the figure. The model visibilities
are computed using the RIME and are used in combination with the data (observed visibilities) to
compute the χ2 on the GPU. This value is returned to the CPU in which the likelihood function
computation is completed and used by the sampler to decide on the next set of parameter values to
sample. This process is repeated until a stopping criterion is reached.
4.3.2 Testing and Performance
We testedMontblancon aTeslaK40MGPUdevice. TheK40Mconsists of 2880CUDAprocessor
cores and 12 GB of memory. The software was debugged and various useful features were added
during the unit-testing. As of January 2017, Montblanc consists of versions v2 through v5, with
substantial changes made to the architecture and the Application Programming Interface (API) in
versions v4 and v5. One particular issue that took some time to resolve is worth mentioning here.
Montblanc provides a visibility-weighting mechanism that enables the user to weight the vis-
*Thework described in this section was published asMontblanc: GPU accelerated radio interferometer measurement
equations in support of Bayesian inference for radio observations (Perkins et al., 2015). I was a co-author, involved in
unit-testing the software.
†www.numpy.org
‡https://mathema.tician.de/software/pycuda
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Figure 4.5: Algorithm ﬂow for Bayesian analysis usingMontblanc. Red boxes indicate computation, green boxes, input, and blue
boxes, output (Perkins et al., 2015).
ibilities according to their own weighting scheme. This facility is provided by a weight_vector*
which is combined with the vector of visibilities before the likelihood is computed. This vector was
originally merged with a flag_vector that was intended to keep track of the flagged visibilities.
In flag_vector,De Morgan’s laws were applied to combine the flags read from the two columns
FLAG and FLAG_ROW in the MS. Named after the British mathematician Augustus De Morgan
(1806-1871), the two laws may be stated as, given two propositionsX and Y, the following two prop-
erties hold:
:(X ^ Y) () (:X) _ (:Y)
:(X _ Y) () (:X) ^ (:Y)
(4.3)
where : denotes negation of a proposition and ^ and _ denote the operations of conjunction and
disjunction respectively. Both themergingof the vectors and the applicationofDeMorgan’s lawswere
implemented incorrectly in the original version of Montblanc. I performed various simulations
with and without the introduction of flagged baselines before I homed in on both the issues. This
bug was corrected in a subsequent update† that separates the flag and the weight vectors, allowing
the visibilities to be flagged independent of the weights, and also corrects the implementation of De
*A vector in computer science is closely related to the concept of an array, both of which may be multi-dimensional
and have a certain amount of storage allocated to them. For more details about arrays and vectors, any book on program-
ming can be referred to (e.g. Stroustrup, 2013).
†https://github.com/ska-sa/montblanc/commit/d26310cdd157b47f9a51edf0164ad749f47ee382
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Morgan’s laws. With this amendment, the software was ready for application to the EVN data.
Montblanc is written in such a way that the different Jones matrices involved (section 1.3.2)
are computed in parallel and differ in computational complexity according to whether they can be
separated out into antenna-based terms or not (Perkins et al., 2015). For instance, the E and the K
Jones terms can be expressed as antenna-based matrices and hence their computational complexity is
O(ntime  nant  nsrc  nchan), where the four variables stand for numbers of timestamps,
antennas, sources, and frequency channels respectively. In contrast, the computational complexity
forB is baseline-dependent (O(ntimenblnsrcnchan), wherenbl is the number of baselines)
and starts dominating the execution time as the number of baselines increases. A comparison of
the execution speeds of Montblanc, oskar, and MeqTrees is given in Figure 4.6. MeqTrees
Figure 4.6: The factors of speed-up achieved byMontblanc compared to (a) oskar and (b)MeqTrees (Perkins et al., 2015).
executed on a dual hexacore E5-2620v2 system while oskar executed on the Tesla K40. In all cases,
64 frequency channels, 100 timesteps, 50 point and 50 Gaussian sources were used in the synthetic
data on which the three software operated.
Currently,Montblanc supports the evaluation of three different sourcemorphologies—point,
Gaussian, and Sérsic* profiles to describe brightness distributions. For our analyses, we need only the
point and the Gaussian brightness distributions.
4.4 Analysis
4.4.1 Description ofModels
I compare three morphological models to describe unresolved or partially-resolved sources, each dif-
fering in the assumed brightness distribution of the source:
*https://github.com/ska-sa/montblanc/commit/bafa4b6 byMarzia Rivi (2015).
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PT: The point source model consists of one flux-density parameter, Sν, and two parameters that
describe the position of the source, (l;m), the direction cosines measured with respect to the
(u; v) co-ordinates.
GAU: The elliptical Gaussian model consists of Sν and (l;m) along with three more parameters,
lp;mp, and r, describing the shape of the source. These three parameters are related to the
major axis emaj, minor axis emin, and position angle or orientation θ of the ellipse in the same
way as in equation (3.7) which is reproduced here:
lp = emaj sin θ
mp = emaj cos θ
r = emin=emaj:
(4.4)
Figure 3.6 shows how these three parameters describe a Gaussian brightness distribution.
CIRC: The circular Gaussianmodel consists of the same six parameters as GAU, with the exception
that the ratio r is given a delta distribution at unity, forcing the shape to be circular.
Table 4.3:Models evaluated in this study. Besides the source parameters, there are 7 free parameters describing the station gain
amplitudes and 8 parameters describing the individual station SEFDs.
Model Number of parameters Parametrisation
PT 18
Flux Density (Sν)
Position (l;m)
Station gain amplitudes (jgpj)
SEFDp
GAU 21
Flux Density (Sν)
Position (l;m)
Shape (lp;mp; r)
Station gain amplitudes (jgpj)
SEFDp
CIRC 20
Flux Density (Sν)
Position (l;m)
Shape (lp;mp)
Station gain amplitudes (jgpj)
SEFDp
A summary of the parametrisation of each model is given in Table 4.3. Alongside the parameters
that describe the source, all threemodels incorporate the same instrumental parameters. In principle,
any instrumental effect could be modelled using the RIME (see section 1.3.2), while in practice, we
are often limited by the software used to sample the parameter space. The MultiNest algorithm
performs best with low-dimensional (. 30) parameter spaces (Feroz &Hobson, 2008).
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For the present experiment, themost important parameters that affect the source shape estimation
are the amplitudes of the complex station gains and the per visibility noise term σpq that varies with
baseline. The complex station gains varywith respect to timeduring the course of the observation and
are solved for during the preliminary self-calibration (section 4.2.1). The resulting gain amplitudes
and phases are sufficiently smooth in time to be modelled using one complex gain term per station.
Moreover, since all the sourcemodels considered place the source at the pointing centre, themeasured
phases on all the baselines will be zero. Hence, I hold the gain phases constant at zero, bringing the
number of gain-related parameters to one amplitude term per station.
Accounting for the per-visibility noise term σpq for each baseline pq would mean that there are
as many noise parameters as there are baselines. But random (Gaussian-distributed) noise can be
expressed in terms of the system temperature Tsys of the receiver system of each individual station,
or rather, in terms of the SEFD of each station (section 1.4). VLBI observations are often conducted
using heterogeneous arrays* composed of individual stations that are of different sizes and possibly,
shapes, and are not connected to the same electronics. This results in the individual station SEFDs
varying widely in any VLBI observation. The per-visibility uncertainty for one polarisation in terms
of the geometric mean of the station SEFDs is given by the radiometer equation (Thompson et al.,
2017):
σpq =
SEFDpqp
δν τpq
;
where SEFDpq =
p
SEFDp x SEFDq;
(4.5)
Here SEFDp is the SEFD of station p, δν is the channel bandwidth, and τpq is the integration time for
baseline pq. This is thenused toweight themodel visibilities using the reciprocal of the corresponding
variance (natural weighting). Thus we bring the number of parameters that describe the noise from
the number of baselines to the number of stations.
4.4.2 Building the RIME
Similar to section 3.3.1.3, I assume a flat spectral index and use the flux-density parameter Sν to con-
struct the brightness matrix:
B =

Sν 0
0 Sν

: (4.6)
As with the previous case, the first linear transformation this signal undergoes is represented by the
phase delay matrixK, associated with the difference in the geometric path lengths from the source to
antennas p and q:
Kp = e iκp  e iκp

1 0
0 1

: (4.7)
*Some VLBI arrays such as the Very Long Baseline Array (VLBA) and the aforementioned KVN and VERA are
homogeneous.
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And the source coherency matrix can be written as
Xpq = Kp BKHq = Be iκpq : (4.8)
Unlike the case with the models used for the WSRT simulations, here I include station gains and
SEFDs as instrumental parameters. To a first order, we can assume equal gains for the twopolarisation
feeds, gp = gxp = gyp , and reduce the diagonal G-Jones matrix describing station gains to a scalar
matrix:
Gp =

gp 0
0 gp

= gp

1 0
0 1

: (4.9)
The PSF of the observation is 5:7  2:2 mas when the visibilities are weighted naturally, while the
primary beams of the stations are at least 8 arcmin wide at 5 GHz. Hence, for a source located at the
pointing centre, the primary beams do not affect the observation, and theE-Jonesmatrix representing
the primary beam effects is set to unity, further simplifying the RIME.
Now, remembering the additive Gaussian noise term with zero mean and a variance of σ2pq per
visibility, the RIME for the point source becomes
Vpq = GpXpq GHq +N (0; σ2pq): (4.10)
For the models GAU and CIRC, the summation becomes an integral performed over the extent of
the source. Expressed in terms of the direction cosines l andm, the RIMEbecomes (Thompson et al.,
2017, section 3.1)
Vpq =
ZZ
lm
GpXpq(l;m)GHq dΩ + N (0; σ2pq);
where dΩ = dl dmp
1  l2  m2 :
(4.11)
The entire model is computed by Montblanc for all timestamps, baselines, sources, and fre-
quency channels during every iteration of the likelihood computation.
4.4.3 Prior Distributions
I set uniform priors Π(Θ) onmost parameters (Table 4.4). Since the prior ranges do not spanmulti-
ple orders of magnitude, uniform priors are sufficiently uninformative to not introduce unjustifiable
biases. The prior range for Sν is chosen based on what we know about the flux-density of J0809+5341
from preliminary imaging and source extraction (section 4.2). The prior distribution for lp (the sine
projection of emaj) is restricted to non-negative values so that the position angle estimate is constrained
to a range of 180. This allows us to break the degeneracy between two Gaussians of the same size of
which one is rotated 180 with respect to the other. I also allow the gain amplitudes to vary between
20 per cent of unity and keep the corresponding phases fixed at zero. This is achieved by setting
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Table 4.4: Prior distributions for the different parameters used. All the listed parameters were set uniform priors with the range
indicated by the values in the square brackets. The parameters with delta priors are not included.
Parameter / units Prior distribution
Sν / Jy [0.1, 0.2]
l&m / mas [-4, 4]
lp / mas [0, +4]
mp / mas [-4, +4]
r [0, 1]
jgpj, where p 6= EF [0.8, 1.2]
SEFD / Jy [5, 800]
delta distributions centred at the known values of the parameters. The data do not impact the pos-
teriors of such parameters since the posteriors are also delta distributions at the same locations in the
parameter space. To break the degeneracy between Sν and jgpj estimates, the gain amplitude of the
EF station is set a delta prior at unity. I choose EF because it provides some of the shortest baselines
(except for the baseline with SH) in the synthesis and is not sensitive to the structure of the compact
source, and the preliminary self-calibration estimates that EF has the most stable gain (Figure 4.7).
Figure 4.7: The gain amplitude and phase solutions for the EF station over the course of the observation.
For themodel selection step, I assign equal priors to all themodels considered, so that the logarithm
of the Bayes factor B12 may directly be used for model comparison.
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4.4.4 Likelihood Function
The likelihood for this problem is different from the one used in section 3.3.1.4 since the Gaussian
noise σ is not commonbetweenbaselines. Given the observed (VD) and themodelled (VM) visibilities,
and the uncertainty σk that varies with baseline, the likelihood function for parameter estimation for
modelHmay be written as
L(ΘjVD;H) = 12NvisY
k=1
p
2πσ2k
exp

 χ
2
2

;
where χ2 =
2NvisX
k=1

VMk   VDk
σk
2
;
(4.12)
andNvis is the total number of complex visibilities. The summation is carried out over 2Nvis since we
consider the real and imaginary parts separately. Taking the natural logarithm ofL, we obtain
ln(L) =
2NvisX
k=1
ln

(2πσ2k) 1=2
  χ22
=   12
2NvisX
k=1
ln [2πσ2k] 
χ2
2 :
(4.13)
The noise is modelled such that the variance for the real and imaginary parts of a complex visibility is
the same. Hence, counting each σk twice, we arrive at the final form of the log-likelihood function:
ln(L) =  
NvisX
k=1
ln [2πσ2k] 
χ2
2 : (4.14)
The chi-squared is computed during each iteration by Montblanc on the GPU and the rest of
equation (4.14) is evaluated in the CPU by the Python code for Bayesian analysis.
4.5 Results
MultiNest takes the prior distributions and the likelihood as its inputs, computes the natural loga-
rithm of the Bayesian evidence for each model, and produces the joint posterior as a by-product. We
evaluate eachmodel independently and use the corresponding logarithmic evidences to compute the
Bayes factor between models using equation (2.16).
The analysis reveals that the factors 2 ln(Bij), for GAU against PT and CIRC are 21:0  0:8 and
26:0  0:8 respectively. Applying the criteria set aside in Table 2.1, we conclude that there is a very
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strong preference for the ellipticalGaussian (GAU)over the other twomodels*. In linear scale, the log-
odds translate to> 109 : 1 and> 1011 : 1 in favour of GAU against PT and CIRC respectively. These
are very high odds against the source either being unresolved or possessing just a compact circular
core. We may conclude that there is elongated structure in the source which is quite possibly, the
relativistic jet. To estimate whether the brightness temperature of this source is in accordance with
what is expected in the presence of a jet, we explore the posteriors of the parameters of GAU.
Figure 4.8 shows the correlations between various parameters of GAU. Using the quantities emaj,
emin, and θ, obtained from equations (4.4) for visualisation, we see that the individual station SEFDs
are mostly uncorrelated with the source and the gain parameters, and with each other. This is to be
expected since random variations in SEFDs do not systematically affect the source shape estimates.
The station gain amplitudes are correlated negatively with the estimated flux-density as one would
expect: the higher the instrumental gain, the lower the true flux-density of the source. The gain
amplitude of SH, jgshj, the station that provides the longest baselines, is correlated positively with the
size estimates. This indicates that there is degeneracy between these parameters (section 4.2.1) which
makes it difficult to disentangle the effects of the resolution of the source frompoor calibration of SH.
The Noto (NT) gain amplitude, jgntj, also shows a positive correlation with the shape parameters.
Located in Italy, NT provides the longest baselines within Europe and lacks as many short baselines
as the other stations. This results in a mild degeneracy between jgntj and emaj & emin†. There is also a
strong correlation between the position estimates (although with uncertainties of the order of as),
whichmay be due to the position not being constrained tightly enough along the extent of themajor
axis of the PSF.
The 1-D and 2-D marginalised posteriors of the source and the station gain parameters, along
with the derived source brightness temperature, Tb (section 4.5.3) are shown in Figure 4.9. The 2-D
marginalised posterior distributions between jgshj and the three shape parameters show the precise
nature of the correlations between them. Presenting these relationships in full is the most complete
statement we can make about these parameters given the data. The SH gain amplitude is not con-
strained to the sameprecision as those of the other stations by the preliminary self-calibration process.
As we have seen, SH does not form short baselines with any other station, thereby making it diffi-
cult for amplitude self-calibration to correct for the biased gains (Martí-Vidal et al., 2012). Hence,
measurements involving SH have contributions from both the resolved source structure and the un-
certainties in the calibration of jgshj. We also see degeneracy between the three shape parameters emaj,
emin, and θ. The shapemeasurements are constrained also by the fact that the entire observation lasted
only for 130minutes, with a poor uv-coverage (Figure 4.2). The resolution is the lowest perpendicular
to the direction alongwhich the baseline length is the longest (over 9000 km). This introduces greater
uncertainty in positionmeasurement along the major axis of the PSF, which reflects in the posteriors
*The quoted relative ln-evidences are obtained from the importance nested sampling results owing to their better
accuracy, while the uncertainties are obtained from the vanilla nested sampling results (Feroz et al., 2013).
†See also section 4.5.1.
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Figure 4.8: Correlations between the posteriors for model GAU. The quantities emaj, emin, and θ are derived from the shape
parameters (equation (4.4)). The parameters with delta prior distributions are excluded from the ﬁgure. The coloured ellipses
correspond to the correlation coefﬁcients shown at the bottom; the higher the ellipticity, the stronger the correlation.
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Figure 4.9: The 1-D posteriors and 2-D correlations of the source and the station gain parameters for model GAU. The principal
diagonal gives the 1-Dmarginalised posterior distributions of the estimated ﬂux-density (Sν), the source brightness temperature
(Tb), the derived shape quantities (emaj, emin, θ), and the station gain amplitudes jgpj, while the lower triangular matrix gives the
2-D joint posteriors between their various combinations. The 68 and 95 per cent credible regions are indicated by the light-red
and dark-red shaded regions respectively. Parameters with delta priors and the station SEFDs (which are uncorrelated with the
other parameters) are excluded from the ﬁgure.
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of emin and θ which cannot be approximated by a Gaussian curve. This is precisely the reason why a
Bayesian analysis which naturally produces the correlations between the parameter estimates and the
uncertainties in their posteriors is necessary to resolve the source structure.
Figure 4.10 highlights the regions in the marginalised posteriors of emaj and emin that correspond
to a 1 per cent variation in that of jgshj (which varies by about 12 per cent) about its mean. Providing
Figure 4.10: The correlations between SH gain amplitude and the shape parameters. The horizontal bars on either side of the
regions shaded green correspond to1 per cent about themean of themarginalised posterior of gsh. The light and dark red
shaded regions indicate the 68 and 95 per cent credible regions respectively of the posteriors of the shape parameters emaj and
emin. It is evident that a better gain calibration would constrain both emaj and emin better, due to the strong correlation between
the two (not highlighted here; refer Figure 4.9).
short baselines for outlying stations such as SH by introducing more VLBI antennas close by would
reduce the sparsity of the array distribution and minimise the uncertainty in the estimation of the
station gains. In Shanghai, there are now two radio telescopes available for VLBI: the old Sheshan
25m (SH) and the new Tianma 65m telescope which provides the necessary short baselines for SH
(Kawaguchi et al., 2015). Whenboth are used inVLBI observations, the gain calibration of the longest
EVN baselines will improve and result in reduced uncertainty in the derived shape parameter and
brightness temperature distributions.
Figure 4.11 shows the 1-D and 2-D marginalised posteriors of the individual station SEFDs. As
with the plot of correlation coefficients, it can be seen that the SEFDs are independent of and uncor-
related with each other. Nevertheless it was necessary to estimate these values in order to quantify
the baseline-dependent noise and to use the corresponding uncertainties during marginalisation to
obtain the posteriors of the source parameters and the station gains.
4.5.1 Model Selectionwith European Baselines Only
In the absence of SH, NT provides the longest baselines in the synthesis. The NT gain amplitude
is positively correlated with the shape parameters (Figures 4.8 & 4.9). This correlation provided the
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Figure 4.11: The 1-D and 2-Dmarginalised posteriors of the estimated individual station SEFDs pertaining to the elliptical Gaus-
sianmorphology GAU.
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motivation for testing whether the source can successfully be resolved using only the baselines cor-
responding to the European stations. I evaluated all three models described in section 4.4.1 on these
data. The relative logarithmic evidence between PT and GAU comes out to be 2:86  0:75, while
that between PT and CIRC is 1:61  0:76. There is positive evidence for PT and a mild preference
for CIRC over GAU but according to Jeffreys’ criterion (Table 2.1) the model selection ratio is not
strong enough to conclude that the source is resolved. So, without the measurements from the SH
station, we are forced to conclude that the source is unresolved.
4.5.2 ComparisonwithDifmap Results
We performed model-fitting to the data using Difmap*, conventionally used in VLBI, so that we
could compare our results with those reported by An et al. (2016). Difmap is a software package for
self-calibrating visibilities and building up a model of the sky iteratively (Shepherd, 1997). It returns
the best-fit parameter estimates and the reduced chi-squared, χ2red, for three different models as a
measure of their goodness-of-fit† to the data. The χ2red values for these models, obtained with and
without the SH measurements in the data, are shown in Table 4.5. These models include only the
Table 4.5: Reduced chi-squared values for the threemodels obtainedwith andwithout the SHmeasurements using Difmap. The
asterisk indicates that thesemodels do not take instrumental effects into account.
Model χ
2
red with SH χ2red without SH
(DoF = 164173) (DoF = 121501)
PT* 2.2442 1.7266
GAU* 1.8746 1.7253
CIRC* 1.8785 1.7256
source parameters and do not account for the instrumental effects considered in the original three
models (Table 4.3). As a result, they are much simpler than the models evaluated using the RIME.
With the SH measurements included, there is a slight preference for the resolved source models.
Without the SHmeasurements, as with the Bayesian analysis, PT is at least as good a fit as any other
model if not better, because of its simplicity. Though χ2red has traditionally been used for model
selection, it is a poor substitute for Bayesian evidence since it assumes that the underlying processes
are Gaussian. The Bayesian approach does not depend on this assumption. Moreover, there is no
measurement of the uncertainty in the value of χ2red, which becomes important when the χ2red values
of two models do not differ much. In contrast, the Bayesian evidence has an uncertainty associated
with it which we may use to determine the significance of the model selection ratio.
*ftp://ftp.astro.caltech.edu/pub/difmap/difmap.html
†χ2red = χ2 =DoF,whereDoF stands fordegrees of freedom, obtainedby subtracting thenumber ofmodel parameters
from the number of measurements.
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Figure 4.12 shows the relation between the Difmap best-estimates and the posterior distributions
of the source flux-density and shape estimates obtained using the Bayesian analysis. The Difmap
Figure 4.12: Comparison of the posteriors of the source parameters with the corresponding Difmap estimates. The vertical
red lines correspond to the best-ﬁt Difmap values printed alongside and the histograms correspond to the 1-Dmarginalised
posteriors of the source parameters.
estimates are point estimates with no associated uncertainties. From the figure, we see that they fall
within the 68 per cent credible region of the Bayesian posteriors when the posteriors are approxi-
matelyGaussian (Sν and emaj). For emin and θ, the posteriors are non-Gaussian andmust be presented
and accounted for in full while drawing inferences, such as estimating the brightness temperature dis-
tribution of the blazar to detect the presence of intrinsic source structure.
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Figure 4.13: Histogram of the brightness temperature of CGRaBS J0809+5341 shown in black. The 68 per cent credible region
(0.17 to 0.36) around themode (0.25) is shaded light red.
4.5.3 What Does ThisMean for the Blazar?
Equation (4.1) gives the expression for calculating the brightness temperature of a radio source in the
Rayleigh-Jeans limit. For a source with Gaussianmorphology at high redshifts, this relation becomes
(Kellerman &Owen, 1988)
Tb = 1:22
Sν
ν2 emajemin
(1+ z) 1012 K; (4.15)
With ν = 4:98224GHz and z = 2:144, I use the full posterior distributions of Sν, emaj, and emin
to infer the distribution of Tb (Figure 4.13). This ensures that our measurements account for the
uncertainties in the source flux-density and shape estimates. The mode of the distribution occurs at
0:25 1012 K. The 68 per cent credible region placesTb between 0:17 1012 K and 0:36 1012 K. The
few very high values of Tb correspond to the very low values of emin.
Our Tb estimates for the blazar lie within the range corresponding to the inverse Compton limit
of'1011  1012 K for the brightness temperature (Kellerman& Pauliny-Toth, 1969). As explained in
section4.1.2, this is a consequence ofDoppler boosting inwhich the relativistic beamingof a jetmoving
at a small angle to the line of sight to the observer increases the observed flux-density (Kellerman
& Owen, 1988). Moreover the jet would be asymmetric, since the part of the jet moving towards
the observer will be Doppler-boosted while the flux-density of the part that moves away from the
observer will be diminished to such an extent that it might go unobserved. SinceTb = δ Tb;int, where
δ is the Doppler boosting factor and Tb;int is the intrinsic brightness temperature, our result implies
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that the source is indeed relativistically Doppler-boosted i.e. δ > 1 and that there is strong reason to
believe that this source is composed of particles moving at relativistic speeds, beamed more or less in
the direction of the Earth.
4.6 A Bayesian Criterion for the Resolution Limit
Martí-Vidal et al. (2012) derived the maximum theoretical super-resolution power of an interferome-
ter, dependent on the signal-to-noise ratio of the visibility measurements, from theoretical consider-
ations. The minimum resolvable source size θM is given by
θM = β

lc
2(SNR)2
1=4
 FWHM: (4.16)
β depends on the shape and the intensity profile of the source model and takes values between 0.5
and 1. For source profiles with higher intensities at lower scales, the value of β is closer to 1. lc is the
log-likelihood value that corresponds to the critical probability of the null hypothesis, which is taken
to be the point source model. It takes the values 3.84 and 8.81 for a 5 per cent and a 0.3 per cent
probability cut-off of the null hypothesis respectively (Martí-Vidal et al., 2012). The FWHM is the
full-width at half maximum of a circular PSF. For an interferometer with an elliptical PSF such as
ours, the circular FWHM equivalent is given by
p
ab, where a and b are the major and minor axes of
the PSF respectively (Lobanov, 2005).
The signal-to-noise ratio (SNR) is calculated by computing the ratio between theweighted average
of the visibilities and the noise σ = σvis=
p
N. If σ varies between measurements (equation 4.5), then
by Parseval’s theorem*, the rms noise σrms in the naturally-weighted residual image of the sky (after
the source has been subtracted out) can be equated to σ as
σ2 = σ
2
vis
N = σ
2
rms;
σ = σrms:
(4.17)
Equation (4.16) gives the theoretical limit for super-resolution of an interferometer under ideal
conditions. Under realistic observing conditions such as the presence of RFI or gain corruptions
and antenna miscalibrations, one would expect the limit to be worse than the theoretical limit. I set
out to derive a criterion for the super-resolution limit using our probabilistic approach on synthetic
observations.
I set theminimum resolvable size, θB, to the size of the source atwhich the evidence for the resolved
sourcemodel (CIRC) against the unresolved sourcemodel (PT) turns positive (Table 2.1). The param-
eters of CIRC and PT are the same as the ones used in the analysis of the CGRaBS J0809+5341 data
*Parseval’s theorem, in this context, ensures that the total power of the noise remains the same regardless of whether
it is computed in the image domain or in the uv-domain.
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(Table 4.3). To compare θM with θB, I simulated a series of observations, each with a compact circular
Gaussian source of decreasing sizes located at the pointing centre of the interferometer. For the sta-
tion gains and SEFDs, I used themaximum a posteriori (MAP) estimates obtained from analysing the
actual data. I performedmodel selection between CIRC and PT for three such sets of simulated data
for three different SNR levels, where SNR is calculated according to equation (4.17), and computed
the Bayes factor between CIRC and PT (Table 4.6).
Table 4.6: A comparison of the resolution limits denoted by θM and θB, obtained using equation (4.16) with β = 1 and lc = 8:81
and by using the Bayesian approach respectively, for the sparse VLBI array described in Table 4.2 for different SNR levels at 5
GHz. The circular FWHMequivalent of the naturally-weighted elliptical PSF is
p5:7 2:2 = 3:54mas. For higher SNR levels,
θB is limitedmore by the gain amplitude calibration than by the theoretical capabilities of the array. The last column gives the
maximum brightness temperature one couldmeasure for a source of 1 Jy, derived from θB.
SNR θM (mas) θB (mas) θB/FWHM Tb/Sν (1012 K/Jy)
150 0.42 0.45 0.13 0.763
2000 0.11 0.29 0.09 1.837
5900 0.07 0.17 0.05 5.347
The three sets of simulated observations had SNR levels of 150:1, 2000:1, and 5900:1. From Ta-
ble 4.6, we see that the source size θB at which the Bayesian method starts preferring CIRC over PT
with log-Bayes factor of> 2 is larger than the theoretical limit which depends only on the SNR and
assumes perfect calibration of instrumental instabilities. Martí-Vidal et al. (2012) observe howvarious
factors such as the proportion of long baselines in an array configuration, source structure, and biased
gains of the antennas providing the long baselines will further limit the resolving power of the inter-
ferometer. The Bayesian approach is sensitive to factors such as source shape, biased instrumental
gains, and the associated uncertainties and provides a more realistic estimate of the minimum resolv-
able source size. This is made possible due to the RIME being able to model realistic instrumental
effects. At low SNR, we see that θB is close to the theoretical limit θM. As the SNR improves, the
instabilities in instrumental gains injected into the simulations start playing a more significant role
and the θB is up to 2   3 times larger than θM. Substituting the minimum resolvable size into equa-
tion (4.15), we have also derived the maximum Tb that could be measured given an interferometer
configuration.
4.7 Conclusions
Based on the Bayes factors obtained, we have very strong evidence for a resolved source with slightly
elongated structure, in agreement with what is expected for a partially synchrotron self-absorbed
compact jet in a flaring blazar. By simultaneously estimating source parameters along with the an-
tenna gains and SEFDs, we have also acquired knowledge of the precision of our estimate of the
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source size and its correlation with antenna gains. Without SH visibilities, the Bayesian evidence
indicates that the source must be considered unresolved.
jgshj varies by about 12 per cent, which is about an order of magnitude worse than the precision in
the gain amplitude calibration of all but one (NT) European station. The dependence of the shape
parameters on jgshj results in the minor axis and the position angle of the Gaussian in model GAU
being poorly constrained. This also illustrates the necessity of accounting for calibration errors for the
stations providing the long baselines, lest we are led astray in our attempts to estimate the parameters
relevant for the science goals.
Currently, we are limited only by the performance of the MultiNest sampler required to com-
pute the evidence. The RIME canmodel any time or frequency variation in the source and in the in-
strumental effects. Within this framework, data frommultiple spectral bands and epochs can be anal-
ysed together, incorporating time and frequency variation in the complex antenna gains. Future anal-
yses will benefit from numerical samplers for evidence computation tailored for higher-dimensional
parameter spaces (e.g. Handley et al., 2015a,b).
The brightness temperature distribution we have derived for CGRaBS J0809+5341 accounts for
the uncertainties in the source shape and instrumental gain calibration and indicates that the source is
Doppler-boosted and that the intrinsic brightness temperaturemust be lower thanwhatwemeasure,
consistent with the literature.
The analysis of synthetic observations of different SNR levels shows that, as the SNR improves
(SNR100), we are constrained less by the theoretical capabilities of the interferometer array and
more by the effects of miscalibration of station gains and the discrepancy between θM and θB be-
comesmore pronounced. The constraints derived byMartí-Vidal et al. (2012) assume perfect calibra-
tion. Our approach is more sensitive to uncertainties in source shape estimates and their correlation
with instrumental gains and provides more realistic estimates that are 2 to 3 times the estimates ob-
tained from equation (4.16). Knowledge of θB also enables us to estimate the maximum brightness
temperature that one canmeasure for a given interferometer configuration. Such analyses will help in
setting a practical limit to the super-resolution capabilities of sensitive future VLBI experiments with
the Square Kilometre Array (SKA-VLBI), where the resolution of source structure down to a few
tens of as with high precision can be reasonably expected, provided the gains of stations providing
long baselines are pinned down as accurately as possible.
4.8 FutureWork
The gains assumed in this analysis are time-invariant. Although they prove useful in performing
model selection between point and resolved source models and studying major effects of gain insta-
bilities on visibilities measured by long baselines, this is too simplistic an assumption to enable us to
performdeeper studies of intrinsic source structure andmore realistic effects of time-dependent gains
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on visibilities. Using Kalman ﬁlters* for time-dependent gain calibration would enable us to model
more realistic gain effects (Tasse, C., 2014). This long-term goal would also be relevant to other prob-
lems such as fringe-fitting (Chapter 5).
Thepreliminaryphase self-calibrationwouldhave introduced correlationsbetweenvisibility phases
measured across different baselines. These, depending upon how severe the effects of self-calibration
are, would leave us with data containing systematic biases. Taking these effects into consideration
would give us better estimates for parameters such as the source positions. The current software
setup is capable of handling these effects, at the cost of increased execution time. Nevertheless, this
is a promising line of analysis for the future. Finally, the use of more complex source models would
enable us to study the structure of the blazar in more detail.
*Unlike the least-squares method, which attempts to find the best-fit estimate, Kalman filters minimise the uncer-
tainty on the estimate given information on previous states.
5
Probabilistic Fringe-fitting
An essential component of interferometry is the estimation of the spatial coherence func-
tion (the source coherency in equation (1.31)) of electromagnetic fields measured at two different lo-
cations in space. VLBI observations are similar to those made using connected-element interferom-
eters insofar as the aim is to obtain this coherence function. But, since the stations participating in
a VLBI observation are typically located thousands of kilometres apart, techniques different from
those employed for connected-element interferometry are brought into play to generate and anal-
yse VLBI data. Due to the long baselines involved (> 100 km), the atmospheric (both tropospheric
and ionospheric) conditions at the individual stations are different, leading to different atmospheric
propagation delays that are uncorrelated (Thompson et al., 2017, Chapter 9). Moreover, the use of
independent frequency standards at the participant stations (the local oscillators are not shared over
the large distances involved) introduces another source of systematic uncertainty in determining the
time at which a wavefront arrives at a given station. These errors, if not corrected for, may decohere
the signal completely in the worst case or reduce the coherence time, the time interval over which the
measured visibilities can be averagedwithout a net loss of amplitude that results in reduced sensitivity
of the data (Schwab & Cotton, 1983).
A correlator must correlate the signals from different stations while ensuring that the signals cor-
respond to the same incoming wavefront. But the stations are located at different distances from the
source, so the wavefront arrives at different times (the geometric delay or, simply, the delay). Besides,
the stations are moving at different speeds along the direction to the source, resulting in different
Doppler shifts of the incoming wave (the fringe rate or, simply, the rate) (Taylor et al., 1999, Chap-
ter 22). Various factors such as Earth rotation and atmospheric effects, antenna structure, station
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clocks, and source structure affect these time- and frequency-dependent variations in the phases* of
the measured visibilities (Thompson et al., 2017, Chapter 13). These and many more subtle effects
are accounted for in the correlator model, a geometrical model used by the correlator to estimate
and correct for the delays and fringe rates (Taylor et al., 1999, Chapter 22). Systematic errors in the
model result in residual time- and frequency- dependent phase variations, along with a phase oﬀset.
Correcting for these residual rates and delays, along with the phase offsets, in a process known as
fringe-ﬁtting or fringe-search, allows one to average data over larger intervals of time and frequency,
thereby increasing the coherence time and improving the sensitivity.
Fringe-fitting is typically one of the first steps performed before self-calibrating and imaging VLBI
data. The EVN observation of CGRaBS J0809+5341 described in Chapter 4 had already been fringe-
fitted and self-calibrated (section 4.2) before I analysed it using our Bayesian inference framework. In
this chapter, we aim to extend the application of Bayesian inference to include fringe-fitting while si-
multaneously estimating the source properties. Since the process involves solving for phases and their
time and frequency derivatives, it can be expressed in terms of Jonesmatrices in theRIME formalism.
The residual phase offsets, delays, and rates can be expressed in parametric form and incorporated
into the phases of the individual complex terms of these Jones matrices. We then test this formal-
ism by performing parameter estimation and model selection on synthetic observations of compact
sources made using the Very Long Baseline Array (VLBA) and the Event Horizon Telescope (EHT,
Doeleman et al., 2009).
5.1 Fringe-fitting
The atmospheric conditions over the different stations vary considerably in any VLBI observation
which results in significant phase variations being introduced in themeasured visibilities. This results
in loss of amplitude of the visibilities called decoherence†. Fringe-fitting is the process of minimising
this decoherence by solving for the phase variations that remain after the correlator model has been
applied to the visibilities. This enables further averaging after the correlation to improve the SNR
of the data. The old baseline-based fringe-fitting method has been replaced by ‘global’ fringe-fitting
methods that make use of a source model to perform fringe-fitting more efficiently, especially in the
low signal-to-noise ratio (SNR) region. Nevertheless, it is instructive to look at how the baseline-
based method works to gain insight into how the global techniques improve on it.
5.1.1 Baseline-basedMethod
The baseline-based method is applicable when the SNR is high enough on each baseline, so that
solutions for the delays and rates could be obtained per baseline. Let eVpq(tm; νn) be the measured
visibility corresponding to baseline pq at time tm and frequency νn. This is related to the true visibility
*Differences in path lengths translate to changes in the phases of the complex-valued visibilities.
†In Smirnov (2011a), the same effect arising specifically due to the K-Jones term is called smearing.
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Vpq(tm; νn) as eVpq(tm; νn) = gp(tm; νn)gq(tm; νn)Vpq(tm; νn) + "pqmn; (5.1)
where "pqmn is the additive noise term arising due to thermal noise; gp are complex-valued functions
that incorporate antenna effects such as clock errors and atmospheric effects and can be expressed as
gp(t; ν) = jgp(t; ν)jeiψp(t;ν); (5.2)
where ψp is the phase of antenna p. Assuming that the amplitudes jgpj and jVpqj vary slowly enough
that they are constant over the time and frequency averaging intervals, we can write to first-order
(Schwab & Cotton, 1983)
eVpq(tm; νn) ' jgpjjgqjVpq(t0; ν0) exp(i[(ψp   ψq)(t0; ν0)])
 exp
 
i
"
@(ψp   ψq + φpq)
@t

(t0;ν0)
(tm   t0)
+
@(ψp   ψq + φpq)
@ν

(t0;ν0)
(νn   ν0)
#!
;
(5.3)
where φpq  arg Vpq. Here t0 and ν0 are the time and frequency relative to which the calculations are
carried out and are called the reference time and the reference frequency respectively. Note that the
baseline-based @φ=@t and @φ=@ν are not separable from the antenna- based @ψ=@t and @ψ=@ν. The
quantity
rpq 
@(ψp   ψq + φpq)
@t

(t0;ν0)
(5.4)
is the expression for the fringe rate. The fringe rate is variously known as rate, fringe frequency, rate
residual, or delay rate. The expression
τpq 
@(ψp   ψq + φpq)
@ν

(t0;ν0)
(5.5)
quantifies the delay, also known as delay residual or time residual. Note that the rates and the delays
are relative to t0 and ν0. rpq and τpq are estimated by Fourier-transforming the visibilities from the
time-frequency domain to the delay-rate domain (Taylor et al., 1999, Chapter 22). We define a two-
dimensional distribution Fpq(t; ν) as
Fpq(t; ν) 
X
m;n
δ(t  (tm   t0); ν  (νn   ν0))eVpq(tm; νn); (5.6)
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where δ is the Dirac delta function*. The delay and rate are estimated by searching for the maximum
of the Fourier transform F^pq(r; τ) of Fpq(t; ν) (Figure 5.1). The estimates of rpq and τpq thus obtained
Figure 5.1: Themodulus of F^pq(r; τ). The 1-D plots are cross-sections of the 2-D plot along the rate and delay axes. The bias
level is introduced by the presence of noise (Thompson et al., 2017, Chapter 9).
enable us to obtain the phase-corrected visibilities
= eVpq(tm; νl)e( i[(tm t0)rpq+(νn ν0)τpq]): (5.7)
These can be averaged coherently over time and frequency, to the extent that the first-order model
in equation (5.3) is valid (Schwab & Cotton, 1983). It is important to note that the derivatives of the
antenna phases ψ and those of the true visibility phases φ cannot be separated by this method.
5.1.2 Global Fringe-fitting
The baseline-based approach outlined above requires relatively high SNR† on each baseline in order
to acquire reliable estimates of all the rpq andτpq. Tohandle datawith lowSNR,which is often the case
with VLBI, it is necessary to separate the antenna-based components @ψp=@t

t0;ν0
and @ψp=@ν

t0;ν0
and estimate them simultaneously for all stations using the data corresponding to all baselines. To do
this, we need a model of the source VMpq approximating the true visibilities Vpq. Defining a function
*With the property that its Fourier transform δ^(r; τ) = 1.
†If there are enough data per baseline, then they can be stacked together in time to improve the sensitivity.
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Epqmn in the delay-rate domain (Schwab & Cotton, 1983),
Epqmn  e(i[(ψp0 ψq0)+(rp rq)(tm t0)+(τp τq)(νn ν0)]); (5.8)
equation (5.1) can be recast as
eVpq(t; ν) = jgpjjgqjVMpq(t; ν)Epqmn + "pqmn: (5.9)
There are four unknowns for each antenna in the above equation: jgpj, ψp, rp, and τp. All these
terms are in the form of relative phases between antennas. In the absence of further assumptions, we
designate one antenna to be the reference antenna so that the other phases can be cast relative to this
antenna. Thus, if we set ψp0 = rp = τp = 0, then the phase, rate, and delay of any antenna q are
estimated relative to those of antenna p. If the interferometer array consists of nA (> 2) antennas,
then the number of parameters reduces to 4nA   3. Usually, the amplitude terms jgpj are calibrated
separately and are not considered during fringe-fitting. Setting jgpj  1, we therefore bring down the
number of parameters to 3(nA  1) (Thompson et al., 2017, Chapter 9). Two different approaches to
global fringe-fitting are in use, one of which is used to generate the starting guesses for the other, in
the now standard fringe-fitting algorithms in software such as aips*.
5.1.2.1 Generalisation of the Baseline-basedMethod
As we did for equation (5.6), here we define the function Fpq(t; ν), but consider only the phases:
Fpq(t; ν) =
X
m;n
wpqmnδ(t  (tm   t0); ν  (νn   ν0))ei[(eφpq φMpq)(tm;νn)]: (5.10)
Here the weighting function wpqmn is taken to be the reciprocal of the variance of eφpqmn to minimise
the variance of Fpq(t; ν). Thus larger samples (with less uncertainty) are given higher weights than
smaller samples. Searching for the location of themaximumof themodulus of the Fourier transform
of this function in the delay-rate domain provides an estimate for rpq and τpq (since the phases are
calculated relative to that of antenna p, these can simply be denoted respectively by rq and τq). The
argument of the Fourier transform gives an estimate of ψq0. The crucial difference here is the ability
to separate the instrumental phases into antenna-based terms facilitated by the use of a sourcemodel.
A straightforward extension of the baseline-based approach outlined in section 5.1.1 to multiple
baselines exploits the principle of closure phases (Jennison, 1958; Thompson et al., 2017). Closure
relationships between complex-valued visibilities can be constructed for baselines that form a closed
loop. For instance, the measured visibility phases eφpq are related to the true visibility-phases φpq by
eφpq = φpq + ψp   ψq + "pq; (5.11)
*www.aips.nrao.edu
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where ψp   ψq = ψpq is the relative instrumental phase of baseline pq and "pq is the noise on baseline
pq. The closure phase of the measured visibilities eφpqr is then given by
eφpqr = eφpq + eφqr + eφrp
= φpq + φqr + φrp + "pqr;
(5.12)
where "pqr is the additive noise term that remains after the instrumental phases ψp have cancelled out*.
Ignoring the noise term in equation (5.11) and remembering that we are dealing withmodel visibil-
ities with phases φMpq, we obtain
ψpq  ψp   ψq = eφpq   φMpq: (5.14)
Now, the baseline pq can also be obtained via the path p–r–q (Figure 5.2). The instrumental phase
Figure 5.2: The baseline pq can also be obtained via a different path p  r  q.
ψprq † can then be written as
ψprq = ψpr + ψrq = (eφpr   φMpr) + (eφrq   φMrq);
= ψp   ψr + ψr   ψq = ψp   ψq:
(5.15)
Thus ψprq provides another estimate for ψpq. Equation (5.10) canbewritten for all suchpaths pq. Since
the phase differences appearing in all the 3-antenna paths are independent, the Fourier transform of
*A related concept called closure amplitude Γpqrs can be derived for four or more antennas as (e.g. Thompson et al.,
2017, Chapter 10)
Γpqrs =
jeVpqjjeVrsj
jeVprjjeVqsj : (5.13)
This quantity is used in amplitude self-calibration.
†Thebar over the subscript indicates that the loop isnot closed, in contrastwith the notationused for denoting closure
phase.
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F  Fpq +
P
i6=p;q Fpiq provides better estimates of rates and delays than via any of the F ’s alone
(Schwab & Cotton, 1983).
5.1.2.2 Least-squaresMethod
The delay and rate estimates obtained above are used as starting guesses for a least-squares solution to
the functional form shown in equation (5.9). As with the previous section, we ignore the amplitude
information and consider only the phases. Choosing appropriate weightswpqmn as in equation (5.10),
we define the function S as
S(Χ) =
X
m;n
X
p<q
wpqmn  j exp(i[eφpq(tm; νn)  φMpq(tm; νn)])  Epqmnj2; (5.16)
where Χ is the column vector of parameters ψ10; : : : ; ψnA0; r1; : : : ; rnA ; τ1; : : : ; τnA andEpqmn is given
by equation (5.8). A least-squares minimisation of S with respect to X yields the solutions for the
phase offsets, delays, and rates (Schwab & Cotton, 1983).
5.1.2.3 Self-calibration and Fringe-fitting
Self-calibration is similar to fringe-fitting, in that in both approaches the basic principle is to allow
the station gains gp to vary. Both rely on using a priori knowledge of the source to solve the overde-
termined system of equations that describes the visibility data.
Self-calibration aims to create and iteratively refine a model IM  F(VM) of the sky brightness
distribution SSC by performing a least-squares minimisation to estimate the complex gains (Taylor
et al., 1999, Chapter 10):
SSC =
X
m;n
X
p;q
p 6=q
wpqmnjeVpq(tm; νn)  gp(tm; νn)gyq(tm; νn)VMpq(tm; νn)j2: (5.17)
The estimated gains are used to correct the visibilities and form a new model of the sky and the pro-
cess is carried out iteratively until an acceptable model is reached. Readhead &Wilkinson (1978) and
Readhead et al. (1980) outlined methods to incorporate closure phases (equations 5.11–5.12) and clo-
sure amplitudes (equation 5.13) in iteratively developing a model of the sky. The latter case is referred
to as hybrid mapping.
Fringe-fitting is a generalisation of self-calibration as far as the phases are concerned. Unlike self-
calibration, in which the closure phases are used to eliminate the instrumental phase terms, in fringe-
fitting, we estimate the first-order derivatives of the instrumental phases with respect to frequency
(delay) and time (rate) along with the phase offsets to correct the visibilities. Also, because of the
limitations imposed by decoherence, corrections that can be performed using a model with fewer
degrees of freedom to improve phase coherence and increase the SNR, aremade during fringe-fitting.
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As such, it is performed before self-calibration.
5.1.3 A RIME-based Probabilistic Approach
The 3GC approach to analysing visibilities treats calibration and imaging as two aspects of the same
optimisation problem (section 1.3.3). Propagation path effects are represented using 2  2 (full-
polarisation) Jones matrices that may vary with time, frequency, and direction (i.e. source). This
enables us to introduce the phase offsets, delays, and rates as parts of time and frequency varying
Jonesmatrices. Oncewe have aRIME-basedmodel, we perform a full Bayesian parameter estimation
(and subsequently, model selection) on the data, akin to Chapters 3 and 4. Cornwell & Wilkinson
(1981) proposed aBayesian approach to self-calibration/hybridmapping and Schwab&Cotton (1983)
proposed a similar approach to fringe-fitting by incorporating prior knowledge about the delays and
rates. Here we implement just that for fringe-fitting, while also simultaneously solving for source
parameters and other instrumental effects, with the help of the RIME.
The dominant source of the residual delays and rates (i.e. imperfections in the correlator model)
is the atmosphere. By convention, the phase delays due to the troposphere and the ionosphere are
depicted by T-Jones and Z-Jonesmatrices respectively (Noordam& Smirnov, 2010). But they are not
easily separated during calibration from the G-Jones matrices and hence end up being subsumed by
them. Recasting theRIME formultiple discrete sources (equation 1.35)with the time- and frequency-
dependence made explicit, and using the G-Jones term to depict the phase-matrix for fringe-fitting,
we have that eVpq(tm; νn) = Gp(tm; νn) X
s
XMspq(tm; νn)
!
GHq (tm; νn): (5.18)
HereXM represents the source coherencymatrix for themodel used in calibration. The E-Jones terms
for primary beams are taken to be unity (Esp  1) owing to the small FoVs often used for VLBI data
analysis. With the gain amplitudes set to unity (jgpj  1) in the context of fringe-fitting, we construct
a scalar phase-matrix that affects all polarisations equally:
Gp = jgpj exp(i[Δψp(t; ν)])

1 0
0 1

; (5.19)
where Δψp incorporates the phase offset ψp0, delay, and rate for antenna p, relative to a reference
antenna, time tref, and frequency νref:
Δψp(tm; νn) = ψp0 +
@ψp
@ν (νn   νref) +
@ψp
@t (tm   tref)
= ψp0 + τp(νn   νref) + rp(tm   tref):
(5.20)
As with the global fringe-fitting methods, we use a source model that enables us to separate the
antenna-based phase terms from the model visibility phases.
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5.1.3.1 Software Used
Once the model RIME for fringe-fitting is constructed, the Bayesian analysis proceeds in the same
way as in Chapter 4, with MultiNest being used for the sampling and Montblanc for the like-
lihood computation on the GPU (Figure 4.5). The simulations are performed using MeqSilhou-
ette (Blecher et al., 2017), a software packagewritten specifically to simulatemm-VLBI observations.
MeqSilhouette is written in python and is based on MeqTrees. MeqTrees can solve for
any RIME as long as it is constructed suitably. MeqSilhouette specialises in constructing the ap-
propriate RIME for simulating realistic mm-VLBI observations, by introducing the ability to inject
tropospheric effects, interstellar medium (ISM) scattering, and time-variable antenna pointing er-
rors. It accepts a FITS image or a parametrised model consisting of point sources or Gaussians as
input models of the sky and the observation parameters including station details, tropospheric ef-
fects, and ISM conditions in a user-defined ASCII file. The output is a Measurement Set with the
simulated visibilities, along with the closure phases and uncertainties and a dirty and/or deconvolved
image (Blecher et al., 2017)*.
5.2 Very Long Baseline Array Simulations with Constant Delays
To test the Bayesian code that incorporates the fringe-fitting parameters, we started off with a simple
VLBI simulation using the VLBA †. The VLBA is a 10-element interferometer, with the stations
located across the United States and operated remotely from Socorro in New Mexico, USA. Each
VLBA station is 25 m in diameter. The longest baselines available extend over 8000 km.
We simulated a 60-minute VLBA observation of a point source of flux density 4 Jy, located at the
phase centre. There were 32 channels of 31.25 MHz each, centred at a frequency of 43 GHz. The
SEFD of VLBA stations at 43 GHz is 1181 Jy‡. The integration time used was 10 s. Delays constant in
time were introduced usingMeqSilhouette, with the centre frequency of the 17th channel chosen
as the reference frequency νref. The rates were set to zero. Although a constant delay and zero rate
over the course of an hour is relatively unphysical, particularly at 43 GHz, these settings were used
purely for testing purposes.
5.2.1 Building the RIME
A point source model at the phase centre was used to generate the model visibilities. Along with
the source parameters of flux-density Sν and position (l;m), I parametrised the residual station-based
phase offsets ψp§ and delays τp, bringing the number of parameters to 23.
*RogerDeane provided theMeqSilhouette simulations and performed the subsequent aips analyses for compar-
ison with the Bayesian method.
†https://science.nrao.edu/facilities/vlba
‡https://science.nrao.edu/facilities/vlba/docs/manuals/oss/bands-perf
§Wemake the dependence of the phase offsets on the reference antenna implicit and drop it from the subscript used
in equation (5.20).
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The RIME for this analysis is constructed in much the same way as in section 4.4.2, with the ex-
ception being the definition of the G-Jones terms. As in equation (4.9), the G-Jones matrix is scalar,
but here it incorporates the phase offsets and delays (no rates were added in the simulation), with
jgpj  1. Hence, in the equation
Vpq = GpXpqGHq +N (0; σ2); (5.21)
Gp is defined as
Gp = gp

1 0
0 1

;
where gp = ei[ψp+τp(νn νref)]:
(5.22)
5.2.2 Priors and the Likelihood
Uninformative (uniform) priors Π(Θ) were set for most parameters of the model (Table 5.1). The
Table 5.1: Prior distributions for the different parameters used. All the listed parameters were given uniform priors with the
range indicated by the values in the square brackets. The parameters with delta priors are not included.
Parameter / units Prior distribution
Sν / Jy [3, 5]
ψp, where p 6= 2 / degrees () [ 180, 180]
τp, where p 6= 2 / 10 12 s [ 200,200]
position was fixed at the phase centre and given delta priors at (0, 0). The prior range for the flux-
density was chosen based on the known value that was used in the simulation. The phase offsets were
allowed to vary over the entire 360 range from 180 to 180 and the delays were set uniform priors
between  200 and 200 picoseconds (ps). The phase offset and delay for antenna 2 were set delta
priors centred at zero, indicating that antenna 2 is the reference relative to which the phases of other
antennas were to be calculated.
The likelihood function is set up similarly to the likelihood in section 3.3.1.4 (and not as in sec-
tion 4.4.4, since the SEFDs do not vary between stations in the present case). Our model assumes
that the noise is Gaussian (only random noise was injected into the simulation). Given the observed
(VD) and themodelled (VM) visibilities, and the uncertainty σ denoting the standard deviation of the
noise, derived (equation 1.54) from the theoretical SEFD of VLBA stations, the likelihood function
can be written as
L(ΘjVD;H) = 1
(2πσ2)N=2 exp

 χ
2
2

;
where χ2 =
NX
k=1

VMk   VDk
σ
2
;
(5.23)
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and N = 2Nvis is the number of data points. The summation is carried out over 2Nvis since we
consider the real and imaginary parts separately. Taking the natural logarithm ofL, we obtain
ln(L) = ln (2πσ2) N=2  χ22 : (5.24)
5.2.3 Analysis and Results
For the Bayesian analysis, I extracted 100 seconds (10 timestamps, with the integration time being
10 s) of data from the 60-minute simulated data in order to reduce the processing time, with the uv-
coverage of this subset shown in Figure 5.3. Since the delays and phase offsets are constant in time, the
Figure 5.3: The uv-coverage of the VLBA 43GHz simulated data used for the Bayesian analysis. The tracks seem short due to the
short timescales involved (100 s).
duration of the subset of visibilities used (100 s) served as the solution interval per phase offset/delay
term. To evaluate the 23-parameter model, MultiNest required' 6  105 likelihood evaluations
and the total execution time was' 150 minutes on a Tesla K40MGPU. Themarginalised 1-D and 2-
D posteriors of ψp and τp are shown in Figure 5.4. We see that the source flux-density is uncorrelated
with the phase offsets and delays, since any phase-related errors affect only the source position. The
ψp and the τp are uncorrelated with each other, indicating that there is no degeneracy between these
two classes of parameters. This is what we would expect for phase offsets that are independent of
delays. On the other hand, we see that the different phase offsets and delays are slightly correlated
between themselves. The missing station indices correspond to the stations for which the source
was too low on the sky to observe. The Bayesian estimates are consistent with the aips estimates
and the true simulated values, with the added advantage that we obtain well-sampled posteriors of
the parameters with just 100 seconds of data. Another crucial point to note is that we can estimate
the source flux-density simultaneously (no aips estimate corresponding to the Bayesian estimate),
thereby performing amplitude self-calibration while performing fringe-fitting.
We now move on to performing Bayesian fringe-fitting at much higher observational frequencies
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Figure 5.4: The 1-D and 2-Dmarginalised posteriors of the source ﬂux-density and phase offsets and delays of all stations. Pa-
rameters with delta priors and those corresponding to stations that did not participate in the observation are not shown here.
The vertical red lines indicate the phase offsets and delays estimated using AIPS. The vertical green lines indicate the true values
that were used to simulate the data. There was no AIPS estimate for Sν and the τ5 AIPS estimate closely corresponds to the true
value.
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with an entirely different interferometer that has been set up to conduct high-resolution observations
of black holes.
5.3 The EventHorizon Telescope
The EHT is a network of mm/sub-mm facilities spread across continents to create a telescope with
high angular resolution (' 30–10as), with the longest baselines spanning the Earth’s diameter
(Doeleman et al. (2009); see Figure 5.5). The EHT and space-based VLBI experiments provide the
Figure 5.5: The EHT as seen from Sgr A*. The baselines span the Earth's diameter and, operating at frequencies 230   345GHz,
can attain angular resolutions of' 30   10 μas, comparable to the scales of Sgr A* andM87. The ALMA baselines shown in red
possess an order-of-magnitude higher sensitivity compared to the other baselines. CARMA has been decommissioned, while a
station in Greenland is being constructed. The stations are located at high altitudes, above asmuch of the Earth's atmosphere as
possible (Image credit: Remo Tilanus).
highest angular resolution observations in astronomy. The primary goal of the EHT is to image
the gravitationally-lensed photon ‘ring’ or silhouette around the event horizon of supermassive black
holes*, for which the most promising candidates are the ones at the centres of the Milky Way (Sgr
A*) and the supergiant elliptical galaxy M87. Owing to their proximity, they have the largest pre-
dicted apparent angular diameters ( 50 μas and 20–40 μas respectively) of the known supermassive
black hole candidates, and are resolvable by the EHT(e.g. Broderick&Loeb, 2009; Falcke&Markoff,
2013). The telescope operates at a frequency of 230GHz (awavelength of 1.3mm) and plans to extend
operations up to 345 GHz (0.8 mm) in the future.
At such high frequencies, the Earth’s troposphere gives rise to a turbulent component to the delays,
which is the major contributor to the decoherence of the visibilities. The troposphere is the lowest
layer of the atmosphere, at an elevation of 7–10 km above sea level. It is composed primarily of N2
andO2, trace gases such as water vapour and CO2, and particulates like liquid water and dust. As the
*For a review of supermassive black holes, see Volonteri (2010).
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frequency of the electromagnetic radiation increases, so does the tropospheric absorption, mainly
due to the pressure-broadened transition lines of H2O and O2 (Carilli & Holdaway, 1999). Unlike
other chemical components, water vapour mixes poorly in the atmosphere, and varies in both space
and time, introducing rapid fluctuations in the measured visibility phases.
The effects of this layer can bemodelled using amean component and a turbulent component. To
obtain the phase variation due to the mean component, we introduce a quantity called precipitable
water vapour (PWV), defined as the depth of the water vapour column if it is converted into liquid
phase. Denoting this by wpwv, and assuming an atmospheric temperature Tatm  270 K, we get
the following relation for the phase change δφ experienced by an electromagnetic wave (Carilli &
Holdaway, 1999):
δφ = 12:6πλ  wpwv; (5.25)
where λ is thewavelength of the electromagnetic radiation. Phase instabilities that arise due to turbu-
lence in the troposphere are understood usingKolmogorov theory, which describes turbulentmotions
spanning a wide range of scales, from the scale at which kinetic energy is supplied to the medium, to
the much smaller scale at which it is dissipated. This effectively reduces the coherence time to a few
seconds (< 10 s), too small for fast-switching (between calibrator and target source) calibration pro-
cedures to be effective (e.g. Blecher et al., 2017).
Searching for intrinsic sub-structure in Sgr A* at mm/sub-mmwavelengths is beset with a host of
other challenges as well, beyond the contribution from the troposphere. For instance, for an observa-
tion carried out for a much longer time than the refractive timescale, the interstellar medium (ISM)
induces a Gaussian blurring in the observed intrinsic structure that increases the apparent source size
(e.g. Fish et al., 2014). For observations of shorter timescales, additional substructure is introduced by
refraction, resulting in non-zero closure phases, which impacts the fringe-fitting process (Johnson &
Narayan, 2016). In addition, antenna-pointing inaccuracies atmm and sub-mmwavelengths become
significant and must be accounted for* in order to disentangle their effects from atmospheric effects
and hence recover the source structure.
Under such difficult observing conditions, it is evident that fringe-fitting before any calibration
is necessary for eliminating the nuisance phase terms. It would also mitigate effects analogous to
those of self-calibration, where early decisions on the initial models used can be frozen in and become
impossible to remove further down the track. This is especially true for arrayswith few stations. EHT
is not only that, but given the small mutual visibility windows between the stations, even fewer are
observing simultaneously. All this necessitates more careful approaches to fringe-fitting, particularly
in the initial stages. Our probabilistic approach also has the advantage that it can simultaneously
estimate source amplitude, structure, and the fringe-fitting phase terms. To study how this method
improves on traditional fringe-fitting in the case of the EHT,we analysed three synthetic observations
*In the RIME formalism, this takes the form of a modification to the E-Jones term describing the primary beam.
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—a point source with constant delays (similar to section 5.2), a Gaussian source with constant delays,
and a Gaussian source with time-varying delays— using both techniques, which we now proceed to
discuss in detail.
5.3.1 Constant-Delay Point-Source Simulation
We simulated a 3-minute EHTobservation of a point source of flux-density 4 Jy at the phase centre at
a frequency of 230 GHz. The spectral window was divided into 32 channels of 80 MHz bandwidth
each. The integration time was 2 s (Figure 5.6). Six EHT stations participated in the observation
Figure 5.6: The uv-coverage of the 3-minute point source EHT simulation.
(Table 5.2). We also introduced constant-in-time delays usingMeqSilhouette, with the frequency
corresponding to the 17th channel chosen as νref. Our simulation is unrealistic to a certain extent, with
constant delays, no rates, and effectively infinite coherence time due to the fact that no tropospheric
turbulence was added. There are other contributions to the noise term such as non-zero opacity of
the atmosphere and turbulent phases that we do not account for. To test ourmethod in the presence
of high thermal noise, we degrade the data quality by scaling up the SEFD of each station by a factor
of 10*. With one phase offset ψp and one delay τp per station, along with the source flux-density and
position parameters, there were a total of 15 parameters.
5.3.1.1 The RIME, Priors, and the Likelihood
The RIME for this analysis is the same as the one that we constructed in section 5.2.1:
Vpq = GpXpqGHq +N (0; σ2);
where Gp = e(i[ψp+τp(νn νref)])

1 0
0 1

:
(5.26)
*In section 5.3.3 we bring the SEFDs back to their nominal values and add the turbulent components to the phase
offsets.
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Table 5.2: EHT stations participating in the simulation along with the corresponding (SEFD) values. In the simulation, the SEFDs
listed here were scaled up by a factor of 10.
Station SEFD / Jy
Submillimeter Array (SMA) 4900
Submillimeter Telescope (SMT) 11900
Large Millimeter Telescope (LMT) 560
Atacama Large Millimeter Array (ALMA) 110
James Clerk Maxwell Telescope (JCMT) 5000
South Pole Telescope (SPT) 15000
The centre frequency of the 17th channelwas chosen as νref. All parameterswere set uniformpriors, ex-
cept in the case of source position and parameters corresponding to the reference antenna, for which
delta priors centred at zero were used.
The prior ranges used were the same as in the VLBA case, as described in section 5.2.2. The likeli-
hood function is different since the Gaussian noise σ is not common to all baselines. Hence it must
take into account the baseline dependence of σ, in the fashion of section 4.4.4. Following the argu-
ment there, we write the likelihood function as
ln(L) =  
NvisX
k=1
ln [2πσ2k] 
χ2
2 ;
where χ2 =
2NvisX
k=1

VMk   VDk
σk
2
:
(5.27)
Here, VMk and VDk are the modelled and observed (i.e. simulated) visibilities respectively,Nvis is the
number of visibilities*, and σk depends on baseline.
5.3.1.2 Analysis and Results
The total computation time was about 2 hours on a Tesla K40MGPU, withMultiNest requiring
2  105 evaluations of the likelihood to converge. A solution interval of 3 minutes i.e. the duration
of the observation, was used since the delays and phase offsets are constant in time. The 1-D and 2-D
marginalised posteriors of the parameters of the model are displayed in Figure 5.7. As with the case
of VLBA, we see here that the flux-density is uncorrelated with the phase offsets and delays. The
ψp and the τp are also uncorrelated with each other, indicating that they are not degenerate. The
phase offsets and delays corresponding to different stations are correlated between themselves, but
are estimated with high precision, with the phase offsets estimated to within a degree and the delays
estimated to within a few picoseconds of the true values. The peaks of the posteriors are much closer
*The χ2 is obtained over 2Nvis since the real and imaginary parts of the visibilities are considered separately.
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Figure 5.7: The 1-D and 2-Dmarginalised posteriors of the source ﬂux-density and phase offsets and delays of all EHT stations,
except the ones that were set delta priors. The vertical red lines indicate the phase offsets and delays estimated using AIPS. The
vertical green lines indicate the true values that were used to simulate the data.
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to the true values than the corresponding AIPS estimates, with some aips solutions falling almost
outside the posteriors, such as the estimate for ψSPT. The delay estimates obtained by the fringe-
fitter in casa are the same as the aips estimates within the uncertainty. Thus, the Bayesian method
performs better when compared to traditional fringe-fitting methods, while enabling us to estimate
source flux-density simultaneously.
5.3.2 Constant-Delay Extended Source Simulation
The previous two analyses involved a simulated point source located at the phase centre, with phase
offsets and constant delays injected into the simulation. In reality, there are hardly any unresolved
sources inVLBI; especially in the case of EHT,whose goal is to study the resolved or partially-resolved
black hole silhouettes, simple point source models will not suffice. Traditionally, estimation of the
source structure is not performed during fringe-fitting, although the phase instabilities corrected for
during fringe-fitting contribute towards improving the structure estimation later on. This was ap-
parent in the EVN observation analysed in Chapter 4, where preliminary fringe-fitting (with point
estimates for phase offsets, delays, and rates already applied) had been performed on the data. In
mm-VLBI, a more general approach would be to estimate the source structure and the fringe-fitting
parameters simultaneously. Since our Bayesian approach uses the RIME, it should be able to esti-
mate partially-resolved source structure during fringe-fitting. To this end, we simulated an extended
source at the phase centre, definedwith aGaussian profile, and introduced phase offsets and constant
delays into the simulation.
The simulation involvedobserving for 3minutes a sourcewith a circularGaussianprofile ofHPBW
5 μas. With the PSF of EHT being 20 μas, the source is one-fourth the size of the PSF. The spectral
window was divided into 32 channels of 80 MHz bandwidth each and the integration time was 2 s
(Figure 5.8) as before. Six EHT stations took part in the observation (Table 5.2). The SEFDs displayed
Figure 5.8: The uv-coverage of the constant-delay EHT simulation with a Gaussian source.
in the table were scaled up by an order ofmagnitude (in themanner of section 5.3.1) to create a dataset
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with a more realistic SNR. Delays constant in time were introduced using MeqSilhouette, with
the frequency corresponding to the 17th channel chosen as νref. Though constant delays are unrealis-
tic for mm-VLBI observations, here I focus on simultaneous estimation of source structure and the
fringe-fitting terms. A more realistic simulation is carried out in section 5.3.3.
Our goal is not only to estimate the shape of the Gaussian but also to perform model selection
between a point source (PT) and a circular Gaussian (CIRC) model. The point source model is the
same as the ones used in sections 5.2 and 5.3.1. The circular Gaussianmodel CIRC, has two additional
parameters that describe the shape of the Gaussian:
lp = emaj sin θ;
mp = emaj cos θ:
(5.28)
The third parameter, the ratio of theminor axis to themajor axis (r), seen in equations (3.7) and (4.4),
is set to unity since the Gaussian is circular.
5.3.2.1 The RIME, Priors, and the Likelihood
The RIMEs for the two models are identical to the ones constructed in section 4.4.2. The RIME for
PT is given by
Vpq = GpXpq GHq +N (0; σ2pq); (5.29)
whereN denotes the additive Gaussian noise termwith zeromean and a variance of σ2pq per visibility.
For the model CIRC, the summation becomes an integral performed over the extent of the source.
Expressed in terms of the direction cosines l andm, the RIME becomes (Thompson et al., 2017, sec-
tion 3.1)
Vpq =
ZZ
lm
GpXpq(l;m)GHq dΩ + N (0; σ2pq);
where dΩ = dl dmp
1  l2  m2 :
(5.30)
TheGp terms are given by
Gp = ei[ψp+τp(νn νref)]

1 0
0 1

: (5.31)
The (uninformative) priors Π(Θ) for the various parameters of PT and CIRC are shown in Ta-
ble 5.3. The position was fixed at the phase centre and the prior range for the flux-density was chosen
based on the known value used in the simulation. The priors for lp and mp were set to vary over 20
μas, the size of the PSF of the EHT. As before (section 3.3.1.4) the prior for lp is restricted to non-
negative values so that the position angle estimate is constrained to a range of 0   180. The phase
offsets were allowed to vary over the entire 360 range from 180 to 180 and the delays were given
uniform priors between -200 and 200 ps. The phase offset and delay for antenna 2 (SMT)were given
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Table 5.3: Prior distributions for the different parameters of themodels PT and CIRC. All the listed parameters were set uniform
priors with the range indicated by the values in the square brackets. lp andmp apply only to CIRC. The parameters with delta
priors are excluded.
Parameter / units Prior distribution
Sν / Jy [3, 5]
lp / μas [0, 20]
mp / μas [ 20, 20]
ψp, where p 6= 2 / degrees () [ 180, 180]
τp, where p 6= 2 / 10 12 s [ 200,200]
delta priors at zero, since SMT is the reference relative to which the phases of other antennas will be
calculated.
The likelihood function assumes Gaussian error distribution and is given by equation (5.27).
5.3.2.2 Analysis and Results
Adding the two shape parameters increased the execution time to about 15 hours and MultiNest
performed 1:9  106 likelihood evaluations before reaching convergence. The solution interval for
the analysis was again set to 3 minutes, the entire duration of the observation.
The relative logarithmic evidence between CIRC and PT is 1690  0:7, indicating very strong
evidence in favour of CIRC, computed according to Jeffreys’ criterion (Table 2.1). The marginalised
posteriors of CIRC are shown in Figure 5.9.
We see that, here too, the Bayesian estimates correspond more closely to the true values than the
aips estimates, with someaips estimates inconsistentwith the true values and theBayesian estimates.
The ψp and τp posteriors are uncorrelated with each other, and the introduction of source shape
parameters has not affected the estimation of the phase-related terms. The size parameter emaj (emaj =
emin since the Gaussian is circular) is estimated with high precision (10 7 arcsec), and is uncorrelated
with the phase offsets and delays.
5.3.3 Extended Source with Time-variable Delays
So far we have analysed only those simulations with constant delays introduced into them. In a re-
alistic scenario, as the atmospheric conditions over the stations vary with time, the geometric path
lengths from the source to the stations vary, and the corresponding delay terms evolve too. A so-
lution interval that encompasses the whole observation will tend to smear out these variations and
result in sub-optimal fringe-fitting and decoherence. Moreover, the presence of turbulence-induced
delays/phases, which we have ignored so far in our simulations, also contributes to decoherence, and
must be accounted for using shorter solution intervals for delay estimation. In fact, at mm wave-
lengths, this is the predominant source of decoherence (Carilli & Holdaway, 1999). To capture the
time variation in the delays with reasonable accuracy, we must use a solution interval that is much
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Figure 5.9: The 1-D and 2-Dmarginalised posteriors of the ﬂux-density, size, and phase offsets and delays of all EHT stations,
except the ones for which delta priors were set. The vertical red lines indicate the phase offsets and delays estimated using AIPS.
The vertical green lines indicate the true values that were used to simulate the data. The ﬂux-density and the shape estimates are
not available for AIPS, since AIPS assumes a point sourcemodel.
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shorter than this coherence time. Realistically, for very short solution intervals, the SNR of the data
would be too low for us to draw reliable inferences. To bring the SNR up to a reasonable level, the
data are often averaged over a larger interval, at the cost of decoherence.
As our final experiment, we would like to know whether our method can determine the time-
varying delays and phase offsets, with turbulent phases of coherence time 180 s injected, while simul-
taneously performingmodel selection between PT and CIRC.We simulated an EHT observation of
a Gaussian source with time-varying τp and ψp injected. A circular Gaussian source of HPBW 5 μas
(25 per cent of the PSF) was observed for 10 minutes with an integration time of 20 s. The coherence
time of the turbulent component of the delay was 180 s. The choice of integration time was a com-
promise between the need to have short enough integration times while maintaining a reasonable
SNR. The spectral window was divided into 32 channels of 80 MHz bandwidth each (Figure 5.10).
Six stations participated in the observation. Unlike the other EHT simulations, here the SEFDs dis-
Figure 5.10: The uv-coverage of the EHT observation of a Gaussian source with time-varying delays. The tracks here are notice-
ably longer since the observation was carried out for 10minutes.
played in Table 5.2 were not scaled up since we introduce time-varying and turbulent delay terms.
The frequency corresponding to the 17th channel was chosen as νref.
5.3.3.1 The RIME, Priors, and the Likelihood
Wemay estimate the time-varying delays in two ways. Since the time-variability can be incorporated
into time-varying Jones matrices in the RIME, each delay may be represented as a time-varying poly-
nomial and its coefficients estimated. This would increase the dimensionality of the parameter space,
incurring a high cost in running time. An alternative is to perform independent analyses of subsets of
the simulation, with the data divided into segments of duration equal to that of the solution interval.
We adopt the second method to reduce the execution time. However, we note the potential of the
first method in future work.
TheRIMEs corresponding to PT andCIRC for these analyses are given by equations (5.29)–(5.31).
The priors used were also identical to the ones described in Table 5.3 in section 5.3.2.1. The likelihood
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function with baseline-dependent per-visibility uncertainty σpq is given by equation (5.27).
5.3.3.2 Analysis and Results
The 10-minute observation was divided into 28 segments of 20 s duration each* and each segment
was analysed independently. With the solution interval (20 s) being shorter compared to that used
in the previous analyses (180 s), the SNR for each subset was lower andMultiNest required about
6 106 likelihood evaluations to converge. The execution time for each subset was at least 30 hours,
with a few subsets requiring up to 40 hours before they finished successfully.
The relative Bayesian logarithmic evidences between PT and CIRC for all data segments are very
strongly (Table 2.1) in favour of CIRC, of the order of 104 : 1 with the error not exceeding 0.9. The
posteriors for the source parameters for the first data segment are shown in Figure 5.11. As with the
Figure 5.11: The posteriors for the source ﬂux density and the HPBWof the circular Gaussian source for data segment 1.
circularGaussian simulationwith constant delays, our source parameter estimates are consistentwith
the true values.
Unlike the previous experiments, here I marginalise over the phase offsets and present only the
source parameters and the delays, since the turbulent phase offsets added by MeqSilhouette are
not accessible†. The 1-D and 2-Dmarginalised posteriors of the delays for data segment 1 are displayed
in Figure 5.12. From the figure, we see that introducing turbulence into the simulation results in larger
uncertainties (10–20 per cent) in the delay estimates of both the Bayesian and the traditional aips
methods. No turbulence was introduced in the simulations discussed in sections 5.3.1 and 5.3.2, and
hence the coherence time could effectively be considered infinite. Using a solution interval of 180
s did not affect the delay estimates in any way. In the present case, the solution interval (20 s) is a
substantial fraction of the coherence time of the turbulence in the troposphere (180 s) and its effects
*Two data segments for which the sampler did not converge were excluded. This is a technical issue likely related to
the sampler settings, which we have seen happen in the past. UsingMultiNestwith different settings or cross-checking
with a different sampler will be necessary before we could include these data segments in the analysis.
†This feature is expected to be incorporated in a future version.
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Figure 5.12: The 1-D and 2-Dmarginalised posteriors of delays for data segment 1. Red lines indicate AIPS estimates and green
lines indicate true values used in the simulation.
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do not average out to zero, as the case would be in a normal EHT observation. This results in the
observed offsets in the delay estimates. Figures 5.13 and 5.14 show the delay estimates at 140 s intervals
until the end of the observation, with the aips estimates and the true values indicated. As the delays
evolve in time, our estimates of the delays do too, while retaining the systematic offsets from the true
values.
To obtain ameasure of themagnitude of the systematic errors in our delay estimates, we calculated
the percentage by which the delays obtained by both the Bayesian method and aips are offset from
the true values (Figure 5.15). I used theMAPvalues of the posteriors of the delays from all the data seg-
ments for this comparison. Presenting a point estimate such as theMAP value defeats the purpose of
performing a full Bayesian analysis that returns all possible realisations of the parameters that consti-
tute a model. Nevertheless, we use it as a metric that can easily be compared with the point estimates
of aips (which, incidentally, do not have associated uncertainties) in computing the percentage er-
ror in the delay estimates. We see that both aips and the Bayesian method perform similarly, with
the errors spread over 10–16 per cent of the true delays. However, with our method, the RIME en-
ables the source structure to be estimated simultaneously with the fringe-fitting parameters and the
probabilistic formulation of the problem enables us to obtain realistic uncertainties. These uncer-
tainties are available to be propagated forward in the subsequent scientific analysis (e.g. measuring
the asymmetry in the shadow of a black hole).
5.4 Conclusions and FutureWork
The work presented in this chapter is an attempt to perform complete Bayesian inference on VLBI
observations, from fringe-fitting to estimating the parameters relevant to the scientific problem at
hand. As such, it seeks to extend the Bayesian inference method applied to the EVN observation of
the blazar CGRaBS J0809+5341 presented in Chapter 4, to incorporate fringe-fitting, an early step
in the calibration of VLBI data. In Chapter 4, fringe-fitting was performed before we performed a
probabilistic analysis of the visibilities; here I have formulated a RIME-based fringe-fitting algorithm
and performed full Bayesian inference to estimate the phase offsets and their time- and frequency-
dependent derivatives.
We see that the probabilistic method performs at least as well as or, in some cases, better than the
conventional fringe-fitting algorithms implemented in aips, despite the large parameter space that it
has to handle. The aim here is to test whether the probabilistic fringe-fitting method works rather
than compare its demands on computational resources with those of aips. Although software such
as aips can account for more complex source models than a point source model and return better
best-fit estimates for fringe-fitting parameters in a fraction of the time required by the probabilistic
analysis, this involves considerable iterative human interaction which introduces untracked subjec-
tive judgements. In contrast, the probabilistic approach eliminates the need for human intervention
and more importantly, estimates the posterior distributions of both the source and the instrumental
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Figure 5.15: The percentage error in the delay estimates obtained by the Bayesianmethod and AIPS.
parameters simultaneously, which is a central objective of this work.
We started off with a simple simulation with constant delays introduced into a 43 GHz VLBA
observation of a point source at the phase centre. We then moved on to a 230 GHz EHT simulation
of a point source with constant delays. In both cases, we were able to estimate delays consistent with
simulated values, along with the source flux-density. The primary objective of the EHT is to image
the shadows or silhouettes of the supermassive black holes in the Milky Way galaxy (Sgr A*) and
M87. To testwhether such resolved source structures can be estimatedusing theBayesianmethod, we
analysed a synthetic observation of a partially-resolved Gaussian source with constant delays. Model
selection between point source and Gaussian source models returned very strong Bayesian evidence
in favour of theGaussian source and accurate estimates of the source flux-density, size, and the delays.
Moving on, we analysed a synthetic observation of a partially-resolved Gaussian source (25 per cent
of the size of the PSF) with time-varying delays and turbulent tropospheric effects introduced. This
results in the delay estimation being 16 per cent off from the true values of the time-varying delays
introduced in the simulation, due to the short coherence times of the turbulence in the troposphere.
Choosing a shorter solution interval at the cost of increasing the execution time can lead to more
accurate estimates of the delays.
5.4.1 FutureWork
Complete fringe-fitting involves the estimation of not only the phase offsets and the delays but also
the time-derivative or the rate residual that appears in equation (5.20). We have so far refrained from
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estimating the rate residuals to avoid increasing the dimensionality of the parameter space, thereby
keeping the execution timemore manageable, sinceMultiNest performs well with models with 30
parameters or fewer. Polychord, touted as a natural successor to MultiNest, can handle mod-
els with few hundreds of parameters (Handley et al., 2015a,b) and will replace MultiNest in our
software in the future. Future versions of Montblanc will be able to employ multiple GPUs in
modelling the RIME, which will also bring down the likelihood evaluation time.
Another simplification we have made in our simulations is that they all contain one spectral win-
dow (frequency band) each. Real VLBI observations are carried out over multiple spectral windows
that may be either contiguous or widely separated in frequency. Since the different frequency bands
oftenhave at least partially independent receiver electronics associatedwith them, this complicates the
fringe-fitting process (Cotton, 1995). To handle this effectively, we must introduce additional phase
offsets that are independent of each other in frequency as well as the multi-band delay, in the Jones
matrix for fringe-fitting. This would scale the number of fringe-fitting parameters by the number of
spectral windows used and hence provides another strong case for implementing faster samplers and
RIME computation.
For low frequency observationswithwide fractional bandwidths such as the SKAat long baselines,
the dispersion due to the ionosphere become significant. Modelling the effects of the ionosphere is,
in principle, similar to modelling the troposphere andMeqSilhouette aims to eventually include
this capability. Polarisation leakage between the two feeds is also significant at these frequencies, and
hence modelling the polarisation dependence of the fringe-fitting parameters is an important step
towards analysing source polarisation.
Varying solution intervals is also necessary to determine the correct trade-off point between faster
execution andaccurate fringe-fitting. Currently, the softwaredoesnothave the capability toparametrise
the solution interval and so this must be done by running multiple (preferably parallel) instances of
the software on the same data with different solution intervals. Introducing the ability to parametrise
the solution interval is a long-term goal for this project.
Finally, VLBI observations often resolve source sub-structures that are better modelled with more
complicated models than a single point or Gaussian source. As part of the ongoing work on this
project, we intend to use combinations ofmultiple point andGaussian sources to describe the source
structure more thoroughly, for which accurate fringe-fitting would be necessary. The steps outlined
in the last few paragraphs will go a long way towards incorporating these complex models. It is also a
necessary step before real EHT observations can be analysed using this technique.
Typical EHT observations last for 12 hours with a time resolution of 1 second and 1MHzwide fre-
quency channels. The data sizes are usually on the order of 100GB. The software and hardware setup
used in this chapter would take weeks to analyse one such EHT dataset. However, it must be noted
that on larger servers, with the software taking advantage of multiple GPUs and the implementation
of techniques such as non-linear Kalman filters for time-varying gain calibration, the execution time
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can be sped up dramatically. Also, the method would be best suited to analyse carefully designed
experiments in which certain constraints can be reasonably imposed on fringe-fitting parameters. So,
while a probabilistic approach to this problem is highly specialised and requires high performance
hardware, it is well worth pursuing for high impact experiments such as the EHT.
6
So Far and Beyond
Mark Twain, with characteristic wit, was cautioning against the misuse of statistics when
he proclaimed, “Figures often beguileme, particularlywhen I have the arranging of themmyself”*. In
the orthodox (or frequentist) interpretation, probability is conceived of as the long-run relative fre-
quency of occurrence of an event given a large number of trials. This confines the problems to which
probability theory can be applied to those that can be formulated in terms of random variables. In
contrast, when formulated as an extension of logic, probability theory has widened applicability and
allows us to draw plausible inferences about logical propositions. Regardless of which interpreta-
tion of probability theory (or statistical inference) one subscribes to, one must be judicious about
formulating the scientific problem under consideration and the assumptions made during inference.
Probability theory as extended logic forces us to make our assumptions (or biases) explicit and to
quantify them, thereby making it easier to correct ourselves when we go astray in our reasoning.
Themotivation behind this thesis was to explore probabilisticmethods for analysing visibility data
from radio interferometers. The probabilistic method provides a rigorous way of comparing hy-
potheses and estimating uncertainties in the model parameters, which are then available for forward
propagation in the ensuing scientific analysis. The formulation of the generic radio interferometry
measurement equation and its subsequent implementation in software packages such asMeqTrees
and Montblanc has provided us with an efficient method of modelling interferometric observa-
tions. The code I use for performing theBayesian analysis has evolved over time, first using the slower,
but more generic, MeqTrees and later using the GPU-accelerated Montblanc as we move on to
specialised VLBI applications. For the numerical sampling, we used MultiNest, a Bayesian infer-
*This is the context in which the oft-misquoted line, “There are three kinds of lies: lies, damned lines, and statistics”
appears! The excerpts are from Twain’s Chapters from My Autobiography (1907).
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ence tool for calculating the evidence and computing multi-modal posteriors. The likelihood func-
tions and prior distributions are constructed within our software and passed on to the Bayesian sam-
pler. These functions are problem-specific and are explained at the appropriate places in Chapters 3,
4, and 5.
6.1 Conclusions
The major conclusion that one should take away from this thesis is that it is possible to perform a
complete probabilistic analysis of visibilities and estimate the source and instrumental effects simul-
taneously, by exploiting the power of the RIME in modelling interferometric observations. Let us
now summarise the main inferences that we can draw from the results of specific applications.
6.1.1 Super-resolution
In Chapter 3 I sought to apply Bayesian inference to the analysis of visibility data. I described the
theory behind using the RIME for this probabilistic approach and presented the implementation de-
tails of the software. I started by simulating simple WSRT observations of three source models — a
point source, a Gaussian source, and two point sources — with structures at one-fifths the scale of
the PSF at 1.4 GHz, in the presence of random noise. The SNR of the simulations was 103:1. I then
estimated the parameters and the evidences for eachmodel against each simulated dataset. The result-
ing evidences clearly indicate that our method can obtain very strong evidences according to Jeffreys’
criterion (Table 2.1) for the correct source model in each case. The source flux-density, position, and,
in the case of the Gaussian source, its shape parameters, are all estimated consistent with the inputs,
with the shape and position estimates being precise to the order of tens of milli-arcseconds, for a PSF
of 16 arcsec.
HowNoise Limits Super-resolution
A crucial factor in estimating source structure beyond the diffraction limit is the per-visibility noise.
To study the effect of noise on the super-resolution experiment, I simulatedGaussian sources of vary-
ing sizes, with the same total flux-density (0.85 Jy) and five different per-visibility noise levels: 0.1, 0.2,
0.3, 0.5, and 1.0 Jy. I then performed model selection between point and extended Gaussian source
models on each one of those datasets. We see that, with increasing visibility noise, the size of the
extended source that can be confidently estimated increases too. This gives us a practical way of com-
puting the super-resolution limit of ourBayesian approach in the presence of simulated randomnoise
for a given interferometer.
6.1.2 Estimating the Brightness Temperature of a Blazar
In Chapter 4, I applied ourmethod to a real interferometric observation for the first time. The blazar
CGRaBS J0809+5341 was observed using the EVN at a frequency of 5 GHz, after an optical flare was
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observed emanating from it. After conventional imaging methods failed to observe any elongated
structure which might indicate the presence of a jet (An et al., 2016), I analysed the same data using
the probabilistic approach, by performing model selection between a point source and an extended
Gaussian jet structure.
One of the stations used in the observation, whichwas situated in Shanghai (SH), did not have any
short baselines associated with it. As a result, preliminary self-calibration of the data could not con-
strain its gains to a reasonable degree of accuracy. Hence, we had to take into account the amplitude
jgj of the station gains in our models and let them vary by 20 per cent. The Bayes factors between the
two models indicate that there is very strong evidence in favour of the presence of the jet, in accor-
dance with what would be expected of a flaring blazar. We find a 12 per cent variation in the SH gains,
about an order of magnitude worse than that for the other stations. The estimated size of the Gaus-
sian is less than 500 milli-arcseconds (mas) (the PSF of the observation, when naturally-weighted, is
5:7  2:2 mas), with the minor axis being poorly constrained. This is due to the dependence of the
shape parameters on jgSHj. With the introduction of a few short baselines for SH, the gains and the
shape estimates would improve.
An important consequence of the Bayesian approach is that the uncertainties on themodel param-
eters are available for propagation down the line. We use the uncertainties on the shape parameters
and the flux-density estimates to compute the brightness temperature Tb of the blazar (Figure 4.13),
the 68 per cent credible region of which lies within the inverse Compton limit, between 0:17  1012
K and 0:36 1012 K.
MaximumObservable Brightness Temperature
I also derived the maximum observable brightness temperature with any interferometer for a given
SNR, by computing a Bayesian criterion for the resolution limit. Martí-Vidal et al. (2012), in deriving
a theoretical limit for the maximum super-resolving power of an interferometer, dependent on the
SNR of the data, assumed perfect calibration. In reality, uncertainties in station gain estimates and
their correlation with source shape estimates will limit the minimum resolvable source size.
I simulated EVN observations of Gaussian sources of varying sizes, with visibility noise that varies
with baseline, typical of VLBI observations, and perform model selection between point and ex-
tended source models with instrumental gains introduced. Setting the criterion for minimum re-
solvable source size as the relative evidence between the two source models at which the evidence for
theGaussianmodel becomes positive (Table 2.1), we find that, as the SNR improves (SNR100), the
effects of miscalibration of the station gains become more pronounced and the discrepancy between
the theoretical limit and the practical limit obtained increases to a factor of 3. This knowledge enables
us to obtain the maximum brightness temperature that can be measured by a given interferometer.
Such experimentswill help in setting a practical limit to the super-resolution capabilities of existing
and future VLBI arrays such as the SKA–VLBI, where resolution of source structure down to a few
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tens of as with high precision can be reasonably expected. They will also help in obtaining a lower
limit on how accurately the gains of stations providing the long baselines can be estimated.
6.1.3 Fringe-fitting
The analysis of the EVN observation in Chapter 4 was performed on data that had been previously
self-calibrated. In Chapter 5, we broaden the domain of our method to include fringe-fitting, the
process of solving for phase variability in time and frequency introduced by the intervening medium
from the source to the telescope, such as the Earth’s troposphere. We formulate a RIME-based fringe-
fitting approach and include the fringe-fitting terms in ourmodels, alongwith the source parameters.
This ability to simultaneously estimate the source parameters and the fringe-fitting phase terms and
marginalise over the unwanted parameters is the main motivation for incorporating fringe-fitting in
the Bayesian method.
We simulate a 43 GHzVLBA observation and a 230GHz EHTobservation, both of point sources
with constant delays and phase offsets introduced. In both cases, we are able to determine the delays
and phase offsets that are consistent with the inputs. Following this, we simulate a 5 as Gaussian
source (one-fourth the size of the PSF), with the delays and phase offsets introduced in the 230 GHz
EHT simulations and performmodel selection between point andGaussian sourcemodels as before.
We find that partially-resolved source structure can also be estimated along with the fringe-fitting
terms, with very strong evidence in favour of the Gaussian against a point source model. The de-
lay estimates we obtain are better than those obtained by conventional algorithms implemented in
aips and casa. Moreover, we can estimate the source flux-density and shape simultaneously during
fringe-fitting and marginalise over the delays and phase offsets which naturally provides the uncer-
tainties on the source parameters.
Estimating Time-variable Delays
We also simulate a more realistic case of a Gaussian source observed for 10 minutes, with turbulent
tropospheric delays introduced. These delays vary with time and hence the time interval over which
a solution is obtained cannot be the same as the total observation time. We obtain a delay and a
phase offset solution every 20 seconds, with the data split into 20-second subsets and analysed inde-
pendently. In each solution interval, we obtain very strong evidence in favour of the resolved source
model and estimate the source flux-density, shape, and the delays for the Gaussian model. The addi-
tion of a turbulent component to the delay terms results in the delay estimates being about 10–16 per
cent off from the true values. A shorter solution interval at the cost of increasing the execution time
will lead to more accurate estimates of the delays.
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6.2 Outlook
We began the thesis with a mathematical formulation of how probability theory can be employed
for drawing inferences in radio interferometry. The analyses of the synthetic observations and the
EVN observation of the blazar CGRaBS J0809+5341 showcase the potential of this approach. More
improvements are forthcoming to the software. Let us take a brief look at what problems we can cur-
rently apply our method to before discussing the challenges we would face in expanding its horizons.
6.2.1 Applications
With the simulation capabilities of MeqTrees andMontblanc available to us, we could perform
more tests of various physical phenomena and instrumental effects that can be captured using the
RIME. We have performed preliminary tests, similar to the ones described in sections 3.3.2 and 4.6
for studying the impact of SNR on the super-resolution capabilities of different interferometers, in-
cluding the EHT, and future ones such as the SKA–VLBI.We have also performed some preliminary
tests on estimating the polarisation properties of sources in the presence of baseline-dependent noise.
The initial results look promising although we need to performmore complete tests with more real-
istic instrumental effects introduced.
A primary objective of the project discussed in Chapter 5 is to test the applicability of our method
to the analysis of EHT observations of black holes. We have been able to incorporate the phase off-
sets and delays, two important components of fringe-fitting, while simultaneously estimating source
amplitude and structure. To perform complete fringe-fitting, we plan to incorporate rates, the third
term that captures the remaining phase-variations that afflict VLBI observations. Accounting for
both the delays and the phases, capturing the phase-variations in both time and frequency for multi-
band datasets, is the immediate next step in the project. Factors that give rise to the above terms
(such as turbulence in the Earth’s troposphere and scattering by the ISM)will also be incorporated in
subsequent analyses.
Astrometric studies using VLBI require precise and accurate estimation of source positions. Cur-
rent methods can reach a precision of 10as, whereas we have been able to achieve just a few as
uncertainty in position measurements for the EVN observation of CGRaBS J0809+5341 and a preci-
sion of 0.1as in the size estimates of the source in the EHT simulations. Withminimalmodification
to the existing software, we can easily apply our code to perform astrometry.
Finally, in all our experiments, we have used simplemodels to describe the sky. Seldom is the region
of interest on the sky composed of single point sources or simple extended sourceswithGaussian pro-
files. At the very least, we need to model the sky with a combination of point and extended sources.
Such an experiment can be done with our current capabilities for analysing the jet from CGRaBS
J0809+5341. Source models such as a core with two jets emanating from it must be tested against the
simpler models to carry out in-depth studies of the blazar.
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6.2.2 Challenges
A major challenge in pursuing the probability-theoretic approach to data analysis has always been
not one of theory, but one of implementation. Because the evidence calculation requires the com-
putation of a multi-dimensional integral, the execution time increases exponentially with increasing
dimensionality of themodel. Until themid-2000s, the computational power available publicly could
not handle this calculation in a reasonable amount of time. Now, with the availability of GPUs and
parallel programming techniques, we can adopt the probabilistic approach in performing scientific
inference. Montblanc implements a generic RIME, but the current version can run only on one
GPU. A version that could run on multiple GPUs making use of GPU clusters will be necessary to
handle a high-dimensional parameter space ormore data. This andmore improvements are currently
in the works.
Another challenge is that the sampler I use, MultiNest, performs best with models containing
only a few tens of parameters. Implementing theRIMEs for someof the aforementioned applications
for arrays of many stations will necessitate the use of next-generation samplers that can compute the
evidence formodels with hundreds of parameters in a reasonable duration. One such sampler, Poly-
chord, a successor to MultiNest, is being integrated into my software. With the completion of
this, we will be able to tackle larger problem domains. And with the data rates and volumes expected
to soar for future interferometers, it is imperative that our software be ready to handle them.
The radio waves from a source experience propagation path effects such as amplitude and phase
effects due to the intervening medium, the Earth’s atmosphere, and the primary beams of the sta-
tions of an interferometer, to mention a few. In our goal to combine current calibration and imaging
procedures with drawing scientific inferences, a better understanding of these effects and the astro-
physical causes of the radio emission from the source itself is necessary. Providing the ability to handle
the scientific and instrumental parameters in our GPU-accelerated software is a challenge well-worth
undertaking given the scientific returns expected.
The theory has been spelt out clearly for achieving the foreseeable scientific goals. With the pro-
posed advancements, the software will get us closer to performing probabilistic analyses of radio data
on a large scale. As so often happens in science, the pathwill be tortuous and full of surprises. Though
at any point during the journey, the domain to which our theory can be applied successfully will be
finite, we can hope to advance one step further from wherever we are, if we reason carefully enough.
The world is ﬁnite; our hopes spill over its rim.
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