Vowel mergers are some of the most well-studied sound change phenomena. Yet the methods for assessing and characterizing an individual speaker's participation in an ongoing merger (or split) vary widely, especially among researchers analyzing naturalistic corpora. We consider four methodological approaches to representing and assessing vowel difference: Euclidean distances, mixed effects regression modeling (Nycz 2013), the Pillai-Bartlett trace (Hay, Warren, & Drager 2006) , and the spectral overlap assessment metric (Wassink 2006). We discuss the strengths and weaknesses of each method and compare them by applying all of them to three different data sets, each of which contains low vowel data from speakers whose status with respect to a vowel contrast may not be clear-cut: realizations of COT and CAUGHT in San Francisco, California; COT and CAUGHT among Canadians in the New York City region; and TRAP and BATH among Scots who work in Southern England. We conclude with some practical recommendations.
INTRODUCTION
Vowel mergers are some of the most frequently studied sound changes. Their realization in the speech of individuals as well as their spread through a community raise a number of interesting questions for sociolinguists, dialectologists, phoneticians, and phonologists [1] . Despite the long-standing interest in vowel merger (and its inverse, vowel split), the methods for assessing and quantifying differences in the realizations of word classes implicated in merger vary widely across studies, especially in research which draws its data from naturalistic speech corpora. These methods also vary with respect to the type of information they yield. Ideally, a method for assessing vowel difference would do all of the following:
1. Capture the distance between word classes in acoustic space. It is possible to determine a central tendency for a given word class in multidimensional acoustic space (typically, the two dimensional vowel space defined by F 1 and F 2 ). In most cases, we want to quantify the distance between these central tendencies. We would also like to identify which specific dimension(s) account for most of the difference, as this information can illuminate the changes leading to merger or split (for example, if one vowel is backing or raising towards the other, possibly due to other changes occurring in the wider system). Finally, we want to know whether such distances are statistically significant, or likely to occur by chance even if there is no underlying difference.
2. Capture the degree of overlap between word classes in acoustic space. Speakers may also vary in the degree to which the distributions of each word class overlap along the dimensions measured. Overlap is in practice related both to the distance between classes as well as the range of variation in their token realizations, but in principle it is also independent from each of these (see Fig. 1 ). Degree of overlap affects the ability of listeners to perceive a difference between putative categories (and thus their ability to use it for distinguishing words), and can also reveal what type of change in progress may be occurring (e.g., merger-by-approximation [2] vs. merger-by-expansion [3] ). We would therefore like to quantify this overlap in some way, as well as have some means of characterizing the overlap (e.g., as partial or complete). 3. Take into account the unbalanced nature of naturalistic data. Tasks such as the sociolinguistic minimal pair test 1 allow the researcher to elicit specific words and to control for the phonological context in which vowels appear. In spontaneous conversation, however, the data are rarely so balanced: tokens from one word class may appear disproportionately in some phonological contexts over others, and specific words may appear with greater frequency in the data. Both of these facts complicate an assessment of vowel difference: we want to be sure that any difference we see is not entirely attributable to phonological context (that is, the result of allophony rather than an underlying contrast) or the idiosyncratic patterning of particular words which are especially frequent in the data.
4. Enable a comparison between speakers in a corpus with respect to their degree of participation in a merger or split in progress. Often, researchers are interested in the extent to which variation in the degree of word class difference can be predicted by social factors such as age or attitude. In such cases, we need a measure of difference which can serve as a dependent variable in a statistical analysis, which requires that this measure be comparable across all speakers in a corpus.
In this paper we review four methods for quantifying the acoustic correlates of merger, each of which has been used in recent sociophonetic work. We discuss how each does or does not meet these desiderata, and then apply each method to data 2 from fifteen speakers: five individuals from each of three different data sets of spontaneous speech. These data sets represent word classes which are undergoing merger or split for some group of English speakers: COT and CAUGHT 3 among San Franciscans and mobile Canadians, and TRAP and BATH among Scots. We discuss how the different methods agree or disagree in their assessment of speakers within each data set as well as probable reasons for the disagreements, and end with practical recommendations.
THE FOUR METHODS

Euclidean distance
One way to quantify the difference between two putative vowel categories is to calculate their Euclidean distance 4 (see, e.g., Baranowski [7] , Irons [8] , Dinkin [6] for use of this method in quantifying degree of low back merger.). The distance between vowels is modeled as the hypotenuse of a right triangle, with the other two sides of the triangle defined by distances along the F 1 and F 2 dimensions. The Pythagorean theorem is used to find the length of the hypotenuse; the smaller that value, the closer the vowels are in the two-dimensional vowel space. Euclidean distance is typically calculated using the mean F 1 and F 2 values for each category, but this method can also be used for individual token pairs when the members of each pair occur in the same phonological environment, such as in minimal pair data.
Euclidean distance obviously provides a measure of distance between categories, partially fulfilling one of our requirements from the previous section. If the distance is calculated for normalized vowel data, then the Euclidean distances can also be compared across speakers in a corpus and serve as a dependent variable in a statistical analysis. The main practical advantage to using Euclidean distance is ease: one does not need advanced statistical software to calculate this value, which can be determined using a simple formula within a spreadsheet program (or by hand with pencil and paper). Moreover, the resulting distance is given in units of measurement (such as Hertz) that are transparent to linguists, and is easily visualized on the two-dimensional vowel space as a straight line between two points.
However, the method also has several disadvantages. First, it does not itself indicate whether the calculated distance is in fact a statistically significant one; additional tests for differences in central tendency such as t tests must be carried out, and each test can only indicate a difference along one dimension (i.e. F 1 or F 2 , but not the Euclidean distance itself). Second, Euclidean distance does not capture the amount of overlap between categories, nor anything about the distribution of the tokens within each category, information which is likely relevant to assessing both the type and the degree of participation in a change in progress. Third, this method offers no way of controlling for the 2 Each method will be compared only with respect to F 1 and F 2 values, which are given in Hz. 3 We use keyword labels rather than IPA symbols for two reasons. The first is phonological: we do not want to assume the presence or absence of a contrast between two lexical sets, as the use of either two symbols (such as /O/ and /A/) or one for a given pair of sets would imply. The second is phonetic: the realization of each lexical set's vowels in all of the data we examine is variable, and may range over a region of the vowel space that could be labelled with several IPA symbols. We also use different keyword conventions for the US English and UK English datasets. TRAP and BATH are used in the British context because Wells' sets are based on Received Pronunciation (RP), and RP is taken to be the dominant variety of the community under study, the Parliament of the United Kingdom. In contrast, COT and CAUGHT are used in the American contexts because the relevant (non-RP) vowel contrasts encompass multiple Wells' sets [5] (COT includes LOT and PALM; CAUGHT includes CLOTH and THOUGHT). 4 This measure is also sometimes referred to as Cartesian distance (e.g. Dinkin [6] ). allophonic contexts in which tokens appear. For example, /l/ tends to lower the F 1 and F 2 of preceding vowels; if many of the CAUGHT tokens in a data set appear before /l/ while only a few COT tokens appear in this context (a common occurrence in many data sets), the Euclidean distance will overestimate the overall difference between the CAUGHT and COT categories. Controlling for such allophonic effects must be done manually, for instance by removing non-common phonological contexts and then calculating distances on a subset of the data. Finally, this method cannot take into account word-specific effects on vowel realization: if a category's overall distribution is substantially skewed by a particular lexical item, this information will be lost when all values are averaged together for that category. These disadvantages are of particular concern for researchers who draw their data from naturalistic speech, in which category overlap and lack of control over both allophonic context and specific lexical items represented is the norm.
Another concern with Euclidean distance as it is typically used is the appropriateness of relying on the mean formant values for the determination of distance. The mean F 1 or F 2 will often not be the best indication of a vowel's central tendency, especially in the cases of variation and change which are of particular interest to many sociophoneticians: ongoing vowel shifts may result in token spreads that are not normally distributed, and tokens with extreme realizations may shift the mean in such a way as to misrepresent the central tendency of the overall token cluster. One way to address this issue is to instead calculate Euclidean distance based on median F 1 and F 2 , which are relatively unaffected by skewed distributions and extreme values. In the analyses that follow, we will report Euclidean distances calculated with medians (henceforth ED-Median) as well as those calculated with means (ED-Mean) and discuss any differences that arise.
Mixed Effects Regression & Adjusted Euclidean distance
Nycz [9] , [4] used mixed effects regression to estimate the difference between word classes. This method exploits two key features of mixed effects models. First, such models can contain multiple fixed effects, meaning that terms representing features of the phonological environment which may condition vowel realization can be included along with a term for WORD CLASS. Second, these models include random effects which reflect variation between randomly selected individuals in a population: this means that the potentially idiosyncratic patterning of specific WORDs which happen to have appeared in a corpus can be taken into account when estimating the fixed effects of primary interest. Moreover, this helps to correct for WORD token number imbalances.
To estimate the difference between two word classes along the height dimension, two models are created with F 1 as the outcome variable. The first model contains various fixed effects reflecting phonological environment 5 and a random effect of WORD. The second model contains the same phonological fixed effects, the random effect of WORD, and an additional fixed effect of WORD CLASS. The two models are then compared, and if the second model is found to be significantly better than the first -that is, if WORD CLASS membership accounts for a significant amount of variation in F 1 even when phonological context and word effects are taken into account -then this can be interpreted as indicating that there is a significant difference between the two word classes along the height dimension. 6 Moreover, the effect size associated with WORD CLASS in the second model represents the distance between these two categories once phonological context and word effects are controlled for. The same procedure is followed to estimate the difference between word classes along the F 2 dimension. The estimated differences in F 1 and F 2 can then be used to calculate an Adjusted Euclidean distance (ED-Adjusted).
This method improves upon the simpler Euclidean distance measures described in the previous section in a few ways. It overcomes (or at least greatly mitigates) the skewing effects of both allophony and word-specific effects in 5 Phonological environment was represented by four factors in the analyses described here: following and preceding segment voice/manner (VOICELESS OBSTRUENT, VOICED OBSTRUENT, NASAL, LATERAL, RHOTIC, PAUSE) and following and preceding segment place (APICAL, DORSAL, NOT LINGUAL).
calculating the distances between two categories. Moreover, it produces a significance value associated with WORD CLASS that also takes into account these other factors.
However, the method shares a few disadvantages with Euclidean distance as described in the previous section. First, the significance assessments produced reflect the effect of WORD CLASS on each of F 1 and F 2 separately; it does not indicate whether the calculated ED-Adjusted itself is significant. Second, there is no explicit quantification of overlap between word classes in the model output.
Pillai-Bartlett Trace
Hay et al. [10] introduced a method for estimating the extent of overlap between vowel categories which they referred to as the 'Pillai score' (Pillai). Hay et al. [10] used this method in their analysis of NEAR and SQUARE in New Zealand English; Kennedy [11] subsequently used it to examine CAUGHT and FOOT before /l/ in New Zealand English, and Hall-Lew [12] and Wong and Hall-Lew [13] used it for analyzing COT and CAUGHT in San Francisco and New York City. The Pillai score, formally known as the Pillai-Bartlett trace, is simply a statistic that is part of the output of a MANOVA model (see also Hall-Lew [14] ). Multivariate analysis of variance (MANOVA) is a type of ANOVA that models variation with respect to more than one dependent variable simultaneously, such as both F 1 and F 2 . 7 The higher the value of the Pillai statistic, the greater the difference between the two distributions with respect to these dependent variables. Each model also provides a measure of statistical significance, with a p value generated for each Pillai statistic that indicates whether the difference between clusters is significant.
Another way to think of the MANOVA model is as a multivariate regression, so as to highlight the similarity between this method and the mixed effect regressions. The 'Pillai score' shares the advantage of ED-Adjusted in being the result of a model that can build in allophonic effects. However, the output of these two approaches differ, in that the Pillai does not represent distance so much as a more abstracted difference: Pillai score values range from 0 to 1 in all cases, with 0 indicating no difference between two clusters and 1 indicating no similarity. As with mixed effect regression, including phonological context in the MANOVA allows for a calculation of difference that takes into account possible imbalances between the clusters with respect to their representation in different contexts. This may result in smaller difference scores for a pair of clusters compared to those calculated on simple means or medians, if context imbalances artificially increase the distance between those central tendencies. It is also possible, though probably less likely, that doing so may increase difference scores (two token distributions which differ in the phonological contexts represented among them will yield a non-zero Pillai score even in the case where the distributions have identical means and take up identical areas of acoustic space).
In contrast to ED-Adjusted (but similar to the Spectral Overlap method, discussed below), the Pillai score is directly drawn from a procedure that models F 1 and F 2 variation simultaneously -a feature which may be desirable or not, as we discuss further below. In addition, unlike the mixed effects regression, MANOVA (as currently implemented in R and other statistical environments) cannot account for random effects, and therefore cannot correct for skew in a given distribution that is due to a particular lexical effect. Furthermore, although the set range of Pillai scores from 0 to 1 is useful for comparison across speakers (within a corpus), the Pillai values are not expressed in units that are easy to interpret. Linguists are more likely to prefer measures that represent the difference between two acoustic categories in perceptually meaningful terms, such as Hertz.
Spectral Overlap
Wassink [16] , [17] proposes one method for capturing the degree of overlap between two vowels. In the Spectral Overlap Assessment Metric (SOAM) method, normalized scatter for two vowel distributions is modeled as two best-fit, weighted ellipses oriented at angles with respect to F 1 and F 2 . The output of the metric is an overlap fraction, which represents the area of the region of overlap between the two ellipses. Calculating overlap consists of first generating vowel ellipses based on the F 1 and F 2 means of the distribution and the elliptical radius out from each mean. The radius extends two standard deviations from the mean and follows the slope of the line between the means of the two distributions (i.e., the slope of the Euclidean distance line). The boundaries of the ellipsis then trace the radii that extend out from each vowel's midpoint. Vowel distributions modeled by the ellipses are represented only by the interquartile range, with outliers excluded. Wassink [16, 281] figures that "we can expect approximately 95% of normally distributed data for the vowel being considered to be inside the ellipse." The key difference between the SOAM ellipses and traditional ellipses (e.g., Hillenbrand et al. [18] ) is that SOAM iterates the best-fit calculation twice more after the first rotation. This requires rescaling the data with each iteration, which is done in an effort to best represent the principal axes for the data. As can be seen in Figure 2 , this iterative process results in ellipses that appear to have different axis-orientations than those seen in the raw data plots. Wassink [17, [2341] [2342] ] "provisionally define[s] a fairly conservative cut-off" for distinguishing between "no overlap" (0-20%), "partial overlap" (20-40%), and "complete overlap" (≥ 40%). Of course, the understanding of these criteria as "conservative" or not depends on the particular phenomenon under consideration. For example, in the San Francisco data below, all speakers have overlap measures > 40%. Thus, one might wish to redefine the cut-off criteria for a given data set, or else treat the overlap measure as gradient. Using the exact overlap measure allows for more fine-grained comparisons across speakers (all things being equal), and enables the measure to be used as a dependent variable in subsequent models examining the social factors that may affect participation in merger or split.
One clear advantage of this method over the others discussed thus far is that it directly captures overlap, and at a more abstract level than individual tokens. Unlike any of the other methods, it also generates plots simultaneously with the overlap calculations, and these plots depict not only amount of overlap but where in the formant space that overlap occurs. The method also easily allows for the inclusion of a third dimension of contrast, such as F 3 or duration. However, the measure has similar limitations to basic Euclidean distance: allophonic or lexical effects can only be dealt with by subsetting the data, and no direct measure of statistical significance is provided. In addition, no measure of distance is given.
COMPARISONS AND RESULTS
The San Francisco Data
The merger between COT and CAUGHT is arguably the defining dialectal feature distinguishing the Western United States from other regions of the country [19] . As one of the most important and iconic cities in the American West, San Francisco might be expected to show the complete acoustic and perceptual merger that has been observed in all other cities across the region, but data presented in the Atlas of North American English (ANAE) show that San Francisco is a clear outlier in this respect, with the low back vowels still in a state of transition despite the widespread regional pattern [19, 168] . This is particularly interesting in light of a study conducted in San Francisco around the time of the ANAE's data collection that found that younger speakers were clearly moving towards merger [20] .
Recent work by Hall-Lew [12] , [21] investigated the realization of low back vowels in San Francisco and the reasons behind the city's outlier status with respect to these vowels. Thus the ability to compare relative degree of merger across speakers in the corpus, so as to relate this variation to social factors such as age, was of particular importance in this study. Vowel tokens were drawn from sociolinguistic interviews, with no cap placed on the number of tokens taken for particular words. As such, the data are not balanced with respect to phonological context nor number of tokens per word. COT and CAUGHT, as well as varying amounts of distance between word class means. Based on these plots, Enid appears to have the greatest difference between COT and CAUGHT, while Grace seems to have the least. The speakers appear to vary with respect to which formant most accounts for their vowel difference. Enid and Timmy appear to have larger differences between COT and CAUGHT along the F 2 dimension than along F 1 , whereas Ruth and Don show a similar amount of difference along both dimensions. Simple token plots, however, may not clearly show how tokens are distributed within the vowel space. The contour plots in Figure 4 use kernel density estimation to show the distributional peaks of each word class. 8 These plots reveal that Grace and Timmy's CAUGHT vowel tokens may be bimodally distributed. The two peaks of Grace's CAUGHT distribution are centered around the COT peak, while only one of Timmy's peaks overlaps with COT. This pattern is motivation to test for an allophonic explanation: perhaps these different peaks are straightforwardly predictable by phonological context, or perhaps they represent the phonologically unpredictable residue of a contrastive category whose members are being transferred to COT. least overlap to most overlap: for the Spectral Overlap measure, this range is from 1 (total overlap) to 0 (no overlap), while for the Pillai score the range is 1 (no overlap) to 0 (complete overlap). For the three measures where significance estimates were possible and appropriate, asterisks indicate where significant differences were found. 9 The five methods agree on several points. Across all models, Enid is found to have the most difference between COT and CAUGHT, with Don always second. The three methods which yield significance values also agree that Enid, Don, and Ruth produce a significant difference between the two word classes (see the Appendix for all test statistics and p values referenced in the main text).
However, there are also several differences in the results. Comparing ED-means and ED-medians, we note that the overall ranking of speakers according to these two distances is essentially the same, though the distance for a given speaker calculated using median values may be larger or smaller than that calculated using means depending on their vowel distributions. Don and Enid have somewhat greater distances based on medians, probably because both of these speakers produced an extremely high COT token, and Enid has two extremely backed tokens of COT; these tokens pull the mean F 1 or F 2 of the COT class down for these speakers, closer to the means of the CAUGHT class. Grace, in contrast, exhibits a smaller distance using medians, because a couple of very low and very front COT tokens in her data pull the mean F 1 and F 2 values for that class higher.
ED-Adjusted distances are typically (though not always) lower than the raw ED measures, and Pillai scores typically (though again, not always) indicate less difference than Spectral Overlap measures. This finding holds across all three data sets, and is not surprising: the models which yield the ED-Adjusted and the Pillai scores take into account factors such as phonological context effects which may inflate difference measures when not controlled for.
According to the three distance measures, Don clearly has a greater word class difference than Ruth and Timmy, while according to the two overlap measures, Don, Ruth, and Timmy pattern very similarly. Both of these results make sense given the distribution of the word classes shown in Fig. 4 . While Don has a large distance between the distributional peaks of COT and CAUGHT, Ruth's peaks are much closer together, and Timmy's COT falls in between the two peaks of his (bimodally distributed) CAUGHT space. All three speakers, however, show a similar pattern of overlap, with the overall distribution of one word class being almost wholly contained within the distribution of the other.
Finally, while Wilcoxon tests for differences between F 1 and F 2 medians and the p value associated with the Pillai 9 t tests for differences in means were not carried out, as most of the data for these speakers was not normally distributed. score indicate that Timmy produces a significant difference between COT and CAUGHT, the mixed models method finds that the distance between these word classes is not significant along either dimension. The most likely reason for this disagreement is that including a random effect of WORD makes an important difference for Timmy's data. To test this, we calculated an ED-Adjusted based on coefficients drawn from models containing fixed effects of phonological context and WORD CLASS only. This resulted in a statistically significant effect of WORD CLASS for F 1 . For Timmy, we can say that the lack of a word-specific factor (in the Wilcoxon and MANOVA models) directly results in an overestimation of word class difference.
The Canadians-in-New-York Data
In comparison to vowel merger, vowel split -the appearance of a distinction where one was not previously present -has received relatively little attention. This is largely because mergers tend to spread at the expense of distinctions [22] , so nascent splits are rarer in the community contexts that sociolinguists usually study. However, splits raise similar theoretical issues to mergers, and present similar practical issues in terms of their analysis.
Nycz [9, 4] investigated low back vowel production in a sample of expatriate Canadians living in and around New York City. These individuals are native speakers of Canadian English, a dialect long characterized by a merger between the COT and CAUGHT classes [23] . In contrast, New York City and surrounding communities maintain a robust low back vowel distinction [19] . Nycz wanted to determine whether these speakers showed any evidence of having acquired a distinction between the COT and CAUGHT classes. Vowel tokens were drawn from sociolinguistic interviews with no cap on the number of tokens per word, and indeed no cap on the number of tokens per speaker. Figure 6 shows the low back vowel spaces of five Canadians living in New York City in 2008. SS appears to have the greatest difference between word class mean values, and the least amount of overlap, followed closely by JC and LG. EW and VJ, meanwhile, have a much smaller distance between COT and CAUGHT mean values (mostly along the F 2 dimension), and nearly total overlap between these word classes. However, the distribution of tokens within each word class also varies across speakers (Fig. 7) . SS's CAUGHT tokens in particular may be bimodally distributed, with one peak located in a relatively high and back region, 10 and the other located fairly close to the COT distributional peak, particularly along the F 2 dimension. As with the previous dataset, there are minor differences between ED-Mean and ED-Median for these speakers, though the overall ranking in the same. And again, we see that the two methods whose models include terms for phonological context (ED-Adjusted and Pillai) consistently estimate a smaller difference between word classes than their comparable methods which do not (ED and SOAM, respectively).
There is some disagreement with respect to the three speakers in the middle, reflecting differences in the distribution of tokens between speakers. For example, the three distance methods find that LG has more of a difference between word classes than EW, while the two overlap methods rank these speakers in the opposite way, demonstrating the independence of distance and overlap as difference measures.
Wilcoxon tests indicate that all five speakers in this dataset produce a significant difference between COT and CAUGHT for at least one formant. The difference for one speaker (VJ) is not significant in models where factors other than word class are included. Adjusted Euclidean distance and Pillai both find that all speakers except for VJ have a significant difference between COT and CAUGHT, with the difference for SS greater than that for EW. The two methods differ, however, in the specificity of their significance results. Because MANOVA determines the significance of terms with respect to both F 1 and F 2 together, these results do not reveal whether these four speakers distinguish the two word classes along both dimensions or just one. The mixed effects model approach, in contrast, shows that while SS and LG has a significant difference between COT and CAUGHT along both the F 1 and F 2 dimensions, JC distinguishes these classes only in F 1 11 while EW distinguishes them only in F 2 .
The Scottish MP Data
Our final data set includes five Scottish Members of the UK Parliament (MPs), who have subtle but varying degrees of distance between what Wells [5] calls the TRAP and BATH lexical sets. Scottish Standard English (ScSE) is typically characterized by a single low vowel (which is more fronted or backed based on the particular regional variety). In contrast, the low front vowel in Southern Standard British English (SSBE), TRAP, underwent a split sometime between the mid-18 th and early 20 th centuries where the vowel variably backed and/or lengthened in the context of a following nasal or voiceless obstruent. This resulted in the formation of the BATH lexical set, although with the added complication that the split never went to completion. Today there are still instances of words in SSBE with the TRAP vowel that precede voiceless fricatives and nasal-consonant clusters in closed syllables. This has resulted in pairs like gaff-staff or trample-sample where the first in the set is in the TRAP class and the second in the BATH class. This unpredictability makes the contrast particularly difficult to acquire accurately, given the lack of a reliable pattern of phonological conditioning. Scottish MPs are interesting to look at in this regard because of the centuries-long pressures to converge to the linguistic standards of Parliament, which today can be characterized as SSBE. Aside from the question of whether or not convergence is desirable, to the extent that it is even possible we can ask if the split is realized with lexical accuracy or more with respect to overgeneralized phonological rules. In this data set, then, a test which takes into account phonological factors is especially necessary.
This situation might be best described as a near-split, similar to that seen for the Canadians in New York. But unlike COT-CAUGHT, the realisation of phonetically distinct BATH tokens is partially phonologically conditioned. Furthermore, while the COT-CAUGHT distinction is realized for both F 1 and F 2 , the TRAP-BATH distinction is realized more according to F 2 than F 1 (at least for this data set, and even then, not entirely so). There can also be a length contrast between TRAP-BATH, with the latter longer than the former, although this dimension is not considered here.
The Scottish MP data analyzed here represent a subset of the data currently being analyzed in ongoing work on phonetic variation among Scottish MPs from 2011-2012. 12 Recordings were purchased from a television archive of the UK House of Commons chamber. 13 One thing to note is that the number of tokens between word classes here is much less balanced than in the data sets showing the COT/CAUGHT contrast ( Figure 9 ). This is an unavoidable result in any corpus-based study of this variable, as there are far fewer BATH lexical items relative to TRAP due to the smaller type frequency (and thus token frequency) that has resulted from the historical development of these word classes (an incomplete conditioned split). Three of the speakers (Banks, Harris, Robertson) have over twice as many TRAP tokens as BATH tokens, while the other two (Alexander, MacNeil) have over four times as many. Figure 9 indicates that, in comparison to the COT-CAUGHT contrasts, the distance between the TRAP-BATH means is small for all five Scots. However, the distances are still variable across speakers, with Banks appearing to have the greatest distance. The contour plots in Figure 10 suggest that Banks may also have a bimodally distributed BATH class. Banks is represented by a much sparser data set than the other speakers, so this depiction should be treated with caution. However, the low numbers mean that his pattern is the easiest to inspect manually, and such inspection (not shown here) reveals that neither the apparent bimodality of BATH nor the TRAP-BATH distinction is due to allophonic effects, as tokens preceding nasals and voiceless obstruents appear with both higher and lower F 2 values. Figure 11 shows how the five Scots rank according to the five difference measures. Again, the methods agree in the extreme case: Banks is found to have the most TRAP-BATH difference, while MacNeil and Harris are found to have the least. The five measures also largely agree with respect to the ranking of the other speakers.
Again, ED-Adjusted and Pillai values tend to be smaller than raw EDs and SOAM, respectively, with the notable exception of Banks: the calculation of distance for Banks does not decrease in ED-Adjusted, confirming the observation made in checking the data by hand that Banks' bimodal BATH pattern was not straightforwardly attributable . TRAP and BATH difference among 5 Scottish MPs, according to each method. Stars indicate where significant differences were found; for ED measures, significant differences were found only in F 2 except for Harris, who also showed a significant difference in F 1 .
to the effects of phonological context. For other speakers, the more marked difference between methods as compared with the previous two datasets reflects the fact that the split under analysis is partially phonologically conditioned, and so phonological factors will account for much more of the variation seen between these two word classes than for COT-CAUGHT.
As with the previous dataset, Wilcoxon tests used to compare medians finds significant differences where other methods do not, e.g., for MacNeil. In addition, Harris shows no significant TRAP-BATH difference according to the mixed model method but does show a significant difference according to the Wilcoxon tests and MANOVA. As with Timmy in the San Francisco data set, this suggests that Harris' data contains specific lexical effects that are not accounted for in these two methods. A comparison between the mixed effects model for Harris and a new regression model with only fixed effects again shows that the latter does predict a significant difference by WORD CLASS, for F 1 . Again, we have here a speaker for whom the lack of a word-specific factor directly results in an overestimation of vowel difference. Furthermore, the mixed model results for all five Scots indicate that the vowel difference largely obtains in F 2 and not F 1 , as expected. This result suggests that single-dimension models (e.g., a mixed-effects model on F 2 alone) are perhaps more appropriate for this dataset, consistent with other findings that single formant measures better correlate with apparent time patterns of merger-in-progress than more multi-dimensional models [24] .
DISCUSSION
In this paper we have surveyed four recently used methods ( as well as a novel variation on one of these methods) for quantifying the acoustic correlates of vowel distance and overlap, assessing them with respect to their relative success at the following four desirable qualities:
1. Capture the distance between word classes in acoustic space. The most conservative measure of distance is ED-Adjusted. Less controlled measures of distances are ED-mean and ED-median; between these two, ED-median may be preferable given the non-normal character of much vowel data. The Spectral Overlap measure, which specifically captures overlap rather than distance, fails according to this criterion. Pillai is somewhere in-between, as it represents distance only in the sense of representing overall difference.
2. Capture the degree of overlap between word classes in acoustic space. The Spectral Overlap method is, perhaps unsurprisingly, the best method surveyed here for capturing overlap, as that is its explicit purpose. The Euclidean Distance measures are all the least representative as measures of overlap. Again, Pillai falls in between these measures since it represents degree of overlap but only in the sense of representing overall difference.
As mentioned earlier, degree of distance and degree of distributional overlap are technically independent measures of difference. This can be seen in the San Francisco dataset, where (for example) the speaker Don has a noticeably greater Euclidean Distance than Ruth and Timmy, but approximately the same amount of Spectral Overlap. Ultimately, if a researcher wishes to use any of these methods, then it is up to that researcher to determine whether it is distance or overlap which best captures the difference between word classes. For example, Kendall and Fridland [25, 295] find that Euclidean distances outperform Pillai scores, and suggest that what might matter most "for explaining the perception data is speakers' central tendencies (i.e., vowel targets) more than the spread of their actual productions."
3. Take into account the unbalanced nature of naturalistic data. This quality is best captured by the Adjusted Euclidean Distance measure because of the inclusion of both fixed effects (like phonological environment) and random effects (like word identity) in the mixed models that are used in its calculation. The MANOVA and Pillai score is a close second best in this regard because it accounts for the former but not the latter. Neither raw Euclidean Distances (whether calculated for means or medians) nor Spectral Overlap are as well-suited to unbalanced data without first subsetting the data set; in all cases, these methods estimated greater degrees of difference between word classes than did the more complex models.
The difference between the ED-Adjusted and Pillai approaches can be salient for some speakers, such as Timmy (from the San Francisco data set), whose distributions appear to be particularly influenced by certain lexical items. Choosing a model without the random effect of WORD results in Timmy being represented as having a greater difference between his COT and CAUGHT classes than a model that includes that random effect. Such cases, of course. speak to larger theoretical questions surrounding the role of word-level representations in phonological theory.
4. Enable a comparison between speakers in a corpus. Each method surveyed here produces a single numeric representation of word class difference that can then be used as a dependent variable in subsequent analyses. Those models that offer more control of phonological and lexical factors are arguably stronger models for speaker comparison. For example, ED-mean, ED-median, and SOAM offer relatively poor comparability between speakers in the case of naturalistic speech data because they cannot take into account imbalances in phonological context or word representation across speakers. In comparison (and especially if we assume the use of normalized formant values), ED-Adjusted and Pillai take these potential effects into consideration and therefore offer better between-speaker comparison. Since Pillai cannot incorporate word as a random effect, it is less well-controlled than ED-Adjusted. Note that all measures collapse effects of the separate dependent factors (in our case, F 1 and F 2 ) and therefore all may be poor representations of between-speaker difference in cases where some speakers represent category difference more along one dimension than the other. Given that an intermediate stage of ED-Adjusted is the calculation of separate effect sizes for each dimension, it might be a preferable method in this case.
Another issue to consider is how each of the methods fares with sparse or skewed datasets. For each method, the consequences for interpreting the results are slightly different. Having fewer tokens presents a potential problem for SOAM in that tokens that might otherwise be treated as outliers in a larger dataset are retained in the ellipsis generation stage, and thus may result in an overlap calculation different from that which a larger dataset would yield. For ED-Adjusted and Pillai, having fewer tokens may not necessarily result in different coefficients (difference measures), but may result in a Type II error. Both SOAM and ED-Mean are vulnerable to data that is skewed due to allophonic effects or some other systematic factor; a speaker might be spuriously represented as having more or less overlap or distance (respectively) between categories, depending on the direction of the skew. ED-Adjusted and Pillai are better in this regard because they can correct for skew.
However, it is important to keep in mind that these more sophisticated methods of analysis bring with them certain assumptions which may not hold in cases of change in progress, such as normal distribution of the residuals and homogeneity of variance. Minor violations of these assumptions may not be a problem for a particular analysis (e.g. the Pillai statistic in particular is reasonably robust to such violations ( [26, 719] )), however, it is up to the researcher to determine how serious such violations are and take their resulting analysis with an appropriately-sized grain of salt.
What all methods share in terms of how they have been implemented in this paper is a comparison of word classes based on midpoint F 1 and F 2 values alone. All of the methods described in this paper can in principle be extended to include additional acoustic parameters; what we cannot fully address here is the question of the ideal number of acoustic dimensions which ought to be considered in any assessment of difference. Other work (e.g. [15] , [27] ) has found that additional parameters beyond F 1 and F 2 may contribute to a vowel contrast, indicating the need to include these in assessments of difference. On the other hand, the Scots data set discussed here suggest that some vowel contrasts may be best represented by one dimension rather than two. In all likelihood there is no universally appropriate number of parameters; the researcher must determine for each individual data set which measures are likely to be relevant, and develop statistical hypotheses and designs accordingly.
Overall, our results show that the methods tested here generally agree with one another with respect to those speakers at the extremes who show the most and least amounts of vowel difference in the data set. When speakers are ranked differently between method A and method B, the ranking for B usually indicates a switch between two speakers adjacent in their ranking according to method A, rather than totally different re-orderings. However, the methods do differ in important ways.
Two of the methods -mixed modeling and MANOVA -consider phonological environment in the difference calculation, a necessity given the large effect that phonological context has on vowel realization and the typically unbalanced nature of spontaneous speech data with respect to context. However, it is difficult to decide between these two approaches, since they differ from each other in two crucial ways. The mixed effects regression allows one to consider lexical effects, but requires separate models for each acoustic dimension under consideration. MANOVA models differences in terms of all acoustic dimensions simultaneously, but does not allow for inclusion of random effects. As noted in Section 2.3, this limitation of MANOVA is a practical one: while mixed MANOVAs are in theory possible, they have not yet been implemented in a statistical environment accessible to most sociophoneticians. Should the necessary package materialize, it will be possible to isolate the impact of univariate vs. multivariate statistics and that of mixed effects modeling vs. fixed effects modeling.
What this points to in practical terms is the importance of understanding one's data before making any calculations. Researchers ought to explore their data using both cross-tabulations of factors and data visualizations such as token plots and contour plots to identify unexpected distributional patterns and ascertain the reasons behind them. For example, if lexical items differ greatly in their frequency of occurrence for a particular speaker, then including a random effect to account for possible lexical variation is important. If plots indicate that degree of overlap plays a key role in how a merger is progressing in a particular community, then a method which reflects degree of overlap in its calculation of difference may be preferred. If multiple acoustic dimensions seem to contribute to difference, perhaps in synergistic ways, then a multivariate approach may be the best choice.
One of the next steps in this project is to gain a better understanding of the reasons for all the differences seen here, with the aim of accounting for exactly how the differences between methods interact with the differences between data sets. As we work towards that goal we are also considering additional methods that have been used in the literature to quantify vowel overlap or category similarity more generally. These include but are not limited to mixture models or clustering models, Mahalanobis Distances [28] , and d (a) . D (a) is "a measure of sensitivity in the theory of signal detection" [29, 1184] , a calculation of "the between-category distance (the Euclidean distance ... ) divided by the within-category variance" [30, 921] . Cristia and Seidl [30] compare d (a) values to Euclidean distances, making it a good candidate to add to the comparisons considered here.
In the future, we hope to expand the method comparison to focus on those methods that can incorporate additional acoustic variables besides single-point measurements of F 1 and F 2 , such as vowel trajectory [31] , F 3 , vowel duration, and voice quality [15] . Finally, we can approach these research questions from an entirely different angle by examining how simulated data sets with pre-specified characteristics are assessed by various methods.
CONCLUSIONS
This exploratory study finds reassuring similarities as well as crucial differences between several measures of calculating vowel difference. While the results do not suggest a single 'best' metric above all others, researchers who are interested in the acoustic representation of near-mergers and near-splits are encouraged to choose a method of quantification based on known linguistic and representational facts about their data sets. One recommendation at present is for anyone studying mergers or splits to consider at least two different ways of operationalizing category distinction in the exploratory stages of their analysis.
APPENDIX
These tables contain results from the statistical tests described above. Mean and median formant values are rounded to nearest Hz. LMER comparison gives the results of comparing a model which includes a Word Class term to a model which does not contain this term; 'class effect' indicates the absolute value (Hz) of the coefficient associated with Word Class in the more complex model. Asterisks indicate significant levels: *** < .001; ** < .01; * < .05. Test statistics are reported to 2 significant digits. 
