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Sebbene diversi metodi di sintesi siano riportati
in letteratura il controllo della struttura, delle di-
mensioni e della morfologia di nanoparticelle e di
nanocompositi è tuttora oggetto di indagine e di
studio. L’oro e il cobalto sono tra gli elementi
metallici piu’ studiati per la grande varieta’ di ap-
plicazioni in campo tecnologico delle loro nanopar-
ticelle e dei loro nanocompositi. Allo stato metal-
lico e quando raggiungono dimensioni nell’ordine
dei nanometri mostrano proprietà molto diverse;
l’oro e’ chimicamente molto stabile, mentre il
cobalto si ossida molto facilmente, inoltre l’oro
si impacchetta secondo sequenze di piani cubici,
al contrario il cobalto mostra la coesistenza di
sequenze esagonali e cubiche con un alto grado di
disordine. Anche magneticamente mostrano un
comportamento sensibilmente diverso; nella fase
bulk il cobalto è l’elemento ferromagnetico che
mostra la Temperatura di Curie più alta, ovvero,
tra gli elementi della tavola periodica, perde la
magnetizzazione residua alla temperature più alta.
Quando raggiunge dimensioni nanometriche ap-
pare il superpamagnetismo. Al contrario l’oro
è totalmente diamagnetico in fase bulk mentre
mostra un comportamento ferromagnetico in pre-
senza di particolari agenti di capping e a dimen-
sioni molto ridotte (5 nm). In questo lavoro di tesi,
utilizzando diversi protocolli di sintesi e agenti
protettivi, è stato studiato il controllo della sintesi
in termini di coalescenza e ossidazione di nanopar-
ticelle libere e supportate su wafer di silicio. I cam-
pioni, costituiti da nanoparticelle di oro e cobalto,
sono stati preparati mediante decomposizione ter-
mica e SMAD (Solvated Metal Atom Dispersion).
Gran parte dello studio delle proprietà strutturali
e morfologiche dei campioni è stato condotto me-
diante AFM (Atomic Force Microscopy) e con tec-
niche di luce di sincrotrone: EXAFS (Extended
X-ray Absorption Fine Structure), XRD (X-Ray
Diffraction), e GISAXS (Grazing Incidence Small
Angle X-ray Scattering). La tesi si articola in
otto capitoli:
• Capitolo 1: contiene un’introduzione al
mondo nanometrico con particolare atten-
zione alle nanoparticelle ed ai nanocompositi
di oro e cobalto;
• Capitolo 2: sono presentate le metodiche
sintetiche implementate per la preparazione
dei campioni di oro e cobalto;
• Capitolo 3: l’analisi dei dati XAFS ((X-ray
Absorption spectroscopy), registrati presso le
linee BM08 e BM26 di ESRF (European Syn-
chrotron Radiation Facilities). Gli spettri dei
campioni costituiti da nanoparticelle libere
3
4sono stati misurati in trasmissione, mentre
gli spettri dei nanocompositi metallo/silicio
sono stati registrati in fluorescenza.
• Capitolo 4: il modello matematico, svilup-
pato per il fitting dei dati HRXRD (High
Resolution X-ray Diffraction) acquisiti presso
la linea ID31 di ESRF, è descritto. Il capi-
tolo contiene, inoltre, i risutati dell’analisi
strutturale (ottenuta con il modello descritto)
delle nanoparticelle di cobalto libere;
• Capitolo 5: è riportato lo studio morfo-
logico mediante l’analisi dei dati AFM delle
nanoparticelle di oro e di cobalto supportate
su silicio. L’influenza degli agenti di capping
e l’effetto dovuto alla natura dell’ossido di
silicio sono stati approfonditi;
• Capitolo 6: i principi della tecnica GISAXS
e i risultati dell’analisi sui campioni di oro
su silicio sono descritti;
• Capitolo 7: contiene una discussione dei risul-
tati ottenuti;
• Capitolo 8: le conclusioni generali di tutto il
lavoro di tesi sono delineate.
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A nanomaterial is characterized by the presence in
the formulation of structural units having at least
one dimension in the nanometer range, usually
beteween 1 and 100 nm. At very small particle
size it is not unusual that the atomic arrangement
is different from the bulk, and that a close depen-
dence of the nanophase properties on particle size,
structure and various environmental factor such
as supporting materials, embedding matrices or
coating materials can be observed. Among the
factors that determine the peculiar properties of
nanomaterials can be cited [1]:
• surface effects: atoms at surfaces have fewer
neighbours than atoms in the bulk. Because
of this lower coordination and unsaturated
bonds, surface atoms are less stabilised than
bulk atoms. The surface-to-volume ratio
scales with the inverse size, and therefore
numerous properties, such as melting and
other phase transition temperatures [2][3],
obey the same scaling law.
• quantum size effects: in metals and semi-
conductors the electron wave functions of
conduction electrons are delocalised over the
entire particle. Electrons can therefore be
described as “particles in a box”, and the den-
sity of states and the energies of the particles
depend crucially on the size of the box. The
confinement of electrons to smaller regions
gives rise to original size-dependent proper-
ties. Ionisation potentials and electron affini-
ties are tuned between the atomic values and
the work function of the bulk material by
variation of the cluster size. These same
properties relate to the availability of elec-
trons for forming bonds or getting involved
in redox reactions. Therefore, the catalytic
activity and selectivity become dependent
on size [4][5].
In the last decades metal nanoparticles have
been deeply studied for the peculiar properties
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16 CHAPTER 1. INTRODUCTION
arising from reduced size. The outstanding prop-
erties of metal nanoparticles find applications in
many different fields, ranging from catalysis, op-
tics, spintronics, medicine [6] and magnetism [7].
There are many examples in literature of met-
als that change drastically their bulk properties
when the nanometer scale is reached. One of
the most striking cases is probably represented
by gold nanoparticles, that catalyse the water
gas shift (WGS) reaction and the oxidation of
carbon monoxide at low temperature, in spite of
the inert chemical behaviour of the bulk phase
[8][9][10][11][12]. Nanocomposite materials con-
stituted of nanosized metal particles embedded
in a dielectric matrix have immense technological
potential in many fields, such as catalysis, pho-
tonics, magnetics, electronics, and single electron
devices [13][14]. In order to fabricate nanoscale
devices with sought-after properties, the design
of novel materials should be necessarily comple-
mented by the ability to control the nanophase
synthesis and, for nanocomposites, to deposit and
position the nanosized building blocks on suitably
designed substrates or matrices [15][16].
In line with the overview given so far, this Ph.D.
thesis is concerned with the assessment of proto-
cols allowing an improved control in the synthesis
of metal nanoparticles and in the fabrication of
metal nanocomposites. The sought control of
the synthesis routes necessarily involves a very
careful structural characterization, carried out
with different and complementary experimental
techniques, and some preliminary functional char-
acterization. The preparation of nanomaterials
is focussed on two metals, gold and cobalt, that
attracted much interest due to the wide variety of
applications in the technology of sensors [17][18],
catalysts [19][20] and nonvolatile memory devices
[21].
1.1.1 Au nanoparticles
Gold is the most studied metallic element in the
nanometer range due to high chemical stability
and photostability and to fascinating size-related
electronic, magnetic and optical properties [22].
Gold nanoparticles find applications in many dif-
ferent fields, for example in catalysis[23], in na-
noelectronics [24], and in biomedicine [25]. Tradi-
tionally, bulk gold was thought to be chemically
inert, but when nanocrystalline gold is dispersed
on a support with high surface area its reac-
tivity undergoes a striking enhancement. The
size-dependent catalytic activity of Au for the
selective oxidation of CO in a hydrogen-rich en-
vironment and in the WGS reaction is one of
the most remarkable examples of high reactiv-
ity of nanoparticles [4], but the use of supported
gold nanoparticles in heterogeneous catalysis is
reported also for propylene epoxidation, combus-
tion of hydrocarbons, NOx reduction, and hy-
drogenation reactions. In literature there are
several studies on the size and structure [26] of
Au nanoclusters and on the effect of an inert or
reducible supports (silicon oxide, cerium oxide)
on oxidation state and electronic charge distri-
bution [27][28][29][30][11]. Some studies demon-
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strated the involvement of gold nanoparticles in
biomedical applications, showing that suitable
size and shape allow to control the intracellular
uptake of proteins, drugs, and oligonucleotides
[31] for diagnostic and therapeutic applications.
A good deal of papers on nanosized gold con-
cern nanocomposite films, such as Au/Al2O3
[32], Au/ZnO [33], and Au/SiO2 [34]. These
nanocomposites have been extensively studied as
novel optical materials [35][36], photocatalysts
and sensors [14]. Su et al. studied multiphoton
luminescence of Au nanocrystals prepared by ra-
dio frequency co-sputtering technique at glancing
angles [37]. Kim reported that the Au nanopar-
ticles in the Au/SiO2 nanocomposite films were
aggregated through water treatment [38]. Guczi
and co-workers, showed that a correlation exists
between the CO oxidation rate and the Au 5d
valence band density of states of gold nanoparti-
cles deposited on native-SiO2/Si [19]. However,
the authors did not consider explicitly the interac-
tions of gold clusters with the support. Nowadays,
this phenomenon is considered as most relevant to
explain the striking behaviour of gold in CO oxi-
dation as well as the peculiar electronic structure
of nanosized Au.
1.1.2 Co nanoparticles
Among the elements of the 3d series, cobalt is
widely investigated from the point of view of cat-
alytic and magnetic properties. The bulk cobalt
structure is hcp at room temperature, while a
weakly first order transition to the fcc arrange-
Figure 1.1: The two stable compact sequences of lay-
ers for metal cobalt. Left: the hexagonal close packed
structure. Right:the face centered cubic structure.
ment takes place above 477 K with small changes
in enthalpy (∆H = 440kJ/mol) and volume
(∆V/V = 0.0036) [39]. The two structures differ
in the compact sequences of atomic layers: the
hcp arrangement is characterized by ABAB. . .
sequences, while the fcc packing is ABCABC. . . .
Both in bulk and nanosized cobalt the occurrence
of stacking faults is often recognized, entailing
awkward establishment of structure-properties
correlation. A.J.C. Wilson first proposed a math-
ematical model to elucidate the structural disor-
der in metallic cobalt [40]. In order to explain
the broadening of specific diffraction peaks, he
calculated the intensity profiles on the basis of
a statistical sequence of stacking faults. In cor-
respondence to the different packing sequences,
also bulk anisotropies, as it was studied by Suck-
smith and Thompson in 1954 [41], of hcp and
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fcc Co are rather different, Khcp=5106erg/cm3
and K(fcc)=0.8106erg/cm3, where K are the mag-
netic anisotropies, giving the dependence of the
magnetic properties on the direction. Moreover,
the magnetic properties of Co depend strictly
on the close packing arrangement, with the hcp
structure characterized by one easy axis along the
[001] plane and the fcc arrangement having four
easy axes along the < 111 > directions [42]. Also
the nanophase magnetic properties are strictly
dependent on the atomic arrangement, as it is
observed in several papers [43]. In particular,
Sort et al. demonstrated that the hcp-fcc trans-
formation induced by ball milling is ruled by a
process of stacking faults accumulation and that
the stacking fault probabilities can be correlated
with the magnetic properties [43][44]. Although
the hcp arrangement is the stable bulk Co form
at thermodynamic equilibrium, it is widely re-
ported in literature that cobalt nanocrystals and
films exhibit a fcc structure at room temperature
[45]. Due to the relevance of this matter, several
research groups investigated by different compu-
tational approaches the structure and stability
of Co nanoclusters [46][47][48]. It was demon-
strated that chemical procedures involving differ-
ent capping agents allow to obtain fcc and/or hcp
structural arrangements with expected different
magnetic properties also for other metals such as
nickel [49]. The synthesis methods using differ-
ent capping agents are widely described in the
literature, pointing out that the capping agents:
• stabilize the metal particles towards agglom-
eration;
• interact with the metal phase after nucle-
ation, allowing to control shape, crystal struc-
ture and nanoparticles size [50][51].
So, a good capping agent is able to prevent coales-
cence and, if necessary, oxidation. In addition, a
capping agent could address the structure toward
a selected structural arrangement [52]. Then, it
is evident the crucial importance of the synthetic
procedure to control the growth of metal clus-
ters in order to obtain magnetic material with
improved and selected characteristics. In consid-
eration of the close link between crystal structure
and magnetic properties, a detailed analysis of
the structural disorder of cobalt nanoparticles is
also essential to establish reliable correlation with
the magnetic properties. Taking into account
that the storage systems for the near future are
required to display data densities of 1 Tb per
square inch and data writing speed of 2Gb per
second for [53], synthesis control and accurate
structural analysis are essential in view of the
development of suitable magnetic materials for
the next years’ technology.
In summary, gold and cobalt have very differ-
ent and peculiar properties: gold has high chemi-
cal stability, while cobalt is easily oxidized; gold
is fcc whereas cobalt can be found in the hcp
or fcc arrangements, very often simultaneously
present and with a noticeable amount of stack-
ing disorder of atomic layers. From the point of
view of magnetic properties, both metals show a
1.2. AIMS AND PLAN OF THE DISSERTATION 19
size-dependent behaviour. Bulk cobalt is ferro-
magnetic, but nanosized metal particles, below
approximately 15-20 nm, are superparamagnetic.
However, the loss of a stable magnetization in Co
nanoparticles can be overcome in suitably tailored
environments, as was reported by Nogues et al.,
who demonstrated that the superparamagnetic
behaviour is suppressed in cobalt nanoparticles
of 40 Å embedded in an antiferromagnetic CoO
matrix [54]. On the other hand, bulk gold is dia-
magnetic, while in the nanometer range and in
presence of a particular capping agent exhibits
a different magnetic behaviour: Hori et al. ob-
served a superparamagnetic behavior in 30 Å Au
nanoparticles embedded in a polymeric matrix
at low temperatures [55] while some years later
the direct evidence of the ferromagnetism of 19
Å Au nanoparticles was found [56]. Recently, a
theoretical study demonstrated that the magnetic
behaviour of a gold nanocluster depends sensi-
tively on the nanoparticle shape [57]. Therefore,
the nature of the surface of the substrate, and
in particular the presence of defects acting as
nucleation centers, has a direct consequence on
the morphology and can influence the magnetic
properties of the deposited gold nanoparticles
[58].
In conclusion, the properties of the Co and Au
nanomaterials are so peculiar with respect to the
bulk phase, that the achievement of a tight control
in the preparation could open new perspectives
from the point of view of basic knowledge and
applications.
1.2 Aims and plan of the disser-
tation
Although many synthetic routes are reported in
literature, the control of size, structure and mor-
phology of nanoparticles and nanocomposites is
still object of investigation. The growth control,
both of free particles and of particles supported
on silicon wafers, and the protection against co-
alescence and oxidation are investigated in this
thesis, by exploiting different preparation proto-
cols and capping agents. Also the closely related
investigation of the outcome of the syntheses is
considered, with a number of complementary ex-
perimental techniques involving EXAFS, XRD,
AFM, GISAXS. A preliminary analysis of the
magnetic properties of some cobalt samples is
accomplished by MFM.
The thesis is organized in seven chapters:
• Chapter 1: the state of the art and the sci-
entific debate concerning the investigated
materials is accounted;
• Chapter 2: the preparation of gold and cobalt
materials is described. The synthesized sam-
ples are constituted of free nanoparticles
coated with specific capping agent and of
nanoclusters grown on silicon wafers;
• Chapter 3: reports the analysis of the XAFS
(X-ray Absorption spectroscopy) data, that
were acquired at the BM26 and BM08 beam-
lines of the ESRF (European Synchrotron
Radiation Facilities). Unsupported samples
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are investigated in trasmission geometry and
Si-supported in fluorescence mode.
• Chapter 4: the mathematical details of the
model developed to fit the HRXRD (High
Resolution X-ray Diffraction) patterns of
cobalt samples, acquired at the ID31 of the
ESRF (European Synchrotron Radiation Fa-
cilities), are given. The structural analysis re-
sults, based on the model, are also reported;
• Chapter 5: the supported samples are anal-
ized by Atomic Force Microscopy, obtaining
knowledge about morphology, height func-
tion distribution, and sample roughness. The
influence of the capping agents, of the solvent
used and of the native silicon oxide layer is
investigated;
• Chapter 6: the GISAXS (Grazing Incidence
Small Angle X-ray Scattering) results are de-
scribed. With the complementary informa-
tion of EXAFS and AFM, a thorough picture
of the investigated materials is obtained;
• Chapter 7: A discussion, concerning the re-
sults, is reported;




2.1 Methods and materials
The reagents used for the synthesis are: cobalt
foil (+99.9% Sigma-Aldrich), gold foil (+99.9%
Sigma-Aldrich), dicobalt octacarbonyl (≥ 95%
Fluka), trioctylphosphine (≥ 90% Aldrich) [50],
trioctylphospine oxide (≥ 98.5% Fluka) [59],
octadecylamine (≥ 99% Fluka), trioctylamine
(≥ 93% Merck), heptane (≥ 95% Sigma-Aldrich),
toluene (≥ 99.5% Sigma-Aldrich), mesitilene
(≥ 98% Sigma-Aldrich), acetone(≥ 98% Sigma-
Aldrich). These reagents were used as received,
without any pretreatment. Some molecules are
labelled as follow:
• TOP for trioctylphosphine
• TOPO for trioctylphosphine oxide
• ODA for octadecylamine
• TOA for trioctylamine
Metal nanoparticles were synthetized by two dif-
ferent routes: Thermal Decomposition (TD) [60]
and Solvated Metal Atom Dispersion (SMAD)
[61]. The two techniques are antithetical, as the
TD route is a bottom-up, while the SMAD is a
top-down method. Thermal decomposition is car-
ried out putting a metal precursor, often in the
valence state 0, and a capping agent in an organic
solvent with high boiling point and heating under
argon flux. The SMAD technique involves the va-
porization of the bulk metal in low pressure argon
atmosphere (10-200 mTorr) and then the addi-
tion of a capping agent solution. In both routes,
the inert atmosphere is necessary to prevent the
oxidation of the metal nanoclusters, especially in
the case of cobalt. The TD route was used to syn-
thesize Co free nanoparticles, while supported Au
and Co samples were prepared by SMAD. The
Au and Co nanoparticles were supported onto
silicon wafers bearing a native oxide layer spon-
taneously grows up on the silicon surface. The
capping agents used in the TD and SMAD routes
to prevent the oxidation and the coalescence of
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the metal nanoparticles are organic molecules like
amines and alchilic phosphines
2.2 Thermal decomposition
The TD syntheses were carried out using the
dicobalt octacarbonyl as precursor of metal cobalt;
the following steps are involved[60]:
• 1.4 ∗ 10−3mol ( 0.5 g) of Co2(CO)8 and the
capping agent are put into 25 mL of the
organic solvent at boiling temperature under
continuous argon flow;
• the solution is kept for about 3 hours under
reflux;
• the samples are dried under vacuum, so ob-
taining the powder samples.
With the TD route I prepared two sets of samples.
For the sample set 1 the used organic solvent
are toluene (b.p. 393K) and mesytilene (b.p.
438K). Trioctylphosphine, trioctylphospine oxide,
and octadecylamine were used as capping agent.
Samples not containing capping agent were also
prepared as reference. The scheme of synthetic
condition for set 1 is reported in table 2.1
For the sample set 2 the used organic sol-
vent are heptane (b.p.371K) toluene (b.p.393K),
mesytilene (b.p.438K). Troctylamine and octade-
cylamine were used as capping agent. The condi-
tions of preparations of these samples are reported
in table 2.2. The morphology and the size of the
Table 2.1: Synthetic parameter for the set 1 of sam-
ple prepared by TD route with a 100:1 ratio between
metal atoms and capping agents.
Toluene Mesytilene




nanoparticles were determined by TEM (Trans-
mission Electron Microscopy) measurement car-
ried out at the IMM-CNR of Bologna. The TEM
images are shown in appendix A and witness the
presence of nanoparticles of 2-6 nm diameter.
2.3 SMAD
The SMAD preparation route is carried out in
a glass reactor linked to a vacuum pump. The
metal foil is put in a sampleholder constituted
of a cone rolled tungsten wire covered by allu-
minium oxide, shown in fig.2.1. The metal vapor-
ization is obtained by an electric current flowing
through the sample holder. For standard SMAD
synthesis[62], typical working parameters to ob-
tain a macroscopic quantity (about 150mg) of
cobalt nanoparticles, are a vaporization time of
about 30 min and an applied potential difference
of 7 V . The technique involves the deposition of
an organic solvent (e.g. toluene) on the walls of
the metal vapour reactor cooled at 77 K (liquid-
nitrogen temperature) [61] . The metal atoms are
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Table 2.2: Synthetic parameters for the set 2 of samples prepared by TD route with different ratios between
metallic atoms and capping agents.
Sample name solvent capping Co/capping volum ([mL)
D3 heptane ODA 80 50
D4 heptane ODA 500 50
D15 mesytilene ODA 200 50
Figure 2.1: The sampleholder in the SMAD appara-
tus is constituted of a cone rolled tungsten wire, that
is linked to two electrods, covered by an aluminium
oxide.
vaporized under controlled atmosphere and sub-
jected to a rapid trapping in the frozen solvent
matrix on the walls. Then, the capping agent
solution (10 mL) is injected in the reactor and
the temperature is raised to RT.
2.3.1 Tuning of metal amount
Although the classic SMAD technique is widely
described and applied in literature [63] [11], to my
knowledge this route was never used to support
metal nanoparticles onto a silicon wafer. Hence,
to tune the amount of deposited metal in order to
obtain a thin film of deposited nanoparticle, pre-
liminary study was carried out. The deposition
of the optimal metal amount per support unit
area was achieved by a fine tuning of vaporiza-
tion times on different silicon slabs of known area.
The supported metal amount was determined by
ICP-MS (Inductively Coupled Plasma Mass Spec-
troscopy); experiments on the solutions obtained
by treatment of the Co/Si samples with nitric
acid and of the Au/Si samples by the aqua regia
solution, table 2.4 reports the respective metal
amount per unit area.
The results reported in table 2.4 can be com-
pared with the number of atoms needed to obtain
a cobalt or gold atomic monolayer, shown in table
2.3. In order to promote the growth of a mono-
layer, the smaller vaporization times reported in
table 2.4 were chosen. It is worth to notice that
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Table 2.3: Number of metal atoms per monolayer.
Atomic radius atoms number/cm2
(pm) per monolayer
Au 179 9.94 E+14
Co 152 1.38 E+17
the increase of the amount of deposited metal is
not consistent with the increase of the vaporiza-
tion time. In other words, for a vaporization time
equal to 600 s it would be expected a metal mass
twice larger than the vaporized metal obtained
with a vaporization time equal to 300 s; probably
this effect is due to a dead time during which the
vaporization is not yet started.
2.3.2 Si-supported samples
Gold nanoclusters were deposited on native-
SiO2/Si by the SMAD technique to assure an
effective deposition of the metal vapor on the
surface, the crucible containing the gold foil was
Table 2.4: Metal amount per area unit determined
by ICP measurements.
Metal Vaporization mg/cm2 atoms/cm2
time (s)
Au 180 0.022 6.50 E+16
Au 300 0.172 5.26 E+17
Co 300 0.061 6.30 E+17
Co 600 0.226 2.31 E+18
located at about three centimetres from the sili-
con slab; the solvent pressure inside the reactor
limits the sintering of the cluster during the de-
position step. The value of applied voltage and
the evaporation time also allow to control the
particle size: in particular, the rate of metal par-
ticle growth depends on the former parameter,
whereas the latter rules the overall metal amount.
The deposition of gold clusters was performed for
all samples applying a potential of about 7 V for
180 s at a pressure of 150 mTorr. For the prepa-
rations of the gold nanocomposites the selected
conditions are summarized as follow:
• introduction of the solvent (≈ 1mL) in reac-
tor cooled at 77 K (liquid-nitrogen tempera-
ture);
• vaporization for 180 s of the gold foil on
the silicon wafer at 150 mTorr under Argon
atmosphere;
• injection of the solvent (2mL) in the reactor;
• warming to room temperature.
As reported in table 2.5, Au was vaporized on four
silicon wafer substrates. Three substrates, differ-
ent for dopant type and dopant concentration
(see table 2.5) were used and the corresponding
samples were labelled, respectively, as Au1, Au2,
and Au3. The fourth sample, Au4, was subjected
to a thermal treatment before the metal depo-
sition in order to obtain a thick layer (591nm)
of silicon oxide. The thickness of native oxide
formed on the surface of silicon after several days
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Table 2.5: Synthetic conditions of the Au/Si nanostructured samples
Sample name type of support resistivity Ωcm oxide solvent doping (cm−3)
Au1 p-type 0.8-1.1 native acetone 1.62
Au2 p-type 0.5-1.0 native acetone 2.3
Au3 n-type 0.07-1.0 native acetone 7.14
Au4 p-type 2.0-10 thermal acetone 0
in air could vary from 5 to 20 Å depending on
preparation conditions [64]. In our case, the na-
tive oxide thickness was about of 1 nm with a
roughness of about 0.5 nm, for all the samples.
The deposition of cobalt was carried out on
native-SiO2/Si wafers, setting a potential of
about 7 V , a pressure of 30 mTorr and an evap-
oration time of 300 s. The main steps for the
preparations of the cobalt nanocomposites are
summarized here:
• introduction of the solvent (≈ 1mL) in reac-
tor cooled at 77 K (liquid-nitrogen tempera-
ture);
• vaporization for 300 s of the cobalt foil on
the silicon wafer at 30 mTorr under argon
atmosphere;
• injection of the capping agent solution (2mL)
in the reactor;
• warming to room temperature.
As reported in table 2.6 Co was vaporized on
silicon wafer in presence of three different solvent
that are mesytilene, toluene, and heptane. Two
Table 2.6: Synthetic conditions of the Co/Si nanos-
tructured samples






samples were prepared in presence of ODA as
capping agent.
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Chapter3
XAFS
3.1 XAFS equation: a simple
model
XAFS (X-ray Absorption Fine Structure) spec-
troscopy is a versatile tool to investigate systems
at the atomic and molecular scale. It can be ap-
plied to any sample, regardless of the long-range
order, because the technique is sensitive to the
local environment of a specific chemical element.
The basic physical quantity that is measured in
a XAFS experiment is the x-ray absorption coef-
ficient µ(E) as a function of the incoming x-ray
energy E. When an incident x-ray beam passes
through the matter, the intensity of the transmit-
ted beam follows the Lambert-Beer’s law
I = I0e
−µt (3.1)
where I0 is the intensity of the incident beam, I
is the intensity of the transmitted beam, t is the
thickness of the sample, and µ is the linear ab-
sorption coefficient [65]. For isolated atoms, the
coefficient µ(E) increases as Z4, and decreases
approximately as 1
E3
[66], where E is the energy of
the incoming beam. The above outlined general
behaviour is modified at specific x-ray absorption
edges, that are characteristic of the atomic species
present in the sample and correspond to the ejec-
tion of a photoelectron (1s for the K edge, 2s for
the L1 edge, 2p for the L2 and L3 edges). The
XAFS spectrum is divided in two distinct por-
tions: the XANES (X-ray Absorption Near-Edge
Structure) region, typically within 50eV from
the main absorption edge, and the EXAFS (Ex-
tended X-ray Absorption Fine Structure). The
XAFS spectroscopy requires an x-ray beam of
finely tunable energy and with high flux and bril-
liance, therefore all modern XAFS experiments
are performed at Synchrotron Radiation Sources
3.1.1 EXAFS
The EXAFS refers to the oscillatory variation
of the x-ray absorption as a function of photon
energy beyond the edge [65]. The ejected elec-
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tron could be represented as a spherical wave
that is originated at the absorber and backscat-
tered by the neighbouring atoms (fig.3.1). The
interference between the outgoing and backscat-
tered photoelectron waves, that is a function of
the interatomic distances and of the photoelec-
tron wavelength λ, gives rise to the oscillations
of the x-ray absorption coefficient µ. To obtain
the sought structural information, the EXAFS





where µ(E) is the measured x-ray absorption co-
efficient and µ0(E) is the atomic x-ray absorption
coefficient. The EXAFS function is usually ex-
pressed as a function of the photoelectron wave







where m is the mass of the electron and E0 is
the edge energy. The experimental EXAFS signal












λj(k) sin[2kRj + δj(k)] (3.4)
where j is referred to the j−th coordination shell,
Nj is the coordination number, Rj is the average
distance to the neighbouring atoms, fj(k) is the





Debye-Waller factor, δj(k) is the total phase shift,
λj(k) is the electron mean free path and S20 is the
amplitude reduction factor.
Figure 3.1: Scheme of the interference between in-
coming and backscattered photoelectron waves: in
black the absorber atom, in blue the nearest neigh-
bours.
3.2 Experimental details
The Co K-edge (7.7 keV) XAFS data were
recorded at the ESRF (European Synchrotron
Radiation Facility, Grenoble, France) in transmis-
sion geometry at the DUBBLE-BM26 beam-line
and in fluorescence mode at the GILDA-BM08
beam-line. The Au L3-edge data were recorded in
fluorescence mode at the GILDA-BM08 beam-line.
The storage ring operates at 2.4 GeV and 130 mA.
The beam-line DUBBLE was equipped with a Si (111)
double crystal monochromator with energy resolution
2 ∗ 10−4, while GILDA was operated with Si (311)
crystals in dynamical sagittal focusing mode. The
measurements in transmission mode were performed
by using two gas ionization chambers filled with a
N2/Ar mixture at different composition for the inci-
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dent I0 and transmitted I1 beam, respectively. The
samples were crushed by grinding in a mortar, pressed
in self-supporting wafers and mounted in a sample
holder suitable for EXAFS data collection. The flu-
orescence data were collected by with a 13-elements
high purity Ge detector. For energy calibration, XAFS
spectra were also acquired for Co foil and Au foil. All
the measurements were performed at liquid-nitrogen
temperature (LN) to limit the thermal disorder effects
that damp the EXAFS oscillation, thus allowing the
collection of high quality data, well above the instru-
mental noise, in a wide range of photo-electron wave
vector magnitude.
The data normalization shown in section 3.3.2 is
carried out using the Ifeffit package [67][68]. Both
data extraction and EXAFS analysis described in sec-
tion 3.3.3 are carried out by the GnXAS package [69].
The fitting runs are performed in k-space using a k3
weighting scheme. The refined parameters for hcp
and fcc structures are the lattice parameters, the De-
bye–Waller parameters, the angles of the three body
interactions, and the nanoparticle size, accounting for
the reduction of coordination numbers in small par-
















where Ni is the coordination number of the i-th shell,
N is the ideal coordination number, ri is the i−th shell
distance and d is the average radius of the nanopar-
ticle. The coordination numbers are calculated on
the basis of the crystal structure of nanoparticles and
rescaled by the Borowski’s equation (3.5). In the case
of the D3 and D4 samples and of some supported
samples, that exhibit an oxide phase, the first and the
second shell of cobalt oxide are added to the model
to obtain a satisfactory fit. The limited number of
refined parameters enables a robust fitting and con-
sistent results, since all the interatomic distances are
expressed as a function of lattice parameters.
3.3 EXAFS: analysis and discus-
sion
3.3.1 Gold samples analysis
The EXAFS data of gold samples are analysed with
the GnXAS package using the approach described in
ref. [26], that is briefly accounted below. The local
atomic arrangement around the absorbing atom is de-
composed into model atomic configurations γ(2)...γ(n)
containing 2, ..., n atoms, respectively. The theoreti-
cal EXAFS signal χ(k), where k is the modulus of the
photo-electron wave vector, is given by the sum of the
n-body contributions, which are calculated consider-
ing the effects of all the single and multiple scattering
(MS) paths between the n-atoms. In the structural
analysis of the Au0 environment, only six parame-
ters are needed: the lattice constant (from which the
next-neighbour distances depend), the Debye–Waller
parameters, the two angles of 120◦ and 180◦ of the
three-body configuration and the nanoparticle size.
The results are summarized in table 3.1 and the fit-
tings, obtained assuming an fcc arrangement of Au
atoms, are reported in figs.3.2, 3.3, 3.4 and 3.5.
3.3.2 Qualitative analysis of the
cobalt samples
XAFS data of the samples of set 1, prepared using
thermal decomposition (table 2.1), were collected on
the cobalt K-edge in order to study the oxidation state
of the cobalt nanoparticles as a function of the solvent
and of the capping agent. In fig.3.6, the normalized
absorption coefficients and the XANES spectra are
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Figure 3.2: Fit of the EXAFS spectrum of the Au1
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of cubic arrangements. The
experimental data and the fitting residual are also
shown.















Figure 3.3: Fit of the EXAFS spectrum of the Au2
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of cubic arrangements. The
experimental data and the fitting residual are also
shown.















Figure 3.4: Fit of the EXAFS spectrum of the Au3
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of cubic arrangements. The
experimental data and the fitting residual are also
shown.















Figure 3.5: Fit of the EXAFS spectrum of the Au4
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of cubic arrangements. The
experimental data and the fitting residual are also
shown.
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Table 3.1: EXAFS results for Au samples. Ri, σi
and Rc are respectively the radii of the i-th shell, the
Debye-Waller parameters of the i-th shell and the
nanoparticle radius. According to the fcc arrangement,
the radius of the first shell is calculated as a function
of the lattice parameter R2, whereas the radii of the
III and IV shell are calculated as a function of the θ1
and θ2 angles respectively. The errors are on the last
digit. The reference Au values are reported in the last
column.
Au1 Au2 Au3 Au4 Ref.
R1 (Å) 2.86 2.86 2.864 2.85 2.880
σ1 (Å2) 0.0038 0.0034 0.0032 0.0060 -
R2 (Å) 4.05 4.04 4.05 4.03 4.07
σ2 (Å2) 0.0073 0.0048 0.0049 0.0190 -
θ1 (◦) 121 120 121 120 120
θ2 (◦) 179.8 180.1 179.8 180.0 180
Rc (Å) 16.5 16.8 17.0 11.8 -
shown. The samples synthesized using toluene as
solvent are drawn using red lines, while those prepared
with mesytilene are reported in blue. Cobalt foil
and cobalt oxide are also shown as reference. The
samples are characterized by smaller oscillations with
respect to the reference cobalt foil and cobalt oxide,
due to the nanometer size of the samples. From a
qualitative point of view, it is possible to observe
in the pre-edge region of each spectrum, except for
CoO, the presence of a shoulder (fig.3.6) that is a
fingerprint of the cobalt in zero valence state; in fact,
this feature is very evident in the cobalt foil. The
samples a1, b1, c1 and d1, that were prepared with
toluene, are characterized by a pronounced white line
close in energy to the white line of the oxide reference
sample. In the samples synthesized with mesytilene
this feature is much less evident.































Figure 3.6: Normalized x-ray absorption coefficients,
left panel, and XANES, right panel, for the sample set
1 (table 2.1) on cobalt K-edge are shown and shifted
for sake of clarity. Cobalt foil and Cobalt oxide are
shown as reference.
3.3.3 Cobalt local structure model
The EXAFS data are analyzed with the GnXAS pack-
age. In the XRD patterns (reported in chapter 4)
the fcc and the hcp lines are simultaneously present.
Then, it seems likely that the model of Co local struc-
ture should take into account both arrangements. For
the fcc sequences, two γ2 are used to fit the first and
second shell, respectively, while three γ2 are necessary
to account for hcp arrangement. In the fcc struc-
ture the first shell distance is linked to the lattice
parameter, ac, by R1 = ac/
√
2. The higher shells
are calculated according to two three-body η31 and
η32 contributions: the third shell is simulated by an
isosceles triangle with two first-neighbour bond sides
and a vertex angle θ1 = 120◦, whereas the fourth shell,
in which the multiple scattering contributions are par-
ticularly strong, is calculated from the degenerate (
θ2 = 180
◦) triangle constituted of three aligned first
neighbours. For the hcp arrangement, the first shell
distance is linked to the lattice parameter ah and the
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Table 3.2: Details of the fcc EXAFS components.
The III and IV shell signals are calculated as 3-body
multiple scattering paths. The sides of the triangular
paths are given by first neighbour distances forming the
specified angles. The IV shell triangle degenerates into
a straight path with enhanced photoelectron focussing
effect. Coordination number is labelled as C.N.
Shell 2-body Shell length C.N.
I γ21 R1 = ac/
√
2 12
II γ22 R2 = ac 6
3-body sides angle
III η31 R1, R1 120◦ 24
IV η32 R1, R1 180◦ 12
second shell distance is linked to the hcp lattice pa-
rameter, ah, by R11 = ah
√
2. The small contribution
of the distance corresponding to ch parameter is also
taken into account due to the fact that this distance
is typical in an hcp arrangement and absent in a cubic
sequence of layers. The higher shells are calculated
using three isosceles triangles with two first-neighbour
bond sides and vertex angles θ1 = 120◦, θ2 = 146◦
and θ3 = 180◦ corresponding, respectively, to the η31,
η32 and η33 terms. The three-body configurations
η31 and η32 are described using a first-neighbour dis-
tance that is geometrically related to the hexagonal





ideal compact packing ch/ah is equal to 1.633, but
in the employed model the ah and ch parameter are
independent in order to take into account any distor-
tions. The R12 distance is defined by the ah lattice





The configurations for the hexagonal arrangement
Table 3.3: Details of the hcp EXAFS components.
For the 3-body terms, the sides and the angles of trian-
gular paths are given. Subshell splittings are originated
by the symmetry-related independent variation of the
hexagonal lattice constants ah and ch. Coordination
number is labelled as C.N.
Shell 2-body Shell length C.N.











III γ23 R3 = ch 2
3-body sides angle
IV η311 R12, R12 120◦ 6
η312 R11, R12 120
◦ 12
V η321 R12, R12 146◦ 12
VI η33 R11, R11 180◦ 6
are sketched from fig.3.10 to 3.13. In summary, only
few parameters are needed for both hcp and fcc ar-
rangements: the lattice constants (from which the
next-neighbour distances depend), the Debye–Waller
parameters, the angles of the three body configura-
tions and the nanoparticle size, accounting for the
reduction of coordination numbers in small particles
(eq.3.5).
3.3.4 Cobalt foil analysis
First, the analysis of the cobalt foil spectrum is carried
out according to a hcp or fcc arrangement fixing the
coordination numbers at the ideal ones. In fig.3.14
the calculated Fourier transform magnitudes using
exclusively the hcp or the fcc model are reported. As
it is evident by inspection, neither the hcp nor the
fcc model allows to fit the EXAFS experimental data,
especially the range between 3.5 and 5.0 Å, relative
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Shell	I-II
R R1 2
Figure 3.7: The configurations used for the I and the II shell of the fcc arrangement are sketched. Left panel:
the distances are underlined by the arrows. Right panel: The overlapping of the planes is emphasized.
Shell	III
R3 120°
Figure 3.8: The configuration used for the III shell of the fcc arrangement is sketched. Left panel: the distance
is underlined by the arrows. Right panel: The three-body configuration, that involve the θ1 = 120◦ is stressed out.
Shell	IV
R4 180°
Figure 3.9: The configuration used for the IV shell of the fcc arrangement is sketched. Left panel: the distance
is underlined by the arrows. Right panel: The three-body configuration, that involve the θ1 = 180◦ is stressed out.






Figure 3.10: The configurations used for the I and the II shell of the hcp arrangement are sketched. Left panel:







Figure 3.11: The configurations used for the III and the IV shell of the hcp arrangement are sketched. Left
panel: the distances are underlined by the arrows. Right panel: The three-body configuration, that involve the
θ1 = 120
◦ is stressed out.
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Shell	V
R5 146°
Figure 3.12: The configuration used for th V shell of the hcp arrangement is sketched. Left panel: the distance
is underlined by the arrows. Right panel: The three-body configuration, that involve the θ3 = 146◦ is stressed out.Shell	VI
R6
180°
Figure 3.13: The configuration used for the VI shell of the hcp arrangement are sketched. Left panel: the
distance used is underlined by the arrows. Right panel: The three-body configuration, that involve the θ3 = 180◦
is stressed out.
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to the shells described from the 3-body term. As a















 Co foil experimental
fcc fit
residual
Figure 3.14: Fourier transform magnitude of the ex-
perimental and fitted for two different arrangements.
Left panel: Fourier transform magnitude of the ex-
perimental and fitted signal obtained using an hcp
model. Right panel: Fourier transform magnitude
of the experimental and fitted signal obtained using
an fcc model. The experimental data and the fitting
residual are also shown.
result, the EXAFS analysis of bulk cobalt highlights
the importance of the presence of both hcp and fcc ar-
rangement. To obtain a suitable fit the coexistence of
both arrangement is necessary, and subsequently two
conditions are tested with respect to the hexagonal
arrangement:
• R11 = R12 that draws an ideal compact packing;
• R11 6= R12 that draws a distorted packing that
takes into account the possibility of contraction
or elongation of the nearest neighbour distance
in the ch direction.
For the analysis of cobalt foil the coordination num-
bers are fixed at the ideal ones. In the following two
sections the results relative to these possibilities are
discussed.
3.3.4.1 R11 = R12
When the hexagonal arrangement is built up with
R11 = R12, the obtained fit is shown in fig.3.15. Both
the hcp and fcc component are displayed to stress the
different contributions. It is clear that the calculated

















Figure 3.15: Fit of the EXAFS of bulk cobalt per-
formed in k-space with the R11 = R12 condition. Left
panel: Fourier transform magnitude of the experimen-
tal and fitted signals. Right panel: Calculated EXAFS
spectrum generated on the basis of the hcp and fcc.
The experimental and calculated spectra and the fitting
residual are also shown
.
signal does not suitably fit the positions of the sec-
ond and third peaks. The single signal components
reported in fig.3.16 demonstrate the high importance
of the three-body interactions of both phases since
some of them are out of phase, for instance the η33
hcp and the η32 fcc.
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Figure 3.16: Fit of the EXAFS of bulk cobalt per-
formed in k-space in the R11 = R12 condition. Left
panel: Fourier transform magnitude of the experimen-
tal and fitted signal. Right panel: Calculated EXAFS
spectrum generated on the basis of the two arrange-
ments. The single signal components of the arrange-
ments, the experimental data and the fitting residual
are also shown.
3.3.4.2 R11 6= R12
The fit obtained with R11 6= R12 is shown in fig. 3.17.
The R12 parameter is calculated with eq.3.6, where
ratio is a fitting parameter. As it was explained in
the 3.3.3 section, the parameter R12 is used in the η311,
η312 and the η321 three-body configurations. The fit
is improved by allowing the first-neighbour distance
splitting, that is a typical feature of the hcp bulk
metals. When this splitting is included in the model,
the positions of the second and the third shells are
accurately reproduced. The single signal components
are reported in fig.3.18. The condition R11 6= R12,
allowing to achieve a satisfactory fit of the cobalt foil
spectrum, is then applied to the EXAFS analysis of
the cobalt nanoparticles.

















Figure 3.17: Fit of the EXAFS of bulk cobalt per-
formed in k-space in the R11 6= R12 condition. Left
panel: Fourier transform magnitude of the experimen-
tal and fitted signal. Right panel: Calculated EXAFS
spectrum generated on the basis of the two arrange-
ments. The experimental data and the fitting residual
are also shown
3.3.5 Cobalt samples analysis
3.3.5.1 Unsupported Co nanoparticles
The nanoparticles data are analyzed and fitted by
the approach, shown in section 3.3.4.2, that gave
good results for the Co foil data. The refined param-
eters and the calculated coordination numbers are
reported, respectively, in table 3.5 and in table 3.6.
The nanoparticles samples could, moreover, show an
oxide component. According to this consideration,
two oxide shells are taken into account to describe
the average local environment of cobalt. Then, in the
fitting procedure two γ2 terms relative to the Co-O
and the Co-Co distances in cobalt oxide are allowed.
These components are particularly important for the
EXAFS analysis of the D3 and D4 samples. The low
fitting residual for the D3, D4 and D15 samples (fig.
3.19) proves the suitability of the structural model.
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Figure 3.18: Fit of the EXAFS of bulk cobalt per-
formed in k-space in the R11 6= R12 condition. Left
panel: Fourier transform magnitude of the experimen-
tal and fitted signal. Right panel: Calculated EXAFS
spectrum generated on the basis of the two arrange-
ments. The single signal components of the arrange-
ments, the experimental data and the fitting residual
are also shown.
3.3.5.2 Supported Co nanoparticles
The model previously described is also used to sim-
ulate EXAFS spectra of supported samples. The
refined parameter and the calculated coordination
numbers are summarized, respectively in table 3.7
and in table 3.8. For the samples that show an oxide
component the γ2 terms of Co-O and Co-Co distances
are allowed.
3.4 Conclusion
The results of the EXAFS analysis demonstrate that
both hexagonal and cubic close packing sequences are
necessary to obtain a satisfactory fitting to the ex-
Table 3.4: Calculated EXAFS parameter for the
cobalt foil spectrum in the two tested conditions R11 =
R12 and R11 6= R12.
R11 = R12 R11 6= R12
%hcp 58 78
%fcc 42 22
ah (Å) 2.45 2.48
ch Å) 4.18 4.00
ac (Å) 3.53 3.57
R12 (Å) - 2.46
ratio 1.000 0.993
θ1hcp (◦) 138 127
θ2hcp (◦) 153 155
θ3hcp (◦) 184 183
θ1fcc (◦) 121 117
θ2fcc (◦) 180 179
R− factor 3.009 ∗ 10−5 2.057 ∗ 10−5
perimental data. Although the coexistence of typical
distances of both hcp and fcc is witnessed, the EXAFS
analysis gives no knowledge on the presence of the
layer sequences in two different phases. The results
are in agreement with the XRD analysis (chapter 4) as
concern the phase amounts. Regard the unsupported
samples, the D15, that is prepared with mesytilene
as solvent, shows the highest fcc component. The D3
and D4 samples, that are prepared with heptane, a
solvent with a boiling temperature lower than mesyti-
lene, show a larger amount of hexagonal sequences
with respect to D15. Since the hexagonal arrangement
is the most stable at room temperature, the amount of
cubic arrangement is probably due to the higher syn-
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Figure 3.19: Left panel: Fourier transform magni-
tude of the experimental and fitted signal for normal-
ized D3, D4 and D15 data. The fitting residual and
components of the arrangements are also shown. Right
panel: Calculated EXAFS spectrum generated on the
basis of the two arrangements. The experimental data
and the fitting residual are also shown.
thesis temperature although for bulk cobalt the phase
transition from the hcp to the fcc arrangement takes
place at higher temperature (above 477 K). Regard
to supported cobalt nanoparticles, the speculations
about solvent effects due to the boiling temperature of
the solvent are unconvincing, because supported sam-
ples are actually prepared with mesytilene, toluen and
heptane at room temperature, that is lower than their
boiling points. In the case of the supported cobalt
nanoparticles, the relative amounts of the cubic and
hexagonal arrangements are independent from the na-
ture of the solvent probably because the solvent and
the capping agent are less effective than the interac-
tion between nanoparticles and the surface of silicon
wafer. It is worth to notice that for some samples
the ch/ah axial ratio is not equal to the ideal, that is
1.633. In hcp metal is not surprising a changing in
the ch/ah ratio, as a matter of fact it is well-known a
Table 3.6: A summary of average coordination num-
bers of unsupported nanoparticles calculated from
Borowski’s equation. The ideal coordination numbers
are also shown.
Ni D15 D3 D4 Ref
hcp N1 10.81 11.22 5.21 12
N2 5.99 6.88 3.19 6
N3 1.66 1.61 0.74 2
N4 14.45 13.16 6.09 18
N5 9.39 8.29 3.83 12
N6 4.61 4.01 1.86 6
fcc N1 7.42 5.66 14.40 12
N2 5.99 1.95 5.60 6
N3 8.86 5.44 18.00 24
N4 4.51 3.29 8.95 18
typical contraction of the ch parameter for most of the
hcp elements of the transition series and an unusually
large ch/ah ratio for zinc and cadmium. The analysis
of bulk cobalt exhibits a ch/ah ratio less lower than
the ideal. Most of the samples show a ch/ah ratio
next to the ideal. Notwithstanding, in the case of
D15 the results suggest a reduction of ah in spite
of an elongation of ch. This phenomenon could be
awarded to a close link between the first neighbouring
distance along the (ah, bh) plane and the cubic lattice
parameter, ac. On the contrary, the ch/ah ratio for
the Co-mes-ODA suggests a reduction of the ch pa-
rameter. The EXAFS analysis of the nanoparticles
samples obtained by thermal decomposition allow us
to assert that:
• allowing for both of hcp and fcc arrangements is
essential to fit the EXAFS profile;
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Figure 3.20: Fit of the EXAFS of Co ept sample
performed in k-space. Left panel: Fourier transform
magnitude of the experimental and fitted signal. Right
panel: Calculated EXAFS spectrum generated on the
basis of the two arrangements. The single signal com-
ponents of the arrangements, the experimental data
and the fitting residual are also shown.
• the reduction of coordination numbers is an evi-
dence of the presence of small particles;
• in the case of unsupported samples the amount of
cubic sequences increases when cobalt nanoparti-
cles are prepared using a solvent at higher boiling
temperature.

















Figure 3.21: Fit of the EXAFS of Co-mes-ODA
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of the two arrangements. The
single signal components of the arrangements, the
experimental data and the fitting residual are also
shown.


















Figure 3.22: Fit of the EXAFS of Co-mes sample
performed in k-space. Left panel: Fourier transform
magnitude of the experimental and fitted signal. Right
panel: Calculated EXAFS spectrum generated on the
basis of the two arrangements. The single signal
components of the arrangements, the experimental
data and the fitting residual are also shown.
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Figure 3.23: Fit of the EXAFS of Co-tol-ODA
sample performed in k-space. Left panel: Fourier
transform magnitude of the experimental and fitted
signal. Right panel: Calculated EXAFS spectrum
generated on the basis of the two arrangements. The
single signal components of the arrangements, the
experimental data and the fitting residual are also
shown.


















Figure 3.24: Fit of the EXAFS of Co-tol sample
performed in k-space. Left panel: Fourier transform
magnitude of the experimental and fitted signal. Right
panel: Calculated EXAFS spectrum generated on the
basis of the two arrangements. The single signal
components of the arrangements, the experimental
data and the fitting residual are also shown.
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Table 3.5: Refined parameter obtained from GnXAS analysis of EXAFS data of unsupported nanoparticles.
The lattice parameters, a and c, and the average diameter, < d >, are expressed in Å while the angles, θ1, θ2
and θ3 are expressed in degrees (◦). The error for lattice parameter is ±0.02, for arrangement percentages is
±20.
Co foil D15 D3 D4
hcp
%hcp 78 22 53 35
a (Å) 2.48 2.43 2.47 2.46
σah (Å
2) 0.0019 0.007 0.005 0.004
c (Å) 4.00 4.01 4.02 4.02
σch (Å
2) 0.0019 0.004 0.001 0.002
R12 (Å) 2.46 2.45 2.51 2.51
σR12 (Å2) 0.0016 0.001 0.005 0.003
θ1 (◦) 127 123 120 119
θ2 (◦) 155 152 141 152
θ3 (◦) 183 189 171 189
< d > (Å) - 36 20 20
fcc
%fcc 22 78 47 65
a (Å) 3.58 3.53 3.56 3.54
σac (Å2) 0.001 0.001 0.0011 0.006
R1 (Å) 2.53 2.50 2.52 2.50
σR1 (Å2) 0.0011 0.002 0.002 0.003
θ1 (◦) 117 123 129 124
θ2 (◦) 179 189 186 183
< d > (Å) - 10 8 10
R-factor 2.057 ∗ 10−5 1.397 ∗ 10−5 1.390 ∗ 10−6 4.342 ∗ 10−6
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Table 3.7: Refined parameter obtained from GnXAS analysis of EXAFS data of cobalt supported nanoparticles.
The lattice parameters, a and c, and the average diameter, < d >, are expressed in Å while the angles, θ1, θ2
and θ3 are expressed in degrees (◦). The error for lattice parameter is ±0.02, for arrangement percentages is
±20.
Co foil Co-mes Co-mes-ODA Co-tol Co-tol-ODA Co-ept
hcp
% 78 56 48 11 35 35
a (Å) 2.48 2.48 2.49 2.50 2.51 2.47
c (Å) 4.00 4.13 3.98 4.09 4.10 3.98
R12 (Å) 2.46 2.54 2.51 2.39 2.64 2.49
θ1 (◦) 127 121 120 113 123 120
θ2 (◦) 155 151 144 142 146 149
θ3 (◦) 183 188 190 189 189 189
< d > (Å) - 8 26 30 36 25
fcc
% 22 44 52 89 65 65
a (Å) 3.58 3.54 3.55 3.56 3.55 3.54
R1 (Å) 2.53 2.50 2.51 2.52 2.51 2.50
θ1 (◦) 117 121 128 121 121 125
θ2 (◦) 179 189 190 189 188 188
< d > (Å) - 18 8 20 40 10
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Table 3.8: A summary of average coordination numbers of supported nanoparticles calculated from Borowski’s
equation. The ideal coordination numbers are also shown.
Co-mes Co-mes-ODA Co-tol Co-tol-ODA Co-ept Ref.
hcp N1 6.35 10.28 6.35 10.79 10.32 12
N2 5.97 6.00 5.97 6.00 6.00 6
N3 0.53 1.55 0.53 1.66 1.53 2
N4 2.74 13.03 2.74 14.35 13.00 18
N5 1.19 8.36 1.19 9.32 8.32 12
N6 0.45 4.08 0.45 4.58 4.07 6
fcc N1 9.47 6.48 9.47 10.89 7.80 12
N2 4.21 2.22 4.21 5.21 3.05 6
N3 15.34 6.18 15.34 20.12 9.86 24
N4 7.35 3.76 7.35 9.87 4.90 18
Chapter4
X-Ray Diffraction
4.1 Description of the XRD
model
Inspection of representative XRD patterns of
nanocrystalline cobalt shows that in most cases the
peaks characteristic of the hcp and fcc cobalt arrange-
ment are simultaneously present. Moreover, it is
usually observed a peak broadening depending of the
Miller indexes, that addresses to stacking fault disor-
der.
Therefore, the structure of cobalt nanophases is
modelled on the basis of the the following assumptions:
• the Basic Strucutural Unit (BSU) is a disk-
shaped layer referred to two hexagonal axes ah
and bh; Co atoms are placed in the cell origin
(fig.4.1);
• the parent stack is built by overlapping the struc-
tural units along the ch axis (ch ⊥ ah and
ch ⊥ bh). Then, the interatomic vectors of
the parent stack are given by:
tklm = kah + lbh +mch (4.1)
where k, l,m are integers;
• any crystallite of the powder sample is obtained
by the translation in the (ah,bh) plane of the
BSU’s of the parent stack. Only the smallest














Then, a given crystallite is characterized by the
sequence of translation vectors of BSU’s from the
respective starting positions in the parent stack
( tA tB tC . . . or simply ABC. . . ). To ensure
close packing, th sequence of two identical shift
vectors(for instance tAtA) is not permitted;
• provided that close packing is fulfilled, the rela-
tive position of BSU’s is rules by a statistical law.
It is assumed that each BSU extends its influence
as far as the third neighbour, according to the
following transition probability matrix 4.1.
Following the formalism of Kakinoki and Komura,
the element pij of the matrix P give the probability
that the triplet of layers heading the i -th row is con-
45
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Table 4.1: The Pij matrix elements gives the probability of transition from the i-th to the j-th triplet
ABA ABC ACA ACB BCB BCA BAB BAC CAC CAB CBC CBA
ABA 1− α α
ABC β 1− β
ACA 1− α α
ACB β 1− β
BCB 1− α α
BCA β 1− β
BAB 1− α α
BAC β 1− β
CAC 1− α α
CAB β 1− β
CBC 1− α α
CBA β 1− β
Figure 4.1: Section along the (ah,bh) plane of the
hexagonal reference stack. The ch is perpedicular
to the (ah,bh) plane. The A,B, and C site are the
projections of the allowed atomic positions.
catenated with the triplet heading the j -th column;
that is, non-null elements are those for which the
last two layers of the row are identical with the first
two layers of the column [71][72]. The frequency of




fjPij , i=1,2,...12 (4.5)









The transition probabilities between m-neighbouring
BSU are defined by the elements of the Pm matrix:
Pm = P ∗Pm−1,P0 = 1 (4.8)
and the corresponding relative positions in the (ah,bh)
plane are given by:
tij = tj − ti, i,j=1...12 (4.9)
where tj and ti are the shift vectors (eq.4.4) of the
respective BSU triplets. The relative position of two
atoms belonging to the m-neighbouring BSU is then:
r
(mn)
klm = rklm + tij (4.10)
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where rklm is given by the eq.4.1 and tij by the eq.4.9.
The averaged contribution to the overall intensity by





The overall intensity is the calculated by summing
up all the above terms, for all the interatomic par-
ent stack rklm distances weighted by the respective

















where r is the cylinder radius and h the height. Size
distribution is taken into account by averaging over
cylindrical particles, all having the sameh/r ratio and
weighted by a lognormal function. The possibility that
the relative position of two neighbouring scattterers
can be distributed around an average value and that
this uncertainty propagates to larger distances can





, where σ represent the spread of the
distribution and increases linearly with the distance
between scatterers [26] multiplies each intensity term.
Summarizing the XRD patterns have been analysed
by a structural model allowing for:
• stacking faults extending their statistical influ-
ence as far as the third neighbouring atomic
planes;
• microstrains;
• particle size distribution.
The model was fitted to the HrXRD data by a suitable
modification of the Debye formula [26].
4.2 Discussion about the model
The probability sequences are independent of the size.
This implicit assumption can be a rough approxima-
tion, as it is well known that the structure of very
small particles can be a function of their size. Of
course, the assumption made in this paper is some-
what obliged by the fact that the experimental data
do not allow a significant refinement of independent
stacking fault probabilities for each size allowed to
build a given calculated pattern. On the other hand,
it could be acknowledged that on a limited size range
this assumption could not dramatically affect the re-
sults. Moreover, there is no evidence in the data of
a bimodal distribution that could involve different
stacking sequences (and eventually support a model
allowing for two phases, one predominantly cubic and
the other with more frequent hexagonal sequences).
The choice of the cylindrical shape is clearly a matter
of convenience. In a paper on the structure of gold
nanoparticles [26], a noticeable computational effort
was made to formulate a model of spherical particles,
that is suitable for particles weakly interacting with
the environment. On the other hand, an XRD pattern,
in the size range of interest, does not allow to dis-
criminate between sphere and isometric cylinder, even
for ordered structure. For disordered structures the
possibility of shape discrimination is then completely
unfeasible. Reference to cylindrical shape has the
further advantage of allowing for anisometric shape,
such as a flat disk, that could be predominant in the
case of, say, a strong interaction with a support.
4.3 Experimental details
High resolution X-ray diffraction (XRD) patterns were
recorded at the ID31 diffractometer of the European
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Figure 4.2: XRD pattern of the bulk cobalt measured
at ID31 of ESRF (European Synchrotron Radiation
Facilities) at the λ = 0.40000. The datum proves the
coexistence of the hcp and the fcc phases
.
Synchrotron Radiation Facility (ESRF, Grenoble) in
trasmission geometry with incident wavelength λ =
0.40000. The samples were loaded in 0.6mm glass
capillaries. The diffracted radiation was measured in
the 2◦ − 38◦2θ range with a constant scanning speed.
A reference Co powder pattern was also collected in
the same conditions. The data analysis is carried out
with the model previous described in the section 4.1.
4.4 Sample analysis
In fig.4.2 and in fig.4.3 are shown the collected pat-
terns, respectively, of the bulk cobalt and of the cobalt
nanoparticles. The profile of the reference metallic
cobalt witness the coexistence of both hcp and of
fcc sequences. The XRD patterns of the samples,
reported in Figure 4.3, show evidence of cubic and
hexagonal sequences and also of an amorphous cobalt






Figure 4.3: XRD patterns, shifted along the y-axis
for sake of clarity, of the nanoparticles of cobalt mea-
sured at ID31 of ESRF at the λ = 0.40000. The
datum proves the coexistence of the hcp and the fcc
phases and high amounts of stacking faults
oxide phase, which is easily identified by the peak
at about 9.4◦. According to a qualitative XRD data
analysis, the samples prepared with heptane are more
oxidized than those prepared with mesytilene. The
experimental pattern are analysed with our model,
previously described, that allows the quantitative anal-
ysis of the crystalline phases present in a powder . The
background function is calculated using the Tcheby-
shev polynomials that allow to reproduce the oxide
component. Since the present oxide does not exhibit a
crystalline phase we could simulate this contribution
to the pattern with polynomials. The best fits are
shown in fig.4.4, in fig.4.5 and in fig.4.6.
Due to the fact that the hcp and fcc cobalt ar-
rangement are simultaneously present in term of prob-
abilistic events, the percentages of the hcp and fcc
arrangement are calculated as a function of α and β.
The fhcp and ffcc, reported in eq.4.13-4.14 are the
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Table 4.2: Result form the best fits of the HrXRD
patterns. R , the average nanoparticle radius, and the
lattice parameters, a and c, are expressed in Å.
D15 D3 D4
α 0.337 0.132 0.136
β 0.196 0.229 0.236
h/r 1.1323 1.1036 1.1014
a (Å) 2.5075 2.5075 2.5077
c (Å) 4.0848 4.0720 4.0782
R (Å) 25.5 29.0 31.1
.
Table 4.3: Percentages of the hcp and fcc arrange-
ment calculated from the frequencies formulas.
D15 D3 D4
% hcp 37 64 64
% fcc 63 36 36
frequencies of the, respectively, the hcp sequences and









The calculated percentage are reported in table 4.3.
Bearing in mind that plotted size distributions are
lognormal functions of the radius of the cylindrical
base of the particles, the average radius, R, (table 4.2)
is calculated as follow:
• from the size distribution is calculated the vol-
ume distribution;
• the average volume is solved with the numerical
integral of the volume distribution function;
• the average radius is calculated as the equiva-
lent radius of the sphere with the same average
volume.
The so-obtained average radii are in agreement with
the TEM measurements, therefore, this result wit-
nesses that the cylindrical model allow to extract the
same knowledge about size of nanoparticle than a
spherical model spending a lower computing time.
In conclusion, the proposed model fits very well
to the experimental patterns of quite different sam-
ples showing or a prevalent fcc or hcp habitus. The
structural analysis that can be found in the literature
on cobalt makes reference in most cases to two dis-
tinct fcc or hcp phases, simultaneously present in the
investigated samples [43][44][45], affected by stack-
ing faults. In the paper by Sort et al. the Warren’s
analysis is carried out only on the hcp phase, that is
considered largely predominant [43]. In line with this
approach, one could also conceive a fitting procedure
involving two simulated patterns, both affected by
stacking faults according to the Warren’s statistical
analysis: probably, from a mere numerical point of
view, the fitting could be also satisfactory. However,
it should also be considered that the cited papers
present similar XRD patterns from samples obtained
by different synthetic routes ranging from thermal de-
composition of precursors to ion implantation [45] etc.
Then, the similarity of the synthesis products seems
to be ascribed to some inherent property of the cobalt
metal structure rather than to a lack of control on syn-
thesis products, giving rise to two distinct allotropic
phases. The problem of the most suitable structural
model for cobalt has evident important consequences
on the correlation between structure and magnetic
properties, as recognized in particular by Sort [43].
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Figure 4.4: Left panel: XRD fit of the D15 sample obtained using the model described in the section 4.1.
Right panel: The size distribution function of the nanoparticles of the D15 sample
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Figure 4.5: Left panel: XRD fit of the D3 sample obtained using the model described in the section 4.1.
Right panel: The size distribution function of the nanoparticles of the D3 sample
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Figure 4.6: Left panel: XRD fit of the D4 sample obtained using the model described in the section 4.1.
Right panel: The size distribution function of the nanoparticles of the D4 sample
Chapter5
Atomic Force Microscopy
5.1 A brief history of scanning
microscopies
The first scanning microscopy technique that reached
technological maturity is the Scanning Electron Mi-
croscopy (SEM) whose earliest commercial instrument
was delivered in 1965 by Cambridge Instruments. The
technique exploits a nanometer sized electron beam
to scan the sample surface; the image of the surface
is obtained by measuring the distribution map of the
intensity of the signal emitted from the specimen
scanned area, as a result of the interaction with the
electron beam. SEM reaches a magnification of about
six orders of magnitude and, like all techniques in-
volving an electron probe, requires ultra high vacuum
environment. Moreover, to avoid accumulation of
electrostatic charge, the specimen surface must be
conductive.
The Scanning Tunneling Microscopy (STM) was
invented in 1982 by Binnig and Rohrer at IBM Zurich
[73]. A tiny metal tip connected to a cantilever scans
the sample surface and exploits the electron tunnel
effect to reconstruct, by cantilever deflection, the im-
age of the specimen surface. For materials unable
to conduct a tunneling current, in 1986 Gerd Binnig
invented the atomic force microscope (AFM) [74] [75].
In AFM microscopy the scanning tip is sensitive to the
van der Waals interactions with the sample surface.
Due to the fact that AFM could be applied to a large
variety of materials (biological, diluted, perishable...),
this technique received great attention from the scien-
tific community. Samples can be analysed in different
environments such as air, liquids or vacuum. The only
mode available for imaging was initially the contact
mode, using the scanning tip in close contact with the
sample surface: even if it is the simplest mode and
still an extremely powerful and useful technique [76],
this mode limited the type of samples that could be
examined. Nowadays, other modes of AFM operation
are available.
Non-contact mode was first introduced in 1987 by
Martin et al. [77]. In non-contact mode the cantilever
oscillates at a small distance (1-10 nm) above the
surface. Because the forces on the sample are much
lower than in contact mode, even the softest samples
can be imaged without damage. This is the case of
the biological samples that in contact mode, due to
specimen softness, can be easily damaged .
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In 1987 the magnetic force microscopy (MFM) was
also demonstrated by Martin and Wickramasinghe
[78]. The technique is based on a force microscope to
measure the magnetic force between a magnetized tip
and the scanned surface. The tip scans the sample
surface to detect the magnetic domain structure of
the sample achieving to a resolution of about 30 nm.
Both AFM and MFM are used in this thesis.
5.2 Apparatus and experimen-
tal details
The wide variety of experiments that can be per-
formed with an AFM apparatus make it a powerful
tool to analyse and characterize samples at micro-
scopic level. In principle, an Atomic Force Microscopy
(AFM) apparatus is a relatively simple instrument.
Its main components are the microscope stage and the
control electronics. As usual in today’s technology,
input/output and instrument control are managed by
an interfaced computer. The microscope stage con-
tains the scanner, that is the mechanism for moving
the AFM tip, a sample holder and a force sensor, to
hold and monitor the AFM tip. The details of a sur-
Figure 5.1: Tip scan the surface measuring prop-
erties of the surface while a feedback mechanism is
applied.
face can be investigated with very accurate resolution
ranging from 100µm to less than 1µm. The tip, of
nanometric diameter and 2− 15µm length, is located
at the end of a 200µm to 400µm long cantilever. In
order to maintain the tip at a constant height above
the sample a feedback mechanism is used. During
the scan of the sample different forces attract or repel
the tip; the cantilever deflections are collected using
a laser diode, and then suitably processed to map the
surface image. In an AFM apparatus the attractive
force between the tip and the sample is due to Van der
Waals interaction while the repulsive force is due to
the Pauli force. The tip-surface distance dependence
is reported in fig.5.2. Initially, the distance between
Figure 5.2: The forces between tip and surface of the
sample vs distance contact and non-contact regions
are evidenced.
the tip and the sample surface is set to a large value,
so that the force is zero; then, decreasing the distance
to tens to hundreds of ångstroms, the cantilever gets
the non-contact region where the tip-surface interac-
tion is attractive. In the contact region the force is
repulsive and the tip-to-sample distance is less than a
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few ångstroms. The design for an optical lever AFM
sensor is illustrated in fig.5.3. A laser beam is reflected
Figure 5.3: Design of an optical AFM sensor based
on the reflection of a laser light.
by the back side of a reflective cantilever onto a four-
segment photodetector. If the tip interacts with the
surface, the cantilever is deflected and the light path
changes. The force is then measured by monitoring
the movement of the reflected light detected by the
four quadrants of the photodetector. The resulting
image is a topographical representation of the scanned
sample surface that has been imaged.
In this work all the images are recorded at the
ISMN (Istituto dei Materiali Nanostrutturati) of of
the CNR of Bologna in collaboration with Dr. Cris-
tiano Albonetti. The AFM scans, that are constituted
of 512x512 points, are collected in ambient air at room
temperature with an atomic force microscopy with
a scan rate of 0.6Hz using silicon cantilevers with a
typical curvature radius of the tip of 10nm, a reso-
nance frequency of approximately 180kHz, and an
elastic constant of 5.6Nm−1. Sample preparation for
AFM is very simple and in general (and also for my
sample) there is no need for sample coating, electrical
grounding, or sample transparency. The MFM images
are collected in the same experimental conditions as
the AFM scans with a scan rate of 0.8Hz using a
silicon cantilever covered of metallic cobalt with a typ-
ical curvature radius of the tip of 10nm, a resonance
frequency of approximately 150kHz, and an elastic
constant of 5Nm−1. The Magnetic force microscopy
scans are constituted of two images, one containing
the topography of the surface and the other the sur-
face magnetic map. The experimental technique used
is called Two Pass technique, widely used for magnetic
characterization. The sample is scanned twice, in the
first scan the topography of the surface is obtained.
In the second scan the tip to surface distance is set
according to the topography line extracted from the
first scan, in order to keep constant van der Waals
forces [76]. As a result, the MFM image is not biased
by the topography signal.
The data analysis is carried out using the Gwyd-
dion software [79]. The processing steps include the
levelling and the subtraction of the background. Ac-
tually, the silicon wafer could be tilted and this effect
could mask the change in height of the nanoparticles;
therefore, a polynomial equation is used to suitably
reproduce the inclination of the substrate. The funda-
mental physical quantities that have been analysed are
the average height and the roughness, that is strictly
correlated to the height irregularities. Regarding the
roughness, two different parameters are taken into
account, that is the roughness average, Ra, and the
root mean square roughness, Rq. The latter parameter
is defined as the average of the measured height devia-
tions. The Ra and Rq parameters are mathematically














Also a grain analysis is carried out in order to obtain
the size of the aggregates. To mark the particles the
watershed algorithm is employed in order to deter-
mine local minima and image segmentation in image
processing. The algorithm is briefly described: a vir-
tual water drop is placed, if the the drop is not in a
local minimum it follows the steepest descent path
to minimize its potential energy. This process is re-
peated several times. The results is a set of lakes,
then the area of each of the lakes is evaluated and
the smallest lakes are removed assuming that they
originated by noise. The grain so found are marked
and the position, the occupied area, and volume of
each grain can be determined.
5.3 Imaging analysis
5.3.1 Morphology of gold film
The AFM images of the gold samples are shown in
the appendix B from fig.B.16 to fig.B.19. To analyse
the scanned samples the data need a pretreatment
consisting in the removal of a polynomial background.
Thereafter, the lines of the images are corrected by
matching the height median and finally the height
zero is fixed. As an example, the 3D image of the Au1
sample is reported in fig.5.4. The average height of
supported gold samples is reported in table 5.1. By
inspection of table 5.1, it is possible to notice that the
mean dimension of the gold nanoparticles deposited
on the thermally treated substrate (sample Au4) is
smaller than the size of the Au particles deposited
on silicon substrates covered by the layer of native-
SiO2. Taking into account the three samples having
a different Si dopant concentration, a decrease of the
Figure 5.4: AFM 4µmx4µm of the Au1 sample.
mean nanoparticle size with increasing dopant level
can be evidenced. Raffa and coworkers [58] showed
that the properties of an Au thin film, specifically the
sensing behaviour, strongly depends on the deposition
substrate. Furthermore, Hatanaka and coworkers [80],
showed that the oxide thickness increased linearly with
the dopant concentration, and that this phenomenon
has a deep influence on the morphology of the surface.
Similar observations were made by Wolkenberg [81],
that proposed a relation between the native oxide
layer thickness and the concentration of defects of the
silicon substrate. The substrate condition plays an
important role in the growth of native oxide on silicon.
The growth rate of native oxide films is similar for
lowly and moderately doped silicon substrates [82].
Among the different defects on the native silica, the
most studied are silicon dangling bonds, nonbridging
oxygen centers, and silanolate groups that, as it has
been recently demonstrated, act as adsorption sites
for gold particles [83]. Several theoretical calculations
demonstrated that Au particles bind more strongly to
a defect-rich surface compared to a defect-free surface,
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Table 5.1: Height function distribution analysis of the gold samples. The average height, < h >, and the
Full Width at Half Maximum, FWMH of the fitted function distribution, are reported.
< h > FWHM Grains size Doping
Sample name (nm) (nm) (nm) (cm3)
Au1 31.5 3.2 22 1.62
Au2 15 7 20 2.35
Au3 16 5.5 20 7.14
Au4 9 6.5 13 0
and that significant charge transfer occurs from the
support to the Au particles [84][85][83].
The roughness analysis is carried out on sample ar-
eas of 5µmx5µm -3µmx3µm. In fig.5.5 the roughness,
Rq, is plotted as a function of dopant level concen-
tration. A low value of roughness (table 5.2) gives
evidence of a homogeneous deposition. Considering
Table 5.2: Calculated root mean square roughness
for the gold supported samples.
scan size Rq









that the roughness and the amount of gold nanoparti-
cles are similar in all the gold samples and that, on
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Figure 5.5: Calculated Rq vs the dopant level of con-
centration for gold supported samples for 5µmx5µm
and 3µmx3µm images.
the contrary, the average height is different, it seems
appropriate to suppose that the amount of superficial
defects and the consequent metal-nanoparticle inter-
action could play a key role in the aggregation step.
Increasing the dopant concentration, the amount of
trapping centers increases, and consequently the aggre-
gation of the metal gold subunits, mostly interacting
with the superficial defects, is limited.
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5.3.2 Morphology of cobalt films
The collected AFM data are shown from fig.B.1 to
fig.B.15. The images are pretreated with the pro-
cedure described in the previous section (5.3.1). In
fig.5.6 the 2D and the 3D images of the Co-mes-ODA
sample are reported. In fig.5.7 the height distribu-
(a)
(b)
Figure 5.6: AFM 3µmx3µm of the Co-mes-ODA
sample. (a) 2D image (b) 3D image.
tion functions calculated from the 3µmx3µm images
are drawn. All samples are characterized by a z-
distribution in the nanometer range. To extract the
average height, a lorentzian fit is performed (fig.5.7)
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fit Co mes
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fit Co tol
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Figure 5.7: Height distribution functions calculated
from the 3µmx3µm images of cobalt supported sam-
ples. The height distribution functions of the different
Co samples are plotted with symbols and the respec-
tive Lorentzian fits with dashed lines, according to the
legend.
and the parameters are reported in table 5.3). An im-
portant effect on the distribution function is produced
by the capping agent; in fact, both samples prepared
with the octadecylamine show a distribution function
with similar shape and a close maximum position.
With respect to samples synthesized without capping,
Co-mes-ODA and Co-tol-ODA are characterized by a
smaller average height (table 5.3).
The roughness analysis for the cobalt samples is
carried out on 5µmx5µm -3µmx3µm -1µmx1µm im-
ages and it is summarized in table 5.4. The cobalt
deposition on silicon wafer is homogeneous, as the low
values of the calculated Rq demonstrate, in agreement
with roughness values of thin films of cobalt on silicon,
prepared by electrodeposition [86]. In figure 5.8 the
values of Rq vs scan size are plotted. We must bear in
mind that each image is constituted of a constant num-
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Table 5.3: Height function distribution analysis of
the cobalt supported samples. The average height, h,
and the FWMH of the fitted function distribution are
reported.
< h > FWHM Grain size
Sample name (nm) (nm) (nm)
Co-mes-ODA 9.3 11.8 19
Co-mes 20.5 3.5 34
Co-tol-ODA 9.6 8.0 19
Co-tol 26 8.3 23
Co-ept 31 82 27
ber of pixels, therefore decreasing the scan size, the
resolution of the measurement increases. Changing
the scan from 5µmx5µm to 1µmx1µm the roughness
of Co-ept, of Co-mes-ODA, and of Co-tol-ODA are
constant within the experimental errors. Increasing
the resolution of the measure, the Rq of the Co-mes
sample slowly raises, whereas the roughness of the
Co-tol sample quickly decreases.
The Co-ept and Co-mes-ODA samples have been
investigated with MFM using the Two pass technique
previously described. In fig. 5.10- 5.11 and in fig.5.12-
5.13 the topography and MFM images of the same
investigated area are shown, respectively, for Co-ept
and for Co-mes-ODA in order to measure the magne-
tostatic force between a magnetic and sample. The
component of magnetization in the xy plane is not
taken into account in this discussion, as the MFM
measurements are sensitive to the component along
the z -axis as it is possible to see in fig.5.9. Then, MFM
allows to map, in constant height mode, the gradient
of the sample field z -component. All reported MFM
scans are collected with a tip to surface distance of 50
Table 5.4: Calculated roughness average and root
mean square roughness for the cobalt supported sam-
ples.
scan size Ra Rq
Sample name (µmxµm) (nm) (nm)
Co-mes 5x5 1.5±0.3 1.9±0.3
Co-mes 3x3 2.0±0.3 2.6±0.4
Co-mes 1x1 3.4±0.7 4.4±1.0
Co-mes-ODA 5x5 2.7±0.6 3.7±1.1
Co-mes-ODA 3x3 3.3±0.4 4.3±0.6
Co-mes-ODA 1x1 3.0±0.5 3.8±0.7
Co-tol 5x5 9 ± 3 12±5.
Co-tol 3x3 3.6±1.3 4.8±1.9
Co-tol 1x1 1.5±0.3 1.9±0.4
Co-tol ODA 5x5 2.9±0.4 3.7±0.6
Co-tol ODA 3x3 2.6±0.4 3.3±0.7
Co-tol ODA 1x1 1.6±0.3 1.9±0.4
Co-ept 5x5 7.5±0.6 9.5±0.7
Co-ept 3x3 7.5±0.7 9.4±0.9
Co-ept 1x1 6.9±0.9 8.5±1.0
nm. To exclude that attractive forces, responsible of
the topographic map, could affect the magnetic signal,
the MFM measurement are carried out with a tip to
surface distance higher than the distance at which the
attractive force are crucial (below 30nm). Therefore,
the obtained images (fig.5.12-5.13) are ascribed to the
magnetic behaviour. Due to the same experimental
tip to surface distance (50 nm) during Co-ept and
Co-mes-ODA scans, the detected magnetic domain
structure is comparable. By inspection of MFM scans,
a magnetic contrast is clearly individuated in these
two samples, that show a predominant amount of
metallic component in the XAFS spectra . The Co-
mes sample, that show a lower average height < h >
(5.3), exhibits a higher perpendicular magnetic con-
trast, while in the case of Co-ept, although present,
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Figure 5.8: Calculated Rq vs scan size.The errors
bars are shown.
Figure 5.9: Sketch of the interaction between a flat
sample and a magnetic tip.
the magnetic contrast is lower. Remembering that
the magnetic domains of low coercivity samples are
mostly wiped out by hard magnetically coated tips, as
in our case, the different response to magnetic inves-
tigation can be attributed to the different coercivity




Figure 5.10: AFM and MFM 2µmx2µm of the Co-
ept sample. (a) 2D topography. (b) 2D MFM.
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(a)
(b)
Figure 5.11: AFM and MFM 2µmx2µm of the Co-
ept sample.(a) 3D topography. (b) 3D MFM
(a)
(b)
Figure 5.12: AFM and MFM 3µmx3µm of the Co-
mes-ODA sample. (a) 2D AFM. (b) 2D MFM.
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(a)
(b)
Figure 5.13: AFM and MFM 3µmx3µm of the Co-
mes-ODA sample.(a) 3D AFM. (b) 3D MFM
Chapter6
GISAXS
The structural studies of surfaces suffered from the
lack of surface sensitivity in transmission geometry
for long time, because the signal is proportional to the
scattering volume. Furthermore, the surface signal is
affected by (i) the small cross section for surface scat-
tering, (ii) the photoelectric absorption, and (iii) bulk
scattering of the defects. By the use of grazing inci-
dence geometry and by the advantage of synchrotron
radiation (high coherence and brilliance) these prob-
lems have been overcome. If an x-ray beam hits a
surface with an incidence angle below the angle of to-
tal external reflection, the wavefield penetration depth
is considerably decreased down to a few nanometers,
and, as a consequence, the surface or subsurface sig-
nal is increased with respect to the volume one. Any
discontinuity (surface roughness, islands, inclusions,
particles, clusters) scatters either the transmitted or
the reflected beam. In addition, for incidence below
the angle of total external reflection, the evanescent
refracted wave is confined to the top layer and pro-
vides a considerable enhancement of surface sensitivity
[87]. The use of wavelength between 1 Å and 8 Å
enables to study microscopic details of the roughness
on comparable length scale [88]. GISAXS (Grazing
Incidence Small Angle X-ray Scattering) offers several
advantages in spite of microscopies:
• non-invasive technique;
• depth sensitivity by selecting the angle of inci-
dence;
• statistical average that is typical of x-ray mea-
surements;
• measurements that can be performed in several
environments (specific gas atmosphere o vac-
uum).
Nevertheless, the flatness and low roughness are funda-
mental requisites to carry out a GISAXS experiment
and it must be borne in mind that the full potential of
GISAXS is realized by using a synchrotron radiation
source in combination with two-dimensional detec-
tors. GISAXS theoretical treatment benefited from
the development of the Distorted Wave Born Approx-
imation (DWBA). The treatment of x-ray scattering
from rough surfaces was introduced by Sinha [88] and
Vineyard [89].
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6.1 Theory
For a given incoming x-ray beam, the angle of inci-
dence, αi, the exit angle, αr, and the transmission
angle, αt, are measured with respect to the sample
surface, as reported in the scheme of fig.6.1). To de-
Figure 6.1: Wave propagation and reflection and
refraction of x-ray.
termine of the reflectivity of a plane x-ray wave at
an ideal smooth surface, the Fresnel equations can be
used and can be expressed as a function of the graz-
ing incidence angle, αi, and of the complex refractive







n2 − cos2 αi
sinαi +
√









n2 − cos2 αi
(6.2)
For small angles the Fresnel reflection and transmis-















Plainly, the eq.6.1 and eq.6.2 refer to the amplitude
of the electric field. The coefficient R and T for the









The interaction of x-rays with matter can be described
in a classical way by the index of refraction n. The
ratio of the refractive indices of two different media
determines the angle of refraction, αt by Snell’s law:
ni cosαi = nt cosαt (6.7)
where ni and nt are the index of refraction of the
vacuum and of the medium, respectively. The index
of refraction n = ntni is written in terms of the complex
atomic scattering factor f = f1 − if2
n = 1− δ + iβ = 1− (ρar0λ
2)
2pi
(f1 − if2) (6.8)
where λ is the wavelength, ρa is the number density
of atoms and r0 is the classical electron radius. For
incident-angles below the critical angle, αc, it comes to
total external reflection, or rather, when the refraction




In the energy region away from the absorption edges,
δ is a positive quantity for all elements, so the real
part of the refractive index is smaller than unity, and
therefore the total reflection of x-rays can be observed
in the region of incident angles below the critical angle
[90]. In the eq.6.8 δ, related to the dispersion, is the

















t + 2δ − 2iβ = (6.12)
= α2t + α
2
c − 2iβ (6.13)
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α2i − α2c + 2iβ
αi +
√
α2i − α2c + 2iβ
∣∣∣∣2 (6.14)
The amplitude of the scattered wave in the DWBA







Ein and Eout are the wave field in the scattering
object produced by x-ray plane waves incoming and
outgoing, respectively and χ0(r) is the disturbance
of the dielectric polarizability, and k is the modulus
of the wave vector in vacuum. In case of GISAXS
the wave field Ein and Eout can be calculated by
the Fresnel equation (eq.6.1-6.2). In addition to a
normal scattering event, four additional events must
be taken into account with the Distorted Wave Born
Approximation (DWBA).
(1 ) direct diffuse scattering from the nanoparticles;
(2 ) diffuse scattering from the nanoparticles followed
by specular reflection from the surface;
(3 ) specular reflection from the surface followed by
the diffuse scattering from the nanoparticles;
(4 ) specular reflection from the surface followed by
diffuse scattering from the nanoparticles followed
by specular reflection from the surface.
The diffuse scattering cross section can be written:
dσ
dΩ
(q||, αi, αf ) = r20|A1 +A2 +A3 +A4|2 (6.16)
where r0 is the classical electron radius, the Ai terms
are scattering amplitude corresponding to the four
scattering events depicted in fig.6.2 [91], and q|| and
q⊥ are, respectively, the components of the scattering
vector q in the (x,y) and (x,z ) planes defined in fig.6.3
Figure 6.2: The four scattering events in the
DWBA.


























Below the critical angle of total external reflection,
αc, the reflection coefficient equals to unity, while
the transmission coefficient exhibits a pronounced
maximux giving rise to the Yoneda peaks in the diffuse
intensity [92].
6.2 GISAXS geometry
A typical GISAXS set up is shown in fig. 6.3. The
sample surface defines the (x,y)-plane with the x -axis
oriented along the x-ray beam direction. The z -axis is
representing the surface normal and as a consequence,
the scattering plane is the (x,z )-plane. The incident
x-ray beam and the scattered beam are characterized,
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Figure 6.3: Geometry of a GISAXS experiment.
An x-ray beam of wavevector ki is directed on the
sample surface under a grazing incidence angle αi
and is reflected and transmitted by the surface but
also scattered along kf by the surface or subsurface
roughness or density heterogeneities.
respectively, by the wave vector ki and kf , that are
defined by the in-plane and out-of-plane angles θi, αi,
θf , and αf . The specular scattering is achieved when
αi = αf , while diffuse scattering occurs for αi 6= αf .






cos(αf ) cos(2θ)− cos(αi)cos(αf ) sin(2θ)
sin(αf ) + sin(αi)

(6.21)
In a conventional GISAXS experiment the data are
analyzed as a map of (q||, q⊥) plane. A typical pattern
is made of two main peaks due to the transmitted and
specularly reflected beams. The scattering intensity
is recorded on a plane, ensuring that the angles are
in the range of a few degrees and thus enabling the
study of lateral sizes of a few nanometres. Only the
upper part of the pattern, αf ≥ 0 is accessible because
of the shadowing by the substrate surface [93]. At
the Yoneda Peaks, the scattering of the sample has
its maximum and the exit angle is close to the angle
that individuate the total external reflection that is
the critical angle, αc. During a measurement of con-
ventional reflectivity the intensity of reflected beam
is measured as a function of the incidence angle, αi,
hence only the qz vector is involved. The so-obtained
pattern is a perpendicular profile of the surface. On
the contrary, a GISAXS experiment focuses on the
diffuse scattering instead of the specular reflection.
6.3 The unified model
The intensity of the scattered beam is defined by
eq.6.22, where P (q) is the form factor, that contains
the information about size and shape, and S(q) is the
structure factor that describes the spatial arrangement
of the objects on the surface and thus their lateral
correlations.
I(q) = P (q)S(q) (6.22)
For a spherical particle island the P (q) function is:




A variation of the incidence angle allows depth profil-
ing of the samples, actually, if the αi < αc condition
is chosen, the qz component is zero. As a result, in
equation 6.23 the exponential term is the unity. In
these conditions the detected volume is that of the
deposited nanoobjects, therefore the P (q) becomes
the function used routinely in transmission geometry.
In this thesis the model used to fit experimental
data is a unified model that takes into account a multi
structural level. Beaucage [94] introduced successfully
a general unified model in order to take into account
several orders of magnitude for spherical averaged
particles in transmission scattering geometry using
Born approximation. This multilevel approach was
applied by Lenz et al., within certain limitations, to
analyze scattering problems for multiple structural
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levels rather than just one type of scatterer in grazing
incidence geometry [95]. This approach allows to
model the system’s structural features starting from
the smallest structural level, such as a nanoparticle
towards aggregates of particles. For one structural
level the scattered intensity in the unified fit approach











The first term corresponds to Guinier’s law and de-
scribes the size of spherical averaged particles. It







The second term in equation 6.24 corresponds to the
structural Porod regime, with the Porod prefactor
B, and where P is the slope of this function when
plotted on a log I vs log q plot. When more than one
structural level is present in a sample, the unified scat-

















Equation 6.26 is a sum of scattered intensities over n
structural levels. If there are two correlated structural
levels, as in aggregates of nanoparticles, a second term,
which limits Porod scattering for n > 1, at Rgi−1 has
to be introduced.
A traditional interpretation in terms of Guinier
and Porod regimes would fail because these are only
valid for restricted parts of the q-range; the Guinier
method is generally valid only for qRg < 1, while the
Porod regime holds at high q-values. These limitations
are corrected for in the unified model developed by
Beaucage [94]. Furthermore, the traditional methods
only account for one level of structural features, whilst
the unified model can be extended to account for
multiple levels, and therefore it is valid for the entire
q-range. The unified model is adapted to analyze the
GISAXS patterns of gold samples as Hoell et al. have
previously developed for thin films [97]: in the eq.6.26
n corresponds to the largest structural level while i = 1
corresponds to a smallest structural level than can be
observed. If there were any structure at a length scale
larger than the n-th level, the corresponding signal
would lie outside the q-range covered and hidden by
the beamstop, therefore, for the q-range observed here,














where the numerical subscripts 1 and 2 label the the
smaller and the larger structural levels, respectively.
The first term, that describes the high-q behaviour
(level 1), is a Guinier component with prefactor G1.
Rg1 is the average radius of gyration; it gives infor-
mation about the size of the scattering particles at
level 1. The Porod term of level 1 is supposed to
unmeasurable within the experimental q-range. The
second term describes the larger structural level (level
2): the first term within the parentheses is the Guinier
term and the last term is the Porod term, with pref-
actors G2 and B2, respectively. Rg2 is the average
radius of gyration; it gives information about the size
of the scattering particles at level 2. P2 is the Porod
slope for the same level, giving information about the
roughness of the particle surfaces. C is a constant
background contribution. In case of weakly correlated
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structures the unified intensity can be correlated with
a common structure factor
Icorr(q) = I(q)S(q) (6.28)
S(q) describes the correlation between two structures




[1 + ηF (q, x)]
(6.29)
The packing factor η outlines the degree of correlation.
F (q, x) is the form factor for structural correlations
occurring at an average distance x and it is given by:




The previous equations can be used only in the case
of weakly correlated systems, when I(q,Rg) can be
decoupled from S(q) and S(q) is not dependent on
Rg. This is usually the case for low correlations at
η < 4.
6.4 Experimental details
GISAXS experiments were carried out at the beamline
BM26 DUBBLE at the ESRF using a sagittal focusing,
with a sample-to-detector distance of 1.9m, a wave-
length λ = 0.138nm, and a beam size of 3217µm2
(horizontal × vertical). The critical angle, αc is found
to be equal to 0.175◦, and in order to study the gold
nanoparticles supported on the silicon surface, the
measurements are performed at αi ≈ 0.06◦ to keep
αi < αc. The direct and the reflected specular beams
are suppressed by small beamstops to prevent damage
or saturation of the detector. Instead of the rigorous
analysis of the full 2-D detector image, involvingh
complex simulations, the global scattering function is
used to model transverse detector scans in the recip-
rocal scattering planes [95]. The 1D-SAXS patterns
are obtained from the horizontal cuts of the 2D mea-
surements at the height of the Yoneda peak and are
fitted using the unified model [94] described in section
6.3.
6.5 Sample analysis
In fig.6.4 and in fig.6.5 the collected images of the
detector are displayed. By inspection of GISAXS pic-
tures, it is possible to notice the presence of a full
semicircle instead of annular ring that is typical of
nanoparticles with spherical morphology on a flat sur-
face. The amount of vaporized gold onto silicon
Figure 6.4: The collected image on the detector for
sample Au2
Figure 6.5: The collected image on the detector for
sample Au3
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surface is suitable to obtain a monolayer, therefore
the gold nanoparticles would be expected to be orga-
nized a monolayer. On the contrary, GISAXS images
suggest the presence of high roughness of the sam-
ples. Then, two different configurations are supposed:
(fig.6.6).
• a gold monolayer grows on highly rough surface:
• gold nanoparticles are organized in a multilayer
on a smooth surface.
Silicon	oxide
Silicon	wafer



















Figure 6.6: (a) The surface of the wafer exhibits
high roughness with an Au nanoparticle monolayer.
(b) Gold multilayer deposited on a flat wafer.
Due to the low value of roughness of silicon surface, de-
tected with AFM measurement, the second possibility
is more realistic. Experimental and fitted 1-D data are
shown in figs. 6.7-6.8-6.9-6.10. In our experimental
q-range, few data-points are recorded, which account
for Porod scattering of the level 1. Hence, B1 is set
equal to 0 in the analysis of all the samples. The re-
sults obtained from GISAXS analysis are summarized
in table 6.1. It is worth noticing that the smaller size
values reported in table 6.1, within the error limit, are
very similar, suggesting that the mean nanoparticles











Guinier component level I
Porod component level II
Guinier component level II
Figure 6.7: Experimental and fitted GISAXS signal
of the Au1 sample. The Porod and Guinier compo-











Guinier component level I
Porod component level II
Guinier component level II
Figure 6.8: Experimental and fitted GISAXS signal
of the Au2 sample. The Porod and Guinier compo-
nents are also shown.
we suppose that synthesis method allows to control
the size of nanoparticles, this result is not surprising,
since the gold nanoparticles are deposited by SMAD
technique using the same experimental conditions.











Guinier component level I
Porod component level II
Guinier component level II
Figure 6.9: Experimental and fitted GISAXS signal
of the Au3 sample. The Porod and Guinier compo-











Guinier component level I
Porod component level II
Guinier component level II
Figure 6.10: Experimental and fitted GISAXS signal
of the Au4 sample. The Porod and Guinier compo-
nents are also shown.
The obtained prefactors G1, as it is shown in table
6.1 are quite different for the analyzed sample, this
result is a mere effect of a scaling factor. As what con-
cerns the level 2, then the larger aggregates, the found
Table 6.1: GISAXS results for the gold samples. The
units of the radii are Å, R1 is the nanoparticle radius,
while R2 is the radius of the aggregates. B1 is set
equal to 0 in the analysis of all the samples.
Au1 Au2 Au3 Au4
R1 (Å) 27 27 27 24
G1(10
−2) 11.0 0.086 15.0 0.083
η 3.0 4.3 2.4 3.3
R2 (Å) 216 179 149 144
G2 7.6 4.7 2.3 1.9
B2(10
−3) 3.91 10.2 7.84 1.9
P2 2.78 2.45 2.14 2.14
power law decay of P2 ≈ 2.5 can give evidence to a
mass fractal, which is related to a three dimensional
arrangement of Au primary particles in islands. This
result is in agreement with literature data showing
that growth of evaporated gold film on a SiO2/Si
surface produces a fractal [98] [99] [100]. For Au film
of a thickness of 20nm deposited on a Si-substrate
grown by thermal evaporation, Lenz et al. recently re-
ported a value of P2 ≈ 1.5 [95], interpreted as a mass
fractal related to a two dimensional arrangement of
gold metal nanoparticles. The two Porod parameters
are very different. However, this can be ascribed to
the different deposition techniques. SMAD synthesis
produces three dimensional nanoparticles in an argon
atmosphere, whereas in thermal evaporation meth-
ods the nanoparticles grow up directly on the surface
of the substrate, so the aggregation process of the
nanoparticles is totally different [95].
Chapter7
Discussion
7.1 Silicon supported Au sam-
ples
Gold nanocomposites were prepared with an adapted
SMAD route. The synthesis protocol involves the
vaporization under controlled Argon atmosphere of
metallic gold onto a silicon wafer in the presence of the
layer of native silicon oxide or of thermal silicon oxide.
The low values of the roughness parameter Rq demon-
strate the homogeneity of all the investigated gold
samples, and whereupon that the SMAD synthesis is
a suitable method to obtain a uniform dispersion of
gold nanoparticles on a silicon wafer. The structural
details of the gold samples were determined at differ-
ent length scales by AFM, EXAFS and GISAXS. The
EXAFS analysis determines much smaller dimensions,
in the range of 2− 3nm (table 3.1), with respect to
the AFM result. The Debye-Waller factor of the Au4
sample (Au/thermal− SiO2/Si) is larger than those
of the other samples, and considering that a strong
correlation between the Debye-Waller factor and co-
ordination number exists, the value of the dimension,
in this case might be underestimated. So, the mean
cluster dimension of this sample (Au4) could be more
similar to those of the other samples. For all samples
the EXAFS analysis shows a reduction of the first
and second neighbour distance, in agreement with the
literature relative to fcc gold clusters [101]. An impor-
tant conclusion of the AFM analysis is that the height
of the supported gold nanoparticles depends on the
nature of the silicon oxide. Actually, the thermally
treated substrate allows to obtain nanoparticles of
9nm, while the native oxide stabilizes definitely larger
aggregates. Focussing the interest on the doped sub-
strates, a smaller dopant concentration involves a
larger amount of superficial defects of the native sili-
con oxide layer: taking into account that the surface
defects act as nucleation centers [83], it seems feasible
to conclude that the gold nanoclusters give rise to
larger aggregates on a surface poor of defects. On
the contrary, at increasing dopant concentration the
metal clusters aggregate in small units. However, the
large discrepancy between the EXAFS and the AFM
result is clearly relative to two different length scales:
with this respect, the GISAXS analysis is very useful
to elucidate the supported Au morphology: from the
GISAXS analysis, we found two different sizes, the
smaller, that is the nanocluster radius, is in agreement
71
72 CHAPTER 7. DISCUSSION
to the EXAFS analysis, while the larger can be related
to the radius of the aggregates. A detailed analysis
of the AFM images put in evidence that the aggre-
gates could be made up of several smaller particles,
so that the smaller gold clusters of 2− 3nm in radius
constitute the building blocks of the larger structures
detected in the GISAXS patterns and AFM images.
It is interesting to notice that the size of the larger
objects detected by GISAXS decreases with increasing
dopant level in the silicon substrate, in agreement to
AFM analysis.
7.2 Unsupported Co samples
Unsupported Co samples were prepared by thermal
decomposition putting a metal precursor, Co2(CO)8,
in an organic solvent in presence of octadecylamine.
TEM measurements show the nanometer size of so ob-
tained powder samples. The EXAFS analysis demon-
strate that both hexagonal and cubic sequences of
atomic layers are required to obtain satisfactory fits
of the experimental spectra. This result is in agree-
ment with the XRD analysis as concern the phase
amounts, within the errors on the determination of
the percentages of hcp and fcc sequences from the
EXAFS data. From the HRXRD analysis the sample
with the highest fcc component is D15, that is pre-
pared with mesytilene as solvent. Since the hexagonal
arrangement is the most stable at room temperature,
in D15 the high amount of cubic arrangement is prob-
ably due to the higher synthesis temperature. Indeed,
the D3 and D4 samples, that were prepared with
heptane, a solvent with a boiling temperature lower
than mesytilene, show a larger amount of hexagonal
sequences with respect to D15. The capping agent has
no effect about the arrangement, but avoids particle
coalescence in all the samples, as it is demonstrated by
TEM and HRXRD analysis. The three investigated
samples have similar average size, as results from the
HRXRD analysis, while the percentage of hcp and fcc
sequences are very different: it is likely to conclude
that with a suitable choice of the solvent it it possible
to modulate the amount of hcp and fcc, keeping the
same nanometer size of particles.
7.3 Silicon supported Co sam-
ples
The cobalt nanocomposites were prepared with an
adapted SMAD route. The synthesis involves the
vaporization of cobalt under a controlled Argon at-
mosphere and deposition onto a silicon wafer in the
presence of the layer of native silicon oxide. As for
gold nanoparticles deposition, the SMAD technique
is suitable to obtain homogeneous dispersion of the
cobalt nanoclusters on the silicon wafer, as it is demon-
strated by the low calculated roughness from the col-
lected AFM images. The measurement of the XRD
pattern of nanosized cobalt deposited onto a surface
requires a grazing incidence geometry, that is hardly
available with laboratory instrumentation and is fea-
sible, at synchrotron radiation facilities, only at dedi-
cated beamlines. During my Ph.D. work, the relative
amounts of the cubic and hexagonal arrangements
could only be determined by EXAFS analysis. Al-
though the EXAFS analysis is less suitable than XRD
for a thorough analysis of stacking faults, the EXAFS
result, pointing to a substantial independence of this
disorder from the exploited solvent and capping agent,
seems reliable, taking into account that the interac-
tion of the cobalt particles with the surface of the
silicon wafer is likely the dominant effect.
With respect to Cobalt foil, (see table 3.7) it is
possible to notice a reduction of the first neighbour
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distance R1 for the cubic arrangement and an expan-
sion for the hcp arrangement. The size of supported
Co nanoparticles, as determined by EXAFS and AFM,
is very different, likely due to a higher resolution of
the scattering technique, able to resolve at a smaller
length scale the structure of the aggregates. At this
length scale, it seems that the presence of the cap-
ping agents does not influence the particle size (3.7).
On the other hand, (see fig. .5.7 and table 5.3) the
AFM analysis evidences a definite difference of the
height distribution function of the ODA samples with
respect to the other Co samples. In particular, it can
be concluded that the ODA capping is able to pre-
vent nanoparticle aggregation. With this respect, the
use of capping agents seems a valid tool to enhance
the control on morphology. From the AFM analysis,
also the solvent effect can be identified, most clearly
when the capping agent is missing. Actually, it can be
noticed from the height function distribution (fig.5.7)
that the peak maximum has different values for the
three solvent, pointing to a different interaction of the
three solvents with the cobalt nanoparticles. In fact,
mesitylene and toluene, both containing an aromatic
group, are able to better prevent the coalescence, and
allow to obtain a lower particle size than heptane. The
cobalt oxide shells are evident in the Fourier Trans-
form of the EXAFS spectra of Co tol and Co tol ODA
sample. The high solubility of toluene in water can
explain the oxidation of these nanocluster, since the
presence of water promotes the oxidation of metallic
cobalt. Actually, toluene, even if just distilled, ab-
sorbs water, and in fact its solubility in distilled water
is 543 ppm at 300K [102]. On the contrary, at room
temperature mesytilene is totally insoluble in distilled
water, and the EXAFS data of Co mes show a much
lower oxide component that is totally absent in the Co
mes ODA sample. The magnetic domains of the sam-
ples with the highest amount of metallic component
were investigated with MFM. The MFM of Co mes
ODA sample shows a larger magnetic contrast with
respect to Co ept, probably due to lower coercivity of
the latter.




In this thesis cobalt nanoparticles and supported
cobalt and gold nanoparticles have been synthesized
and investigated, using a number of techniques, to
study their structure and their morphology. The pre-
pared nanocomposites show nanoparticles organized
in aggregates supported on silicon surface. The control
of size for gold aggregates is achieved as a function of
silicon doping and, for cobalt aggregates, as a function
of a capping agent. Between the tested capping agent
the ODA (octadecylamine) avoids the coalescence but
has no effects on the crystalline structure. This result
is limited to this molecule, with other agents (TOA)
that yield an high amount of oxide phase it is impos-
sible to obtain robust result as concern the crystalline
arrangement and stacking faults. Though a fine con-
trol on arrangement is not reached, an effect due to
the solvent on the sequences of layer is identified. The
solvent, mesytilene, with the higher boiling tempera-
ture, that is also the synthesis temperature, yields an
high amount of cubic arrangement percentage, that
is, traditionally, the less stable at room temperature.
The temperature of nanoparticles preparation would
be supposed to influence the arrangement, the impli-
cation is that lower synthesis temperature would give
rise to the most stable arrangement, hcp, while the
higher temperature would provide the cubic phase.
The water solubility in the reaction solvent explain
why the mesytilene is also able to keep the metal-
lic state of cobalt avoiding the oxidation, while the
toluene occurs the oxidation of cobalt.
8.2 Perspectives
Tailoring the amount of hexagonal and cubic se-
quences of metallic cobalt and the oxide amount,
devices with sought-after magnetic properties can
be designed. The planning of synthesis routes to
obtain Co and Au nanocomposites with controlled
morphology is a work in progress, requiring further
investigation on synthesis parameters, solvents and
capping agents to improve the knowledge obtained
during this Ph.D. work.
Further studies will involve also the possibility of
obtaining new morphologies, such as the worm-like
Au particles shown in fig.8.1-8.2. To my knowledge,
this kind of morphology is absolutely new for metal
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aggregates. Actually, the achievement of this kind of
superstructures is due to a lucky event; the production
of the worm-like systems is accounted for the presence
of the siliconic oils that could came from the rotative
oil vacuum pump. The hypothesis is that this oil can
act as capping agent addressing the growth of the ag-
gregates towards a worm-like shape. The employment
Figure 8.1: AFM image 4µmx4µm of a worm-like
gold sample.
Figure 8.2: AFM image 1µmx1µm of a worm-like
gold sample.
of the Atomic Force Microscopy was crucial to detect
the morphology of these aggregates, because it is im-
possible to determine a worm-like aggregation with
other techniques. The worm-like aggregates consti-
tute a first result of new synthesis procedures aiming
to the growth of aggregates with specific morphology
in order to pattern silicon surface. The well-known
covalent bond between gold and sulphur should al-
low to functionalize a gold worm-like structure with
aliphatic thiols to obtain a surface with hydrophilic
and hydrophobic domains.
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The particle size and the morphology of the samples
were determined by TEM measurements collected at
the IMM-CNR of Bologna. The powders were dis-
persed in isopropanol and mildly sonicated, then drop-
casted on a standard TEM grid for the observations.
The samples present particle aggregates of micron
size, with nanoparticles of few nanometers of about
of 2-6 nm diameter.
(a)
(b)
Figure A.1: TEM of D3 sample.
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(a)
(b)
Figure A.2: HrTEM of D3 sample.
(a)
(b)




Figure A.4: HrTEM of D15 sample.
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AppendixB
AFM image
The AFM images are measured at the ISMN (Is-
tituto dei Materiali Nanostrutturati) of the CNR of
Bologna. Here all images are collected to make fluent
the reading. From fig.B.16 to fig.B.19 are inserted the
3D images of the gold nanoparticles deposited on sili-
con wafer whose surface is covered with native oxide
except one case, the Au4 sample, that exhibit an ox-
ide grown up thermally before the metal vaporization.
The thickness of the thermal oxide of the Au4 sam-
ple is 591nm. The images 5µnx5µn, 3µnx3µn, and
1µnx1µn of cobalt nanoparticles supported on silicon
wafer are shown from fig.B.1 to B.15. All nanocobalt




Figure B.1: AFM 5µmx5µm of the Co mes ODA
sample. (a) 2D image (b) 3D image.
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(a)
(b)
Figure B.2: AFM 3µmx3µm of the Co mes ODA
sample. (a) 2D image (b) 3D image.
(a)
(b)
Figure B.3: AFM 1µmx1µm of the Co mes ODA




Figure B.4: AFM 5µmx5µm of the Co mes sample.




Figure B.5: AFM 3µmx3µm of the Co mes sample.
(a) 2D image (b) 3D image.
90 APPENDIX B. AFM IMAGE
(a)
(b)
Figure B.6: AFM 1µmx1µm of the Co mes sample.
(a) 2D image (b) 3D image.
(a)
(b)
Figure B.7: AFM 5µmx5µm of the Co tol ODA




Figure B.8: AFM 3µmx3µm of the Co tol ODA
sample. (a) 2D image (b) 3D image.
(a)
(b)
Figure B.9: AFM 1µmx1µm of the Co tol ODA
sample. (a) 2D image (b) 3D image.
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(a)
(b)
Figure B.10: AFM 5µmx5µm of the Co tol sample.
(a) 2D image (b) 3D image.
(a)
(b)
Figure B.11: AFM 3µmx3µm of the Co tol sample.




Figure B.12: AFM 1µmx1µm of the Co tol sample.
(a) 2D image (b) 3D image.
(a)
(b)
Figure B.13: AFM 5µmx5µm of the Co ept sample.
(a) 2D image (b) 3D image.
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(a)
(b)
Figure B.14: AFM 3µmx3µm of the Co ept sample.
(a) 2D image (b) 3D image.
(a)
(b)
Figure B.15: AFM 1µmx1µm of the Co ept sample.
(a) 2D image (b) 3D image.
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Figure B.16: AFM 4µmx4µm
of the Au1 sample.
Figure B.17: AFM 4µmx4µm
of the Au2 sample.
Figure B.18: AFM 4µmx4µm
of the Au3 sample.
Figure B.19: AFM 4µmx4µm
of the Au4 sample.
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