Abstract. A short recurrence for orthogonalizing Krylov subspace bases for a matrix A exists if and only if the adjoint of A is a low degree polynomial in A (i.e. A is normal of low degree). In the area of iterative methods, this result is known as the Faber-Manteuffel Theorem (V. Faber and T. Manteuffel, SIAM J. Numer. Anal., 21 (1984), pp. 352-362). Motivated by the description in (J. Liesen and Z. Strakoš, On optimal short recurrences for generating orthogonal Krylov subspace bases, SIAM Rev., to appear), we here formulate this theorem in terms of linear operators on finite dimensional Hilbert spaces, and give two new proofs of the necessity part. We have chosen the linear operator rather than the matrix formulation because we found that a matrix-free proof is less technical. Of course, the linear operator result contains the Faber-Manteuffel Theorem for matrices.
1. Introduction. At the Householder Symposium VIII held in Oxford in July 1981, Golub posed as an open question to characterize necessary and sufficient conditions on a matrix A for the existence of a three-term conjugate gradient type method for solving linear systems with A (cf. SIGNUM Newsletter, vol. 16, no. 4, 1981) . This important question was answered by Faber and Manteuffel in 1984 [4] . They showed that an (s + 2)-term conjugate gradient type method for A, based on some given inner product exists if and only if the adjoint of A with respect to the inner product is a polynomial of degree s in A (i.e. A is normal of degree s). In the area of iterative methods this result is known as the Faber-Manteuffel Theorem; see, e.g., [7, Chapter 6] or [13, Chapter 6.10] .
The theory of [4] and some further developments have recently been surveyed in [12] . There the Faber-Manteuffel Theorem is formulated independently of the conjugate gradient context, and solely as a result on the existence of a short recurrence for generating orthogonal bases for Krylov subspaces of the matrix A. A new proof of the sufficiency part is given, and the normality condition on A is thoroughly characterized. For the proof of the (significantly more difficult) necessity part, however, the authors refer to [4] . In particular, they suggest that, in light of the fundamental nature of the result, it is desirable to find an alternative, and possibly simpler proof.
Motivated by the description in [12] , we here take a new approach to formulate and prove the necessity part of the Faber-Manteuffel Theorem. Instead of a matrix we consider a given linear operator A on a finite dimensional Hilbert space V . By the cyclic decomposition theorem, the space V decomposes into cyclic invariant subspaces, i.e. Krylov subspaces, of A (see Section 2 for details). The Faber-Manteuffel Theorem then gives a necessary (and sufficient) condition on A, so that the standard GramSchmidt algorithm for generating orthogonal bases of the cyclic subspaces reduces from a full to a short recurrence.
We have chosen this setting because we believe that the proof of necessity is easier to follow when we use linear operators rather than matrices. In this paper we give two different proofs of the necessity part, both based on restriction of the linear operator A to certain cyclic invariant subspaces. The resulting technicalities in the matrix formulation would obstruct rather than help the understanding. Moreover, our formulation may serve as a starting point for extending the results to infinite dimensional spaces. We are not aware that any such extensions have been obtained yet.
The paper is organized as follows. In Section 2 we introduce the notation and the required background from the theory of linear operators. In Section 3 we translate the matrix concepts introduced in [12] into the language of linear operators. In Section 4 we state and prove several technical lemmas that are required in the proof of the main result, which is given in Section 5. In Section 6 we give an alternative proof, which we consider elementary and constructive. This proof involves structure-preserving orthogonal transformations of Hessenberg matrices, which may be of interest beyond our context here. In Section 7 we discuss our rather theoretical analysis in the preceeding sections. This discussion includes a matrix formulation of the Faber-Manteuffel Theorem, a "high-level" description of the strategies of our two proofs of the necessity part, and our reasoning why necessity is more difficult to prove than sufficiency. For obtaining a more detailed overview of the results in this paper, Section 7 may also be read before reading the other sections.
2. Notation and background. In this section we introduce the notation and recall some basic results from the theory of linear operators; see Gantmacher's book [6, Chapters VII and IX] for more details.
Let V be a finite dimensional Hilbert space, i.e., a complex vector space equipped with a (fixed) inner product (·, ·). Let A : V → V be a given invertible linear operator. For any vector v ∈ V , we can form the sequence 
We say that φ annihilates v. It would be more accurate to say "φ annihilates v with respect to A", but when it is clear which operator A is meant, the reference to A is omitted for the sake of brevity. The monic polynomial φ is the uniquely determined monic polynomial of smallest degree that annihilates v, and it is called the minimal polynomial of v. Its degree, equal to d (A, v) , is called the grade of v, and v is said to be of grade d (A, v) .
Consider any basis of V , and define the polynomial Φ as the least common multiple of the minimal polynomials of the basis vectors. Then Φ is the uniquely defined (independent of the choice of the basis!) monic polynomial of smallest degree that annihilates all vectors v ∈ V , and it is called the minimal polynomial of A. We denote its degree by d min (A). Apparently, d min (A) ≥ d(A, v) for all v ∈ V , and Φ is divisible by the minimal polynomial of every vector v ∈ V .
If v ∈ V is any vector of grade d, then 
where the minimal polynomial of w 1 is equal to the minimal polynomial of A, and for k = 1, . . . , j − 1, the minimal polynomial of w k is divisible by the minimal polynomial of w k+1 . Since the decomposition (2.5) is an important tool in this paper, we illustrate it by a simple example (adapted from [9, Section 7.2]; also see [10] for a short and self-contained proof of the decomposition (2.5)). Suppose that A is the linear operator on V = R 3 whose matrix representation in the canonical basis of R 3 is
The characteristic polynomial of A is (z − 2)(z + 1) 2 , while the minimal polynomial is Φ = (z − 2)(z + 1), so that d min (A) = 2. Any nonzero vector in R 3 is either of grade one (and hence is an eigenvector) or of grade two. It is easy to see that the first canonical basis vector is not an eigenvector. Thus,
1 ) has dimension two, and the minimal polynomial of w 1 is Φ. Note that
Since V = R 3 has dimension three, it remains to find a vector . When A is a (square) matrix, this algorithm is usually referred to as Arnoldi's method [1] . It can be equivalently written as 
(s).
The condition that A is normal(s) is sufficient for A to admit an optimal (s + 2)-term recurrence. The precise formulation of this statement is the following. Proof. A matrix version of this result is given in [12, Theorem 2.9] , and the proof given there can be easily adapted from matrices to linear operators.
The main result we will prove in this paper is that the condition that A is normal(s) also is necessary. Proof. If m = n, there is nothing to prove. Hence, suppose that m < n, and let v 1 be a vector of grade m, and u 1 be a vector of grade n, such that the minimal polynomial of v 1 divides the minimal polynomial of u 1 . Define
where γ is a scalar parameter. It is clear that, except for finitely many choices of γ, the vector x 1 is of grade n. Suppose that γ has been chosen so that x 1 is of grade n, and consider the corresponding i-th basis vector x i , where
where p is a polynomial of (exact) degree i − 1. The vector x i is defined uniquely (up to scaling) by the conditions
The hypothesis
gives one additional condition. We thus have i conditions that translate into i homogeneous linear equations for the i coefficients of the polynomial p. The existence of x i implies that the determinant of the matrix M (x 1 ) of these equations must be zero, where 
where φ 1 equals the minimal polynomial of A, and φ k is divisible by φ k+1 for k = 1, . . . , j − 1. In particular, d 1 = d min (A). Consequently, a basis of V is given by
But then it is easy to see that
is a basis of V consisting of vectors that all are of grade d 1 .
The following result is a generalization of [ 
Proof. For notational convenience, we denote δ = d min (A). Let v be any vector of grade δ. Since A is invertible, K δ (A, v) = K δ (A, Av). In addition, except possibly when γ is an eigenvalue of A, the vector w
In the following, we exclude those values of γ. By assumption, there exist polynomials p γ , q, and r of degree at most s, which satisfy
where p γ depends on γ, but q and r do not. We can then write Bw as
and
Combining these two identities yields
The polynomial t γ is of degree at most s+1 < s+2 ≤ δ. Thus, except for finitely many γ, t γ = 0. Some straightforward algebraic manipulation gives, for all but these γ,
where p γ ≡ p γ −q is of degree at most s−1. Therefore, every γ that is not an eigenvalue of A is a root of the polynomial r − q, which consequently must be identically zero.
But then 
Step 1: Restriction to a cyclic subspace of dimension s + 2. If u 1 is any vector of grade s + 3, then (with the obvious meaning of u s+2 )
Consider any v 1 of grade s + 2, and the corresponding cyclic subspace K s+2 (A, v 1 ). Let A be the restriction of A to K s+2 (A, v 1 ), i.e. the invertible linear operator Since this holds for any vector 
By definition, any eigenpair of A is an eigenpair of A. Therefore, A acting on any vector of grade s + 2 has s + 2 distinct eigenvalues, and the corresponding eigenvectors are mutually orthogonal in the given inner product.
Step 2: Extension to the whole space.
Consider the cyclic decomposition of the whole space as in (2.5). Then the cyclic
, where w 1 has the same minimal polynomial as A, can be further decomposed into
where the minimal polynomial of To these eigenvalues correspond s + 2 eigenvectors that are mutually orthogonal in the given inner product.
In the cyclic decomposition (2.5), the minimal polynomial of w k is divisible by the minimal polynomial of w k+1 . Therefore the whole space completely decomposes into one-dimensional cyclic subspaces of A, i.e. A has a complete system of eigenvectors. We know that any s + 2 of these corresponding to distinct eigenvalues of A must be mutually orthogonal. In the subspaces corresponding to a multiple eigenvalue we can find an orthogonal basis. Therefore A has a complete orthonormal system of eigenvectors, and hence A is normal. For every subset of s+2 distinct eigenvalues there exists a polynomial p of degree at most s that satisfies p(λ k ) = λ k for all eigenvalues λ k in the subset. If we take any two subsets having s + 1 eigenvalues in common, the two corresponding polynomials must be identical. Thus all the polynomials are identical, so that A is normal(t) for some t ≤ s. If t < s, then by the sufficiency result in Theorem 3.4, A admits an optimal (t + 2)-term recurrence, which contradicts our initial assumption. Hence t = s, so that A is normal(s), which concludes the proof.
6. Another proof based on the "Rotation Lemma". In this section we discuss an elementary and more constructive approach to proving Theorem 3.5, which is based on orthogonal transformations ("rotations") of upper Hessenberg matrices. With this approach, we can prove Theorem 3.5 with the assumption "s+2 < d min (A)" replaced by "s + 3 < d min (A)". We discuss the "missing case" s + 3 = d min (A) in Section 7.
As above, let A be an invertible linear operator with minimal polynomial degree d min (A) on a finite dimensional Hilbert space. Let s be a given nonnegative integer, s + 3 < d min (A). We assume that (6.1)
A admits an (s + 2)-term recurrence, but A is not normal(s), and derive a contradiction.
For deriving the contradiction we need some notation. Suppose that the space is decomposed into cyclic invariant subspaces of A as in (2.5). Let A be the restriction of A to K d 1 (A, w 1 ), i.e. the invertible linear operator defined by
The operator A depends on the choice of w 1 , which we consider fixed here, so A is fixed as well. It is clear that 
We now proceed in two steps.
Step 1: Show that there exists a basis for which h 1,d = 0. We first show that under assumption (6.1) there exists an initial vector
where A * is the adjoint of A. In particular, this implies that for all vectors Step 2. "Rotation" of the nonzero entry h 1,d . The following result is called "Rotation Lemma" for reasons apparent from its proof. 
By Lemma 4.3, A is normal(t) for some t ≤ d
Proof. The main idea of this proof is to find d − 1 (complex) Givens rotations of the form 
. To prove the assertion it suffices to show the following: First, H d must be an unreduced upper Hessenberg matrix, and, second, at least one of its entries h 1,d−1 , h 2,d−1 is nonzero (see Fig. 6 .1 for an illustration of this idea).
Proceeding in an inductive manner, we denote
To start, choose s 1 ∈ R \ {0} and c 1 ∈ R such that c 2 1 + s 2 1 = 1. We have explicitly chosen real parameters s 1 , c 1 since this simplifies our arguments below. These two parameters determine our first Givens rotation G 1 of the form (6.4). By construction, the matrix
Since s 1 = 0 and h
The transformation by G 1 modifies only the last two rows and columns of H (0) , so that the entries on the subdiagonal of H (1) satisfy h
Next, we determine G 2 such that its application from the right to H (1) eliminates the nonzero entry in position (d, d − 2) . Application of G * 2 from the left then introduces a nonzero entry in position (d − 1, d − 3) , which we will subsequently eliminate using G 3 , and so forth.
In a general step j = 2, . .
is an upper Hessenberg matrix except for its entry
The next Givens rotation G j is (uniquely) determined to eliminate this nonzero entry, i.e. we determine c j and s j by the equation
Since h
As a result, the matrix
is an upper Hessenberg except for its entry
The unitary transformation determined by G j modifies only (d− j)th and (d −j + 1)st rows and columns of H (j−1) . Therefore, the subdiagonal entries of 
To complete the proof we need to show that the initial parameters s 1 , c 1 can be chosen so that, first, h
, and thus the first column of G is an eigenvector of H (0) corresponding to the eigenvalue h
1,1 . Note that the first column of G depends on our choice of s 1 , while the matrix H (0) is fixed and has at most d linearly independent eigenvectors. Apparently, the case h 
where h 
We know that h 
We write s 1 = sin(θ), c 1 = cos(θ), and apply standard identities for trigonometric functions to see that the above equation is equivalent with
The left hand side in this equation is a nontrivial trigonometric polynomial of degree two, which has at most two roots in the interval [0, 2π). Consequently, for almost all choices of s 1 we receive c 2 = 0, giving a nonzero right hand side in (6.6). Hence, for almost all choices of s 1 , we must have [h 
Denote the entries of G by g i,j , and let As claimed at the beginning of this section, we now have shown Theorem 3.5, with the assumption "s + 2 < d min (A)" replaced by "s + 3 < d min (A)".
7. Concluding discussion. In this section we discuss our rather theoretical analysis above.
Matrix formulation and the Faber-Manteuffel Theorem.
When formulated in terms of matrices rather than linear operators, Theorems 3.4 and 3.5 comprise the Faber-Manteuffel Theorem [4] in the formulation given in [12, Section 2] . We state this result here for completeness. 
-term recurrence if and only if A is B-normal(s).
In this formulation, the Hilbert space from Theorems 3.4 and 3.5 is C N , equipped with the inner product generated by the Hermitian positive definite matrix B (in case A is real, we consider B to be real as well, and the adjoint A * is the regular transpose A T ). The matrix A is B-normal(s) if its B-adjoint, i.e. the matrix
is a polynomial of degree s in A, and s is the smallest degree for which this is true. A complete characterization of the matrices A and B for which A is B-normal(s) is given in [12, Section 3] . In this paper we have chosen the linear operator rather than the matrix formulation, because it appears to be a natural generalization. Moreover, both proofs we have given use the restriction of the linear operator A to certain cyclic invariant subspaces. In the matrix formulation, such restrictions lead to non-square as well as square but singular matrices. This involves a more complicated notation, which obstructs rather than helps the theoretical understanding. 
On the strategies of the two different proofs of Theorem 3.5.
The two different proofs of Theorem 3.5 given in this paper (with the second one excluding the case "s + 3 = d min (A)"; see below) follow two different strategies.
The first proof, given in Section 5, is based on vectors of grade s + 2, and "works its way up" to vectors of full grade d min (A). This general strategy is similar to the one in the original paper of Faber and Manteuffel [4] . The details of our proof here, however, are quite different from [4] . In particular, simple arguments about the number of roots of certain polynomials (particularly in Lemmas 4.1 and 4.3) have replaced the continuity and topology arguments in the proof of [4] . We therefore consider this a simpler proof than the one given in [4] .
The second proof, given in Section 6 works immediately with vectors of full grade d min (A). We consider this approach more elementary than our first proof. We assume that the assertion of Theorem 3.5 is false, i.e. that A admits an optimal (s + 2)-term recurrence, but is not normal(s). We show that if A is not normal(s), there must exist at least one initial vector v 1 of full grade d = d min (A), for which the corresponding matrix H d has a nonzero entry above its sth superdiagonal. If this nonzero entry already is in H d,d−1 , we are done. However, we cannot guarantee this, and therefore we need the Rotation Lemma to "rotate" a nonzero from the d-th column of H d into the (d − 1)-st column. This shows that A cannot admit an optimal (s + 2)-term recurrence, contradicting our initial assumption. To prove also the "missing case" s + 3 = d min (A), we need to guarantee that there exists a choice of s 1 so that h 1,d−1 = 0, giving a d-band Hessenberg matrix H d,d−1 . Since Theorem 3.5 also holds for the case s + 3 = d min (A), we know that such s 1 must exist, but we were unable to prove the existence without using Theorem 3.5. Note, however, that in practical applications we are interested in recurrences of length s+2 d min (A). Therefore the "missing case" of the Rotation Lemma is only of rather theoretical interest.
We point out that the construction given in the Rotation Lemma, namely the "structure-preserving" unitary transformation of an upper Hessenberg matrix, may be of interest beyond its application in our current context. To state this idea in a more general way, we introduce some notation. Let Ω d be the set of the d×d unreduced upper Hessenberg matrices, and let Ω d (s + 2) be the subset consisting of the (s + 2)-band Hessenberg matrices (these are unreduced by assumption; cf. Definition 3.1). Consider a fixed H ∈ Ω d , and define the set
Hence R H is the set of all unitary transformations of H that are unreduced upper Hessenberg. Note that since H ∈ R H , the set R H is nonempty. Using the Rotation Lemma (for s + 3 < d) and Theorem 3.5 (for s + 3 = d) the following result can be proven. 
What distinguishes Theorem 3.5 from other results about normal operators.
Theorem 3.5 gives a necessary condition when an operator A is normal (of some degree s). This condition is also sufficient, as shown by Theorem 3.4. Hence this condition might be taken as a definition of normality, and it might be included among the numerous equivalent definitions in [8, 3] . We believe, however, that the nature of the result distinguishes it from the many other equivalent ones. This distinction is clear from the second proof given in Section 6.
Consider (A, v 1 ) ). Typically, equivalent results for normality are derived using knowledge of the whole matrix, H d in this case. But Theorem 3.5 is based only on knowledge of a part of the matrix, namely, the first d − 1 columns of H d . Our experience in this area shows that this difference also is the reason why Theorem 3.5 is rather difficult to prove, particularly when compared with other results about normal matrices or operators.
