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Log-free zero density estimates for automorphic L-functions
Chen An
Abstract
We prove a log-free zero density estimate for automorphic L-functions defined over a number
field k. This work generalizes and sharpens the method of pseudo-characters and the large sieve
used earlier by Kowalski and Michel. As applications, we demonstrate for a particular family of
number fields of degree n over k (for any n) that an effective Chebotarev density theorem and
a bound on ℓ-torsion in class groups hold for almost all fields in the family.
1 Introduction
Many problems in number theory require an estimate for the number of zeros of an L-function inside
the critical strip, or in a region near the line ℜ(s) = 1. Log-free zero density estimates for Dirichlet
L-functions near the line ℜ(s) = 1 were established by Gallagher [Gal70] using Turan’s power sum
method, and by Selberg [Sel72] using the concept of a pseudo-character (see also Jutila [Jut78]).
For automorphic L-functions, Kowalski and Michel [KM02] gave a log-free zero density estimate for
families of such L-functions associated to a set of automorphic representations over Q. Improved
estimates in this context have recently been given by Lemke Oliver and Thorner [LOT15], Brumley,
Thorner, and Zaman [BTZ18], and Thorner and Zaman [TZ19a]. In this paper, we generalize and
sharpen the method of Kowalski and Michel, applied to automorphic L-functions over a number
field k.
Let k be a number field and let an integer n be fixed. For each integer q ≥ 1, let S(q) be a set of
irreducible cuspidal automorphic representations of GLn(Ak). Let A > 0 be such that Cond(f) ≤ qA
for every f ∈ S(q) and for all q ≥ 1. (See [JPSS83] for the definition of Cond(f), the arithmetic
conductor associated to f .) There exists d > 0 such that |S(q)| ≪ qd for all q ≥ 1; we can in fact
choose d = 2nA + ε for any ε > 0; see Remark 1.4. For α < 1, T ≥ 0, we define the region of
interest M(α, T ) as
M(α, T ) = {z ∈ C : α ≤ ℜ(z) ≤ 1, |ℑ(z)| ≤ T}. (1.1)
For any cuspidal automorphic representation f of GLn(Ak) with associated automorphic L-function
L(f, s), we define the zero counting function N(f ;α, T ) as
N(f ;α, T ) = |{ρ ∈M(α, T ) : L(f, ρ) = 0}|.
Our main theorem is a log-free zero density estimate for automorphic L-functions associated to
automorphic representations in (S(q))q≥1 over k.
Theorem 1.1. Fix a number field k with nk = [k : Q] and a set (S(q))q≥1 of irreducible cuspi-
dal automorphic representations of GLn(Ak) with associated data A, d as above. Assume that the
Ramanujan-Petersson conjecture holds for any f ∈ (S(q))q≥1. Let α ≥ 34 and T ≥ 2. Then for all
q ≥ 1 and for any ε > 0, ∑
f∈S(q)
N(f ;α, T )≪ε (qc1+εT c2+ε)1−α, (1.2)
where we may take
c1 = 2d+ 4nA+
A
2
+ 1, c2 =
nnk
2
+ 3.
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Let us compare Theorem 1.1 to several recent results. First, we mention the recent preprint
[TZ19a, Theorem 1.2]. Theorem 1.1 is weaker than [TZ19a, Theorem 1.2] because we assume the
Ramanujan-Petersson conjecture. However, note that the exponents in our bound (1.2) are smaller
than the exponents in the bound (qAT nk)10
7n4(1−α) obtained in [TZ19a]. Our method is also an
application of a large sieve, but of a different flavor from [TZ19a].
Let us also compare Theorem 1.1 to Theorem 2 of Kowalski and Michel [KM02], which motivates
our method. Our result improves the analogous result of [KM02, Theorem 2] in terms of the T -
dependence on α: we obtain a bound (qc1+εT c2+ε)1−α, as compared to their bound TBqc0
1−α
2α−1 for
some B > 0. This improvement occurs in our version of the large sieve (Theorem 2.1), in which
we refine the estimation of certain dyadic sums. Furthermore, our bound strengthens the work of
[KM02] by generalizing the result to any base field k. We hope the presentation of this paper will
clarify the use of pseudo-characters in the setting of automorphic L-functions over k. Finally, we
also mention a recent thesis of Lai [Lai19], which worked on adapting the method of Kowalski and
Michel.
Theorem 1.1 may be used to prove an effective Chebotarev density theorem for families of
number fields, as shown first in [PTBW19]. We demonstrate a particular case of such a deduction.
For a number field K/k, we denote by K˜ the Galois closure of K over k within a fixed choice of
Q. For any field K, we denote DK = |Disc(K)|. For a number field k and a Galois extension L of
k, we define the prime ideal counting functions π(x) :=
∣∣{p ⊆ Ok : Nmk/Q(p) ≤ x}∣∣ , and
πC (x,L/k) :=
∣∣∣∣{p ⊆ Ok : p is unramified in L, [L/kp
]
= C ,Nmk/Q(p) ≤ x}
∣∣∣∣ . (1.3)
Here
[
L/k
p
]
is the Artin symbol and C is any fixed conjugacy class in Gal(L/k).
We prove the following effective Chebotarev density theorem for a particular family of degree n
extensions of k, for any n ≥ 2.
Theorem 1.2. Fix k and n ≥ 2. Let Z∗n(k;X) denote the set of totally ramified cyclic Galois
extensions K/k with Gal(K/k) ∼= Cn (the cyclic group of order n), and Nmk/QDisc(K/k) ≤ X.
For every ε > 0, aside from at most ≪ε Xε possible exceptions, each field K ∈ Z∗n(k;X) has the
property that for every conjugacy class C ⊆ Cn,∣∣∣∣πC (x, K˜/k)− |C |n π(x)
∣∣∣∣≪
{
|C |
n x
1−κ if (logD
K˜
)2/κ ≤ x < D1/(24κ)
K˜
,
|C |
n
x
exp(c3(log x)1/2n−1/2)
if x ≥ D1/(24κ)
K˜
,
where c3 > 0 is an absolute constant, κ > 0 is a constant depending only on n, nk and on ε.
Moreover, for some cn > 0, |Z∗n(k;X)| ∼ cnX
1
n−1 as X →∞.
Note that if n is a prime, then every extension K/k with Gal(K/k) ∼= Cn is totally ramified.
Recently, Brumley, Thorner, and Zaman [BTZ18, Theorem 2.4] and Thorner-Zaman [TZ19b,
Theorem 2.1] have proved significant new results of this flavor, although in much more generality,
also related to generalizing and strengthening [PTBW19], in settings over Q. We only remark that
in the special case of cyclic extensions we consider here, Theorem 1.2 is more general as it allows
an arbitrary base field k.
Theorems analogous to Theorem 1.2 may be obtained from Theorem 1.1 for other families of
fields, but these are conditional on certain other results; we remark on this in Section 6. Recent
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work such as [TZ19b] removes some significant restrictions by other means and thus we do not
elaborate extensively on the general setting.
While Theorem 1.2 follows the philosophy of [PTBW19] (incorporating a refinement from
[BTZ18]), a key lemma used in that work over Q fails to be true over k in general, and thus
we must introduce new ideas to accommodate this; see Section 6.2.
As a second application of Theorem 1.1, we bound ℓ-torsion in class groups of fields in the family
Z∗n(k;X). Given a number field K, the ideal class group ClK is the quotient group of the fractional
ideals modulo principal ideals. For an integer ℓ ≥ 1, we define the ℓ-torsion subgroup (written
multiplicatively)
ClK [ℓ] = {[a] ∈ ClK : [a]ℓ = Id}.
We prove the following bound on ℓ-torsion.
Theorem 1.3. Fix a number field k/Q and an integer n ≥ 2. Let Z∗n(k;X) be as in Theorem 1.2.
For every sufficiently small ε > 0, for every X ≥ 1, aside from at most ≪n,ε Xε possible exceptions,
each field K ∈ Z∗n(k;X) has the property that for every integer ℓ ≥ 1,
|ClK [ℓ]| ≪n,nk,Dk,ℓ,ε D
1
2
− 1
2ℓ(n−1)
+ε
K . (1.4)
Note that Theorem 1.3 improves a recent result of Frei and Widmer [FW18] since the possible
exceptional set allowed by Theorem 1.3 is smaller; in [FW18] the bound (1.4) is obtained but
with possibly ≪ X 1n−1−min{ 12ℓ(n−1) ,δ˜}+ε exceptional cases in Z∗n(k;X) (for some δ˜ = δ˜(n, nk) > 0).
Theorem 1.3 also strengthens Theorem 2.1(iv) in [TZ19b] since we can take any base field.
The outline of the paper is as follows. In Section 2, we describe the key components of the proof
of Theorem 1.1, including a large sieve inequality (Theorem 2.1). In Section 3, we show how to
deduce Theorem 2.1 from Theorem 3.1, a dyadic large sieve inequality. Note that this is the step
in which we make our key improvement to the method of Kowalski-Michel. In Section 4, we prove
the technical details of Theorem 3.1. In Section 5, we deduce Theorem 1.1 from the large sieve
inequality (Theorem 2.1). In Section 6, we prove Theorem 1.2 and in Section 7 we briefly deduce
Theorem 1.3 from Theorem 1.2.
We use Vinogradov’s notation f ≪ν g, which means |f | ≤ c(ν)|g|, where c(ν) > 0 is a constant
that may depend on parameter ν. The notation f ≍ν g means that f ≫ν g and f ≪ν g.
Remark 1.4. The expected value for d in Theorem 1.1 is A(n + 1); this is known for n < 3 by
[BM18, Theorems 1.1 and 1.2]. The best known value of d for general n is 2nA+ ε for any ε > 0 by
[BTZ18, Theorem A.1]. With this known value, the constant c1 in the bound (1.2) is 8nA+
A
2 + 1.
2 Method of proof of the main theorem
2.1 The general setting of zero density estimates
To situate the method of proof of our main theorem (Theorem 1.1) in the world of zero density
estimates for families of L-functions, and tools to prove them, we very briefly recall a few highlights.
In a classical setting, that of Dirichlet L-functions associated to Dirichlet characters χ mod q,
one can prove zero density estimates using an argument analogous to [IK04, Sections 9 and 10.2].
Formally, one can consider zero-counting functions such as
Nq(α, T ) =
∑
χ mod q
N(α, T, χ), N(α, T, χ) = |{ρ ∈ C : L(ρ, χ) = 0,ℜ(ρ) ≥ α, |ℑ(ρ)| ≤ T}|.
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In this case, the Huxley density estimate is
Nq(α, T )≪ (qT )
12
5
(1−α)(log qT )A
where A is an absolute constant; see [IK04, Section 18.2]. A “hybrid” density estimate of Mont-
gomery [Mon69] is ∑
q≤Q
∑∗
χ(mod q)
N(α, T, χ)≪ (Q2T ) 52 (1−α)(logQT )c,
for some c > 0, where ∗ restricts the sum to primitive characters.
In some applications of the zero density estimates, one needs the estimate to be log-free. For
example, in the proof of the Linnik’s theorem (see e.g., Chapter 18 of [IK04]), one needs a log-free
zero density estimate on average for Dirichlet L-functions of the form
Nq(α, T )≪ (qT )c(α)(1−α).
As another example, in [Mor73], a log-free zero density estimate is a vital part in the so-called
Hoheisel property; see also a very recent work [HT20].
There can also be log-free zero density estimates on average, which are hybrid in conductor,
such as ∑
q≤Q
∑∗
χ(mod q)
N(α, T, χ)≪ (Qc1T c2)1−α (2.1)
for some c1, c2 > 0. Gallagher [Gal70] proved this hybrid version (2.1) for some constants c1, c2 and
Selberg [Sel72] proved c1 = 5+ε, c2 = 3+ε suffice. Jutila [Jut78] refined the estimate and obtained
c1 = 4 + ε, c2 = 2 + ε; these works are closely related to the method of this paper.
Our focus is on automorphic L-functions. A log-free zero density estimate on average for auto-
morphic L-functions can take, for example, the form∑
f∈S(q)
N(f ;α, T )≪ TBqc(α)(1−α)
for some constants B, c(α). As we mentioned, such an inequality was first proved in [KM02]. This
form was then improved in works such as [LOT15] [BTZ18] [TZ19a], in various settings, to have
right-hand side of the form (qc1T c2)(1−α) for some constants c1, c2. This stronger form is also the
outcome of our method.
Two main approaches to prove a log-free zero density estimate for L-functions are as follows.
One approach uses Turan’s power sum inequality; see e.g. [Gal70], [LOT15], and [TZ19a]. Another
approach uses pseudo-characters; see e.g. [Sel72], [Jut78], and [KM02]. All the pseudo-characters
in the above papers have an almost orthogonality property (as a generalization of the orthogonality
property for Dirichlet characters) and lead to large sieve inequalities. In fact, a key idea of proving
zero density estimates is to give an upper bound for the absolute value of a certain Dirichlet poly-
nomial, and large sieve inequalities are well-suited to this purpose. Our Theorem 2.1 below is the
large sieve inequality we obtain from the almost orthogonality property of pseudo-characters, which
in our work are denoted ψf,r(n), defined in (2.4). This definition of pseudo-characters is analogous
to that in [KM02], and the almost orthogonality can be seen in Lemma 4.5.
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2.2 A large sieve inequality: Theorem 2.1 and its application
The key step to prove Theorem 1.1 is a large sieve inequality (Theorem 2.1). We briefly define
objects that appear in our large sieve inequality, and then we state it and give an overview of how
it implies Theorem 1.1; see Section 4.1 for more details on the objects.
Let (S(q))q≥1 be as in Theorem 1.1 with associated data A, d, and fix q ≥ 1. To each f ∈ S(q),
we associate an unramified L-function Lur(f, s) =
∑
(n,Cond(f))=1
λf (n)
ns
. There is also an associated
unramified Rankin-Selberg L-function Lur(f × f, s), and we define
s(f) := Ress=1L
ur(f × f, s). (2.2)
We fix z ≥ 1 (a parameter depending only on n, nk, to be chosen later in (5.21)) and let P =
∏
p<z
p.
We fix 0 < δ < 14 (a parameter to be chosen later in (5.25)) and define
R(f) = {r ≥ 1 | r is squarefree, (r,Cond(f)P ) = 1, and |λf (p)| > p−δ for each p|r}. (2.3)
For r ≥ 1 such that λf (r) 6= 0, we define
ψf (r) := µ(r)r|λf (r)|−2, ψf,r(n) := µ(n)2ψf ((n, r)). (2.4)
Note that the arithmetic functions λf , ψf , and ψf,r are multiplicative. The function ψf,r plays the
role of pseudo-characters; see Lemma 4.5.
Let α, T be fixed as in Theorem 1.1, and consider the region M(α, T ) in the critical strip. We
say that elements in a fixed set Z of complex numbers are η-well-spaced if for any two numbers
ρ 6= ρ′ ∈ Z,
|ℑ(ρ− ρ′)| ≥ η.
For each f ∈ S(q), suppose Z(f) is a set of zeros of f in M(α, T ) that are η-well-spaced with
η =
C
log qT
, (2.5)
where C is an absolute constant defined in (5.4). In Section 5.1, we will show that to prove Theorem
1.1, it suffices to restrict our attention to such well-spaced sets of zeros. In particular, when Z(f)
is appropriately chosen for each f ∈ S(q),∑
f∈S(q)
N(f ;α, T )≪ (qT )1−α
∑
f∈S(q)
|Z(f)|. (2.6)
With (2.6), the proof of Theorem 1.1 reduces to proving∑
f∈S(q)
|Z(f)| ≪ε (qc1−1+εT c2−1+ε)1−α. (2.7)
We now (slightly informally) state the three key components required to prove Theorem 1.1,
reserving the definitions of some parameters to later. We will use a Dirichlet polynomial
zr(f, s) :=
∑
w≤n≤x
(n,P )=1
n squarefree
anψf,r(n)λf (n)n
−s (2.8)
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as our zero detector, for carefully chosen coefficients an (see (5.12)) and parameters w, x depending
on q, T (see (5.25) and (5.26)). In particular, when ρ is a zero of L(f, s) in the region M(α, T ), we
will show |zr(f, ρ)| is bounded away from zero (see Proposition 5.2). This allows us to prove (see
Remark 5.3):
Lemma A. Fix q ≥ 1 and let S(q) be as in Theorem 1.1. Suppose for each f ∈ S(q), that Z(f)
is an η-well-spaced set of zeros with η as in (2.5). For our choices of an, R,w, x (see (5.12), (5.25),
and (5.26)), ∑
f∈S(q)
|Z(f)| ≪ 1
logR
∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
|zr(f, ρ)|2 .
On the other hand, we will use a large sieve inequality to show that as ρ ranges over zeros of
L(f, s) and f runs over our family S(q), |zr(f, ρ)| cannot be away from zero too often, leading to
our log-free zero density estimate. The large sieve inequality is as follows.
Theorem 2.1. Fix S(q) and Z(f) as in Lemma A. Let δ be as used in the definition in (2.3).
Assume T ≥ 2, R ≥ 2 and N has the property that there exists 0 < ε0 < 14 such that
N > M := 2
(
qd+nA/2TR1+3δ(logR)
) 1
1
2−ε0 . (2.9)
Then for any complex numbers an such that an = 0 if n < M ,
∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∣∣∣∣∣∣
∑
n≤N
anψf,r(n)λf (n)n
−ρ
∣∣∣∣∣∣
2
≪ log(qTN)
(
1 + log
logN
log qTR
) ∑
n≤N
|an|2n1−2α. (2.10)
We remark that the motivation for the choice of weights 1s(f) and
1
|ψf (r)|
is visible in (4.36).
The final piece required to obtain Theorem 1.1 is then (see Remark 5.5):
Lemma B. For our choices of an, R,w, x (see (5.12), (5.25), and (5.26)), we have
log(qTx)
(
1 + log
log x
log qTR
) ∑
w≤n≤x
|an|2n1−2α ≪ (log qT )x2(1−α). (2.11)
We will finally choose w =M,x = N . Combining (2.6), Lemma A, Theorem 2.1, and Lemma B,
we essentially obtain Theorem 1.1; see Section 5 for details, and precise definitions of parameters.
In Theorem 1.1, an important observation is that we obtain a much better bound in the T -aspect
in the log-free zero density estimate, compared with Theorem 2 of [KM02]. This is done by carefully
treating the large sieve inequality in Theorem 2.1. In particular, in the proof of Theorem 2.1, we
still use a dyadic sum but shorten the sum so that our estimate becomes finer; see Theorem 3.1 for
details.
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3 Deduction of Theorem 2.1 from a dyadic large sieve inequality
The key to proving the large sieve (Theorem 2.1) is the following dyadic version. We use the same
notation established in Section 2.2.
Theorem 3.1. Fix q ≥ 1 and let S(q) be as in Theorem 1.1. Suppose for each f ∈ S(q), that Z(f)
is an η-well-spaced set of zeros with η as in (2.5). Assume that 1 < τ ≤ 2, R ≥ 2, 0 < ε0 < 14 ,
0 < δ < 14 (as in (2.3)), and that N
′ is such that
N ′ > M ′ :=
(
qd+nA/2(τ − 1)−1R1+3δ(logR)
) 1
1
2−ε0 . (3.1)
Then for any sequence of an ∈ C,
∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∣∣∣∣∣∣
∑
N ′≤n≤τN ′
anψf,r(n)λf (n)
∣∣∣∣∣∣
2
≪ (τ − 1)N ′
∑
N ′≤n≤τN ′
|an|2. (3.2)
Deduction of Theorem 2.1 from Theorem 3.1. We highlight this deduction because here is where
our result improves on Kowalski and Michel [KM02]. We follow ideas of [Mon71, proof of Theorem
7.5]. Our deduction contains three steps.
Step 1: We fix M according to q, T,R, ε0 as in Theorem 2.1 and fix N > M . In this step, we
apply Theorem 3.1 to obtain an inequality
∫ T
−T
∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∣∣∣∣∣
∞∑
n=1
anψf,r(n)λf (n)n
−it
∣∣∣∣∣
2
dt≪
∞∑
n=1
|an|2n (3.3)
for any T ≥ 2 and any complex numbers an such that an = 0 if n < M or n > N (so that effectively
the inner sum is over M ≤ n ≤ N). We remark that this type of observation already can be seen
in, for example, Theorem 7.1 in [Mon71] and Théorème 10 in [Bom87].
Step 2: We replace the integral in (3.3) by a sum over the imaginary parts γ = ℑ(ρ) of the
well-spaced zeros in Z(f) for each f ∈ S(q). In particular, we show that
∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∣∣∣∣∣∣
∑
M≤n≤N
anψf,r(n)λf (n)n
−iγ
∣∣∣∣∣∣
2
≪ (log qTN)
∑
M≤n≤N
|an|2n, (3.4)
for any complex numbers an.
Step 3: We incorporate the real parts of the well-spaced zeros in (3.4) via partial summation,
ultimately proving (2.10).
Proof of Step 1.
We recall without proof a lemma of Gallagher; see, e.g., Lemma 1.10 in [Mon71] or Théorème 9 in
[Bom87]. The lemma is essentially an application of Plancherel’s theorem.
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Lemma 3.2. If S(s) =
∞∑
n=1
bnn
−s is absolutely convergent for ℜ(s) ≥ 0, then for each T > 0,
∫ T
−T
|S(it)|2dt≪ T 2
∫ ∞
0
∣∣∣∣∣ ∑
y<n<τy
bn
∣∣∣∣∣
2
dy
y
,
where τ = e
1
T .
Given T ≥ 2, we set τ = e 1T . Observe that 1 + 1T < τ < 1 + 2T , which is equivalent to
T
2 < (τ − 1)−1 < T . Therefore 2M ′ < M , in the notation of Theorems 2.1 and 3.1.
Let an be complex numbers such that an is nonzero only for M ≤ n ≤ N . In particular, our
Dirichlet series below is convergent since it is finite. Apply Lemma 3.2 and obtain
∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∫ T
−T
∣∣∣∣∣
∞∑
n=1
anψf,r(n)λf (n)n
−it
∣∣∣∣∣
2
dt
≪
∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|T
2
∫ ∞
0
∣∣∣∣∣ ∑
y<n<τy
anψf,r(n)λf (n)
∣∣∣∣∣
2
dy
y
. (3.5)
Since an = 0 for n < M , the sum inside the integral in (3.5) is zero if y ≤ Mτ . For each y > Mτ , we
notice that y > Mτ >
M
2 > M
′ so that for each such fixed y we are able to apply Theorem 3.1 with
N ′ = y, and obtain that the right-hand side in (3.5) is
≪ T 2
∫ ∞
0
(τ − 1)y
( ∑
y<n<τy
|an|2
)
dy
y
= T 2(τ − 1)
∫ ∞
0
( ∑
y<n<τy
|an|2
)
dy.
Interchanging the order of the sum and the integral, we have∫ ∞
0
( ∑
y<n<τy
|an|2
)
dy =
∞∑
n=1
|an|2
∫ n
n/τ
dy =
τ − 1
τ
∞∑
n=1
|an|2n,
where we recall the last sum is finite. Therefore, (3.5) and hence the left-hand side of (3.3) is
bounded by
≪ T 2(τ − 1)2τ−1
∞∑
n=1
|an|2n≪
∞∑
n=1
|an|2n, (3.6)
as claimed.
Proof of Step 2.
This step is analogous to the proof of Theorem 7.3 in [Mon71]. We recall without proof another
lemma of Gallagher; see, e.g., Lemma 1.4 in [Mon71]. The inequality in the lemma is of Sobolev
type.
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Lemma 3.3. Let T0, T ≥ δ > 0 be real numbers, and let T be a finite set in the interval [T0 +
δ
2 , T0 + T − δ2 ]. Let S(t) be a continuous complex-valued function on the interval [T0, T0 + T ] with
continuous derivative in (T0, T0 + T ). For x ∈ R, denote
Nδ(x) =
∑
t∈T
|t−x|<δ
1.
Then
∑
t∈T
Nδ(t)
−1|S(t)|2 ≤ δ−1
∫ T0+T
T0
|S(t)|2dt+
(∫ T0+T
T0
|S(t)|2dt
) 1
2
(∫ T0+T
T0
|S′(t)|2dt
) 1
2
. (3.7)
We remark that in Lemma 3.3, for any t ∈ T , Nδ(t) = 1 if T is δ-well-spaced, that is, |t− t′| ≥ δ
for all t, t′ ∈ T such that t 6= t′. In this case, Lemma 3.3 gives a bound for∑t∈T |S(t)|2. Therefore,
it is natural to reduce to the case of well-spaced zeros, as we mentioned in (2.6) and will derive in
Section 5.1.
Now given M,N as in Theorem 2.1 and a fixed f ∈ S(q), r ∈ Z>0, and t ∈ R, we denote
S(t) = S(f, r, t) =
∑
M≤n≤N
anψf,r(n)λf (n)n
−it.
We apply Lemma 3.3 with δ = η, T = Z(f), S(t) = S(t), and range of integration [−T, T ], to
obtain ∑
ρ∈Z(f)
ℑ(ρ)=γ
|S(γ)|2 ≤ (log qT )
∫ T
−T
|S(t)|2dt+
(∫ T
−T
|S(t)|2dt
)1/2(∫ T
−T
|S ′(t)|2dt
)1/2
. (3.8)
The right-hand side of (3.8) is
= (log qT )
∫ T
−T
|S(t)|2dt+
(
logN
∫ T
−T
|S(t)|2dt
)1/2(
1
logN
∫ T
−T
|S ′(t)|2dt
)1/2
≤ (log qT + logN)
∫ T
−T
|S(t)|2dt+ 1
logN
∫ T
−T
|S ′(t)|2dt. (3.9)
Summing the first integral over f, r and using (3.3) from Step 1, we have∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∫ T
−T
|S(t)|2dt≪
∑
M≤n≤N
|an|2n. (3.10)
Then we treat the second integral. Since each summand of |S ′(t)| only changes that of |S(t)| by a
multiple of log n,∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
∫ T
−T
|S ′(t)|2dt≪
∑
M≤n≤N
|an log n|2n ≤ (logN)2
∑
M≤n≤N
|an|2n. (3.11)
Combining (3.9), (3.10), and (3.11), we have proved (3.4) of Step 2.
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Proof of Step 3.
First, for each f ∈ S(q), we replace all real parts of the well-spaced zeros in Z(f) ⊆M(α, T ) by α.
For fixed M and ρ ∈ C, we define the sum
S(ρ, u) =
u∑
n=M
anψf,r(n)λf (n)n
−ρ.
For any fixed N > M and ρ = β + iγ ∈M(α, T ) (so that β ≥ α), we have by partial summation
S(β + iγ,N) = S(α+ iγ,N)Nα−β + (β − α)
∫ N
M
S(α+ iγ, u)uα−β−1du.
Then we have
|S(β + iγ,N)|2 ≪ |S(α+ iγ,N)|2 + (β − α)2
(∫ N
M
log u
u2β−2α+1
du
)(∫ N
M
|S(α+ iγ, u)|2
u log u
du
)
≪ |S(α+ iγ,N)|2 +
∫ N
M
|S(α + iγ, u)|2
u log u
du.
Second, we apply (3.4) from Step 2, where an is replaced by ann
−α. Then from the above inequality,∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)| |S(β + iγ,N)|
2
≪
∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
[
|S(α+ iγ,N)|2 +
∫ N
M
|S(α+ iγ, u)|2
u log u
du
]
≪ (log qTN)
∑
M≤n≤N
|an|2n1−2α + (log qTN)
∫ N
M
u∑
n=M
|an|2n1−2α 1
u log u
du.
Note that∫ N
M
u∑
n=M
|an|2n1−2α 1
u log u
du =
N∑
n=M
|an|2n1−2α
∫ N
n
1
u log u
du =
N∑
n=M
|an|2n1−2α log logN
log n
, (3.12)
and in (3.12),
log
logN
log n
≪ log logN
log qTR
since logM ≫ log qTR by (2.9). In conclusion, Theorem 2.1 holds, once Theorem 3.1 is proved.
4 Proof of Theorem 3.1
4.1 Preliminaries
In this section we briefly summarize necessary details on the irreducible cuspidal automorphic
representations f ∈ S(q) and the associated L-functions. For reference, see, e.g, [IK04], [MM12].
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For each f ∈ S(q), the associated L-function is
L(f, s) =
∏
p
nnk∏
j=1
(1− αj(p)p−s)−1 = Lur(f, s)Lra(f, s). (4.1)
Here αj(p) are the Satake parameters of f ; the unramified L-function attached to f is
Lur(f, s) =
∏
p∤Cond(f)
nnk∏
j=1
(1− αj(p)p−s)−1 =
∑
m
λf (m)
ms
,
where the coefficients in the sum satisfy λf (m) = 0 if (m,Cond(f)) > 1; the ramified L-function
attached to f is
Lra(f, s) =
∏
p|Cond(f)
nnk∏
j=1
(1− αj(p)p−s)−1.
Since f is assumed to satisfy the Ramanujan-Petersson conjecture in the setting of Theorem 1.1,
|αj(p)| ≤ 1 for all j, p, and |λf (p)| ≤ nnk for any unramified p. Specifically, as a finite product,
Lra(f, s) has no zeros in the region ℜ(s) > 0. Thus, the zeros of L(f, s) in the regionM(α, T ) defined
in (1.1) are exactly those of Lur(f, s) and when we construct Z(f) as a collection of η-well-spaced
zeros, it is a collection of η-well-spaced zeros of Lur(f, s).
For f as above and any g ∈ S(q) with
L(g, s) =
∏
p
nnk∏
j=1
(1− βj(p)p−s)−1 = Lur(g, s)Lra(g, s),
we have the Rankin-Selberg L-function
L(f × g, s) =
∏
p
nnk∏
i=1
nnk∏
j=1
(1− αi(p)βj(p)p−s)−1 = Lur(f × g, s)Lra(f × g, s)
where the unramified L-function attached to f × g is
Lur(f × g, s) =
∏
p∤Cond(f×g)
nnk∏
i=1
nnk∏
j=1
(1− αi(p)βj(p)p−s)−1 =
∑
m
λf×g(m)
ms
,
and the coefficients in the sum satisfy λf×g(n) = 0 if (n,Cond(f × g)) > 1. Correspondingly, the
ramified L-function associated to f × g is
Lra(f × g, s) =
∏
p|Cond(f×g)
nnk∏
i=1
nnk∏
j=1
(1− αi(p)βj(p)p−s)−1.
Since L(f, s) and L(g, s) are assumed to satisfy the Ramanujan-Petersson conjecture, |αi(p)| ≤ 1,
|βj(p)| ≤ 1 for all i, j, p. Therefore, Lra(f × g, s) is analytic and has no zeros in ℜ(s) > 0.
Remark 4.1. From [MW89], we know that L(f × g, s) extends to a meromorphic function on C.
It has no poles unless g = f , in which case its only pole is simple and is at s = 1. Therefore, the
residue s(f) defined in (2.2) exists and is nonzero.
11
4.2 Key lemmas to prove Theorem 3.1
Now we state the necessary lemmas to prove Theorem 3.1, deferring their proofs to Section 4.4.
First, we show the convexity bound for L(f×g, s) and a bound for Cond(f×g), for any f, g ∈ S(q).
Lemma 4.2. Let f, g ∈ S(q) be two cuspidal automorphic representations of GLn(Ak) and let
s = σ + it. Then we have
L(f, s)≪ε (Cond(f)(|t|+ 2)nnk)
1−σ
2
+ε (4.2)
for 0 ≤ σ ≤ 1 and any ε > 0, and
L(f × g, s)≪ε (Cond(f × g)(|t| + 2)n2n2k)
1−σ
2
+ε (4.3)
for 0 ≤ σ ≤ 1 and any ε > 0. Moreover, from [BH97, Theorem 1], we have
Cond(f × g) ≤ (Cond(f)Cond(g))n. (4.4)
We recall the definition of ψf (r) in (2.4) and recall also the parameter A such that Cond(f) ≤ qA
for all f ∈ S(q). The next lemma controls the average size of 1|ψf (r)| .
Lemma 4.3. Let f ∈ S(q). Then for R > qC , where C is any constant with C > nA,∑
r≤R
r∈R(f)
1
|ψf (r)| ≫ s(f) logR. (4.5)
Moreover, for any R ≥ 2, ∑
r≤R
r∈R(f)
1
|ψf (r)| ≪ s(f) logR. (4.6)
We factorize our L-functions so that the L-functions behave as those of degree 1.
Lemma 4.4. We fix z ≥ 1, set P =
∏
p<z
p and let f, g ∈ S(q). Then we have
Lur(f, s) = L♭(f, s)L♯(f, s), Lur(f × g, s) = L♭(f × g, s)L♯(f × g, s) (4.7)
with
L♭(f, s) =
∑♭
(n,P )=1
λf (n)n
−s =
∏
p≥z
(1 + λf (p)p
−s) (4.8)
and
L♭(f × g, s) =
∑♭
(n,P )=1
λf×g(n)n
−s =
∏
p≥z
(1 + λf (p)λg(p)p
−s).
Here the notation
∑♭ denotes a sum over squarefree terms, and the notation L♭ denotes that the
Dirichlet series of the L-function only involves squarefree terms. The function L♯(f, s) (resp. L♯(f×
g, s)) is holomorphic and has neither zero nor pole in ℜ(s) > 12 . Moreover, L♯(f, s) (resp. L♯(f ×
g, s)) is uniformly bounded in the region ℜ(s) > 12 + ε for any fixed ε > 0.
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Let f, g ∈ S(q). We recall the definition of R(f) (a set of square-free integers) in (2.3) and let
r ∈ R(f), t ∈ R(g). Let a set of coefficients {h(d)}d≥1 depending on f, g and r, t be defined by∑
d≥1
h(d)d−s =
∏
p|r
p∤t
(1+(ψf (p)−1)p−s)
∏
p|t
p∤r
(1+(ψg(p)−1)p−s)
∏
p|(r,t)
(1+(ψf (p)ψg(p)−1)p−s). (4.9)
By construction, the function h(d) is supported on the square-free divisors d|rt. In closed form, we
can compute
h(d) =
∏
p|d
p|r
p∤t
(ψf (p)− 1)
∏
p|d
p|t
p∤r
(ψg(p)− 1)
∏
p|d
p|(r,t)
(ψf (p)ψg(p)− 1). (4.10)
Since p
|λf (p)|2
≥ p1−2δ > 1 for p ∈ R(f), note that
|h(d)| ≤
∏
p|r
2|ψf (p)|
∏
p|t
2|ψg(p)|
 . (4.11)
Recall the pseudo-characters ψf,r(n) defined in (2.4). The next lemma shows orthogonality
(cancellation) among pseudo-characters.
Lemma 4.5. Let f, g, r, t, {h(d)}d≥1 be as above. We have
ψf,r(n)ψg,t(n) = µ(n)
2
∑
d|n
h(d) (4.12)
for all n ≥ 1. If g = f , we have∑
d≥1
h(d)|λf (d)|2ρf (d)d−1 = δ(r, t)|ψf (r)|, (4.13)
where
ρf (d) :=
∏
p|d
(1 + |λf (p)|2p−1)−1 (4.14)
and the function δ(r, t) is 1 if r = t and is 0 otherwise.
We derive Theorem 3.1 from the above lemmas in Section 4.3 and prove the lemmas in Section
4.4.
4.3 Proof of Theorem 3.1
We essentially follow the strategy of Proposition 13 in [KM02], making necessary changes. We fix
q,R, ε0, τ and fix N
′ satisfying (3.1) in the hypothesis of Theorem 3.1. We proceed in 6 steps.
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Step 1. Translating to the dual problem.
In fact, we will prove a dual statement to Theorem 3.1; to see why this suffices, we first make a
general observation.
Let Γ be an index set. For any {an}n ∈ ℓ2 and for fixed constants cn,γ with n ∈ Z>0, γ ∈ Γ such
that ∑
n,γ
|cn,γ |2 <∞, (4.15)
we define a linear operator
A : ℓ2 → (ℓ2)∗ ∼= ℓ2
{an}n 7→ {
∑
n
cn,γan}γ∈Γ.
The inequality
∑
γ∈Γ
∣∣∣∣∣∑
n
cn,γan
∣∣∣∣∣
2
≤
∑
γ∈Γ
(∑
n
|cn,γ |2
)(∑
n
|an|2
)
=
(∑
n
|an|2
)(∑
n,γ
|cn,γ |2
)
and the condition (4.15) ensure that A is bounded as an operator, with norm
‖A‖ ≤
(∑
n,γ
|cn,γ |2
) 1
2
.
The dual operator A∗ is
A∗ : (ℓ2)∗ ∼= ℓ2 → ℓ2
{bγ}γ∈Γ 7→ {
∑
γ∈Γ
cn,γbγ}n,
and ‖A∗‖ = ‖A‖. In some settings, like ours, it is easier to bound the dual operator A∗.
We apply this now with the index set Γ being the set {{f, r} : f ∈ S(q), r ≤ R, r ∈ R(f)}, and
choose
cn,γ = cn,{f,r} =
1√
s(f)|ψf (r)|
ψf,r(n)λf (n).
Defining the operator A as above, since ‖A∗‖ = ‖A‖, we conclude that proving Theorem 3.1 is
equivalent to proving the dual statement (i.e., bounding ‖A∗‖), namely that
∑
N ′<n≤τN ′
∣∣∣∣∣∣∣∣
∑
f∈S(q)
1√
s(f)
∑
r≤R
r∈R(f)
b(f, r)√|ψf (r)|λf (n)ψf,r(n)
∣∣∣∣∣∣∣∣
2
≪ (τ − 1)N ′
∑
f∈S(q)
r≤R
r∈R(f)
|b(f, r)|2 (4.16)
for any complex numbers b(f, r). It is more advantageous to prove (4.16) than to prove (3.2) directly
because we are able to take advantage of summing over f, r inside the absolute value in order to
exploit orthogonality (cancellation) among pseudo-characters in (4.16), via an application of Lemma
4.5.
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Step 2. Shifting the contour.
Recall that 1 < τ ≤ 2 is fixed in Theorem 3.1 and z, P are as in Section 2.2. We choose a smooth
test function ϕ : [0,∞)→ [0, 1] with compact support in [1/2, 3] such that ϕ(x) = 1 for 1 ≤ x ≤ τ .
Then the left-hand side of (4.16) is bounded above by
∑
n≥1
ϕ(
n
N ′
)
∣∣∣∣∣∣∣∣
∑
f∈S(q)
1√
s(f)
∑
r≤R
r∈R(f)
b(f, r)√|ψf (r)|λf (n)ψf,r(n)
∣∣∣∣∣∣∣∣
2
=
∑
f,g∈S(q)
∑
r,t≤R
r∈R(f)
t∈R(g)
b(f, r)b(g, t)√
s(f)s(g)|ψf (r)ψg(t)|
S1
(4.17)
in which we define
S1 = S1(f, g, r, t) =
∑
n≥1
ψf,r(n)ψg,t(n)λf (n)λg(n)ϕ(
n
N ′
). (4.18)
For each such f, g, r, t define {h(d)}d≥1 as in Lemma 4.5. We will suppress the notational dependence
of S1 and h on f, g, r, t. By a key identity (4.12) in Lemma (4.5) and after rewriting the double
sum, we have
S1 =
∑♭
d≤N ′
(d,P )=1
h(d)λf (d)λg(d)Td(N
′) (4.19)
in which we define
Td(N
′) =
∑♭
(n,d)=1
(n,P )=1
λf (n)λg(n)ϕ(
nd
N ′
).
In both sums, recall that
∑♭
denotes a summation over squarefree values. For each d, we define
L♭d(f × g, s) =
∑♭
(n,d)=1
(n,P )=1
λf (n)λg(n)n
−s = L♭(f × g, s)
∏
p|d
p≥z
(1 + λf (p)λg(p)p
−s)−1, (4.20)
where L♭(f × g, s) is defined in Lemma 4.4. By Mellin inversion we can write
Td(N
′) =
1
2πi
∫
(3)
L♭d(f × g, s)(Mϕ)(s)(N ′/d)sds.
For convenience, define
Hd(s) := L
♭
d(f × g, s)(Mϕ)(s)(N ′/d)s. (4.21)
We truncate the integral to height |t| = T ′, where T ′ is a sufficiently large number (relative to
f, g, q, τ,R, ϕ, ε0, d). Then we move the line of integration to ℜ(s) = 12 + ε, |ℑ(s)| ≤ T ′, for any
fixed ε > 0. By Lemma 4.4 and Remark 4.1, Hd(s) has a possible pole at s = 1, in precisely the
case that f = g. Then
Td(N
′) =
1
2πi
∫
(3)
Hd(s)ds = Ress=1Hd(s) + Ed,1 +Ed,2 (4.22)
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where
Ed,1 =
1
2πi
∫ 1
2
+ε+iT ′
1
2
+ε−iT ′
Hd(s)ds
and
Ed,2 =
1
2πi
(∫ 3+iT ′
1
2
+ε+iT ′
−
∫ 3−iT ′
1
2
+ε−iT ′
+
∫ 3−iT ′
3−i∞
+
∫ 3+i∞
3+iT ′
)
Hd(s)ds. (4.23)
We will show that the contribution of Ress=1Hd(s) to S1 is precisely
s(f)L♯(f × f, 1)(τ − 1)N ′δ(r, t)|ψf (r)|, (4.24)
while
Ed,1 = O(N
′1/2+εqnA/2R1+2δ+3ε), Ed,2 = o(1). (4.25)
Substituting these contributions for each S1 in (4.17), we will conclude that the main term in (4.17)
is
N ′(τ − 1)
∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2
and it dominates the error terms under the hypothesis (3.1) of the theorem. Theorem 3.1 then
holds, once we have proved (4.24) and (4.25). We compute the main term in Step 3, the error terms
in Steps 4,5, and substitute the contributions in Step 6.
Step 3. Main term in S1.
For f, g ∈ S(q), we define the function δ(f, g) such that it is 1 if f = g and is 0 otherwise.
By Remark 4.1, L(f × g, s) only has at most one pole, which is at s = 1 and occurs if and only
if f = g. Recall the definition of ρf (d) in (4.14). Therefore,
Ress=1Hd(s) = δ(f, g)s(f)ρf (d)L
♯(f × f, 1)(τ − 1)N ′d−1.
Summing over d,∑♭
d≤N ′
(d,P )=1
h(d)λf (d)λg(d)Ress=1Hd(s) = s(f)L
♯(f × f, 1)(τ − 1)N ′
∑♭
d≤N ′
(d,P )=1
h(d)ρf (d)|λf (d)|2d−1. (4.26)
We recall from (4.10) that h(d) is defined according to the fixed r, t chosen in (4.17) and is supported
on d|rt. With the identity (4.13) in Lemma 4.5 and the relation N ′ > R2 ≥ rt by the hypothesis
(3.1), the right-hand side of (4.26) is equal to
s(f)L♯(f × f, 1)(τ − 1)N ′δ(r, t)|ψf (r)|;
recall the definition of ψf (r) from (2.4). We also note that by Lemma 4.4,
L♯(f × f, s) ≍ε 1 (4.27)
for any ℜ(s) > 12 + ε with any ε > 0. Thus, in S1, the main term is
≍ s(f)(τ − 1)N ′δ(r, t)|ψf (r)|.
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Step 4. Contribution from Ed,2 to S1.
For the error terms, we estimate Hd(s) by showing that Mϕ(s) decays faster than the the growth
of L♭d(f × g, s). On the one hand, for ℜ(s) > 0, integration by parts m times shows
|Mϕ(s)| =
∣∣∣∣∣ 1s(s+ 1) . . . (s+m)
∫ 3
1
2
ϕ(m+1)(t)ts+mdt
∣∣∣∣∣ (4.28)
for any positive integer m. Thus, Mϕ(s) decays faster than |s|−m, for any positive integer m. This
fast decay allows us to find a large real number T ′ (relative to f, g, q, τ,R, ϕ, ε0, d) such that for the
horizontal integrals of Ed,2,
|Mϕ(s)| = o
(
R−3(Cond(f × g)T ′
n2n2k
4 N ′
3
)−1
)
(4.29)
for |ℑ(s)| = T ′, 12 + ε ≤ ℜ(s) ≤ 3, and that for the vertical integrals of Ed,2, the last two terms in
(4.23) are = o(R−3).
On the other hand, we estimate L♭d(f × g, s) using the factorizations (4.20), (4.7), and (4.1).
Here we will learn that we must require z to satisfy
z ≥ n4n4k. (4.30)
Recalling that |λf (p)| ≤ nnk for any p when f ∈ S(q), with z as above, we have∏
p|d
p≥z
(1 + λf (p)λg(p)p
−s)−1 ≪ 2ω(d) ≪ε dε,
where ω(d) is the number of prime divisors of d. Thus,
L♭d(f × g, s)≪ε dεL♭(f × g, s). (4.31)
By (4.27), we have
L♭(f × g, s) ≍ε Lur(f × g, s) ≍ε L(f × g, s) (4.32)
for ℜ(s) ≥ 12 + ε. We apply the convexity bound of Lemma 4.2 to L(f × g, s) and combine (4.31),
(4.32) so that
L♭d(f × g, s)≪ε dεCond(f × g)|ℑ(s)|
n2n2k
4 . (4.33)
Applying (4.29) and (4.33) in the definition of Hd(s), we have |Hd(s)| = o(dεR−3) for |ℑ(s)| =
T ′, 12 + ε ≤ ℜ(s) ≤ 3. Thus,
|Ed,2| = o(dεR−3). (4.34)
We now compute the contribution of Ed,2 to S1. By (4.11), and the fact that h(d) is supported
on divisors of rt, we have∑♭
d≤N ′
(d,P )=1
h(d)λf (d)λg(d)d
ε ≪
∏
p|r
(1 + 2|ψf (p)λf (p)|pε)
∏
p|t
(1 + 2|ψg(p)λg(p)|pε)≪ R2+2δ+3ε. (4.35)
The last inequality holds because we have |λf (p)| > p−δ for any p|r with r ∈ R(f), and thus by
definition (2.4), |ψf (p)λf (p)| ≤ p1+δ (and similarly for the other factor). Taking (4.34) and (4.35)
into (4.19), we know that the contribution to S1 from Ed,2 is o(R
−1+2δ+3ε), which is at most o(1).
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Step 5. Contribution from Ed,1 to S1.
On ℜ(s) = 1/2 + ε, we use (4.33) and (4.4) (also recall the parameter A from the family S(q)) to
obtain
L♭d(f × g, s)≪ε qnA/2dε|ℑ(s)|
n2n2k
4 .
Note that when ℜ(s) = 12 + ε and ℑ(s) is large, Mϕ(s) has fast decay; when ℜ(s) = 12 + ε and
ℑ(s) is small, Mϕ(s)≪ 1. It follows that
Ed,1 = O(N
′1/2+εd−1/2+εqnA/2).
We sum over d and obtain∑♭
d≤N ′
(d,P )=1
h(d)λf (d)λg(d)Ed,1 ≪ε N ′1/2+εqnA/2
∑♭
d≤N ′
(d,P )=1
|h(d)λf (d)λg(d)|d−1/2+ε.
Similar to (4.35), we conclude∑♭
d≤N ′
(d,P )=1
|h(d)λf (d)λg(d)|
d1/2−ε
≪
∏
p|r
(1 +
2|ψf (p)λf (p)|
p1/2−ε
)
∏
p|t
(1 +
2|ψg(p)λg(p)|
p1/2−ε
)≪ε R1+2δ+3ε.
Step 6. Assembling all terms.
From Step 3, the main term in (4.17) is equal to∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2
s(f)|ψf (r)|
s(f)L♯(f × f, 1)(τ − 1)N ′|ψf (r)| ≍ N ′(τ − 1)
∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2. (4.36)
The cancellation of the factors s(f)|ψf (r)| in (4.36) motivates the large sieve weighting we chose in
Theorem 3.1 (hence also in Theorem 2.1).
From Steps 4,5, the error term Ed,1 dominates Ed,2. In (4.17), the contribution from Ed,1 is at
most
≪ε
∑
f,g∈S(q)
∑
r,t≤R
r∈R(f)
t∈R(g)
|b(f, r)b(g, t)|√
s(f)s(g)|ψf (r)ψg(t)|
R1+2δ+3εN ′1/2+εqnA/2
= R1+2δ+3εN ′1/2+εqnA/2
 ∑
f∈S(q)
1√
s(f)
∑
r≤R
r∈R(f)
|b(f, r)|√|ψf (r)|

2
.
By Cauchy’s inequality, the squared expression is at most
≤
 ∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2

 ∑
f∈S(q)
1
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
≪ |S(q)|(logR) ∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2,
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in which we applied (4.6). In conclusion, the left-hand side of (4.16) is
≤
∑
f,g∈S(q)
∑
r,t≤R
r∈R(f)
t∈R(g)
b(f, r)b(g, t)√
s(f)s(g)|ψf (r)ψg(t)|
S1
≪ε
(
N ′(τ − 1) +N ′1/2+εqnA/2+dR1+2δ+3ε(logR)
) ∑
f∈S(q)
∑
r≤R
r∈R(f)
|b(r, f)|2. (4.37)
Here we have used the fact that |S(q)| ≪ qd. The inequality (4.37) and the assumption (3.1)
together prove (4.16), hence the theorem.
4.4 Proof of key lemmas
Proof of Lemma 4.2. We only prove (4.3). Let R(f, g) = L(f × g, 1) if s = 1 is not a pole of
L(f × g, s) and the residue of L(f × g, s) at s = 1 otherwise. From [Li09, Section 1.3],
R(f, g)≪ exp(C1 log Cond(f × g)
log log Cond(f × g) ).
Here C1 is an absolute constant. Hence we know that
R(f, g)≪ε Cond(f × g)ε, (4.38)
for any ε > 0.
We use the temporary notation m = nnk to denote the degree of L(f, s). We denote
γ(f, s) = πms/2
m∏
i=1
Γ(
s+ κi
2
), γ(g, s) = πms/2
m∏
j=1
Γ(
s+ µj
2
), γ(f×g, s) = π−m2s/2
m∏
i,j=1
Γ(
s+ µi,j
2
)
(4.39)
as the corresponding gamma factor of L(f, s), L(g, s), and L(f ×g, s), where κi, µj , µi,j are complex
parameters. We also denote the completed L-function
Λ(f × g, s) = Cond(f × g)s/2γ(f × g, s)L(f × g, s).
Then there is the functional equation (see e.g., [Bru06])
Λ(f × g, s) = ε(f × g)Λ(f × g, 1− s)
where ε(f × g) is the root number, a complex number of modulus 1. This is equivalent to
ε(f × g)−1Cond(f × g)s− 12γ(f × g, s)γ(f × g, 1 − s)−1L(f × g, s) = L(f × g, 1− s). (4.40)
Noting that L(f × g, 1− s) = L(f × g, 1− s), we have∣∣∣∣∣Cond(f × g)s− 12π−m2(s− 12 )
∏m
i,j=1 Γ(
s+µi,j
2 )∏m
i,j=1 Γ(
1−s+µi,j
2 )
L(f × g, s)
∣∣∣∣∣ = |L(f × g, 1− s)| .
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Using the equation (5.115) in [IK04] (to bound the quotient of gamma factors) and plugging in
s = 1 in the equation above, we have
L(f × g, 0)≪ε Cond(f × g)
1
2
+ε. (4.41)
The convexity bound
L(f × g, s)≪ε (Cond(f × g)(|t| + 2)m2)
1−σ
2
+ε
then follows from the Phragmen-Lindelöf principle applied to (4.38) and (4.41).
Proof of Lemma 4.3. We write
∑
r≤R
r∈R(f)
1
|ψf (r)| =
∑
r≤R
r∈R(f)
|λf (r)|2
r
=
∑
r≤R
r∈R(f)
λf×f (r)
r
.
Let ϕ be a smooth function: [0,∞) → [0, 1] with compact support in [1/2, 3] such that ϕ(y) =
1 for y ∈ [1, 2]. Then by the Mellin inversion formula (see, for example, [Pra57, Lemma 3.1]),
1
2πi
∫
(1+ε)(Mϕ)(s)y
−sds = ϕ(y) for any ε > 0 and all y > 0. Then by positivity of λf×f (r) and
upon writing a dyadic sum in which S takes values 2j for 0 ≤ j ≤ ⌊log2R⌋,
∑
r≤R
r∈R(f)
λf×f (r)
r
≤
∑
S
1
S
∞∑
r=1
λf×f (r)ϕ(
r
S
) =
∑
S
1
S
1
2πi
∫
(1+ε)
(Mϕ)(s)Ss
[
∞∑
r=1
λf×f (r)r
−s
]
ds.
(4.42)
Note that the inner sum over r converges absolutely when ℜ(s) = 1 + ε. We truncate the integral
to height |t| = T ′, where T ′ is a sufficiently large number (relative to f,R, ϕ). Then we move the
line of integration to ℜ(s) = −U, |ℑ(s)| ≤ T ′, where U is also a sufficiently large number (relative
to T ′), picking up a simple pole at s = 1. Let I(s) denote the integrand in (4.42) and recall the
definition of the residue s(f) in (2.2). The conclusion is
1
2πi
∫
(1+ε)
I(s)ds = (Mϕ(1))Ss(f) + E3
where
E3 =
1
2πi
(∫ −U+iT ′
−U−iT ′
+
∫ 1+ε+iT ′
−U+iT ′
−
∫ 1+ε−iT ′
−U−iT ′
+
∫ 1+ε−iT ′
1+ε−i∞
+
∫ 1+ε+i∞
1+ε+iT ′
)
I(s)ds.
We can estimate
∞∑
r=1
λf×f (r)r
−s = Lun(f × f, s) on ℜ(s) < 0 using (4.33) and the functional
equation (4.40). For ℜ(s) = −U, |ℑ(s)| ≤ T ′, and for |ℑ(s)| = T ′,−U ≤ ℜ(s) ≤ 1 + ε, we know
from (4.28) that Mϕ(s) exhibits rapid decay. Therefore, the main contribution in the integral in
(4.42) is from the pole at s = 1, so E3 = o(Ss(f)) and∑
S
1
S
1
2πi
∫
(1+ε)
I(s)ds≪
∑
S
s(f)≪ s(f) logR.
This finishes the proof of (4.6).
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For the lower bound (4.5), since any integer r is in the support of ϕ( rS ) for at most 3 dyadic
values of S, we have ∑
r≤R
r∈R(f)
λf×f (r)
r
≥ 1
3
∑
S
1
2S
∑
r∈R(f)
λf×f (r)ϕ(
r
S
) (4.43)
where the sum over S takes values 2j for ⌊(1−ε′) log2R⌋ ≤ j ≤ ⌊log2R⌋−1 and ε
′
> 0 is sufficiently
small. The importance of our choice of the sum will be shown in (4.47). By Mellin inversion, the
right-hand side of (4.43) is equal to
∑
S
1
6S
1
2πi
∫
(1+ε)
(Mϕ)(s)Ss
 ∑
r∈R(f)
λf×f (r)r
−s
 ds (4.44)
where ε > 0 is sufficiently small.
We truncate the integral to height |t| = T ′′ , a sufficiently large number (relative to f,R, ϕ, ε′).
Then we move the line of integration to ℜ(s) = 1− 2δ + ε, |ℑ(s)| ≤ T ′′ , where δ is as in (2.3). We
denote the integrand in (4.44) by J(s) and have
1
2πi
∫
(1+ε)
J(s)ds = (Mϕ(1))SRess=1
 ∑
r∈R(f)
λf×f (r)r
−s
+ E4 + E5
where
E4 =
1
2πi
∫ 1−2δ+ε+iT ′′
1−2δ+ε−iT ′′
J(s)ds
and
E5 =
1
2πi
(∫ 1+ε+iT ′′
1−2δ+ε+iT
′′
−
∫ 1+ε−iT ′′
1−2δ+ε−iT
′′
+
∫ 1+ε−iT ′′
1+ε−i∞
+
∫ 1+ε+i∞
1+ε+iT
′′
)
J(s)ds.
Since Mϕ(s) exhibits rapid decay, E5 = o(Ss(f)). Thus to verify (4.5), it suffices to prove
(Mϕ(1))SRess=1
 ∑
r∈R(f)
λf×f (r)r
−s
≫ Ss(f) (4.45)
and E4 = o(S).
We define L∗(f × f, s) =
∑
r∈R(f)
λf×f (r)r
−s and consider the quotient
L∗(f × f, s)
Lur(f × f, s) . Observe
that ∣∣∣∣ L∗(f × f, s)Lur(f × f, s)
∣∣∣∣ =
∣∣∣∣∣∣
∏
p|P
(1− λf×f (p)p−s)
∏
p:|λf (p)|≤p−δ
(1− λf×f (p)p−s)
∣∣∣∣∣∣
≍
∣∣∣∣∣∣
∏
p:|λf(p)|≤p−δ
(1− λf×f (p)p−s)
∣∣∣∣∣∣
≍
∣∣∣∣∣∣
∏
p:|λf(p)|≤p−δ
(1− p−2δ−s)
∣∣∣∣∣∣ .
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Hence, this quotient is absolutely convergent on ℜ(s) ≥ 1− 2δ + ε, and in this region
L∗(f × f , s) ≍ Lur(f × f, s). (4.46)
Taking the residue at s = 1, we know that (4.45) holds.
By (4.46) and (4.32), we can estimate E4 by
E4 ≪
∫ 1−2δ+ε+iT ′
1−2δ+ε−iT ′
|(Mϕ)(s)Ss||Lur(f × f , s)|ds≪
∫ 1−2δ+ε+iT ′
1−2δ+ε−iT ′
|(Mϕ)(s)Ss||L(f × f, s)|ds.
By the convexity bound (4.3) and (4.4) in Lemma 4.2, rapid decay of Mϕ(s), and the facts S ≥
R1−ε
′
, R > qC , this is
≤
∫ 1−2δ+ε+iT ′
1−2δ+ε−iT ′
|(Mϕ)(s)Ss|
[
Cond(f × f)(|ℑ(s)|+ 2)n2n2k
]δ
ds
≤
∫ 1−2δ+ε+iT ′
1−2δ+ε−iT ′
|(Mϕ)(s)Ss|
[
(Cond(f))2n(|ℑ(s)|+ 2)n2n2k
]δ
ds
≪ S1−2δ+εq2nAδ ≪ SR(−2δ+ε)(1−ε
′
)+ 2nAδ
C = o(S). (4.47)
The last equality holds if we choose ε > 0, ε
′
> 0 sufficiently close to 0. Therefore, E4 = o(S). This
finishes the proof of (4.5).
Proof of Lemma 4.4. We only prove the statements about L♭(f, s) and L♯(f, s). The statements
about L♭(f × g, s) and L♯(f × g, s) follow analogously.
We define L♭(f, s) as in (4.8). Note that
L♯(f, s) =
Lur(f, s)
L♭(f, s)
= Π1(s)Π2(s)
where
Π1(s) =
∏
p<z
nnk∏
j=1
(1− αj(p)p−s)−1
 , Π2(s) = ∏
p≥z
∏nnk
j=1(1− αj(p)p−s)−1
1 + λf (p)p−s
.
Since we assumed the Ramanujan-Petersson conjecture, we have |αj(p)| ≤ 1 so that each factor
in the finite product Π1(s) is nonzero for any ℜ(s) > 0. Therefore, Π1(s) is holomorphic and has
neither zero nor pole in ℜ(s) > 0, and is absolutely convergent for ℜ(s) > ε for any ε > 0. For
Π2(s), since λf (p) =
∑nnk
j=1 αj(p) for every p, we have
Π2(s) =
∏
p≥z
∏nnk
j=1(1− αj(p)p−s)−1
(1− λf (p)p−s)−1 ·
(1− λf (p)p−s)−1
1 + λf (p)p−s
=
∏
p≥z
(1 +O(p−2s))(1 − λ2f (p)p−2s)−1.
Since we assumed the Ramanujan-Petersson conjecture, this is holomorphic and has neither zero
nor pole in ℜ(s) > 12 , and is absolutely convergent for ℜ(s) > 12 + ε for any ε > 0. This finishes the
proof of Lemma 4.4.
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Proof of Lemma 4.5. We prove (4.12). Fix f, g and r, t as in the Lemma. For square-free n, (4.10)
shows that ∑
d|n
h(d) =
 ∏
p|(n,r)
ψf (p)
 ∏
p|(n,t)
ψg(p)
 = ψf ((n, r))ψg((n, t)).
Moreover, recall the definition from (2.4). We have
ψf,r(n)ψg,t(n) = µ(n)
2ψf ((n, r))ψg((n, t)).
Therefore, (4.12) holds for all n ≥ 1.
We next prove (4.13). If g = f , then ψg = ψf and for any r ∈ R(f), t ∈ R(f), square-free d|rt,
h(d) =
∏
p|d
p∤(r,t)
(ψf (p)− 1)
∏
p|d
p|(r,t)
(ψ2f (p)− 1).
Hence, by the definition of ρf (d), and of ψf (p),
h(d)ρf (d)|λf (d)|2d−1 =
∏
p|d
p∤(r,t)
(1 + |λf (p)|2p−1)−1|λf (p)|2p−1(−p|λf (p)|−2 − 1)
×
∏
p|d
p|(r,t)
(1 + |λf (p)|2p−1)−1|λf (p)|2p−1(p2|λf (p)|−4 − 1)
=
 ∏
p|d
p∤(r,t)
(−1)

 ∏
p|d
p|(r,t)
(−ψf (p)− 1)
 .
Recalling that h(d) is supported on square-free divisors of rt, we have
∑
d≥1
h(d)ρf (d)|λf (d)|2d−1 =
{
0, if r 6= t∏
p|r(−ψf (p)), if r = t
which is equal to δ(r, t)|ψf (r)|, as claimed.
5 Proof of Theorem 1.1
Now we proceed to prove Theorem 1.1, deducing it from the large sieve in Theorem 2.1.
5.1 Reduction to well-spaced zeros
To prove Theorem 1.1, we reduce our consideration to so-called well-spaced zeros. We partition the
region M(α, T ) into rectangles
Rj = [α, 1] × [jη, (j + 1)η], (5.1)
where η is defined in (2.5) and j runs over all integers such that −[η−1T ] ≤ j ≤ [η−1T ]. Fix q ≥ 1
and S(q) as in Theorem 1.1. For each f ∈ S(q), we arbitrarily choose one zero (if any) of L(f, s)
23
in Rj for each j. Then we have a collection of zeros associated to each f ∈ S(q). This collection is
naturally divided into two subcollections – one consisting of those zeros from all odd j and another
consisting of those from all even j. For each f , we define Z(f) to be one of these subcollection with
at least half of the chosen zeros. Note that the zeros in Z(f) are η-well-spaced.
The following lemma shows an upper bound for the number of zeros in each Rj.
Lemma 5.1. Fix 34 ≤ α < 1 and η as above. For a fixed f ∈ S(q), each region Rj can contain at
most
≪ (1− α) log(q(|2j + 1
2
η|+ 3)) + 1 (5.2)
zeros of L(f, s).
Thus we can conclude that∑
f∈S(q)
N(f ;α, T )≪ 2((1 − α) log(qT ) + 1)
∑
f∈S(q)
|Z(f)|,
and we may restrict our attention to well-spaced zeros. Since (1− α) log(qT ) + 1 ≤ e(1−α) log(qT ) =
(qT )1−α, the proof of Theorem 1.1 is reduced to proving (2.7) for all q ≥ 1, T ≥ 2. Now we prove
Lemma 5.1. The proof is similar with that of Lemma 2.1 in [Pra57, pp. 331-332].
We recall the known zero free region for automorphic L-functions; see [IK04, Theorem 5.42].
Lemma C. Let f ∈ (S(q))q≥1. Then there exists a constant c > 0 depending only on nnk such
that L(f, s) has no zeros in the region
{s = σ + it ∈ C : σ ≥ 1− c
log(Cond(f)(|t|+ 3))} (5.3)
except possibly one simple real zero βf < 1.
We let
C =
c
6
. (5.4)
Fix q, T . Choose η = Clog qT as in (2.5). We denote q = Cond(f), tj =
2j+1
2 η and r = 1− α.
If r < c2 log(q(|tj |+3)) , we know that Rj lies completely in the standard zero free region (5.3) and
there is at most one zero in the region. Therefore, each Rj contains at most one zero of L(f, s) and
Lemma 5.1 holds in this case.
Now we assume that r ≥ c2 log(q(|tj |+3)) . Let G(tj , r) be the circular disc
{s : |s− (1 + itj)| ≤ r} (5.5)
and let Q(tj , r) denote the number of zeros of L(f, s) in the interior of the circle G(tj , r). Since
r ≥ c2 log(q(|tj |+3)) ≥
c
3 log(qT ) =
2C
log(qT ) , G(tj , r) contains the region Rj and it suffices to show that
Q(tj , r)≪ r log q(|tj |+ 3). (5.6)
Since α ≥ 34 , we have r ≤ 14 . From (5.28) of [IK04, Chapter 5], we have for −12 ≤ ℜ(s) ≤ 2,
L′
L
(f, s) +
1
s
+
1
s− 1 −
∑
|s+κi|<1
1
s+ κi
−
∑
|s−ρ|<1
1
s− ρ ≪ log(q
nnk∏
i=1
(|s+ κi|+ 3)), (5.7)
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where κi are parameters in the gamma factor of the completed L-function of L(f, s); see (4.39).
We put s = 1 + r + itj (so σ = ℜ(s) = 1 + r) and consider the real part of this formula. Since
ℜ(κi) > −1 (see p.94 of [IK04]) and the Ramanujan-Petersson conjecture is assumed, we have
ℜL
′
L
(f, s) ≤
∣∣∣∣L′L (f, s)
∣∣∣∣ ≤∑
m
|Λf (m)|
mσ
≤ −nnk ζ
′
ζ
(σ)≪ 1
σ − 1 =
1
r
(5.8)
where Λf (n) is the von Mangoldt function associated to f , which is supported on prime powers, for
which it satisfies Λf (p
k) =
∑nnk
i=1 αi(p)
k log p (see [IK04, (5.26)]). The fact ℜ(κi) > −1 also gives
the bound ℜ
 ∑
|s+κi|<1
1
s+ κi
 ≤ nnk
r
≪ 1
r
.
For s = 1+ r+ itj we always have ℜ(1/(s−ρ)) > 0 for any zero ρ of L(f, s). For r ≤ 14 , because
every ρ = β + iγ ∈ G(tj , r) is also in |s− ρ| ≤ 1 and because of
ℜ
(
1
s− ρ
)
=
ℜ(s− ρ)
|s− ρ|2 ≥
r
(2r)2
=
1
4r
, (5.9)
we have
ℜ
 ∑
|s−ρ|<1
1
s− ρ
 ≥ ℜ
 ∑
ρ∈G(tj ,r)
1
s− ρ
 ≥ Q(tj , r)
4r
. (5.10)
We put this into (5.7) with s = 1 + r + itj and it follows that
Q(tj ,r)
4r ≪ 1r +O(log q(|tj | + 3)). For
r ≥ c2 log(q(|tj |+3)) the right side is≪ log q(|tj |+3) and (5.6) holds. This finishes the proof of Lemma
5.1.
5.2 Key lemmas for the zero detector zr(f, s)
The proof of Theorem 1.1 has now been reduced to proving (2.7) for sets Z(f) of η-well-spaces
zeros of L(f, s). We now focus on developing the precise definition of the zero detector zr(f, s) and
proving its key properties.
Let 1 ≤ w < y be two parameters to be specified later (see (5.25) and (5.26)). We use the
Selberg weights
λd := µ(d)m(d)
where
m(d) :=

1, if d ≤ w,
log(y/d)
log(y/w) , if w ≤ d ≤ y,
0, if y < d.
(5.11)
Then we define
∆(n) :=
∑
d|n
λd.
Note that ∆(n) = 0 for 1 < n ≤ w.
Fix q ≥ 1 and f ∈ S(q). Fix α, T and recall the region M(α, T ) defined in (1.1). We recall
that we shall use zr(f, s) defined in (2.8) as our zero detector for zeros of L(f, s) inside the region
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M(α, T ). For a real number x > y to be chosen in (5.26), let
zr(f, s) :=
∑♭
w≤n≤x
(n,P )=1
∆(n)ψf,r(n)e
−n(log qT )2/xλf (n)n
−s,
i.e, this now makes the expression (2.8) precise (up to the choices of w, y, x), with the choice
an = ∆(n)e
−n(log qT )2/x. (5.12)
Recall that the notation
∑♭ denotes a sum over square-free numbers. The following proposition
explains the reason for the name “zero detector”.
Proposition 5.2. Fix q ≥ 1. Let f ∈ S(q), r ∈ R(f) with r ≤ R, and fix T ≥ 1, 12 ≤ α < 1. If
ρ ∈M(α, T ) is a zero of L(f, s), then
1≪ε zr(f, ρ), (5.13)
provided that
x ≥ (log qT )2(yqA/2T nnk/2R1+4δ)1/(2α−1)+ε (5.14)
log(yR)≪ log(qT ).
Remark 5.3. Lemma A in Section 2.2 follows after applying Lemma 4.3 (under the assumption
R > qC), and then Proposition 5.2. In particular,∑
f∈S(q)
|Z(f)| = 1
logR
∑
f∈S(q)
|Z(f)|
s(f)
s(f) logR≪ 1
logR
∑
f∈S(q)
|Z(f)|
s(f)
∑
r≤R
r∈R(f)
1
|ψf (r)|
≪ 1
logR
∑
f∈S(q)
1
s(f)
∑
ρ∈Z(f)
∑
r≤R
r∈R(f)
1
|ψf (r)| |zr(f, ρ)|
2 .
For the proof of Lemma B in Section 2.2, we need the following lemma of Graham.
Lemma 5.4 (Lemma 9 in [Gra81]). For any α with 1/2 < α < 1, for all x ≥ 1,∑
n≤x
∆(n)2n1−2α ≪ log(x/w)
log(y/w)
x2−2α.
Remark 5.5. Lemma B will follow immediately by Lemma 5.4, provided that
log x≪ log(qT ), log( x
w
)≪ log( y
w
). (5.15)
In particular, under these assumptions, the left-hand side of (2.11) is bounded by
≪ log(qT )
∑
n≤x
|∆(n)|2e−2n(log qT )2/xn1−2α ≪ (log qT )
∑
n≤x
|∆(n)|2n1−2α ≪ (log qT )x2(1−α).
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5.3 Proof of Proposition 5.2
Fix the parameters as stated in Proposition 5.2. For simplicity of notation, denote X = x(log qT )−2.
By Mellin inversion (see e.g., [Pra57, Lemma 3.2]), for y > 0, b > 0, we have
e−y =
∫
(b)
Γ(s)y−sds. (5.16)
Let ρ ∈M(α, T ) be a zero of L(f, s). Using (5.16), we have
e−1/X + zr(f, ρ) +
∑♭
n>x
(n,P )=1
∆(n)ψf,r(n)e
−n/Xλf (n)n
−ρ =
∑♭
n≥1
(n,P )=1
∆(n)ψf,r(n)e
−n/Xλf (n)n
−ρ
=
1
2πi
∫
(3)
∑♭
(n,P )=1
∆(n)ψf,r(n)λf (n)n
−(s+ρ)Γ(s)Xsds. (5.17)
We will show in (5.23) and in (5.24) that the right-hand side of (5.17) and the sum over n > x are
both o(1) (if we choose qT , hence X, large enough). Since e−1/X ≫ 1, we can conclude Proposition
5.2 holds.
We directly compute∑♭
(n,P )=1
∆(n)ψf,r(n)λf (n)n
−s
=
∑♭
(d,P )=1
λdψf,r(d)λf (d)d
−s
∑♭
(n,dP )=1
ψf,r(n)λf (n)n
−s
=
∑♭
(d,P )=1
λdψf,r(d)λf (d)d
−s
∏
(p,dP )=1
(1 + ψf,r(p)λf (p)p
−s)
=
∑♭
(d,P )=1
λdψf,r(d)λf (d)d
−s
∏
p|r, p∤d
(1 + ψf (p)λf (p)p
−s)
∏
(p,drP )=1
(1 + λf (p)p
−s)
=
∑♭
(d,P )=1
λdψf,r(d)λf (d)d
−s
∏
p| r
(r,d)
(1 + ψf (p)λf (p)p
−s)L♭(f, s)
∏
p|rd
(1 + λf (p)p
−s)−1
= L♭(f, s)Mr(f, s)
where we define the “mollifier”
Mr(f, s) :=
∑♭
(d,P )=1
λdψf,r(d)λf (d)d
−s
∏
p| r
(r,d)
(1 + ψf (p)λf (p)p
−s)L♭(f, s)
∏
p|rd
(1 + λf (p)p
−s)−1.
By (5.11), the sum in this definition is supported only on square-free numbers d such that 1 ≤ d ≤ y,
(d, P ) = 1. Therefore, the right-hand side of (5.17) is
=
1
2πi
∫
(3)
L♭(f, s+ ρ)Mr(f, s+ ρ)Γ(s)X
sds.
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Let 0 < ε
′′
< α− 12 be a sufficiently small number and let σ := 12 + ε
′′ − α. We move the line of
integration to ℜ(s) = σ, and obtain
1
2πi
∫
(3)
L♭(f, s+ ρ)Mr(f, s+ ρ)Γ(s)X
sds =
1
2πi
∫
(σ)
L♭(f, s+ ρ)Mr(f, s+ ρ)Γ(s)X
sds (5.18)
because at s = 0 the pole of Γ(s) is cancelled by the zero of L♭(f, s+ ρ). Since σ+ℜ(ρ) > σ+ α =
1
2 + ε
′′
, we have by the convexity bound (4.2)
|L♭(f, s+ ρ)| ≪ε
(
qA(|t+ ℑ(ρ)|+ 2)nnk) 14− ε′′2 +ε
for s = σ + it; here we use the parameter A associated to the family (S(q))q≥1.
For the estimation of Mr(f, s+ ρ), we need the following lemma.
Lemma 5.6. Let f ∈ S(q), r ∈ R(f). For any z ≥ 4n2n2k, any s ∈ C with 12 ≤ ℜ(s) ≤ 1 and any
ε > 0, we have
Mr(f, s)≪ε r1+2δ−ℜ(s)+εy1−ℜ(s)+ε.
Proof of Lemma 5.6. For all square-free positive integers d such that (d, P ) = 1, for any r ∈ R(f),
and for any ε > 0, we have the bound
|ψf,r(d)λf (d)| ≤ (r, d)1+δλf ( d
(r, d)
)≪ε (r, d)1+δd
ε
2 ≤ rδ(r, d)d ε2 . (5.19)
Since ℜ(s) ≤ 1, we have ∣∣∣∣∣∣∣
∏
p| r
(r,d)
(1 + ψf (p)λf (p)p
−s)
∣∣∣∣∣∣∣ ≤ τ(r)r1+δ−ℜ(s).
Choose z to be any constant such that
z ≥ 4n2n2k. (5.20)
Combining the previous condition (4.30) on z, we choose
z = 4n4n4k. (5.21)
Since |λf (p)| ≤ nnk for any prime p ∈ R(f) (so that in particular p > z) and ℜ(s) ≥ 12 , we have
|1 + λf (p)p−s| ≥ 1− nnkp−ℜ(s) ≥ 1− nnkz−
1
2 ≥ 1
2
and hence for any ε > 0, ∣∣∣∣∣∣
∏
p|rd
(1 + λf (p)p
−s)−1
∣∣∣∣∣∣ ≤ τ(rd)≪ε (rd) ε2 .
Then we compute
Mr(f, s)≪ε
∑♭
1≤d≤y
(d,P )=1
r1+2δ−ℜ(s)+
ε
2 dε−ℜ(s)(r, d) = r1+2δ−ℜ(s)+
ε
2
∑♭
k
k
∑♭
d1
(d1k)
ε−ℜ(s) (5.22)
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where k = (r, d), d1 =
d
(r,d) . Here the sum over k takes all k with 1 ≤ k ≤ y, k|r, (k, P ) = 1, k
square-free; the sum over d1 takes all d1 with 1 ≤ d1 ≤ y, (d1, kP ) = 1, d1 square-free. Since
d1 =
d
k ≤ yk , the double sum in (5.22) is equal to∑
k
k1+ε−ℜ(s)
∑
d1
d
ε−ℜ(s)
1 ≪
∑
k
k1+ε−ℜ(s)(
y
k
)1+ε−ℜ(s) =
∑
k
y1+ε−ℜ(s) ≪ y1+ε−ℜ(s)τ(r).
Therefore,
Mf (f, s)≪ε r1+2δ−ℜ(s)+
ε
2 y1+ε−ℜ(s)τ(r)≪ε r1+2δ−ℜ(s)+εy1+ε−ℜ(s).
By Lemma 5.6 and the fact that Γ(s) has exponential decay for large |ℑ(s)|, the integral in
(5.18) on ℜ(s) = σ is
≪ε X1/2−α+εR1/2+2δ+εy1/2+εqA/4+εT nnk/4+ε = o(1) (5.23)
by (5.14). Therefore, the right-hand side of (5.17) is o(1).
Now we consider the terms in the left-hand side of (5.17). Using |∆(n)| ≤ y for all n and (5.19),
the tail contribution from the series summing over n > x is∑♭
n≥x
(n,P )=1
∆(n)ψf,r(n)e
−n/Xλf (n)n
−ρ ≪ yR1+δe−(log(qT ))2
∑
n≥x
e−
n−x
X n−
1
2 = o(1). (5.24)
Thus, the value of the Dirichlet polynomial zr(f, s) at s = ρ is ≫ε 1. The proof of Proposition 5.2
is finished.
5.4 Proof of Theorem 1.1
Recall that after the reduction to η-well-spaced zeros with η as in (2.5), our goal is to prove (2.7).
By Lemma A, Theorem 2.1, and Lemma B (the statements of which are now made precise via
Remarks 5.3 and 5.5), we know that if logR ≫ log qT , R > qC where C > nA (see Lemma 4.3),
and the assumptions (5.14), (2.9) (with N = x), (5.15) are satisfied, then we have∑
f∈S(q)
|Z(f)| ≪ x2(1−α).
We choose the parameters as follows: for sufficiently small numbers εi > 0, i = 1, 2, 3, 4,
δ = ε1, R = q
nA(qT )ε2 , w =M = 2
(
qd+nA/2TR1+3δ(logR)
) 1
1
2−ε0 (5.25)
y = w(qT )ε3 , x =
[
yqA/2T nnk/2R1+4δ
]1/(2α−1)+ε4
. (5.26)
These choices fulfill all the assumptions for qT sufficiently large (depending only on εi’s). Setting x
as above, we have (2.7) for qT ≥ Cε, where Cε is a sufficiently large number depending only on εi’s.
For qT < Cε, we use the trivial bound for the number of zeros; see, e.g., [IK04, Theorem 5.8], and
obtain
∑
f∈S(q)N(f ;α, T ) ≪ε 1. Now we have finished the proof of (2.7), and hence of Theorem
1.1.
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6 Application to an effective Chebotarev density theorem
Our log-free zero density estimate for automorphic L-functions leads to a new effective Chebotarev
density theorem. Our approach is similar to that in [PTBW19], and applies a refinement in [BTZ18].
We will work somewhat more generally before specializing to the context of Theorem 1.2.
In 1975, Lagarias and Odlyzko [LO77] gave the first effective version of the Chebotarev density
theorem: for any finite Galois extension of number fields L/k, they provided explicit error terms
either assuming the Generalized Riemann Hypothesis or without the Generalized Riemann Hypoth-
esis. Instead of considering the extension L/k, they considered the problem for the extension L/E
where E is a number field lying between L and k and L/E is cyclic. In this way, they were able to
write the quotient of Dedekind zeta-functions (ζL)/(ζE) into a product of Hecke L-functions, which
are known to be analytic.
Researchers have been trying to improve the error term of the effective Chebotarev density
theorem since Lagarias and Odlyzko’s proof was published. Serre [Ser81] improved the error term
in the theorem assuming the Generalized Riemann Hypothesis by a log factor. For almost every field
in many families of number fields, Pierce, Turnage-Butterbaugh, and Wood [PTBW19] eliminated
the exceptional zero term and gave a better threshold so that the effective Chebotarev density
theorem holds for a wider range unconditionally. Since then, other improvements have been shown
in work including [BTZ18], [TZ19b], [An]. For our purposes, we will adapt [PTBW19], [BTZ18],
developing some new ideas required in our setting over an arbitrary base field k.
We recall an effective Chebotarev density theorem conditional on a zero-free region.
Theorem 6.1. Let k be a fixed number field. Fix 0 < δ ≤ 12 , and an integer n ≥ 2. Let G be a fixed
transitive subgroup of Sn. Assume the strong Artin conjecture for G (see Conjecture 6.3). Then for
any Galois extension of number fields L/k with Gal(L/k) ≃ G and such that the Artin L-function
ζL(s)/ζk(s) is zero-free in the region
[1− δ, 1] × [−T, T ] (6.1)
where T ≥ (logDL)24, we have that for any conjugacy class C ⊆ G,∣∣∣∣πC (x,L/k)− |C ||G|π(x)
∣∣∣∣ ≤ |C ||G| xlog x
(
x−δ/8 + T−
1
24 e−
1
24
√
c4(log x)/nL + T−
1
24 e
− 1
24
c4 log x
logDL
)
for an absolute constant c4 > 0 and all x ≥ (logDL)16/δ.
Theorem 6.1 is analogous to [BTZ18, Theorem 8.3] and we will omit the proof here. Although
in loc. cit. the theorem is stated for field extensions over Q for this particular proof, we can easily
generalize it to an arbitrary base field; see Remark (2) after Proposition 8.1 in [BTZ18].
For a number field k and a transitive subgroup G ⊆ Sn with n ≥ 2 an integer, we denote
Zn(k,G) = {K/k : [K : k] = n,Gal(K˜/k) ≃ G}. Following the method of [PTBW19], we need to
impose a ramification restriction. For a set of conjugacy classes F in G, we let
ZFn (k,G) = {K ∈ Zn(k,G) : for the extension K˜/k, the inertia group of every tamely
ramified prime ideal in k is generated by an element in F} (6.2)
and let
ZFn (k,G;X) = {K ∈ ZFn (k,G) : Nmk/QDisc(K/k) ≤ X}. (6.3)
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The family Z∗n(k;X) defined in Section 1 is exactly Z
F
n (k,Cn;X).
With Theorem 6.1 in hand, we will prove in Section 6.3 the following theorem that specializes
to Theorem 1.2 in the case ZFn (k,Cn). It is a “meta theorem” with significant hypotheses that aims
to demonstrate in general how our zero density estimate (Theorem 1.1) and Theorem 6.1 can be
used to obtain an effective Chebotarev density theorem for suitable families of number fields.
Theorem 6.2. Let ZFn (k,G) be a family of fields as defined in (6.2). Assume the strong Artin
conjecture for G. Assume that there exists β > 0 such that for any X ≥ 1, |ZFn (k,G;X)| ≫ Xβ.
Assume that there exists 0 ≤ τ < β such that for any field F in a certain set F of number fields
(defined in (6.13)), and any ε1 > 0, there are ≪ Xτ+ε1 fields K in ZFn (k,G;X) such that K˜ is an
extension of F . Then for any 0 < ε < 1 sufficiently small, there exists κ = κ(n, nk, |G|, ε) > 0 such
that aside from at most ≪ε Xτ+ε possible exceptions, each field K ∈ ZFn (k,G;X) has the property
that for every conjugacy class C ⊆ G,
∣∣∣∣πC (x, K˜/k) − |C ||G|π(x)
∣∣∣∣≪

|C |
|G|x
1−κ if (logDK˜)
2/κ ≤ x < D1/(24κ)
K˜
,
|C |
|G|
x
exp(c3(log x)1/2|G|−1/2n
−1/2
k )
if x ≥ D1/(24κ)
K˜
,
where c3 > 0 is an absolute constant. Since β > τ , the set of possible exceptional fields in the family
has density zero.
The set of fields F will be defined as a set of intermediate fields between k and K˜ with K ∈
ZFn (k,G;X). Thus, we will refer the corresponding assumption as the assumption on intermediate
fields.
Theorem 1.2 will follow from Theorem 6.2 by choosing G = Cn and F comprised of all generators
of G. In the context of Theorem 1.2, we can verify all hypotheses of Theorem 6.2 unconditionally
with τ = 0 and β = 1n−1 ; we will prove this in Section 6.4. Note that there is no ramification
restriction when n is a prime.
The proof of Theorem 6.2 is shown in Section 6.3. It is based on the proof of [PTBW19, Theorem
1.1] and [BTZ18, Theorem 2.4] but introduces new ideas in Section 6.2 to overcome a difficulty when
working over k rather than Q.
6.1 “Almost all” fields in the family satisfy a zero-free region
We begin the proof of the very general “meta theorem” (Theorem 6.2).
We need the strong Artin conjecture for the effective Chebotarev density result stated in Theorem
6.2. We note that Thorner and Zaman’s innovative approach [TZ19b] for families of fields over Q
avoids this hypothesis by working directly with Dedekind zeta functions. In our approach, we
require it only for the general discussion, and it is known in the case of Theorem 1.2. Our reference
here is [Mar03].
Conjecture 6.3 (strong Artin conjecture). Let L/k be a Galois extension of number fields with
Gal(L/k) ∼= G. Let ρ be a complex representation of G of dimension m. Then there exists an
automorphic representation π(ρ) of GLm(Ak) such that the L-function L(s, ρ) and L(s, π) agree at
all but finitely many places. Moreover, if ρ is irreducible, then π is cuspidal.
By [Mar03, Proposition 2.1], if π is cuspidal and L(s, ρ) and L(s, π) agree at all but finitely
many places, then L(s, π) = L(s, ρ).
31
The strong Artin conjecture is true for 1-dimensional representations by [Art31]; nilpotent Galois
extensions L/k by [AC89], A4 and S4 by [Lan80] and [Tun81] respectively, dihedral groups by
[Lan80]. In particular, it is known for G = Cn, the cases considered in Theorem 1.2.
Fix a transitive subgroup G ≤ Sn. Let ρ1, . . . , ρs denote once and for all the nontrivial irreducible
representations of G. For a Galois extension of number fields L/k with Gal(L/k) ≃ G, we have the
decomposition of Dedekind zeta function
ζL(s) = ζk(s)
s∏
j=1
L(s, ρj , L/k)
mj (6.4)
where mj = dim ρj .
Fix X ≥ 1. Define Z˜Fn (k,G;X) to be the set of the Galois closures of fields K over k as K
varies in ZFn (k,G;X). For ρj a fixed nontrivial irreducible representation of G as above, and a
field L ∈ Z˜Fn (k,G;X), we associate a cuspidal automorphic representation πL,j of GL(mj) over k
via the strong Artin conjecture such that L(s, πL,j) = L(s, ρj , L/k). We define Ln,j(k,G;X) to
be the set of cuspidal automorphic representations πL,j associated to L and ρj , as L varies over
Z˜Fn (k,G;X). Thus, for a family Z˜
F
n (k,G;X) and for each nontrivial irreducible representation ρj
of G (1 ≤ j ≤ s), we have a set Ln,j(k,G;X) of cuspidal automorphic representations.
For a family ZFn (k,G) and any X ≥ 1, we thus have the family Z˜Fn (k,G;X); we will apply our
zero density estimate of Theorem 1.1 to the corresponding families Ln,j(k,G;X) for each j.
We use the abbreviation D(K/k) for Nmk/Q(Disc(K/k)). We recall the following lemmas.
Lemma 6.4. Let K/k be a number field extension with Gal(K˜/k) ∼= G and let H := Gal(K˜/K).
Let P be a prime ideal in k that is tamely ramified in K and K˜, and has an inertia group generated
by g ∈ G. Then the power α such that Pα‖Disc(K/k) is
[G : H]− the number of orbits of g acting on the cosets G/H.
Lemma 6.4 is analogous to Lemma 6.9 in [PTBW19] and we refer the proof there. In loc. cit.
the proof is given for base field Q but it works also for a general base field k.
Lemma 6.5. For each K ∈ Zn(k,G), we have DK˜ ≪ D
|G|/2
K .
Proof. Recall the formula for the relative discriminant
DK = D(K/k)D
n
k . (6.5)
It suffices to prove
D(K˜/k)≪ D(K/k)|G|/2. (6.6)
For an extension K/k with Gal(K˜/k) ∼= G, all wildly ramified prime ideals of k divide |G|. Thus,
the total contributions to D(K/k) and D(K˜/k) from wildly ramified prime ideals are at most a
certain finite constant CG depending only on G. For tamely ramified prime ideals, we can bound
their contributions to Disc(K/k) and Disc(K˜/k) (and thus D(K/k) and D(K˜/k)) using Lemma
6.4. The formula (6.6) (hence Lemma 6.5) follows.
Proposition 6.6. Fix a family ZFn (k,G) and the corresponding families of cuspidal automorphic
representations (Ln,j(k,G;X))X≥1 for 1 ≤ j ≤ s. For each X ≥ 1, the family Ln,j(k,G;X)
satisfies
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(1) for any f ∈ Ln,j(k,G;X), f satisfies the Ramanujan-Petersson conjecture;
(2) for any f ∈ Ln,j(k,G;X), |Cond(f)| ≤ X |G|/2;
(3) for any ε > 0, |Ln,j(k,G;X)| ≪ Xn|G|+ε.
Proof. For (1), the Ramanujan-Petersson conjecture is true for automorphic L-functions associated
to Artin L-functions, once they are known to exist; see the comment below [KM02, Theorem 5].
For (2), we use the argument below [PTBW19, Lemma 6.1]. For an Artin L-function L(s, ρ, L/k),
if F (χ) denotes the Artin conductor of χ = Tr(ρ), then the conductor of L(s, ρ, L/k) is given by
A(χ) = D
χ(1)
k Nmk/QF (χ). According to the multiplicativity relation DL = Dk
∏
χj
A(χj)
χj(1) for
the conductors in the identity (6.4) and Lemma 6.5, we see that for each 1 ≤ j ≤ s, the conductors
of L(s, ρj , L/k) are bounded by X
|G|/2.
For (3), the bound follows from (2) and Remark 1.4.
The next proposition is the key bridge between the assumption of Theorem 6.2 on intermediate
fields, and the application of Theorem 6.1.
Proposition 6.7. Fix G and the nontrivial irreducible representations ρ1, . . . , ρs of G. Let Z
F
n (k,G)
be a family of fields. Assume that there exists 0 ≤ τ < β such that for all X ≥ 1, for any ε1 > 0,
for each 1 ≤ j ≤ s and any fixed π ∈ Ln,j(k,G;X),
|{L ∈ Z˜Fn (k,G;X) : πL,j = π}| ≪ Xτ+ε1 . (6.7)
For each 0 < ε < 1, there exists δ (chosen in (6.11)) such that for every X ≥ 1, in the set
ZFn (k,G;X), there are ≪ε Xτ+ε fields K such that ζK˜/ζk could have a zero in the region
[1− δ, 1] × [−Q(logQ)24, Q(logQ)24] (6.8)
where Q = X |G|/2.
Proposition 6.7 shows that for any X ≥ 1 and 0 < ε < 1, there are at most ≪ Xτ+ε fields K
such that L(s, ρj , K˜/k) may have a zero in the region (6.8). Since there are by assumption ≫ Xβ
fields in the family ZFn (k,G;X) and β > τ , we know that assuming the corresponding conditions
for the family ZFn (k,G;X), “almost all” fields in the family satisfy the effective Chebotarev density
theorem, so that we will be able to deduce Theorem 6.2.
The hypothesis (6.7) is very strong; we will show in the next section how it can follow from the
assumption in Theorem 6.2 on intermediate fields, where we will face new difficulties since we work
over k rather than Q.
Proof of Proposition 6.7. We will prove this via an application of Theorem 1.1.
For each fixed 1 ≤ j ≤ s, we have Proposition 6.6 for each family in (Ln,j(k,G;X))X≥1 . Taking
parameters Aj = A = |G|/2, dj = d = n|G| + 1, q = X, we are able to apply Theorem 1.1 to the
family Ln,j(k,G;X) for all X ≥ 1 (as long as the strong Artin conjecture is known or assumed).
Then for any 34 ≤ αj ≤ 1 and Tj ≥ 2, Theorem 1.1 shows∑
π∈Ln,j(k,G;X)
N(π;αj , Tj)≪ (Xcj,1T cj,2j )1−αj
where
cj,1 = c1 = 2d+ 4nA+
A
2
+ 1 + ε, cj,2 = c2 =
nnk
2
+ 3 + ε. (6.9)
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Let Tj = T = Q(logQ)
24 where Q = X |G|/2. We fix αj such that
(cj,1 +
|G|
2
cj,2)(1 − αj) = ε
2
. (6.10)
Since ε < 1, we have αj ≥ 34 . Thus,∑
π∈Ln,j(k,G;X)
N(π;αj , T )≪ X(cj,1+
|G|
2
cj,2)(1−αj )(logX)24cj,2(1−αj ) ≪ X 34ε.
Now we combine the zero density estimate for all 1 ≤ j ≤ s. Since cj,1 and cj,2 do not depend on
j, αj does not either and we set α = αj . For an L-function L , we define N(L ;α, T ) to be the
number of zeros of L in the region {σ+ it : α ≤ σ ≤ 1, |t| ≤ T}. Then for each X ≥ 1, using (6.4)
and the strong Artin conjecture, followed by the hypothesis (6.7), we see
∑
L∈Z˜Fn (k,G;X)
N(ζL/ζk;α, T ) =
∑
L∈Z˜Fn (k,G;X)
s∑
j=1
mjN(L(s, ρj , L/k);α, T )
=
∑
L∈Z˜Fn (k,G;X)
s∑
j=1
mjN(L(s, πL,j);α, T )
=
s∑
j=1
mj
∑
π∈Ln,j(k,G;X)
N(π;α, T )
∑
L∈Z˜Fn (k,G;X)
πL,j=π
1
≪
s∑
j=1
mjX
τ+ ε
4
∑
π∈Ln,j(k,G;X)
N(π;α, T )≪ Xτ+ε.
We set
δ = 1− α = 1− αj = ε
2(cj,1 +
|G|
2 cj,2)
. (6.11)
Then Proposition 6.7 follows, with this choice of δ.
6.2 Translation of (6.7) to the assumption on intermediate fields
In this section, we deduce the condition (6.7) from a condition of counting intermediate fields,
assumed as a hypothesis in Theorem 6.2. This adapts ideas of [PTBW19] over Q to our new setting
over a field k.
We first recall earlier work over Q. In [PTBW19], it is shown that (6.7) can be controlled
by counting the number of K such that K˜ker(ρj) = F , for certain fields F . Their argument uses
Proposition 6.3 of [PTBW19], which shows that for a fixed representation ρ of G ≤ Sn and two fields
L1, L2 with Gal(L1/Q) ∼= Gal(L2/Q) ∼= G, if L(s, ρ, L1/Q) = L(s, ρ, L2/Q), then Lker(ρ)1 = Lker(ρ)2 .
Simply replacing Q by an arbitrary fixed number field k in this statement can be false (see the
remark after [KN16, Proposition 3]). Here, we instead use a novel argument that addresses subtle
new issues that did not arise when k = Q in [PTBW19]. The idea is motivated by Proposition 4
and Theorem 6 in [KN16].
Fix k/Q of degree nk. For a number field extension K/k of degree n, we denote by K˜ the Galois
closure of K over k and denote by
˜˜
K the Galois closure of K˜ over Q, with Gal(
˜˜
K/Q) ∼=: G′.
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We consider the Galois closure of K over Q. It contains K˜ hence contains
˜˜
K. Therefore, the
Galois closure of K and K˜ over Q coincide, and G′ is a transitive subgroup of Snnk .
We fix a nontrivial irreducible representation ρj of G. Then ker(ρj) is a proper subgroup of
G. Let F := K˜ker(ρj), U := Gal(
˜˜
K/k), V := Gal(
˜˜
K/K˜). Since ρj is nontrivial, F is a nontrivial
extension of k. We identify the groups G and U/V . Then we have the following lattice of fields.
˜˜
K
K˜
K
F
k
Q
V
U
G′ G
ker(ρj)
Observe that
ρ˜j(σ) := ρj(σV )
is a representation of U . Let ψj = Ind
G′
U ρ˜j be the induced representation. Then we have the
following result.
Lemma 6.8. The field
˜˜
K
ker(ψj)
contains F .
Proof of Lemma 6.8. We have
ker(ψj) =
⋂
σ∈G′
σ ker(ρ˜j)σ
−1.
Taking σ to be the identity, we obtain that ker(ψj) ≤ ker(ρ˜j). Then we have
F =
˜˜
K
ker(ρ˜j)
⊆ ˜˜Kker(ψj).
Let χj = tr(ρj) and χ˜j = tr(ρ˜j). Then by convention L(s, ρj, K˜/k) = L(s, χj, K˜/k). From
[Art31, p. 297],
L(s, ρj, K˜/k) = L(s, χj, K˜/k) = L(s, χ˜j,
˜˜
K/k) = L(s, ψj ,
˜˜
K/Q). (6.12)
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We are ready to show how to deduce condition (6.7) from the assumption in Theorem 6.2 on
intermediate fields, which we can now formulate precisely. Let ZFn (k,G) be a family of fields as
defined in (6.2). Fix X ≥ 1. For each 1 ≤ j ≤ s, define a set of fields Fj as
Fj := {F/k : F = K˜ker(ρj) for some field K ∈ ZFn (k,G;X)}
and define
F :=
⋃
1≤j≤s
Fj = {F/k : F = K˜ker(ρj) for some field K ∈ ZFn (k,G;X)
and some nontrivial irreducible representation ρj of G}. (6.13)
This definition completes the assumption in Theorem 6.2 on intermediate fields. Our goal is to
derive (6.7) under the assumption that, for each 1 ≤ j ≤ s, there exists 0 ≤ τ such that for any field
F ∈ Fj, and any ε1 > 0, there are ≪ Xτ+ε1 fields K in ZFn (k,G;X) such that K˜ is an extension of
F .
Fix 1 ≤ j ≤ s and a cuspidal automorphic representation πj ∈ Ln,j(k,G;X). In the context
of (6.7), one field L ∈ Z˜Fn (k,G;X) corresponds to up to C(G) fields K ∈ ZFn (k,G;X) by Galois
theory, where C(G) is a positive integer depending only on G. Thus, it suffices to show that for any
ε1 > 0,
|{K ∈ ZFn (k,G;X) : L(s, ρj, K˜/k) = L(s, πj)}| ≪ Xτ+ε1 . (6.14)
If K1,K2 ∈ ZFn (k,G;X) are two fields such that L(s, ρj , K˜1/k) = L(s, ρj , K˜2/k) = L(s, πj), then
L(s, ψj , K˜1/Q) = L(s, ψj , K˜2/Q) = L(s, πj) by (6.12). By Proposition 6.3 of [PTBW19], we have
K˜1
kerψj
= K˜2
kerψj
; this now applies since we have defined the problem over Q. Thus, it follows
that Mπj := K˜1
kerψj
= K˜2
kerψj
is a field extension of k depending only on πj . Denote Fi = K˜i
ker ρj
for i = 1, 2. Then F1 and F2 are extensions of k, and both are contained in Mπj by Lemma 6.8.
We have just proved that for any field K ∈ ZFn (k,G;X) such that L(s, ρj , K˜/k) = L(s, πj), we
have k ⊂ K˜ker ρj ⊆Mπj . Let Mπj denote the set of intermediate fields between Mπj and k. Define
Fπj ⊂ Fj as
Fπj := {F/k : F = K˜ker(ρj) for some field K ∈ ZFn (k,G;X) satisfying L(s, ρj , K˜/k) = L(s, πj)}.
Based on the definition of Fπj , the inequality |Fπj | ≤ |Mπj | holds. Moreover, we show that |Mπj | ≪
1 as follows. For any field K ∈ ZFn (k,G), [K˜ : Q] ≤ (n!)nk. Thus, |Mπj | can be trivially bounded
(via Galois theory) by the number of subgroups of S(n!)nk , which is ≪ 1. Therefore, |Fπj | ≪ 1.
To bound the left-hand side of (6.14), we distinguish the fields K by the fields K˜ker ρj . Fix
1 ≤ j ≤ s and πj ∈ Ln,j(k,G;X) as above. Direct computation shows that, for any ε1 > 0,
assuming the hypothesis in Theorem 6.2 on intermediate fields,
|{K ∈ ZFn (k,G;X) : L(s, ρj , K˜/k) = L(s, πj)}|
=
∑
F∈Fj
|{K ∈ ZFn (k,G;X) : K˜ker ρj = F, L(s, ρj , K˜/k) = L(s, πj)}|
=
∑
F∈Fπj
|{K ∈ ZFn (k,G;X) : K˜ker ρj = F, L(s, ρj , K˜/k) = L(s, πj)}|
≤
∑
F∈Fπj
|{K ∈ ZFn (k,G;X) : K˜ is an extension of F}| ≪
∑
F∈Fπj
Xτ+ε1 = |Fπj |Xτ+ε1 ≪ Xτ+ε1 .
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This finishes the proof of (6.14) under the assumption in Theorem 6.2. Hence, (6.7) holds under
the assumption in Theorem 6.2 on intermediate fields.
Remark 6.9. If ρj is faithful and L(s, ρj , K˜1/k) = L(s, ρj , K˜2/k), our conclusion would be K˜1 = K˜2
by [KN16, Theorem 6], leading to finitely many choices of the extension K/k that share the same
L-function. The upper bound would then be ≪ 1 (τ = 0). This is the case when G = Cn, n prime.
For G = Cn, n composite, we show τ = 0 in Section 6.4 by more delicate means.
6.3 Proof of Theorem 6.2
For any ε > 0, we let κ = δ/8 = ε
2(cj,1+
|G|
2
cj,2)
, where δ is defined in (6.11) and cj,1, cj,2 defined
in (6.9). Let K ∈ ZFn (k,G;X) be a field such that ζK˜/ζk has no zeros in the region (6.8). The
hypothesis of Theorem 6.2 and Section 6.2 show that (6.7) holds, so by Proposition 6.7, all but
≪ Xτ+ε fields in the family ZFn (k,G;X) satisfy this property, for any 0 < ε < 1. For such a K,
define E(x) := x−κ+T−
1
24 e−
1
24
√
c4(log x)/nK˜ +T−
1
24 e
− 1
24
c4 log x
logD
K˜ to be the term appearing in Theorem
6.1, where T = Q(logQ)24, Q = X |G|/2. Since T > Q = X |G|/2 ≫ DK˜ by Lemma 6.5,
E(x)≪ E′(x) := x−κ +D−
1
24
K˜
e−
1
24
√
c4(log x)/nK˜ +D
− 1
24
K˜
e
− 1
24
c4 log x
logD
K˜ .
It suffices to prove that for another absolute constant c3 > 0, and for K as above,
E′(x)≪
x
−κ if (logD
K˜
)2/κ ≤ x < D1/(24κ)
K˜
,
1
exp(c3(log x)1/2|G|−1/2n
−1/2
k )
if x ≥ D1/(24κ)
K˜
.
For (logDK˜)
2/κ ≤ x < D1/(24κ)
K˜
, direct computation shows E′(x) ≪ x−κ. For 124κ logDK˜ ≤
log x ≤ c−14 |G|nk(logDK˜)2, computation shows E′(x)≪ D
− 1
24
K˜
≪ e− 124
√
c4(log x)|G|−1n
−1
k . For log x ≥
c−14 |G|nk(logDK˜)2, we have E′(x) ≪ e
− 1
24
√
c4(log x)|G|−1n
−1
k + e
−
c4 log x
24 logD
K˜ ≪ e− 124
√
c4(log x)|G|−1n
−1
k .
Theorem 6.2 then follows with c3 =
1
24
√
c4.
6.4 Proof of Theorem 1.2
To deduce Theorem 1.2 from the very general “meta theorem” of Theorem 6.2, we choose G = Cn
and F comprising of all generators of G. The strong Artin conjecture is true for G by [Art31].
Theorem 6.2 directly gives the result of Theorem 1.2 once we prove that τ = 0 and β = 1n−1 in this
specific case. To do so, we follow [Wri89] and insert our ramification restriction in the argument.
By class field theory, G-extensions K of k correspond to open subgroups U of the idèle class
group Ck = Ik/k
× such that Gal(K/k) ∼= Ck/U , where Ik is the group of idèles of k. Moreover, the
relative discriminant of K/k may be expressed in terms of conductors of characters of Ck/U .
Define the Dirichlet series
A(s) =
∑
m≥1
am
ms
=
∑
K∈ZFn (k,G)
1
D(K/k)s
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where D(K/k) = Nmk/Q(Disc(K/k)) and am is the number of fields K ∈ ZFn (k,G) up to isomor-
phism such that D(K/k) = am, and define the generating series of conductors by
F (s) =
∑
χ∈Cn(Ck)
ΦG(χ, s), where ΦG(χ, s) =
∏
0≤a<n
1
Cond(χa)s
where Cn(Ck) is the group of all continuous characters χ of Ck (regarded as characters of Ik that
are trivial on k×) such that χv is trivial for all but one place v0 and χ
n
v0 = 1, χ
m
v0 6= 1 for any
1 ≤ m < n. Then
F (s) = Φ(n)A(s)
since one group U corresponds to Φ(n) characters χ ∈ Cn(Ck) such that ker(χ) = U . By transferring
to the context of conductors, we will have Euler products. We let S be a finite set of places of k
that includes all infinite places, finite places dividing n, and finite places of S that generate the
class group of k. Let Ck,S be the group of idèles which have components in O
×
v for all places v /∈ S.
Let OS = Ck,S ∩ k× be the ring of S-integers of k (elements of k with non-negative valuation at all
places not in S), then OS has class number 1. By [Woo10, Lemma 2.8], we have an isomorphism
Ck,S/O
×
S
∼= Ck.
We let An(S) be a fixed finite set of representatives of OS/O
n
S and denote an(S) = |An(S)|. To
sieve out those characters that vanish on k×, we use the delta function
δn(χ) =
1
an(S)
∑
ε∈An(S)
χ(ε),
which is 1 for χ(An(S)) = 1 and is 0 otherwise. Then
F (s) =
∑
χ∈Cn(Ck,S)
δn(χ)ΦG(χ, s). (6.15)
We interchange the sum for χ and for ε in the sum (6.15) and obtain
F (s) =
∑
ε∈An(S)
F (s, ε)
where
F (s, ε) =
∑
χ∈Cn(Ck,S)
χ(ε)ΦG(χ, s).
The Euler factorization of F (s, ε) is
F (s, ε) =
∏
v∈S
∑
χv∈Cn(k
×
v )
χv(εv)ΦG(χv, s)×
∏
v/∈S
∑
χv∈Cn(O
×
v )
χv(εv)ΦG(χv, s) =:
∏
v
Fv(s, ε).
There are finitely many places in S and for each v ∈ S, there are finitely many characters of k×v
such that χnv = 1. As a consequence,
∏
v∈S
Fv(s, ε) is a polynomial of s. We denote the polynomial
as P (s, ε). Now it suffices to consider Fv(s, ε) for v /∈ S.
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Our ramification restriction enforces that for χv ∈ Cn(O×v ), χv(O×v ) is trivial or generates
G = Cn. By Proposition 4.3 of [Wri89], for v /∈ S such that Nm(v) ≡ 1(mod n), we have
Fv(s, ε) = 1 + Φ(n)Nm(v)
−(n−1)s +O(Nm(v)−2(n−1)s).
For v /∈ S such that Nm(v) 6≡ 1(mod n), we have Fv(s, ε) = 1. Thus,
F (s) =
∑
ε∈An(S)
F (s, ε) =
∑
ε∈An(S)
P (s, ε)
∏
v/∈S
Nm(v)≡1(mod n)
(1+Φ(n)Nm(v)−(n−1)s+O(Nm(v)−2(n−1)s)).
Therefore, am ≪n Φ(n)nω(m) ≪n,ε mε for any ε > 0.
We are ready to verify the assumption in Theorem 6.2 on intermediate fields for our family
ZFn (k,Cn) with τ = 0. For a fixed nontrivial extension F over k, and for K ∈ ZFn (k,Cn) such that
K˜ is an extension of F , we know by Lemma 6.4 that every prime P ⊂ Ok dividing Disc(K/k) must
divide Disc(F/k) and the number α such that Pα‖Disc(K/k) is uniquely determined. Thus, the
contribution to D(K/k) from tamely ramified primes not in S is fixed. Since am ≪n,ε mε, we learn
that the assumption holds with τ = 0.
Now we consider the lower bound for the number of fields in our family. We write, for ℜ(s) > 1,
B(s) =
∏
χ
(∑
m
χ(Nm(m))
(Nm(m))s
)
=
∏
χ
(∏
v
(1− χ(Nm(v))(Nm(v))−s)−1
)
,
where χ runs over all Dirichlet characters modulo n, m runs over all ideals of Ok coprime to the
prime ideals in S, and v runs over all prime ideals of Ok not in S. Then B(s) has an analytic
continuation to C with the only simple pole at s = 1 (see e.g., [IK04, p.129]). Moreover,
B(s) =
∏
v
µv(s)
−1
where
µv(s) = 1−
∑
χ
χ(Nm(v))Nm(v)−s +O(Nm(v)−2s)
=
{
1− Φ(n)Nm(v)−s +O(Nm(v)−2s) if Nm(v) ≡ 1(mod n),
1 +O(Nm(v)−2s) if Nm(v) 6≡ 1(mod n).
Then F (s)B((n−1)s) is holomorphic on ℜ(s) > 12(n−1) . Thus, F (s) can be analytically continued to
ℜ(s) > 12(n−1) with a simple pole at 1n−1 . Moreover, F (s) inherits a standard convexity estimate
from B(s); see, e.g., [IK04, Lemma 5.2, Theorem 5.23]. So, by a standard Tauberian theorem (see,
e.g., [Nar00, Section 6.4]), we have
|ZFn (k,G;X)| = cnX
1
n−1 + o(X
1
n−1 ),
for some constant cn. This proves β =
1
n−1 in the notation of Theorem 6.2.
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6.5 Remarks
We state other families ZFn (k,G) that may fit in the scope of Theorem 6.2, at least conditionally,
although we do not pursue such results in detail in this paper. If the superscript F is omitted,
there is no ramification restriction. We refer to |ZFn (k,G;X)| ≫ Xβ as the “lower bound” and the
assumption in Theorem 6.2 on intermediate fields as the “upper bound”.
(1) G = Sn, the symmetric group of order n!, where n ≥ 3 and F comprises the conjugacy class
of the transposition (12).
(2) G = Dp, the dihedral group of order 2p, where n = p is a prime and F comprises all order
2 elements.
(3) G = A4, the alternating group of order 12, where F comprises of the two conjugacy classes
of order 3 elements.
(4) G is a transitive simple group of Sn and we assume the strong Artin conjecture. It is easy
to see that the upper bound holds with τ = 0. Note that this case includes G = An, the alternating
group of order n!/2, when n ≥ 5.
(5) G = C2 × C2 is the Klein 4-group, k is Galois over Q with Galois group C3 (resp. S3), and
any field K in the family is Galois over Q with Galois group A4 (resp. S4). Here we prove the upper
bound with τ = 0. In the language of Section 6.2, V is trivial and we can identify G with U . Any
nontrivial irreducible representation of G is 1-dimensional with the kernel a subgroup of G of order
2. We have ker(ψj) is a group of order at most 2. Moreover, since ker(χ˜j) is not a normal subgroup
of A4 (resp. S4), we must have ker(ψj) =
⋂
σ∈G′ σ ker(χ˜j)σ
−1 = Id. Therefore, if K1,K2 ∈ Zn(k,G)
are two fields sharing one fixed L-function L(s, ρj , K˜1/k) = L(s, ρj, K˜2/k), then K˜1 = K˜2. There
are finitely many choices for such Ki. This proves the upper bound with τ = 0.
In the cases (1)-(5) mentioned here, Theorem 6.2 applies in principle, but with the significant
constraints that in certain cases one must assume the strong Artin conjecture, and either one or both
of the “lower bound” and the “upper bound” must be proved. As outlined in detail in [PTBW19],
in some cases these are difficult open questions, whereas in other cases it is likely that methods
in [PTBW19] could be adapted. Moreover, more recent work such as [TZ19b] has developed new
methods to remove the assumption of the strong Artin conjecture entirely.
7 Application to bounding ℓ-torsion in class groups
Recall the ℓ-torsion subgroup
ClK [ℓ] = {[a] ∈ ClK : [a]ℓ = Id}.
A trivial bound for the ℓ-torsion subgroup derives from any upper bound for the class group. In
particular, |ClK [ℓ]| ≤ |ClK | ≪d,ε D1/2+εK , where d = [K : Q], by the Minkowski bound. On the
other hand, the ℓ-torsion conjecture states that |ClK [ℓ]| ≪d,ℓ,ε DεK , for any ε > 0.
In [EV07, Proposition 3.1], Ellenberg and Venkatesh show that under the Generalized Riemann
Hypothesis, for any ε > 0, one obtains
|ClK [ℓ]| ≪d,ℓ,ε D
1
2
− 1
2ℓ(d−1)
+ε
K . (7.1)
We use our effective Chebotarev density theorem to prove the bound (7.1) unconditionally for
almost all fields in the family Z∗n(k;X) = Z
F
n (k,Cn;X) considered in Theorem 1.3. Our method is
analogous to that of Pierce, Turnage-Butterbaugh, and Wood; see [PTBW19].
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We first state a “meta theorem” based on the very general setting summarized in Theorem 6.2.
Theorem 7.1. Let ZFn (k,G), τ, β satisfy the conditions assumed in Theorem 6.2. Then for every
ℓ ∈ Z≥1 and every X ≥ 1, 0 < ε < 1, aside from at most ≪F ,ε Xτ+ε possible exceptions, each field
K ∈ ZFn (k,G;X) has the property that
|ClK [ℓ]| ≪n,nk,Dk,ℓ,|G|,ε D
1
2
− 1
2ℓ(n−1)
+ε
K .
Theorem 1.3 follows from Theorem 7.1 by choosing G = Cn and F comprising of all generators
of G, in which case τ = 0, β = 1n−1 , and we know Theorem 6.2 holds unconditionally (Theorem
1.2).
Our approach to prove Theorem 7.1 is similar to [PTBW19, Theorem 7.2]. We need the following
lemma of Ellenberg and Venkatesh.
Lemma D (Lemma 2.3 of [EV07]). Suppose K/k is an extension of number fields of degree d, let ℓ
be a positive integer, and let δ < 12ℓ(d−1) . Suppose that {p1, . . . , pM} are prime ideals of k of norm
at most D(K/k)δ = Nm(Disc(K/k))δ that are unramified and are not extensions of prime ideals
from any proper subfield of K containing k. Then
|ClK [ℓ]| ≪[K:Q],ε,ℓ D
1
2
+ε
K M
−1.
If we have M prime ideals of k of norm at most Nm(Disc(K/k))δ that are unramified and split
completely in K, then the condition in Lemma D is satisfied and the trivial ℓ-torsion bound for K
is improved by a factor M−1.
Theorem 7.1 can be derived by combining our effective Chebotarev density Theorem 6.2 and
Lemma D. In particular, we prove the following proposition, analogous to [PTBW19, Corollary
3.16].
Proposition 7.2. Let ZFn (k,G), τ, β satisfy the conditions assumed in Theorem 6.2. Assume that
there exists τ ≥ 0 such that for every X ≥ 1, any ε1 > 0, and for certain nontrivial field extensions
F/k (described in Section 6.2), there are ≪ Xτ+ε1 fields in ZFn (k,G;X) that are extensions of F .
Then for any σ > 0 and any 0 < ε < 1, there exists a constant D0 such that except for at most
≪ Xτ+ε fields, every field K ∈ ZFn (k,G;X) with DK ≥ D0 has the property that for any fixed
conjugacy class C of G,
πC (D(K/k)
σ , K˜/k)≫|G|,n,nk,Dk,σ
DσK
logDK
.
Proof. Let κ be the parameter as in Theorem 6.2. For fixed σ > 0 and any ε
′
> 0, there is a
threshold D
′
0 such that for DK ≥ D
′
0,
D(K/k)ε
′
≥ (logDK˜)2/κ.
This is clear once we have the formula of the relative discriminant (6.5) and Lemma 6.5. By Theorem
6.2, for every X ≥ 1 and any 0 < ε < 1, aside from≪ Xτ+ε exceptions, every fieldK ∈ ZFn (k,G;X)
with DK ≥ D′0 satisfies∣∣∣∣πC (D(K/k)σ , K˜/k) − |C ||G|Li(D(K/k)σ)
∣∣∣∣ ≤ |C ||G| D(K/k)σexp(c3(σ logD(K/k))1/2 |G|−1/2n−1/2k ) .
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There exists a threshold D
′
1 such that for DK ≥ D
′
1,
|C |
|G|
D(K/k)σ
exp(c3(σ logD(K/k))1/2|G|−1/2n−1/2k )
≤ 1
2
|C |
|G|Li(D(K/k)
σ)
and
1
2
|C |
|G|Li(D(K/k)
σ)≫|G|,n,Dk,σ
DσK
logDK
.
The bound in Proposition 7.2 is obtained by choosing D0 = max{D′0,D
′
1}.
By Proposition 7.2, we can choose M = D
1
2ℓ(d−1)
−ε
K for any ε > 0 in Lemma D, obtaining the
bound in Theorem 7.1.
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