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1. INTRODUCTION 
In this paper we consider the linear equations 
(p(t) W)’ + 4(t) 44 = 0 (1) 
(PW Y’W + 4(t) Y@> = f(t) (2) 
where p, 4, and f are real valued and continuous for t > 0 and p(t) > 0 for 
all t 3 0. The purpose of this paper is to obtain criteria concerning the 
number of nonoscillatory solutions of the forced second-order linear dif- 
ferential equation (2) based on the properties of the forcing function f(t) 
and the behavior of the solutions of the associated homogeneous equation (1). 
2. 
In a recent paper Atkinson [I] considers, among others, the nonlinear 
equations 
x”(t) + H(t, x) = 0 (3) 
y”(t) + fqt, y) = f(t). (4) 
In [l, Theorem 61 of Atkinson, conditions on H(t, x), Eq. (3), and f(t) are 
stated which ensure that (4) has at most one positive solution. This result 
combined with other results in [I] can be interpreted as a result stating that (4) 
has at most one nonoscillatory solution. However, Atkinson’s result does not 
include linear equations and it is this observation which motivates the results 
in this section. Also, we note that the equation y” + y = e-t has the unique 
nonoscillatory solution e-t/2. Additional examples may be easily constructed 
to show that this type of behavior is widespread. 
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Before preceding we shall require a definition and some lemmas. 
DEFINITION 1. We say xl(t) and pa satisfy a normalized Wronskian 
condition if x1 and xa are linearly independent solutions of (1) and satisfy 
(qpx,’ - A$pxl’) (t) = 1. 
LEMMA 1. If Jr (l/p(t)) dt = co and if all solutions of (1) are bounded, 
then (1) is oscillatory. 
Proof. See Hartman [ll, p. 3541. 
LEMMA 2. If y(t) is a nonoscillatory solution of (2) and if%(t) is an oscillatory 
solution of (l), then there exists a sequence {trc}, t, + 00 as k + 00, such that 
[xpy’ - ypx’] (tJ = 0 for aZZ k. 
Proof. The argument is similar to the proof of the Sturm separation 
theorem. Suppose the lemma is not true. Then we may assume there is a 
t, > 0 so that for t >, t, we have 1 y(t)1 > 0 and j(xpy’ - ypx’) (t)l > 0. If 
tl < t, are two consecutive zeros of x(t) after t, the function x(t)/y(t) is 
zero at t, and t, but its derivative cannot have a zero in (tl , tz), violating 
Rolle’s theorem. 
THEOREM 1. If jr (l/p(t)) dt = co, f(t) sLl[O, OO), and solutions of (1) 
are bounded, then (2) has at most one nonoscillatory solution. 
Proof. We first note that it follows from the variation of constants formula 
that all solutions of (2) are bounded. Also, if yl(t) and yz(t) are any two 
solutions of (2), then [ylpya’ - y2py1’]’ (t) = (yr - ya) f (t) = x(t) f (t) where 
x(t) is a solution of the homogeneous equation (1). Thus, as x(t) is bounded 
and f(t) ~Ll[0, co), x(t)f (t) cLl[O, m) and so [ylpy2’ - yzpyl’] (t) has a 
limit as t --f co. 
Now if the conclusion of the theorem were false there would exist two 
distinct nonoscillatory solutions y(t) and yl(t) of Eq. (2). Let xl(t) z 
yl(t) - y(t) and x2(t) be a solution of (1) so that xl(t) and xa(t) satisfy a 
normalized Wronskian condition. Letting y%(t) = y(t) + x2(t) we follow 
Hartman and Wintner [12] and define e(t) by 
W = arctanb&)MtN. (5) 
Proceeding formally, we see that 
w> = (YlPY,’ - YZPYl’) W[P(Yl” + Yz”) (t>l* 
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Since yl(t) is nonoscillatory, there exists t, > 0 so that yla(t) > 0 for t ;,: t, . 
This means e’(t) and hence 0(t) are well defined for 1 > t, . Then 
[YlPY,’ - YZPYl’l = [Y + %I PLY + %!I’ - [Y + %?I PLY + %I’ 
= LXlPX2’ - %&‘I + [XI - %I PY’ - YPh - %I’. 
Letting x(t) = xl(t) - xa(t) and using the fact that xl(t) and pa satisfy a 
normalized Wronskian condition, we have 
(YlPY2’ - Y2PYl’) (t) = 1 + (XPY’ - YPX’) (t). 
By Lemma 2, there exists a sequence {tk} with t, --L cc as Fz+ co so that 
(xpy’ - yp~‘) (tk) = 0 for all K. Thus 1 is a cluster point of 
(yrpya - yapyl’) (t). However, as we noted above (yrpya’ - yapyr’) (t) has 
a limit as t + cc and so its limit must be one. If we choose t, 3 t,, so that 
(yipy,’ - yapyr’) (t) > 4 for t > t, we see that 
e’(t) 3 M2P(Y12 + Y22) (t>l, t 3 t, . 
Thus d(t) is strictly monotone for t 3 t, . In addition, since yI(t) and y2(t) 
are bounded there exists M > 0 such that (y12(t) + yzZ(t)) < M. This 
implies that O’(t) 2 (an/p(t))-1 or 
e(t) 3 e(h) + j” (~MP(s))-~ ds. 
t1 
Since the integral on the right diverges, B(t) must become unbounded as 
t + cc. However, this implies that both yl(t) and y2(t) must oscillate which 
contradicts yI(t) being nonoscillatory. This completes the proof. 
A similar theorem also can be proven. Since the ideas are analogous, some 
arguments will only be sketched. The basic difference is instead of assuming 
(1) has bounded solutions, we will now assume that (1) has all solutions 
square integrable. That is, assume (1) is in the limit circle case, denoted by 
L.C. See Coddington and Levinson [5, p. 2251. Sufficient criteria which 
guarantee that (1) is L.C. can be found in the following papers (among others) 
and the references therein; Burton and Patula [3], Everitt [8], Knowles [13], 
and Titchmarsh [17, p. 1251. 
We shall require the following lemma. 
LEMMA 3. I’ (1) is L.C. and if JT (l/(p(t))‘12) dt = 00 then (1) is OX& 
latory. 
PYOOJ See Patula and Waltman [16, Theorem I]. 
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THEOREM 2. If(l) is L.C.,f(t) EL~[O, co), and if sr (l/(p(t))l’s) dt = co, 
then (2) has at most one nonoscillatory solution. 
Proof. Suppose there exist two distinct nonoscillatory solutions of (2) 
y(t) and yl(t). Define y2(t), x2(t), x(t) and e(t) exactly as in Theorem 1. 
Arguing as in Theorem 1 we obtain 
w 3 1/[2P(Y12 + Y22) @)I 
for t > tl . Thus, in this case also, e(t) is strictly monotone. Also, we have 
j” (li(P(4>“2) ds = j” [(Yl” + Y2”>““MYl” + Y2w21 A 
0 0 
G [jot (Y12 + Yz”> q2 [ joA MY? + Y2”C’ ds]li2. 
It follows from variation of constants and the fact that f(t) eL2[0, co) that 
yi and y2 are square integrable. Thus there is a positive constant K so that 
.I” (~/(PW’~) ds G K [r,’ My,2 + y22k1 ds]“’ 
for all t. Since the integral on the left in the above inequality diverges so does 
the integral on the right. This implies then O(t) -+ co as t -+ co. Again, this 
contradicts yl(t) being nonoscillatory and the proof is complete. 
We remark that up to this point we have not made any sign assumptions 
about q(t). In particular, our results can be applied to Hill’s equation in a 
number of ways. In the case p(t) G 1 Eqs. (1) and (2) take the form 
x”(t) + q(t) x(t) = 0, (6) 
and 
Y”W + 4(t) r(t) = f (9. (7) 
As a particular application of Theorem 1 where q(t) need not be of one sign 
we present the following corollary. 
COROLLARY 1. Let q(t) be T-periodic, have nonnegative mean value and 
satisfy 
T frq+(s)ds <4 
‘0 
where q+ = Z-1(1 q 1 + g). Also, let f(t) cLl[O, 00). Then (7) has at most one 
nonoscillatory solution. 
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Proof. By Krein’s generalization of Liapunov’s theorem all solutions of 
(6) are bounded (cf. [4, p. 611). Th e result now follows from Theorem 1. 
Further results insuring the existence of at most one nonoscillatory 
solution of (2) may be obtained with weaker conditions imposed on f (t) if we 
make further requirements on the function p(t). We first make the following 
elementary observation, the proof of which we leave to the reader. 
THEOREM 3. Suppose all nonoscillatory solutions of (2) tend to zero as 
t + co. Suppose no solution of (1) tends to zero as t + co. Then (2) has at most 
one nonoscillatory solution. 
As a first application of Theorem 3 we again consider the forced Hill’s 
equation. 
COROLLARY 2. Suppose that q(t) is T-periodic and satisjes n2~Tr2 -” < q(t) < 
(n+1)2~2T-2foraZltandsomen=1,2,.... Thenzf/~~f(s)dsI<M<co 
for some constant M, Eq. (7) has at most one nonoscillatory solution. 
Proof. By a theorem of Zukovskii as stated in Cesari [4, p. 601 all solutions 
of (6) are bounded on (-co, co). Thus the characteristic multipliers must 
have absolute value one and the characteristic exponents have zero real 
part (see Hale [IO, pp. 117-1311 f or example). This implies no solution of 
(6) tends to zero as t ---f co. However, by Grimmer [9, Corollary 21 every 
nonoscillatory solution of (7) must tend to zero as t + co. By Theorem 3, 
then, Eq. (7) has at most one nonoscillatory solution. 
The above corollary can be extended to include 0 < q(t) < nzT-2 or 
0 < q(t) < n”Te2 plus additional hypotheses on q(t). Also, there are several 
other theorems concerning Hill’s equation (see [4, pp. 59-661 for example) 
that could be used to obtain results similar to Corollaries I and 2. 
COROLLARY 3. Suppose p(t) q(t) > 0, p (l/p(t)) dt = co, and 
j ji f (s) ds 1 ,< M < co for some constant M for all t > 0. Also, assume that 
s “- IW dt>>’ I/(P(~> q(t)) dt < *. (8) 
Then (2) has at most one nonoscillatory solution. 
Proof. Condition (8) implies that p(t) q(t) --f K > 0 as t -+ co. Thus by 
[9], all nonoscillatory solutions of (2) tend to zero as t---f 03. Also, since 
p(t) q(t) > k/2 > 0 for t 2 T, we have 
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Thus all of the solutions of (1) are oscillatory by Coles [6]. Next, for any 
solution x(t) of(l), let V(t) = (p(t) ~‘(t))~/(2p(t) q(t)) + x2(t)/2. Then V’(t) 3 
- l(P@> do>’ ll(PW q(t)) WY f rom which it follows from a standard com- 
parison result [14, p. 161 that V(t) is bounded below by some positive constant 
M. Since x(t) oscillates, let t, be the point between any two consecutive zeros 
of x(t) where 1 x(t)\ is maximized. Then x’(t,) = 0 and V(t,) = ~~(t,)/2 3 
M > 0. Therefore x(t) cannot tend to zero as t -+ co. The result follows now 
from Theorem 3. 
COROLLARY 4. Suppose there exists a function g(t) with g”(t) = f (t) and 
g(t) + 0 us t -j co. Also, assume that q(t) > 0 and 
i om I4’(t)l/dt) it < a. (9) 
Then (7) has at most one nonoscillatory solution. 
Proof. If g(t) oscillates, by Atkinson [1, Theorem 51, all solutions of (7) 
oscillate. If g(t) does not oscillate, by [I, Theorem 11, any positive non- 
oscillatory solution y(t) of (7) satisfies 0 <y(t) <g(t). If y(t) is a negative 
nonoscillatory solution of (7), then (-y(t)) is a positive nonoscillatory 
solution of (-y)” + q(t) (-y) = -f(t), where (-g)” = -f and -g(t) + 0 
as t + co. Again, we must have 0 < -y(t) < -g(t). In either case, we must 
have y(t) + 0, as t + co, if y(t) is a nonoscillatory solution of (7). 
It follows from the argument in Corollary 3 that the solutions of the 
homogeneous equation (6) do not approach zero as t + co. So again, Corol- 
lary 4 follows from Theorem 3. 
We next present an example which shows how Theorems 1, 2, and 3 can 
fail if certain hypotheses are omitted. 
Consider an equation of the form 
X” + q(t) x = 0, (6) 
where q(t) is continuous and T-periodic in t such that the characteristic multi- 
pliers wr and wa are real reciprocals with wr > 1 > wa . Independent solutions 
of (6) can be chosen with the form btpl(t) and e”ztpz(t) where pi(t) and p2(t) 
are T-periodic with Re h, > 0 and Re X, < 0. Thus, eaztpz(t) + 0 exponen- 
tially and lim sup ] eAltpl(t)j = cc as t + co. Also, q(t) may be chosen positive 
so that all solutions of (6) oscillate (see, for example, [15, p. 851 or [4, p. 661). 
Next, consider y(t) z (2 + sin t)/ta. Then y(t) satisfies the equation 
Y” + 40) r(t) = f (t) (7) 
where f(t) = -t-” sin t - 2at-“-l cos t + a(, - 1) t-lrp2(2 + sin t) + 
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[q(t) (2 T sin t)/t=]. If (Y > 0, then y(t) ---f 0 as t---f co and J,(t) does not 
oscillate. Also, x(t) -y(t) + ce”+Jt) is a solution of (7) and must satisfy 
z(t) > 0 for t sufficiently large where c is any constant. Thus there will be an 
infinite number of nonoscillatory solutions of (7) for any 01 >, 0. Also, by 
choosing 01 properly we can placef(t) inP[l, 00) for anyp > 0 that we desire. 
Notice that the boundedness of solutions of the homogeneous equation (6) 
required in Theorem 1, the square integrability of solutions of (6) required 
in Theorem 2 and the restriction that no solution of (6) approaches zero 
necessary in Theorem 3 are all violated by this example. 
Finally, we consider an example of an equation which does have a unique 
nonoscillatory solution. To do this, we cite an existence theorem of Atkinson 
as it pertains to linear equations. 
THEOREM [Atkinson, [ 1, Lemma 211. C onsider Eq. (7) on some t interval, 
t > t, . Let q(t) > 0 and let h(t) be a bounded positive function such that 
h”(t) -f(t). Suppose h(t) > j: du J-z q(s) h(s) ds, t > to. Then (7) has a 
solution y(t) satisfying 0 <y(t) < h(t), t 3 to . 
y” + [(2 + sin t)/4] y = edt, t > 0. (Ex.) 
It is easy to see that the preceding existence theorem of Atkinson is satisfied 
and also that Corollary 2 is satisfied for n = 1. Thus the equation in the 
example has a unique nonoscillatory solution. 
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