Abstract-The growth of depth sensing systems in this decade has facilitated a variety of applications in computer vision. Depending on the systematic configurations, both direct and indirect sensing techniques encounter image processing issues, such as hole filling and depth map super resolution. In this paper, a framework for depth video reconstruction from a subset of samples is proposed. By redefining classical dense depth estimation into two individual problems, sensing and synthesis, we propose a motion compensation-assisted sampling (MCAS) scheme and a spatio-temporal depth reconstruction (STDR) algorithm for reconstructing depth video sequences from a subset of samples. Using the 3-dimensional extensible dictionary, discrete wavelet transform (DWT), and applying alternating direction method of multiplier technique, the proposed STDR algorithm possesses scalability for temporal volume and efficiency for processing large scale depth data. Exploiting the temporal information and corresponding RGB images, the proposed MCAS achieves an efficient one-stage sampling scheme. Experimental results show that the proposed depth reconstruction framework outperforms the existing methods and is competitive compared with our previous work, which requires a pilot signal in the two-stage sampling scheme. Finally, to estimate missing reliable depth samples from varying input sources, we present an inference approach using geometrical and color similarities. Applications for depth video super resolution from uniform-grid subsampled data and dense disparity video estimation from a subset of reliable samples are presented.
applied to aid multiview synthesis [6] , object segmentation [7] , human pose estimation [8] . Typically, the performance of these applications correlates to the quality of depth data. Therefore, obtaining high quality depth data becomes an important topic in computer vision and image processing societies.
According to the configurations of depth sensing systems, depth data acquisition methods face different image processing problems. For example, given low resolution (LR) depth data and high resolution (HR) RGB images, super-resolution (SR) technique is typically applied for HR depth image synthesis [9] [10] [11] . To fill missing depth pixels, depth image inpainting is usually utilized for occluded region filling [12] . However, both techniques can be jointly utilized by searching for the solutions to two problems: (1) finding and estimating reliable sample sets, and (2) reconstructing dense depth data from reliable samples. This leads to a general problem of dense depth reconstruction from a subset of depth data. To resolve these problems, studies on efficient representations, sampling and reconstruction algorithm for single depth image were first discussed in our previous work [1] , whereas in this paper, we mainly focus on extending single image-based to video-based depth reconstruction, which exploits temporal information and deals with depth data in the form of spatio-temporal volume. To the best of our knowledge, reconstructing depth video sequences has not yet been investigated. Therefore, we herein propose a framework for depth video reconstruction.
In this work, an additional depth data inference method [13] is introduced to connect the proposed framework to practical depth video processing problems. In the proposed framework, a spatio-temporal depth reconstruction (STDR) algorithm is utilized to synthesize dense depth data from reliable sample sets determined by the proposed motion compensation assisted sampling (MCAS) scheme. However, the subset of depth data is deterministic in the problem of HR depth video synthesis given LR depth and HR RGB video sequences. We herein introduce a depth inference approach to estimate reliable sample sets given the subset of depth data. Finally, more applications that utilize the proposed depth video reconstruction framework are presented in Section V.
A. Contributions
With the usage of temporal information, our main objective is to systematically present a framework for depth video reconstruction from a subset of samples, and our main contributions are as followed.
• To deal with spatio-temporal depth data, we propose a STDR algorithm using the technique of alternating direction method of multipliers (ADMM). We formulate a mathematical model that achieves temporal scalability using 3D-DWT, leading to robust reconstruction performance to varying sizes of temporal volumes. Moreover, using temporal information we present a speed-up scheme for the proposed STDR algorithm.
• With a fixed sampling budget, we propose a MCAS scheme that predicts and determines locations of reliable samples using combined absolute response maps derived from RGB and motion compensated depth images, achieving an efficient 1-Stage sampling strategy without the requirement of pilot signal proposed in our previous work [1] . The proposed method is more suitable for reconstructing depth video sequences.
• Using geometrical and color similarities, we propose an internal reliable depth data estimation for missing samples between MCAS predictions and input sources. With the integration of the proposed depth video reconstruction framework to practical systems, we demonstrate the following applications: (1) depth video SR from uniformlygrid subsampled depth data, and (2) dense disparity video from a subset of estimated and reliable disparities.
B. Related Works
The proposed depth video reconstruction framework lies in the fields of space-time depth enhancement and sensing. Previous works on single-frame-based processing are abundant, but research on dealing with spatio-temporal depth volume is limited. In the following, we discuss and highlight related works for both single and spatio-temporal depth images.
Depth enhancement method is used to synthesize HR depth data or to improve depth image quality. Recent works, such as iterative bilateral filtering [14] , multi-lateral filtering [11] , [15] , Markov Random Field (MRF) [16] , and anisotropic diffusion tensor [9] , are proposed to recover high resolution depth images. However, they typically assume that input data are uniformly-grid sampled, yielding less capability of processing input samples with irregular patterns. To deal with scattered depth data, guided filter [12] , [17] and bilateral filter [18] are proposed for depth data hole filling, whereas they require the assistance from high quality RGB images during the filtering process. Other techniques, such as learningbased approaches [19] , [20] and patch-based methods [21] , require large training data and are usually time-consuming during training and synthesizing phases, resulting in less efficiency to deal with spatio-temporal volume. However, neither RGB images nor constraint on uniform-grid samples are required for the proposed STDR algorithm (Section III).
Depth sensing is typically associated with reconstruction algorithms, and its purpose is to acquire a sparse amount of meaningful samples, yielding high quality reconstructed depth data. Considering joint work on sensing and dictionary learning, Duarte-Carvajalino and Sapiro proposed a patch-based approach for image recovery [22] . Later, Schwartz et al. proposed to determine sensing matrices using saliency map [23] . These methods define sensing matrix with weights based on Gaussian or Gaussian-Bernoulli distributions. In contrast, our proposed method defines sampling matrix with weights, 1's, as the pixel is sampled, and 0's otherwise.
The most relevant work is probably our previous work on single-frame 2-Stage sampling and ADMM reconstruction algorithm [1] , whereas in this paper, we consider both sampling strategy and reconstruction algorithm for spatiotemporal depth data. In 2-Stage sampling, a pilot sampling signal was deployed for the second stage sampling location predictions, yielding less efficiency on conducting reconstruction twice. However, the proposed spatio-temporal sampling scheme achieves 1-Stage sampling prediction and is capable of dealing with multiple frames at a time. Followed by a spatiotemporal reconstruction algorithm, the proposed framework is thus suitable to depth video reconstruction (Section IV).
To the best of our knowledge, there are limited works on depth video sensing, and the most related work on depth video enhancement is [10] . The authors proposed to achieve high quality depth videos by using a weighted mode filtering method (WMF) to obtain HR depth images and applying a multi-scale color measure (MCM) to achieve temporal consistency. Instead of obtaining HR depth images before achieving temporal consistency, in this work we first consider samples that can maximize the HR depth image quality given a fixed sampling budget, and then estimate depth values of these samples from the given LR depth data. Finally, HR depth images are synthesized by the proposed STDR. This leads to a novel methodology for depth video enhancement. Detailed discussion of this application is presented in Section V-B.
It is interesting to mention total generalized variation (TGV) based model for image restoration [24] , space-time image restoration [25] , and depth map upsampling [9] . According to [24] , TGV-based model is suitable for natural image restoration, whereas computational time is proportional to the order of TGV model. However, with the concern of computational efficiency, we in this work utilize total variation (TV) based model, and we demonstrate that as combining with the proposed sampling and estimating scheme, the proposed framework can further achieve better performance than TGV-based model [9] (Section V-B).
In this paper, the proposed STDR algorithm is an extension of our previous work [26] with additional experimental results on parameter selections using both mean absolute error (MAE) and percentage of bad pixel. Additional comparisons on the robustness of reconstruction performance to varying sizes of temporal volume are also presented in Section II-C.
In the following sections, after reviewing notations and systematic configurations of our proposed framework in Section II, the problem formulation and reconstruction algorithm for spatio-temporal depth data are presented in Section III. In Section IV, the motion compensation assisted sampling scheme for depth video sequences is discussed. Finally, we compare the reconstruction performance and demonstrate multiple applications using the proposed framework in Section V.
II. DEPTH VIDEO RECONSTRUCTION FRAMEWORK AND NOTATIONS
In this section, we describe the systematic configuration and notations for our proposed framework of depth video reconstruction from a subset of samples.
A. Systematic Configurations and Depth Data Descriptions
In our proposed depth video reconstruction framework, we assume that depth measurement systems contain at least one RGB camera as it is a standard configuration for depth sensing systems. For example, passive depth estimation systems, which indirectly estimate depth information by finding matched points between a pair of RGB images, have two RGB cameras. Active depth estimation systems, which directly measure depth using Time-of-Flight or infrared cameras, typically have at least one RGB camera (i.e., Kinect). Therefore, we assume that RGB video sequences exist in our systematic configuration.
The description of depth data varies as different depth measurement systems are utilized. In practice, depth information can be either directly measured by sensors or indirectly estimated from a pair of images. For the former, depth image is utilized for representing depth information. However, for the latter, disparity map is used as an alternative because disparity values, which can be converted into depth information by the triangulation geometry [27] , are differences between the locations of matched points. In the rest of this paper, we use depth and disparity interchangeably.
B. Notations for Spatio-Temporal Volume
Assuming that Q is the index of previously reconstructed frame, we let x Q+t to be a N × 1 vector representing a depth image, b Q+t to be a N × 1 vector representing sampled data, and y Q+t to be a N × 3 vector representing the corresponding RGB image. The subscript (Q + t) denotes the frame index and t is an integer with t ≥ 1. The number of sampled data in b Q+t is m, and the locations of sampled data are defined by a N × N diagonal sampling matrix with diagonal elements
where the first subscript of S Q+t,ii denotes the frame number and the second subscript denotes the location of the matrix. Noting that the off-diagonal elements of S Q+t are zeros. More specifically, the locations of nonzero elements in b Q+t are the locations of nonzero diagonal entries of S Q+t , i.e., b Q+t = S Q+t x Q+t . Here, we further define the sampling rate ξ = m N as an alternative for describing the number of sampled data, and in this work we especially consider m N and ξ 1. Now, considering a spatio-temporal depth volume consisting of T depth images, we let x to be a T N × 1 vector
Similarly, the sampled data in the form of spatio-temporal volume b is defined as
The spatio-temporal volume of RGB images is
Then, the sampling matrix S is now a T N × T N matrix with diagonal elements where the subscript of S j j denotes the locations of matrix S and j is equal to (t N + i ). Note that given a fixed sampling rate ξ = T m T N , it is not necessary to have m samples for each b Q+t , whereas only in total T m number of samples over the whole spatio-temporal volume b is required. With the spatiotemporal depth volume representation, the sampling operation is now simplified as b = Sx.
In this work, we further exploit the temporal correlation between RGB images. Referring to Figure 1 , we utilize the predicted depth imagesx Q+t,mc to assist the determination of sampling locations. The variablex Q+t,mc is the motion compensated depth image given previously reconstructed framex Q and estimated motion vector v Q,Q+t . The variable v Q,Q+t denotes the motion vector between RGB images, y Q and y Q+t . The selection of motion compensation and motion vector estimation methods does improve the overall depth video reconstruction performance. In order to focus on our proposed STDR and MCAS algorithms, we herein utilize the method proposed by [28] .
C. Sampling Patterns
For sampling matrix S, the sampling pattern can be either deterministic or random. Given a sequence of probabilities { p j } T N j =1 , we define the sampling matrix S j j = 1 with probability p j , and S j j = 0 with probability 1 − p j . If p j = 1 for j ∈ , and the cardinality | | = T m, the sampling pattern is deterministic. If p j = ξ for j = 1...T N, the sampling pattern is now uniformly random. Apparently, the number of sampled data for both deterministic and uniformly random patterns are mathematically equal to T m, 1 and
To compare the performance of existing depth reconstruction algorithms, in Section III, we first assume the sampling pattern is uniformly random, and in Section IV we will discuss the efficient sampling strategy for the proposed depth video reconstruction framework. Figure 1 provides a systematic overview of the proposed depth video reconstruction framework. Figure 2 shows an example of input/output data for the proposed MCAS and STDR algorithms. In the following, we will address our works on the "Depth Volume Reconstruction" and "Sampling Map Generation" blocks in Section III and IV respectively. Depending on systematic configurations, applications that utilize the proposed framework are presented in Section V.
III. SPATIO-TEMPORAL DEPTH RECONSTRUCTION

A. Problem Formulations
In order to reconstruct spatio-temporal depth volume from a subset of samples, we first formulate the problem as
where is a T N × T N orthonormal matrix, and W is a T N × T N diagonal weighting matrix. Apart from our previous work [1] , in this paper we let to be wavelet transform because it is scalable to the spatio-temporal domain, 2 and it is suitable for spatio-temporal data.
The main advantage of using Wavelet transform is because of its capability of analyzing and synthesizing signals in both spatial and temporal domains. More specifically, 3D discrete Wavelet transform (3D-DWT) analyzes a signal along 3 dimensions, horizontal (h), vertical (v) and temporal (t), and decomposes a signal in each direction into lowpass (L) and highpass (H) components, respectively. In this work, 2D-DWT is applied as T = 1, and 3D-DWT is utilized for dealing with the spatio-temporal data (i.e., T > 1). Therefore, the diagonal weight matrix W has coefficient 1 for W j j that relates to the detail coefficients. Otherwise, weights are set to 0. For 3D-DWT, we set W j j = 1 as j locates in the bands {LHL, HLL, HHL, LHH, HLH, HHH}. With the Fig. 3 .
Histogram of magnitude of 3D-DWT transform coefficients of all test sequences. We construct the spatio-temporal depth volume using the 20th-21st frames for "Tanks", 13th-14th frames for "Books", 50th-51st frames for "Street", 73rd-74th frames for "Temples", and 85th-86th frames for "Tunnel" (T = 2). We then apply 3D-DWT using Daubechies 2 (db2) and decomposition level=1. labels of L and H in order, bands of transform coefficients are now defined. For example, coefficients in the band LLH are obtained from taking low pass in horizontal and vertical directions, and high pass in temporal direction.
The design of weighting matrix W relates to the characteristic of transform coefficients of dense spatio-temporal depth volume. Figure 3 shows a histogram of the magnitude of transform coefficients using 3D-DWT. It is evident that coefficients with large magnitudes locate mainly in {LLL, LLH}. Intuitively, to ensure coefficients in {LLL, LLH} can be recovered, we set the corresponding weights to be 0. Conversely, to limit the magnitude of coefficients in {LHL, HLL, HHL, LHH, HLH, HHH} to be small, we set the relating diagonal elements of W to be 1. Therefore, the 1 regularization term in (7) with designed weighting matrix W fits the characteristic of transform coefficients of dense spatiotemporal depth volume. We observe that depth data has piecewise smooth property, and the discontinuities locate mainly along the object boundaries. To preserve these properties, we therefore introduce total variation as a regularization term.
where · TV denotes anisotropic spatial total variation, and
. D h and D v are horizontal and vertical difference operators. Noting that (8) is convex. As x is a spatio-temporal volume, we may consider spatio-temporal total variation, which is defined
However, our empirical results indicate that the improvement from spatio-temporal total variation is limited while frames of x are not identical, as shown in Table I . We herein choose spatial total variation only. In the following, we present our proposed spatio-temporal depth reconstruction using ADMM.
B. Spatio-Temporal Depth Reconstruction Algorithm
To solve (8), we propose to use alternating direction method of multipliers as it is capable of dealing with large scale problem. ADMM was first proposed by [30] and [31] , and discussed by Boyd et Al. [32] . In this decade, it has been widely used for image processing applications, e.g., image deblurring [33] , image/video denoising [34] . Recently, ADMM is utilized for single depth image reconstruction in our previous work [1] , whereas the main difference is that we extend this work to a dense spatio-temporal depth volume reconstruction from a subset of samples. In terms of algorithm, the approach is similar to our single frame ADMM. Readers can refer to our previous paper for detailed discussion [1] . We note that the scalability to the sizes of spatio-temporal volume is more important for depth video reconstruction framework. In the following, we briefly present the proposed spatio-temporal depth reconstruction (STDR) algorithm, and then discuss its temporal scalability.
First, we introduce new auxiliary variables, r = x, u 1 = x and u 2 = Dx, and reformulate (8) as
subject to r = x, u 1 = x, and u 2 = Dx. (9) Applying augmented Lagrangian, the constrained minimization problem (9) is then reformulated as
Note that w, q 1 , and q 2 are Lagrange multipliers, and scalar variables ρ, γ 1 and γ 2 are internal parameters. These internal parameters are set to be fixed as T varies. Detailed discussion on the parameter selections is presented in Section III-C. Equation (10) can be split into multiple subproblems, and its optimal solution x * can be obtained by solving x-,r-,u 1 -,u 2 -subproblems sequentially. Solutions to these subproblems are,
where
Noting that F and F −1 are forward and inverse 2D Fourier Transform respectively, and |F { D}| 2 denotes the magnitude square of the eigenvalue of the differential operator D. Here, r, u 1 and u 2 subproblems are independent to each other, parallel processing on these three subproblems is feasible to further speed up the algorithm. Then, the Lagrange multiplier updates are
For the initialization (k = 0), we set the unknown samples as 0. Further discussion on initialization strategy will be presented in Section III-D. Then, the proposed spatiotemporal depth reconstruction algorithm solves subproblems sequentially, and it iterates until stopping criteria is met.
C. Parameter Tuning and Temporal Volume Scalability
Observing (10), the model with augmented Lagrangian has two regularization parameters, λ and β, and three internal parameters, ρ, γ 1 and γ 2 . The selection of parameters is typically problem related, and for the proposed STDR algorithm, the The chosen parameters are shown in red curves. Results indicate that our selected parameters achieve the fastest convergence rate.
robustness to different volumes is especially important. In the following, we discuss our experiments on parameter selection for the spatio-temporal depth reconstruction algorithm.
1) Evaluation Metrics:
Instead of using mean square error (MSE), we consider mean absolute error (MAE) as an evaluation metric for the selection of parameters. The main reasons are that MAE has been shown to be a better metric than MSE [35] , and for depth measurements, pixel-wise absolute difference is commonly utilized. Given a reconstructed spatio-temporal disparity volume,x, the mean absolute error is defined as,
For the simulation, we use the disparity video dataset provided in [36] . During the experiments, we normalize the disparities to [0, 1] for the proposed STDR algorithm, and then rescale disparities back to [0, 255] for the evaluation. Once the parameters are determined, we further validate the reconstructed result using percentage of bad pixel [37] (% Bad Pxl.),
where τ is an integer number, and I{·} is an indicator function. I{·} returns 1 if the statement is true. Otherwise, it returns 0.
2) Regularization Parameters (λ, β):
Regularization parameters typically relate to the reconstruction performance. Results on our regularization parameter selection are shown in Figure 4 . Due to the limited spaces, we show experimental results with randomly selected frames and video sequences. Observing 2D MAE contours shown in (a) and (b), results indicate that lowest mean absolute error locate in the ranges 5 × 10 −5 ≤ λ ≤ 5 × 10 −4 and 10 −6 ≤ β ≤ 10 −4 . We therefore pick λ = 10 −4 and β = 5 × 10 −5 . We further validate our selected parameters using % Bad Pxl. (observing (c) and (d)), justifying that the selected parameters also achieve minimum bad pixel rate.
3) Internal Parameters (ρ, λ 1 , λ 2 ): Internal parameters typically relate to the convergence rate. Examples on our internal parameter selections are shown in Figure 5 . The red curves indicate the convergence rates for the selected internal parameters, and we observe that the chosen parameters yield the fastest convergence rate. All the experiments on parameter selection are conducted on computer with Intel 3.2GHz CPU, 12GB RAM, 64-bits Windows 7 and MATLAB R2014a. For more experimental results, readers can refer to our supplementary materials. 3 Based on the selection of parameters, we additionally conduct an experiment on reconstructing dense "Tanks" sequence from a subset of random samples with T = 1, 2, ..., 5. As shown in Figure 6 , on average, the reconstruction performance is robust to the sizes of spatio-temporal volume, and we can still observe slight improvement as T increases, especially when sampling rate is around at ξ = 0.03 (3%). Additionally, we choose "Triangular Interpolation" method, which utilizes Delaunay triangulation for scattered data interpolation [38] , as a benchmark. With the evaluation over the whole "Tanks" sequence, the proposed STDR algorithm has approximately 0.5 pixels improvement when the sampling rate is at 3%, and Reconstruction performance versus number of frames T . For each sampling rate and T, we average the reconstruction performance over 100 frames of "Tanks" sequence. Noting that we use 99 frames for the case T = 3. 
D. Initialization Using Temporal Information
As we discussed in our previously work [26] , further speedup on convergence rate can be achieved by initializing the vector b init by using previously reconstructed frames.
Another possible candidate is to use motion compensated depth images. However, our experimental results indicate that both previously reconstructed frames and motion compensated depth images yield approximately 2× faster convergence rate than the initialization scheme is not applied. Same experimental results are presented in our previous publication. Readers may refer to [26, Fig. 3 ]. Therefore, both configurations are suggested to further speed-up the proposed STDR.
E. Preliminary Comparisons
To the best of our knowledge, the proposed work is the only work that reconstructs depth video without additional information. We therefore justify the comparison to singleframe reconstruction method. For the "Hawe [39] " method, its default configurations are applied. For the proposed STDR algorithm, we apply depth image reconstruction with T = 1 to the first frame, and then conduct the proposed initialization scheme with T = 5. For Wavelet transform configurations, we use "db2" as the wavelet function with two decomposition levels. Table III shows the comparison of reconstruction performance for 5%, 10%, 15%, and 20% sampling rates. Note that in this experiment, three evaluation metrics, % Bad Pxl., MAE and PSNR are considered. Referring to the PSNR metric, we observe that the proposed STDR algorithm outperforms the other existing methods, and STDR has on average 9 dB improvement than the second best result for the "Books" sequence. Also, for all test sequences, the proposed method mostly achieves the lowest MAE and % Bad Pxl. So far, we conduct experiments using uniformly random sampling strategy. In the following section, we present an efficient sampling strategy.
Algorithm 1 Spatio-Temporal Depth Reconstruction (STDR) Algorithm
IV. MOTION COMPENSATION ASSISTED SAMPLING
Supposing that a subset of depth data is provided, depth image super resolution (SR) is a classical technique for obtaining high resolution images. For depth image SR problem, the provided depth data are typically uniformly subsampled, and then interpolation methods are applied to synthesize high resolution images [17] . However, instead of directly processing the uniformly subsampled data, we separate the problem into two sub-problems: (1) Given a fixed sampling budget, what are the samples that can maximize the reconstruction performance? (2) Given the uniformly subsampled data, how can we obtain the depth values of those samples determined by (1) . In this section, we mainly consider the problem (1) for depth video synthesis. The solution to (2) is typically application related, and it will be discussed in Section V-B.
An efficient sampling strategy for single depth image reconstruction was discussed in our previous work [1] , whereas in this paper, we focus on an efficient sampling scheme for depth video reconstruction. In [1] , the 2-Stage sampling strategy uses half of sampling budget for pilot signal estimation and then determines the other half by referring to the reconstructed depth image from stage 1. In this paper, temporal correlation is utilized to assist determining sampling locations. With the usage of motion vectors between successive frames, a more efficient 1-Stage sampling strategy is proposed. To discuss the 
Algorithm 2 Motion Compensation Assisted Sampling (MCAS) Scheme
proposed MCAS scheme, in the following, we first discuss how to exploit temporal information using corresponding RGB images and previously reconstructed depth images. Then, oracle random sampling strategy using combined absolute response maps is presented. Finally, the proposed MCAS is described in Algorithm 2.
A. Oracle Random Sampling Assisted by a Linear Combination of Absolute Response Maps
First of all, we let h to be a N × 1 vector with non-negative elements and define it as absolute response map. Now, let h Q+t be a vector representing a linear combination of absolute response maps for the (Q + t)th frame,
Note that variable h Q+t,1 denotes the gradient of RGB image, and h Q+t,2 is the magnitude of PCA responses of motion compensated depth image. Now, as mentioned in II-C, we let {I Q+t, j } N j =1 to be independent Bernoulli random variables with a sequence of probability { p Q+t, j } N j =1 . The probability of a pixel to be sampled or not is defined as
Then, we define a new random variable that averages the response values with aforementioned independent Bernoulli random variables
According to [1, Sec. V-B], given a fixed θ , it is straight forward to show that the random variable Y Q+t is unbiased.
Minimizing the variance of Y Q+t yields
The variable τ is the root of the second equation in (22) .
From (22), we can observe that given the absolute response maps h Q+t,1 and h Q+t,2 , the sampling probability for each point is now a function of θ . In the next section, we discuss the generation of absolute response maps h Q+t,1 and h Q+t,2 .
B. Synthesis of Absolute Response Maps
Based on the depth video reconstruction framework, both the spatial information and temporal correlations to the sequence of RGB images can be further exploited by using motion compensation. With the motion compensated depth imagex Q+t,mc and RGB image y Q+t , we propose to synthesize h Q+t from the responses of principal components to the motion compensated depth image and the gradients of the corresponding RGB image.
1) Obtaining h Q+t,1 : To obtain motion compensated depth imagex Q+t,mc, , we apply motion compensation to the previously reconstructed depth imagex Q with the motion vector v Q,Q+t estimated from y Q and y Q+t . Asx Q+t,mc is not error free, we apply principal component analysis and obtain PCA responses of motion compensated depth image for the absolute response map h Q+t, 1 . We first define a set of N p × 1 vectors {a j } N j =1 , where a j is a canonical representation of a N p × N p patch centered at pixel j ofx Q+t,mc, . Noting Mean absolute curves with varying θ values. We evaluate the reconstruction performance using "Tanks" sequence (100 frames), we set T = 1 for the proposed STDR.
that patches are obtained from sliding windows with 1 pixel difference, and thus total number of patches is equal to total number of pixels ofx Q+t,mc . Consequently, we construct a matrix A = [a 1 , a 2 , · · · , a N ], calculate the correlation matrix, and conduct a singular value decomposition (SVD)
where each column of U is a N p × 1 basis, and U = u 1 , u 2 , · · · , u N p . Now, given a PCA basis u k and a signal a j , the PCA response is u T k a j . Therefore, the absolute response map h Q+t,1 is defined as the sum of absolute value of PCA responses,
In this work, we choose M = 16 and N p = 121, and normalize h Q+t,1 to the range [0, 1].
2) Obtaining h Q+1,2 :
To estimate gradients of corresponding RGB image, we apply
where D h and D h are horizontal and vertical difference operators. 4 As edges in RGB image might be the edges in the depth image, instead of using PCA responses, we propose to use gradients. Similar to h Q+t,1 , we also normalize the absolute response map h Q+t,2 to the range [0, 1]. Figure 7 shows snapshots of intermediate images. The motion compensated depth image,x 20,mc is synthesized from previously reconstructed depth imagex 19 with the estimated motion vector between y 19 and y 20 . Then,x 20,mc and y 20 are utilized for estimating h 20,1 and h 20, 2 . Finally, the sampling locations are determined using the proposed method. Figure 7 (e)-(g) are examples of varying θ . If we set θ = 0, the samples locate mainly at the edges of the corresponding view images. If we set θ = 1, sampling locations are biased by the errors from the motion compensated depth image.
A comparison of MAE curves with varying θ is shown in Figure 8 . It is visible that the lowest MAE value locates in the range [0. 6, 0.7] . This justifies that utilizing a linear combination of h Q+t,1 and h Q+t,2 gives rise to better reconstruction performance than using single absolute response map alone. Therefore, we pick θ = 0.6667 as a default. A reconstructed depth image with θ = 0.6667 and ξ = 0.0489 is shown in Figure 7 (h), and the overall MCAS strategy is presented in Algorithm 2.
C. Framework for Depth Video Reconstruction
Given a fixed size of temporal volume, T , we have presented a motion compensation assisted sampling (MCAS) scheme and a spatio-temporal depth reconstruction algorithm (STDR) for depth video reconstruction framework.
Algorithm 3 Depth Video Reconstruction
However, the determination of temporal volume T relates to the accuracy of motion vector estimation and compensation algorithm. Given a motion vector search limit, r max and the maximum temporal volume size, T max , we determine the size T as (1) maximum of v Q,Q+t ≤ (0.5 × r max ) and (2) T ≤ T max . Finally, the overall depth video reconstruction algorithm is shown in Algorithm 3.
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we first compare the proposed depth video reconstruction framework to existing depth reconstruction methods given a subset of ground truth depth samples. Then, we present an application that utilizes our proposed framework for depth video reconstruction from low resolution ground truth disparity videos, real disparity videos and Kinect data. Finally, we show the depth video reconstruction from a subset of real estimated depth data.
A. Depth Video Reconstruction From Sparse Samples 1) Using Synthetic Data:
To evaluate the depth video reconstruction framework from a subset of samples, we utilize the synthetic depth video dataset provided in [36] . As this work is the first work on depth video reconstruction from a subset of samples, therefore, we justify the reconstruction performance using existing single-frame based sparse reconstruction methods. In the comparisons, we consider two standard interpolation methods, , "Bicubic" and "Guided filter [17] ", as benchmarks. Since RGB images are available in our systematic configuration, we therefore consider guided filter as an additional benchmark. Note that for the "Guided filter", we apply window sizes [7 5 5 5] , [9 7 5 5] and [7 5 5 5] for "Temples", "Books" and "Tanks" sequences respectively. Each window size in the vector relates to [5%, 10%, 15%, 20%] sampling rates. For our framework we use "db2" as the wavelet function with two decomposition levels and T max = 5 in the proposed STDR algorithm. In the proposed MCAS scheme, we set θ = 0.6667. We additionally compare our framework to our previously work for single depth image reconstruction [1] . We apply the "2-Stage" algorithm for the sampling strategy and use our proposed STDR algorithm with T = 1 for reconstruction method. The main differences between this work and [1] is that the proposed MCAS strategy is a 1-Stage sampling method which utilizes temporal information for estimating optimal sampling locations; therefore, no pilot signal is required in the proposed MCAS scheme. Table IV compares the reconstruction performance. On average, our proposed "MCAS + STDR" approach is very competitive comparing to the "2-Stage [1] + STDR" approach, which conducts reconstruction twice, whereas "MCAS + STDR" utilizes temporal information and is a 1-Stage sampling approach. Comparing to existing methods, our proposed "MCAS + STDR" mostly outperforms the other methods. Moreover, as sampling rate increases from 5% to 20%, both "MCAS + STDR" and "2-Stage + STDR" have significant performance improvement, whereas the improvement on the other existing methods is limited.
Visual comparisons of sampling maps and reconstructed depth images are shown in Figure 9 . Observing Figure 9 (h)-(l), both the "MCAS + STDR" and "2-Stage + STDR" have better visual quality than the others. Observing Figure 9 (j)(k), we also can tell that the results with guided filter interpolations have blurry boundaries around the bottom of the "Temples" because of the lack of intensity distinctions in Figure 9 (a). From Figure 9 (l), the "Uniformly Grid + Bicubic" yields erroneous object boundaries. Overall, both "MCAS + STDR" and "2-Stage + STDR" achieve the best visual quality.
2) Using Real Data -From Stereo Camera: We further apply the proposed depth video reconstruction scheme to real data. We first determine the 10% sampling locations using the proposed MCAS, and then apply disparity estimation method [40] to estimate disparity values from stereo images. The examples of reconstructed results using real data are shown in Figure 10 . In the first row, we show snapshots of left view image and sampling maps determined by "MCAS", "2-Stage", "Uniformly Ransom", and "Uniformly Grid." The second row shows the reconstructed disparity maps. It is observable that both "MCAS + STDR" and "2-Stage + STDR" result in better visual quality compared to other methods. Disparity maps of "Uniformly Random + [17] " and "Uniformly Grid + [17] " are relatively blurry. We can also see that object boundaries in the reconstructed disparity maps of "Uniformly Grid + Bicubic" are erroneous. Therefore, visually, the proposed framework yields better dense depth vidoe quality than existing methods. The video of experimental results are available in our website. 5 3) Using Real Data -Kinect Data: We also apply the Kinect data to the proposed framework. Figure 11 shows snapshots of synthesized depth maps using Kinect data as show the 20th frame of color and depth images. We note that an additional image registration is required as using Kinect RGB and depth sensors, and each depth pixel is ranged from 0 to 2 16 . In this work, we aligned the color and depth image using manufacture's settings, normalized the depth data to [0 1] during the process, and re-scaled depth pixels back to [0 2 16 ] afterward. From Figure 11 (c), it is observable that the depth map using the proposed method has sharp object boundary (seeing the door in the background). 6 Besides, the occluded pixels are properly filled. Since other methods yield blurry boundaries and missing pixels unfilled (dark-blue regions), we conclude that the proposed method has better 6 We note that the image registration to color and depth data is utilized in our "Kinectdata", hence some erroneous boundaries in color images should be expected. visual quality. Note that the collected "Kinectdata" is presented in our research website. 5 
B. Depth Video Reconstruction From Uniform-Grid Subsampled (LR) Depth Video
The proposed framework can also deal with the problem that input samples are from uniformly subsampled data (e.g., ↓ M, M = 2, 4, 8) by introducing an inference operation. More specifically, the input data are acquired from uniformly sampling grid, whereas the proposed sampling locations from the proposed MCAS scheme are not the same as inputs, observing Figure 9 (b) and (e). We need to estimate those missing samples determined by the proposed MCAS scheme. We herein utilize the inference operation presented in [13] . Let G to be a set of indices (representing in full-resolution) from those downsampled data, i ∈ G, and let S to be a set of indices predicted by the proposed MCAS scheme. Our goal is 11 . Visual comparisons of dense depth data reconstruction using Kinect data. We showed a snapshot of the 20th frame of the collected "Kinectdata."
to estimate depth information of indices j ∈ {S/S ∩ G} using the RGB image y and the downsampled data x ↓D . For each pixel j to be estimated, we find the K closest indices k ∈ K, and estimate the depth by
Then, we assign the missing depth pixel bŷ
More specifically, we assume that low resolution ground truth data is provided, i.e., depth images with downsampled factors of 2, 4, 8. In this subsection, we apply the proposed MCAS to determine 5% sampling locations, and then infer these 5% samples' depth values given provided LR ground truth data using (26) and (27) . In other words, MCAS determines the sampling locations, and (26) and (27) are utilized to infer those to-be-estimated samples given the LR depth images.
A comparison between utilizing the proposed approach (Proposed + STDR) and direct using LR depth image (Uni. Grid + STDR) as inputs is shown in Table V . The experimental results indicate that the "Proposed + STDR" outperforms the "Uni. Grid + STDR," and the improvement increases especially when the downsample factor increases. We therefore conclude that the "Proposed + STDR" is a better dense depth video synthesis scheme with the usage of (26), (27) , and "MCAS." Examples of reconstructed depth images are shown in Figure 12 , in which we input downsampled depth data, x ↓8 . Figure 12 (b) shows the input samples (including sub-sampled and estimated depth data) applied to our proposed depth reconstruction algorithm. Reconstructed results to the proposed method is shown in (c), and to the state-of-the art method [9] is shown in (d). Figure 12 (e) shows bicubic interpolated depth image. In terms of visual quality, both the proposed method and [9] are better than bicubic method. Observing the table in Figure 12 , it is obvious that the proposed method is competitive to [9] , and we see that the proposed method achieves the highest PSNR as the sub-sampling factor is at 8, which justifies that the proposed framework is suited for the case that sampling rate is low. We realize that the proposed model is not exactly the same as depth image super-resolution as we do not consider antialiasing and anti-imaing filtering during the down/up-sampling operations.
C. Dense Disparity Video Estimation
The proposed depth video reconstruction framework is also applicable for disparity video estimation. In practice, a classical problem to dense disparity estimation is the trade-off between the blurry effect on object boundaries and selection of patch window sizes [41] . Both large and small window sizes could lead to erroneous estimated disparity values. Therefore, we estimate reliable disparities using multiple window sizes with mean absolute difference as a cost function,
where W is a set of indices relating to a given window size W centered at i , j . Y L and Y R are the left and right view of RGB images. D is the estimated disparity map.
In this work, we obtain reliable samples by searching for the majority of disparities while using different window sizes (e.g., 3 × 3, . . . 11 × 11) and thus obtain a subset of estimated reliable disparity samples, x est (canonical representation of depth image). Then, we conduct the same approach as mentioned in previous subsection, inferring predicted to-beestimated samples using RGB images and estimated depth data, and finally we reconstruct dense disparity video using the proposed STDR algorithm. Note that only requested samples from the proposed MCAS scheme are used in the method. A snapshot of densely reconstructed depth video of "Tanks" sequence is shown in Figure 13 . Dense disparity maps with different window sizes are presented in Figure 13 (a)-(e), and selected reliable samples are shown in (f). According to the proposed MCAS scheme, required sparse samples are shown in (g). Equations (26) and (27) are used to obtain sparse measurements, b. Finally, we use proposed STDR algorithm to obtain the dense disparity map, shown in (i). The average mean absolute errors of estimated disparity maps are 9.13984, whereas the proposed scheme with 5% estimated reliable samples as inputs achieves 2.4369. Therefore, the proposed framework can further be utilized for dense disparity estimation for depth video sequences. Fig. 13 . Example of reconstructing high resolution depth from estimated depth data, x est. . We show an example of the 58th frame of "Tanks" sequence.
VI. CONCLUSIONS
We proposed a framework for depth video reconstruction from a subset of samples. The proposed framework was presented in a systematic flowchart, composing of two major components: spatio-temporal depth reconstruction and sampling. For the proposed STDR algorithm, an efficient ADMM technique was adopted for processing large scale depth data. To cope with spatio-temporal depth data, we introduced 3D-DWT as a dictionary, and showed that the proposed STDR algorithm is robust to the sizes of spatio-temporal volume. A further speed-up scheme using temporal information was demonstrated. Then, an efficient 1-Stage sampling strategy, MCAS scheme, was proposed. By exploiting temporal and RGB information, the proposed MCAS scheme was proposed to predict sampling locations, leading to better selection approach for reliable samples. The current version works only for off-line process, yet the STDR algorithm can be further sped up using GPU implementation to achieve real-time and support more applications. Therefore, the proposed depth video reconstruction framework can be used in many applications. In this paper, with the reliable depth data inference method, depth video super resolution from uniform-grid subsampled data and dense disparity video estimation are demonstrated.
