The main estimation and hypothesis testing results related to the Gauss− Markov model, in its general form, are recalled and the application of these results to the analysis of experiments in block designs is considered. Special attention is given to the randomization-derived model for a general block design, and for a proper block design in particular. The question whether the randomization-derived model can be considered as a particular general Gauss−Markov model is discussed. It is indicated that the former, as a mixed model, is in fact an extension of the general Gauss−Markov model. Thus, the analysis based on the randomization-derived model requires a more extended methodical approach. The present paper has been inspired by one of the last papers of Professor Wiktor Oktaba.
Introduction
As recalled by Oktaba (2003) , methods of linear statistical inference are related to the Gauss−Markov model, originally considered by Gauss (1809 Gauss ( , 1855 and Markov (1900) in a simple form, later extended and studied by many prominent statisticians (see also Rao, 1971 , Section 1.1). One of the generalizations of particular interest is the so-called general uni-and multivariate Gauss−Markov model on which the analyses of experiments are based. Various aspects of this general model were studied by Oktaba (e.g., 1984 Oktaba (e.g., , 1989 Oktaba (e.g., , 1996 Oktaba (e.g., , 1998 Oktaba (e.g., , 2003 and Wawrzosek (1986, 1988) . For practical applications of special interest is the adoption of the theory based on the general Gauss−Markov model to some common 2 T. Caliński experimental designs. In his last paper devoted to that theory, Oktaba (2003) drew attention to its application to the analysis of experimental data from an incomplete block design. The purpose of the present paper is to continue his considerations in this direction.
Main results under the general Gauss−Markov model
A linear model for an n × 1 random vector y with E(y) = θ = Xβ and D(y) = σ 2 V , where V is a known n.n.d. matrix (p.d. in particular) is usually denoted by the triplet {y, Xβ, σ 2 V } (2.1) and called the general Gauss−Markov model (see, e.g., Oktaba, 1984) . It will be always assumed here that it is consistent, i.e., that y ∈ R[X : V ], where R[X : V ] denotes the range space of the indicated matrix. (See also Rao, 1973 , Section 4i.2.)
Main estimation results
Theorem 2.1 (3 in Zyskind, 1967) . Under the assumptions of the general Gauss−Markov model (2.1), a linear function a y is the best linear unbiased estimator (BLUE) of its expectation, a Xβ, if and only if the condition (I n − P X )V a = 0 holds, where P X denotes the orthogonal projector on R(X), i.e., if and only if the vector V a belongs to R(X).
Theorem 2.2 (4 in Zyskind, 1967) . Under the assumptions of the general Gauss−Markov model (2.1), a linear function a y is both the simple least squares estimator (SLSE) and the BLUE of its expectation, a Xβ, if and only if the conditions (I n − P X )a = 0 and (I n − P X )V a = 0 hold simultaneously, i.e., if and only if both vectors a and V a belong to R(X).
Corollary 2.1 (4.2 in Zyskind, 1967) . Under the assumptions of Theorem 2.2, if a y is the SLSE of E(a y) = a Xβ, then it is also the BLUE of a Xβ if and only if (I n − P X )V a = 0, i.e., if and only if V a belongs to R(X).
Corollary 2.2 (3 in Section 8.2 of Rao and Mitra, 1971) . Under the assumptions of Theorem 2.2, any SLSE of its expectation is also the BLUE of that if and only if, for any vector s, V Xs belongs to R(X), i.e., if and only if
R(V X) ⊂ R(X).
General Gauss−Markov Model for Block Designs 3 (See also Theorem 1.1 in Baksalary and Kala, 1983.) Theorem 2.3 (from Section 2 in Baksalary and Puntanen, 1990) . Under the assumptions of the general Gauss-Markov model (2.1), a linear function F y is the BLUE of Xβ if and only if the three conditions (a) F y is unbiased, i.e., F X = X, (b) R(F V ) ⊂ R(X) and (c) F V = V F hold. (See also Theorem 5.1 in Rao, 1971 ).
Corollary 2.3 Under the assumptions of Theorem 2.3, with V in (2.1) being p.d., the statistic P X(V −1 ) y, with
is the BLUE of E(y) = Xβ.
Applying Theorem 3.2 of Rao (1974) , this can be extended to the case where V is n.n.d. Then the projector to be used for F in Theorem 2.3 (above) is
where T − is an n.n.d. g-inverse of the matrix T = V + XU X , for any symmetric U such that T is n.n.d. and rank(T ) = rank [V : X] . (See also Rao, 1973, Section 4i.4.) This extension was utilized in several papers by Oktaba (e.g. 1984 Oktaba (e.g. , 1996 Oktaba (e.g. , 1998 Oktaba (e.g. , 2003 .
Main hypothesis testing results
If not otherwise stated, it will be assumed here that V is p.d.
A hypothesis to be tested under the model {y, Xβ, σ 2 V } can be presented as H : θ ∈ ω = R(X * ) ⊂ Ω = R(X).
(2.2)
Thus under the general assumption, E(y) = θ = Xβ, whereas under the hypothesis, it is reduced to E(y) = θ = X * β * , with X * = XL for some matrix L. Here the notation r = rank(X) and r − q = rank(X * ) will be used. The appropriate F statistic for testing (2.2) can be derived assuming the multivariate normal distribution of y, i.e., that
Under (2.3), the likelihood function for the observations y = [y 1 , y 2 , ..., y n ] is given by their joint probability density (see, e.g., Scheffé, 1959, p. 416; Seber, 1980, p. 77) , i.e., in the form L y (θ, σ 2 ) = (2π) −n/2 |σ 2 V | −1/2 exp{−(y − θ) (σ 2 V ) −1 (y − θ)/2} = (2πσ 2 ) −n/2 |V | −1/2 exp{−(y − θ) V −1 (y − θ)/(2σ 2 )}. (2.4)
Now, one has to derive the maximum of L y (θ, σ 2 ) under the general assumption, G, that θ = Xβ (i.e., θ ∈ Ω) and also under the hypothesis, H, that θ = X * β * (i.e., θ ∈ ω). It appears that, under G, the maximum of the likelihood (2.4) is attained by
with θ 0 = F y and with σ 2 0 obtained as the quadratic form
where F satisfies the conditions of Theorem 2.3. Evidently, by that theorem θ 0 is the BLUE of θ = Xβ. In general, as F one can take
the V −1 -orthogonal projector on R(X). Then (2.5) is related to
(the MINQUE of σ 2 ) by the equality σ 2 0 = (n − r)s 2 /n. Similarly, the maximum value of L y (θ, σ 2 ), under the hypothesis H, is attained by
with θ 1 = F 1 y and
where F 1 satisfies the conditions (a)−(c) of Theorem 2.3 with X replaced by X * , such that R(X * ) ⊂ R(X). Hence θ 1 is the BLUE of θ = X * β * , specified by the hypothesis. From these results, the likelihood ratio can be written as 6) where H and G stand for the hypothesis and for the general assumption, respectively. Evidently, the ratio (2.6) reduces to (σ 2 0 /σ 2 1 ) n/2 , which when transformed according to
gives the F statistic
where r = rank(X), r − q = rank(X * ) and
However, taking into account the conditions (a)−(c) of Theorem 2.3, which the matrices F and F 1 have to satisfy in relation to X and X * , respectively, it can be shown that
Hence the statistic (2.7) can be presented in a more simple form, as
It can be shown that (2.8) really has an F distribution by referring to a generalization of Fisher−Cochran theorem given in Rao and Mitra (1971, Section 9.3) . In fact, the considered statistic F has a noncentral distribution F (q, n − r, δ), i.e., with q and n − r d.f. and the noncentrality parameter
which becomes 0 if the hypothesis is true. The latter statement follows from the fact that, under H : θ = X * β * , the equalities ( 
To complete this section, it may be interesting to draw attention to the test of a hypothesis specified in the form
where B 1 is a q × n matrix of rank q, such that N (B 1 ) = ω ⊕ Ω ⊥ , where N (B 1 ) denotes the null space (kernel) of B 1 . Referring to the model {y, Xβ, σ 2 V }, this can be written as
This hypothesis can be tested using an F statistic of the type
which here can be written as 10) where r = rank(X), q = rank(B 1 ) = rank(B 1 F ), the matrix F being the same as that in (2.5), i.e., such which satisfies the conditions (a)−(c) of Theorem 2.3. The equality rank(B 1 ) = rank(B 1 F ) can be proved by referring to Lemma 4.4.3 in Seber (1980) . That the statistic (2.10) has the F distribution with q and n − r d.f. and the noncentrality parameter
can be proved referring to Rao and Mitra (1971, Sections 9.2 and 9.3) . One may also check that if B 1 = F − F 1 , then the statistic (2.8) can be seen as a special case of (2.10).
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Furthermore, if the hypothesis to be tested is of the type
instead of (2.9), then the appropriate test statistic to be used is 12) which has the same distribution as the statistic (2.10), except that here the noncentrality parameter is of the form Rao (1971, Theorem 3.2) . One may check this by showing that
14)
where the matrices C 1 , C 2 , C 3 and C 4 are defined by the equalities
in accordance with Theorem 3.1 of Rao (1971) . In examining this, it is helpful to refer to the conditions (a)−(c) given for F in Theorem 2.3. Note, however, that Rao's F statistic is more general. In the notation used here, it can be written in the form 15) where q = rank(B 1 F V F B 1 ) and s 2 is the MINQUE of σ 2 (see Rao, 1974, Section 3) . This formula is more general than (2.12), because it allows the matrix V to be n.n.d. (not necessarily p.d.), and the matrix B 1 , unlike that used in (2.10) and (2.12), to have more rows than its rank (not necessarily to have all rows linearly independent). The statistic (2.15) is comparable with that in (2.4) of Oktaba (1984) .
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Application to the classic randomized block design
Following Nelder (1954) , suppose that the experimenter randomizes the available blocks of number N B , say, and then randomizes the experimental units (plots) within the blocks (of size v each). Furthermore, following Scheffé (1959) , let a distinction be made between the "unit errors" and the "technical errors". Then, introducing for the observations on the n = vb experimental units the n × 1 vector 
with The model (3.1) differs from the usually assumed linear model, considered for example by Pearce (1983, Chapter 3) and Oktaba (2003, Section 6) , in two aspects. In that model (a) β is a vector of constant block parameters, (b) η and e are reduced to one term with the dispersion matrix of the form I bv σ 2 . Now, by Theorem 2.1 applied to the present model, one finds that a necessary and sufficient condition for a y (a = 0) to be the BLUE of E(a y) = a X 1 τ = a (1 b ⊗ I v )τ is the equality
It holds for any values of σ 2 B , σ 2 U and σ 2 e if and only if This implies that the BLUE of τ is of the formτ = b −1 b j=1
Hence
To compare with the above-mentioned assumed linear model of the type y = X 1 τ + X 2 β + e, with D(y) = I bv σ 2 and β considered as a vector of (constant) parameters, note that then E(y) = X 1 τ +X 2 β and the condition of Theorem 2.1 is
Hence the condition is then satisfied by any vector a = a 1 ⊗ a 2 such that a 1 is proportional to 1 b , a 2 is proportional to 1 v , or both. In particular, it is satisfied by a = b −1 1 b ⊗ c for any v × 1 vector c. This implies that But if c τ is a contrast, then the moments under both models are exactly the same, with σ 2 = σ 2 U + σ 2 e . This follows also directly from Theorem 2.2, by which, for any vector c, the function b −1 (1 b ⊗ c )y = b −1 c X 1 y is both the SLSE and the BLUE of c τ under the randomization-derived model (3.1). But, by Theorem 2.2, the same is true under the assumed linear model, if c τ is a contrast.
It will be convenient to write the dispersion matrix of model (3.1) in the form
where
and
The matrices {φ α } appearing in (3.3) can be seen as orthogonal projectors on relevant subspaces, φ 1 on R ⊥ (X 2 ), φ 2 on R ⊥ (1 n ) ∩ R(X 2 ) and φ 3 on R(1 n ). These subspaces correspond to three "strata" into which the experimental units are grouped. Adopting the terminology used by Pearce (1983, p. 109) , these strata may be specified as follows:
(α = 1) 1st stratum-of units within blocks, called "intra-block,"
(α = 2) 2nd stratum-of blocks within the total area, called "inter-block,"
(α = 3) 3rd stratum-of the total experimental area.
The variances σ 2 1 , σ 2 2 and σ 2 3 can then be called the "stratum variances" (see e.g. John, 1987, p. 187) . Evidently the three orthogonal projectors, (3.4), (3.5) and (3.6), satisfy the conditions
where α, α = 1, 2, 3, and also the condition
Moreover, note that rank(φ 1 ) = b(v−1), rank(φ 2 ) = b−1 and rank(φ 3 ) = 1.
From formula (3.3), one can write D(y) = σ 2 V , with σ 2 = σ 2 1 and
The inverse of V has then the form
This allows the present model to be written in the notation of the general Gauss−Markov model as {y, X 1 τ , σ 2 V }, with V being p.d. here. Suppose now that one is interested to test the hypothesis that the treatment parameters are all equal. With the notation E(y) = θ, the hypothesis can be written as in (2.2), i.e., as
or equivalently as H :
The question is whether the F statistic presented in (2.8) can be used under the present model for testing H. First it should be noted, by referring to Theorem 2.3, that the matrix
satisfies all the three conditions of that theorem. In fact, (a)
y is the BLUE of θ = X 1 τ under the present model. Similarly, it can be shown that
y is the BLUE of 1 n τ, to which θ is reduced if H is true. Also note that rank(X 1 ) = v and rank(1 n ) = 1.
In view of these results, the projectors
to provide the appropriate F statistic for testing the hypothesis (3.8), in the form
where V −1 is as in (3.7). Note, however, that because of the formulae (3.4), (3.5) and (3.6), this F statistic simplifies to
This shows that the relevant ANOVA is based on the equation
where the quadratic forms y A 1 y/σ 2 1 and y A 2 y/σ 2 1 are distributed independently,
Thus the statistic (3.9) has a noncentral F distribution with v − 1 and n − v d.f. and the noncentrality parameter δ ≡ δ 1 , becoming central if H is true (as then δ 1 = 0).
It should be noted, however, that the application of the test statistic F of the form (3.9) requires knowledge of the variance ratio σ 2 1 /σ 2 2 . In practice, this ratio is usually unknown, as the involved variances are not known in advance. They can be estimated, but then the F statistic so obtained will General Gauss−Markov Model for Block Designs 13 not follow the indicated F distribution exactly. To solve this problem, it may be instructive to partition the equation (3.10) into two equations, y φ 1 y = y P X 1 φ 1 P X 1 y + y (I n − P X 1 )φ 1 (I n − P X 1 )y, (3.11)
The first represents the so-called intra-block analysis, the second is related to the so-called inter-block analysis. Of course, in the present design case, the classic randomized block design, each block contains as many units as there are treatments to be compared in the experiment. This gives the advantage that in each of the b blocks there is room for comparing all the v treatments, so that no contrast of treatment parameters is confounded with blocks. As a consequence, the intra-block analysis (3.11) comprises the complete treatment sum of squares,
and the intra-block error sum of squares,
On the other hand, the inter-block analysis (3.12) is confined to the interblock error sum of squares only, i.e., to
equal here to the block sum of squares, Block SS. It will be seen later that this is not necessarily the case in a general block design, and in an incomplete block design in particular. Thus what is of interest here is only the intra-block part of the analysis, based on (3.11). It can explicitly be written as
To obtain the F type statistic for testing the hypothesis H in this analysis, it should be noted that, independently,
Hence the appropriate F statistic is
It follows that (3.14) has an F (ν 1 , ν 2 , δ) distribution, i.e., a noncentral F distribution, with ν 1 = v − 1 and
The results presented here can be summarized as in Table 2 . 
A randomization-derived model for a general block design
According to one of the basic principles of experimental design, the randomization principle (see Fisher, 1925, Section 48) , the experimental units (plots) are to be randomized before they enter the experiment. Suppose that to apply a general block design, randomization is performed as described by Nelder (1954) , i.e. by randomly permuting blocks within their total area and by randomly permuting units within the blocks. Then, assuming the usual unit-treatment additivity (in the sense of Nelder, 1965, p. 168; see also White, 1975, p. 560; Bailey, 1981 Bailey, , p. 215, 1991 Kala, 1991, p. 7; Hinkelmann and Kempthorne, 2008 , Section 9.2.2), and, as usual, that the technical errors are uncorrelated, each with zero expectation and a finite variance, and that they are independent of the unit responses to treatments (see Neyman, 1935, pp. 110-114 and 145; Kempthorne, 1952, p. 132 and Section 8.4; Ogawa, 1961 Ogawa, , 1963 Hinkelmann and Kempthorne, 2008, Section 9.2.6) , the model of the variables observed on the n units actually used in the experiment can be written in matrix notation as
where y is an n × 1 vector of observations, τ is a v × 1 vector of treatment parameters, β is a b × 1 vector of block random effects, η is an n × 1 vector of unit errors and e is an n × 1 vector of technical errors, the matrices X 1 (traditionally as ∆ ) and X 2 (traditionally as D ) being the relevant design matrices for treatments and blocks respectively. Properties of the model (4.1) can be established by following its derivation from the randomizations involved, as shown in Caliński and Kageyama (2000, Section 3.1.1).
With the results of this derivation, one can express the model as in (4.1), and the corresponding moments in the form of the expectation vector
and the covariance (dispersion) matrix
respectively, where the matrices X 1 and X 2 are as defined above, whereas σ 2 B , σ 2 U and σ 2 e are respectively the variances of the block random effects, the experimental unit errors and the technical errors, N B denoting the available number of blocks and K H standing for the weighted harmonic average of the potential numbers of units in the available blocks.
The model (4.1), with properties (4.2) and (4.3), coincides with that of Patterson and Thompson (1971) , when their matrix Γ in the formula
is taken equal to
In its general form, the present model coincides completely with the model obtained by Kala (1991) under more general considerations. Furthermore, if N B = b, and the block sizes are equal, i.e., k 1 = k 2 = · · · = k b = k (say), and k = K H , then this model coincides essentially with that considered by Rao (1959) and by Shah (1992) .
Under the model (4.1) with the above properties, the following main results concerning the linear estimation of treatment parametric functions can be obtained.
Theorem 4.1 (3.1.1 in Caliński and Kageyama, 2000) . Under the model (4.1), with the properties (4.2) and (4.3), a function a y is uniformly the BLUE of c τ if and only if a = X 1 s, where s = r −δ c satisfies the condition
where Caliński and Kageyama, 2000) . Under the model as in Theorem 4.1, any function a y = s X 1 y, i.e., with any s, is uniformly the BLUE of E(a y) = s r δ τ if and only if 5) and this condition holds if and only if (i) the design is orthogonal, i.e., satisfies the condition N k −δ N r −δ N = N , and (ii) the block sizes of the design are constant within any of its connected subdesigns, i.e., N 1 v = k 1 b , = 1, 2, ..., g (if the incidence matrix is of the form
Note that if equality (4.5) holds, then the BLUE of the expectation vector (4.2) is obtainable by an SLSE procedure, in the form P X 1 y. This implication can be checked by noting that (a)
and that (c) P X 1 D(y) = D(y)P X 1 , as required in Theorem 2.3.
Resolving into stratum submodels
The results of Section 4 appear discouraging, as in many block designs the BLUEs will exist under the model (4.1) for only a few parametric functions of interest, or for none of them. For example, in the case of a balanced incomplete block (BIB) design, for which (see e.g. Raghavarao and Padgett, 2005, p. 55) the equality N N = (r−λ)I v +λ1 v 1 v holds, none of the contrasts of treatment parameters will have a BLUE (on account of Corollary 4.1).
The apparent difficulty with the model (4.1) is usually avoided by resolving it into three submodels (two for contrasts), in accordance with the stratification of the experimental units. In fact, the units of a block experiment can be seen as being grouped according to a nested classification with three strata. Their specification given in Section 3 applies to any experiment in a block design, not in the classic RB design only. Because of this stratification, the observed vector y can be decomposed as
where each of the three components is related to one of the strata, intrablock, inter-block or total. The component vectors y α , α = 1, 2, 3, are thus obtainable by projecting y orthogonally onto relevant mutually orthogonal subspaces. The first component in (5.1) can be written as
i.e., y 1 is the orthogonal projection of y on R ⊥ (X 2 ), the orthogonal complement of R(X 2 ). The second component is
i.e., y 2 is the orthogonal projection of y on R ⊥ (1 n )∩R(X 2 ), the orthogonal complement of R(1 n ) in R(X 2 ). The third is
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i.e., y 3 is the orthogonal projection of y on R(1 n ). Evidently the three matrices (5.3), (5.5) and (5.7) satisfy the conditions
where α, α = 1, 2, 3, and the condition
Note that the third equality in (5.8) implies in particular that φ 1 X 2 = O and φ α 1 n = 0 for α = 1, 2, whereas the first two equalities in (5.8) imply that rank(φ 1 ) = n − b, rank(φ 2 ) = b − 1 and rank(φ 3 ) = 1. The resulting projections (5.2), (5.4) and (5.6) can be considered as submodels of the overall model (4.1). This can be seen by substituting (4.1) for y in (5.2), (5.4) and (5.6), respectively. The submodel (5.2) leads to the so-called intra-block analysis, resulting from the elimination of block effects, whereas (5.4) provides the so-called inter-block analysis, based on block totals. The submodel (5.6) underlies the total-area analysis, suitable mainly for estimating the general parametric mean.
To simplify the considerations, from now on only the so-called proper block designs (i.e., such for which Oktaba (2003) , will be taken into account.
It can easily be shown that for a proper block design
with φ 1 , φ 2 and φ 3 defined above, and with the variance components (called stratum variances)
On account of (5.10), to follow the theory of the Gauss−Markov model, one would need to know the true values of these variances, which in practice are usually not available. Therefore, one has to consider the three submodels, resulting from the decomposition (5.1), separately. Each of them can be treated as a Gauss−Markov model with a simple dispersion matrix.
Intra-block submodel
The submodel (5.2) has the properties
where σ 2 1 = σ 2 U + σ 2 e . From these, the main result concerning estimation under (5.2) can be stated as follows.
Theorem 5.1 (3.2.1 in Caliński and Kageyama, 2000) . Under (5.2), a function a y 1 = a φ 1 y is uniformly the BLUE of c τ if and only if φ 1 a = φ 1 X 1 s, where the vectors c and s are in the relation c = X 1 φ 1 X 1 s (i.e., c = C 1 s, where C 1 = X 1 φ 1 X 1 ).
Note that because 1 v X 1 φ 1 = 0 , the only parametric functions for which the BLUEs may exist under (5.2) are contrasts. If c τ is a contrast, and the condition of Theorem 5.1 is satisfied, then the variance of its BLUE under (5.2), i.e., of c τ = s X 1 y 1 = c C − 1 X 1 φ 1 y, is of the form
where C − 1 is any g-inverse of the matrix C 1 = X 1 φ 1 X 1 = r δ − k −1 N N . Also note that the BLUE of the expectation vector φ 1 X 1 τ can be obtained by a simple least-squares procedure, in the form E(y 1 ) = P φ 1 X 1 y 1 = P φ 1 X 1 y, (5.14)
To check this, in view of Theorem 2.3, note that E(P φ 1 X 1 y 1 ) = φ 1 X 1 τ = E(y 1 ) and that P φ 1 X 1 φ 1 = φ 1 P φ 1 X 1 . Furthermore, it follows that the vector y 1 can be decomposed as
where the second component on the right-hand side in each form of the decomposition is the residual vector providing the MINQUE of σ 2 1 (see Rao, 1974 , Section 3). More precisely, taking the squared norm on both sides of the above decomposition of y 1 , one can write
This equation provides the intra-block analysis of variance, which in terms of the observed vector y can be expressed in a more customary way as
where Q 1 = X 1 φ 1 y = X 1 y 1 and
, with the properties ψ 1 = ψ 1 , ψ 1 ψ 1 = ψ 1 and ψ 1 X 1 = O. The quadratic form y φ 1 y can be called the intra-block total sum of squares, and its components, Q 1 C − 1 Q 1 and y ψ 1 y, can be called the intrablock treatment sum of squares and the intra-block residual sum of squares respectively. The corresponding d.f. are n − b = rank(φ 1 ) for the total, h = rank(C 1 ) for the treatment component and n − b − h = rank(ψ 1 ) for the residual component. The expectations of these component sums of squares are
It follows that the intra-block residual mean square s 2 1 = y ψ 1 y /(n − b − h) is an unbiased estimator of σ 2 1 . Moreover, s 2 1 is the MINQUE of σ 2 1 under the submodel (5.2), as may be seen from Theorem 3.4 of Rao (1974) .
Thus s 2 1 can be used to obtain an unbiased estimator of the variance (5.13), in the form Furthermore, because under the multivariate normal distribution of y, and hence of y 1 , the quadratic functions Q 1 C − 1 Q 1 /σ 2 1 and y ψ 1 y/σ 2 1 have independent χ 2 distributions, the first noncentral with h d.f. and the noncentrality parameter δ 1 = τ C 1 τ /σ 2 1 , the second central with n − b − h d.f., the hypothesis τ C 1 τ = 0, equivalent to E(y 1 ) = 0 [or E(y) ∈ R(X 2 )], can be tested by the statistic
which under the normality assumption then has the F distribution with h and n − b − h d.f., central when the hypothesis is true. Note that the F statistic coincides with (2.15) taken for B 1 = I n and t = 0, and with F = P φ 1 X 1 , on account of (5.14).
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Inter-block submodel
As to the submodel (5.4), it has the properties
The main estimation result under (5.4) can be expressed as follows.
Theorem 5.2 (3.2.2 in Caliński and Kageyama, 2000) . Under (5.4), a function a y 2 = a φ 2 y is uniformly the BLUE of c τ if and only if φ 2 a = φ 2 X 1 s, where the vectors c and s are in the relation c = X 1 φ 2 X 1 s (i.e., c = C 2 s, where C 2 = X 1 φ 2 X 1 ).
Now it may be noted that if the conditions of Theorem 5.2 are satisfied, then c τ = s X 1 y 2 = c C − 2 X 1 φ 2 y is the BLUE of the contrast c τ = s C 2 τ under (5.4), and that its variance has the form 18) where
Furthermore, it should be noted that the BLUE of the expectation vector (5.16) is obtainable by a simple least-squares procedure, i.e., has the form E(y 2 ) = P φ 2 X 1 y 2 = P φ 2 X 1 y, where P φ 2 X 1 = φ 2 X 1 C − 2 X 1 φ 2 . This result can be checked, referring to Theorem 2.3, by noting that
Thus the vector y 2 can then be decomposed as y 2 = P φ 2 X 1 y 2 + (I n − P φ 2 X 1 )y 2 (in terms of y 2 ) = P φ 2 X 1 y + (φ 2 − P φ 2 X 1 )y (in terms of y), with (I n − P φ 2 X 1 )y 2 = (φ 2 − P φ 2 X 1 )y as the residual vector.
The above decomposition yields the inter-block analysis of variance, of the form
expressible with the use of the observed vector y as
1 )φ 2 , the matrix ψ 2 having the readily seen properties ψ 2 φ 2 = ψ 2 , ψ 2 1 n = 0, ψ 2 X 1 = O, ψ 2 = ψ 2 , and ψ 2 ψ 2 = ψ 2 .
Also note that rank(C
The quadratic form y φ 2 y can be called the inter-block total sum of squares, whereas its components, Q 2 C − 2 Q 2 and y ψ 2 y = y φ 2 (I n − X 1 C − 2 X 1 )φ 2 y, can be called the inter-block treatment sum of squares and the inter-block residual sum of squares respectively. The expectations of these component sums of squares are
It follows from the latter equality that the inter-block residual mean square (5.19) in fact the MINQUE of σ 2 2 . It should be noted, however, that b−v +ρ = 0 if b = v −ρ. In that case, no estimator for σ 2 2 exists in the inter-block analysis. Thus, in the case of equal k j 's and b > v − ρ, the mean square s 2 2 can be used to obtain an unbiased estimator of the variance (5.18), in the form
Furthermore, as for the intra-block analysis, it can be shown that under the multivariate normality assumption the quadratic functions Q 2 C 2 − Q 2 /σ 2 2 and y ψ 2 y/σ 2 2 have independent χ 2 distributions, the first noncentral with v − ρ − 1 d.f. and the noncentrality parameter δ 2 = τ C 2 τ /σ 2 2 , the second central with b − v + ρ d.f. Hence the hypothesis τ C 2 τ = 0, equivalent to E(y 2 ) = 0 [or P X 2 E(y) ∈ R(1 n )], can be tested by the statistic 
Total-area submodel
Considering the third submodel, given in (5.6), note that its properties are
These lead to the following main result concerning estimation under (5.6).
Theorem 5.3 (3.2.3 in Caliński and Kageyama, 2000) . Under (5.6), a function a y 3 = a φ 3 y is uniformly the BLUE of c τ if and only if φ 3 a = φ 3 X 1 s, where the vectors c and s are in the relation c = X 1 φ 3 X 1 s (= n −1 rr s, as C 3 = X 1 φ 3 X 1 = n −1 rr ).
It may be interesting to note the following.
(a) The only parametric functions for which the BLUEs under (5.6) exist are those defined as c τ = (s r)n −1 r τ , where s r = 0, i.e., the general parametric mean and its multiplicities, contrasts being excluded a fortiori (as it follows that 1 v c = r s here).
(b) Because of the equality D(y 3 )φ 3 X 1 = φ 3 X 1 σ 2 3 , the BLUEs under (5.6) and the SLSEs are the same (on account of Theorem 2.2, applied to Theorem 5.3).
If c τ = (s r)n −1 r τ = (c 1 v )n −1 r τ , then the variance of its BLUE under (5.6), i.e., of c τ = s X 1 y 3 = (s r)n −1 1 n y = (c 1 v )n −1 1 n y, is of the form
Finally, it may be noticed that because P φ 3 X 1 = φ 3 (as n −1 1 v 1 v is a g-inverse of C 3 = n −1 rr ), the function P φ 3 X 1 y 3 satisfies the conditions of Theorem 2.3, and hence the vector P φ 3 X 1 y 3 = y 3 = n −1 1 n 1 n y is itself the BLUE of its expectation, n −1 1 n r τ , leaving no residuals.
Recovery of inter-block information
The intra-block submodel considered in Section 5.1 can well be seen as a Gauss−Markov model, with the properties indicated in (5.11) and (5.12). However, it does not provide complete information concerning the original 24 T. Caliński model considered in Section 4. Therefore it is of interest to recover the information contained in the inter-block submodel considered in Section 5.2, with the properties presented in (5.16) and (5.17). Following Section 4, that recovery will be considered here for proper block designs only.
BLUEs under known stratum variances
First note that if for a proper block design the stratum variances σ 2 1 , σ 2 2 and σ 2 3 are known, or at least the ratio σ 2 1 /σ 2 2 and the difference σ 2 2 − σ 2 3 = N −1 B nσ 2 B are known, then the BLUE of τ can be written aŝ
and its dispersion matrix as
Thus, under this knowledge of stratum variances, for any proper block design, the BLUE of a function c τ is These results follow from Theorem 3.7.1 in Caliński and Kageyama (2000) , which for proper block designs can be restated as follows.
Theorem 6.1 (3.8.1 in Caliński and Kageyama, 2000) . If the design is proper, then under the model (4.1), with properties (4.2) and (5.10), assuming that the variance components defined there are known and positive (or at least the ratio σ 2 1 /σ 2 2 is known and positive), a function a y is the BLUE of a function c τ if and only if 
Note that the equalities (6.5) and (6.6) give jointly the result (6.3), with C c and Q c as given above. That the matrix C c = X 1 [φ 1 + (σ 2 1 /σ 2 2 )(I n − φ 1 )]X 1 is p.d. follows from the fact that φ 1 + (σ 2 1 /σ 2 2 )(I n − φ 1 ) is p.d. and that the matrix X 1 is of rank v. As (6.3) is true for any conformable vector c, formula (6.1) follows immediately. It can also be seen as the solution of the normal equations C cτ = Q c , i.e., the equations
Now it is interesting to compare the results in (6.3) and (6.4) with the corresponding results in Section 5.1. It then becomes evident that in a proper block design the matrix (σ 2 1 /σ 2 2 )(I n − φ 1 ) = (σ 2 1 /σ 2 2 )k −1 X 2 X 2 is responsible for the recovery of inter-block information . More precisely, the amount of the recovery depends very much on the ratio σ 2 1 /σ 2 2 , the gain from the recovery increasing with an increase in the value of this ratio (or a decrease in the value of σ 2 2 /σ 2 1 ). However, to get a better insight into the process of recovery of inter-block information in a proper block design, it may be interesting to look at the problem in terms of the estimators of the so-called basic contrasts. For this reason, it will be useful to consider first the following corollary, presented with C 1 and C 2 as defined in Sections 5.1 and 5.2, respectively.
Corollary 6.1 (3.8.1 in Caliński and Kageyama, 2000) . If the design is proper, then for any c = r δ s such that s satisfies the eigenvector condition C 1 s = εr δ s with 0 < ε < 1, (6.7)
or its equivalence (6.8) the BLUE of the contrast c τ is, under the assumptions of Theorem 6.1, of the form It may be seen that the result of Corollary 6.1 coincides with that given by Houtman and Speed (1983, p. 1078) for BIB designs, except that their model is different, with (in the present notation) σ 2 1 = σ 2 e and σ 2 2 = kσ 2 B + σ 2 e , i.e., with σ 2 U ignored. In general, a function c τ for which the BLUE is of the combined form (6.9) can be said, after Martin and Zyskind (1966) , to be best combinable by simple weighting of intra-block and inter-block BLUEs, or shortly, to be "simply combinable."
It may also be noted that the equivalent conditions (6.7) and (6.8) are not only sufficient (as stated in Corollary 6.1), but also necessary for the contrast c τ = s r δ τ to be simply combinable (a result originally established by Martin and Zyskind, 1966, Theorem 2.6 ). Moreover, it follows from Corollary 6.1 and the corresponding formula (6.11) where ε 1 = ε and ε 2 = 1 − ε, that, in the case of a proper block design and under the assumptions of Theorem 6.1, for any contrast c τ = s r δ τ such that s satisfies the equivalent conditions (6.7) and (6.8), the variance of the BLUE (6.9) is (6.12) for which the inequalities
(6.14)
hold, the equality in (6.13) holding if and only if ε = 1, and that in (6.14) if and only if ε = 0. The results indicated above show that a combination of the intra-block and inter-block BLUEs of a contrast for which the conditions of Corollary 6.1 are satisfied (with 0 < ε < 1) may lead to an improved estimator. This improvement will certainly be achieved when the stratum variances σ 2 1 and σ 2 2 are known (or their ratio is known). The gain obtainable from using the BLUE (6.9) instead of the intra-block BLUE, ( c τ ) 1 = ε −1 s Q 1 = ε −1 c r −δ Q 1 , can be measured by considering the ratio of precisions
Var( c τ )
(for a proper design).
Thus the gain, ε −1 (1 − ε)(σ 2 1 /σ 2 2 ) = w 2 /w 1 , depends on the eigenvalue ε and the variance ratio
The gain would be 0 in the case of ε = 1, i.e., if the incidence matrix N of the design were such that N s = 0. Hence it becomes evident that ε can be interpreted as the "efficiency factor" of the analysed design for the contrast c τ = s r δ τ when it is estimated in the intra-block analysis. On the other hand, 1−ε can be interpreted as the relative "loss of information", incurred in that analysis, due to partially confounding the contrast with blocks. This terminology is from Jones (1959, p. 176) . The above observation means that the recovery of inter-block information (as it is called after Yates, 1939 Yates, , 1940 is worth undertaking, particularly when the efficiency factor in the intra-block analysis, ε, is small and the inter-block variation does not much exceed the variation of units within blocks. Thus the gain to be expected is larger, the less one is successful in (i) choosing a design with high intra-block efficiency for the contrasts of interest, and (ii) blocking the available experimental units aimed at removing their intra-block variation.
Before proceeding further, it will be useful to recall the concept of basic contrasts introduced by Pearce, Caliński and Marshall (1974) .
Definition 6.1 (3.4.1 in Caliński and Kageyama, 2000) . For any block design, contrasts {c i τ = s i r δ τ , s i r = 0, i = 1, 2, ..., v − 1} are said to be basic contrasts of the design if the vectors {s i } are r δ -orthonormal eigenvectors of the matrix C 1 = X 1 φ 1 X 1 of the design with respect to r δ .
In connection with Definition 6.1, the matrix C 1 can be written in spectral decomposition form as (6.16) and 
Thus it follows that the matrices {S β } in H β = S β S β for β = 0, 1, ..., m, m+ 1 (H m+1 = s v s v ) are such that S β r δ S β = I ρ β for any β and S β r δ S β = O for β = β . Now it will be interesting to find, still under the assumptions of Theorem 6.1, the BLUE of E(y) = X 1 τ and hence the residuals y− X 1 τ . The BLUE of X 1 τ can be expressed as
where V = D(y) = φ 1 σ 2 1 + φ 2 σ 2 2 + φ 3 σ 2 3 and
On account of the form of V , the formulae (6.15)−(6.17) and the properties of the matrices H β = S β S β , β = 0, 1, ..., m, m + 1, appearing there, it is justified to write
Hence for any proper block design, the projector P X 1 (V −1 ) can be written in decomposed form as (6.20) where the weights are defined in accordance with (6.10), i.e., as
with ε 1β = ε β and ε 2β = 1 − ε β , ε β being the eigenvalue of C 1 with respect to r δ corresponding to all s βj , j = 1, 2, ..., ρ β , and where P X 1 S β = X 1 S β S β X 1 is the orthogonal projector on the subspace R(X 1 S β ), for β = 0, 1, ..., m (where the matrices S 0 , S 1 , ..., S m represent basic contrasts of the design, according to Definition 6.1 and the comments following it). Finally, note that the vector y can be decomposed as
where the second term is the residual vector giving the residual sum of squares of the form (6.22) as follows from the form of V = D(y), which also implies that
on account of (5.7), the equality 1 n = X 1 1 v and the form of P X 1 (V −1 ) . The residual degrees of freedom corresponding to (6.22) are given by the Rao, 1974 , Theorem 3.4).
Estimation of unknown stratum variances
The results of Section 6.1 have been obtained under the assumptions of Theorem 6.1, which in particular imply that σ 2 1 and σ 2 2 are known. In real applications, however, these quantities are usually not known and need to be estimated. So the problem is how to estimate σ 2 1 and σ 2 2 so that the formulae appearing in Theorem 6.1 and Corollary 6.1, i.e., those of the type (6.1) and all others involving these stratum variances, could be applied in the analysis of real experimental data.
To solve the problem of estimating σ 2 1 and σ 2 2 , first note that, from (6.22), E{||(I n − P X 1 (V −1 ) )y|| respectively (as suggested by Nelder, 1968 ). However, it should be noted that the explicit forms of the sums of squares in (6.25) and (6.26) are ||φ 1 (I n − P X 1 (V −1 ) )y|| 2 = y (I n − P X 1 (V −1 ) ) φ 1 (I n − P X 1 (V −1 ) )y = ||ψ 1 y|| 2 + m−1 β=1 w 2 2β ε 1β ||ε −1 1β P X 1 S β y 1 − ε −1 2β P X 1 S β y 2 || 2 (6.27) and ||φ 2 (I n − P X 1 (V −1 ) )y|| 2 = y (I n − P X 1 (V −1 ) ) φ 2 (I n − P X 1 (V −1 ) )y = ||ψ 2 y|| 2 + m−1 β=1 w 2 1β ε 2β ||ε −1 2β P X 1 S β y 2 − ε −1 1β P X 1 S β y 1 || 2 , (6.28) respectively, as follows from (6.20) and from the definitions ψ α = φ α − P φ α X 1 and y α = φ α y, for α = 1, 2, used in Section 5 (see also Caliński, 1996, Section 3.3) . Evidently, unlike the original intra-block and inter-block residual sums of squares, ||ψ 1 y|| 2 and ||ψ 2 y|| 2 , introduced in Sections 5.1 and 5.2 respectively, their augmented forms (6.27) and (6.28) depend on the weights {w 2β } or {w 1β }. The weights in turn depend on the stratum variances, σ 2 1 and σ 2 2 , as shown in (6.21). Thus the solutions of (6.25) and (6.26) for σ 2 1 and σ 2 2 are not directly obtainable, unless the weights are known, which is usually not the case. Therefore, it has been suggested by Nelder (1968, Section 3.4) to use an iterative procedure, with a set of initial values {w
αβ } for the unknown values of {w αβ }, in (6.27) and (6.28), from which the "working" estimates of σ 2 1 and σ 2 2 can be obtained by solving (6.25) and (6.26) respectively, giving then a revised set of the values of {w αβ } according to (6.21), and so on, until the process converges.
Alternatively, one can start the iterative procedure with a pair of initial values σ 2(0) 1 and σ 2(0) 2 for the unknown stratum variances, from which the "working" estimates of the weights {w αβ } can be obtained by (6.21), giving then a revised pair of values of σ 2 1 and σ 2 2 from the sums of squares (6.27) and (6.28) divided by d 1 and d 2 , respectively, and so on (according to Fisher's method of scoring).
The above approach, adopted from Nelder (1968) , which can be considered as a generalized alternative to that introduced by Yates (1939 Yates ( , 1940 , is also advocated by Houtman and Speed (1983, Sections 4.5 and 5.1). For statistical consequences of this approach see e.g. Caliński and Kageyama (2000, Section 3.8) .
Relation to the Gauss−Markov model
The model considered here, of the form This question can be answered by referring to Rao and Kleffe (1988, Section 3.1) , where a model of this type is considered as an extension of the Gauss−Markov model. More precisely, it is called a mixed model, with fixed (here τ ) and random (here β, η and e) effects. For more on the statistical properties of this extended model see, e.g., Demidenko (2004) .
Thus when extending the analysis of an experiment in a block design (proper in particular) from the intra-block analysis to the more general analysis that combines information from the intra-and inter-block strata, one somehow proceeds from the Gauss−Markov model theory to a more extended mixed model theory. Note that Oktaba, in his paper devoted to
