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We propose a novel strategy for the computation of adaptive regularisation functions. The general strategy consists of min-
imising the ratio of a parametrised regularisation function; the numerator contains the regulariser with a desirable training
signal as its argument, whereas the denominator contains the same regulariser but with its argument being a training sig-
nal one wants to avoid. The rationale behind this is to adapt parametric regularisations to given training data that contain
both wanted and unwanted outcomes. We discuss the numerical implementation of this minimisation problem for a spe-
cific parametrisation, and present preliminary numerical results which demonstrate that this approach is able to recover total
variation as well as second-order total variation regularisation from suitable training data.
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1 Introduction
Variational regularisation methods are powerful tools for the (approximate) solution of ill-posed inverse problems. However,
even many of the popular methods, like total variation regularisation [19] or the (weighted) one-norm of wavelet coefficients
[9], are not tailored to specific applications. They represent rather generic approaches that exploit certain structures of the
desired signals, such as sparsity of the edge-sets or compressibility with respect to a certain basis.
Optimising parametrised regularisation functions represents a systematic approach for creating adaptive regularisations tai-
lored to specific applications. The works of [6–8, 13, 15, 18] have gained considerable attention and brought several achieve-
ments to the field of parameter learning, amongst numerous other publications.
In this work we are going to look into a novel idea of constructing adaptive regularisers by minimising the ratio of
parametrised regularisation functions. This idea is inspired by recent work on the concept of generalised singular vectors
of convex regularisation functions [3] and the connected concept of the spectral total variation transform [5, 10, 16]. We are
going to explain the general idea of the quotient minimisation and its motivation in Section 2. In Section 3 we are going to
discuss a numerical implementation of the model for a given parametrisation of the regularisation function. Finally, we will
present numerical results in Section 4 and conclude this work in Section 5.
2 Minimising quotients of regularisers
We propose to minimise the quotient of the same regularisation function J for different inputs u+ ∈ Rm and u− ∈ Rm with
respect to a parametrisation h of the regularisation functional J , i.e.
hˆ ∈ argmin
‖h‖2=1
J(u+;h)
J(u−;h)
. (1)
The rationale behind (1) is that the regularisation function J with optimal parametrisation hˆ will be very small for signals
similar to u+, whilst very large for signals u−. In the context of variational regularisation - like Tikhonov-type regularisation
with quadratic data fidelities and regularisation functions J - this implies that u+ will be a favourable solution compared to
u−.
In order to compute a minimiser of (1) we need to pick a specific parametrisation first. Throughout this work we choose J
to be absolutely one-homogeneous, and focus on models of the form
J(u;h) := ‖u ∗ h‖1 , (2)
with ∗ denoting the discrete convolution operator with Dirichlet boundary conditions, ‖ · ‖1 being the discrete one norm, and
h ∈ Rn the discrete convolution kernel. In this setup we aim at learning a convolution kernel that makes u+ sparse, but u−
dense. Note that we can (and will) restrict the support of h in order to reconstruct fewer parameters than given data variables.
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3 Numerical computation
With the specific parametrisation of J in (2), solving (1) requires the numerical solution of a generalised Eigenfunction
problem. Based on the inverse power method by Hein and Bühler in [14], we propose the following variant:
hk+
1
2 = argmin∑n
j=1 hj=0
{
J(u+;h)− µk〈h, pk〉} , (3a)
hk+1 =
hk+
1
2
‖hk+ 12 ‖2
, (3b)
pk+1 ∈ ∂J(u−, hk+1) , (3c)
µk+1 =
J(u+, hk+1)
J(u−, hk+1)
. (3d)
Here ∂J denotes the subdifferential of J . We want to emphasise that the subdifferential is usually multi-valued, so that (3c)
does not have a unique solution. However, if we choose u− such that u− ∗ hk 6= 0 for all its entries and all k, (3c) will have a
single-valued explicit solution. This is typically true for signals u− that represent merely noise.
Note that in contrast to the original formulation in [14] (and similar to [4]), we include an additional zero-mean constraint
for the filter in (3a), in order to reconstruct filters that do not change the mean of the underlying signals u+ and u−. In addition,
we do not incorporate the normalisation into (3a) but rather perform it as a separate step (3b). This simplifies the convergence
analysis and seems more stable from an experimental point of view. Starting with the update for hk+
1
2 , we observe
J(u+;hk+
1
2 )− µk〈hk+ 12 , pk〉 ≤ J(u+;hk)− µk〈hk, pk〉 = J(u+;hk)− µkJ(u−, hk) = 0 .
Furthermore, if J(u+;hk+
1
2 ) − µk〈hk+ 12 , pk〉 = 0, we can already conclude hk+ 12 = hk. Hence, we have J(u+;hk+ 12 ) <
µk〈hk+ 12 , pk〉 for hk+ 12 6= hk. From the one-homogeneity we further observe J(u+;hk+ 12 ) < µk〈hk+ 12 , pk〉 ≤ µkJ(u−;hk+ 12 ),
which yields
µk+1 =
J(u+;hk+1)
J(u−;hk+1)
=
J(u+;hk+
1
2 )
J(u−;hk+
1
2 )
<
J(u+;hk)
J(u−;hk)
= µk .
This is basically the descent result of [14, Lemma 3.1]. Moreover can it be shown that the sequence converges globally to a
local solution of (1), according to [14, Theorem 3.1].
4 Results
In the following, we are going to show one- and a two-dimensional numerical examples to demonstrate the overall ability
to compute adaptive filters numerically via the proposed framework. We further demonstrate that we can rediscover known
regularisation methods (like the total variation regularisation) for suitable choices of u+ and u−.
4.1 The one-dimensional case
For the first result we consider the function u+ to be a singular vector of the one-dimensional total variation (see [3]), which is
displayed in Figure 1 a). For u− we simply choose a vector of Gaußian-distributed random variables with standard deviation
σ ≈ 3×10−1, shown in Figure 1 b). Now we compute a one-dimensional convolution filter hˆ ∈ Rn×1, for n = 5, via algorithm
(3). We initialise the algorithm with a random initialisation h0 that is normalised and has mean zero. We then iterate (3) until
the iterated Eigenvalues violate |µk+1 − µk| < εµk, for ε = 10−5. Due to the non-convexity of the problem, we repeat the
procedure 100 times and pick hˆ with smallest ratio J(u+; hˆ)/J(u−; hˆ). In order to solve (3a), we use CVX [11, 12] with
Mosek [1] as a solver. The result hˆ of this procedure is visualised in Figure 1 c). Despite having set n = 5 we observe that
the computed filter is a two-point finite difference approximation of the derivative, verifying that the solution of (1) has led to
a meaningful convolution kernel hˆ. We apply the same procedure with u+ being a singular vector of the second-order total
variation (see [2] for an example) as visualised in Figure 1 d). We choose u− to be pure noise again (Figure 1 e) ) and proceed
as in the previous example. It can be seen in Figure 1 f) that the reconstructed kernel hˆ resembles a central finite difference
approximation of the second derivative, such that (2) mimics the second-order total variation in this case.
In order to verify the behaviour of the reconstructed filters, we compute a Morozov regularised solution [17] of a noisy
version f of u+ via
uˆ = argmin
u∈Rm
J(u; hˆ) subject to ‖u− f‖2 ≤ ησ
√
m , (4)
withm denoting the number of elements of u+ and f , respectively. Numerically, we also compute (4) via CVX, with the same
settings as before. Figure 2 a) displays the comparison between u+, f and uˆ in case of hˆ given as in Figure 1 c), for µ = 1.2.
Figure 2 b) shows the same result for hˆ as given in Figure 1 f).
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Fig. 1: Figure 1 a) shows u+, a one-dimensional singular vector of the total variation. Figure 1 b) shows u−, being a vector containing pure
noise. Figure 1 c) shows the corresponding result of (1) with J given as in (2). Figure 1 d)-f) show the same as Figure 1 a)-c), but for u+
being a singular vector of the second-order total variation.
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Fig. 2: Figure 2 a) compares the signal u+ and its noisy version f with the Morozov regularised solution uˆ of (4). The latter is computed
with the filter hˆ from Figure 2 c) and µ = 1.2. Figure 2 b) is similar to Figure 2 a), but here the filter hˆ from Figure 1 f) is being used for
the Morozov regularisation.
4.2 The two-dimensional case
For the two-dimensional case we consider the Shepp-Logan phantom as our desirable signal u+, and produce a noisy version
u− of it, corrupted by Gaußian noise with standard deviation σ = 3.21 × 10−2. The image u− is visualised in Figure 3
a). We proceed in the exact same manner as in the one-dimensional case, with the only difference being the use of the two-
dimensional discrete convolution. The filter hˆ ∈ Rn×n is parametrised with n = 5. Figure 3 c) shows the reconstruction of
the filter kernel hˆ, given a random, mean-zero initialisation h0. As in the previous example, we apply the newly-computed
filter via the Morozov regularisation (4) for denoising. Figure 3 b) visualises the outcome, for µ = 1.2. We observe that hˆ
resembles finite differences in a diagonal direction, again mimicking the behaviour of total variation regularisation (though
only in one dimension). We want to emphasise that for different initialisations other directions may be approximated instead.
5 Conclusions & Outlook
We have presented a novel method for the computation of adaptive regularisation functions based on the minimisation of a
quotient of parametrised regularisation functions. We have considered a numerical algorithm based on [14] that is guaranteed
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Fig. 3: A noisy version of the Shepp-Logan phantom (Figure 3 a)). The noise is Gaußian with standard deviation σ = 3.21× 10−2. Figure
3 b) shows the solution of (4) for f given as another noisy version of u+, and hˆ as in Figure 3 c). The latter has been computed via (1).
to converge globally to a local solution of this problem, and have presented preliminary numerical results that support the idea
of quotient minimisation in the context of parameter learning.
Future work will include more sophisticated parametrisations of regularisation functions, as well as the incorporation of
more diverse training data that consist of more than two signals. An extended work will also include a detailed numerical and
theoretical analysis of the proposed method, which is beyond the scope of this paper.
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