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Abstract
We study holographic implications of Lovelock gravities in AdS spacetimes. For a generic
Lovelock gravity in arbitrary spacetime dimensions we formulate the existence condition
of asymptotically AdS black holes. We consider small fluctuations around these black
holes and determine the constraint on Lovelock parameters by demanding causality of the
boundary theory. For the case of cubic Lovelock gravity in seven spacetime dimensions
we compute the holographic Weyl anomaly and determine the three point functions of the
stress energy tensor in the boundary CFT. Remarkably, these correlators happen to satisfy
the same relation as the one imposed by supersymmetry. We then compute the energy
flux; requiring it to be positive is shown to be completely equivalent to requiring causality
of the finite temperature CFT dual to the black hole. These constraints are not stringent
enough to place any positive lower bound on the value of viscosity. Finally, we conjecture
an expression for the energy flux valid for any Lovelock theory in arbitrary dimensions.
December 2009
1. Introduction and summary
Lovelock gravity [1] is the most general classical theory of gravity whose equations of
motion contain at most second derivatives of the metric. The simplest example of Lovelock
gravity is just the usual Einstein-Hilbert gravity. As the number of spacetime dimensions
grows, Lovelock gravity allows more and more higher derivative terms. For example,
in five dimensions one can add a term quadratic in the Riemann tensor, which gives
rise to Gauss-Bonnet gravity. Important features of Lovelock gravity are the absence of
ghosts in Minkowski backgrounds [2-3] and the equivalence between metric and Palatini
formulations [4]. One may wonder what role these higher derivative gravity theories play
in the AdS/CFT correspondence [5-7]. The first interesting nontrivial example is Gauss-
Bonnet gravity in an AdS5 background which defines a four dimensional CFT. One can
compute Weyl anomalies for this theory and find that the ratio of the two central charges,
a and c, depends nontrivially on the value of the Gauss-Bonnet coupling λ1, and goes
to one in the limit of vanishing λ1 which corresponds to Einstein-Hilbert gravity [8-10].
Plenty of CFTs with a 6= c are known, and having a gravity dual of such CFTs would be
desirable.
In addition to the special features of Lovelock theories mentioned above, Gauss-Bonnet
theory has been shown to have a peculiar property in the context of the AdS/CFT cor-
respondence. Consider an AdS5 solution of Gauss-Bonnet gravity which defines a dual
four-dimensional CFT. Requiring positivity of the energy flux in a four-dimensional CFT
places certain constraints on the values of the two parameters which determine the angular
distribution of the energy flux, t2 and t4 [11]. Assuming supersymmetry, these constraints
can be reformulated as bounds on the ratio of a and c central charges of the CFT, which in
turn imply bounds on the value of Gauss-Bonnet coupling, λ1. Exactly the same bounds
on λ1 have been obtained by requiring causality of the finite temperature CFT [9-13]. The
story repeats itself for the six-dimensional CFT dual to Gauss-Bonnet gravity in AdS7 [14].
In Ref. [14] we computed the values of t2 and t4 in terms of three independent coefficients
which determine the three and two point functions of the stress energy tensor. We observed
that t4 is proportional to the combination of the three point functions which vanishes in the
supersymmetric theory. We computed the holographic Weyl anomaly for Gauss-Bonnet
gravity and found that t4 = 0 while the positivity of energy flux condition constrains
the value of the Gauss-Bonnet coupling λ1 to lie within a certain interval. We have also
analyzed the propagation of a graviton with helicity 2 in the black hole background and
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found that the bound on λ1 coming from causality precisely matches the lower bound on
λ1 from flux positivity. Generalizing the matching between causality and positivity of the
energy flux to other polarizations in GB theories of arbitrary dimensions was achieved in
[15-16]. In particular, [16] computed the three point functions of the stress-energy tensor
and determined t2 and t4 in the CFTs dual to GB gravities in any dimensions.
In this paper we study Lovelock theories with negative cosmological constant, paying
special attention to cubic Lovelock gravity in an AdS7 background. In this case there are
two independent coefficients which multiply the Gauss-Bonnet term and the term cubic
in the Riemann tensor. In general the O(R3) term is expected to describe a generic non-
supersymmetric case. However the third order Lovelock term does not contribute to the
three-point functions of gravitons in flat space [17]. Yet, we show that the corresponding
contribution in the AdS background does not vanish and hence the positivity of energy
flux condition results in nontrivial constraints on both the Gauss-Bonnet and third order
Lovelock coefficients, λ1 and λ2.
To find the constraints imposed by causality of the boundary theory we analyze the
space of black hole solutions. We are able to formulate the conditions of black hole existence
and compute the causality constraint for the graviton of helicity 2 in Lovelock gravity of
arbitrary dimensionality. In the case of cubic Lovelock in seven spacetime dimensions we
write down the black hole solutions explicitly; interestingly, for some values of the Lovelock
parameters there are AdS solutions but no asymptotically AdS black holes. Remarkably,
we find that this solution structure ensures that the causality constraint coincides with the
energy positivity constraint. Another remarkable feature of Lovelock gravity is vanishing
t4, one of the parameters that determine the angular distribution of the energy flux. As
explained in [14], t4 is proportional to the linear combination of parameters which vanishes
when the minimal supersymmetry is assumed. Constraints from flux positivity, together
with the condition for the black hole to exist, restrict the value of the Gauss-Bonnet
coupling from above. Interestingly, this restriction is not sufficient to place a positive
lower bound on the viscosity/entropy ratio.
The rest of the paper is organized as follows. In the next Section we recall the descrip-
tion of the most generic Lovelock gravity in any spacetime dimensions and formulate the
conditions for the asymptotically AdS back holes to exist. We also analyze the propagation
of gravitons of helicity 2 in these black hole backgrounds and derive bounds on the Love-
lock coefficients resulting from causality. In Section 3 we apply these results to the case of
cubic Lovelock theory in seven spacetime dimensions. In particular, we write down explicit
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formulas for the black hole solutions. To the best of our knowledge, some of these solutions
have not appeared in the literature before. In Section 4 we compute the holographic Weyl
anomaly in cubic Lovelock gravity in seven dimensions and determine the bounds on the
Lovelock coefficients from flux positivity. We find that there is precise matching between
the causality and positivity of flux bounds, just like in the Gauss-Bonnet case. We discuss
our results in Section 5 where, among other things, we discuss implications of our results to
the viscosity/entropy ratio and make an educated guess for the energy flux in any Lovelock
theory in arbitrary spacetime dimensions.
2. Lovelock gravity, black holes and fluctuations
Lovelock gravity [1] is the most general classical theory of gravity which yields covariant
second order field equations, i.e., the equations of motion which contain only up to sec-
ond order derivatives of the metric tensor. The Lovelock action for a d + 1-dimensional
spacetime is
S =
∫
dd+1x
√−g
[ d
2
]∑
p=0
βpLp (2.1)
where [d2 ] denotes the integral part of
d
2 , βp is the p-th order Lovelock coefficient and Lp
defined as
Lp = 1
2p
δ
µ1ν1···µpνp
ρ1σ1···ρpσpR
ρ1σ1
µ1ν1
· · ·Rρpσp µpνp (2.2)
is the Euler density of a 2p–dimensional manifold. Here δ
µ1ν1···µpνp
ρ1σ1···ρpσp denotes the totally
antisymmetric product of Kronecker delta symbols while R
ρqσq
µqνq is the Riemann cur-
vature tensor. By construction it is clear that in d + 1 dimensions all Lovelock Lp terms
for which p ≥ [d2 ] either vanish (for p > d/2) or are total derivatives (for p = d/2) and do
not contribute to the equations of motions. The p = 0 and p = 1 terms correspond to the
cosmological constant and Ricci scalar respectively. Our conventions are such that L = 1
while β0 = d(d− 1) and β1 = 1.
To determine the black brane solutions of Lovelock gravity we consider the metric
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2
d−1∑
i=1
dx2i . (2.3)
For this ansatz, the only non-vanishing components of the Riemann tensor (up to symme-
tries) are
Rtrtr = −f ′′/2, Rtiti = Rriri = − f
′
2r
, Rij ij = − f
r2
. (2.4)
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where primes indicate differentiation with respect to the variable r. This makes it relatively
straightforward to evaluate the Lovelock action on a black hole solution of the form (2.3).
The p-th Lovelock term evaluates as∫
dd+1x
√−gLp = (2p)!!
∫
dr dt dxd−1 rd−1(Q1 +Q2 +Q3 +Q4) (2.5)
where
Q1 = −f
′′
2
Cd−1p−1
(−f
r2
)p−1
Q2 = (d− 1)(d− 2)
(−f ′
2r
)2
Cd−3p−2
(−f
r2
)p−2
Q3 = −f
′
r
(d− 1)Cd−2p−1
(−f
r2
)p−1
Q4 = C
d−1
p
(−f
r2
)p
(2.6)
and Cdp is the number of ways you can pick p pairs from d numbers, i.e. C
d
p = d!/((d −
2p)!(2p)!!). After some algebra, we find∫
dd+1x
√−gLp = (−1)p (d− 1)!
(d− 2p+ 1)!
∫
dr dt dxd−1 ∂2r
[
rd−2p+1fp
]
. (2.7)
This is a total derivative, so varying f does not lead to a useful equation of motion. To
find the equations of motion, we have to vary the metric and curvature tensor with respect
to arbitrary variations of the metric. The variation of the Riemann curvature tensor reads,
denoting ζµ
ν = 12gµαδg
αν ,
δRαβ
γδ =
1
2
{∇[α,∇[γ}ζβ]δ] − 1
2
ζ[α
ǫRβ]ǫ
γδ − 1
2
ζǫ
[γRαβ
δ]ǫ. (2.8)
The first term doesn’t yield any contribution, because we can partially integrate the covari-
ant derivative in the Lovelock action and because all indices are totally antisymmetrized,
the result will vanish because of the Bianchi identity. The second term will contribute and
one finds for the metric (2.3) that δRµν
µν = (ζµ
µ + ζν
ν)Rµν
µν where one does not sum
over µ and ν.
To get the equation of motion, we should in principle work out the variation of the
action with respect to ζµ
ν . One finds that the variations with respect to µ 6= ν vanish
identically, the variations with respect to ζr
r and ζt
t yield a term proportional to Q3+2Q4,
and the variation with respect to ζii yields a term proportional to a linear combination of
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Q3+2Q4 and Q1+Q2+Q3+Q4. By putting the terms proportional to Q3+2Q4 equal to
zero, we obtain the equations of motion for p-th order Lovelock gravity in d+1 dimensions[∑
p
βp(−1)p (d− 1)!
(d− 2p)!r
d−2pfp
]′
= 0. (2.9)
The other equation that one obtains, which is proportional to Q1 + Q2 + Q3 + Q4, is a
linear combinations of this field equation and its r-derivative, and therefore contains no
additional information.
It is convenient to define λ̂p so that
(d− 1)λ̂p = βp(−1)p (d− 1)!
(d− 2p)! (2.10)
With our conventions for β0 and β1 we have that λ̂0 = 1 and λ̂1 = −1. If we denote
R(r) =
∑
p
λ̂pr
d−2pfp Q(r) =
∂R
∂f
=
∑
p
pλ̂pr
d−2pfp−1. (2.11)
we can express the equation of motion (2.9) as
R(r) = K ⇒
∑
p
λ̂p
(
f
r2
)p
= K/rd (2.12)
for some constant K. Evaluating R(r) = K at the horizon we find that λ̂0 = K/r
d
+, which
leads toK = rd+. Since (2.3) describes an AdS black hole solution we expect f(r) to behave
for large r as
f(r) = αr2 + γr2−d + . . . (2.13)
Combining (2.12) and (2.13) we deduce that∑
p
λ̂pα
p = 0 (2.14)
and
γ =
rd+∑
p pλ̂pα
p−1
(2.15)
Obviously γ is related to the black hole mass, so we need to assume that γ is negative.
Note that since r+ is positive, this leads to∑
p
pλ̂pα
p−1 < 0 (2.16)
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Interestingly, (2.12) implies that f/r2 is monotonic. There cannot be two values of
r for which f/r2 takes identical values, because then rd+/r
d would have to take identical
values as well, which implies r1 = r2. Thus, most real solutions of (2.12) will give rise
to acceptable black hole solutions. In fact, as long as γ < 0 and obviously α > 0, f/r2
increases for very large r, and therefore, f/r2 has to increase everywhere. Since rd+/r
d goes
to infinity as r → 0, f/r2 cannot remain bounded as r → 0. Since it starts of at the value
α at r =∞, decreases as we decrease r and cannot remain bounded, it must become zero
somewhere and there will be a horizon. So as long as f/r2 remains real and γ < 0, this
is indeed a black hole type solution. The only subtlety is that a real solution of f might
cease to exist at some finite value of r.
So defining
P (x) =
∑
p
λ̂px
p, (2.17)
for a proper black hole solution, P (x) must be monotonously decreasing between 0 and α
with α the smallest positive root of P (x). To determine therefore the conditions for a black
hole solution to exist we should require that the extrema of P (x), if any, occur outside the
region x ∈ [0, α]. In the following section we will carefully analyze these requirements in
the context of 3rd order Lovelock gravity.
Let us now move on to the study of metric fluctuations. We will restrict ourselves
to fluctuations around the black hole solution (2.3) in the scalar channel, i.e., φ = h12.
Other graviton polarizations can be studied in a similar fashion. The form of the perturbed
metric is
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2
[
d−1∑
i=1
dx2i + 2φ(t, r, xd−1)dx1dx2
]
(2.18)
Since φ only depends on the (t, r, xd−1) directions of spacetime its Fourier transform can
be written as
φ(t, r, xd−1) =
∫
dωdq
(2π)2
ϕ(r)e−iωt+iqxd−1 k = (ω, 0, 0, · · · , 0, q) (2.19)
The equations of motions for ϕ can be found by expanding the Lagrangian (2.2) to second
order in the fluctuating field. Alternatively one can substitute the metric (2.18) in the
equations of motion and expand to linear order in ϕ. The result is
T2ϕ
′′(r) + T ′2ϕ
′(r) + T0ϕ(r) = 0 (2.20)
6
where primes indicate differentiation with respect to the variable r and T2(r), T0(r) are
expressed with the help of (2.11) as follows
T2 =
d− 3
2
r2f(r) (∂rQ) , T0 =
T2(r)
a2f(r)2
ω2 − 1
2
f(r)
(
∂2rQ
)
q2 (2.21)
Note that we rescaled the time coordinate t→ at so as to set the boundary speed of light
to unity. One easily checks that if f(r) is of the form given in (2.13) then α = 1
a2
.
It is convenient to make a coordinate transformation from r to y according to
af(r)∂ry(r) = 1 and place equation (2.20) in Schrodinger form
−∂2yΨ+
[
q2c2g(y) + V1(y)
]
Ψ = ω2Ψ (2.22)
Here Ψ(y) is defined as Ψ = ϕ
T 22√
f
while
c2g =
a2
d− 3
f
r
∂2rQ
∂rQ
V1(y) = −a2f2h(y)− 1
a
√
f∂y
[
f−2∂y
√
f
]
h(y) = − 1
2a2f
∂y
[
1
f
∂yT2
T2
]
− 1
4a2f2
[
∂yT2
T2
]2 . (2.23)
We are now ready to study the full graviton wave function (2.22) . Note that y(r) is
a monotonically increasing function of r with y→0 at the boundary r >> r+ and y→−∞
at the horizon r = r+. Following [9,10] we consider (2.22) in the limit q→∞. In this
case, q2c2g(y) provides the dominant contribution to the potential except for a small region
y > −1
q
. It is therefore reasonable to approximate the potential with c2g(y) for all y < 0
and replace it with an infinite wall at y = 0. Consider now the behaviour of c2g(y) in the
proximity of the boundary y = 0. This is easier to analyze in the original variable r. In
particular,
c2g = 1 + C
rd+
rd
+ · · · (2.24)
with C a function of the Lovelock coefficients λp equal to
C =
1
α (d− 2) (d− 3)
∑
p p((d− 2)(d− 3) + 2d(p− 1))λ̂pαp−1(∑
p pλ̂pα
p−1
)2 (2.25)
To arrive at (2.25) we used eqs (2.23) , (2.15) as well as α = 1
a2
.
Observe that when C is positive, c2g(r) attains a maximum value (greater than one)
within the bulk geometry. The same is of course true for c2g as a function of the y coordinate.
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However, the existence of a maximum for c2g(y) implies the existence of metastable states
from the point of view of the boundary theory. Moreover, the group velocity of these states
can be determined with the WKB approximation to be greater than unity, i.e., the group
velocity approaches cg,max > 1 at the same time the phase velocity
ω
q
tends to cg,max
[9,10]. Hence, for values of the Lovelock parameters λp such that C > 0, the boundary
theory violates causality [9,10]. Gauge-gravity duality is therefore applicable only when C
is negative. From (2.25) this leads to the condition
∑
p
p((d− 2)(d− 3) + 2d(p− 1))λ̂pαp−1 < 0 (2.26)
for any p-th order Lovelock theory of gravity in d+ 1 dimensions.
3. Black holes of 3rd order Lovelock gravity
In this section we will analyze asymptotically AdS black hole solutions of 3rd order Lovelock
gravity in seven dimensions with flat horizon. In Section 3.1. we will apply the results of
Section 2 to determine the parameter space of these black hole solutions. In Section 3.2.
we write down the solutions explicitly. For completeness we write here the action of third
order Lovelock gravity in 6 + 1 dimensions
S =
∫
d7x
√−g
[
30
L2
+R +
λ1L
2
12
L2 + λ2L
4
72
L3
]
. (3.1)
Note that λ1 and λ2 are related to the Lovelock parameters λ̂ defined in (2.10) as
λ1 = λ̂2, λ2 = −3λ̂3 (3.2)
3.1. Existence of black hole solutions
We start by noting that the action (3.1) admits AdS spacetime as a solution. In the d = 6
case the AdS radius is related to the parameter L in (3.1) via
LAdS = aL (3.3)
where a satisfies
λ2 = 3a
2
[
λ1 − a2 + a4
]
(3.4)
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It is clear that AdS solutions exist for all λ1 and a
2 > 0, since the value of λ2 can
be determined from (3.4). It is not hard to map this parameter space to the (λ1, λ2)
plane. However it is more convenient to parameterize the solutions using the variables
λ1 and α = 1/a
2. Consider a black hole which asymptotes to AdS7 with the radius
a = 1/
√
α. As explained in Section 2 such a black hole exists when P (x) defined by (2.17)
is a monotonically decreasing function of x between x = 0 (where P (0) = 1) and x = α,
where α is the smallest root of P (x). Using λ̂0 = 1, λ̂1 = −1, λ̂2 = λ1 and λ̂3 = −λ23 , we
can write
P (x) = 1− x+ λ1x2 − λ2
3
x3 (3.5)
Let us now fix the value of λ1 and find a constraint on α which follows from this condition.
Suppose λ1 > 1/4. For λ2 < λ
2
1, P (x) develops a minimum at
x− =
λ1 −
√
λ21 − λ2
λ2
(3.6)
and a maximum at
x+ =
λ1 +
√
λ21 − λ2
λ2
(3.7)
The black hole solution exists as long as P (x−) ≤ 0. Hence, α is constrained from above
by the value of x = αmax such that
P (αmax) = 0,
∂P
∂x
(αmax) = 0 (3.8)
simultaneously. This gives two solutions; the upper solution corresponds to P (x+) = 0,
while the lower one is what we need,
αmax =
1−√1− 3λ1
λ1
(3.9)
Something interesting happens at λ1 = 1/3 where αmax = 3. For λ1 > 1/3 there is no real
solution of eq. (3.8). In this region the existence of the black hole solution is equivalent to
the requirement that P (x) is a monotonic function, i.e. λ2 > λ
2
1. With the help of (2.14)
this can be restated as
3α2 −√3(4− α)α3
2α3
≤ λ1 ≤ 3α
2 +
√
3(4− α)α3
2α3
, λ1 >
1
3
(3.10)
The analysis above can be repeated for 0 ≤ λ1 ≤ 1/4. Now the value of α is again
bounded from above by αmax which is a solution of (3.8). The upper solution with positive
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λ2 again corresponds to P (x+) = 0, while the lower solution (3.9), now with negative λ2, is
again the upper bound on α. The cases of λ1 = 0 and λ1 ≤ 0 can be analyzed in a similar
manner. The result is that black hole solutions exist whenever one of the two conditions,
either (3.10), or
0 < α <
1−√1− 3λ1
λ1
, λ1 <
1
3
(3.11)
is satisfied. Note that the curves defined by (3.10) and (3.11) meet at the point (λ1 =
1/3, α = 3).
0 1 2 3 4
-2
0
2
4
Α
Λ
1
Fig 1. Black holes exist in the region α ≤ α(λ1) bounded from the right by the curve.
Red dashed part of the curve corresponds to eq. (3.10). Blue solid part of the curve is
determined by (3.11). AdS solutions exist for all λ1 and α > 0.
The results of this discussion are summarized in Fig. 1. An AdS solution exists for any
values of λ1 and any positive α. The region of the parameter space where black holes exist
is bounded by the requirement that α is smaller than the value determined by the curve
in Fig. 1.
3.2. Explicit Solutions
Explicit black hole solutions for Lovelock gravity have been discussed in many places in
the literature. A non exhaustive list of references is [18-26]. To our knowledge however, it
has always been assumed that only the real roots of eq. (2.12) describe consistent black
holes. Here we will explore other possibilities and find that they indeed satisfy the criteria
for valid black hole solutions as described in the previous subsection. In fact, the analysis
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here can be exactly matched to the previous one although it is the result of independent
reasoning.
Following [22] we write the black hole metric in the form
ds2 = −a2f(r)dt2 + dr
2
f(r)
+
r2
L2
5∑
i=1
dx2i
f(r) =
r2
L2
λ1
λ2
X(r)
X(r) = 1 +
(
J(r) +
√
J(r)2 +G3
) 1
3
+
(
J(r)−
√
J(r)2 +G3
) 1
3
(3.12)
where J(r), G, a are defined as
G =
λ2
λ21
− 1
J(r) = 1− 3
2
λ2
λ21
+
3
2
λ22
λ31
(
1− r
6
+
r6
)
≡ J∞ −
(
1
2
+ J∞ +
3
2
G
)
r6+
r6
a2 =
[
lim
r→∞
L2
r2
f(r)
]−1
=
λ2
λ1
X−1∞
(3.13)
and the AdS radius
LAdS = aL (3.14)
with L related to the cosmological constant. Notice that X(r) in L = 1 units is related to
the variable x of the previous subsection through X = λ1
λ2
x. For our purposes it is useful
to express X(r) as
X(r) =

1 +
(
J(r) +
√
J(r)2 +G3
) 1
3 − G(
J(r) +
√
J(r)2 +G3
) 1
3
λ1 > 0
1 +
(
J(r)−
√
J(r)2 +G3
) 1
3 − G(
J(r)−√J(r)2 +G3) 13 λ1 < 0
(3.15)
With X(r) written in this form we see that the solution is determined by the cubic root
of the function M±(r) ≡ ±
√
J(r)2 +G3 + J(r), where the ± sign matches the sign of λ1.
This means that the equations of motion admit three different solutions, classified by the
cubic roots ofM±(r) left unspecified in (3.12)(and (3.15)). This is also clear from the form
of (2.12).
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Here we examine which of the three (if not all) and under which conditions, constitute
a black hole solution. We will mostly use X(r) as expressed in (3.15) but refer to the one
in (3.12) when convenient. Different cases depend on the sign of ∆(r) ≡ J2(r)+G3 sitting
under the square root in (3.12). It is useful to consider them separately.
(1) Case I: G > 0⇔ λ2 > λ21
Here ∆(r) ≡ J2(r)+G3 is positive for all r which implies M±(r) = ±
√
J2(r) +G3+ J(r)
is real. At the same time M+(r) is positive for all r whereas M−(r) is negative. The three
cubic roots of M±(r) are |M±(r)| 13 ei
χ±+2npi
3 with n = 0, 1, 2. Naturally, χ+ = 0 for M+
and χ− = π for M−. Notice that X(r) for all three solutions (n = 0, 1, 2) can be written
as
X(r) =

1 + |M+(r)| 13 ei 2npi3 − G|M+(r)| 13
e−i
2npi
3 λ1 ≥ 0
1 + |M−(r)| 13 ei
pi+2npi
3 − G|M−(r)| 13
e−i
pi+2npi
3 λ1 < 0
(3.16)
Its imaginary part is equal to
ImX(r) =
(
|M±(r)| 23 +G
|M±(r)| 13
)
×

sin
(
2nπ
3
)
λ1 > 0
sin
(
π + 2nπ
3
)
λ1 < 0
(3.17)
When we require the imaginary part to vanish for all r we find that for positive values of
λ1 only the solution with n = 0 is meaningful. On the other hand, when λ1 is negative
the n = 1 cubic root is appropriate.
Let us now examine the position of the horizon, i.e., the roots of X(r) = 0. It is
convenient to express X(r) in the form
X(r) =
K(r) +K(r)2 −G
K(r)
(3.18)
with K(r) the real, same sign, cubic root of M±(r). From eq. (3.18) we see that the
solutions of X(r) = 0 correspond to those of a simple quadratic equation for K(r) in terms
of G. The discriminant D = 1 + 4G is always positive when λ2 > λ
2
1 so there are two
solutions for K(r)
K± = −1
2
± 1
2
√
1 + 4G (3.19)
Notice that K+ is positive while K− is negative. Since K(r) is either positive or negative
(depending on the sign of λ1) for any r when λ2 > λ
2
1, only one of the solutions in (3.19)
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makes sense in each case. Substituting either expression for K± in terms of J(r) and G
into (3.19) and solving for J(r) yields
J = −1
2
(1 + 3G) (3.20)
Using then the definition of J(r) from eq. (3.13) one finds that the position of the horizon
is r = r+.
Next, we determine under which conditions f(r) is positive for r ≥ r+. It is easy to
see that X(r) is positive for K(r) > K(r+) and λ1 ≥ 0 while it is negative for negative λ1
and K(r) < K(r+). To determine the sign of X(r) outside the horizon it is necessary to
understand the monotonicity properties of K(r). Since
∂K
∂r
=

1
3
K
1√
J(r)2 +G3
∂J
∂r
λ1 ≥ 0
−1
3
K
1√
J(r)2 +G3
∂J
∂r
λ1 < 0
&
∂J
∂r
=
3
2
λ22
λ31
r+
r2
(3.21)
K(r) is a monotonically increasing function of r when λ1 > 0 and monotonically decreasing
when λ1 < 0. It follows that the sign of X(r) outside the horizon is the same as the sign
of λ1 and given that λ2 is positive, f(r) is also positive.
In summary, a black hole solution with horizon located at r = r+ exists for every
λ2 > λ
2
1 ≥ 0 (3.22)
(2) Case II: G = 0⇔ λ2 = λ21
To examine this case it is easier to substitute λ2 = λ
2
1 directly in the equations of motion.
Taking the limit λ2 → λ21 in (3.12) yields the same result. X(r) is now given by
X(r) = 1 + [2J (r)] 13 & J (r) = −1
2
+
3
2
λ1
(
1− r
6
+
r6
)
(3.23)
It is easy to see that X(r) is real as long as the real cubic root of J (r) is chosen. Solving
the equation X(r) = 0 for J (r) determines the position of the horizon to be r+ again.
Positivity of f(r) outside the horizon is guaranteed since J (r) is a monotonically increasing
(decreasing) function of r for λ1 positive (negative).
Note however that ∂X
∂r
diverges at the point r60 =
(
3λ1
3λ1−1
)
r6+ where J (r) vanishes.
The same is true for the scalar curvature of the solution. Nevertheless, if r0 is negative
or equivalently 0 < λ < 13 , the black hole solution remains valid. This is also the case
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if the divergence occurs behind the horizon, in other words whenever λ1 < 0. On the
other hand, for λ1 >
1
3 and λ2 = λ
2
1 no consistent black hole solution exists. When
λ2 = λ
2
1 = 0 we recover the usual AdS Schwartzchild black hole of Einstein gravity. At the
point λ2 = λ
2
1 =
1
9 the theory degenerates to pure Chern-Simons
1.
(3) Case III: G < 0⇔ λ2 < λ21
In this case ∆(r) = J2(r)+G3 is positive or negative depending on the value of the radial
coordinate r. To facilitate the analysis we introduce the coordinate z =
( r+
r
)6
and express
J(z) as
J(z) = 1− 3
2
λ2
λ21
+
3
2
λ22
λ31
(1− z) (3.24)
The horizon, if it exists, is now located at z = 1. J(z) is a monotonically increasing
function of z when λ1 is negative and decreasing when λ1 is positive. Notice that under
this coordinate transformation eq. ∆(z) = 0 is a simple quadratic equation in z. In
particular, ∆(z) is positive for J(z) >
√−G3 and J(z) < −√−G3 but negative otherwise.
Let us first consider what happens when ∆(z) is positive. Clearly, M±(z) is real and
its cubic roots can be expressed as M±(z) = |M±(z)| 13 ei
χ±+2npi
3 . One can see that both
M± are positive when J(z) >
√−G3 and negative when J(z) < −√−G3. We then set
χ± = π for values of z such that J(z) < −√−G3 and χ± = 0 for J(z) >
√−G3. Following
the same reasoning as in case (I) we find that we must choose n = 0 for values of z such
that J(z) >
√−G3 and n = 1 for those satisfying J(z) < −√−G3.
On the other hand, when z is such that −√−G3 < J(z) < √−G3 the function M±(z)
is complex and equal2 to M±(z) = J(z) ± i
√−J(z)2 −G3. It can also be written as
M±(z) = |M |e±iφ(z) with φ ∈ [0, π] and |M | =
√−G3. Then X(z) is
X(z) = 1 + |M | 13 ei±φ+2npi3 − G|M | 13 e
−i±φ+2npi
3 (3.25)
and ImX(z) vanishes identically for any n. As a result, all three solutions are real in this
region and
X(z) = 1 + 2
√−G cos
(±φ+ 2nπ
3
)
(3.26)
1 In fact the symmetries of the theory are enhanced at the points λ2 = −
2
9
+λ1±
2
9
(1− 3λ1)
3
2 .
We thank Jose Edelstein for bringing this to our attention.
2 Without loss of generality we choose here a positive imaginary part.
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Let us summarize. Denote by (z+, z−) the roots of ∆(z) = 0
z+ =
2λ31 − 3λ1λ2 + 3λ22 + 2
(
λ21 − λ2
) 3
2
3λ22
& z− =
2λ31 − 3λ1λ2 + 3λ22 − 2
(
λ21 − λ2
) 3
2 λ31
3λ22
(3.27)
It is easy to see that z+ > z− for all λ2 < λ21. Depending on whether λ1 is positive or
negative J(z+) is equal to the negative or positive value of ±
√−G3. Bearing in mind that
the monotonicity properties of J(z) also depend on the sign of λ1 we deduce that
X(z) =

1− |M+(z)| 13 + G|M+(z)| 13
z > z+
1 + 2
√−G cos
(
φ+ 2nπ
3
)
z− < z < z+
1 + |M+(z)| 13 − G|M+(z)| 13
z < z−
(3.28)
for positive λ1 and
X(z) =

1− |M−(z)| 13 + G|M−(z)| 13
z < z−
1 + 2
√−G cos
(−φ+ 2nπ
3
)
z− < z < z+
1 + |M−(z)| 13 − G|M−(z)| 13
z > z+
(3.29)
for λ1 negative. Notice that it is impossible to construct a black hole solution for λ
2
1 > λ2
which is continuous both at z = z+ and at z = z−. Consider for instance the case of
positive λ1. From the analysis of the imaginary part ofX(z) we see thatX
+(z+) = X
−(z+)
requires n = 1 whereas X+(z−) = X−(z−) requires n = 0. The opposite is true when λ1
is negative3.
There are a number of ways to circumvent this problem and built consistent black
hole solutions. The obvious one is to constrain the parameter space of λ1, λ2 so that one
of the branches in (3.28) and (3.29) is behind the horizon. In other words, we must require
that at least one of z± is greater than unity. We will now examine this case in detail.
3 Note that the roots z± are exactly equal to P (x±), i.e., the values of P (x) defined in section
2 at the extrema.
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Suppose first that z+ > 1 but 0 < z− < 1. These two inequalities can be simultane-
ously solved in the region λ21 > λ2 for either positive or negative λ1. In the former case,
i.e., of positive λ1, X(z) is given by
X(z) =

1 + 2
√−G cos
(
φ
3
)
z− < z < z+
1 + |M+(z)| 13 − G|M+(z)| 13
z < z−
(3.30)
Note that we have chosen n = 0 for the two branches to smoothly connect outside the
horizon. This solution becomes singular at z = z+. For z = 1 < z+ to define an event
horizon, it should be a solution of the eq. X(z) = 0 with X(z) given by the first branch
of (3.30). However, for φ ∈ [0, π] the first branch is strictly positive for any value of z. As
a result there is no consistent black hole solution in this region of parameter space.
Things are different when λ1 is negative. Then X(z) can be written as
X(z) =

1− |M−(z)| 13 + G|M−(z)| 13
z < z−
1 + 2
√−G cos
(−φ+ 2π
3
)
z− < z < z+
(3.31)
with a singularity at z+ hidden behind an event horizon at z = 1. To see that z = 1 is
indeed a solution of the eq. X(z) = 0 in the “complex” branch of (3.31), bring the eq.
X(z) = 0 in the form
φ+ 2π = 3 arccos
[
− 1
2
√−G
]
(3.32)
and take the cosine function on both sides using the identity cos 3x = 4 cos3 x − 3 cosx.
This directly leads to eq. (3.20) which implies z = 1. Note however that the existence of a
horizon in this case requires λ2 ≤ 34λ21. Otherwise,
√−G < 1
2
and X(z) in the “complex”
branch is guaranteed to be strictly positive.
To determine the sign of X(z) outside the horizon it is convenient to consider the
behavior of the “real branch” (by continuity the same will be true in the “complex” branch).
Recall that it can be written as in (3.18) with K(z) the real, same sign, cubic root ofM(z).
From the previous analysis, we know that M(z) is always negative in this region implying
the same for K(z). Moreover, K2 + K − G is always positive since for λ2 ≤ 34λ21 the
discriminant D = 1+ 4G is negative. It follows that X(z) outside the horizon is negative.
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Given that λ1 is also negative, we deduce that f(z) is positive for all z < 1. In summary
we find that a black hole solution with X(z) given by (3.31) is valid for λ1, λ2 which satisfy
λ1 < 0 & λ2 < λ1− 2
9
− 2
9
(1− 3λ1) 32 OR λ1− 2
9
+
2
9
(1− 3λ1) 32 < λ2 < 3
4
λ21 (3.33)
Another possible case is for both z± to be greater than one. This is actually possible
only when λ1 is negative. Following a similar line of reasoning we can then show that a
consistent black hole solution with X(z) equal to
X(z) = 1− |M−(z)| 13 + G|M−(z)| 13
z < z−, (3.34)
a singularity at z = z+ and a horizon for z = 1 exists as long as
λ1 < 0
3
4
λ21 < λ2 < λ
2
1 (3.35)
One might have thought that these possibilities exhaust the spectrum of black hole
solutions for λ21 > λ2. This however is not true. Notice that the two distinct solutions of
∆(z) = 0 are not necessarily positive. In fact, either or both z± can be negative. This
implies that the three branches in (3.28)( (3.29)) may be reduced to two or one branch
where the continuity4 condition X+(z±) = X−(z±) can be applied.
Consider first the simpler case, where both roots z± are negative. Eqs. (3.28) and
(3.29) are then reduced to
X(z) =

1 + |M−(z)| 13 − G|M−(z)| 13
λ1 < 0
1− |M+(z)| 13 + G|M+(z)| 13
λ1 > 0
 =
K(z)2 +K(z)−G
K(z)
(3.36)
where K(z) is defined as the real, same sign, cubic root of M±(z). From the analysis of
Case I, recall that a necessary condition for the existence of a horizon is D = 1 + 4G ≥ 0.
Then K(z) evaluated at the horizon is equal to K(z = 1) = −12
(
1−√1 + 4G). Note
however that this is incompatible with the first branch of (3.36) since K(z) is positive for
all z when J(z) ≥
√
G3. We must then reduce the parameter space region to 3
4
λ21 ≤ λ2 < λ21
with λ1 ≥ 0 and only consider the second of branch of (3.36). Now K(z) is negative and
monotonically increasing with z. It follows that K(z) < K(z = 1) when z < 1 so that
4 Imposing X+(z+) = X
−(z+) is not sufficient to ensure continuity of the solution. Nonethe-
less, it is not difficult to show that first and second derivatives coincide as well.
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K2 + K − G < 0 and therefore X(z) carries the same sign with λ1 outside the horizon.
This proves that f(z) > 0 outside the horizon given that λ2 > 0.
Combining the necessary conditions for a black hole solution to exist in this case, i.e.,
z± < 0 and 34λ
2
1 ≤ λ2 < λ21 and λ1 > 0, we find that eq. (3.12) defines a black hole
geometry (with the cubic roots taken to be the real ones) as long as
0 < λ1 <
1
3
& 0 < −2
9
+ λ1 +
2
9
(1− 3λ1)
3
2 < λ2 < λ
2
1 (3.37)
Let us move on to the case where z+ is positive. Recall that we must also specify
whether z+ is greater or smaller than one, i.e., inside or outside the horizon. First let
us consider the situation for 0 < z+ ≤ 1 and z− < 0. Simultaneously satisfying both
inequalities requires λ1 to be positive. Then (3.28) leads to
X(z) =

1− |M+(z)| 13 + G|M+(z)| 13
z > z+
1 + 2
√−G cos
(
φ+ 2π
3
)
z < z+
(3.38)
The horizon now lies in the “real” branch and f(z) can be shown to be positive in a similar
manner as before. Existence of a horizon requires 34λ
2
1 ≤ λ2 < λ21. When combined with
0 < z+ ≤ 1 and z− < 0 leads to
0 < λ1 <
8
27
&
3
4
λ21 ≤ λ2 < −
2
9
+ λ1 +
2
9
(1− 3λ1) 32
8
27
≤ λ1 < 1
3
& − 2
9
+ λ1 − 2
9
(1− 3λ1) 32 < λ2 < −2
9
+ λ1 +
2
9
(1− 3λ1) 32
(3.39)
Eq. (3.39) represents the necessary and sufficient conditions on the Lovelock parameters
for a black hole solution with X(z) given by (3.38) to exist.
On the other hand when z+ > 1 and z− is negative, X(z) can be expressed by a single
“complex” branch with singularity at z = z+ hidden behind the horizon
X(r) = 1 + 2
√−G cos
(
φ+ 2nπ
3
)
z < z+, λ1 6= 0, φ ∈ [−π, π] (3.40)
Existence of a horizon reduces the parameter space region further to λ1 <
3
4λ
2
1. With
arguments similar to the ones previously used we can prove that f(z) is positive outside
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the horizon. We therefore find again a consistent black hole solution. The parameter space
region satisfying the above necessary and sufficient conditions is
λ1 < 0 & − 2
9
+ λ1 − 2
9
(1− 3λ1) 32 < λ2 < 0 OR 0 < λ2 < −2
9
+ λ1 +
2
9
(1− 3λ1) 32
0 < λ1 <
1
4
& − 2
9
+ λ1 − 2
9
(1− 3λ1) 32 ≤ λ2 < 0 OR 0 < λ2 ≤ 3
4
λ21
1
4
< λ1 <
8
27
& − 2
9
+ λ1 − 2
9
(1− 3λ1) 32 < λ2 ≤ 3
4
λ21
(3.41)
It is useful to note that the expressions in (3.40) are not valid when λ1 = 0. In fact a
black hole solution exists only when λ2 vanishes as well. Understanding the λ2 → 0 limit
is also subtle. Computing X(z) = 1 + 2
√−G cos
[
1
3
arccos[ J(z)√−G3 ] +
2nπ
3
]
for λ2 = 0 we
find that a solution to X(z) = 0 exists only for n = 1. This is in agreement with known
results on Gauss-Bonnet gravity; the solution with n = 1 is continuously connected to the
Gauss-Bonnet black hole. For n = 2 we recover the asymptotically AdS Gauss-Bonnet
solution with naked singularity.
4. Weyl anomaly and the correspondence between flux positivity and causality
In this Section we compute the Weyl anomaly for the third order Lovelock theory in AdS7
and determine the values of t2 and t4 using the results of [14]. We then show that the
positivity of energy flux condition precisely matches the causality condition studied in
Section 2. To compute the anomaly, we generalize the analysis of [14] where the Weyl
anomaly was computed for a CFT defined by Gauss-Bonnet gravity in AdS7, to the theory
defined by (3.1). The description below will be minimal; for details of this procedure the
reader is encouraged to consult [14]. The starting point is the ansatz
ds2 = L2AdS
(
1
4ρ2
dρ2 +
gij
ρ
dxidxj
)
(4.1)
where
gij = g
(0)
ij + ρg
(1)
ij + ρ
2g
(2)
ij +O(ρ3) (4.2)
is an expansion in powers of the radial coordinate ρ. One can now solve the equations of
motions derived from (3.1) order by order in the ρ expansion and determine g
(i)
ij , i = 1, . . .
in terms of g
(0)
ij . The resulting expansion (4.2) is then substituted back into
√
detgL and
the coefficient of 1/ρ term encodes the anomaly.
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As in [14] we take the boundary metric to be of the form
gijdx
idxj = f(x3, x4)
[
(dx1)2 + (dx2)2
]
+
6∑
i=3
(dxi)2 (4.3)
and use Mathematica to solve the equations of motion order by order in ρ. The leading
non-trivial term in the equations of motion relates the value of the AdS radius with the
cosmological constant via eq. (3.4). The next to leading term in the equations of motion
determines g(1), which is the same as in the Einstein-Hilbert case [27]:
g
(1)
ij = −
1
4
(
Rij − 1
10
Rg
(0)
ij
)
(4.4)
The solution for g
(2)
ij is more non-trivial and involves both λ1 and λ2.
Substituting (4.1) together with the solution (4.3) into the action (3.1) and extracting
the 1/ρ term in the integrand we obtain an expression of the form
∫
d6x
√
detg(0)AW . We
then demand that the coefficient in front of every term in the expression
AW −
3∑
i=1
biIi −
7∑
i=1
ciCi = 0 (4.5)
vanishes. In eq. (4.5) the Ii are the B-type anomaly terms composed out of the Weyl
tensor, and Ci are the total derivative terms. Both can be found in Appendix A of [28].
This completely fixes bi and ci. Since we are interested in the values of t2 and t4, it is
sufficient to obtain the results for b2/b1 and b3/b1. These expressions are still too big to
be quoted here. As in [14] we can use them, together with the free field theory results5, to
determine the values of t2 and t4 which determine the angular distribution of the energy
flux
〈E〉 = 〈ǫ
∗
ikTikE(n̂)ǫljTlj〉
〈ǫ∗ikTikǫljTlj〉
=
q0
Ω4
[
1 + t2
(
ǫ∗ilǫljninj
ǫ∗ijǫij
− 1
5
)
+ t4
(
|ǫijninj |2
ǫ∗ijǫij
− 2
35
)]
(4.6)
5 It should be noted that the resulting expressions for t2 and t4 are of course valid in the
strongly interacting CFT defined by Lovelock gravity in AdS7. The use of the free theory
parametrization for the bi and A,B, C is a technical trick which works because the relation is
linear and there are three independent types of free CFTs in six dimension which contain scalar,
fermion and antisymmetric two-form fields.
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where Ω4 =
8π2
3
. More precisely, we use
1 = −
(
28
3
ns+
896
3
nf+
8008
3
na
)
b2
b1
=
(
5
3
ns−32nf−2378
3
na
)
b3
b1
= (2ns+40nf+180na)
(4.7)
and eqs (4.9)–(4.11) in [14] to determine t2 and t4. It turns out that upon the substitution
of (3.4), the resulting expressions are remarkably simple:
t2 = −102λ1 + 3a
2(a2 − 1)
λ1 + a2(3a2 − 2) t4 = 0 (4.8)
In Section 2 we analyzed the propagation of a graviton with helicity 2 in the black
hole background. The absence of metastable states propagating with speed larger than
the speed of light gives rise to the constraint C ≤ 0, or, using the explicit expression for
C (2.25),
5λ1 + a
2
(
9a2 − 8)
[λ1 + a2 (3a2 − 2)]2
≥ 0 (4.9)
We want to compare (4.9) with the condition coming from the positivity of the energy flux
(4.6). The corresponding constraint is given by the first line in eq. (4.8) in [14] which can
be written as
5− t2 ≥ 0 (4.10)
Here we used the fact that t4 vanishes in the case of third order Lovelock gravity. Using
(4.8) we can write eq. (4.10) as
5λ1 + a
2
(
9a2 − 8)
λ1 + a2 (3a2 − 2) ≥ 0 (4.11)
Note the remarkable similarity between eqs. (4.9) and (4.11): the numerators in both
formulas are exactly the same. To ensure a complete matching between the two results
we only need to show that the denominator in eq. (4.11) is always positive for the black
hole solutions. Incidentally, there are AdS solutions for which this denominator can be
negative. This is because the space of all AdS solutions is parameterized by all possible
values of λ1 and all possible positive values of a
2, since the value of λ2 can always be
determined from (3.4).
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In Sections 2 and 3 we analyzed the conditions for black hole solutions to exist.
One can show that in the parameter region where the black holes exist (see Fig. 1) the
denominator in (4.11) is indeed always positive. In fact, it vanishes along the dashed red
curve in Fig. 1, which is the border of the parameter space where black hole solutions are
allowed. Another way to see this is to note that the denominator in (4.11) is proportional
to (minus) the expression (2.16). To verify this, one needs to substitute the expression for
λ2 (3.4) into (2.16).
5. Discussion
In this paper we investigated the relation between causality and positivity of the energy flux
for CFTs defined by Lovelock gravities in AdS spacetimes. For a generic Lovelock gravity
in arbitrary spacetime dimensions we formulate the condition of existence of asymptoti-
cally AdS black holes. We study the propagation of gravitons of helicity 2 in these back-
grounds and determine constraints on the Lovelock coefficients resulting from causality of
the boundary theory. We then consider cubic Lovelock gravity in AdS7 in more detail,
and write down the black hole solutions explicitly. To compute the parameters t2 and t4
in terms of the Lovelock coefficients λ1 and λ2 we perform a holographic computation of
the Weyl anomaly along the lines of [14]. The coefficients of the B-terms in the anomaly
determine the three point functions of the stress energy tensor which are in turn related
to the values of t2 and t4 [14]. We find exact matching between the causality constraint
and the corresponding energy flux positivity constraint: for given values of λ1 and λ2, as
long as the black hole solution exists, causality is preserved whenever the energy flux is
positive.
We expect other helicities to match as well (see e.g . [12,13,15,16]). In fact, it would
not be surprising if any Lovelock theory of gravity in any dimensions will have the matching
property. Our results [see eqs. (2.25), (4.9) and (4.8), and subsequent discussion] lead us
to the following conjectured expression
t2 − (d− 1) = − d− 1
(d− 2)(d− 3)
∑
p p((d− 2)(d− 3) + 2d(p− 1))λ̂pαp−1∑
p pλ̂pα
p−1
(5.1)
for a p-th order Lovelock theory in d + 1 dimensions. We also conjecture that t4 = 0 in
all of these theories. Note that eq. (5.1) reproduces both the third order Lovelock gravity
result in seven dimensions (4.8) and the Gauss-Bonnet result in any dimensions (eq. (3.32)
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of [16]; see also eq. (6.35) of [15]) The causality condition (2.26) together with (2.16) then
matches precisely the energy flux positivity condition for arbitrary p and d.
It is natural to ask how far the correspondence goes, both on the gravity side and on
the field theory side. Can it be that all higher derivative gravities share this property? At
this stage we do not have a definite answer since the black hole solutions are not known
given that the equations of motion are complicated. However one should note that we
only need an asymptotic behavior of the black hole metric to probe causality violation.
It might be possible to obtain such an asymptotic behavior in a generic higher derivative
gravity. It will be harder to establish the condition for the black hole existence: as we have
seen, this condition is crucial for the matching to work. Namely, the positivity of energy
condition may be naively violated precisely at the point where the black hole solution
ceases to exist. Understanding these issues is important if we are to understand better the
role higher derivative gravities play in AdS/CFT.
Another question is whether the correspondence between causality at finite tempera-
ture and the positivity of energy flux can be shown directly in the field theory. The gravity
calculation implies that it is the near boundary behavior of the metric which is responsi-
ble for causality violation in the boundary theory. This seems to imply that by studying
causality in the short-distance behavior of the two-point function of the stress-energy ten-
sor at finite temperature we should be able to constrain the three-point functions. It should
be interesting to see whether this can be made precise.
One of the interesting results of this paper is the existence of regions in the parameter
space where AdS solutions exist but black hole solutions do not. This is unlike Einstein-
Hilbert gravity where existence of an AdS solution implies existence of an asymptotically
AdS black hole. From the point of view of the AdS/CFT correspondence the Hawking-
Page transition between the black hole and thermal AdS space [29-30] can be mapped to
the Hagedorn transition in field theory. Indeed, the exponential density of gauge-invariant
states ρ ∼ exp(βHE) in large N gauge theories implies that partition function diverges
for temperatures T > 1/βH . Of course this divergence signifies the transition between the
phases with O(N0) and O(N2) degrees of freedom. The black hole is the gravitational
description of the latter, high temperature phase. Now the fact the the black holes do not
exist for some values of Lovelock parameters may imply that the gravity theory in this
region is in some sense dual to a field theory whose density of states does not grow so fast
with energy. In fact, higher derivative corrections to the Einstein-Hilbert action are in
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some cases associated with finite N corrections [31-32,33], which are expected to smooth
out the phase transition.
On the other hand, what happens in Gauss-Bonnet gravity may very well be the
case for any Lovelock theory. That is, for those values of the Lovelock parameters for
which black holes do not exist, the vacuum AdS solutions may be unstable [34]. It will be
interesting to investigate this direction further by studying small fluctuations around the
AdS vacuum.
We have obtained the three point functions of the stress energy tensor in a six-
dimensional CFT dual to the cubic Lovelock theory. It is interesting that unlike flat space,
the cubic Lovelock term contributes to these three point functions. This can be seen from
(5.1), which receives contributions from three and two point functions. The third order
Lovelock coupling λ̂3 enters both explicitly and through the AdS curvature scale α. Re-
markably, the three point functions of the stress energy tensor satisfy the same relation
as the one imposed by supersymmetry, since t4 = 0. Of course this was also the case in
Gauss-Bonnet gravity [14], but the vanishing of t4 in the O(R3) gravity theory is more
non-trivial. Again, this poses a question of how special the Lovelock theories are in the
AdS/CFT correspondence. Can it be that all these theories are holographically mapped
to CFTs which are in some way related to their supersymmetric parents? After all, all
known theories whose gravity sector is the Eistein-Hilbert gravity in AdS5 are related in
some way (e.g. through orbifolding or deformation) to N = 4 super Yang-Mills. All these
theories indeed retain a = c as a feature.
Finally, let us discuss the implications of our results on the viscosity/entropy bound. It
has been shown that inclusion of a Gauss-Bonnet term in gravity violates [9] the η/s ≥ 1/4π
bound [35]. Causality implies [9] that there is still a lower bound on η/s whose value
depends on the dimensionality of the space; the minimal value η/s ≥ 1/4π × 219/529
happens for d = 8 [14]. A straightforward but lengthy computation reveals that the p-
th order Lovelock term with p > 2 does not contribute to the viscosity/entropy ratio of
the boundary theory. In other words, the value of η/s of the dual theory is completely
determined by the coefficient of the Gauss-Bonnet term in the gravitational action. After
arriving at this result we noticed that it has already appeared in the literature [36-37].
Hence, the viscosity to entropy ratio computed in [9] remains valid for arbitrary Lovelock
theories of gravity
η
s
=
1
4π
(
1− 2d
d− 2λ1
)
(5.2)
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The positivity of energy flux (or, equivalently, causality) constraints place restrictions on
the allowed values of λ1. In the six-dimensional CFT dual to cubic Lovelock theory the
constraints are
5− t2 ≥ 0, 5 + 3t2
2
≥ 0, 5 + 3t2 ≥ 0 (5.3)
One can determine the physical region of Lovelock parameters by plotting the curves
defined by (5.3) and restricting to the physical region in Fig. 1. It is interesting that the
curves defined by inequalities in (5.3) all meet at the point (α = 3, λ1 = 1/3). In the
physical region (see Fig. 1) the maximal allowed value of λ1 comes from the last inequality
in (5.3). It is defined by the condition that the function λ1(α) defined by 5 + 3t2 = 0 has
a maximum. This happens at α = 15/8 giving rise to λ1 = 64/165. Clearly, the value of
η/s is negative for this value of λ1. It would be interesting to see if the theory develops
some pathology before getting to this point.
Note added: After we submitted our paper to the Arxiv we learned of the forthcoming
paper by Xian O. Camanho and Jose D. Edelstein [38] which partially overlaps with our
results.
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Appendix A. The viscosity/entropy ratio of the finite temperature CFT dual
to Lovelock gravity.
Here we compute the viscosity to entropy ratio for any p-th order Lovelock theory of gravity
in d + 1 dimensions. Our results agree with those of [36-37]. We will mainly follow the
discussion in [9]. For this we introduce the definitions and notations below
z =
r
r+
ω˜ =
ω
r+
q˜ =
q
r+
f˜(z) =
f(z)
r2+
γ˜ =
γ
rd+
R˜ =
∑
p
λ̂p
(
f˜
z2
)p
zd Q˜ =
∑
p
pλ̂p
(
f˜
z2
)p−1
zd−2
(A.1)
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We can now express the equation of motion for ϕ defined in (2.19) with respect to the new
variable z as [
T˜2∂
2
zϕ(z) + (∂zT˜2)∂zϕ(z) + T˜0ϕ(z)
]
= 0 (A.2)
where
T˜2 =
d− 3
2
z2f˜
(
∂zQ˜
)
T˜0 =
T˜2
a2f˜2
ω˜2 − 1
2
f˜
(
∂2z Q˜
)
q˜2 (A.3)
and a2 = 1
α
in accordance with the discussion below (2.21). Evaluating the action to
quadratic order on the solution of the equation of motion (neglecting contact terms) yields
S = −1
2
ard+
l3p
2
(d− 2)(d− 3)
∫
dωdq
(2π)2
T2(z)(∂zϕ)ϕ(z)|z→∞ (A.4)
To compute the shear viscosity of the dual theory we set q = 0 and focus on the low
frequency limit of (A.2). Let us first study the behavior of the solution close to the horizon
z = 1. Note that
T0
T2
∣∣∣∣
q=0
=
ω˜2
a2f˜
≃ ω˜
2
d2a2(z − 1)2 + · · ·
∂zT2
T2
≃ 1
z − 1 + · · · (A.5)
which implies ϕ ≃ (z − 1)± i˜ωda when z ≃ 1. Choosing the infalling boundary condition at
the horizon [39-42] we express the solution of (A.2) in the small frequency limit as
ϕ = J(k)
(
a2f˜
z2
)−i ω˜
da (
1− i ω˜
da
g(z) + · · ·
)
(A.6)
with g(z) regular at z = 1 and J(k) the boundary source for the field ϕ.
It is easy to see that the large z expansion of g(z) is of the form
g(z) =
A
zd
+ · · · (A.7)
with A a constant to be determined later. This leads to the following near boundary
behavior for ϕ, ∂zϕ and T˜2(z)
ϕ(z) ≃ J(k)
(
1− i ω˜
da
A+ a2γ˜
zd
)
∂zϕ ≃ J(−k) iω˜
a
A+ a2γ˜
zd+1
T˜2(z) ≃ (d− 3)(d− 2)
2
zd+1
a2γ˜
(A.8)
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Substituting (A.8) into (A.4) yields a boundary term (to leading order in ω˜)
S = −1
2
∫
dωdq
(2π)2
ard+
l3p
J(−k) iω˜
a
A+ a2γ˜
a2γ˜
J(k) (A.9)
The viscosity of the dual plasma is then equal to
η = lim
ω→0
ImGret.(ω, q = 0)
ω
=
rd−1+
l3p
A+ a2γ˜
a2γ˜
(A.10)
The entropy density of black branes in Lovelock theories of gravity has been discussed
in [25-26] (see also [43-46] where the holographic renormalization procedure is employed).
Remarkably, it is independent of all Lovelock coefficients λ̂p with (p > 1)
s = 4π
rd−1+
l3p
. (A.11)
The ratio of (A.10) to (A.11) then yields
η
s
=
1
4π
(
A
a2γ˜
+ 1
)
(A.12)
The contribution from the p-th order Lovelock terms is hidden in the ratio A
a2γ˜
. Note that
the denominator is roughly the product of the black hole mass, γ˜, with the square of the
AdS radius factor, a. Our objective in the following will be to determine A.
Let us start by making the following coordinate transformation
x =
f˜
z2
P (x) ≡
∑
p
λ̂px
p =
1
zd
(A.13)
Note that the position of the horizon is now at x = 0 and of the boundary at x = α. With
these definitions we also have that
Q˜ =
∂xP
P 1−
2
d
∂z
∂x
= −1
d
∂xP
P 1+
1
d
(A.14)
We can therefore express eq. (A.2) in terms of x, P (x), g(x) and expand to linear order in
ω˜. The result is
H2g
′′(x) +H1g′(x) +H = 0 (A.15)
where
H2 =x(∂x)P
[
(2− d)(∂xP )2 + dP∂2xP
]
H = d(∂2xP )
[
(∂xP )
2 − 2P∂2xP
]
+ dP (x)∂xP∂
3
xP
H1 = −(d− 2)(∂xP )3 + d x(∂xP )2∂2xP − 2d xP (∂2xP )2 + dP (∂xP )
(
∂2xP + x∂
3
xP
)
(A.16)
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Interestingly this equation has a rather simple solution for ∂xg
∂xg =
c1(∂xP )
2 − dP (x)(∂2xP )
x [(2− d)(∂xP )2 + dP (x)∂2xP ]
. (A.17)
Here c1 is an integration constant which can be fixed by imposing regularity at the horizon.
Observe that in the vicinity of x = 0 the solution behaves like
∂xg(x) ≃ c1λ̂
2
1 − 2dλ̂0λ̂2
(2− d)λ̂21 + 2dλ̂0λ̂2
1
x
+O(x0) (A.18)
Recall that λ̂0 = 1, λ̂1 = −1 and λ̂2 = λ1 the coefficient of the Gauss–Bonnet term in the
action. Demanding that the solution g(x) be regular at the horizon translates then to
c1 = 2dλ1 (A.19)
Finally we would like to determine the behavior of g(x) in the vicinity of the boundary
x = α. In particular, we wish to specify A appearing in eqs (A.10) and (A.12). In other
words, we are interested in the asymptotic behavior as a function of the original variable
z. It is thus convenient to replace x with its near the boundary expression x ≃ α(1 + γ˜
zd
)
and expand (A.17) to leading order in z as z → ∞. From (A.17) we deduce that ∂xg ≃
c2 +
c3
zd
+ · · · with
c2 =
∑p
n,m n(mc1 − d(n− 1))λ̂nλ̂mαn+m−2∑p
n,m n(m(2− d) + d(n− 1))λ̂nλ̂mαn+m−1
=
2dλ1
(d− 2)α
c3 = c1a
2γ˜
[∑p
n,m n(mc1 − d(n− 1))(n+m− 2)λ̂nλ̂mαn+m−2∑p
n,m n(mc1 − d(n− 1))λ̂nλ̂mαn+m−2
−
−
∑p
n,m n(m(2− d) + d(n− 1))(n+m− 1)λ̂nλ̂mαn+m−1∑p
n,m n(m(2− d) + d(n− 1))λ̂nλ̂mαn+m−1
] (A.20)
where in the last equality of the first line we used (A.19). Note however that
g(z) =
∫
dz(∂xg)
(
∂x
∂z
)
=
∫
dz
(
c2 +
c3
zd
+ · · ·
)(
−d γ˜
zd+1
+ · · ·
)
≃ 2dλ1a
2γ˜
(d− 2)zd+O
(
1
z2d
)
(A.21)
so the specific value of c3 is irrelevant for the leading order boundary asymptotics of g(z).
We are now in position to identify A as
A =
2dλ1a
2γ˜
(d− 2) (A.22)
and substituting into (A.12) arrive at
η
s
=
1
4π
(
1− 2dλ1
d− 2
)
(A.23)
As a result only the Gauss-Bonnet coefficient affects the viscosity to entropy ratio. Any
dependence on the black hole mass cancels out [36-37].
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