We prove that the inertia operator A of a rigid body is generically determined, up to a scalar multiple, by the curve ⍀ in R 3 that describes its angular velocity in the body. The precise condition is that ⍀ not be contained in a two-dimensional subspace of R 3 . We derive two indirect methods to compute A from the values of ⍀ over an arbitrary interval, and a direct method to compute A from the second-and fourth-order moments of ⍀. The direct method utilizes moment identities derived from symmetries in Euler's equation.
I. INTRODUCTION
In this section we review some of the kinematics and dynamics of rigid bodies as presented in Ref. 1 . Consider a rigid body whose center of mass is fixed at 0R 3 , and let F be an orthonormal frame at 0 fixed relative to the body. At time t during the motion, F is an orthonormal frame B(t)ϭ(b 1 (t),b 2 (t),b 3 (t)) relative to ambient space R 3 . Suppose that B(0) is the standard basis of R 3 . Identifying triples of column vectors with 3ϫ3 matrices, B(t) lies in the rotation group SO (3) , and B(0) is the identity I. Relative to the standard basis, the position at time t of a point fixed relative to the body is then q(t)ϭB(t)q(0), where q(0)R 3 is the position at time 0. For uR 3 define the skew-symmetric operator ␣(u) : R 3 →R 3 by ␣(u)vϭuϫv, vR 3 where ϫ is the cross product. The angular velocity in the body is the function ⍀ : R→R 3 defined by Ḃ ϭB␣͑⍀ ͒. ͑1͒
The angular velocity in space is ϭB⍀ and Eq. ͑1͒ implies that
ϭB⍀ . ͑2͒
Inertial motion of the body is described by Euler's equation 2 
A⍀ ϭ͑A⍀ ͒ϫ⍀, ͑3͒
where A is the symmetric positive-definite 3ϫ3 matrix that represents the inertia operator with respect to the standard basis ͑the inertia operator is defined from the mass distribution of the body͒. It follows from Eq. ͑1͒ and ͑3͒ that the kinetic energy Eϭ 1 2 ⍀ T A⍀ and the angular momentum in space mϭBA⍀ are constant. Write mϭʈmʈ. Evidently ⍀ T A 2 ⍀ϭm 2 , and T m ϭ2E. Notice that ⍀ is analytic, since it is bounded and its derivative is an analytic function of ⍀. Suppose from now on that the rigid body is not fixed, namely q is a nonconstant function of t. Then E,mϾ0. There is an extensive classical literature including Refs. 2-4 that addresses the problem of computing the solution ⍀ of Euler's equation from A and the initial value of ⍀. For the remainder of this paper we consider the inverse problem of computing A from a solution ⍀. For future investigations we record the fact that Euler's equation describes uniform speed parametrized geodesics on the rotation group with a left-invariant Riemmanian metric induced by the inertia operator, and that it can be generalized to describe geodesics on Lie groups 1 and Riemannian manifolds. 5 An important objective of this paper, and one motivation for our detailed derivations of three distinct methods to compute the inertia operator, is to develop techniques for investigating more inverse problems in these more general contexts. 
II. DEGENERACY
Then M m is linear in m, and A and m satisfy 
and hence in the line
Vപ͕x : x T mϭ2E͖. By Proposition 1 ʈ⍀ ʈϭʈ ʈ is bounded below by a positive number, thus the range of is unbounded. This is impossible since ʈʈϭʈ⍀ʈ and ʈ⍀ʈ is bounded above and the proposition is proved.
Define C(t),t͓s 1 ,s 2 ͔ by the nonautonomous linear differential equation Ċ ϭC␣(⍀) and initial value
C͑t ͒⍀͑ t ͒dt.
Proposition 3 implies that B(s 1 )
T m is determined up to a positive scalar multiple by ⍀, hence m T B(t) and M m are also determined up to a positive scalar multiple. Finally, Eq. ͑5͒ and Proposition 3 show that A is determined up to a positive scalar multiple from ⍀. This proves Theorem 2 and provides a constructive method ͑Method 1͒ for almost-determining A from ⍀.
Method 1 requires ⍀ to be observed on a continuous interval ͓s 1 ,s 2 ͔, and may be difficult to apply in cases where ⍀ is known only on finite subsets of ͓s 1 ,s 2 ͔. When sampling is coarse or noise contaminated, solving the ordinary differential equation for C is especially problematic. Notice also that Method 1 uses the associations between t and ⍀(t): It is not enough to observe the image of ⍀ over ͓s 1 ,s 2 ͔. Alternatively, we can apply Theorem 2 in a less direct way to almost-determine A as follows. Let ⍀ be a nondegenerate solution of Eq. ͑3͒, and let s 2 Ͼs 1 . Denote the space of symmetric 3ϫ3 matrices by S, and define a quadratic form Q : S→R by
Corollary 4: Q has co-rank 1 and A is a null-eigenvector of Q. So Q defines A up to a positive scalar multiple.
Proof: Clearly AS and Q(A)ϭ0. Let DS with Q(D)ϭ0. It suffices to show that there exists R such that DϭA. Choose ⑀Ͼ0 such that A ⑀ ϭAϩ⑀D is positiive definite. Clearly Q(A ⑀ )ϭ0, hence ⍀ satisfies Eq. ͑3͒ with inertia matrix A ⑀ over the interval ͓s 1 ,s 2 ͔ and thus over R since ⍀ is analytic. Theorem 2 implies that there exists Ͼ0 such that A ⑀ ϭA. Therefore DϭA where ϭ(Ϫ1)/⑀ and the corollary is proved.
The quadratic form Q is determined by values of ⍀ and ⍀ over ͓s 1 ,s 2 ͔, thus Corollary 4 gives another method ͑Method 2͒ to almost-determine A from ⍀. We observe that ͑i͒ Q can be approximated by sampling (⍀,⍀ ) uniformly over ͓s 1 ,s 2 ͔, ͑ii͒ the associations between t and (⍀(t),⍀ (t)) are not needed, ͑iii͒ when observations of (⍀,⍀ ) are contaminated by noise, the
effects in the formula for Q are approximately additive, and ͑iv͒ Method 2 does not require the intermediate step of solving an ODE for C(t). These observations suggest that Method 2 may be more robust and practical than Method 1. However, Method 2 requires us to know ⍀ . It may be difficult to accurately estimate ⍀ from values of ⍀ that are coarsely sampled or noise contaminated. These difficulties are overcome ͑to some degree͒ by using a method, based on moments of ⍀ ͑Method 3 in Sec. VIII͒, to almost-determine A. It turns out that moments of orders 0, 2, and 4 give most of the needed information, and it seems these quantities can be reliably estimated from uniform samples of ⍀ over ͓s 1 ,s 2 ͔ ͑without regard to their time association͒. To simplify the discussion we assume that the moments of ⍀ are calculated over an entire orbit of the motion: The more general case of sampling over ͓s 1 ,s 2 ͔ is a straightforward extension. Even so, the analysis is lengthy and not as clean as for Methods 1 and 2. We also note that genericity assumptions are required for Sec. VIII.
IV. MOMENTS
Let ⍀ be a periodic solution of Euler .
͑19͒
The system of equations ͑14͒-͑18͒ has rank 5. We now need to consider the cases ␣ 2 Ͻ0 and ␣ 2 Ͼ0 separately.
V. THE CASE ␣ 2 Ë0
Suppose ␣ 2 Ͻ0. Then x 3 0 for x⑀ E പ⑀ m . Solving Eqs. ͑7͒ and ͑8͒, x lies on at least one of eight arcs x 1 , 2 , 3 given parametrically by
where j ϭϮ, jϭ1,2,3, ␤ L ϭͱϪ2␣ 2 E/(I 3 (I 3 ϪI 2 )), and ␤ U ϭͱϪ2␣ 1 E/(I 3 (I 3 ϪI 1 )). Then 0 Ͻ␤ L Ͻ␤ U , and Since the image C of ⍀ is diffeomorphic to a circle, C is a union of arcs. By Eq. ͑23͒ and because C is connected, 3 is fixed. Given 3 , there are at most four such arcs in C, corresponding to choices of 1 , 2 . Inspection of Eqs. ͑21͒ and ͑22͒ show that, in order for C to be connected, all four arcs are needed: C is the track sum of 
This result provides the following examples of zeroth-, first-, and second-order almostcanonical moment identities.
Example 7: If is the monomial of degree 0 whose value is 1 everywhere then the corresponding moment is the period
Example 8: ⍀ 1 ϭ⍀ 2 ϭ0, and We integrate
Euler's Equation͒ and use ⍀ (0)ϭ⍀ (T) to obtain
and then solve the system ͑24͒, ͑25͒, ͑26͒ to complete the proof. 
͓from Eq. ͑3͔͒ to obtain
The proof is complete since the determinant of the coefficient matrix of the system ͑14͒, ͑15͒, ͑16͒, ͑17͒, ͑18͒, ͑27͒ equals 3I 1 I 2 I 3 (I 2 ϪI 1 )(I 3 ϪI 1 )(I 3 ϪI 2 ), which is positive. Comparing Theorem 11 with Example 9 we obtain Corollary 12: The second-and fourth-order almost-canonical moments are independent of the choice of O. They are determined algebraically by E,m 2 ,T, the I j , jϭ1,2,3, and any one of
VI. THE CASE ␣ 2 Ì0
When ␣ 2 Ͼ0, x 1 0 for x⑀ E പ⑀ m , and x lies on at least one of eight arcs x 1 , 2 , 3 given by
where the j ϭϮ. The arguments of Sec. V then adapt as follows: v͓␤ L ,␤ U ͔ where
In this case
As before, the image C of ⍀ is a union of arcs, but this time 1 is fixed. Given 1 , we argue as before, but using Eqs. ͑30͒ and ͑31͒, that C is parametrized by four arcs, namely the track sum of
where
, and so 
Example 14: The moment that corresponds to the monomial of degree 0 (whichϭ1) is the period [2] are distinct, and let e j denote the jth standard basis vector of R 3 . Examples 9 and 16 imply that Ō ϭ⌸O where ⌸(e j )ϭϮe ( j) , jϭ1,2,3, and is a permutation of ͕1,2,3͖. The eigenvalues of E [2] are the nonvanishing second-order almost-canonical moments ⍀ j j , and Ā
Equations ͑9͒, ͑14͒, ͑15͒, ͑16͒ are invariant with respect to permutations of coordinates in monomials. Substitution of Eq. ͑9͒ in the right-hand sides of ͑14͒, ͑15͒, ͑16͒ shows that Ī is a null-vector of GϵTF [4] ϪF [2] F [2] T , where
In the same way, with ͑10͒, ͑17͒, ͑18͒, ͑19͒ in place of ͑9͒, ͑14͒, ͑15͒, ͑16͒,
also a null-vector of the symmetric matrix G. Because ͕Ī, Ī (2) ͖ is linearly independent, G is either trivial or rank 1. Theorem 19: G has rank 1, with non-null eigenvector 2 , where t͓0,T͔. Let g:͓0,T͔ →R be identically 1. Cauchy-Schwarz for f ,gL 2 ͓0,T͔ says
unless f is a scalar multiple of g. Let v be a nonzero null-vector of G. By Eq. ͑32͒ f is constant, and by Eq. ͑3͒ 
VIII. METHOD 3: A FROM MOMENTS
Let ⍀ be a nondegenerate solution of Eq. ͑3͒ of period TϾ0. In Sec. III A is almostdetermined by the restriction of ⍀ to an interval ͓s 1 ,s 2 ͔ of positive length. It turns out that in generic cases we can obtain a similar result using moments of ⍀ of order р4, together with a small amount of auxiliary information. (3) is generic provided the matrix E [2] of Sec. VII has distinct eigenvalues. Let ⍀ be generic. In Secs. VI and V we see that either ⍀ 3 or ⍀ 1 has constant sign on ͓0,T͔, but not both: The index of ⍀ is defined to be 3 or 1 accordingly.
Theorem 22: For ⍀ generic, A is almost-determined by the index of ⍀ and the moments of ⍀ of orders 0,1,2,4.
Proof: As in Sec. VII, the matrix E [2] of second-order moments determines O up to conjugation with a permutation matrix ⌸. As in Sec. VII, the corresponding permutation of ͕1,2,3͖ is denoted by . Examining first-order moments with Examples 15, 8, choose so that ()ϭ where is the index of ⍀. Second-and fourth-order moments determine a rank 1 symmetric matrix G. By Theorem 19 any non-null eigenvector ŵ of G has all coordinates nonzero. Choose ŵ so that ŵ Ͻ0. Furthermore, the permutation of ͕1,2,3͖ \ ͕͖ is uniquely determined by the condition ŵ (2) Ͼ0. ͑33͒
Knowing , return to Sec. VII and rechoose Ō so that ⌸ becomes a diagonal matrix with entries Ϯ1. Define w and choose ŵ as before, but with the new Ō . Then Ī j ϭI j for jϭ1,2,3, and w becomes 
