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ВЕРОЯТНОСТНЫЕ ТЕСТЫ 
Предлагается метод построения почти псевдоисчерпывающих вероятностных тестов, ха-
рактеризующихся большей полнотой покрытия в сравнении с вероятностными и детерминирован-
ными тестами при такой же их временной сложности. Данные тесты позволяют генерировать все-
возможные двоичные комбинации на любых k из N входов тестируемого цифрового устройства. По-
казывается их эффективность для малых значений k и небольшого числа итераций. Приводятся экс-
периментальные исследования для случая тестирования ОЗУ.  
Введение 
Псевдоисчерпывающие тесты (Pseudoexhaustive Testing) [1–4], которые являются разви-
тием исчерпывающих тестов (Exhaustive Testing) [5], первоначально рассматривались только 
для случая тестирования комбинационных цифровых устройств и оперативных запоминающих 
устройств (Hardware Testing). Они являются реальной альтернативой исчерпывающим тестам и 
основываются на формировании множества тестовых наборов B(N, k), обеспечивающих 2k воз-
можных двоичных комбинаций на любых k из N входов тестируемого комбинационного уст-
ройства или в любых k из N ячеек запоминающего устройства. Характерной особенностью 
псевдоисчерпывающих тестов B(N, k) является то, что их сложность O(B(N, k)) существенно 
меньше по сравнению с исчерпывающими тестами. Так, для теста B(6, 2) = {000000, 000011, 
011100, 101101, 110110, 111011}, приведенного в [6], сложность (количество тестовых наборов) 
O(B(6, 2)) псевдоисчерпывающего теста B(6, 2) будет равна 6, что заметно меньше, чем слож-
ность исчерпывающего теста для N = 6, равная 2N = 26 = 64. Для общего случая сложность 
O(B(N, k)) псевдоисчерпывающего теста B(N, k) оценивается неравенством 2k ≤ O(B(N, k)) ≤ 2N. 
Дальнейшее развитие псевдоисчерпывающие тесты получили в рамках задачи комбина-
торных стратегий тестирования сложных вычислительных систем, включая тестирование про-
граммного обеспечения [7, 8]. В общем случае при отсутствии дополнительной информации о 
тестируемой вычислительной системе эта задача решается разбиением возможных значений 
параметров на конечное число групп и генерацией всевозможных комбинаций значений пара-
метров для всех групп. Для построения этих комбинаций используются покрывающие массивы, 
дающие минимально возможные множества тестовых векторов, которые перебирают все соче-
тания пар, троек или другого числа k из N значений отдельных параметров [9].  
В случае тестов запоминающих устройств типа ОЗУ в качестве покрывающих массивов 
рассматриваются множества векторов начальных состояний ОЗУ, позволяющие эффективно 
обнаруживать сложные обобщенные модели неисправностей для заданных, как правило мар-
шевых, тестов ОЗУ [10, 11]. Чаще всего как обобщенные модели неисправностей ОЗУ рассмат-
риваются кодочувствительные неисправности (Pattern Sensitive Faults − PSF), затрагивающие 
несколько ячеек ОЗУ [10, 11]. 
Получение псевдоисчерпывающих тестов с минимальной сложностью O(B(N, k)) и их гене-
рация представляют собой весьма трудоемкую задачу, которая зависит от величин N и k [1, 2]. 
Для малых величин N и k значения OMIN(B(N, k)) или их оценки приведены в [4]. Для фиксирован-
ных значений k и больших величин N известны только граничные оценки величины OMIN(B(N, k)), 
удовлетворяющие неравенству 2k – 1log2N ≤ OMIN(B(N, k)) ≤ k2k(log2e)–1log2N [4]. Несмотря на боль-
шое многообразие методов формирования псевдоисчерпывающих тестов, до настоящего времени 
не существует радикального решения получения тестов B(N, k) для современных вычислительных 
систем и программных приложений с реальной временной сложностью O(B(N, k)) [7–10].  
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С целью достижения реальной временной сложности теста (длины) при его высокой по-
крывающей способности (полноты) в [12] была предложена идея построения почти псевдоис-
черпывающих вероятностных тестов (Near-Exhaustive Probabilistic Tests). Подобные тесты ха-
рактеризуются тем, что множество тестовых наборов B(N, k, p) обеспечивает 2k возможных 
двоичных комбинаций в любых k из N запоминающих элементов с вероятностью p, максималь-
но близкой к 1, однако p ≠ 1. При этом чем меньше величина σ = 1 − p, тем больше эффектив-
ность теста. Основу подобных тестов составляют симплексные коды, описываемые матрицей 
Адамара [12]. Величина σ может принимать сколь угодно малое значение и определяет степень 
близости к исчерпывающему тесту. Значение величины (1 − σ)·100 % представляет собой про-
центное отношение сгенерированных двоичных комбинаций для любых k из N ячеек ОЗУ к 
общему их числу. Ее среднее значение будем использовать для оценки эффективности методов 
формирования почти исчерпывающих вероятностных тестов. 
В дальнейшем будем рассматривать тесты B(N, k), представляющие собой набор {B0, B1, 
B2, …, Bq – 1} из q N-разрядных двоичных векторов, которые обеспечивают максимально воз-
можное количество двоичных комбинаций в любых k из N элементов исходных векторов. Как и 
в известных работах [1−4, 10, 12], для k и N будет соблюдаться соотношение k << N, где вели-
чина k принимает значения, не превосходящие 5, а для N выполняется неравенство N > 103. 
1. Сравнительный анализ эффективности почти псевдоисчерпывающих тестов  
Все множества методов построения псевдоисчерпывающих тестов B(N, k) делятся на два 
подмножества, а именно на детерминированные и вероятностные тесты [1–6]. Тесты со стан-
дартной структурой (детерминированные) нашли широкое применение для тестирования циф-
ровых устройств. Подобные псевдоисчерпывающих тесты формируются в соответствии с неко-
торым итерационным алгоритмом и имеют регулярную (стандартную) структуру [1–2, 8]. При-
мер подобного теста приведен в табл. 1. В рамках исследований эффективности тестов ОЗУ в 
[10] было получено условие, которому должен удовлетворять псевдоисчерпывающий тест для 
обеспечения максимального значения среднего процентного отношения C(B(N, k)) сгенериро-
ванных двоичных комбинаций в любых k из N двоичных ячеек ОЗУ к их общему числу. 
Для общего случая это условие можно сформулировать в виде следующего утверждения. 
Утверждение  1 . Множество векторов B0, B1, B2, …, Bq – 1 псевдоисчерпывающего 
теста B(N, k), имеющее максимальное минимальное расстояние Хэмминга HD(Bi, Bj) между 
векторами Bi, Bj, где i ≠ j ∈ {0, 1, 2, ..., q − 1}, позволяет достичь максимально возможного 
значения C(B(N, k)) для любого k и заданного q = O(B(N, k)). 
Традиционным решением, согласуемым с утверждением 1, является множество векторов 
B0, B1, B2, …, Bq – 1, для которых расстояние Хэмминга между двумя любыми векторами равня-
ется N/2. Для векторов, состоящих из N бит, их количество равняется q = 2(⎡log2N⎤ + 1), а струк-
тура векторов и самого теста BS(N, k), а также алгоритм его построения приведены в [12, 13]. 
Если N = 2m, то количество подобных двоичных векторов для теста BS(2m, k) равняется 2(m + 1). 
В качестве примера соответствующие векторы теста BS(16, k) для m = 4 представлены в табл. 1.  
Таблица 1 
Тест BS(16, k) 
B b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13 b14 b15 
B0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
B1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
B2 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 
B3 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 
B4 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 
B5 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 
B6 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 
B7 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
B8 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 
B9 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 
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Применяя тест BS(N, k), состоящий из ⎡log2N⎤ + 1 пары векторов (B0, B1), (B2, B3), …,  
(B2l, B2l + 1), и предполагая, что k << N и N – k ≈ N, будет достигнута максимальная полнота по-
крытия теста C(BS(N, k)), которая будет вычисляться как  
log 1212 1
( ( , )) 1 100 %.12
S
Nk
C B N k k
+− −= − −
⎛ ⎞⎡ ⎤⎢ ⎥⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟⎝ ⎠
 (1)
Для N = 2m и k ∈ {2, 3, 4, 5}полнота покрытия C(BS(N, k)) теста BS(N, k) приведена в табл. 2. 
Таблица 2 
Полнота покрытия C(BS(N, k)) для различных значений N и k, % 
N = 2m 25 210 215 220 225 230 235 
k = 2 98,44 99,95 99,99 99,99 99,99 99,99 99,99 
k = 3 82,20 95,77 98,99 99,76 99,92 99,98 99,99 
k = 4 63,87 76,98 88,19 93,94 96,89 98,40 99,18 
k = 5 32,10 49,16 64,39 74,21 81,33 86,47 90,20 
Из табл. 2 следует, что, например, при q = 2(m + 1) = 2(30 + 1) = 62 итерациях теста 
BS(N, k) оказывается возможным достигнуть почти псевдоисчерпывающей полноты покрытия 
C(BS(N, k)) = 99,98 % для k = 3. Более детальный анализ данных, приведенных в табл. 2, позво-
ляет сделать следующие выводы. Значение полноты покрытия C(BS(N, k)) теста BS(N, k), кото-
рое при фиксированном значении N = 2m является предельно достижимым для BS(N, k), с ростом 
N = 2m также увеличивается. С другой стороны, максимальная полнота покрытия является убы-
вающей функцией по отношению к величине k. В то же время сложность O(BS(N, k)) теста 
BS(N, k) при N = 2m равняется 2(m + 1) и является минимальной для подобных тестов [1, 4, 12].  
В сравнении с детерминированными псевдоисчерпывающими тестами вероятностные тес-
ты позволяют достичь полноты покрытия C(BR(N, k)), сколь угодно близкой к величине 100 %, 
для заданного k за счет заметного увеличения сложности теста. Использование l произвольных 
(случайных) векторов позволяет достичь полноты покрытия, вычисляемой согласно выражению 
1
( ( , )) 1 1 1 0 0 %
2
.
l
R kC B N k = − −
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
(2)
Очевидно, что максимальная полнота покрытия, равная 100 %, достижима только для 
l → ∞, а реальные ее величины, близкие к 100 %, − для больших величин l. Это следует из ре-
зультатов, представленных в табл. 3 для тех же значений N и l = 2(m + 1), что и для BS(N, k) 
(см. табл. 2). 
Таблица 3 
Полнота покрытия C(BR(N, k)) для различных значений N и k, % 
N =2m 25 210 215 220 225 230 235 
k = 2 96,83 99,82 99,98 99,99 99,99 99,99 99,99 
k = 3 79,85 94,70 98,60 99,63 99,90 99,97 99,99 
k = 4 53,90 75,82 87,32 93,35 96,51 98,40 99,18 
k = 5 31,68 50,26 63,79 73,63 80,81 86,03 89,83 
Сравнительный анализ результатов, представленных в табл. 2 и 3, показывает большую 
эффективность детерминированных псевдоисчерпывающих тестов при том же фиксированном 
количестве тестовых векторов l. В то же время с увеличением их числа различие в эффективно-
сти уменьшается. Однако применение вероятностного подхода позволяет достичь любой пол-
ноты покрытия C(BR(N, k)), сколь угодно близкой к 100 %, для заданного k за счет увеличения 
количества l тестовых векторов.  
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2. Итеративные почти псевдоисчерпывающие вероятностные тесты 
Известные вероятностные тесты, приведенные в предыдущем разделе, можно рассматри-
вать как повторяющиеся тесты BR(N, k) = {B0, B1, B2, …, Bq – 1}, состоящие из q итераций. В каж-
дой итерации используется один случайный вектор Bi = b0b1b2…bN – 2bN – 1, где bs ∈ {0, 1} для 
s ∈ {0, 1, …, N − 1} представляют собой равновероятную двоичную цифру.  
В качестве основной идеи итеративных почти псевдоисчерпывающих тестов BI(N, k, r) 
предлагается применять вероятностные тесты, в которых в каждой итерации случайный вектор 
используется более чем один раз (r > 1). В простейшем случае итерация будет состоять в приме-
нении случайного вектора Bi и его инверсного значения 0 1 2 2 1... .i N NB b b b b b− −=  Исходя из ут-
верждения 1, последующее использование инверсных значений бит исходного случайного векто-
ра является оптимальным с точки зрения обеспечения максимальной полноты покрытия [10]. 
В общем случае каждая итерация состоит из r ≥ 2 тестовых векторов, первый из которых форми-
руется случайным образом, а r – 1 остальных – в соответствии с некоторым детерминированным 
алгоритмом. Предполагая, что rq = l и эффективность одной итерации оценивается величиной 
0 < p(N, k, r) < 1, полнота покрытия C(BI(N, k, r)) произвольного итерационного теста оценивается 
соотношением 
( ( , , )) (1 (1 ( , , )) )100 %.qIC B N k r p N k r= − −  (3)
Тогда эффективность итеративного псевдоисчерпывающего вероятностного теста BI(N, k, r) 
по сравнению с вероятностным тестом BR(N, k) оценивается выражением 
1
( ( , , )) ( ( , )) 1 (1 ( , , )) 1 0 0 %
2
.
qr
q
I R kC B N k r C B N k p N k rΔ = − = − −
⎛ ⎞⎛ ⎞⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
 (4)
Величина ((1 – 1/2k)r)q – (1 – p(N, k, r))q с ростом q стремится к нулю, так как (1 – 1/2k)r < 1 
и (1 – p(N, k, r)) < 1. Таким образом, эффективность произвольного итерационного псевдоис-
черпывающего вероятностного теста BI(N, k, r) в сравнении с вероятностным для малых значе-
ний q будем максимальной. В то же время увеличение значения r приводит к снижению эффек-
тивности одной итерации в сравнении с вероятностным тестом, состоящим из r случайных дво-
ичных векторов. В качестве оптимальных значений предлагается использовать r = 2, 3 и 4, для 
которых известны оптимальные сочетания, состоящие из двух, трех и четырех последователь-
ных векторов, удовлетворяющих утверждению 1 [10]. Для r = 2 оптимальными векторами Bi и 
Bj являются инверсные векторы Bj = iB , для которых HD(Bi, Bj) = N. При r = 3 и 4 максималь-
ное минимальное расстояние Хэмминга HD(Bi, Bj) = 2N/3 между любыми двумя векторами Bi, Bj 
из трех (r = 3) или из четырех (r = 4) [10]. 
Значение p(N, k, r) для r = 3 и 4 при больших величинах N и k << N не зависит от величи-
ны N (p(N, k, r) = p(k, r)) и может быть оценено следующими соотношениями p(k, r): 
1
1
1 2 1 2
( ,3) 2 ;
2 3 2 3 2 3
k k i
k k k k k k i
k
p k
i
− −
=
≈ + − + ∑ ⎛ ⎞⎜ ⎟⎝ ⎠  
1
1 1 1 1
1 1 1 1
( ,4) 2
2 3 2 3 2 3
.
k k i
k k k k k k i
k
p k
i
− −
− − − =
≈ + − + ∑ ⎛ ⎞⎜ ⎟⎝ ⎠  
(5)
Значения C(BI(N, k, 4)) для r = 4, одной итерации (q = 1) и конкретных значений k 
приведены в табл. 4. Для сравнения в этой таблице также даются значения эффективности 
C(BS(N, k)) стандартного теста BS(N, k), состоящего только из первых четырех векторов 
(см. табл. 1). В последней строке приведена оценка эффективности C(BR(N, k)) вероятност-
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ного теста BR(N, k), состоящего также из четырех тестовых векторов. Таким образом, 
O(BI(N, k, 4)) = O(BS(N, k)) = O(BR(N, k)) = 4. 
Таблица 4 
Оценка полноты покрытия тестов BI(N, k, 4), BS(N, k)  
и BR(N, k) для q = 1 и различных k, % 
k 2 3 4 5 6 
C(BI(N, k, 4))  83,33 47,22 25,00 12,42 6,23
C(BS(N, k)) 75,00 43,75 23,43 12,10 6,15
C(BR(N, k)) 68,32 41,38 22,75 11,92 6,11
В табл. 5 приведены значения C(BI(N, k, 4)), C(BS(N, k)) и C(BR(N, k)) для k = 2, 3 и 4. 
Таблица 5 
Оценка полноты покрытия  тестов BI(N, k, 4), BS(N, k) и BR(N, k) для k = 2, 3 и 4, % 
q 1 2 3 4 5 6 7 8 
C(BI(N, 2, 4))  83,3 97,2 99,5 99,9 99,9 99,9 99,9 99,9 
C(BS(N, 2)) 75,0 93,7 98,4 99,6 99,9 99,9 99,9 99,9 
C(BR(N, 2)) 68,3 89,9 96,8 98,9 99,6 99,8 99,9 99,9 
C(BI(N, 3, 4))  47,2 72,1 85,3 92,2 95,9 97,8 98,8 99,4 
C(BS(N, 3)) 43,7 68,3 82,2 89,6 94,4 96,8 98,2 98,9 
C(BR(N, 3)) 41,3 65,6 79,8 88,9 93,1 95,9 97,6 98,5 
C(BI(N, 4, 4))  25,0 43,7 57,8 68,4 76,3 82,2 86,6 89,9 
C(BS(N, 4)) 23,4 41,4 55,1 65,6 73,7 79,8 84,6 88,2 
C(BR(N, 4)) 22,7 40,3 53,9 64,4 72,5 78,7 83,6 87,3 
Анализ приведенных результатов свидетельствует об эффективности применения ите-
рационных почти псевдоисчерпывающих вероятностных тестов BI(N, k, r) для малых значе-
ний k (k = 2, 3 и 4). Для больших величин k эффективность почти псевдоисчерпывающих веро-
ятностных тестов также является более высокой в сравнении с детерминированными BS(N, k) и 
вероятностными BR(N, k) тестами, однако она не настолько выше, как для малых значений k. За-
метное преимущество почти псевдоисчерпывающих вероятностных тестов BI(N, k, r) достигается 
и для малого количества итераций q, а с их ростом преимущество таких тестов снижается. 
3. Применение почти псевдоисчерпывающих тестов для тестирования ОЗУ 
Как показано в разд. 2, каждая итерация почти псевдоисчерпывающего вероятностного 
теста BI(N, k, r) состоит из r ≥ 2 тестовых векторов, первый из которых формируется случайным 
образом, а r – 1 остальных – в соответствии с некоторым алгоритмом, который обеспечивает 
выполнение условия, сформулированного в утверждении 1. Для r = 3 (4) на основании исход-
ного случайного вектора Bi необходимо сформировать два (три) новых вектора таким образом, 
чтобы максимальное минимальное расстояние Хэмминга HD(Bi, Bj) между любыми двумя век-
торами Bi и Bj из трех (четырех) равнялось 2N/3 [10]. Согласно утверждению 1 для r = 3 множе-
ство таких векторов Bi, Bj и Bl имеет вид 
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
... ... ... ;
... ... ... ;
... ... ... .
i N N N N N N N
j N N N N N N N
l N N N N N N N
B
B
B
b b b b b b b b b b
b b b b b b b b b b
b b b b b b b b b b
− + − + −
− + − + −
− + − + −
=
=
=
 (6)
Исходный случайный вектор Bi = b0b1b2…bN – 2bN – 1, где bs ∈ {0, 1} представляет собой 
равновероятную двоичную цифру, с применением операции инвертирования преобразуется в 
Bj и Bl. Для r = 4 множество таких векторов Bi, Bj, Bl и Bo получается аналогичным образом [10]: 
ИТЕРАТИВНЫЕ ПОЧТИ ПСЕВДОИСЧЕРПЫВАЮЩИЕ ВЕРОЯТНОСТНЫЕ ТЕСТЫ     71 
 
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
0 1 2 /3 1 /3 /3 1 2 /3 1 2 /3 2 /3 1 1
0 1 2 /3 1 /3 /3
... ... ... ;
... ... ... ;
... ... ... ;
...
i N N N N N N N
j N N N N N N N
l N N N N N N N
o N N N
B
B
B
B
b b b b b b b b b b
b b b b b b b b b b
b b b b b b b b b b
b b b b b b
− + − + −
− + − + −
− + − + −
−
=
=
=
= 1 2 /3 1 2 /3 2 /3 1 1... ... .N N N Nb b b b+ − + −
 (7)
Например, для N = 9 и Bi = 000000000 получим, что Bj = 111111000, Bl = 000111111 и 
Bo = 111000111. 
В случае тестирования ОЗУ рассматриваются модели неисправностей, для обнаружения 
которых необходимо формирование всевозможных двоичных комбинаций в произвольных k – 1 
из N двоичных ячеек ОЗУ [3, 6, 10–13]. При этом значение k, как правило, не превышает 5 [14]. 
Объемы современных ОЗУ неуклонно растут и превышают 109, что накладывает жесткие вре-
менные ограничения на время их тестирования. Очевидным решением для тестирования ОЗУ 
является использование почти псевдоисчерпывающих вероятностных тестов BI(N, k, r), которые, 
как было показано в предыдущем разделе, характеризуются высокой эффективностью для малых 
значений k и N >> k. Почти псевдоисчерпывающие вероятностные тесты целесообразно исполь-
зовать для формирования оптимальных начальных состояний ячеек ОЗУ в рамках реализации 
неразрушающих маршевых тестов [15]. 
В качестве начальных состояний ОЗУ при реализации неразрушающих маршевых тес-
тов с целью уменьшения сложности процедуры тестирования используется их текущее со-
стояние Bi = b0b1b2 … bN – 2bN – 1, что позволяет уменьшить сложность процедуры тестирования 
на N циклов обращения к памяти, необходимых для записи случайного вектора Bi. Тогда для 
r = 3 сложность процедур перехода от текущего состояния Bi к Bj, от Bj к Bl и возврат к ис-
ходному состоянию (переход от Bl к Bi) во всех случаях равняется 4N/3 циклов обращения к 
памяти для операций инвертирования в соответствии с (6). Здесь инвертирование содержимо-
го ячейки памяти состоит из операций чтения и записи инверсного значения. Суммарная 
сложность формирования векторов (6) равняется 4N, а векторов (7) – 16N/3 циклов обраще-
ния к ОЗУ. Очевидными недостатками рассмотренной процедуры применения почти псевдо-
исчерпывающих вероятностных тестов BI(N, k, r) являются снижение обнаруживающей спо-
собности тестов ОЗУ из-за их зависимости от текущего состояния ОЗУ Bi = b0b1b2 … bN – 2bN – 1 
и временная сложность итераций, равная 4N для r = 3 и 16N/3 для r = 4. Снижение эффектив-
ности теста связано с тем, что в среднем только 80 % содержимого ОЗУ ЭВМ изменяется при 
изменении решаемой задачи [16]. При неизменном начальном состоянии Bi для двух последо-
вательных итераций использование процедур (6) и (7) не приведет к формированию новых 
двоичных комбинаций. 
Уменьшение временной сложности почти псевдоисчерпывающих вероятностных тестов 
BI(N, k, r) достигается путем их применения для фиксированных блоков ОЗУ меньшей размер-
ности, равной M = 2m – 1 < N. Для упрощения реализации процедур (6) и (7) предположим, что 
m = 2w, где w – целое число. Таким образом, m = 2, 4, 16, 256, …, а значение 2m – 1 можно пред-
ставить в виде 
12 1 1 2 4 16 22 1 2 1 (2 1)(2 1)(2 1)(2 1)(2 1)...(2 1).
w wm −− = − = − + + + + +  (8)
Тогда для любого M = 2m – 1 значения M/3 и 2M/3 определяются как 
1 1
2 2
1 1
/ 3 (2 1); 2 / 3 2 (2 1).
w wi i
i i
M M
− −
= =
= + = +∏ ∏  (9)
Так, например, для M = 2m – 1 = 24 – 1 = 15 в соответствии с (9) получим M/3 = 5 и 
2M/3 = 10. 
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Уменьшение размерности блока ОЗУ позволяет уменьшить сложность его тестирова-
ния и обеспечить режим прерываемого тестирования с использованием маршевых тес-
тов [15, 16]. Следует, однако, отметить, что суммарная сложность тестирования всего ОЗУ 
останется неизменной. 
Для уменьшения влияния текущего состояния блока ОЗУ Bi = b0b1b2 … bM – 2bM – 1 на по-
следующие итерации теста целесообразно модифицировать процедуры (6) и (7) таким обра-
зом, чтобы при переходе от вектора Bi к вектору Bj инвертировалось содержимое bs ∈ {0, 1}, 
s ∈ {0, 1, …, M − 1}, произвольных 2M/3 ячеек блока ОЗУ размерности M бит. При переходе 
от Bj к Bl половина из ранее измененных значений bs принимала свое исходное состояние, в 
то время как оставшиеся M/3 бит исходного блока изменили свое состояние на противопо-
ложное, и так далее для всех переходов в соответствии с (6) и (7). Основой подобной моди-
фикации может быть разбиение блока Bi = b0b1b2 … bM – 2bM – 1 из M ячеек ОЗУ на три произ-
вольных блока Bi1, Bi2 и Bi3, определяемых индексами (адресами) s ∈ {0, 1, …, M − 1} ячеек bs, 
каждый из которых состоит из M/3 ячеек. Для этих целей целесообразно использование гене-
раторов M-последовательностей, формируемых на основании примитивных порождающих 
полиномов ϕ(x) = 1 ⊕ α1x1 ⊕ α2x2 ⊕ … ⊕ αm − 1xm − 1 ⊕ αmxm, где αi ∈ {0, 1} и зависит от вида 
порождающего полинома.  
В общем случае для формирования почти псевдоисчерпывающих вероятностных тестов 
BI(N, k, r) первоначально необходимо задание размерности M = 2m – 1 < N блока ОЗУ и его на-
чального адреса M0. В соответствии с (9) вычисляются значения M/3 и 2M/3. Задаются q прими-
тивных порождающих полиномов ϕ(x), degϕ(x) = m. Необходимо отметить, что для заданного m 
существует Ф(2m – 1)/m примитивных полиномов, где Ф – функция Эйлера [15]. С учетом при-
нятых допущений процедура генерирования почти псевдоисчерпывающих вероятностных тес-
тов BI(N, k, r) для r = 3 имеет следующий вид. 
Входные данные: размерность M = 2m – 1 блока ОЗУ и его начальный адрес M0, значение ве-
личин M/3 и 2M/3, количество q итераций теста, примитивные полиномы ϕ(x) ∈ {ϕ1(x), ϕ2(x), …, 
ϕq(x)} степени m. 
1. Задается i = 1. 
2. В качестве первого вектора Bi = b0b1b2 … bM – 2bM – 1 теста BI(N, k, 3) принимается теку-
щее состояние выбранного блока ОЗУ, где b0 является содержимым ячейки ОЗУ с адресом M0, 
b1 – ячейки M0 + 1 и bM – 1 – ячейки M0 + M – 1. 
3. В соответствии с порождающим полиномом ϕi(x) строится генератор М-последова-
тельности. Задается его начальное состояние A1.  
4. Осуществляется переход к вектору Bj путем инвертирования 2M/3 бит исходного векто-
ра Bi. Адреса ячеек выбранного блока определяются как M0 – 1 + As, где As ∈ {1, 2, 3, …, 2m – 1}, 
s = 1, 2, 3, …, 2M/3, – текущее состояние генератора М-последовательности. 
5. Аналогично, как и в п. 4, выполняется переход от вектора Bj к вектору Bl, при этом на-
чальным состоянием генератора будет следующее его состояние – A2M/3 + 1. 
6. Выполняется возврат к текущему состоянию блока ОЗУ путем инвертирования его со-
держимого в 2M/3 ячейках, начиная от адреса M0 – 1 + AM/3 + 1. 
7. i = i + 1.  
8. Если i < q, данная процедура повторяется, начиная со второго этапа. 
Процедура генерирования BI(N, k, r) для r = 4 отличается только одним дополнительным 
переходом от вектора Bl к вектору Bo. Начальное состояние A1 генератора М-последова-
тельности может принимать произвольное значение из множества {1, 2, 3, …, 2m – 1}.  
4. Практическая реализация почти псевдоисчерпывающих тестов ОЗУ 
Для m = 4 порождающий полином может иметь вид ϕ(x) = 1 ⊕ x1 ⊕ x4. Применение гене-
ратора М-последовательности на основе данного полинома (рисунок) позволяет разделить блок 
ОЗУ Bi = b0b1b2 … b14b15, состоящий из M = 15 ячеек, на три блока: Bi1 = b1b8b12b14b15, 
Bi2 = b7b11b5b10b13 и Bi3 = b6b3b9b4b2, каждый из которых содержит M/3 = 15/3 = 5 ячеек. 
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s As = a1a2a3a4 
1 0001 1 
2 1000 8 
3 1100 12 
4 1110 14 
5 1111 15 
6 0111 7 
7 1011 11 
8 0101 5 
9 1010 10 
10 1101 13 
11 0110 6 
12 0011 3 
13 1001 9 
14 0100 4 
D D D D
Mod 2
Clk Clk ClkClk Clk
a4a2a1 a3
15 0010 2 
Блок-схема генератора M-последовательности, формируемой в соответствии с полиномом  
ϕ(x) = 1 ⊕ x1 ⊕ x4, и временная диаграмма его состояний в двоичном и десятичном кодах  
Рассмотрим процедуру генерирования BI(N, k, 3) для следующих входных данных: m = 4; 
M = 2m – 1 = 15; M0 = 000 … 0; M/3 = 5; 2M/3 = 10; q = 1 и ϕ1(x) = 1 ⊕ x1 ⊕ x4. Согласно ранее 
описанной процедуре получим: 
1. Задается i = 1. 
2. Принимается текущее состояние выбранного блока ОЗУ Bi = b0b1b2 … bM – 2bM – 1 = 
= 000 … 00.  
3. В соответствии с порождающим полиномом ϕi(x) = 1 ⊕ x1 ⊕ x4 строится генератор  
М-последовательности (см. рисунок) с начальным состоянием A1 = 0001.  
4. Осуществляется переход к следующему вектору Bj путем инвертирования 10 бит исход-
ного вектора Bi = b0b1b2b3b4b5b6b7b8b9b10b11b12b13b14 = 000000000000000, 2M/3 адреса ячеек зада-
ются генератором М-последовательности и принимают значения 0, 7, 11, 13, 14, 6, 10, 4, 9, 12. 
Соответственно получим Bj = 100010110111111.  
5. Аналогично, как и в п. 4, выполняется переход от вектора Bj = 100010110111111 к век-
тору Bl, при этом начальным состоянием генератора будет A2M/3 + 1 = 0110(2) = 6(10). Очередные 
2M/3 адреса имеют значения 5, 2, 8, 3, 1, 0, 7, 11, 13, 14. Соответственно получим 
Bl = 011111101110100. 
6. Выполняется возврат к текущему состоянию Bi = 000000000000000 блока ОЗУ путем 
инвертирования его содержимого в 2M/3 ячейках с адресами 6, 10, 4, 9, 12, 5, 2, 8, 3, 1.  
7. i = q, что свидетельствует об окончании теста BI(N, k, 3). 
Для тех же начальных условий BI(15, k, 4) будет состоять из векторов, представленных в 
табл. 6, в этой же таблице приведены тесты BS(15, k) и BR(15, k). 
Таблица 6  
Тесты BI(15, k, 4), BS(15, k) и BR(15, k)   
BI(15, k, 4) BS(15, k)  BR(15, k) 
000000000000000 000000000000000 011110010110100 
100010110111111 111111111111111 001011010001111 
011111101110100 111111100000000 110100011110010 
111101011001011 000000011111111 000111100101101 
В табл. 7 представлены результаты моделирования тестов из табл. 6. 
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Таблица 7  
Оценка полноты покрытия тестов BI(15, k, 4), BS(15, k)  
и BR(15, k) для q = 1 и различных k, % 
k 2 3 4 5 6 
C(BI(15, k, 4))  85,71 48,35 24,86 12,49 6,25
C(BS(15, k)) 76,66 45,00 24,03 12,33 6,23
C(BR(15, k)) 72,33 43,51 23,53 12,19 6,19
Полученные результаты полностью согласуются с рассмотренными ранее теоретически-
ми результатами. Несколько большие значения полноты покрытия во всех случаях объясняют-
ся малым значением N (N = 15), для которого невыполнение условия k << N приводит к по-
грешностям в соотношениях (1)–(5).  
Заключение 
Представленные в работе процедуры формирования почти псевдоисчерпывающих вероят-
ностных тестов BI(N, k, r) для r = 2, 3 и 4 могут быть применены к ОЗУ с целью выявления слож-
ных кодочувствительных неисправностей. Теоретически и экспериментально было показано, что 
данные тесты обладают более высокой покрывающей способностью для PPSFk-неисправностей 
по сравнению с детерминированным BS(15, k) и вероятностными тестами BR(15, k) для небольших 
значений k и небольшого числа итераций q при одинаковых временных затратах и сложности тес-
та. Таким образом, применение псевдоисчерпывающих вероятностных тестов BI(N, k, r) целесооб-
разно для бит-ориентированных ОЗУ емкостью N бит при значениях k << N. При этом следует от-
метить достаточно легкую генерацию векторов псевдоисчерпывающих вероятностных тестов 
BI(N, k, r) с помощью генератора М-последовательностей. 
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S.V. Yarmolik, V.N. Yarmolik 
ITERATIVE NEAR PSEUDOEXHAUSTIVE RANDOM TESTS 
The method for iterative near pseudoexhaustive random tests generation have been proposed. 
It was shown that for equal complexity the efficiency of iterative near pseudoexhaustive random tests 
are sufficiently higher to compare with deterministic and random tests. These tests allow getting all 
binary combinations for any arbitrary k out of N digital circuit inputs with high probability. It has been 
proven that efficiency of these tests is growing with decreasing the value k and number of test’s itera-
tions. The experimental data for the case of RAM testing as the validation data have been obtained.  
