Classification of resonant equations  by Fruchard, Augustin & Schäfke, Reinhard
J. Differential Equations 207 (2004) 360–391
www.elsevier.com/locate/jde
Classiﬁcation of resonant equations
Augustin Frucharda,∗, Reinhard Schäfkeb
aLaboratoire de Mathématiques et Applications, Faculté des Sciences et Techniques,Université de Haute
Alsace, 4, rue des Frères Lumière, 68093 Mulhouse Cedex, France
bDépartement de Mathématiques, Université Louis Pasteur, 7, rue René-Descartes, 67084 Strasbourg
Cedex, France
Received 14 October 2003
Abstract
Consider a singularly perturbed equation of the form
y′′ − f (x, )y′ + g(x, )y = 0 , (1)
where x, y ∈ C, > 0 is a small parameter, and f and g are two analytic functions in a
neighborhood of (0, 0), real for real values of x, , f (0, 0) = 0, f ′(0, 0)> 0; this means that
x=0 is a turning point. Eq. (1) is called resonant in the sense of Ackerberg–O’Malley, if there
is a solution, analytic for x in some neighborhood of 0 and  in some sector, which tends to
a non-trivial solution of the reduced equation f (x, 0)y′ = g(x, 0)y as → 0.
The article presents a classiﬁcation of such resonant equations with respect to analytic
transformations y˜ = a(x, )y + b(x, )y′. First of all, f0(x) = f (x, 0) is a formal invariant
considered ﬁxed below. Furthermore, to each resonant equation are associated three formal
series in , which are Gevrey of order 1 and invariant under analytic transformations. It is
shown that this correspondence between equivalence classes of resonant equations and triples
of Gevrey series is essentially bijective, and that each equivalence class contains an equation
of a particular form: f (x, )= f0(x) and g(x, )= f1(x)+ f2(x) with f1(0)= 0.
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1. Introduction
In this article we consider the singularly perturbed equation (1) with the above
assumptions. Throughout the whole article, the prime will denote differentiation with
respect to x.
Let V be a neighborhood of x = 0 and S a sector in ε with vertex 0, with a ﬁnite
radius and containing real positive numbers.
A resonant solution of (1) on V × S is a function y = y(x, ε) analytic and bounded
on V × S that is a solution of (1) for all ε ∈ S and tends to a non-trivial solution of
the reduced equation
f (x, 0)y′ = g(x, 0)y (2)
uniformly on V as ε → 0, ε ∈ S.
Equation (1) is called resonant if it possesses a resonant solution. It is known [3,4]
that a necessary condition for (1) to be resonant is that n = g(0, 0)/f ′(0, 0) is a non-
negative integer; this is an important quantity for the formal series (3): the multiplicity
of x = 0 as a zero of its leading term y0(x). As shown in Section 7, the derivative y(n)
satisﬁes a second-order equation analytically equivalent to (1) such that this integer is
zero. These equations will be called 0-resonant; for them, y0(0) 
= 0.
It is well known, too [4,5], that Eq. (1) is resonant if and only if it admits a formal
solution
yˆ(x, ε) =
∑
n≥0
yn(x)ε
n (3)
with coefﬁcients yn analytic in a neighborhood of 0. Such a formal solution will also
be called resonant. The key idea to prove this latter result is to show that the series
yˆ (except for a factor that is a formal series in ε, i.e. independent of x) is of Gevrey
order 1, i.e. its coefﬁcients yn satisfy
∃A,C, > 0 ∀n ∈ N ∀|x| < , |yn(x)| ≤ A Cn n!. (4)
Unfortunately the only known explicit examples of resonant equations are particularly
simple equations having (non-trivial) convergent formal solutions. In [4], a method is
given which allows to construct, using the ﬁxed point theorem, resonant equations with
divergent (of Gevrey order 1) formal solutions. It is therefore natural to link resonant
equations and Gevrey-1 series.
The purpose of the present article is to characterize equivalence classes of resonant
equations by means of some “invariants”. A weak and a strong equivalence relation
are considered, depending on whether all transformations analytic near x = ε = 0
are allowed or only those which reduce to the identity for x = 0. To each resonant
equation (1), we associate as invariants the function f0(x) = f (x, 0) and a certain triple
of Gevrey-1 series. We show that two 0-resonant equations are strongly equivalent if
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and only if they have the same invariants and that two general resonant equations are
weakly equivalent if and only if their invariants satisfy a simple equivalence relation.
We hope that our work will contribute to a better description of resonant equations;
it shows that formal solutions of these equations are naturally divergent and that the
framework of Gevrey theory reintroduced by Ramis [7] is the natural framework for
the local theory of singular perturbations.
Only resonant equations are considered in this article. A classiﬁcation of all second-
order linear equations with turning point would be important. We hope that the study
of the special case of resonant equations will give ideas for the more general problem.
We would like to mention a different (unpublished) approach to the classiﬁcation of
resonant equations with f (x, 0) = 2x by Sibuya [8]: It involves the Stokes matrices
for a collection of transformations deﬁned on ε-sectors reducing (1) to its normal form
εy′′ − 2xy′ + 2ny = 0; the ε-sectors have to be a good covering (see Section 3.1) of a
neighborhood of ε = 0.
The structure of the article is as follows. In the next section, we present the main
results. Section 3 introduces two auxiliary tools. The ﬁrst one is the construction of
a right inverse of the variation operator; this operator was already used in [4] in
a special context. The second one is due to Sibuya; roughly speaking, it says that
if a (vectorial) formal series solution of a singularly perturbed system of ﬁrst order
differential equations converges for one value of x, then it converges for any x. In the
following three sections, we consider the special case of 0-resonant equations (1) with
f (x, ε) = 2x. Section 4 contains several preliminary results concerning the invariants
and characterizing weak and strong equivalence. The proofs of the main statements in
the special case are done in Sections 5 and 6. In Section 5, we show that in this case
the triples of Gevrey-1 series we introduced are indeed invariant with respect to analytic
transformations and that such equations having the same invariants are equivalent. We
prove in Section 6 that any (admissible) triple of Gevrey-1 series can be attained as
invariant of some resonant equation with f (x, ε) = 2x. In Section 7 ﬁnally, we extend
the results to general 0-resonant and resonant equations.
2. Statement of the main results
Before presenting the main results in detail, we make a preliminary reduction and
introduce some notation. First of all, substitution of ε = cε˜ allows to reduce to the case
f ′(0, 0) = 2; this will be assumed throughout the article. We denote by R the set of
resonant equations of the form (1), by R0 the set of 0-resonant equations of the form
(1) (i.e. with g(0, 0) = 0) of R. By identifying a resonant equation to its coefﬁcient
functions (f, g), we identify R to a subset of the space H20, H0 := C{x, ε}, of pairs
of germs of holomorphic functions in a neighborhood of (0, 0) ∈ C2.
Using matrix notation, equation (f, g) can be rewritten
(R) εy′ = Ry,
with y =
(
y
εy′
)
and R : (x, ε) →
(
0 1
−εg(x, ε) f (x, ε)
)
.
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Remark. For simplicity, we will often omit the variables x and ε, and write for
instance R =
(
0 1
−εg f
)
. Another way to read this kind of formula is to see an
identity between functions, the letters x, ε being the canonical projections and 1 being
the constant function.
Deﬁnition 1. We say that (R) and (R˜) are weakly equivalent, and we write (R) ∼ (R˜),
if there exists a two by two matrix T with entries in H0 whose determinant does not
vanish identically such that the change of unknowns y˜ = T (x, ε)y transforms equation
(R) into equation (R˜), i.e. y˜ is a solution of (R˜) if y is a solution of (R).
We say that (R) and (R˜) are strongly equivalent, and we write (R) ≈ (R˜), if
moreover T satisﬁes T (0, ε) = 1 (for all ε in a neighborhood of 0), where 1 is the
identity matrix of M(2,C).
If y˜ = T (x, ε)y transforms (R) into (R˜), then for some fundamental solution Y
of (R), the matrix function Z(x, ε) = T (x, ε)Y (x, ε) is a solution of (R˜). Thus, if
Y˜ denotes a fundamental solution of (R˜), there exists a matrix D(ε) of functions
analytic at ε = 0 independent of x such that Z(x, ε) = Y˜ (x, e)D(ε). Therefore, if
e
∫ x
0 f (t,0) dt/εw(x, ε) and e
∫ x
0 f˜ (t,0) dt/εw˜(x, ε) denote the Wronskian determinants of the
equations (w, w˜ ∈ H0 and w(0, 0), w˜(0, 0) 
= 0), we must necessarily have f (x, 0) =
f˜ (x, 0) and also det T (x, ε) = w˜(x,ε)
w(x,ε)
det D(ε). Hence S(x, ε) = det D(ε)(T (x, ε))−1
has entries in H0 and transforms (R˜) into (R). This shows that ∼ is indeed symmetric
and that f (x, 0) is an invariant, i.e. the same for all weakly equivalent equations.
We call a scalar second-order equation (f, g) weakly or strongly equivalent to another
one (f˜ , g˜) if the corresponding systems (R) and (R˜) are weakly or strongly equivalent.
Thus an equivalence between two scalars equations is realized by change of unknowns
of the form y˜ = a(x, ε)y+b(x, ε)εy′; the remaining entries of the corresponding T can
then be determined. Clearly, a, b resp. T have to satisfy restrictive properties, because
(f˜ , g˜) resp. (R˜) must be exactly of the same form as (f, g) resp. (R). In the case
of f (x, ε) = f˜ (x, ε) = 2x, g(0, 0) = g˜(0, 0) = 0, this will be studied in details in
Section 4.2.
A priori for the weak equivalence, it is possible that det T (x, ε) = 0 on some non-
empty subset of a neighborhood of (0, 0), but we will see in Section 4.2 that T (0, 0)
is necessarily invertible in the case f (x, ε) = f˜ (x, ε) = 2x, g(0, 0) = g˜(0, 0) = 0.
For any equivalence relation, it is a natural problem to look for invariants; we ﬁrst
focus on invariants for the relation ≈ on the set R0 of 0-resonant equations. As a ﬁrst
invariant besides f (x, 0), we choose a formal series in ε:
I (ε) = yˆ′(0, ε),
where yˆ is the only formal resonant solution of (f, g) which satisﬁes yˆ(0, ε) = 1.
To simplify notation, we omit the hats on the invariants. As yˆ(x, ε) is known to be
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Gevrey-1 uniformly with respect to x, Cauchy’s formula implies that this invariant is
also Gevrey of order 1.
Our second invariant, denoted by J, is the expansion in powers of ε1/2 of the formal
expression
J (ε) =
∑
n≥0
ˆn(ε)
∫ i
0
eF(x,ε)/εxn dx,
where F(x, ε) = ∫ x0 f (t, ε) dt ,  > 0 is sufﬁciently small, yˆ is the above formal
resonant solution and ˆn ∈ C[[ε]] are given by
yˆ(x, ε)−2 =
∑
n≥0
ˆn(ε)xn. (5)
The choice of this second invariant is motivated by the solution of (f, g), denoted
by Zy, which satisﬁes Zy(0, ε) = 0, (Zy)′(0, ε) = 1; this solution can be expressed
using any resonant solution y with y(0, ε) = 1 and J is the right hand side of the
asymptotic expansion of the value of Zy(x, ε)/y(x, ε) at x = i for  sufﬁciently
small. See Section 4.1 for details. Furthermore, it will be shown in Sections 4.1, 7.1,
7.2 that J = J1 + ε1/2J2 where J1, J2 are Gevrey-1 series. The series I, J1, J2 are the
three Gevrey-1 series mentioned in the Abstract and in the Introduction. Of course, we
have to prove that these are actually invariant with respect to ≈. This will be done in
Section 5 together with Sections 7.1, 7.2.
We denote by G1 the set of Gevrey-1 series in ε (this is sometimes written G1 :=
C[[ε]]1), by G the set G := C{x} × G1 × (G1 + ε1/2G1) and by K the set
K := {(h, I, J ) ∈ G ; h′(0) = 2, J (ε) = i2√ε +O(ε)} . (6)
Theorem 2. Denote by 0 the mapping
0 : R0 → K, (R) → (f (x, 0), I, J ) , (7)
which associates to each 0-resonant equation its invariants.
Then 0 induces a bijection ≈ between R0/≈ and K; in other words:
(i) two 0-resonant equations are strongly equivalent if and only if they have the same
invariants;
(ii) for all (h, I, J ) in K there exists a 0-resonant equation with invariants h, I
and J.
This theorem classiﬁes the ≈-equivalent classes of 0-resonant equations by their
invariants. For a general resonant equation (f, g) with g(0, 0) = 2n, n ∈ N, we deﬁne
its invariants to be the invariants of the 0-resonant equation satisﬁed by y(n); this
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equation is weakly equivalent to (f, g) (cf. Section 7.3). We denote by (f, g) the
vector of invariants of a general resonant equation (cf. (7)). The weak equivalence ∼
between equations yields an equivalence relation between invariants (h, I, J ), denoted
by the same ∼ sign; it turns out to be the following, see again Section 5.
Deﬁnition 3. Two elements (h, I, J ) and (h˜, I˜ , J˜ ) of K are called weakly equivalent
if h = h˜ and there are four functions A,B,C,D holomorphic in a neighborhood of
ε = 0 ∈ C satisfying AD − εBC ≡ 1, A(0) = D(0) = 1, such that
I˜ = C +DI
A+ εBI , J˜ = (A+ εBI)
2J − εB(A+ εBI) , (8)
where ε has been again omitted (see Remark above Deﬁnition 1).
Remarks. 1. As a straightforward calculation shows, this is indeed an equivalence re-
lation.
2. Observe that for two elements (h, I, J ) and (h, I˜ , J˜ ) of K, there are uniquely
determined formal series A(ε), B(ε), C(ε), D(ε) satisfying the equalities of the def-
inition; the elements are weakly equivalent if all these series are convergent. Indeed,
separating J = J1 + ε1/2J2 and J˜ = J˜1 + ε1/2J˜2 with J1, J2, J˜1, J˜2 ∈ C[[ε]], we
obtain four equations for the four series A,B,C,D. Omitting again the argument ε,
these are
(A+ εBI)I˜ = C +DI, AD − εBC = 1,
J˜1 = (A+ εBI)2J1 − εB(A+ εBI), J˜2 = (A+ εBI)2J2. (9)
The last line uniquely determines A and B; then the ﬁrst one is a 2 by 2 system of
linear equations with determinant A+ εBI 
= 0 for C and D.
Using this equivalence relation for the “invariants”, we present a result similar to
Theorem 2 concerning the weak equivalence of resonant equations. Furthermore, the
method used to prove surjectivity yields a more precise result, which is stated below.
Theorem 4. The mapping  deﬁned above Deﬁnition 3 induces a bijection ∼ between
R/∼ and K/∼. Moreover, each equivalence class of the relation ∼ contains a 0-
resonant equation (f, g) with f independent of ε and g linear in ε. More precisely,
given (h, I, J ) ∈ K, there exist  = (ε) and g0 = g0(x), g1 = g1(x) holomorphic in
a neighborhood of 0 ∈ C such that the equation (h, g0 + εg1) is 0-resonant and has
invariants (I + , J ).
Remarks. 1. By misuse of language, we call invariants the vectors (h, I, J ) associated
to an equation (f, g), even if they are not properly invariant under ∼.
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2. In each equivalence class of R/∼, there exist several resonant equations (h, g)
for which g is linear in ε.
Sections 5 and 6 are devoted to the proofs of Theorems 2 and 4 in the special case
of 0-resonant equations with f (x, ε) = 2x; Section 7 extends these results to general
0-resonant and resonant equations.
3. Auxiliary tools
In this section, we introduce several tools that will be useful in subsequent sections.
3.1. A right inverse of the variation operator
The ﬁrst tool is a continuous right inverse of the -operator described below (see
(10)). It will be used in Section 6. This inverse was already used in [4] in a simpler
context.
We denote the sector of direction 	, opening |S| := 2 and radius r by
S(	, , r) = {ε ∈ C ; 0 < |ε| < r, | arg ε − 	| < }
Given r,
 > 0 small enough, we consider, for j ∈ {0, ..., 2h}, the sectors
Sj = S
(
j 22h+1 ,

2h − 
, r
)
,
where 
 is chosen in such a way that these sectors form a good covering of 0, i.e.
intersections Dj := Sj ∩Sj+1 (with S2h+1 := S0) of consecutive sectors are non-empty
and triple intersections Dj ∩Dj+1 (with D2h+1 := D0) are empty. We choose

 := 
4h(2h+ 1) .
In this way, |Sj |/2 = 2h+1 + 
 and |Dj |/2 = 
.
Let U be the Banach space of (2h + 1)-tuples y = (y0, ..., y2h) of holomorphic
and bounded functions yj : Sj → C, endowed with the norm ||y|| = max(||y0||∞, ...,
||y2h||∞).
Denote by D the Banach space of (2h+ 1)-tuples d = (d0, ..., d2h) of holomorphic
functions dj : Dj → C such that dj (ε)/ε is bounded, with the norm
|| d|| = max
j∈{0,...,2h} supε∈Dj
∣∣∣∣dj (ε)ε
∣∣∣∣ .
The space D can be identiﬁed to the space of holomorphic functions d on D0∪· · ·∪D2h
that are bounded with respect to the norm supε |d(ε)/ε|.
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We consider the variation operator  deﬁned by
y = d := (y1 − y0, ..., y2h − y2h−1, y0 − y2h). (10)
This deﬁnes a mapping  : U0 → D, where U0 is the subset of all y ∈ U such that
y ∈ D, i.e. (yj+1 − yj )(ε) = O(ε) as ε → 0 for all j ∈ {0, ..., 2h}. Given d ∈ D,
to ﬁnd y = (y0, ..., y2h) ∈ U0 such that y = d, it seems natural to use the classical
formula
yk : Sk → C , ε → 12i
2h∑
j=0
∫ εj
0
dj (z)
dz
z− ε (11)
with
εj := reij ∈ Dj and j := (2j + 1)2h+ 1 ,
where the path of integration is the straight line from 0 to εj if j 
= k and j 
= k− 1,
on the left of ε if j = k and on the right of ε if j = k − 1.
Actually it is well-known that the above y satisﬁes y = d with yk analytic in Sk .
However, this does not yield an operator from D into U, because yk has logarithmic
singularities at ε = εk and ε = εk−1. We overcome this difﬁculty by considering some
average of integrals similar to (11), namely, with  := 
/2:
 d (ε) = 12
∫ 
−
y	(ε) d	 (12)
with y	 = (y	,0, ..., y	,2h), y	,k : Sk → C, ε → 12i
2h∑
j=0
∫ εj ei	
0
dj (z)
dz
z− ε , εj and
the paths of integration as above. Since Dj = S(j ,
, r), εj ei	 remains on Dj and
sufﬁciently far away from the sides of Dj .
Theorem 5. 1. The operator  : D→ U0 given by (12) is bounded and satisﬁes
 = id : D→ D.
2. We have ker  = Hε0 , the space of holomorphic and bounded functions on D(0, ε0).
3. For all g ∈ U0 we have g − g ∈ Hε0 .
4. Consider the operator L deﬁned from D into U0 by
L d := ε( d )− (ε d ). (13)
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Then for all d ∈ D, the function L d is constant with respect to ε. Thus we use L as
mapping D into C.
5. More generally, for all d ∈ D and all n ∈ N, εn( d )− (εn d ) is polynomial in
ε of degree at most n− 1.
Remark. As above Deﬁnition 1, ε denotes the identity function in the above theorem.
Proof. 1. By construction, we have ( d )j+1 − ( d )j = dj , j = 0, ..., 2h. The fact
that  d ∈ U will shown below. It is then clear that  d ∈ U0 since  d = d ∈ D. In
order to establish an upper bound of ‖‖, we ﬁrst estimate y	 deﬁned below (12) in
a way similar to the proof of lemma 20 in [4]. We could refer to [4] for more details,
but we prefer include a proof for completeness.
Let us look at the ﬁrst coordinate y	,0; the estimate will be the same for the other
ones. We furthermore focus on ε ∈ S0 with arg ε ∈ [0, 0 + 2]; the case arg ε < 0 is
similar.
If arg ε ≤ 0 − 2 we simply use
|z− ε| ≥ |z| sin  (14)
for any z on any segment [0, εj e	i] and obtain
|y	,0(ε)| ≤ 2h+12
r
sin 
‖ d‖.
If arg ε > 0 − 2 (notice that only the integral involving d0 poses a problem) we
distinguish two cases:
In the case arg ε ≤ 0 +  we use a path of integration 	 arbitrarily close to the
segment [0, ei(0+2)] and the arc of circle C	 = (ei(0+2), ei(0+	)). On the ﬁrst
piece, the same inequality (14) holds. On the remaining one, we have
∣∣∣∣
∫
C	
d0(z)
dz
z− ε
∣∣∣∣ ≤ ‖d0(z)‖
∫
C	
|z|
|z− ε| |dz|. (15)
In the case arg ε > 0 +  we ﬁrst use Cauchy’s formula which shows that
∫
	
d0(z)
dz
z− ε = 2id0(ε)+
∫
˜	
d0(z)
dz
z− ε
where now the path of integration is on the right of ε, arbitrarily close to [0, ei(0−2)]
and the arc (ei(0−2), ei(0+	)). We still have (14) on the segment and (15) on the arc.
Therefore it remains to show that I =
∫ 
−
d	
∫
C	
|z|
|z− ε| |dz| is bounded, where C	
is either the arc (ei(0+2), ei(0+	)) if arg ε ≤ 0 + , or the arc (ei(0−2), ei(0+	)) if
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arg ε > 0 + . This is done exactly as in [4]: by splitting the exterior integral in two
parts at 	 = arg ε − 0, we show that the double integral assumes its maximum for
arg ε = 0. Hence it sufﬁces to estimate 2
∫ 
0
d	
∫ 2
	
ds∣∣∣esi − |ε|r
∣∣∣ . As the denominator
is at least sin s, the theorem of Fubini–Tonelli yields I ≤ 2
∫ 2
0
s
sin s
ds.
2. If y satisﬁes y = 0, then y is a single-valued function, hence holomorphic on
D(0, ε0) \ {0}. As this function is also bounded in a neighborhood of 0, the singularity
at ε = 0 is removable and y is holomorphic at ε = 0. Conversely, a function holomor-
phic on D(0, ε0) is clearly identiﬁed to a triple of U with differences equal to zero.
3. For g ∈ U0, we have (g − g) = ()g − g = 0; then use item 2.
4. Denote by S : D→ U0 the operator given by
S(a(
)) := 12
∫ 
−
2h∑
j=0
(
1
2i
∫ εj ei	
0
aj (
) d

)
d	 ,
 = 8h(2h+1) , εj = reij , j = (2j+1)2h+1 . We have (a)(ε) = S
( a(
)

−ε
)
, therefore (13)
reads
L d (ε) = S
(
(ε d (
)− 
 d (
)) 1

− ε
)
= −S( d (
)).
This shows that L d (ε) does not depend on ε.
5. Let Ln : D → D, d → Ln d = εn( d ) − (εn d ) (here the letter ε denotes
multiplication by the variable). We have Ln( d ) = εLn−1( d )+L(εn−1 d ) with L given
at item 4; hence the statement follows by induction. 
3.2. Convergence of formal solutions
The second tool is due to Sibuya [9]. It will be used in Section 5 (proof of Proposition
12). For completeness, a proof is included.
Let  be a domain (i.e. connected open subset) of C and ε0 > 0. We denote by
D = D(0, ε0) the closed disk of radius ε0 around the origin and by H the Banach
space of holomorphic bounded functions on ×D endowed with the usual norm. Let
d and h be positive integers and A ∈M(d,H) be a d×d-matrix with entries in H.
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Theorem 6. Suppose that the differential equation
εhy′(x, ε) = A(x, ε)y(x, ε), y ∈ Cd (16)
admits a non-trivial formal solution yˆ =∑n≥0 zn(x)εn whose coefﬁcients zn are ana-
lytic on .
If there exists x0 ∈  such that yˆ(x0, ε) converges for ε ∈ D, then yˆ converges for
all x ∈  and ε ∈ D.
Proof. For Cd , we can use any norm, for instance the maximum norm, for M(d,C)
we use the associated matrix norm both denoted by |.|. On M(d,H) we introduce the
norm
‖A‖ := sup
(x,ε)∈×D
|A(x, ε)|.
Let R > 0 be such that D(x0, R) ⊂ . We ﬁrst claim that it sufﬁces to prove that
yˆ converges for |x − x0| <  := min
{
εh0
‖A‖ , R
}
and |ε| ≤ ε0. (17)
Indeed, for all x in , there exists a ﬁnite sequence of points xj , j = 1, ..., N such that
xN = x and xj+1 ∈ B(xj ,j ) with j = min{ ε
h
0‖A‖ , dist(xj , )} for j = 0, ..., N − 1.
We conclude by induction that yˆ converges for x.
Without loss of generality, we assume that x0 = 0. Here we prove even more: it is
sufﬁcient to assume that yˆ is formal in x and ε.
Lemma 7. Suppose that (16) admits a non-trivial formal solution yˆ ∈ C[[x, ε]] such
that yˆ(0, ε) converges for ε ∈ D. Then yˆ(x, ε) converges for |x| <  and ε ∈ D.
The idea of Proof of Lemma 7 is to expand A and yˆ in powers of x :
A(x, ε) =
∑
n≥0
An(ε)x
n, An ∈M(d,C{ε}) and yˆ(x, ε) =
∑
n≥0
yn(ε)x
n, yn ∈ C[[ε]]d .
First, Cauchy’s inequalities yield that An(ε) are holomorphic and bounded in D and
∀n ∈ N, ∀ε ∈ D, ‖An(ε)‖ ≤ ‖A‖R−n ≤ ‖A‖−n.
Identiﬁcation of the coefﬁcients of xn in (16) yields
εh(n+ 1)yn+1(ε) =
n∑
k=0
Ak(ε)yn−k(ε) =: n(ε). (18)
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Lemma 8. For all n ≥ 0, yn converges for |ε| ≤ ε0.
Proof. By induction on n. For n = 0, the series y0(ε) = yˆ(0, ε) converges for |ε| ≤ ε0,
by assumption of the lemma.
If the statement of the lemma is valid for all k ≤ n, then n converges in D(0, ε0).
Now we already know that yn+1 is a formal series in ε, hence the left-hand side of
(18), εh(n+ 1)yn+1, is a series with valuation at least h, hence n has a zero of order
at least h at ε = 0. Therefore, yn+1 = 1n+1Sh0n, where Sh0 is the hth iterate of the shift
operator S0 deﬁned by S0(ε) = 1ε ((ε)−(0)). This operator preserves the radius of
convergence. 
Lemma 9. For all n ≥ 0 and all |ε| ≤ ε0, we have ||yn(ε)|| ≤ M−n, with M :=
sup{||yˆ(0, ε)‖ ; |ε| ≤ ε0} and  given by (17).
Proof. Once again by induction on n. It is obvious for n = 0 since y0 = yˆ(0, ·). If it
is true for k ≤ n, then (18) gives
||εhyn+1(ε)|| ≤ 1
n+ 1
n∑
k=0
‖A‖−kMk−n = M‖A‖−n .
For |ε| = ε0, taking into account that  ≤ ε
h
0‖A‖ , we obtain ||yn+1(ε)|| ≤ M−(n+1). Now
the function yn+1 is analytic in the open disk D = D(0, ε0), therefore this estimate
remains valid on D by the maximum modulus principle. 
Lemma 7 now becomes evident: yˆ converges for |x| <  and |ε| ≤ ε0. As shown
above, the theorem follows. 
4. 0-Resonant equations with f (x, ) = 2x : preliminary results
In this section and the following two, we will only consider 0-resonant equations
(f, g) with f (x, ε) = 2x; this simpliﬁes many considerations and it seems easier to
extend the results to general equations later. As f is ﬁxed, we denote the equation
(f, g) simply by (g) and the invariants simply by (I, J ). As will be shown is Section
4.1, I and J have to satisfy the relation J (ε) = i2
√
ε + I0ε + O(ε3/2) in this case.
Thus instead of the sets R,R0 and K introduced above Theorem 2, we use Ro =
{g ∈ C{x, ε} ; g(0, 0) = 0} and Ko = {(I, J ) ∈ G1 × (G1 + ε1/2G1) ; J (ε) =
i
2
√
ε + I0ε +O(ε3/2)}, instead of the mappings 0, of Theorems 2 and 4, we use
o : Ro → Ko, (g) → (I, J ).
4.1. The invariant J
Denote by Zy the solution of (g) that satisﬁes Zy(0, ε) = 0, (Zy)′(0, ε) = 1. The
variation of constant formula gives:
Zy(x, ε) = y(x, ε)
∫ x
0
e
2
/εy(, ε)−2 d,
372 A. Fruchard, R. Schäfke / J. Differential Equations 207 (2004) 360–391
where y is any resonant solution of (g) with y(0, ε) = 1. Deﬁne
J˜ := Zy(i, ε)/y(i, ε) =
∫ i
0
ex
2/εy(x, ε)−2 dx
where  > 0 is an arbitrary constant. J˜ is deﬁned from a resonant solution and an
arbitrary constant, but its expansion in powers of ε1/2 (as ε → 0) depends only on the
formal resonant solution yˆ ; we deﬁne J as being this expansion. Namely, if we denote
by yˆ(x, ε)−2 = ∑n≥0 ˆn(ε)xn the expansion of yˆ−2 in powers of x, where each ˆn
represents a formal series in ε, we put
J (ε) :=
∑
n≥0
ˆn(ε) 12 i
n+1 ( n+12 ) ε
n+1
2 .
We will use in Sections 5 and 6 the operator K : C[[x, ε]] → C[[ε1/2]] which, to a
formal series u(x, ε) =
∑
m,n≥0
am,nx
mεn, associates the formal expansion
Ku(ε) :=
∑
m,n≥0
am,n(m+12 )
1
2 i
m+1ε m+12 +n.
With this notation, the second invariant of (g) is J = K(yˆ−2).
Now we have yˆ(x, ε) = 1+xyˆ′(0, ε)+O(x2), hence the ﬁrst terms of yˆ−2 are given
by ˆ0(ε) = 1 and ˆ1(ε) = −2I (ε). Therefore J (ε) = i2
√
ε + I0ε +O(ε3/2).
Furthermore, as yˆ is analytic in x and Gevrey-1 in ε then yˆ−2 is Gevrey-1, too,
hence ˆn(ε) =∑m≥0 m,nεm satisﬁes
∃A,C ≥ 1 ∀m, n ∈ N, |m,n| ≤ ACm+nm!.
Writing J in the form J = J1 +√εJ2:
J (ε)
=
∑
≥1

 ∑
m+ n+12 =
m,n 12 i
n+1
(
n+1
2
) ε+√ε∑
≥0

 ∑
m+ n2=
m,n 12 i
n+1
(
n+1
2
)ε
and using 
(
n+1
2
) ≤ (n+12 )! if n is odd,  (n+12 ) ≤ 2 (n2 )! if n is even, and
∑
m+n′=
m!n′! ≤ 3!,
it follows that J1 and J2 are Gevrey-1 in ε.
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4.2. Auxiliary statements
In terms of the scalar equations, the equivalence relations of Deﬁnition 1 can be
expressed as follows: We have (g) ∼ (g˜) if and only if there exist two functions a
and b ∈ H0 (i.e. holomorphic in a neighborhood of (0, 0) ∈ C2) such that the change
of unknowns y˜ = a(x, ε)y + εb(x, ε)y′ transforms equation (g) to equation (g˜). The
corresponding matrix transformation is given by
T =
(
a b
εc d
)
, c = a′ − gb, d = a + εb′ + 2xb . (19)
We have (g) ≈ (g˜) if moreover the functions a and b satisfy
a(0, ε) = 1, a′(0, ε) = b(0, ε) = b′(0, ε) = 0
for all ε in a neighborhood of 0.
In addition to these equivalence relations, we will use the following intermediate
relation. We write (g) ∼1 (g˜) if (g) ∼ (g˜) and if moreover the functions a and b
which realize the equivalence satisfy b(0, ε) = b′(0, ε) = 0 and a(0, ε) = 1.
We write (I, J ) ∼1 (I˜ , J˜ ) if there exists  holomorphic in a neighborhood of ε = 0
such that I˜ = I +  and J˜ = J , in other words if (I, J ) ∼ (I˜ , J˜ ) with A = D ≡ 1
and B ≡ 0 (C = ).
We will show together with the analogues of Theorems 2 and 4 for Ro,Ko that
o induces a bijection o∼1 : Ro/ ∼1→ Ko/ ∼1. Observe that the last sentence of
Theorem 4 now actually means that there exists an equation that is linear in ε in each
equivalence class of Ko/∼1.
We now present two elementary results which will be very useful for the sequel.
The ﬁrst one expresses the equivalences between 0-resonant equations in terms of the
functions a, b of (19). In the second one we construct functions a, b satisfying these
conditions with prescribed initial values at x = 0.
Proposition 10. Let (g) and (g˜) be two 0-resonant equations. Recall that H0 is the
space of functions holomorphic in a neighborhood of (0, 0) ∈ C2 and that we require
g(0, 0) = g˜(0, 0) = 0.
1. We have (g) ∼ (g˜) if and only if there exist two functions a and b in H0 that
satisfy both relations below at any point (x, ε) (in a neighborhood of (0, 0)) :
(W) a2 + ε(ab′ − a′b)+ 2xab + εgb2 = 1, (20)
(T ) εa′′ − εg′b − 2εgb′ − ag + ag˜ − 2xa′ = 0, (21)
as well as a(0, 0) = 1. As a consequence a′(0, 0) = −b(0, 0).
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2. We have (g) ∼1 (g˜) if and only if there exist a, b ∈ H0 satisfying (W) and (T )
at any (x, ε) small enough and such that a(0, ε) = 1, b(0, ε) = b′(0, ε) = 0 for all ε
small enough. As a consequence a′(0, 0) = 0.
3. We have (g) ≈ (g˜) if and only if there exist a, b ∈ H0 satisfying (W) and (T )
for all x, ε small enough and such that a(0, ε) = 1, b(0, ε) = b′(0, ε) = a′(0, ε) = 0
for all ε small enough.
Remarks 1. The letters x and ε in formulae (W) and (T ) denote the canonical
projections as remarked above Deﬁnition 1.
2. The above statement has the advantage to avoid the use of the solutions y and y˜.
Of course the equivalence between the equations is given by y˜ = ay + εby′.
3. The transformation T of (19) satisﬁes the differential equation:
εT ′ = R˜T − T R . (22)
Proof of Proposition 10. 1. Assume that (g) ∼ (g˜) and denote by a, b the functions
that realize the equivalence. We can assume that a(x, 0) and b(x, 0) do not both vanish
identically; otherwise one can realize the equivalence also by 1
ε
a and 1
ε
b. Eq. (22) yields


a′ = c + gb,
εb′ = d − a − 2xb,
εc′ = gd − g˜a + 2xc,
d ′ = −g˜b − c.
(23)
The ﬁrst two equations give c = a′ −gb and d = a+2xb+ εb′. With c and d replaced
by their expressions, the third equation yields (T ); the last one gives
εb′′ + 2xb′ + (g˜ − g + 2)b + 2a′ = 0 . (24)
Multiplying (24) by a and (T ) by b, the difference of both equations is 2aa′ +ε(ab′′ −
a′′b)+ 2ab + 2xa′b + 2xab′ + εg′b2 + 2εgbb′ = 0, which yields by integration
a2 + ε(ab′ − a′b)+ 2xab + εgb2 = w(ε), (25)
where w depends only upon ε. This is equation (W) except that 1 is replaced by w(ε).
Actually, this equation can be directly obtained from the wronskians of (g) and (g˜).
Both wronskians are multiples of exp(x2/ε), hence necessarily det T depends only
on ε.
Now equation (T ) with ε = 0 implies that a(x, 0) satisﬁes some linear ﬁrst-
order differential equation. As g(0, 0) = g˜(0, 0) = 0, we ﬁnd that a(x, 0) = C
exp
(∫ x
0
g˜(t,0)−g(t,0)
2t dt
)
with some constant C. We claim that C 
= 0. Otherwise,
a(x, 0) = 0 for all x and (24) with ε = 0 implies as above that b(x, 0) = D
x
exp
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0
g(t,0)−g˜(t,0)
2t dt
)
with some constant D. Now D = 0 would imply that also b(x, 0) =
0 for all x which had been excluded at the beginning of the proof and D 
= 0 would
imply that b(x, 0) has a pole at x = 0 which contradicts our deﬁnition of equivalence.
Thus we have shown that C 
= 0 and hence a(0, 0) = C 
= 0.
Putting x = ε = 0 in (25), we ﬁnd that w(0) = C2 
= 0 and therefore there is a
function t (ε) analytic at ε = 0 with t (0) = C such that w(ε) = t (ε)2. Dividing a, b
by t (ε) ﬁnally yields one direction of statement 1.
Conversely, if a and b satisfy the assumptions of the theorem, then they satisfy
(T ) and (24), hence the elements a, b, c, d of the matrix deﬁned by (19) satisfy (23)
and T satisﬁes (22). Hence T realizes a transformation between the matrix equations
associated to (g) and (g˜), with T (0, 0) invertible.
The statement a′(0, 0) = −b(0, 0) follows by differentiation of (W) and evaluation
at x = ε = 0 (and also directly from (24)).
The statements 2 and 3 follow from the ﬁrst and the conditions imposed on T resp.
a, b. 
The following proposition will be useful in the next section for ﬁnding 0-resonant
equations equivalent to a given one.
Proposition 11. Suppose that A,B,C,D analytic in a neighborhood of ε = 0 are
given and that A(0) = D(0) = 1, C(0) = −B(0) and AD − εBC ≡ 1. Let g be a
function analytic near x = ε = 0 with g(0, 0) = 0. Then there exist a, b analytic in a
neighborhood of x = ε = 0 satisfying condition (W) of Proposition 10 and
a(0, ε) = A(ε), a′(0, ε) = C(ε)+ g(0, ε)B(ε),
b(0, ε) = B(ε), b′(0, ε) = 1
ε
(D(ε)− A(ε)) . (26)
Proof. Let us assume ﬁrst that a, b exist that satisfy (W) and (26). Then the function
q = b
a
has to satisfy q(0, ·) = B
A
and q ′(0, ·) = ab′−ba′
a2
(0, ·) = L with
L := 1
A2
(
1
ε
A(D − A)− B(C + RB)
)
, (27)
where R(ε) = g(0, ε). Therefore we are led to put
q(x, ε) := B
A
(ε)+ xL(ε)+ x
2
2
Q(ε)
where the coefﬁcient Q of the “quadratic” term will be determined later.
Division of equation (W) by a2 (non-zero in a neighborhood of 0), yields
1+ εq ′ + 2xq + εgq2 = a−2 , (28)
which leads to set a := (1+ εq ′ + 2xq + εgq2)−1/2 and b := aq.
376 A. Fruchard, R. Schäfke / J. Differential Equations 207 (2004) 360–391
Now let us check that a, b deﬁned above satisfy the conditions we want for suitably
chosen Q. (W) is obviously satisﬁed. Concerning (26) :
• Formula (28) yields a(0, ·)−2 = 1 + εL + εR (B
A
)2 = 1
A2
(
A2 + A(D − A)−
εB(C + RB) +εRB2) = 1
A2
(AD − εBC) = A−2, hence a(0, ·) = A since both
these holomorphic functions take the same value 1 at ε = 0.
• We have b(0, ·) = a(0, ·)q(0, ·) = A B
A
= B.
• Differentiation of (28) yields
−2a−3a′ = εq ′′ + 2xq ′ + 2q + εg′q2 + 2εgqq ′,
therefore −2A−3a′(0, ·) = εQ + 2B
A
+ εg′(0, ·) (B
A
)2 + 2εRB
A
L which is of the form
εQ+ P with P(0) = 2B(0). Thus a′(0, ·) = C + RB is satisﬁed, if we choose
Q := 1
ε
(
−2A−3(C + RB)− P
)
which is holomorphic, since A(0) = 1, −2C(0) = 2B(0) = P(0) and R(0) = 0.
• Finally, b = aq gives b′ = a′q + aq ′, hence b′(0, ·) = (C + RB)B
A
+ AL.
Replacing L by its value (cf. (27)), this gives b′(0, ·) = 1
A
(
(C + RB)B + 1
ε
A(D − A)−
B(C + RB)) = 1
ε
(D − A). This completes the veriﬁcation of (26). 
5. Formal and analytic classiﬁcation for f (x, ) = 2x
In this section we will show that the quotient functions o∼:Ro/ ∼→ Ko/ ∼,
o∼1Ro/ ∼1→ Ko/ ∼1 and o≈ : Ro/ ≈→ Ko analogous to those of Theorems 2,
4 and just above Proposition 10 in the case of f (x, ε) = 2x are well deﬁned and
injective. This justiﬁes the deﬁnitions of ∼ and ∼1 for the invariants. In the proof, we
will use the formal equivalence ≈ˆ related to ≈.
For the formal equivalence, g and g˜ are still holomorphic at (0, 0) (and satisfy
g(0, 0) = g˜(0, 0) = 0), but the functions a and b which realize the equivalence are
only assumed to be in C[[x, ε]].
Indeed, thanks to Lemma 7 we have the following.
Proposition 12. If (g) and (g˜) are two analytic 0-resonant equations with (g)≈ˆ(g˜),
then (g) ≈ (g˜). In other words, if there exists T ∈ GL(2,C[[x, ε]]) with T (0, ε) = 1
such that y˜ = T y transforms (g) in (g˜), then there exist x0, ε0 > 0 such that T
converges for all |x| < x0 and |ε| < ε0.
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Proof. As already mentioned (see remark 3 below Proposition 10), T is a solution of the
linear singularly perturbed equation (22), considered as a system in Cn2 and rewritten
below:
εT ′ = R˜T − T R
with the initial condition T (0, ε) = 1. Hence the statement follows from Lemma
7. 
This will be useful in order to prove the following result.
Theorem 13. Let (g) and (g˜) be two analytic 0-resonant equations with invariants,
respectively, (I, J ) and (I˜ , J˜ ).
1. We have (g) ≈ (g˜) if and only if (I, J ) = (I˜ , J˜ ).
2. We have (g) ∼ (g˜) if and only if (I, J ) ∼ (I˜ , J˜ ).
3. We have (g) ∼1 (g˜) if and only if (I, J ) ∼1 (I˜ , J˜ ).
Before beginning the proof of this result, we need some further preliminaries.
As before, yˆ denotes the only formal resonant solution of (g) with yˆ(0, ε) = 1. Now
we set
Zyˆ(x, ε) = ex2/εyˆ(x, ε)vˆ(x, ε),
where vˆ(x, ε) =
∑
n≥0
vn(x)ε
n is the only formal solution of
εv′ + 2xv = εyˆ−2.
This solution is determined recursively by v0 = 0 and 2xvn+1 = zn−v′n for n = 0, 1, ...,
where zn are given by yˆ−2(x, ε) =∑n≥0 zn(x)εn. The function vn has a pole of order
at most 2n at x = 0.
This formal expression has the following analytic meaning. Given an analytic resonant
solution y of (g), a second (analytic) solution Zy of (g) is given by
Zy(x, ε) = y(x, ε)
∫ x
0
e
2
/εy(, ε)−2 d.
It is easily shown that vˆ is the asymptotic expansion of e−x2/εZy(x, ε)/y(x, ε) as
ε → 0 in the domain Re(x2) > 0.
We recall the operator K : C[[x, ε]] → C[[ε1/2]] which, to a formal series fˆ in x, ε,
associates the formal expansion in ε1/2 of
∫ i
0
ex
2/εfˆ (x, ε) dx.
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Precisely, if fˆ (x, ε) =
∑
m,n≥0
am,nx
mεn, then Kfˆ is given by
Kfˆ (ε) =
∑
m,n≥0
am,n(m+12 )
1
2 i
m+1ε m+12 +n.
Recall that the second invariant of (g) is J = K(yˆ−2). The following result will be
useful in the proof of Theorem 13.
Lemma 14. 1. Given fˆ ∈ C[[x, ε]], we have Kfˆ = 0 if and only if there exists
gˆ ∈ C[[x, ε]] such that gˆ(0, ε) = 0 and εgˆ′ + 2xgˆ = fˆ .
2. More generally, for all fˆ ∈ C[[x, ε]] there exist unique formal series gˆ ∈ C[[x, ε]]
and aˆ ∈ C[[ε]] such that
εgˆ′ + 2xgˆ = fˆ − aˆ.
3. If fˆ , aˆ, gˆ are as above then we have Kfˆ = i2
√
ε aˆ − εgˆ(0, ·).
Proof. 2. Let fˆ ∈ C[[x, ε]]. Writing fˆ (x, ε) =∑n≥0 fn(x)εn, gˆ(x, ε) =∑n≥0 gn(x)εn,
with fn, gn ∈ C[[x]], and aˆ(ε) =∑n≥0 anεn, we obtain the equations
2xg0(x) = f0(x)− a0
and for n ≥ 1,
g′n−1(x)+ 2xgn(x) = fn(x)− an.
The condition gn ∈ C[[x]] uniquely determines an, and we obtain an and gn recursively:
a0 = f0(0), g0(x) = 12x (f0(x)− a0) ,
and for n ≥ 1,
an = fn(0)− g′n−1(0), gn(x) =
1
2x
(
fn(x)− an − g′n−1(x)
)
.
3. Straightforward computation shows that K(εgˆ′+2xgˆ) = −εgˆ(0, ε) if gˆ(x, ε) = xm
for some m ∈ N. As K apparently is C[[ε]]-linear and continuous w.r.t. the topology of
formal series in x, ε, this proves the formula for all gˆ (one could also use the fact that
(Kfˆ )(ε) is the formal expansion of
∫ i
0
ex
2/εfˆ (x, ε) dx). Now Kaˆ(ε) = i2
√
ε aˆ(ε)
and hence Kfˆ (ε) = −εgˆ(0, ε)+ i2
√
ε aˆ(ε) follows from the preceding statement.
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Statement 1 follows obviously from the 2 and 3. 
Proof of Theorem 13. Recall that yˆ is the unique formal solution of (g) with yˆ(0, ε) =
1 and that the equivalence relation y˜ = ay + εby′ between the equations implies (cf.
also (22) and (23)) that also
y˜′ = (a′ − gb)y + (a + 2xb + εb′)y′ . (29)
Of course, zˆ = ayˆ+ εbyˆ′ is a non-trivial formal resonant solution of g˜, but it does not
necessarily satisfy zˆ(0, ε) = 1 in the cases of ∼, ∼1.
We ﬁrst prove that (I, J ) is indeed an invariant for the relation ≈. If (g) ≈ (g˜) then
we have a(0, ε) = 1, a′(0, ε) = b(0, ε) = b′(0, ε) = 0, hence y˜ = ayˆ + εbyˆ′ is the
formal resonant solution of (g˜) with y˜(0, ε) = 1. Thus I˜ = y˜′(0, ε) = yˆ′(0, ε) = I . In
order to show that J = J˜ , it sufﬁces to prove that the formal expression Kfˆ vanishes,
where
fˆ := y˜−2 − yˆ−2 = (ayˆ + εbyˆ′)−2 − yˆ−2.
In order to show this, put gˆ := b
yˆy˜
= b
yˆ(ayˆ+εbyˆ′) . A short calculation shows that εgˆ
′ +
2xgˆ = fˆ , hence by Lemma 14 we have Kfˆ (ε) = −εgˆ(0, ε) = −εb(0, ε)/y˜(0, ε) = 0.
Note that the formula
K(y˜−2 − yˆ−2)(ε) = −εb(0, ε)/y˜(0, ε) (30)
is still valid for relations ∼ and ∼1.
Suppose now that (g) ∼1 (g˜). Then we still have a(0, ε) = 1, b(0, ε) = b′(0, ε) = 0
but not necessarily a′(0, ε) = 0. Hence we have I˜ (ε) = y˜′(0, ε) = a′(0, ε)+ I (ε). On
the other hand, we still have (J˜ − J )(ε) = K(y˜−2 − y−2)(ε) = 0. Thus we obtain
(I˜ , J˜ ) ∼1 (I, J ) in this case. Observe that proposition 10 yields that a′(0, 0) = 0; this
also follows from (I, J ) ∼1 (I˜ , J˜ ) and (I, J ), (I˜ , J˜ ) ∈ Ko.
In the case of (g) ∼ (g˜), Proposition 10 still allows us to assume that (W) holds
and a(0, 0) = 1 and a′(0, 0) = −b(0, 0). The formula y˜(x, ε) = a(x, ε)yˆ(x, ε) +
εb(x, ε)yˆ′(x, ε) no longer gives the formal resonant solution of (g˜) reducing to 1 at
x = 0; it is now given by z˜(x, ε) = y˜(x,ε)(ε) where (ε) = y˜(0, ε) = a(0, ε)+b(0, ε)I (ε).
Using (29), we ﬁnd
I˜ (ε) = z˜′(0, ε) = 1
(ε)
[(a′(0, ε)− g(0, ε)b(0, ε))+ (a(0, ε)+ εb′(0, ε))I (ε)].
With A(ε) = a(0, ε), B(ε) = b(0, ε), C(ε) = a′(0, ε) − g(0, ε)b(0, ε) and D(ε) =
a(0, ε)+ εb′(0, ε), we obtain the ﬁrst part of (8). Moreover by (30), J˜ = K(2y˜−2) =
2K(y˜−2) = 2 (K(yˆ−2)− εb(0, ε)/y˜(0, ε)) = 2(J − εB/), which corresponds to
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the second part of (8). The conditions for A,B,C,D required in (8) follow from the
statements at the beginning of this paragraph.
Conversely, let 0-resonant equations (g) and (g˜) with I = I˜ and J = J˜ be given.
We have to ﬁnd a transformation T between the corresponding matrix equations (R)
and (R˜) whose entries are formal series in x, ε that satisﬁes T (0, ε) = 1. We recall
that vˆ denotes the only formal series solution of
εv′ + 2xv = εyˆ(x, ε)−2
(its coefﬁcients may have poles at x = 0). A formal fundamental solution of (R) is
given by:
Y =
(
yˆ zˆ
εyˆ′ εzˆ′
)
where zˆ := Zyˆ = ex2/εyˆvˆ. A brief calculation shows that
Y =
(
yˆ 0
εyˆ′ εyˆ−1
)(
1 vˆ
0 1
)(
1 0
0 ex2/ε
)
.
An analogous formula holds for a formal fundamental solution Y˜ of (R˜). Hence a
transformation between both equations, given by T := Y˜ Y−1, can be written as
T =
(
y˜ 0
εy˜′ εy˜−1
)(
1 v˜ − v
0 1
)(
y 0
εy′ εy−1
)−1
.
It remains to show that the coefﬁcients of εn of the entries of T have no poles at
x = 0. Since K(y−2) = J = J˜ = K(y˜−2), by Lemma 14 there is h ∈ C[[x, ε]]
such that h(0, ε) = 0 and εh′ + 2xh = y˜−2 − y−2. Since g := 1
ε
(v˜ − v) satisﬁes
εg′ + 2xg = y˜−2 − y−2, too, we conclude that u := g − h ∈ C[[x, ε]] is a solution of
εu′ + 2xu = 0, therefore u = 0. It follows that g = h ∈ C[[x, ε]] and g(0, ε) = 0. We
obtain that
T =
(
y˜ 0
εy˜′ y˜−1
)(
1 g
0 1
)(
y−1 0
−εy′ y
)
has entries in C[[x, ε]] . Moreover, T (0, ε) =
(
1 0
εI˜ (ε) 1
)(
1 0
0 1
)(
1 0
−εI (ε) 1
)
=
1 since I = I˜ . This proves that (g)≈ˆ(g˜) and thus by Proposition 12, we obtain g ≈ (g˜).
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Now let (g) and (g˜) be two 0-resonant equations such that their invariants satisfy
(I, J ) ∼ (I˜ , J˜ ) (resp. (I, J ) ∼1 (I˜ , J˜ )). We show below
Lemma 15. Under the above conditions, there exists a 0-resonant equation (g) with
invariants (I˜ , J˜ ) satisfying (g) ∼ (g) (resp. (g) ∼1 (g)).
As this new equation (g) and (g˜) have the same invariants, we have shown above
that (g˜) ≈ (g). A fortiori (g˜) ∼ (g) and hence (g˜) ∼ (g) by transitivity. The proof for
∼1 is the same.
It remains to prove Lemma 15. The hypothesis of the lemma means that there
exist A,B,C,D analytic in a neighborhood of ε = 0 satisfying AD − εBC ≡ 1 and
A(0) = D(0) = 1 such that (8) is satisﬁed. Observe that this and (I, J ), (I˜ , J˜ ) ∈
Ko imply that C(0) = I˜0 − I0 = −B(0). As seen above, it is sufﬁcient to ﬁnd an
analytic equation (g) ∼ (g) such that the equivalence between them is realized by
a, b satisfying A(ε) = a(0, ε), B(ε) = b(0, ε), C(ε) = a′(0, ε) − g(0, ε)b(0, ε) and
D(ε) = a(0, ε)+ εb′(0, ε) as well as the conditions of Proposition 10.
By Proposition 11, we can ﬁnd a, b with the above initial conditions satisfying (W).
Condition (T ) now uniquely determines a function g analytic near x = ε = 0 with
g(0, 0) = 0. Thus (g) is an equation equivalent to (g) such that the equivalence is
realized by a, b, its invariants are related to the ones for (g) by (8) and hence they are
equal to (I˜ , J˜ ).
The proof for ∼1 is analogous. 
6. Construction of 0-resonant equations if f (x, ) = 2x
In this section, we prove the surjectivity of the quotient functions o∼ : Ro/∼→
Ko/∼, o∼1Ro/∼1→ Ko/∼1 and o≈ : Ro/≈→ Ko analogous to those of Theorems
2, 4 and below Proposition 10 in the case f (x, ε) = 2x. In other words, we prove the
existence of 0-resonant equations (g) with a prescribed pair of invariants.
Thus let (I, J ) ∈ Ko be given, namely a Gevrey-1 series I = I0+O(ε) and a series
J in ε1/2 of the form J = J1 + ε1/2J2, with J1, J2 Gevrey-1, whose ﬁrst terms are
given by J (ε) = i2
√
ε + I0ε +O(ε3/2).
We ﬁrst prove that there exists a function , analytic (i.e. convergent) in a neigh-
borhood of ε = 0 with (0) = 0, and an equation (g) with invariants (I + , J ).
In other words, we ﬁrst prove the surjectivity of o∼ and o∼1 . The surjectivity of
o≈ : Ro/≈→ Ko will then result from Lemma 15 of Section 5.
Then we show that the equation is linear in ε.
As in Section 3 (with h = 1) we consider, for j = 0, 1, 2, the three sectors
Sj =
{
ε ∈ C ; 0 < |ε| < ε0, | arg ε − j 23 | <

2
− 

}
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where ε0,
 > 0 are small enough. U denotes the Banach space of triples y =
(y0, y1, y2) of functions yj : Sj → C that are holomorphic and bounded, with the
norm ||y|| = max(||y0||0,∞, ||y1||1,∞, ||y2||2,∞), ||y||j,∞ := sup{|y(ε)| ; ε ∈ Sj }.
With Dj := Sj ∩ Sj+1 (S3 = S0), D denotes the Banach space of triples d =
(d0, d1, d2) of holomorphic functions dj : Dj → C such that dj (ε)/ε is bounded, with
the norm
|| d|| = max
j=0,1,2 supε∈Dj
∣∣∣∣dj (ε)ε
∣∣∣∣
(identiﬁed to the corresponding space of holomorphic functions on D0 ∪D1 ∪D2).
 denotes the difference operator  : U0 → D, y → d with dj = yj+1 − yj . As in
Section 3, U0 is the subset of U of all y such that y ∈ D. We recall the right inverse
of  of Section 3:  : D→ U0, d →  d deﬁned by
 d (ε) = 12
2∑
j=0
∫ (2j+1)
3 + 24
(2j+1)
3 − 24
(
1
2i
∫ ε0ei	
0
dj (
)
d


− ε
)
d	.
We recall the statement of Theorem 5:
1.  is bounded and satisﬁes  = id : D→ D.
2. We have ker = Hε0 , the space of holomorphic and bounded functions on D(0, ε0).
3. For all g ∈ U we have g − g ∈ Hε0 .
4. The operator L deﬁned from D into U by
L d := ε( d )− (ε d ) (31)
takes its values in C. In other words, for all d ∈ D the function L d is constant with
respect to ε.
Now we set B = {x ∈ C ; |x| < }, where  > 0 will be determined later. U and
D denote the spaces of functions of both variables x and ε analogous to U and D:
U = {y = (y0, y1, y2) ; yj : B × Sj → C holomorphic bounded , j = 0, 1, 2}
with the max-sup norm on j, x and ε,
D = {d = (d0, d1, d2) ; dj : B ×Dj → C holomorphic, dj (x, ε)/ε
bounded , j = 0, 1, 2}
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with the corresponding norm, and similarly U,0 is the subset of U of all y such
that y ∈ D. The operator  naturally induces a bounded linear operator also noted
 : D → U. The above statements naturally carry over to U and D. For instance,
for all d ∈ D the function L d = ε( d)− (ε d) is constant with respect to ε.
The following Banach space will also be useful. Fix  > 0 and let G, be the set
of all u ∈ U such that there exists L > 0 satisfying
|(uj+1 − uj )(x, ε)| ≤ L exp(−(2 + )/ |ε|) for all j, x ∈ B, ε ∈ Dj .
equipped with the norm ||u||G, = max(||u||U ,G,(u)) where
G,(u) = sup{|(uj+1 − uj )(x, ε)|e(2+)/|ε| ; j = 0, 1, 2, x ∈ B, ε ∈ Dj } . (32)
We recall the operator K : C[[x, ε]] → C[[ε1/2]] that associates, to a series g =∑∞
n=0 gn(x)εn, the expansion in ε1/2 of the expression
∞∑
n=0
∫ i∞
0
ex
2/εgn(x) dx ε
n.
As indicated in Section 4.1, Kg can be written Kg = K1g + ε1/2K2g, where K1g
and K2g are formal series in ε, K1g without constant term. Recall also that, given
a 0-resonant equation (g), its second invariant is J = K(yˆ −2), where yˆ is a formal
0-resonant solution of (g) satisfying yˆ(0, ε) = 1. By misuse of notation, we apply K
also to functions of x, ε having an asymptotic expansion as ε → 0 (and to triples of
functions having a common asymptotic expansion, for example elements of G,).
Let k denote the restriction of K to functions of x only. The following properties of
k and K will be useful:
Lemma 16. The operator k maps C{x} into εC[[ε]]1+√εC[[ε]]1 and is bijective. The
linear operator k−1K maps G, into H and satisﬁes
∣∣∣∣∣∣k−1K u∣∣∣∣∣∣ ≤ (2 + 12)G,(u)+ (1+ 22ε0 e2/ε0
)
||u||U .
Proof. Since
∫ i∞
0
ex
2/εxndx = 12
(
n+1
2
)
in+1ε n+12 ,
we have
k

∑
n≥0
gnx
n

 =∑
≥0
g2+1
2 (+ 1)(−1)+1ε+1 +
√
ε

∑
≥0
g2
2 
(
+ 12
)
i(−1)ε


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which clearly shows that the correspondence between convergent power series in x and
pairs of Gevrey-1 series in ε is one-to-one.
In order to prove the second statement, we ﬁrst have to ﬁnd a relation between a triple
u ∈ G, and the right-hand side uˆ(x, ε) =
∑∞
n=0 u˜n(x)εn of its common asymptotic
expansion. This is done by the well known Cauchy–Heine formula (cf. [10]); here we
ﬁnd
u˜n(x) = 12i
3∑
j=1
∫ Tj
Tj−1
uj (x, z)
zn+1
dz+ 12i
3∑
j=1
∫ Tj
0
uj+1(x, z)− uj (x, z)
zn+1
dz (33)
where Tj ∈Sj ∩Sj+1 have modulus ε0, and the paths from 0 to Tj are line segments,
those from Tj−1 to Tj are close to the circular arcs between the two points.
A straightforward estimate implies for n ≥ 1
|u˜n(x)| ≤ ||u||U ε−n0 + 32 (n− 1)!(2 + )−nG,(u) (34)
as well as |u˜0(x)| ≤ ||u||U + 32G,(u) for all x ∈ B if ε0 ≤ 2 + .
Denote now by S : H → H the operator given by
S()(x) := −2x
∫ x
0
() d
and by Sn its nth iterate. With this notation, a short calculation shows that
k−1K(εnxm) = (−1)n 
(
m+1
2
)

(
m+1
2 + n
)x2n+m = Sn(xm).
Hence k−1K(uˆ(x, ε)) = k−1K(∑n≥0 un(x)εn) = ∑n≥0 Sn(un)(x). Another short cal-
culation shows that for all v ∈ H, n ≥ 1
|Sn(v)(x)| ≤ 
(
1
2
)

(
n+ 12
) |x|2n‖v‖ ≤ 2
(n−1)!
2n ||v|| . (35)
Together with (34) we obtain
‖k−1K(uˆ)‖ ≤ ||u||U + 32G,(u)+
∑
n≥1
2
(n−1)!
2n
(
||u||U ε−n0 + 32 (n− 1)!
× (2 + )−nG,(u)
)
≤
(
1+ 22
ε0
e
2/ε0
)
||u||U +

∑
n≥1
(
2
2+
)n + 12

G,(u).
This ﬁnally yields the wanted estimate. 
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Let us now consider both invariants I, J . From I we construct, by the classical
truncated Borel–Laplace transform, a triple I ∈ U (reducing ε0 if necessary) of func-
tions having I as common asymptotic expansion. Let d :=  I . It is known too that
d decreases exponentially as ε → 0 (cf. [2] for details). Precisely there exists  > 0
such that
∀ε ∈ D0 ∪D1 ∪D2, | d (ε)| ≤ |ε|e−/|ε| (36)
(the factor |ε| will be useful to ﬁt with the norm of D).
Assume for the moment that some u ∈ U exists that satisﬁes
u = f + ( d · Zu)− x( d )(0) (37)
with d ·Zu := (dj Z uj )j=0,1,2 and where f ∈ H, the space of holomorphic functions
on B = D(0,) (identiﬁed to the space of functions of U constant with respect to
ε), satisﬁes f (0) = 1 and f ′(0) = I0, the ﬁrst term of I. Recall that Zu is deﬁned by
Zu(x, ε) = u(x, ε) ∫ x0 e2/εu(, ε)−2 d.
In that case, we have u = d · Zu. We then deduce that the function
g(x, ε) := −ε u
′′
u (x, ε)+ 2x
u ′
u (x, ε) (38)
is holomorphic in a neighborhood of (x, ε) = (0, 0), i.e. it is single valued with
respect to ε and remains bounded as ε → 0. Indeed, we can deﬁne functions gj :
B×Sj → C by gj (x, ε) := −ε u
′′
j
uj
(x, ε)+2x u
′
j
uj
(x, ε) . Then uj satisfy the differential
equations εu′′j − 2xu′j + gj (x, ε)uj = 0 for ε ∈ Sj . On the other hand, we know
that Zuj satisﬁes the same differential equation as uj and thus, for ε ∈ Dj , uj and
uj+1 = uj + dj (ε)Zuj satisfy the same equation. Hence gj (x, ε) = gj+1(x, ε) for
x ∈ B, ε ∈ Dj ; here j = 0, 1, 2. Hence the three functions gj deﬁne one analytic
function g : B ×D(0, ε0)→ C.
Since (u′(0, ε)) = (u)′(0, ε) = ( d · Zu)′(0, ε) = d(ε) =  I (ε), statement 3 of
Theorem 5 implies that (ε) := u ′(0, ε) − I (ε) ∈ C{ε}; moreover the “correction”
term in (37) yields u′(0, 0) = f ′(0) = I0.
This means, that for any analytic function f, if we ﬁnd a solution u of (37), then the
equation (g), g deﬁned by (38), has as ﬁrst invariant the series expansion of u ′(0, ε)
which is equal to I (ε)+ (ε) where  ∈ C{ε} with (0) = 0.
In order to solve (37), we consider it as a ﬁxed point equation. Let us introduce the
following subsets:
U := {u ∈ U ; ‖u− 1‖ ≤ 1/2}.
F := { f ∈ H ; f (0) = 1, f ′(0) = I0, ||f − 1|| ≤ 1/4} .
Of course, we only consider  < 14|I0| ; otherwise F would be empty.
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Lemma 17. Let  > 0 satisfy (36) and 2 < , then for f ∈ F and ε0 small enough
the operator  : u → f + ( d · Zu)− x( d)(0) is a contraction in U.
Proof. For simplicity we omit the arrow  on u and d in this proof.
Given u ∈ U , we have ‖u‖ ≤ 32 and ‖u−2‖ ≤ 4, hence
|Zu(x, ε)| ≤ ‖u‖
∫ 
0
e
2
/|ε|‖u−2‖ d ≤ 6e2/|ε|. (39)
We obtain using (36) that ‖d · Zu‖D ≤ 6e(2−)/ε0 and ‖d‖D ≤ e−/ε0 . If M > 0
denotes a bound for ‖‖ given by Theorem 5, then this yields
‖(u)− 1‖ = ‖f − 1+ (d · Zu)− x(d)(0)‖ ≤ 14 + 7Me(
2−)/ε0
which is at most 12 if |ε| < ε0 ≤ −
2
ln(28M) (in the case 28M < 1, there is no restriction
on ε0). So o(u) ∈ U for ε0 sufﬁciently small.
Given u1, u2 ∈ U , we ﬁrst write Zu1 − Zu2 in the form
(Zu2 − Zu1)(x, ε) = (u2(x, ε)− u1(x, ε))
∫ x
0
e
2
/εu−22 (, ε) d
−u1(x, ε)
∫ x
0
e
2
/ε
(
1
u1(,ε)u22(,ε)
+ 1
u21(,ε)u2(,ε)
)
×(u2(, ε)− u1(, ε)) d
and ﬁnd
|(Zu2 − Zu1)(x, ε)| ≤
∫ x
0
e||2/|ε||d| (4+ 32 × (8+ 8)) ‖u2 − u1‖
≤ 28e2/|ε|‖u2 − u1‖.
This gives
‖(u2)−(u1)‖ = ‖(d · (Zu2 − Zu1))‖ ≤ 28Me(2−)/ε0‖u2 − u1‖.
Hence  is a contraction provided that ε0 is small enough, namely ε0 < −
2
ln(28M) (in
the case 28M > 1 only; otherwise no restriction for ε0 is needed). 
Thus for f ∈ F , Eq. (37) has a unique solution u ∈ U provided ε0 is small enough.
Thus we can consider now the operator P : F → U which associates to any f ∈ F
the corresponding solution u ∈ U of (37).
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In order to construct a 0-resonant equation with a pair of invariants of the form
(I + , J ), it thus sufﬁces to ﬁnd f ∈ F such that K
(
( Pf )−2
)
= J . Using the
inverse k−1 introduced above, this amounts to ﬁnding f such that
(
(k−1K)( Pf )−2
)−1/2 = g0 with g0 := (k−1J)−1/2 . (40)
We will show that N deﬁned by Nf :=
(
(k−1K)( Pf )−2
)−1/2
is close to the identity,
if ε0 is sufﬁciently small and conclude that Nf = g0 has a solution in F. Observe that
the admissibility of (I, J ) implies that g0(0) = 1 and g′0(0) = I0; thus g0 ∈ F and
even ||g0 − 1|| ≤ 116 if  is chosen small enough.
From now on, we ﬁx ,  > 0 satisfying additionally 22 +  < . First as in the
proof of Lemma 17, we show that
∣∣∣∣∣∣ Pf − f ∣∣∣∣∣∣U ≤ 7Me(2−)/ε0 . Using that u = Pf
satisﬁes (37), we ﬁnd that (using G, deﬁned in (32)),
G,( Pf − f ) = G,( Pf ) = sup{
∣∣dj (ε)(Zuj )(x, ε)∣∣ e(2+)/|ε| ;
j = 0, 1, 2, x ∈ B, ε ∈ Dj }
and hence by (36) and (39) that G,( Pf − f ) ≤ 6ε0e(22+−)/ε0 for f ∈
F . As
∣∣∣∣∣∣( Pf )−1∣∣∣∣∣∣ ≤ 2 and ∣∣∣∣f−1∣∣∣∣ ≤ 4/3 (we consider the multiplicative inverses
here), we ﬁnd
∣∣∣∣∣∣( Pf )−2 − f−2∣∣∣∣∣∣U ≤ 63Me(2−)/ε0 and G,(( Pf )−2 − f−2) =
G,(( Pf )−2) ≤ 96ε0e(22+−)/ε0 for f ∈ F . In both estimates, we used the for-
mula b−2 − a−2 = (a−2b−1 + a−1b−2)(a − b). Using Lemma 16 and, of course, the
fact that K reduces to k on F ⊂ H, this yields∣∣∣∣∣∣k−1K( Pf )−2 − f−2∣∣∣∣∣∣H ≤ e(22+−)/ε0
(
63M
(
2
2
ε0
+ 1
)
+ 96ε0
(
2
 + 12
))
=: L(, , ε0)
for f ∈ F . Then, for sufﬁciently small ε0 > 0, the right-hand side L(, , ε0) of the last
estimate is smaller than 1/9. As f ∈ F implies ∣∣∣∣f−2 − 1∣∣∣∣ ≤ 7/9, the above estimate
shows that
∣∣∣∣∣∣k−1K( Pf )−2 − 1∣∣∣∣∣∣ ≤ 8/9 and hence the square root of k−1K( Pf )−2 can
be deﬁned as the principal value. Furthermore, using the inequality
∣∣b−1/2 − a−1/2∣∣ ≤
1
2 (min0≤t≤1 |a + t (b − a)|)−3/2 |b − a|, we ﬁnally obtain that
||Nf − f ||H ≤
27
2
L(, , ε0) <
1
16
(41)
for all f ∈ F , provided ε0 is sufﬁciently small.
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Consider now F2 = {f ∈ F ; ||f − 1||H ≤ 1/8} and the mapping  : F2 → H
given by (f ) = g0−(Nf −f ) (cf. (40)). Recall that ||g0 − 1|| ≤ 116 if  is sufﬁciently
small. Thus  maps F2 into itself because of (41) if ε0 and  are sufﬁciently small.
We will show below that  is a contraction and hence it has a unique ﬁxed point in
F2 in this case.
In order to show that  is a contraction, ﬁx f ∈ F2 and h ∈ H with ||h||H = 1
for a moment and consider the mapping (t) = (f + th), t ∈ C, |t | < 1/8. Suppose
that ε0 is small enough such that (41) holds for all g ∈ F . As all the elements f + th
considered are in F, (41) implies that ||(t)− g0||H < 1/16 for all t, |t | < 1/8. By
Cauchy’s inequality, we obtain
∣∣∣∣′(0)∣∣∣∣ ≤ 1/2, i.e. ∣∣∣∣′(f )h∣∣∣∣H ≤ 1/2 for all f ∈ F2
and ||h||H = 1. Hence
∣∣∣∣′(f )∣∣∣∣L(H,H) ≤ 1/2 for all f ∈ F2 and thus  is indeed
a contraction if ε0 is sufﬁciently small.
As we have shown that  has a ﬁxed point f ∈ F2, we conclude that the equation
Nf = g0 has a solution in F2 ⊂ F if ε0 and  are sufﬁciently small. With this
choice of f, the solution u of the ﬁxed point equation (37) has J as second invariant,
and a ﬁrst invariant of the form I + . This shows the surjectivity of the mappings
o∼ : Ro/∼→ Ko/∼ and o∼1 : Ro/∼1→ Ko/∼1.
The surjectivity of o≈ : Ro/≈→ Ko follows easily: given (I, J ) ∈ Ko, the above
proof shows that there exists a 0-resonant equation (g˜) with invariants (I˜ , J˜ ) ∼1 (I, J ).
Then by Lemma 15, there exists (g) ∼1 (g˜) with invariants (I, J ). Thus the proof of
the surjectivity of 0≈ is also complete.
We now prove
Proposition 18. Let f ∈ H and let u be a solution of equation (37). Then the function
g (holomorphic in a neighborhood of 0) deﬁned by (38) is linear in ε, i.e. of the form
g(x, ε) = g0(x)+ εg1(x).
Proof. As in the proof of Theorem 6, the idea is to expand the ingredients in powers of x
and to use induction. We have f (x) =∑n≥0 fnxn , g(x, ε) =∑n≥0 gn(ε)xn, u(x, ε) =∑
n≥0 un(ε)xn, Zu(x, ε) =
∑
n≥0 zn(ε)xn with fn ∈ C , gn convergent, u0 ≡ 1, z0 ≡ 0
and z1 ≡ 1.
The triples un are in U (triples of holomorphic bounded functions from Sj into C)
but the triples zn are not necessarily bounded near 0. However the formulae for zn
show that ε[n/2]zn is bounded as ε → 0. It follows that the products dzn (with d =  I )
still decrease exponentially as ε → 0.
Since u0 = 1, equation (g) yields for n ≥ 0:
−gn = ε(n+ 1)(n+ 2)un+2 − 2nun +
n−1∑
j=0
gj un−j (42)
and Eq. (37) gives
uj = fj + (vj ), vj := d · zj .
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By induction, if for all j ∈ {0, ..., n− 1} we have gj (ε) = gj,0 + εgj,1, gj,0, gj,1 ∈ C,
then
−gn(ε) = ε(n+ 1)(n+ 2)(fn+2 + vn+2(ε))
−2n(fn + vn(ε))+
n−1∑
j=0
(gj,0 + εgj,1)(fn−j + vn−j (ε)) . (43)
Replacing the terms of the form ε(vk(
)) by (
vk(
))−L(vk(
)), where L = ε−ε
(cf Theorem 5, part 4), and grouping together terms of same nature, (43) can be written
in the form
−gn(ε) = C0 + εC1 + L V +  W(ε) (44)
with C0, C1 ∈ C and V , W ∈ U. By Theorem 5, part 4, L V is constant with respect
to ε. Applying  to (44) and using that (f )(ε) = 0 if f (ε) converges at ε = 0, we
obtain
0 =  W = W.
Hence gn has the form gn(ε) = gn,0 + εgn,1 (with gn,0 = −C0 − L V and
gn,1 = −C1). 
Thus the analoga of Theorems 2 and 4 in the case of f (x, ε) = 2x have been
completely proved.
7. Extension of the results to the general case
7.1. Extension to 0-resonant equations with f (x, 0) = 2x
Suppose ﬁrst that a 0-resonant equation (1) is given with f (x, 0) = 2x, i.e. f (x, ε) =
2x + ε(x, ε). Then the transformation y = a(x, ε)y˜, a(x, ε) = exp( 12
∫ x
0 (t, ε) dt)
yields the equation εy˜′′ − 2x y˜′ + g1(x, ε)y˜ = 0 with g1 = g − x− ε42 + ε2′. This
is also a 0-resonant equation with formal resonant solution y˜(x, ε) = yˆ(x, ε)/a(x, ε).
Hence its invariants are I˜ = y˜′(0, ε)/a(0, ε) = y˜′(0, ε) = I − 12(0, ε) and J˜ the
formal series asymptotic of
∫ i
0 e
x2/εy˜(x, ε)−2 dx =
∫ i
0
ex
2/ε+∫ x0 (t,ε)dt yˆ(x, ε)−2 dx,
i.e. J˜ = J . Thus (f, g) ∼1 (2x, g1) and (2x, I, J ) ∼1 (2x, I˜ , J˜ ).
This immediately shows that two equations (2x + ε1, g1) and (2x + ε2, g2) are
weakly equivalent if and only if their invariants are weakly equivalent. The surjectivity
statements of the analoga of Theorem 2 and 4 proved in Section 6 in the case f (x, ε) =
2x immediately imply those of the present case f (x, 0) = 2x.
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Two equations (2x+ ε1, g1) and (2x+ ε2, g2) are strongly equivalent if and only
if the corresponding equations (2x, g˜1) and (2x, g˜2) are ∼1-equivalent and some trans-
formation y˜2 = a y˜1 + εb y˜′1 realizing it satisﬁes a(0, ε) = 1, b(0, ε) = b′(0, ε) =
0 and a′(0, ε) = 121(0, ε) − 122(0, ε); the most convenient way to see this is
to go over to matrix notation in a way similar to the beginning of Section 4.2.
According to Section 5, the last statement is equivalent to I˜2 = I˜1 + 121(0, ε) −
1
22(0, ε) and J˜2 = J˜1. The above calculation shows that this is equivalent to I2 = I1,
J2 = J1.
Thus Theorems 2 and 4 are proved in the case of f (x, 0) = h(x) = 2x.
7.2. Extension to all 0-resonant equations
In this subsection, ′ denotes differentiation with respect to x, and ˙ with respect to
t. Given some analytic function f0(x) vanishing at x = 0 with f ′0(0) = 2, it is easy to
ﬁnd some analytic function (t) = t +O(t2) such that f0((t))˙(t) = 2t ; it has to be
the inverse function of 0(x) = x +O(x2) satisfying 0(x)2 =
∫ x
0 f0() d.
Then any equation (f0(x) + εh(x, ε), g(x, ε)) can be transformed using x = (t),
v(t) = y((t)) into
εv¨ − (2t + εf1(t, ε))v˙ + g1(t, ε)v = 0,
where f1(t, ε) = h((t), ε)˙(t) + ε¨(t)/˙(t) and g1(t, ε) = g((t), ε)˙(t)2. The
second equation is 0-resonant if and only if the ﬁrst one is. Observe that the two
equations are not equivalent according to any of our deﬁnitions. The change of variables
permits, however, to carry over the results of the previous subsection to any 0-resonant
equation.
First of all, two equations (f0 + εh, g) and (f0 + εh˜, g˜) are equivalent via y =
a(x, ε)y˜ + εb(x, ε)y˜′ if and only if the corresponding equations (2t + εf1, g1) and
(2t + εf˜1, g˜1) are equivalent via v = a((t), ε)v˜ + εb((t), ε)˙(t)−1 ˙˜v. This means
that each of our three equivalence relations for (f0+εh, g) and (f0+εh˜, g˜) corresponds
to the same relation for (2t + εf1, g1) and (2t + εf˜1, g˜1).
Furthermore, a short calculation shows that both invariants I and J for an equation
(f0 + εh, g) and its corresponding equation (2t + εf1, g1) are the same. Thus The-
orem 2 and the ﬁrst part of Theorem 4 carry over to general 0-resonant equations
immediately.
Finally, suppose that a vector (f0, I, J ) ∈ K is given. From the preceding section, we
know that there is a 0-resonant equation (2t, h0(t)+ εh1(t)) having the invariants (I +
(ε), J ) where (ε) is some convergent series. Using the transformation v = ˙(t)−1/2v˜
with the above (t), we ﬁnd an equation of the form (2t + ε¨(t)/˙(t), h˜0(t)+ εh˜1(t))
having the invariants I + (ε) + 12 ¨(0) and J. The above calculations show that the
equation obtained using x = (t), y((t)) = v˜(t) is of the form (f0(x), g0(x)+εg1(x))
with some functions g0, g1 analytic near x = 0 and that its invariants are still I +
(ε)+ 12 ¨(0) and J. This proves the second part of Theorem 4.
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7.3. Extension to all resonant equations
Consider now a general resonant equation in its matrix form
(R) εy′ = Ry,
with y =
(
y
εy′
)
and R : (x, ε) →
(
0 1
−εg(x, ε) f (x, ε)
)
. If (R) is not 0-resonant,
then by deﬁnition g(0, 0) 
= 0. Hence y1 = R(x, ε)y induces a weak equivalence
between (R) and some equation (R1), R1 : (x, ε) →
(
0 1
−εg1(x, ε) f1(x, ε)
)
with
f1 = f + ε/g, g1 = g− f ′ + f/g. Clearly, this new equation is satisﬁed by (y′, εy′′)T
if (R) is satisﬁed by (y, εy′)T and the quantity g1(0, 0) = g(0, 0)− 2.
This procedure can be repeated n = g(0, 0)/2 times and leads to a 0-resonant (matrix)
equation (Rn) weakly equivalent to (R) which is satisﬁed by (y(n), εy(n+1))T if (R) is
satisﬁed by (y, εy′); this means that the corresponding scalar equation has a solution
y(n) if the scalar equation (f, g) has a solution y.
By our deﬁnition (see above Deﬁnition 3), the invariants of (R), i.e. (f, g), are those
of (Rn). The ﬁrst part of Theorem 4, our only statement concerning general resonant
equations, follows immediately.
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