ABSTRACT Convolutional neural networks are powerful models that yield hierarchies of features. In the paper, we present a new approach for general object tracking based on the fully convolutional network with multi-layer feature fusion. The designed network combines semantic information from deep, coarse layers, and appearance information from shallow, fine layers to make accurate pixel-wise objectness prediction. The network is first pretrained offline using a large set of videos with annotated heatmap groundtruths to obtain a general notion of foreground objects, and later fine-tuned using the first frame to adapt to the particular object instance. In online tracking, the location corresponding to the maximum target objectness in the search image is determined as the new target location, and the scale estimation is handled by incorporating a correlation filter branch into the network. An efficient updating strategy is proposed to further improve tracking performance. The extensive experiments performed on the widely used tracking benchmark OTB100 show that the proposed algorithm outperforms many other state-of-the-art trackers.
I. INTRODUCTION
Visual tracking is a classical and fundamental research topic in computer vision with a wide range of applications, including video surveillance, autonomous driving, traffic monitoring, augmented reality, intelligent city, and et al [1] - [4] . In generic tracking, the task is to estimate the trajectory of a target in an image sequence, given only its initial location (a rectangular bounding box) in the first frame. Despite the great progress made in the past decades, it remains very challenging due to the existing unpredictable appearance variations such as illumination change, geometric deformation, partial occlusion, background clutter and fast motion. In this paper, we only focus on single-camera, single-target, short-term and model-free tracking, and the interested readers could refer to [1] and [2] for a thorough review of the existing tracking algorithms.
In recent years, Convolutional Neural Networks (CNNs) have been pervasively adopted in various computer vision tasks such as image classification [5] , saliency detection [6] , semantic segmentation [7] and object detection [8] - [10] , as a result of their excellent performance in representing visual data. Inspired by the success of CNNs in these fields,
The associate editor coordinating the review of this manuscript and approving it for publication was Kumaradevan Punithakumar. the visual tracking community has started to focus on deep trackers that exploit the strength of CNNs. However, the scarcity of training data and real-time demand greatly limit the application of CNNs in the tracking field. Common practices in recent work come from two aspects. One is to utilize a pretrained CNN that was learnt for a different but related task to extract deep features in the existing ''shallow'' tracking methods [11] - [13] ; the other is to design the tracking networks and train them to learn the target-specific features for each video [14] , [15] . Despite their notable performance, these methods divide the tracking process into individual components.
In this paper, we propose an end-to-end framework based on the fully-convolutional network (FCN) to predict the target location and implement tracking directly. Our proposed algorithm takes inputs of arbitrary size and produces correspondingly-sized outputs to make objectness prediction of each pixel. Motivated by the combination of feature representations in the semantic segmentation task [16] , we build our work on the FCN with multi-layer feature fusion to improve the prediction accuracy. However, training networks to make the objectness prediction for tracking is quite challenging due to the completely different characteristics in the video sequences. The same kind of object is considered as the target in one sequence but the background in another FIGURE 1. The flow-chart of our proposed algorithm. We build our work on the FCN with multi-layer feature fusion and train the designed network offline with a proposed two-step method. In online tracking, an image patch is cropped according to the target location and scale on the last frame. The target objectness of the image patch can be predicted by a one-pass forward propagation. The position corresponding to the maximum target objectness is determined as the new target location. And the scale estimation is handled by incorporating a correlation filter branch into the network. Meanwhile, an efficient strategy is proposed to update the parameters of the network and further improve the tracking performance.
sequence. To adapt the network to the specific target in the current sequence, we propose a two-step training method. First, the network is pretrained offline using a large set of videos with annotated heatmap groundtruths to obtain a general notion of the foreground object, i.e., it is an object. Second, the network is fine-tuned using the initial annotated frame to adapt to the particular object instance, i.e., it is the specific object to be tracked. In online tracking, the target objectness of the image patch can be predicted by a one-pass network forward propagation. The position corresponding to the maximum target objectness is selected as the new target location. The scale is estimated by incorporating a correlation filter branch into the network. Moreover, an efficient updating strategy based on the distribution of response maps is designed to further improve the tracking performance. The flow chart of our proposed method is shown in Figure 1 . The main contributions of our work are summarized below:
1. An end-to-end tracking frame based on FCN with multi-layer feature fusion is proposed. The proposed method combines information from different layers of CNNs and train the network end-to-end to find the most suitable combination parameters. Meanwhile, our tracker makes pixel-wise prediction of the objectness in the search area directly by the introduction of deconvolutional layers, which helps locate the target precisely.
2. A two-step training method is proposed to adapt the tracking network to the specific target in each sequence. The network is first pretrained offline using a large set of videos with annotated heatmap groundtruths to obtain a general notion of the foreground object, and then fine-tuned using the first frame to adapt to the specified target.
3. An updating strategy based on the distribution of response maps is designed to further improve the tracking performance. 4 . Extensive experiments performed on the tracking benchmark demonstrate the superiority of the proposed algorithm against many other state-of-the-art trackers in comparison.
II. RELATED WORKS
There have been many advances in the object tracking literature in recent years. Due to the space limitation, here we focus on those that are most relevant to our work.
A. CNNS BASED TRACKERS
Due to the powerfulness in feature representations and unprecedented breakthroughs made in other related fields such as image classification, object detection, etc. CNN has been introduced to the tracking field. Since discriminative correlation filters (DCFs) based trackers provide an excellent framework for visual tracking, many researchers propose to substitute hand-crafted features in these trackers with deep convolutional features, such as [11] - [13] and [17] . However, simply regarding CNNs as a feature extractor does not take full advantage of the benefits of CNNs. To fully exploit the representation power of CNNs in visual tracking, it is desirable to train them on large-scale dataset specialized for visual tracking. MDNet [14] trains a multi-domain lightweight network offline with massive data and perform SGD (stochastic gradient descent) to fine-tune the last few layers of the network during online tracking. MDNet can achieve state-of-the-art results but fail to operate in realtime. As the essence of tracking is to find the region in an image most similar to the given target region, the Siamese architecture has been exploited in the tracking field and shows impressive performance. Held et al. [18] introduce GOTURN, in which the motion between successive frames is predicted using a deep regression network. Tao et al. propose to train a Siamese network to identify candidate image locations that match the initial object appearance and term their method as Siamese Instance search Tracker (SINT [19] ). Bertinetto et al. [15] put forward a novel fully-convolutional Siamese network (SiamFC) to measure the similarity between two images and locate the target in the current frame. The fully-convolutional architecture enables dense and efficient sliding-window evaluations with a bilinear layer and makes the tracker real-time. Based on SiamFC, Kuai et al. propose to combine the different layers of the network in SiamFC to constitute a more abundant representation of the target [20] . However, no fine-tuning is performed in these Siamese network based methods, which is detrimental in the presence of significant appearance variations. Recently, tracking methods combining Siamese network and correlation filters begin to appear. The CFnet proposed by Jack et al. [21] and DCFNet put forward by Wang et al. [22] are two representative algorithms among them. They both interpret the correlation filter as a differentiable layer in a deep neural network and train the network to find the features most suitable for the correlation filter. Their main difference lies in the design of the overall network. Despite that the feature representations are tailed for correlation filters by deep neural networks, the performance improvement of the two algorithms is limited due to the boundary effect.
B. FCN BASED TRACKERS
Fully convolutional networks (FCN) can make dense predictions efficiently and are widely used in semantic segmentation, object detection and visual tracking fields. The idea of dense predictions for semantic segmentations with FCN is pioneered by [23] . The authors transform the last fully connected layers to 1×1 convolutions so that it is possible to train on images of arbitrary size and predict correspondingly-size outputs. Due to the spatial pooling operations and convolutions with a stride, the resolution of the feature maps in CNNs is decreasing gradually. Making dense predictions directly from the downsampled low-resolution feature maps results in coarsely localized outputs [23] . Deconvolutional network that learn to make more accurate predictions through the upsampling operation is used in [24] . In [16] , feature maps from different layers of CNNs are combined together into the prediction to favor localization. For object detection, the region proposal network (RPN) in Faster R-CNN [9] also adopts the FCN architecture that generates region proposals and the corresponding objectness scores simultaneously. When it comes to the visual tracking field, the most related works are the FCNT tracker [25] and UCT tracker [26] . In FCNT, the author proposes a two-stream fully convolutional network, which cooperates with a switch mechanism to capture both general and specific information of the target. The main difference is that our tracker combines different layers of CNNs and train the network to find the most suitable combination parameters, instead of selecting the switch mechanism manually. In UCT, the author treats the feature extractor and tracking process in DCFs based trackers both as convolutional operations and trains the network end-to-end.
The main difference is that our tracker contains both convolutional and deconvolutional layers based on FCN, which generates correspondingly-sized outputs as the input image and make pixel-wise predictions to predict the target location.
III. FCN BASED TRACKING WITH MULTI-LAYER FEATURE FUSION
In this section, we first introduce the network architecture designed in our proposed tracker, and the detailed training and tracking procedures are given out afterward.
A. NETWORK ARCHITECTURE
We build our work on the FCN and the design of network draws inspiration from the network architecture in [27] for semantic segmentation. It is based on the VGG network [28] , which consists of 5 groups of convolutional and Rectified Linear Unit (RELU) layers. The fully connected layers for image classification are removed. Between two stages, spatial pooling operation is applied to reduce the resolution of feature maps half. We adopt different branch paths from the last layer of each stage (before pooling). A deconvolutional operation is utilized where up-scaling is needed. And the feature maps from different branch paths are concatenated together to constitute a comprehensive description of the image. The concatenated features maps are linearly fused to a single output which has the same size as the input image. The diagram of the network architecture is given in Figure 2 . And the detailed dimensions of filter parameters and feature maps in our designed network architecture are provided in the supplementary material.
B. TRAINING
As the output image shares the same size as the input image, similar to the semantic segmentation, we adopt the pixel-wise cross-entropy as our loss function, which is shown in Equation 1.
where, W is the parameter of the network, N is the number of pixels on the input image, X j stands for the jth pixel of the input image X , p(X j ) and q(X j ) respectively represent the annotated and computed probability of pixel X j . The goal of our training algorithm is to separate the target and background in a given sequence. However, the training data from different domains have different notions of targets. The same category object can be considered as the target in a sequence, and the background in another sequence. Given this situation, we propose a two-step training method: offline training that endows the network with the notions of general target, and online fine-tuning that adapts the network to the specific target in the current sequence. In offline training, the goal is to minimize the loss function in Equation 1. For each image cropped from the training data, the response map is computed through one-pass forward propagation of the network. The groundtruth heatmap is generated using a Gaussian function with variances proportional to the target width and height. If one more target exist in the cropped image, the groundtruth heatmap is generated using a Gaussian function with variances proportional to the width and height on each target area. Figure 3 illustrates two pairs of cropped images and the corresponding groundtruths. The parameters W of the network are obtained by applying SGD (Stochastic Gradient Descent) algorithm to minimize the loss between the computed response map and the annotated groundtruth. As target locations between adjacent frames are not the same, the cropped image patch centered on the Without fine-tuning, the trained network can only recognize objects and the response value of other objects (the football men locating right and below the target) is comparable to the value of the target. After fine-tuning, the network is adapted to the specific target and the value of other objects is suppressed. location in the last frame is often not centered in the current frame. To improve the adaptability of the network, we add moderate translation and scale transformations to the cropped image to simulate the motion between two frames.
In online fine-tuning, the goal is to adapt the network to the specific target. The annotated bounding box plus certain background context is cropped. And the cropped image patch and its Gaussian label are utilized to fine-tune the network parameter. To validate the influence of online fine-tuning, we display the response map of an image patch with and without this step. Figure 4(a) illustrates the image patch and the red rectangular area stands for the target. Figure 4 (b) and Figure 4 (c) respectively represents the response map without and with fine-tuning. It can be seen that without fine-tuning, the trained network offline can only recognize objects, and the response value of other objects (the football man locating right and below the target) is also large and comparable to the value of target. However, after fine-tuning the network is adapted to the specific target to be tracked and the value of other objects is suppressed. Figure 4 , the values of PAR and R max decline dramatically. Therefore, only when R max and PAR computed in the current frame is larger than the historical average value, the model is updated.
C. ONLINE TRACKING
Once we complete the training procedure in section III-B, we can estimate the target state in the current frame from the learned network. The objectness of each pixel on the current image sample is directly computed through one-pass forward propagation of the trained network. And the location of the maximum on the computed response is identified as the target position in the current frame.
1) SCALE ESTIMATION
After we estimate the translation of target in the current frame, the next step is to estimate the target scale. Inspired by [29] , the scale estimation is efficiently completed through a one-dimensional correlation filter. For convenient reasons, we adopt the same notation in [29] . The training example f for updating the scale filter is computed by extracting features using variable patch sizes centered on the target. Let P × R denote the target size in the current frame and S be the size of the scale filter. For each n ∈ {
we extract an image patch J n of size a n P×a n R centered on the target. Here a denotes the scale factor between feature layers. The value f (n) of the training example f at scale level n is set to the d-dimensional feature descriptor of J n . The scale filter h scale is computed and updated with the sample f. After the translation estimation of the target, an example z is extracted from this location using the same procedure as for f and the scale filter h scale is applied to obtain the response value. The scale change corresponding to the largest value is picked out to compute the target scale.
2) MODEL UPDATE
To adapt the network to the significant variations of targets, model update is utilized in our proposed method. Many existing tracking algorithms update the model per frame [29] - [33] . However, when the tracking result is not accurate, updating the model will introduce background information and degrade the discriminative power of the model. In our method, we propose to measure the accuracy of tracking results in advance according to the response map distribution of the search area. And when the tracking results satisfy the accuracy requirements we set, the model is updated. According to our observation, the response map peaks at the target location and damps fast to the boundary when trackers perform steadily and accurately. On the contrary, the response map fluctuates intensely and presents multiple local maxima. In all, the shaper the peak on the response map is, the better the tracking result is. To measure the peak distribution of the response map, we propose two criteria: maximum response score R max and peak-to-average ratio (PAR), which is defined as Equation 2.
where R w,h denotes the w th row and h th column element on the response map. PAR indicates fluctuation degree of the response map and confidence score of the tracking results. When the response map has sharper peak and fewer VOLUME 7, 2019 distractions, PAR becomes larger. We compute the historical average value of R max and PAR for each frame. Figure 5 illustrates the values of PAR, historical average of PAR, R max and historical average of R max on all frames in the Jogging-1 sequence. When the tracking results of our tracker are contaminated by the occlusion in the sequence, such as frame 71 and frame 81 shown in Figure 5 , the values for PAR and R max decline dramatically. Therefore, the values of PAR and R max can reflect the tracking status to a degree. And only when R max and PAR computed in the current frame is larger than their historical average values, the model is updated.
D. OUTLINE OF OUR PROPOSED ALGORITHM
Here, we present an outline of our proposed tracker in Algorithm 1.
Algorithm 1 Proposed tracker based on FCN with multi-layer feature fusion
Input:
The pretrained network offline; Output:
Estimated target state X t = (x t , y t , s t ) in frame t.
1: Crop the image patch in the current frame according to target state X t−1 in frame t − 1. 2: Compute the objectness of each pixel on the image patch through one-pass forward propagation of the trained network. 3: The position corresponding to the maximum objectness is identified as the new target location. 4: Determine the updating status according to the strategy proposed in III-C2. 5: Estimate target scale with DSST if updating criteria are satisfied and update the correlation filter coefficients in DSST. 6: Fine-tune the pretrained network with SGD if updating criteria are satisfied.
IV. EXPERIMENTS A. EXPERIMENT SETUP 1) PARAMETER SETTINGS
In offline training, to cover different kinds of targets as much as possible, we draw training data from different domains, including ILSVRC 2015 video detection dataset [5] , UAV128 [34] and TC128 [35] excluding the videos that overlap with the test dataset. The initial parameters of the network follow the VGG parameters in [28] . In each frame, an image patch is cropped around the groundtruth and corresponding Gaussian-shaped heatmap groundtruth is generated. We use SGD with momentum 0.9 to train the network and set the weight decay to 0.0002. The learning rate is set to 10 −8 and the number of iterations is set to 200000. In online tracking, the model update is performed with 100 step SGD with the same learning rate. And the parameters in scale estimation follow the default setting in DSST [29] .
2) EVALUATION AND TRACKERS IN COMPARISON
OTB is a popular tracking benchmark, which has two versions OTB50 [36] and OTB100 [37] . OTB50 contains 50 fully annotated videos that are collected from commonly used tracking sequences. OTB100 is the extension of OTB50 and contains 100 sequences. As OTB100 is more challenging and contains all the sequences in OTB50. In the paper we compare the performance of different trackers on OTB100 benchmark. The evaluation is based on two metrics: overlap success (OS) plot and distance precision (DP) plot. The DP plot is computed as the percentage of frames in the sequences where the Euclidean distance between the ground-truth and the estimated target position is smaller than a given threshold. The OS plot is plotted as the percentage of frames in the sequences where the intersection over union (IOU) between the generated bounding box and the annotated ground-truth exceeds a given threshold. The one-pass evaluation (OPE) is employed to compare our algorithm against other trackers. The trackers in comparison cover the existing two mainstream methods: (1) deep learning trackers, including DCFNet [22] , SiamFC [15] , CF2 [11] , CFnet [21] and FCNT [25] ; (2) correlation filter based trackers, including Staple [31] , DSST [29] , KCF [30] and SAMF [38] . As the authors of [25] only provide the result on OTB50 dataset, we do not include FCNT in the OS and DP plots on OTB100 benchmark. But we provide the qualitative comparison between FCNT and our tracker. All trackers are run on the same machine equipped with a single NVIDIA GeForce GTX Titan GPU and an Intel Core i7-6700K at 4.0 GHz. Figure 6 shows the performance of trackers in comparison on the OTB100 benchmark. We also present the quantitative VOLUME 7, 2019 comparisons of OS rate at 0.5 and DP rate at 20 pixels in Table 1 on the OTB100 dataset. In general, our proposed algorithm performs superiorly against the trackers in comparison in OS rate and ranks second in DP rate. Figure 7 illustrates the attribute-based evaluation of all trackers on the OTB100 dataset. All sequences in the OTB100 dataset are annotated by 11 different attributes, namely: illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, outof-plane rotation, out-of-view, background clutter and low resolution. In Figure 7 , we show the OS rates of our tracker and other trackers in comparison under six attributes: background clutter, motion blur, deformation, illumination variation, occlusion and out-of-plane rotation. It can be seen that our proposed tracker achieves the best performance under three out of the six attributes and performs well in the remaining three attributes.
B. QUANTITATIVE RESULTS

C. QUALITATIVE RESULTS
To intuitively exhibit the superiority of the proposed algorithm, Figure 8 illustrates the qualitative results comparing our tracker with three other deep trackers, including FCNT, SiamFC and CF2. The videos (from top to bottom) are: faceocc2, football1, sylvester, carDark, singer2 and carScale. These sequences cover many challenging scenarios that a tracker may encounter, such as occlusion, fast motion, background clutter, illumination variation, dramatic scale change and et, al. Similar to our tracker, FCNT also adopts the fully convolutional network. It proposes a switch mechanism to capture both general and specific information about the target. However, our tracker combines different layers of CNNs and train the network to find the most suitable combination parameters, instead of selecting the switch mechanism manually. This explains that our tracker performs well over FCNT on the given challenging sequences. SiamFC trains a Siamese network to find the candidate in the current frame most similar to the annotated bounding box in the first frame. Without model update, the tracker has a high chance to drift in presence of background clutter, as shown in carDark and singer2 sequences. CF2 replaces the hand-crafted features used in conventional correlation filter based trackers with deep features pretrained in the image classification task. Due to the inconsistency between image classification and object tracking, CF2 does not perform well when significant deformation (sylvester) and scale change (carDark) occur.
V. CONCLUSION
In the paper, we propose an end-to-end tracking frame based on the fully convolutional network, which makes pixel-wise objectness prediction to implement tracking directly. A twostep training procedure is put forward to capture the specific target in the current sequence. And to adapt the network to significant variations of targets, two criteria are adopted to measure the accuracy degree of the tracking results according to the distribution of response map and instruct the updating of network parameters suitably. To validate the effectiveness of the proposed method, experiments are performed to compare our algorithm with many other state-of-the-art trackers on the popular OTB100 benchmark. Experimental results demonstrate the superiority of our tracker. 
