Let G = (V; E) be a ÿnite and undirected graph without loops and multiple edges. An edge is said to dominate itself and any edge adjacent to it. A subset D of E is called a perfect edge dominating set if every edge of E \ D is dominated by exactly one edge in D and an e cient edge dominating set if every edge of E is dominated by exactly one edge in D. The perfect (e cient) edge domination problem is to ÿnd a perfect (e cient) edge dominating set of minimum size in G. Suppose that each edge e is associated with a real number w(e) as its weight. Then, the weighted perfect (e cient) edge domination problem is to calculate a perfect (e cient) edge dominating set D such that the weight w(D) of D is minimum, where w(D)= e∈D w(e). In this paper, we show that the perfect (e cient) edge domination problem is NP-complete on bipartite (planar bipartite) graphs. Moreover, we present linear-time algorithms to solve the weighted perfect (e cient) edge domination problem on generalized series-parallel graphs and chordal graphs. ?
Introduction
Let G = (V; E) be a ÿnite and undirected graph without loops and multiple edges. An edge (u; v) of G is said to dominate itself and any edge adjacent to (u; v) in G. A set of edges is independent (or a matching) if no two of its edges are adjacent. A subset D of E is called an edge dominating set if every edge of E is dominated by at least one edge in D; an e cient edge dominating set if every edge in E is dominated by exactly one edge in D; a perfect edge dominating set if every edge not in D is dominated by exactly one edge in D. Note that an independent edge dominating set is a maximal matching and an independent perfect edge dominating set is an e cient edge dominating set. The cardinality of the minimum (independent, perfect, e cient) edge dominating set is called the (independent, perfect, e cient) edge domination number of G. It is worth mentioning that all graphs have an (independent, perfect) edge dominating set, but not all graphs have an e cient edge dominating set (see Fig. 1 ). Those graphs that have an e cient edge dominating set include path P n for all n, cycle C n for n ≡ 0 (mod 3) [17] , complete bipartite graph K m; n for m = 1 or n = 1, and complete graph K n for n 6 3. In [15] , necessary and su cient conditions are given for the existence of an e cient edge dominating set in a regular graph.
Given a graph G, an edge-packing is a subset B ⊆ E such that no edge in E is dominated by more than one edge of B. If B is an edge-packing, then B is said to e ciently dominate the collection C(B) of edges, where C(B) = (u; v)∈B ({(u; x) | x ∈ V } ∪ {(v; x) | x ∈ V }). It is clear that G has an e cient edge dominating set if and only if there is an edge-packing B in G with C(B) = E.
The (perfect, e cient) edge domination problem is to ÿnd a minimum (perfect, e cient) edge dominating set in G. As pointed out in [19] , the size of a minimum edge dominating set is equal to the size of a minimum independent edge dominating set in G. Later, Yannakakis and Gavril [39] gave a polynomial-time algorithm to construct a minimum independent edge dominating set from a given minimum edge dominating set. However, the size of a minimum perfect edge dominating set is not necessarily equal to the size of a minimum e cient edge dominating set in G since G may have no e cient edge dominating set. Georges et al. [15] showed that if G has an e cient edge dominating set, then the size of any e cient edge dominating set is equal to the edge domination number. In other words, all e cient edge dominating sets of G have the same size and hence the e cient edge domination problem is equivalent to ÿnd an e cient edge dominating set in G. Suppose that each edge e ∈ E is associated with a real number w(e), called the weight of e. The weighted (perfect, e cient) edge domination problem is to calculate a (perfect, e cient) edge dominating set D of G such that the weight w(D) of D is minimum, where w(D) = e∈D w(e).
The (e cient) edge domination problem has been extensively studied in graphs and has many applications in resource allocation, network routing and encoding theory problems [1,8-10,17,21,22,24,26,29 -32,36,39,40] . One application related to the perfect edge domination problem (similar to an application for the edge domination problem in [39] ) is to ÿnd a minimum set S of 1's in a p×q (0; 1)-matrix M (i.e., each entry of M is either 0 or 1) such that any other 1 of M is in the same row or column with exactly an element of S. Let us construct a bipartite graph G = (A; B; E) by corresponding to every row a vertex in A, to every column a vertex in B and connecting a vertex in A to vertex in B by an edge if and only if M has a one at the intersection of the corresponding row and column. It is easy to see that a minimum set S of 1's in M corresponds to a minimum perfect edge dominating set of G = (A; B; E) and vice versa.
Grinstead et al. [17] proved that the problem of determining if a general graph has an e cient edge dominating set is NP-complete and presented a linear-time algorithm for computing the maximum number of edges that can be e ciently dominated on generalized series-parallel graphs. Pal and Bhattacharjee [32] proposed a linear-time algorithm for calculating an edge-packing with the maximum weight on interval graphs. Recently, Lu and Tang [30] showed that the problem of determining whether G has an e cient edge dominating set is NP-complete when G is restricted to a bipartite graph. They also gave a linear-time algorithm to solve the weighted e cient edge domination problem on bipartite permutation graphs. Fig. 2 shows the hierarchy of some graph classes and their previously known complexity results on the weighted e cient edge domination problem, where (?) represents the complexity being unknown. Deÿnitions of graph classes not found in this paper are standard and can be found in [4, 16] . As to the complexity of the perfect edge domination problem, no work has been published.
In this paper, we ÿrst show that the perfect edge domination problem on bipartite graphs and the e cient edge domination problem on planar bipartite graphs are NP-complete. Then, we give linear-time algorithms for solving the weighted perfect and e cient edge domination problems on generalized series-parallel graphs using parse trees. Based on these two algorithms, we design linear-time algorithms to solve the same two problems on chordal graphs.
NP-completeness results
Problem PED (perfect edge domination)
Instance: A graph G = (V; E) and a positive integer K 6 |E|. Question: Does G have a perfect edge dominating set of cardinality K or less? Problem EED (e cient edge domination)
Instance: A graph G = (V; E). Question: Does G have an e cient edge dominating set? X3C (exact cover by 3-sets)
Instance: A ÿnite set X with |X | = 3n and a collection S of 3-element subsets of X with |S| = m.
Question: Does S contain an exact cover for X , i.e., a subcollection S ⊆ S such that every element of X occurs in exactly one member of S ?
Problems PED and EED are the decision problems which correspond to the perfect and the e cient edge domination problems, respectively. It is well known that X3C is NP-complete [13] . Note that each instance of X3C, say X = {x 1 ; x 2 ; : : : ; x 3n } and S = {S 1 ; S 2 ; : : : ; S m }, can be associated with a bipartite graph G A = (V A ; E A ), where V A = X ∪ S and E A = {(x i ; S j ) | 1 6 i 6 3n; 1 6 j 6 m and x i ∈ S j }. If the associated bipartite graph G A is planar, then the problem is said to be planar exact cover by 3-sets (planar X3C). Dyer and Frieze [12] showed that planar X3C is NP-complete. In the following subsections, we will show that Problem PED on bipartite graphs and Problem EED on planar bipartite graphs are NP-complete by reductions from X3C and planar X3C, respectively.
Perfect edge domination on bipartite graphs
By the deÿnition of perfect edge domination, we have the following lemma immediately.
Lemma 2.1. Given a graph G = (V; E); let D be any perfect edge dominating set of G. For any v ∈ V; if there are at least two edges of D which are incident with v; then all edges incident with v are in D.
Theorem 2.1. Problem PED is NP-complete for bipartite graphs.
Proof. Obviously, this problem is in NP. In the following, we show that Problem PED for bipartite graphs is NP-hard by reducing X3C to it.
Let X ={x 1 ; x 2 ; : : : ; x 3n } and S={S 1 ; S 2 ; : : : ; S m } be an instance of X3C. We transform S to an instance G B = (V B ; E B ) and K of Problem PED in which K = m + 3n + 1 and G B is a bipartite graph constructed as follows. At ÿrst, each element x i ∈ X , where 1 6 i 6 3n, is a vertex of G B and each set S j ∈ S, where 1 6 j 6 m, is also a vertex of G B . There is a path of length 2, x i -y ij -S j , between vertices x i and S j in G B if and only if x i ∈ S j . Then, for each vertex S j of G B , we attach a path of length 2, S j -a j -b j , at S j . Furthermore, we add three vertices r 1 ; z 1 and r 2 to G B in such a way that (r 1 ; z 1 ) ∈ E B , (z 1 ; r 2 ) ∈ E B and all vertices x i 's, where 1 6 i 6 3n, are adjacent to r 2 . Finally, we add vertices r 3 ; r 4 ; : : : ; r m+3n+2 , z 2 ; z 3 ; : : : ; z m+3n+2 to G B such that vertices r 3 ; r 4 ; : : : ; r m+3n+2 are adjacent to z 1 and vertices z 2 ; z 3 ; : : : ; z m+3n+2 are adjacent to r 1 . More precisely, V B = {S j ; a j ; b j | 1 6 j 6 m} ∪ {x i | 1 6 i 6 3n} ∪{y ij | 1 6 i 6 3n; 1 6 j 6 m and x i ∈ S j } ∪{r k ; z k | 1 6 k 6 m + 3n + 2}; E B = {(S j ; a j ); (a j ; b j ) | 1 6 j 6 m} ∪{(x i ; y ij ); (y ij ; S j ) | 1 6 i 6 3n; 1 6 j 6 m and x i ∈ S j } ∪{(z 1 ; r k ); (r 1 ; z k ) | 1 6 k 6 m + 3n + 2}: See Fig. 3 for an example with X ={x 1 ; x 2 ; : : : ; x 6 } and S={S 1 ; S 2 ; S 3 }={{x 1 ; x 2 ; x 4 }; {x 2 ; x 4 ; x 6 }; {x 3 ; x 5 ; x 6 }}. It is not hard to see that the construction of G B can be accomplished in polynomial time.
Next, we claim that X3C has a positive answer (i.e., S has an exact cover S ) if and only if G B has a perfect edge dominating set D of cardinality K = m + 3n + 1 or less. First, suppose that S has an exact cover S . Deÿne D ⊆ E B as follows:
It is easy to verify that D is a perfect edge dominating set of G B with size m + 3n + 1.
Conversely, suppose that G B has a perfect edge dominating set D of cardinality K or less. Let U = {(r 2 ; x i ) ∈ E B | 1 6 i 6 3n}, R = {(z 1 ; r i ) ∈ E B | 1 6 i 6 m + 3n + 2} and Z = {(r 1 ; z i ) ∈ E B | 1 6 i 6 m + 3n + 2}. Next, D ∩ U = ∅ since (r 2 ; z 1 ) ∈ D is dominated by (r 1 ; z 1 ) ∈ D. Then, for each 1 6 i 6 3n, D contains exactly one edge (x i ; y ik ), where 1 6 k 6 m, to dominate (r 2 ; x i ). Also, for each 1 6 j 6 m, D contains at least one edge in {(S j ; a j ); (a j ; b j )} for otherwise no edge in D can dominate (a j ; b j ). Since |D| 6 m + 3n + 1, D in fact contains exactly one edge in {(S j ; a j ); (a j ; b j )} for 1 6 j 6 m.
For those j with (a j ; b j ) ∈ D, we have that D contains no edge in {(S j ; a j ); (y ij ; S j ) | x i ∈ S j } and hence {(x i ; y ij ) | x i ∈ S j } ⊆ D. For those j with (S j ; a j ) ∈ D, we have that D contains no edge in {(y ij ; S j ); (x i ; y ij ) | x i ∈ S j }.
Let S = {S j | 1 6 j 6 m and (a j ; b j ) ∈ D}. Clearly, S is a subfamily of pairwise disjoint sets whose union is equal to X . In other words, S is an exact cover.
E cient edge domination on planar bipartite graphs
Note that planar bipartite graphs are graphs that are both planar and bipartite. Theorem 2.2. Problem EED is NP-complete for planar bipartite graphs.
Proof. Obviously, there is an NP algorithm for deciding whether a planar bipartite graph has an e cient edge dominating set. In the following, we will show that planar X3C is reducible to Problem EED on a planar bipartite graph in polynomial time.
Let X = {x 1 ; x 2 ; : : : ; x 3n } and S = {S 1 ; S 2 ; : : : ; S m } be an instance of planner X3C. Then, we construct a planar bipartite graph G PB = (V PB ; E PB ) as follows.
V PB = {S j ; a j ; b j | 1 6 j 6 m} ∪ {x i | 1 6 i 6 3n} ∪{y ij | 1 6 i 6 3n; 1 6 j 6 m and x i ∈ S j }; E PB = {(S j ; a j ); (a j ; b j ) | 1 6 j 6 m} ∪{(x i ; y ij ); (y ij ; S j ) | 1 6 i 6 3n; 1 6 j 6 m and x i ∈ S j }; See Fig. 4 for an example with X ={x 1 ; x 2 ; : : : ; x 6 } and S={S 1 ; S 2 ; S 3 }={{x 1 ; x 2 ; x 4 }; {x 2 ; x 4 ; x 6 }; {x 3 ; x 5 ; x 6 }}. Let H be the subgraph of G PB which is induced by V PB \ {a j ; b j | 1 6 j 6 m}. Recall that G A is a planar bipartite graph which is associated with X and S. Then, H is isomorphic to the graph obtained from G A by replacing each edge of G A with a path of length two. Clearly, H is a planar bipartite graph. Hence, G PB is a planar bipartite graph and its construction can be done in polynomial time.
Next, we claim that S has an exact cover S if and only if G PB has an e cient edge dominating set D. First, assume that S has an exact cover S . Then, we deÿne D = {(x i ; y ij ); (a j ; b j ) | S j ∈ S and x i ∈ S j } ∪ {(S j ; a j ) | S j ∈ S \ S }. It is easy to verify that D is an e cient edge dominating set of G PB .
Conversely, assume that G PB has e cient edge dominating set D. Note that D contains no edges of the form (y ij ; S j ); otherwise, (y ij ; S j ) in D would imply that (S j ; a j ) not in D and (a j ; b j ) not in D and so D does not dominate (a j ; b j ). Consequently, D contains exactly one edge incident to x i for i=1; 2; : : : ; 3n and exactly one edge incident to a j for j = 1; 2; : : : ; m. Moreover, if D contains (a j ; b j ), then D contains edges (x i ; y ij ) for all x i in S j ; if D contains (S j ; a j ), then D contains none of the edges (x i ; y ij ) for x i in S j . Let S = {S j | 1 6 j 6 m and (a j ; b j ) ∈ D}. Clearly, S is an exact cover of S.
Generalized series-parallel graphs
A generalized series-parallel graph is a connected graph which has no subgraph homeomorphic (i.e., no minor isomorphic) to complete graph K 4 [11, 20, 28] . This is equivalent to the following recursive deÿnition in which each generalized series-parallel graph G, denoted by G(u; v), has two distinct vertices u and v to represent its left and right terminals, respectively.
(1) Complete graph K 2 is a generalized series-parallel graph and is called the basis graph for the class of generalized series-parallel graphs. (2) Given two generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ), the graph G ? obtained by applying one of the following three operations to G 1 and G 2 is also a generalized series-parallel graph. . It is assumed that no multiple edges will be created by this composition. Let E(G) denote the set of all edges in a generalized series-parallel graph G. By the above deÿnition, E(G ? ) can be partitioned into E(G 1 ) and E(G 2 ). In general, a graph is generalized series-parallel if and only if it can be obtained from copies of basis graphs by some ÿnite sequence of S1; S2 and P compositions. If the sequence of operations include no S2 composition, then the obtained graph is a series-parallel graph. It worth mentioning that trees are a subclass of generalized series-parallel graphs.
For any generalized series-parallel graph G, its structure can be represented by a parse tree PT (G). A parse tree PT (G) is deÿned as a binary tree in which each node of PT (G) represents a subgraph of G:
(1) Each leaf of PT (G) represents an edge in G. It should be noted that there is one-to-one correspondence between the leaves of PT (G) and the edges of G. (2) Each internal node of PT (G) has a label either S1; S2 and P. S1 (resp. S2 and P) node represents the subgraph of G obtained by applying a series-1 (resp. series-2 and parallel) composition to the subgraphs corresponding to its children. (3) The root of PT (G) represents G itself. Fig. 6 shows a generalized series-parallel graph and its parse tree. Note that the parse tree of a generalized series-parallel graph may be not unique. There are linear-time algorithms to recognize whether a graph G is generalized series-parallel and to construct a parse tree PT (G) if so [23, 25, 37] . Using the structures of parse trees, we will design linear-time algorithms for solving the weighted perfect and e cient edge domination problems on generalized series-parallel graphs in the following subsections.
Perfect edge domination on generalized series-parallel graphs
For a set S of vertices, denote by G \ S the subgraph induced by V \ S. For a generalized series-parallel graph G(u; v), we deÿne MP ÿ (G), where ; ÿ ∈ {0; 1; 2; 3}, to be an arbitrary minimum weighted perfect edge dominating set of By the deÿnition, it is not hard to verify that min{MP ÿ (G) | ; ÿ ∈ {0; 1; 2}} is a minimum weighted perfect edge dominating set of G. For the complete graph K 2 (u; v), we initialize MP ÿ (K 2 ), where ; ÿ ∈ {0; 1; 2; 3}, as follows.
• MP 03 (K 2 ) = MP 30 (K 2 ) = ∅ with weights zero.
• Other cases do not exist and are denoted by with weights ∞, where we let S ∪ = for any set S. Lemma 3.1. Let G(u 1 ; v 2 ) be a generalized series-parallel graph obtained by applying a series-1 composition to generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ). Then, for any ; ÿ ∈ {0; 1; 2; 3}, we have
Proof. In the following, we just show the correctness for MP 00 (G) (i.e., = 0 and ÿ = 0) since other cases can be veriÿed in similar ways. Note that v 1 = u 2 and E(G) can be partitioned into E(G 1 ) and
By the deÿnition, we distinguish MP 00 (G) into the following three cases. As mentioned three cases above, MP 00 (G) = min{MP 00 (
Lemma 3.2. Let G(u 1 ; v 1 ) be a generalized series-parallel graph obtained by applying a series-2 composition to generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ). Then, for any ∈ {0; 1; 2; 3} and ÿ ∈ {0; 2; 3}, we have
Proof. In the following, we just show the correctness for the cases of MP 00 (G) and MP 01 (G) (i.e., = 0 and ÿ = 0) since other cases can be veriÿed similarly. Note that v 1 = u 2 and E(G) can be partitioned into E(G 1 ) and E(G 2 ).
(1) By the deÿnition, MP 00 (G) contains no edge of G incident with u 1 and no edge of G incident with v 1 . Let
Then, D 1 is a perfect edge dominating set of G 1 containing no edge incident with u 1 and no edge incident with v 1 , and D 2 is a perfect edge dominating set of G 2 containing no edge incident with u 2 . In other words, D 1 is an MP 00 (G 1 ) and D 2 is either an MP 00 (G 2 ); MP 01 (G 2 ) or MP 02 (G 2 ). Hence, we have MP 00 (G) = MP 00 (G 1 ) ∪ min{MP 00 (G 2 ); MP 01 (G 2 ); MP 02 (G 2 )}.
(2) By the deÿnition, MP 01 (G) contains no edge of G incident with u 1 and exactly one edge e of G incident with Then; for any ; ÿ ∈ {0; 2; 3}; we have
Proof. In the following, we just show the correctness for MP 11 (G) since other cases can be veriÿed in similar ways. Note that u 1 = u 2 ; v 1 = v 2 and E(G) can be partitioned into E(G 1 ) and E(G 2 ). By the deÿnition, MP 11 (G) contains exactly one edge e of G incident with u 1 and exactly one edge f of G incident with v 1 . Let D 1 = MP 11 (G) ∩ E(G 1 ) and Based on Lemmas 3.1-3.3, we design Algorithm PEDP-GSP to ÿnd a minimum weighted perfect edge dominating set on a generalized series-parallel graph G using the technique of dynamic programming. Algorithm PEDP-GSP starts from the leaves of a parsing tree PT (G) and works inward to root of PT (G). Reaching at node i, which represents the subgraph G i of G obtained by applying one of series-1, series-2 and parallel compositions to children of i, Algorithm PEDP-GSP computes MP ÿ (G i ); 0 6 ; ÿ 6 3, according to the corresponding Lemma 3:1, 3:2 or 3:3. The details of Algorithm PEDP-GSP are described as follows.
Algorithm PEDP-GSP Input: A generalized series-parallel graph G. Output: A minimum weighted perfect edge dominating set D of G.
Step 1: Construct a parse tree PT (G) of G;
Step 2: for each leave Immediately, we have the following theorem.
Theorem 3.2. The weighted perfect edge domination problem can be solved in linear time for generalized series-parallel graphs.
E cient edge domination on generalized series-parallel graphs
Recall that Grinstead et al. [17] had proposed a linear-time algorithm for computing the maximum number of edges that can be e ciently dominated on generalized seriesparallel graphs. However, their algorithm cannot be directly applied for computing a minimum weighted e cient edge dominating set on the same graphs. In this subsection, we will present a linear-time algorithm to solve the weighted e cient edge domination problem on generalized series-parallel graphs. Using this algorithm, we will be capable of designing a linear-time algorithm for chordal graphs in the next section.
For a generalized series-parallel graph G(u; v), we deÿne ME ÿ (G), where ; ÿ ∈ {0; 1; 3}, to be an arbitrary minimum weighted e cient edge dominating set of no edge in ME ÿ (G) is incident with v if ÿ = 0; exactly one edge in ME ÿ (G) is incident with v if ÿ = 1; no edge in ME ÿ (G) is incident with v or any of its neighbors if ÿ = 3:
Clearly, if G has an e cient edge dominating set, then min{ME ÿ (G) | ; ÿ ∈ {0; 1}} is a minimum weighted e cient edge dominating set in G. For a complete graph K 2 (u; v), we initialize ME ÿ (K 2 ), where ; ÿ ∈ {0; 1; 3}, as follows.
• ME 11 (K 2 ) = {(u; v)}.
• ME 03 (K 2 ) = ME 30 (K 2 ) = ∅ with weights zero.
• ME 13 (K 2 ) = ME 31 (K 2 ) = ME 33 (K 2 ) = with weights ∞. Similar to the proofs discussed at the previous subsection, it is not hard to verify the following three lemmas.
Lemma 3.4. Let G(u 1 ; v 2 ) be a generalized series-parallel graph obtained by applying a series-1 composition to generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ). Then; for any ; ÿ ∈ {0; 1; 3}; we have ME ÿ (G) = min{ME 0 (G 1 ) ∪ ME 0ÿ (G 2 ); ME 1 (G 1 ) ∪ ME 3ÿ (G 2 );
Lemma 3.5. Let G(u 1 ; v 1 ) be a generalized series-parallel graph obtained by applying a series-2 composition to generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ). Then; for any ∈ {0; 1; 3} and ÿ ∈ {0; 3}; we have (1) ME ÿ (G) = ME ÿ (G 1 ) ∪ min{ME ÿ0 (G 2 ); ME ÿ1 (G 2 )}.
(2) ME 1 (G) = min ME 1 (G 1 ) ∪ ME 30 (G 2 ); ME 1 (G 1 ) ∪ ME 31 (G 2 ); ME 3 (G 1 ) ∪ ME 10 (G 2 ); ME 3 (G 1 ) ∪ ME 11 (G 2 ) :
Lemma 3.6. Let G(u 1 ; v 1 ) be a generalized series-parallel graph obtained by applying a parallel composition to generalized series-parallel graphs G 1 (u 1 ; v 1 ) and G 2 (u 2 ; v 2 ). Then; for any ; ÿ ∈ {0; 3}; we have
(2) ME 1 (G) = min{ME 1 (G 1 ) ∪ ME 3 (G 2 ); ME 3 (G 1 ) ∪ ME 1 (G 2 )}. (3) ME 1ÿ (G) = min{ME 1ÿ (G 1 ) ∪ ME 3ÿ (G 2 ); ME 3ÿ (G 1 ) ∪ ME 1ÿ (G 2 )}.
(4) ME 11 (G) = min ME 11 (G 1 ) ∪ ME 33 (G 2 ); ME 13 (G 1 ) ∪ ME 31 (G 2 ); ME 31 (G 1 ) ∪ ME 13 (G 2 ); ME 33 (G 1 ) ∪ ME 11 (G 2 ) :
Based on Lemmas 3.4 -3.6, the weighted e cient edge domination problem on generalized series-parallel graphs can be solved using the following Algorithm EEDP-GSP, which is similar to Algorithm PEDP-GSP of the previous subsection and runs in linear time. Hence, we have the following two theorems immediately. Algorithm EEDP-GSP Input: A generalized series-parallel graph G. Output: A minimum weighted e cient edge dominating set D of G.
Step 2: for each leave K 2 (u; v) of PT (G) do = * Initialization * = ME 11 (K 2 ) = {(u; v)}; ME 03 (K 2 ) = ME 30 (K 2 ) = ∅; ME 13 (K 2 ) = ME 31 (K 2 ) = ME 33 (K 2 ) = ; Mark (u; v); end for
Step 3: while all nodes of PT (G) are not marked do
Choose an unmarked node i of PT (G) whose children are marked; Let G i be the corresponding subgraph of node i; case 1: Node i is labeled as S 1 then Compute all ME ÿ (G i ) by Lemma 3.4, where ; ÿ ∈ {0; 1; 3}; end case case 2: Node i is labeled as S 2 then
Compute all ME ÿ (G i ) by Lemma 3.5, where ; ÿ ∈ {0; 1; 3}; end case case 3: Node i is labeled as P then
Compute all ME ÿ (G i ) by Lemma 3.6, where ; ÿ ∈ {0; 1; 3}; end case Mark i; end while
Step 4: if min{ME ÿ (G) | ; ÿ ∈ {0; 1}} = then D = min{ME ÿ (G) | ; ÿ ∈ {0; 1}}; else G has no e cient edge dominating set.
Chordal graphs
The concept of chordal graphs was introduced by Hajnal and SurÃ anyi [18] . A graph is chordal if every cycle of length greater than three has a chord, i.e., an edge between two non-consecutive vertices of the cycle, or equivalently, every induced cycle is a C 3 . Chordal graphs are also called triangulated, rigid-circuit, monotone transitive and perfect elimination graphs [16] . They are one of the ÿrst subclasses of perfect graphs and arise in several application areas, including evolutionary trees [6] , facility location [7] , scheduling [33] and archaeology [5] .
For a graph G = (V; E) with V = {v 1 ; v 2 ; : : : ; v |V | }, let G[V i ] be the subgraph of G induced by V i , where V i ={v i ; v i+1 ; : : : ; v |V | }, and
is a clique. The ordering (v 1 ; v 2 ; : : : ; v |V | ) of V is a perfect elimination ordering if for all 1 6 i 6 |V |, the vertex v i is simplicial in G[V i ] (i.e., an ordering or eliminating the vertices such that each vertex is simplicial at the time it is eliminated). The graph G is chordal if and only if G has a perfect elimination ordering [16] . A more useful deÿnition of chordal graphs is characterized by Gavril in terms of intersection models [14] . A graph G = (V; E) is an intersection graph if there is a one-to-one correspondence between the vertex set V of G and a family Fd of sets such that two vertices in G are adjacent if and only if their corresponding sets in F have a nonempty intersection. If F is a family of subtrees of a tree CT (G), then G is a chordal graph and F is called intersection model of G. For a chordal graph G, Gavril [14] showed that the intersection model F can always be chosen so that the set of nodes of the tree CT (G) are the set of all maximal cliques of G, and each vertex v in G then corresponds to the subtree of CT (G) comprised of exactly those maximal cliques to which v belongs. Such tree CT (G) is called a clique tree of G (see Fig. 7 ). Note that a chordal graph G has at most |V | cliques [16] . Using the recognition algorithm for chordal graphs described in [35] , the algorithm presented in [14] for constructing a clique tree of a chordal graph can be implemented in linear time.
Many well-known graphs, such as trees, block graphs, interval graphs, directed path graphs, undirected path graphs, strongly chordal graphs, split graphs and k-trees, are the subclasses of chordal graphs. The class of k-tree is a natural generalization of trees and deÿned recursively as follows.
1. A complete graph with k vertices (i.e., K k ) is a k-tree. 2. If G = (V; E) is a k-tree, and v ∈ V and v 1 ; v 2 ; : : : ; v k form a clique in G with k vertices, then
In other words, all k-trees can be formed with rules 1 and 2. An example of a 2-tree is shown in Fig. 7(a) . A graph is a partial k-tree if and only if it is the subgraph of a k-tree. The class of partial k-trees plays an important role in many di erent ÿelds of computer science, such as Gauss elimination, VLSI-layout theory, expert systems and graph theory [2, 3, 27, 34] . In graph theory, many NP-hard problems can be solved in polynomial time when restricted to partial k-trees, which are precisely those graphs with bounded treewidth. There are di erent ways to deÿne the treewidth of a graph. The original deÿnition by Robertson and Seymour uses the concept of a tree decomposition [34] . A tree decomposition of a graph G = (V; E) is deÿned to be a pair ({X i | i ∈ I }; T = (I; F)), where {X i | i ∈ I } is a collection of subsets of V and T = (I; F) is a tree having the index set I as the set of nodes such that the following conditions are satisÿed.
1. i∈I X i = V . 2. For all edges (u; v) ∈ E, there exists an i ∈ I with u ∈ X i and v ∈ X i . 3. For all i; j; k ∈ I , if j is on the path from i to k in T , then X i ∩ X k ⊆ X j .
For example, the clique tree shown in Fig. 7(b) is indeed a tree decomposition of the graph shown in Fig. 7(a) . The width of a tree decomposition ({X i | i ∈ I }; T = (I; F)) is max i∈I |X i | − 1. The treewidth of G is the minimum width over all possible tree decompositions of G. One obtains an equivalent deÿnition when the third condition in the deÿnition of tree decomposition is replaced by the following condition.
• For all v ∈ V , the set of nodes {i ∈ I | v ∈ X i } forms a subtree of T . Clearly, the clique tree of a chordal graph G is a tree decomposition of G.
Lemma 4.1 (Bodlaender [3] ). Let G be a graph and k ¿ 0. The following statements are equivalent.
1. The treewidth of G is at most k. 2. G is a partial k-tree. 3. G is a subgraph of a chordal graph with maximum clique size k + 1. [38] ). Partial 2-trees are precisely those graphs which contain no subgraph homeomorphic to K 4 . A chordal graph G with no clique of size greater than three is a partial 2-tree; i.e.; G is a generalized series-parallel graph.
Lemma 4.2 (Wald and Colburn
In the following, we present linear-time algorithms to solve the weighted perfect and e cient edge domination problems on a chordal graph G. For simplicity of illustrating algorithms, we assume that G is connected and a clique tree CT (G) has been constructed. Moreover, we consider CT (G) to be a rooted tree by arbitrarily selecting one of its nodes to serve as the root. Throughout the rest of this section, we do not distinguish between a node of CT (G) and the maximal clique of G corresponding to the node.
Perfect edge domination on chordal graphs
Let MP(G) be a minimum weighted perfect edge dominating set of G. For a subset S of V , let G[S] be the subgraph of G induced by S. Proof. Suppose that there exists an edge e = (u; v) in G [C] such that e ∈ D. To perfectly dominate e, D precisely contains an edge e such that e is adjacent to e. Without loss of generality, we may assume that e = (u; w) for some w = v. Since |C| ¿ 4, there is at least a vertex x ∈ C such that x = u, x = v and x = w. Since e is dominated by e , we have (u; x) ∈ D and (v; x) ∈ D. Hence, there is an edge e =(x; y) in D such that e dominates (v; x). As a result (u; x) is dominated by e and e , a contradiction. Let C = {C 1 ; C 2 ; : : : ; C p } be the set of all maximal cliques of size greater than three in G and V (C) = 16i6p C i . According to Lemma 4.5, any perfect edge dominating set of G contains all edges of G[C i ] for each C i ∈ C. Let F = {T 1 ; T 2 ; : : : ; T q } be the resulted forest obtained by deleting C 1 ; C 2 ; : : : ; C p from CT (G). Clearly, each T j ∈ F contains no clique of size greater than three. Let G j be the subgraph of G induced by the union of all maximal cliques in T j . Then, T j is a clique tree of G j and G j is a chordal graph with no clique of size greater than three. According to Lemma 4.4, G j is a generalized series-parallel graph. By Lemma 4.6, any perfect edge dominating set of G contains all edges of G j which are incident with some vertices of V (C). Let P(G j ) be a perfect edge dominating set of G j with the restriction that P(G j ) contains all edges of G j incident with some vertices of V (C) and MP(G j ) be a minimum weighted P(G j ). Then, we claim that MP(G) = ( 16j6q MP(G j )) ∪ ( 16i6p {(u; v) | u; v ∈ C i and u = v}). To prove this claim it is su cient to show that D is a perfect edge dominating set of G, where D = ( 16j6q P(G j )) ∪ ( 16i6p {(u; v) | u; v ∈ C i and u = v}).
For any two trees T j and T k in F, they are disjointed subtrees of CT (G). Hence, T j and T k are connected by exactly one path, denoted by P jk , in CT (G). We let path P jk meet trees T j and T k at nodes X(P jk ; T j ) and X(P jk ; T k ), respectively. Clearly, P jk must pass through some one clique in C; otherwise, T j and T k can be merged into a new tree in F.
Lemma 4.7. Let T j and T k be any two trees in F and path P jk pass through a clique C i ∈ C in CT (G). If vertex v is in both G j and G k ; then v ∈ C i ; v ∈ X(P jk ; T j ) and v ∈ X(P jk ; T k ).
Proof. Suppose that v is in both G j and G k . Since v corresponds to a subtree of CT (G) comprised of exactly those maximal cliques containing v, we have v ∈ C i , v ∈ X(P jk ; T j ) and v ∈ X(P jk ; T k ).
Lemma 4.8. For any two subgraphs G j and G k ; where 1 6 j ¡ k 6 q; G j and G k have at most one common edge.
Proof. If G j and G k have more than three common vertices, then by Lemma 4:7, these vertices must be in both X(P jk ; T j ) and X(P jk ; T k ). That is, both G j and G k have a clique of size greater than three, which contradicts that G j and G k are generalized series-parallel graphs (i.e., partial 2-trees). If G j and G k have exactly three common vertices, then X(P jk ; T j ) = X(P jk ; T k ), which contradicts that all nodes of CT (G) are di erent. Hence, G j and G k have at most two common vertices, i.e., they have at most one common edge.
Lemma 4.9. Let D = ( 16j6q P(G j )) ∪ ( 16i6p {(u; v) | u; v ∈ C i and u = v}). Then; D is a perfect edge dominating set of G.
Proof. Let e = (u; v) ∈ E \ D. Then, exactly one subgraph G j among G 1 ; G 2 ; : : : ; G q contains e; otherwise, according to Lemma 4:7, both u and v belong to some C i ∈ C and hence e ∈ D, a contradiction. Since P(G j ) is a perfect edge dominating set of G j and e ∈ P(G j ), there is exactly one edge e in P(G j ) such that e dominates e. Suppose that there is an edge e ∈ D\ P(G j ) such that e dominates e. Without loss of generality, let e = (v; w). If {v; w} ⊂ C i , where C i ∈ C, then by the deÿnition, P(G j ) must contain (u; v), a contradiction. Suppose that (v; w) ∈ P(G k ), where 1 6 k 6 q and k = j. According to Lemma 4:7, there is a maximal clique C i ∈ C such that v ∈ C i . By the deÿnition, P(G j ) contains (u; v), a contradiction, too. In other words, for each e = (u; v) ∈ E \ D, there is exactly edge e ∈ D such that e dominates e. Hence, D is a perfect edge dominating set of G.
According to Lemma 4.9, we have the following theorem immediately.
Recall that each G j ; 1 6 j 6 q, is a generalized series-parallel graph and we have designed a linear-time Algorithm PEDP-GSP in Section 3.1 to compute a minimum weighted perfect edge dominating set for a generalized series-parallel graph. Just with a slight modiÿcation of its initialization, Algorithm PEDP-GSP can be applied to each G j to compute MP(G j ). The modiÿed initialization is as follows. For each edge Algorithm PEDP-C Input: A clique tree CT (G) of a connected chordal graph G. Output: A minimum weighted perfect edge dominating set D of G.
Step 1: Use the depth ÿrst search to ÿnd C = {C 1 ; C 2 ; : : : ; C p } of CT (G) and then remove C 1 ; C 2 ; : : : ; C p from CT (G) to obtain a forest F = {T 1 ; T 2 ; : : : ; T q }.
Step 2: for each generalized series-parallel graph G j ; 1 6 j 6 q do Find MP(G j ) using Algorithm PEDP-GSP with the following initialization.
Others are ; end if end for end for
Step 3: Proof. Since CT (G) has at most |V | maximal cliques, the depth ÿrst search of Step 1 can be done in O(|V |) time. Note that p 6 |V | and q 6 p + 1. For any two subgraphs G j and G k , where 1 6 j ¡ k 6 q, they have at most one common edge by Lemma 4:8. Furthermore, we should remove at least one maximal clique with at least ( 
E cient edge domination on chordal graphs
Note that a 4-cycle is a cycle of length four in a graph.
Lemma 4.10 (Lu and Tang [30] ). Any e cient edge dominating set of a general graph contains no edge in a 4-cycle.
Lemma 4.11. If a chordal graph G has a clique of size greater than three; then G has no e cient edge dominating set.
Proof. Suppose that G has a clique C of size greater than 3 and let D be an e cient edge dominating set of G. Since any edge e in C is in a 4-cycle of C, by Lemma 4.10, e ∈ D. Let u; v; w and x be four distinct vertices in C. To e ciently dominate (u; v) and (w; x); D contains edges e and f adjacent to (u; v) and (w; x), respectively. Without loss of generality, let e and f be incident with u and w, respectively. Clearly, (u; w) is dominated by both e and f, a contradiction.
Based on Lemma 4.11, if a chordal graph G has an e cient edge dominating set, then G must have no clique of size greater than three. Note that a chordal graph with no clique of size greater than three is a generalized series-parallel graph, and in Section 3.2, we have designed an O(|V | + |E|) time algorithm for ÿnding a minimum weighted e cient edge dominating set of a generalized series-parallel graph. Hence, the weighted e cient edge domination problem on G can be solved using the method described as follows:
(1) We ÿrst check out whether G has a clique of size greater than three using depth ÿrst search on a clique tree CT (G) of G. 
Conclusion
In this paper, we show that the perfect edge domination problem on bipartite graphs and the e cient edge domination problem on planar bipartite graphs are NP-complete. Using the structures of parse trees, we give linear-time algorithms to solve the weighted perfect and e cient edge domination problems on generalized series-parallel graphs. Based on these two algorithms, we are capable of designing linear-time algorithms for solving the same two problems on chordal graphs, which include split graphs, strongly chordal graphs, undirected path graphs, directed path graphs, block graphs and k-trees. It is worth mentioning that chordal graphs and bipartite graphs are separable in time complexity by the perfect and e cient edge domination problems since they are linear-time solvable for chordal graphs, but NP-complete for bipartite graphs. However, they cannot be separated in time complexity by the perfect and e cient domination problems, which remain NP-complete for these two graph classes [41] . It would be of interest to know if there are polynomial-time algorithms to solve the weighted perfect and e cient edge domination problems on other classes of graphs, such as weakly chordal graphs and permutation graphs.
