Abstract-Efficient performance modeling is an extremely important task for yield analysis and design optimization of analog circuits. In this paper, a novel regression modeling method based on hierarchical shrinkage priors is proposed to construct hybrid performance models with both high accuracy and low computational cost. In particular, the user-defined model templates derived from design equations and the general-purpose orthogonal polynomials are combined together to set up a hybrid dictionary. Next, in order to avoid overshrinking large model coefficients, a novel regression method based on hierarchical shrinkage priors and variational Bayesian inference is adopted for model fitting. A rail-to-rail operational amplifier example demonstrates that the proposed method achieves up to 40% error reduction over other state-of-the-art approaches without increasing the modeling cost.
I. INTRODUCTION
As an indispensable part of today's systems on chip, analog circuit often occupies a small portion of the total area but becomes the major bottleneck that limits system performance, product yield and time to market. In order to improve the efficiency of analog circuit design, numerous automatic optimization algorithms have been developed in [1] - [6] , including both topology synthesis and circuit sizing. Among these approaches, performance modeling is a key component that has been extensively applied [1] - [10] . The state-of-the-art performance modeling approaches can be classified into two broad categories.
1) Equation-Based Modeling:
The circuit performance metrics are approximated by a set of simplified design equations. In this case, even though the design equations can approximately capture the circuit behavior, a lot of high-order details may be ignored because of the simplifications that must be made to derive the analytical equations. Therefore, the equationbased technique suffers from its limited accuracy and is often applicable to linear or weakly nonlinear circuits only [1] - [3] . 2) Simulation-Based Modeling: Based on a number of transistor-level simulations (e.g., simulation program with integrated circuit emphasis (SPICE) simulations), the circuit performance metrics can be approximated by response surface modeling (RSM) [1] , [4] - [6] . Namely, the performances of interest are approximated as analytical functions (e.g., polynomials, posynomials, etc.) of design variables. The modeling coefficients are often determined by ordinary least-square (OLS) fitting. In this case, a large number of transistor-level simulations are often required and, therefore, the computational cost becomes intractable especially for large-scale problems. Motivated by these observations, we propose a novel regression method based on hierarchical shrinkage priors in order to achieve high modeling accuracy with low computational cost. In particular, two classes of basis functions, i.e., the user-defined model templates derived from design equations and the general-purpose orthogonal polynomials, are introduced to set up a hybrid performance model. Since the model templates carry the prior knowledge from analog designers, the proposed hybrid model is expected to accurately capture the circuit performance of interest based on very few transistor-level simulations.
In addition, we adopt the method of hierarchical shrinkage priors [11] , [12] to exploit the underlying sparse structure of our proposed performance model (i.e., a large number of zero model coefficients) without over-shrinking large model coefficients (e.g., the coefficients of user-defined model templates). A robust regression algorithm based on variational Bayesian (VB) inference is developed to solve all unknown model coefficients. As will be demonstrated by a rail-to-rail operational amplifier (Op-Amp) example in Section III, the proposed modeling algorithm achieves up to 40% error reduction over other state-of-the-art approaches (i.e., l 1 -norm regularization [9] , [15] and orthogonal matching pursuit (OMP) [16] , [17] ).
II. HYBRID MODELING METHOD
In this section, we propose a novel hybrid modeling method for analog circuits using two categories of basis functions: 1) user-defined model templates derived from design equations and 2) generalpurpose polynomials. Hierarchical shrinkage priors are introduced and a novel regression algorithm is developed to solve the unknown model coefficients.
A. Basis Functions
In order to take full advantage of the transistor-level simulations and the design knowledge implied in design equations, we introduce a hybrid model consisting of two classes of basis functions, i.e., the 0278-0070 c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. user-defined model templates derived from design equations and the general-purpose orthogonal polynomials. Take a rail-to-rail Op-Amp shown in Fig. 1 as an example. The design equation (1) gives the relationship between the output slew rate (SR) and the design variables (e.g., the bias current I bias and the widths of the MOSFETs W C1 , W A6 , W D3 , and W D2 ) derived from simple MOSFET models
In order to preserve such relationship in our hybrid model, we can construct two model templates d P 1 and d P 2 as the first class of basis functions
Even though it is reasonable to assume that these two user-defined model templates could be adopted to approximate SR as given in (1), most high-order effects (e.g., the short channel effect and nonquasistatic effect) are totally ignored because of the simplifications (e.g., the simplified device models) made for the derivation of design equations. Here, we apply Legendre polynomial as the second basis class to cover these high-order effects. Its numerical stability has been proved in RSM methods [19] . Note that other kind of general-purpose orthogonal polynomials can also be adopted.
Combining these two classes of basis functions, the circuit performance metric f (x) can be represented as
where 
where m = 1, 2, . . . , M HM , x m and f (x m ) are the values of design variables and the simulated performance metrics at the mth point. Equation (4) can also be rewritten as the following matrix form: where
Considering the expensiveness of SPICE simulation, the number of required training points M HM is preferred to be as small as possible. As a result, M HM could be much smaller than the number of basis (5) becomes undetermined. In order to guarantee the reasonability and reliability for the solutions of (5), prior knowledge for the coefficients C should be introduced.
Let us restudy the rail-to-rail Op-Amp given in Fig. 1 . Suppose that 14 parameters, e.g., the widths of the transistors and the bias current, are regarded as independent design variables. Two model templates defined in (2) and 120 Legendre polynomials are adopted as basis functions for the modeling of SR. Fig. 2(a) gives the distribution of all the modeling coefficients obtained by OLS with 10 000 sampling points. Two important properties of the coefficients can be observed from this result. 1) Sparse Structure: Only a few coefficients have large values while most of the others are close to zero. Actually, similar sparse structure has been observed and studied in the state-ofthe-art works [7] - [10] . 2) Heavy Tail: A number of model coefficients (e.g., the coefficients of user-defined model templates) are substantially larger than the others (e.g., the coefficients of Legendre polynomials). Such an observation is made because the user-defined model templates are derived from carefully derived design equation (1) and can capture the majority of the SR function. Namely, they are more important than other polynomials in this case. To cover the sparse structure, several kinds of sparse priors have been introduced by the state-of-the-art compressive sensing methods [13] . For instance, l 1 -norm regularization is developed based on Laplace prior [11] . However, for our hybrid model (5), the light tails held by sparse priors would result in the unacceptable overshrink for the large model coefficients [i.e., the heavy tail shown in Fig. 2(a) ] and, then, the unavoidable loss of modeling accuracy. For instance, as shown in Fig. 2(b) , the probability of the modeling coefficients with Laplace prior larger than 3σ is always very small, where σ refers to the standard deviation. This means that almost all the modeling coefficients obtained by l 1 -norm regularization would be shrunk toward zero and the number of large coefficients would be encouraged to be as small as possible. So the sparse priors cannot be adopted directly for our hybrid dictionary. We will introduce the novel hierarchical shrinkage priors in the next section.
B. Prior Definition
Without loss of generality, given the simulated performance metrics F, the basis matrix D, and the modeling coefficients C (denoted as C = [c 1 , c 2 , . . . , c K ] in the rest of this paper) as in (5), the approximation residue ε = F − DC could be commonly modeled as a sequence of independent identically distributed Gaussian noise with zero-mean and δ
In order to capture both the sparse structure and the heavy tail shown in Fig. 2(a) , we impose hierarchical shrinkage priors [11] , [12] 
where τ −1 is the global shrinkage parameter and δ −1 i is local shrinkage parameter. Note that for different c i , i = 1, 2, . . . , K, the value of τ −1 is the same, but the value of δ i is different (i.e., for c i and c j with i = j, we have δ i = δ j ). Namely, the global shrinkage parameter τ −1 controls the global sparsity level of all the modeling coefficients, i.e., the number of coefficients close to zero. On the contrary, the local shrinkage parameters δ
are often modeled with a hierarchical form of "inverse Gamma-Gamma distribution" to characterize the different properties of different coefficients
where
(•) is the Gamma function, and a, b are hyper parameters. Fig. 3(a) and (b) show the inverse Gamma distribution and the Gamma distribution separately. As shown in Fig. 3(b) , compared with the sparse priors (e.g., Laplace prior), Gamma distribution tends to hold a heavy tail. Namely, with proper settings of a and b [12] , γ i could be concentrated near zero but still take some probabilities to hold large values. According to Fig. 3(a) , a number of γ i with small values could encourage large δ i (i.e., small δ −1 i ) and, consequently, result in large amounts of small coefficients c i to capture the sparse structure. Meanwhile, several γ i with large values could result in small δ i and large c i . Then the over-shrink of large coefficients could be avoided. For the hyper parameters a and b, we simply set a = 1/K and b = 1 by following [12] .
Note that with sparse priors, each c i , i = 1, 2, . . . , K is modeled as a random independent variable with the same distribution. For instance, applying l 1 -norm regularization, the probability density functions (PDFs) of all the coefficients are assumed to share the same Laplace prior with the same scale parameter s as given in Fig. 2(b) . However, with different γ i , hierarchical shrinkage priors could provide completely different distributions for the user-defined model template coefficients and the general-purpose polynomial coefficients.
Furthermore, since the noise variance δ 
C. Bayesian Inference
Based on the hierarchical shrinkage priors, we develop a regression method based on VB inference in this section to calculate the model coefficients C. At the rest of this paper, all the unob-
Suppose that an arbitrary distribution Q(θ) is imposed on θ , the lower bound of the Napierian logarithm of the marginal likelihood function P(F) denoted as L(Q) can be obtained via Jensen inequality [18] ln
P(F) = ln Q(θ)(P(F, θ)/Q(θ))dθ
where P(F, θ) is the joint PDF of F and θ. The key idea of VB is to maximize L(Q), which, as proved in [18] , can be obtained when Q(θ) equals the posterior distribution P(θ|F). In other words, the maximization of L(Q) is equivalent to figuring out an arbitrary function Q(θ) which can approximate the posterior distribution P(θ |F) perfectly. Therefore, the form of Q(θ) should be not only tractable but also sufficiently rich and flexible. Here, we adopt a factorized form over each unobserved variable in θ
As suggested in [18] , this factorized form could achieve high accuracy approximation in most cases. Due to the conjugate properties of (9)- (12), the distribution of each variable can be evaluated analytically. Let us take τ as an example. Its arbitrary distribution function Q τ (τ ) could be obtained by maximizing L(Q) defined in (13)
denotes the expectation over all variables with θ v = τ, v = 1, 2, . . . , V. In order to calculate Q τ (τ ), we only need to remain those terms that have functional dependence on τ at the right-hand side of (15) while all other terms would be absorbed into the a normalized constant N c . Then we have (16) where <•> denotes the expectations, p 0 and q 0 are the hyper parameters of the noninformative prior imposed on τ , and K is the number of the hybrid basis functions. It is clear that (16) can be regarded as the Napierian logarithm of a Gamma distribution function. Namely, the distribution of τ can be approximated by a Gamma distribution
and the expectation of τ could be derived as
Note that the estimation of Q τ (τ ) depends on the expectations of θ v computed from Q θv (θ v ) with θ v = τ , which means all the approximated distributions are coupled and cannot be obtained explicitly. To address this issue, a regression method based on VB inference is developed by cycling through these variables until convergence. As shown in Algorithm 1, at lth iteration of this method, the distributions and expectations of all the unobserved variables θ v are updated one by one. When calculating Q l θv (θ v ) (i.e., the distribution of θ v at lth iteration) at step 4, the required expectations of θ i , i = 1, 2, . . . , v − 1 have been updated as <θ i > l , while the expectations of θ i , i = v + 1, v + 2, . . . , V are still preserved as the values < θ i > l−1 obtained from the previous l − 1th iteration. Once the convergent expectation of θ is obtained, the hybrid model can be constructed by setting each coefficient c i as its mean value. More details about VB inference can be found from [11] , [12] , [14] , and [18] .
D. Summary
Algorithm 2 summarizes the major steps of our proposed hybrid performance modeling method based on hierarchical shrinkage priors. With the hybrid model established via Algorithm 2, the optimization algorithms (e.g., SDP [10] ) can be employed for the automatic design of analog circuits.
Note that the aforementioned hierarchical shrinkage priors and hybrid modeling method are proposed based on the sparse structure and heavy tail of the modeling coefficients. The heavy tail reflects the importance of user-defined templates. However, if the circuit is highly complicated and the device models are over-simplified, the derived design equations cannot accurately approximate the performance metrics of interest. As a result, the corresponding user-defined templates may become less important than the general-purpose polynomial basis functions. In this case, Algorithm 2 can also be applied for efficient performance modeling, where the local shrinkage parameter of the user-defined templates should satisfy the inverse Gamma distribution with small γ i . Namely, the corresponding model coefficients are forced to take small values and there is no heavy tail. (5) by setting all the coefficients as their expectations obtained in Step 4.
III. NUMERICAL EXAMPLES
In this section, we demonstrate the efficacy of the proposed method by the rail-to-rail Op-Amp shown in Fig. 1 ) and the bias current I bias , are set as independent design variables with the perturbation ±25%. A set of training samples are generated by randomly sampling the design space [7] .
For each performance metric (e.g., SR, gain-bandwidth product (GBW), power or gain), a few user-defined model templates could be derived from design equations. The hybrid dictionary is composed of these model templates and other 120 Legendre polynomials.
In order to evaluate the accuracy, we define the average modeling error as
where F s,i and F m,i denote the simulated result and the modeling result at the ith testing point, i = 1, . . . , M T . We set the number of testing point M T = 10 000. Note that there is no overlap between the training points and testing points.
Another two state-of-the-art modeling methods, i.e., l 1 -norm regularization (denoted as "l 1 -norm" in Fig. 4 ) [9] , [15] and OMP [16] , [17] , are also implemented here for comparison. Considering that the computational time consumed by SPICE simulation is always much larger than the modeling cost by coefficient calculation, the number of required SPICE simulations M HM is used as a metric for runtime comparison among different modeling algorithms. In this example, the Op-Amp circuit takes about 29 s to run one SPICE simulation, l 1 -norm regularization takes about 2.5 s to generate the model, OMP takes about 1 s, and the proposed method takes about 0.2 s. Fig. 4 shows the average modeling error as a function of M HM . We compare the results of OLS fitting with user-defined templates (denoted by "OLS-templates"), l 1 -norm regularization and OMP with 120 Legendre polynomials, and the proposed hybrid modeling method (denoted by the prefix "Hybrid-"). It could be found clearly that with the introduction of model templates, the accuracy improvement of l 1 -norm regularization or OMP is limited. This is because the over-shrinking of large coefficients caused by sparse priors. However, with the applications of hierarchical shrinkage priors and the proposed regression method based on VB inference, the average modeling error could be reduced remarkably, especially, when the number of sampling points M HM is small. Note that as shown in Fig. 4(c) , when M HM = 15, the average modeling error of the proposed method is 0.063, while the smallest average modeling error of other approaches (i.e., Hybrid-l 1 -norm) is 0.09. Namely, compared to the existing approaches, the proposed method could achieve 40% error reduction without increasing the computational cost.
Furthermore, Fig. 5 shows the distribution of the coefficients obtained by the proposed method for SR modeling with 100 training samples. It is clearly that the sparse structure and heavy tail are both captured.
Note that the modeling result of OLS fitting is not given for the cases with Legendre polynomials. This is because the maximum number of sampling points used for modeling (e.g., M HM = 100 in Fig. 4) here is much smaller than the number of basis functions (e.g., K = 122 for SR modeling). This would easily result in over-fitting when OLS is applied.
IV. CONCLUSION
In this paper, a novel method is proposed for efficient analog circuit performance modeling. By taking advantage of the design equations or the knowledge of the designers, we could construct a basis function dictionary consisting of both the user-defined model templates and the general-purpose orthogonal polynomials. In order to avoid possible over-shrinking of large model coefficients, hierarchical shrinkage priors, and a robust regression method based on VB inference are developed to estimate the unknown coefficients. As demonstrated by the circuit example, compared with the existing approaches, e.g., OMP and l 1 -norm regularization, the proposed method could achieve up to 40% error reduction without increasing the computational cost. Furthermore, if the user-defined templates are expected to be more important than other basis functions, a regularization term could be added to encourage large coefficients for the userdefined templates and small coefficients for other basis functions. In our future research, we will further study the details of this regularization idea.
