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Spatial discretization of Cuntz algebras
Steffen Roch
Abstract
The (abstract) Cuntz algebra ON is generated by non-unitary isome-
tries and has therefore no intrinsic finiteness properties. To approximate
the elements of the Cuntz algebra by finite-dimensional objects, we thus
consider a spatial discretization of ON by the finite sections method. For
we represent the Cuntz algebra as a (concrete) algebra of operators on
l2(Z+) and associate with each operator A in this algebra the sequence
(PnAPn) of its finite sections. The goal of this paper is to examine the
structure of the C∗-algebra S(ON ) which is generated by all sequences of
this form. Our main results are the fractality of a suitable restriction of
the algebra S(ON ) and a necessary and sufficient criterion for the stability
of sequences in the restricted algebra. These results are employed to study
spectral and pseudospectral approximations of elements of ON .
1 Introduction
Several classes of C∗-algebras are distinguished by intrinsic finiteness properties.
These properties can be used in principle to approximate the elements of the
algebra by finite-dimensional (or discrete) objects and, thus, to discretize the
algebra. Good candidates for a discretization in that sense are AF-algebras and
quasidiagonal algebras. N. Brown [5] has pointed out that the discretization
procedure works particularly well for irrational rotation algebras in which case
the discrete approximations can not only be constructed effectively but also own
excellent convergence properties (for example, the sequence of the approximations
is fractal in a sense which will be explained below).
At the other end of the scale there are C∗-algebras of infinite type which
resist any intrinsic discretization. This fact justifies to consider another kind of
approximation of the elements of a Cuntz algebra by finite rank operators, which
we call spatial approximation and which is based on the finite sections method.
Spatial approximation requires to represent the algebra ∗-isomorphically as a
concrete C∗-algebra of operators on an infinite dimensional Hilbert space H . All
concrete algebras considered in this paper will be separable; so we can assume
that H is separable and, thus, isomorphic to the Hilbert space l2(Z+) of all
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sequences (xn)n≥0 of complex numbers such that
‖(xn)‖
2 :=
∑
n≥0
|xn|
2 <∞.
The sequences
ei := (0, . . . , 0, 1, 0, 0, . . .)
with the 1 standing at the ith position form a basis of l2(Z+) to which we refer
as the standard basis. For n a positive integer, let Pn denote the operator
Pn : l
2(Z+)→ l2(Z+), (xk)k≥0 7→ (x0, x1, . . . , xn−1, 0, 0, . . .),
and set P0 := 0. Thus, Pn is the orthogonal projection of l
2(Z+) onto the span
of the first n elements of the standard basis.
For the finite sections method for a bounded linear operator A on l2(Z+), one
replaces the equation Au = f on l2(Z+) by the sequence of the equations
PnAPnun = Pnf, n = 1, 2, 3, . . . (1)
the solutions un of which are sought in imPn. The sequence (PnAPn) is called
the sequence of the finite sections of A. This sequence is said to be stable if there
is an n0 such that the operators PnAPn : imPn → imPn are invertible for n ≥ n0
and if their inverses are uniformly bounded. If the sequence (PnAPn) is stable,
then the operator A is invertible, the equations (1) possess unique solutions un for
all n ≥ n0 and for all right hand sides f ∈ l
2(Z+), and these solutions converge
to the solution u of the equation Au = f .
Let A be a (for a moment not necessarily separable) C∗-subalgebra of the
algebra L(l2(Z+)) of all bounded linear operators on l2(Z+). We associate with
each operator A in A the sequence (PnAPn) of its finite sections and consider
the C∗-algebra S(A) generated by this sequence. Spatial discretization of the
concrete algebra A means to study the associated algebra S(A) of sequences.
(To be precise: we are only interested in asymptotic properties of the sequences
in S(A) which are encoded in the quotient algebra of S(A) modulo sequences
tending to zero in the norm. It is this quotient algebra we are really interested
in.)
Algebras of infinite type typically contain non-unitary isometries. The per-
haps simplest example, the universal algebra generated by one isometry, is ∗-
isomorphic to the smallest closed ∗-subalgebra T (C) of L(l2(Z+)) which contains
the operator
V : l2(Z+)→ l2(Z+), (xk)k≥0 7→ (0, x0, x1, . . .)
of forward shift. This is the contents of a theorem by Coburn [6]. The algebra
T (C) is also known as the Toeplitz algebra, since each of its elements is of the form
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T (c) +K where T (c) is a Toeplitz operator with continuous generating function
c and K is a compact operator. The structure of the associated algebra S(T (C))
(factored by the zero sequences) and, thus, the stability of the finite sections
method for operators in T (C) are fairly well understood. For a detailed account
on the finite sections method for Toeplitz operators, presented in an algebraic
language, see [3] and Section 1.4 in [9].
The aim of the present paper is to go one step further and to examine the
spatial discretization of algebras which are generated by a finite number of non-
commuting non-unitary isometries, namely the Cuntz algebras. Recall that an
isometry is an element s of a unital ∗-algebra for which s∗s is the identity element.
Let N ≥ 2. The Cuntz algebra ON is the universal C
∗-algebra generated by
N isometries S0, . . . , SN−1 with the property that
S0S
∗
0 + . . .+ SN−1S
∗
N−1 = I. (2)
Cuntz algebras cannot be obtained as inductive limits of type I C∗-algebras.
In particular, they cannot be approximated by finite dimensional algebras in the
sense of AF -algebras. (For these and other facts, consult Cuntz’ pioneering paper
[7]. A nice introduction is also in [8].) The importance of Cuntz algebras in theory
and applications cannot be overestimated. Let me only mention Kirchberg’s deep
result that a separable C∗-algebra is exact if and only if it embeds in the Cuntz
algebra O2, and the role that representations of Cuntz algebras play in wavelet
theory and signal processing (see [1, 4] and the references therein).
To discretize the Cuntz algebra On by the finite sections method, we have to
represent this algebra as a C∗-subalgebra of L(l2(Z+)). Since Cuntz algebras are
simple, every C∗-algebra which is generated by N isometries S0, . . . , SN−1 which
fulfill (2) is ∗-isomorphic to ON . Thus, ON is
∗-isomorphically to the smallest
C∗-subalgebra of L(l2(Z+)) which contains the operators
Si : (xk)k≥0 7→ (yk)k≥0 with yk :=
{
xr if k = rN + i
0 else
(3)
for i = 0, . . . , N − 1. We denote the (concrete) Cuntz algebra generated by the
operators Si in (3) also by ON . It is this concrete Cuntz algebra for which we will
examine the sequence algebra S(ON ) (modulo zero sequences) in what follows.
One should mention at this point that the abstract Cuntz algebra ON has an
uncountable set of equivalence classes of irreducible representations. Represen-
tations of ON different from (3) will certainly lead to different algebras S(ON ).
The relations between these algebras are not yet clearly understood.
The paper is organized as follows. In Section 2 we collect some basic facts
from numerical analysis, centered around the notions of stability and fractality.
In Section 3 we examine the full algebra of the finite sections method for ON .
We show that this algebra fails to be fractal. This observation suggests to pass
to a restricted algebra of finite sections sequences, and it is in fact this restricted
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algebra which will be studied in what follows. In Section 4 we divide the stability
problem into an invertibility problem in a certain quotient algebra of S(ON ) and a
lifting problem for an ideal of S(ON ). The first of these problems is also solved in
Section 4, whereas the solution of the lifting problem is subject of Section 6. The
treatment of the lifting problem is prepared by Section 5 where we consider an
algebra of stratified Toeplitz operators related to the Cuntz algebra and examine
its structure. As already mentioned, in Section 6 we finish the proof of our
stability result. These results are then applied to examine spectral approximation
and Fredholm properties of sequences in (the restriction of) S(ON ). We will see
that a sequence in this algebra is Fredholm if and only if it is stable, which has
remarkable consequences for the asymptotic behavior of the singular values of
the nth approximant when n tends to infinity.
Coburn’s already mentioned result suggests to consider the Toeplitz algebra
as the Cuntz algebra O1. But one should have in mind that the main properties of
O1 and of ON for N > 1 are completely different from each other. For example,
the compact operators K(l2(Z+)) form a closed ideal of O1, and the quotient
O1/K(l
2(Z+)) is isomorphic to C(T), whereas ON is simple if N ≥ 2. These
differences continue to the corresponding sequence algebras S(O1) and S(ON )
for N > 1. A main point is that S(O1) contains an ideal which is constituted
of two exemplars of the ideal K(l2(Z+)), and the irreducible representations, W1
and W2 say, of S(O1) which come from this ideal are sufficient in the sense that
a sequence A = (An) in S(O1) is stable if and only if W1(A) and W2(A) are
invertible. It turns out that this fact implies an effective criterion to check the
stability of a sequence in S(O1). In contrast to this, if N > 1, then S(ON ) has
only one non-trivial ideal. We will construct an injective representation of this
ideal, and will then observe that this representation extends to a representation,
W say, of S(ON ) which is injective on all of S(ON ). Thus, roughly speaking,
our stability result will say that a sequence A in S(ON ) is stable if and only if
the operator W (A) is invertible. At the first glance, this result might seem to
be useless since the stability of A is not easier to check than the invertibility of
W (A). So why this effort, if many canonical homomorphisms on S(ON ) own
the same property as W : the identical mapping and the faithful representation
via the GNS-construction, for example. What is important is the concrete form
of the mapping W constructed below: it is defined by means of strong limits
of operator sequences, and this special form implies an immediate proof of the
fractality of the (restricted) algebra S(ON ).
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2 Preliminaries from numerical analysis
2.1 Algebras of matrix sequences
Let F denote the set of all bounded sequences A = (An) of matrices An ∈ C
n×n.
Equipped with the operations
(An) + (Bn) := (An +Bn), (An)(Bn) := (AnBn), (An)
∗ := (A∗n)
and the norm
‖A‖F := ‖An‖,
the set F becomes a C∗-algebra, and the set G of all sequences (An) ∈ F with
lim ‖An‖ = 0 forms a closed ideal of F . The relevance of the algebra F and its
ideal G in our context stems from the fact (following from a simple Neumann
series argument) that a sequence (An) ∈ F is stable if, and only if, the coset
(An)+G is invertible in the quotient algebra F/G. Thus, every stability problem
is equivalent to an invertibility problem in a suitably chosen C∗-algebra.
Let further stand FC for the set of all sequences A = (An) of operators An :
imPn → imPn with the property that the sequences (AnPn) and (A
∗
nPn) converge
strongly. By the uniform boundedness principle, the quantity sup ‖AnPn‖ is finite
for every sequence A in FC. This, if we identify each operator An on imPn with
its matrix representation with respect to the basis e0, . . . , en−1 of imPn, we can
consider FC as a closed and symmetric subalgebra of F which contains G as its
ideal. Note that the mapping
W : FC → L(l2(Z+)), (An) 7→ s-limAnPn (4)
is a ∗-homomorphism.
2.2 Discretization of concrete algebras
Let A be a (not necessarily separable) C∗-subalgebra of the algebra L(l2(Z+)).
We write D for the mapping of spatial (= finite sections) discretization, i.e.,
D : L(l2(Z+))→ F , A 7→ (PnAPn), (5)
and we let S(A) stand for the smallest closed C∗-subalgebra of the algebra F
which contains all sequences D(A) with A ∈ A. Clearly, S(A) lies even in FC ,
and the mapping W in (4) induces a ∗-homomorphism from S(A) onto A. On
this level, one cannot say much about algebra S(A). The little one can say will
follow easily from the following simple facts.
Proposition 2.1 Let A and B be C∗-algebras, D : A → B a linear contraction,
and W : B → A a C∗-homomorphism such that W (D(A)) = A for every A ∈ A.
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Then
(a) D is an isometry, D(A) is a closed linear subspace of B, and algD(A), the
smallest closed C∗-subalgebra of B which contains D(A), splits into the direct
sum
algD(A) = D(A)⊕ (kerW ∩ algD(A)). (6)
Moreover, for every A ∈ A,
‖D(A)‖ = min
K∈kerW
‖D(A) +K‖. (7)
(b) If B = algD(A), then kerW coincides with the quasicommutator ideal of
B, i.e., with the smallest closed ideal of B which contains all quasicommutators
D(A1)D(A2)−D(A1A2) with A1, A2 ∈ A.
Proof. (a) Let A ∈ A. The inequality
‖A‖ = ‖W (D(A))‖ ≤ ‖D(A)‖ ≤ ‖A‖
shows that D is an isometry; hence, D(A) is a closed subspace of B. Let B ∈
D(A) ∩ kerW . Write B = D(A) with A ∈ A. From W (B) = 0 we get A =
W (D(A)) =W (B) = 0, whence B = 0. Thus, D(A) ∩ kerW = {0}.
Let B ∈ algD(A). Then W (B −D(W (B))) =W (B)−W (B) = 0, hence
B = D(W (B)) + (B −D(W (B)) ∈ D(A) + kerW,
whence algD(A) = D(A) + (kerW ∩ algD(A)). This proves (6). To check (7),
let A ∈ A and K ∈ kerW . Then
‖A‖ = ‖W (D(A) +K)‖ ≤ ‖D(A) +K‖
which implies that ‖D(A)‖ ≤ ‖D(A) +K‖ since D is an isometry.
(b) Since W is a homomorphism and W ◦ D is the identity on A, one has
D(A1)D(A2) − D(A1A2) ∈ kerW for all A1, A2 ∈ A. Thus, kerW contains
the quasicommutator ideal. For the reverse inclusion, let K ∈ kerW and n a
positive integer. Since K ∈ algD(A), there are sums of products
Kn =
∑∏
D(A
(n)
ij ) with A
(n)
ij ∈ A
such that ‖K −Kn‖ ≤ 1/n. Clearly, each Kn can be written as
Kn = D(
∑∏
A
(n)
ij ) +Qn
with an element Qn in the quasicommutator ideal. From
‖K −Qn‖ ≤ ‖K −Kn‖+ ‖D(
∑∏
A
(n)
ij )‖
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and
‖D(
∑∏
A
(n)
ij )‖ ≤ ‖
∑∏
A
(n)
ij ‖ = ‖W (Kn)‖ = ‖W (Kn −K)‖ ≤ ‖Kn −K‖
we conclude that ‖K−Qn‖ ≤ 2‖K−Kn‖ ≤ 1/n. Thus, K can be approximated
as closely as desired by elements in the quasicommutator ideal. Since the quasi-
commutator ideal is closed, the assertion follows.
We apply the preceding proposition in the following context:
• A is a C∗-subalgebra of L(l2(Z+)),
• B = S(A),
• D is the restriction of the discretization (5) to A, and
• W is the restriction of the homomorphism (4) to S(A).
Then Proposition 2.1 specializes to the following.
Proposition 2.2 Let A be a C∗-subalgebra of L(l2(Z+)). Then the finite sections
discretization D : A → F is an isometry, and D(A) is a closed subspace of S(A).
The algebra S(A) splits into the direct sum
S(A) = D(A)⊕ (kerW ∩ S(A)),
and one has
‖D(A)‖ = min
K∈kerW
‖D(A) +K‖
for every operator A ∈ A. Finally, kerW ∩ S(A) is equal to the quasicommu-
tator ideal of S(A), i.e., to the smallest closed ideal of S(A) which contains all
sequences (PnA1PnA2Pn − PnA1A2Pn) with operators A1, A2 ∈ A.
We denote the ideal kerW ∩ S(A) of S(A) by J (A). Since the first item in the
decomposition D(A) ⊕ J (A) of S(A) is isomorphic (as a linear space) to A, a
main part of the description of the algebra S(A) is to identify the ideal J (A).
Remark 2.3 Blackadar and Kirchberg gave an abstract characterization of C∗-
subalgebras of F/G as generalized inductive limits of finite-dimensional algebras,
which they call MF-algebras (see the last sections of Blackadar’s monograph [1]).
In this sense, the ideal J (A) and its image J (A)/G in F/G can be considered
as a measure for the deviation of an algebra from being an MF-algebra. For
example, for the Toeplitz algebra A = T (C) which is generated by one non-
unitary isometry, one knows that J (A)/G is ∗-isomorphic to the ideal K(l2(Z+))
of the compact operators.
Note that since S(A)/J (A) is canonically ∗-isomorphic to A, the above con-
struction implies a simple proof of the (well-known) fact that every C∗-subalgebra
of L(l2(Z+)) is ∗-isomorphic to a quotient of an MF-algebra.
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2.3 Fractal algebras of matrix sequences
The mapping which associates with every subalgebra A of L(l2(Z+)) the sequence
algebra S(A) does not mind the individual properties of A. If A is separable,
this fact can be compensated to some extent by passing to a fractal restriction
of S(A), which is defined as follows.
Let η : N → N be a strongly monotonically increasing sequence. By Fη we
mean the set of all subsequences (Aη(n)) of sequences (An) in F . As in Section
2.1, Fη can be made to a C
∗-algebra in a natural way. The ∗-homomorphism
Rη : F → Fη, (An) 7→ (Aη(n))
is called the restriction of F onto Fη. It maps the ideal G of F onto a closed
ideal Gη of Fη. For every subset S of F , we abbreviate RηS by Sη.
Let S be a C∗-subalgebra of F . A ∗-homomorphism W from S into a C∗-
algebra B is called fractal if, for every strongly monotonically increasing sequence
η : N → N, there is a mapping Wη : Sη → B such that W = WηRη|S . A
C∗-subalgebra S of F is called fractal, if the canonical homomorphism
S → S/(S ∩ G), A 7→ A+ (S ∩ G)
is fractal.
Thus, if S is a fractal algebra, then every sequence in S can be uniquely
rediscovered from each of its (infinite) subsequences up to a sequence tending to
zero. In that sense, the essential information on a sequence in S is already stored
in each of its subsequences. These algebras were called fractal in [15] in order to
emphasize exactly this self-similarity aspect.
If A is a C∗-subalgebra of L(l2(Z+)) and η : N→ N a strongly monotonically
increasing sequence, then we denote the restriction Rη(S(A)) of the associated
sequence algebra by Sη(A). The following was proved in [12].
Theorem 2.4 Let A be a separable C∗-subalgebra of L(l2(Z+)). Then there ex-
ists a strongly monotonically increasing sequence η : N → N such that the re-
stricted algebra Sη(A) is fractal.
Since the sequence η depends on A, the fractal restrictions Sη(A) of S(A) will
reflect the structure of A in a much higher extent than the full algebra S(A) of
the finite sections discretization.
One should mention that there are further good reasons to be interested in
fractal algebras. One of them is that sequences in fractal algebras exhibit an
excellent asymptotic behavior. For example, if (An) is a sequence in a fractal
algebra, then several important spectral quantities of the An (e.g., the set of the
singular values, the pseudospectrum, the numerical range) converge with respect
to the Hausdorff metric as n tends to infinity (see Chapter 3 in [9] and Section
6.4 below). Another reason came up in [13] where we observed that the property
of fractality determines the ideal structure of the algebra to a large extent.
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3 The full algebra S(ON)
3.1 The full algebra of the finite sections method for op-
erators in ON
In accordance with the above notations, let S(ON ) denote the smallest closed
subalgebra of F which contains all sequences (PnAPn) with A in the concrete
Cuntz algebra ON . Since (PnAPn)
∗ = (PnA
∗Pn), S(ON ) is a C
∗-algebra. The
isometries Si are defined as in (3). We further abbreviate Ω := {0, 1, . . . , N−1}.
Lemma 3.1 S(ON ) is the smallest C
∗-subalgebra of F which contains all se-
quences (PnSjPn) with j ∈ Ω.
Proof. For a moment, let S ′ denote the smallest closed and symmetric subalgebra
of F which contains all sequences (PnSjPn) with j ∈ Ω. Evidently, S
′ ⊆ S(ON ).
For the reverse inclusion, note first that
S∗i Sj = 0 whenever i 6= j. (8)
Indeed, this follows for the operators (3) by straightforward calculation, but it
also follows easily from the Cuntz axiom (2): Multiply (2) from the left by S∗i
and from the right by Sj and take into account that a sum of positive elements
in a C∗-algebra is zero if and only if each of the elements is zero.
From (8) we conclude that every finite word with letters in the alphabet
{S1, . . . , SN , S
∗
1 , . . . , S
∗
N} is of the form
Si1Si2 . . . SikS
∗
j1
S∗j2 . . . S
∗
jl
with is, jt ∈ Ω (9)
(Lemma 1.3 in [7]). Further one easily checks that
PnSj = PnSjPn and S
∗
jPn = PnS
∗
jPn (10)
for every j ∈ Ω and every n ∈ N. Thus, if A is any word of the form (9), then
PnAPn = PnSi1Pn · PnSi2Pn . . . PnSikPn · PnS
∗
j1
Pn · PnS
∗
j2
Pn . . . PnS
∗
jl
Pn ∈ S
′.
Since the set of all linear combinations of the words (9) is dense in ON , it follows
that S(ON ) ⊆ S
′.
Recall that an element S of a C∗-algebra is called a partial isometry if SS∗S = S.
If S is a partial isometry, then SS∗ and S∗S are projections (i.e., self-adjoint idem-
potents), called the range projection and the initial projection of S, respectively.
Conversely, if S∗S (or SS∗) is a projection for an element S, then S is a partial
isometry. Recall also that projections P and Q are called orthogonal if PQ = 0.
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Lemma 3.2 Every sequence (PnSiPn), i ∈ Ω, is a partial isometry in F , and
the corresponding range projections are orthogonal if i 6= j. Moreover,
PnS
∗
i PnSjPn = 0 if i 6= j, (11)
and
PnS0PnS
∗
0Pn + . . .+ PnSN−1PnS
∗
N−1Pn = Pn. (12)
Proof. The identities (10) imply that
PnSiS
∗
i Pn = PnSiPnS
∗
i Pn (13)
for every i ∈ Ω and every n ∈ Z+. The operators SiS
∗
i are projections, and their
matrices with respect to the standard basis of l2(Z+) are of diagonal form. Hence,
the projections SiS
∗
i and Pn commute, which implies that the left-hand side of
(13) is a projection. Hence, (PnSiPn) is a partial isometry in F , and (PnSiS
∗
i Pn)
is the associated range projection.
Let i 6= j be in Ω. The fact that the Pn and the SiS
∗
i commute further implies
together with (8) that
(PnSiS
∗
i Pn)(PnSjS
∗
jPn) = PnSiS
∗
i SjS
∗
jPn = 0.
Multiplying PnSiS
∗
i PnSjS
∗
jPn = 0 from the left by PnS
∗
i Pn and from the right by
PnSjPn yields (11). Finally, (12) follows by summing up the equalities (11) over
i ∈ Ω and from axiom (2).
Thus, the generating sequences (PnSiPN), i ∈ Ω, are still subject of the Cuntz
axiom (2), but note they are partial isometries only and no longer isometries
(which is not a surprise since the algebra F , being a product of finite dimensional
algebras, cannot contain non-unitary isometries).
The first assertion of the preceding lemma holds more generally.
Lemma 3.3 Let i = (i1, i2, . . . , ik) ∈ Ω
k. Every product
(PnSi1PnSi2Pn . . . PnSikPn)
is a partial isometry in F .
Indeed, from (10) we conclude that
PnSi1 . . . SikS
∗
ik
. . . S∗i1Pn = PnSi1Pn . . . PnSikPnPnS
∗
ik
Pn . . . PnS
∗
i1
Pn.
Since Si1 . . . SikS
∗
ik
. . . S∗i1 is a projection of diagonal form, the assertion follows as
in Lemma 3.2.
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3.2 Initial projections
For i = (i1, i2, . . . , ik) ∈ Ω
k, abbreviate Si := Si1Si2 . . . Sik . By Lemma 3.3, the
sequence
(PnSiPn) = (PnSi1PnSi2Pn . . . PnSikPn)
is a partial isometry. We are going to determine its initial projection. The result
will indicate that it is more natural to consider a certain restriction of the finite
sections algebra S(ON ) rather than the full algebra S(ON ).
For every real number x, let {x} denote the smallest integer which is greater
than or equal to x.
Proposition 3.4 For i = (i1, i2, . . . , ik) ∈ Ω
k, set vi,k := i1+i2N+. . .+ikN
k−1.
Then
PnS
∗
i SiPn = P{(n−vi,k)/Nk}. (14)
Proof. It follows from the definition of Si that there are numbers vi,k and dk
such that
Si = Si1 . . . Sik : (xk)k≥0 7→
(0, . . . , 0,︸ ︷︷ ︸
vi,k
x0, 0, . . . , 0,︸ ︷︷ ︸
dk
x1, 0, . . . , 0,︸ ︷︷ ︸
dk
x2, . . .).
The initial values
v(i1),1 = i1 and d1 = N − 1
together with the recursions
i1 + v(i2, ..., ik+1),k ·N = v(i1, ..., ik+1),k+1 and N − 1 + dk ·N = dk−1
imply via induction that
vi,k = i1 + i2N + . . .+ ikN
k−1 and dk = N
k − 1. (15)
It follows that the jth component of S∗i applied to x = (xk)k≥0 is
(S∗i x)j = xvi,k+j(dk+1) = xvi,k+jNk .
Consequently,
PnS
∗
i PnSiPn = Pj if vi,k + (j − 1)N
k < n ≤ vi,k + jN
k,
whence j = {(n− vi,k)/N
k}.
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3.3 The need of restrictions
We specialize the result of Proposition 3.4 to the case k = 1 and consider two
examples. If n = jN is a multiple of N , then the initial projections of PnSiPn
are independent of i. Indeed, from
{(n− i)/N} = {(jN − i)/N} = {j − i/N} = j
we obtain
PjNS
∗
i PjNSiPjN = Pj for all i ∈ Ω. (16)
On the other hand, one has
PnS
∗
0PnS0Pn − PnS
∗
1PnS1Pn =
{
Pj+1 − Pj if n = jN + 1,
0 else.
(17)
Thus, the sequence
(PnS
∗
0PnS0Pn − PnS
∗
1PnS1Pn)n≥1 (18)
possesses both a subsequence consisting of zeros only (take η(n) := nN) and a
subsequence consisting of non-zero projections (if η(n) := nN + 1). This shows
that the algebra S(ON ) cannot be fractal.
Moreover, a closer look reveals that also the restricted algebra Sη(ON ), with
η(n) := nN , cannot be fractal: For the sequence
(PnN(S
∗
0)
2PnNS
2
0PnN − PnN(S
∗
1)
2PnNS
2
1PnN)n≥1 (19)
one observes a similar unpleasant behavior as before. We will see later on that
η(n) := Nn (20)
is the correct choice for the restriction η, since it will indeed guarantee the frac-
tality of the restricted algebra Sη(ON ).
It is interesting to observe that there are at least two further arguments which
also suggest the choice (20) for the restriction η. The first one comes from asymp-
totic numerical analysis again. Consider the set of all sequences (An) in F with
sup
n≥0
rankAn <∞.
The closure of this set in F is a two-sided ideal K of F , the elements of which are
called compact sequences. The ideal K plays a similar role for sequence algebras as
the ideal of the compact operators does for operator algebras. In particular, there
is a Fredholm theory for approximation sequences which parallels the common
Fredholm theory for operators and which has remarkable consequences for the
asymptotic behavior of singular values (see Chapter 6 in [9] and Chapters 4 and
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5 in [14] for an introduction and Section 6.4 below for a closer look at Fredholm
properties of finite sections sequences for operators in the Cuntz algebra).
The point now is that the sequences (18) and (19) are compact in this sense
(and do not belong to the smaller ideal G of the zero sequences). Since the Cuntz
algebras ON do not possess non-zero compact operators at all, it seems to be not
natural to consider discretizations which produce non-zero compact sequences.
The second argument comes from operator theory. The following lemma states
that the choice (20) implies that, up to sequences in the ideal Gη, the initial
projections of the partial isometries (Pη(n)SiPη(n)) with i ∈ Ω
k only depend on
the length k of the multi-index, not on the multi-index i itself.
Lemma 3.5 Let i ∈ Ωk and n = N j with j ∈ Z+. Then
PnS
∗
i PnSiPn =


0 if j < k and N j ≤ vi,k,
P1 if j < k and N
j > vi,k,
PNj−k if j ≥ k.
Proof. By (14), one has PnS
∗
i PnSiPn = Pr with
r = {(N j − vi,k)/N
k} = {N j−k − vi,k/N
k}.
If j ≥ k, then N j−k is a positive integer, whereas vi,k/N
k ∈ [0, 1). Thus, in this
case, r = N j−k. Now let j < k. Then
(N j − vi,k)/N
k ≤ N j−k < 1.
Thus, if N j − vi,k > 0, then r = 1. Finally, let j < k and N
j − vi,k ≤ 0. Then we
conclude from
(N j − vi,k)/N
k ≥ N j−k − 1 > −1
that r = 0 (recall that we agreed upon P0 = 0).
3.4 The restricted algebra Sη(ON)
In what follows we will exclusively deal with the restricted algebra Sη(ON) where
η(n) = Nn, as suggested by the arguments of the previous section.
Proposition 3.6 The algebra Sη(ON ) contains the ideal Gη.
Proof. In a first step we show that Sη(ON) contains all sequences of the form
(0, . . . , 0, P1, 0, 0, . . .) ∈ Fη (21)
where P1 stands at the kth position, k an arbitrary positive integer.
First let k = 1. Define 1-tuples
i> := (0), i< := (1) ∈ Ω
1.
13
Then vi>,1 = 0 and vi<,1 = 1, and for j = 0 one has
N j > vi>,1 = 0 but N
j ≤ vi<,1 = 1.
By Lemma 3.5,
(PNnS
∗
i>PNnSi>PNn)n≥0 = (P1, PN0, PN1, PN2, . . .) ∈ Sη(ON )
and
(PNnS
∗
i<PNnSi<PNn)n≥0 = (0, PN0 , PN1 , PN2 , . . .) ∈ Sη(ON).
Hence, the sequence (P1, 0, 0, . . .) belongs to Sη(ON). Let now k ≥ 2 and set
i> := (0, 0, . . . , 0︸ ︷︷ ︸
k−2
, 1, 0), i< := (0, 0, . . . , 0︸ ︷︷ ︸
k−1
, 1) ∈ Ωk.
Then vi>,k = N
k−2 and vi<,k = N
k−1, whence via Lemma 3.5,
(PNnS
∗
i>PNnSi>PNn)n≥0 = (0, 0, . . . , 0︸ ︷︷ ︸
k−1
, P1, PN0 , PN1 , PN2 , . . .) ∈ Sη(ON )
and
(PNnS
∗
i<PNnSi<PNn)n≥0 = (0, 0, . . . , 0︸ ︷︷ ︸
k
, PN0 , PN1 , PN2 , . . .) ∈ Sη(ON).
Hence, the sequence (0, . . . , 0, P1, 0, . . .) with P1 standing at the kth position
belongs to Sη(ON), too.
In the next step we show that Sη(ON ) contains all sequences of the form
(0, . . . , 0, A, 0, 0, . . .) ∈ Fη (22)
where A is an arbitrary Nk × Nk matrix standing at the kth position. Since all
sequences of the form (21) belong to Sη(ON ), it is sufficient to check that the set
of all n×n matrices P1, PnSiPn and PnS
∗
i Pn with i ∈ Ω
k and k ≥ 1 generates the
algebra Cn×n (of course, we will need this fact later on only for n being a power
of N). Let 0 ≤ r, s < n. Write r and s in the N -adic system as
r = i1 + i2N + . . .+ ikN
k−1, s = j1 + j2N + . . .+ jkN
k−1
with i = (i1, . . . , ik), j = (j1, . . . , jk) ∈ Ω
k. Then r = vi,k and s = vj,k, and
PnSjPn · P1 · PnS
∗
i Pn(xm)
n−1
m=0 = (0, . . . , 0︸ ︷︷ ︸
vj,k
, xvi,k , 0, . . . , 0)
= (0, . . . , 0︸ ︷︷ ︸
s
, xr, 0, . . . , 0).
Thus, PnSjPn ·P1 ·PnS
∗
i Pn is a matrix which takes the rth entry of a vector and
writes it on the sth place. Since every matrix is a linear combination of matrices
of this kind, the assertion of the second step follows.
Finally, every sequence in Gη can be approximated as closely as desired by
finite sums of sequences of the form (22). Since Sη(ON ) is closed, this implies
Gη ⊆ Sη(ON ).
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4 The finite sections algebra SN
4.1 A distinguished ideal
By Proposition 3.6, one can form the quotient algebra Sη(ON )/Gη. We denote it
by SN . Recall that SN is generated by the partial isometries
si := (PNnSiPNn)n≥0 + Gη, i ∈ Ω
and contains the identity element e of Fη/Gη. For each multi-index i ∈ Ω
k we
further set
si := si1si2 . . . sik .
These elements are partial isometries by Lemma 3.3, and the initial projection of
si does only depend on the length of i by Lemma 3.5. We denote the length of
the multi-index i by |i| and write pk for the joint initial projection of all partial
isometries si with length k. Further we write Ω∞ for the set of all multi-indices
(of arbitrary length). The following axioms collect the basic properties of these
elements.
(A1) for every i ∈ Ω∞, the coset si is a partial isometry, the initial projection of
which depends on |i| only: s∗i si = p|i|.
(A2) s0s
∗
0 + s1s
∗
1 + . . .+ sN−1s
∗
N−1 = e.
All results in Section 4 will follow only from these two axioms. For later reference
we list some further relations between partial isometries si and the projections
pk.
Lemma 4.1 Let k, l positive integers and i ∈ Ωk. Then
(a) si = sipk and s
∗
i = pks
∗
i .
(b) s∗i plsi = pk+l.
(c) pkpl = pk if k ≥ l.
(d) plsi = sipk+l.
(e) The generalized Cuntz condition
∑
i∈Ωk sis
∗
i = e holds for every k ≥ 1.
Proof. Assertion (a) is the fact that pk is the initial projection of si. For (b)
write pl as s
∗
jsj with j ∈ Ω
l. Then s∗i plsi = s
∗
i s
∗
jsjsi = pk+l by the definition of
pk+l. For (c), write pk and pl as (s
∗
0)
ksk0 and (s
∗
0)
lsl0. Since s
l
0 is a partial isometry,
pkpl = (s
∗
0)
ksk−l0 s
l
0(s
∗
0)
lsl0 = (s
∗
0)
ksk−l0 s
l
0 = pk,
which gives (c). Assertions (b) and (c) imply that
(plsi − sipk+l)
∗(plsi − sipk+l) = (s
∗
i pl − pk+ls
∗
i )(plsi − sipk+l)
= s∗i plsi − s
∗
i plsipk+l − pk+ls
∗
i plsi + pk+ls
∗
i sipk+l
= pk+l − pk+l − pk+l + pk+lpkpk+l = 0,
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whence (d) via the C∗-axiom. Finally, assertion (e) follows easily by induction.
For k = 1, (e) reduces to (A2). If assertion (e) holds for some k ≥ 1, then it
holds for k + 1 since∑
i∈Ωk+1
sis
∗
i =
∑
(i1 ,˜i)∈Ωk+1
s(i1 ,˜i)s
∗
(i1 ,˜i)
=
∑
i1∈Ω1
∑
i˜∈Ωk
si1si˜s
∗
i˜
s∗i1 =
∑
i1∈Ω1
si1s
∗
i1 = e
by assumption and axiom (A2).
For every positive integer k, let J (k) denote the smallest closed ideal of SN which
contains the projection e−pk. By axiom (A1), every partial isometry si of length
k is an isometry modulo J (k). By Lemma 3.5,
e− p1 = (0, PN − P1, PN2 − PN , PN3 − PN2, . . .) + Gη.
Proposition 4.2 J (k) = J (1) for every k.
Proof. By Lemma 4.1 (c),
(e− pk)(e− p1) = e− pk − p1 + pkp1 = e− p1.
Hence, e− p1 ∈ J
(k), whence J (1) ⊆ J (k). For the reverse inclusion recall from
Lemma 4.1 (b) that
(s∗0)
l(e− p1)s
l
0 = pl − pl+1
for every l ∈ Z+. Adding these identities for l between 0 and k − 1 gives e − pk
on the right-hand side, whereas the element of the left-hand side belongs to J (1).
Thus, e− pk ∈ J
(1), whence J (k) ⊆ J (1).
In what follows we write JN for the ideal J
(1) of SN . Note that every partial
isometry si with i ∈ Ω∞ is an isometry modulo JN .
Remark 4.3 The smallest closed ideal of SN which contains the projection p1
coincides with all of SN . Indeed, from si = sis
∗
i si = sip1 we conclude that every
element si with i ∈ Ω belongs to this ideal. Since the si generate the algebra SN ,
the assertion follows.
We conclude this section with a further property of the pn which will be needed
in Section 4.
Lemma 4.4 For each j ∈ JN , one has limn→∞ ‖pnj‖ = 0.
Proof. If j is of the form
sis
∗
k(e− p1)sls
∗
m with |i| ≤ |k| (23)
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then the assertion holds since
pnsis
∗
k(e− p1) = sis
∗
kpn+|i|−|k|(e− p1) = 0
for n > |k| − |i|. Hence, the assertion also holds if j is a linear combination of
elements of the form (23). Since these linear combinations form a dense subset
of JN and ‖pn‖ = 1 for each n, the assertion holds for every j ∈ JN .
4.2 Lifting SN/JN to SN
Our further analysis of the algebra SN is based on the following elementary fact,
which can be considered as the simplest instance of a lifting theorem. It settles
a condition which guarantees than every element which is invertible modulo an
ideal can be lifted to an invertible element. The simple proof is in [9], Theorem
5.33.
Proposition 4.5 Let A be a unital C∗-algebra and I a closed ideal of A. Further
suppose there is a unital ∗-homomorphism pi from A into a unital C∗-algebra B
such that the restriction of pi onto I is injective. Then the following assertions
are equivalent for every element a ∈ A:
(a) a is invertible in A.
(b) The coset a+I is invertible in the quotient algebra A/I, and pi(a) is invertible
in B.
We shall apply this result with A := SN and I := JN . By Proposition 4.5, the
problem to derive a criterion for the invertibility of elements of SN (and thus, for
the stability of sequences in Sη(ON)) splits into two separate tasks:
• to describe the quotient algebra SN/JN , and
• to construct an injective ∗-homomorphism on JN .
The solution of the first task is evident: The quotient algebra SN/JN is generated
by the cosets si + JN with i ∈ Ω. These cosets are isometries and they satisfy
the Cuntz axiom
(s0 + JN)(s0 + JN)
∗ + . . .+ (sN−1 + JN)(sN−1 + JN)
∗ = e+ JN .
By the universal property of Cuntz algebras, SN/JN is
∗-isomorphic to the
(abstract) Cuntz algebra ON . It is also not difficult to construct an isomor-
phism from SN/JN onto the (concrete) Cuntz algebra ON explicitly. For, let
Wη : Fη → L(l
2(Z+)) denote the mapping which associates with each sequence
in Fη its strong limit. Clearly, Wη is a
∗-homomorphism. Since the ideal Gη lies
in the kernel of Wη, there is a correctly defined quotient homomorphism
W Gη : Fη/Gη → L(l
2(Z+)), A+ Gη 7→ Wη(A). (24)
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Applying this homomorphism to both sides of the equality s∗0s0 = p1 we get
S∗0S0 = W
G
η (p1), whence W
G
η (p1) = I. Hence, the ideal JN lies in the kernel of
W Gη , which implies that the quotient homomorphism
(Sη(ON)/Gη)/JN → L(l
2(Z+)), (A+ Gη) + JN 7→ W
G
η (A+ G) (25)
is correctly defined, too; we denote it by WJ .
Theorem 4.6 WJ is a ∗-isomorphism from SN/JN onto the (concrete) Cuntz
algebra ON .
Proof. The ∗-homomorphism WJ maps the generating cosets si + JN , i ∈ Ω,
to the generating operators Si of the Cuntz algebra ON , respectively. Since both
sets of generators consist of partial isometries which satisfy the (same) Cuntz
axiom, the assertion follows form the universal property of Cuntz algebras again.
The following is an immediate consequence of this theorem and of the fact that
ON is a simple algebra.
Corollary 4.7 The kernel of the restriction of the homomorphism W Gη defined
by (24) to the algebra SN coincides with JN .
The following fact sheds a first light on our second task. Some consequences of
this fact are already discussed in the introduction.
Theorem 4.8 Every proper closed ideal of SN lies in JN .
Proof. Let J˜ be a proper closed ideal of SN . Then JN + J˜ is a closed ideal of
SN with JN ⊆ JN + J˜ ⊆ SN . Since the quotient SN/JN is
∗-isomorphic to ON
and, hence, a simple algebra, one has either
• Case A: JN + J˜ = SN , or
• Case B: JN + J˜ = JN , i.e. J˜ ⊆ JN .
We wish to exclude case A. Suppose we are in the situation of case A. Consider
the ideals I1 := JN/(JN ∩ J˜ ) and I2 := J˜ /(JN ∩ J˜ ) of B := SN/(JN ∩ J˜ ).
These ideals have a trivial intersection, their sum is B, and the algebra
B/I1 =
(
SN/(JN ∩ J˜ )
)
/
(
JN/(JN ∩ J˜ )
)
∼= SN/JN
is still simple. Let W stand for the canonical homomorphism from B onto B/I2
and write aˆ for the coset of a ∈ SN modulo JN ∩ J˜ . Since W (B) = W (I1), there
is an element pˆi ∈ I1 such that W (pˆi) = W (eˆ). From
W (pˆi2 − pˆi) = W (eˆ2 − eˆ) = 0 and W (pˆi∗ − pˆi) = W (eˆ∗ − eˆ) = 0
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we conclude that both pˆi2− pˆi and pˆi∗− pˆi belong to I1∩I2. Since this intersection
is trivial, the element pˆi is a (self-adjoint) projection. Moreover, since
W (aˆpˆi − pˆiaˆ) = W (aˆ)W (eˆ)−W (eˆ)W (aˆ) = 0
for every element aˆ ∈ B we conclude as above that pˆi lies in the commutant of B.
A similar reasoning shows finally that pˆi is the identity element for I1. Similarly,
eˆ− pˆi belongs to I2 and is the identity element for I2.
Let pi ∈ JN be a representative of the coset pˆi. From Lemma 4.4 we infer
‖(e− pn)pi − pi‖ → 0 as n→∞,
whence
‖(eˆ− p̂n)pˆi − pˆi‖ → 0 as n→∞.
Since pˆi is the identity element of I1 and eˆ− p̂n ∈ I1, this implies
‖eˆ− p̂n − pˆi‖ → 0 as n→∞.
Since eˆ− p̂n and pˆi are commuting projections, this finally shows that eˆ− p̂n = pˆi
for all sufficiently large n, say n ≥ k. Consequently, for n ≥ k, one has p̂n =
eˆ − pˆi ∈ I2, whence pn ∈ J˜ . Since si = sipk for all i ∈ Ω
k by Lemma 4.1, this
implies si ∈ J˜ and, thus, the smallest closed ideal of SN which contains all partial
isometries si with |i| = k lies in J˜ . By Lemma 4.1 (e), this finally implies e ∈ J˜ .
Thus, J˜ is not a proper ideal of J˜ . This contradiction excludes case A.
Corollary 4.9 Every ∗-homomorphism on SN which is injective on JN is injec-
tive on all of SN .
Indeed, ifW is a ∗-homomorphism on SN which is injective on JN , then its kernel
is a proper ideal of SN . By Theorem 4.8, kerW ⊂ JN . But JN ∩ kerW = {0}
by assumption. Hence, the kernel of W is trivial, and W is injective on SN .
In Section 6 we are going to construct an injective homomorphism on JN . We
prepare this construction by a closer look at the Cuntz algebra and a related
Toeplitz algebra in Section 5
5 Expectations of ON and stratified Toeplitz op-
erators
5.1 Block Toeplitz operators
By l2(Z+, l2(Z+)) we denote the Hilbert space of all sequences x = (xn)n≥0 with
values in l2(Z+) such that
‖x‖2 :=
∑
n≥0
‖xn‖
2 <∞.
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It will be convenient to identify the algebra of all bounded linear operators on
l2(Z+, l2(Z+)) with the minimal tensor product L(l2(Z+)) ⊗ L(l2(Z+)). Let A
be a bounded linear operator on l2(Z+, l2(Z+)), and let Aij ∈ L(l
2(Z+)) be the
operator which maps the ith component of x to the jth component of Ax. Then
A can be identified with the infinite matrix (Aij)i,j≥0 in an evident way (but, of
course, not every matrix with entries in L(l2(Z+)) defines a bounded operator on
l2(Z+, l2(Z+))).
The closure in L(l2(Z+, l2(Z+))) of the set of all matrices with only finitely
non-vanishing entries forms a closed ideal of this algebra which we identify with
K(l2(Z+))⊗ L(l2(Z+)) in a natural way.
To each function a ∈ C(T, L(l2(Z+))) we associate its kth Fourier coefficient
ak :=
∫
T
a(λ)λ−k dλ ∈ L(l2(Z+)), k ∈ Z,
and consider the (infinite) Toeplitz matrix
T (a) := (ai−j)i,j≥0.
Every Toeplitz matrix with a continuous generating function defines a bounded
operator on l2(Z+, l2(Z+)) which is a called a Toeplitz operator and denoted by
T (a) again, and
‖T (a)‖ = ‖a‖∞. (26)
The Toeplitz operator T (a) is invertible modulo K(l2(Z+)) ⊗ L(l2(Z+)) if and
only if the function a is invertible in C(T, L(l2(Z+))). For details see [11].
5.2 An algebra of stratified Toeplitz operators
For i ∈ Ω, consider the infinite matrix
Σi :=


0 Si
0 Si
0 Si
. . .
. . .

 (27)
with all entries left empty being zero, and for each multi-index i ∈ Ωk, let
Σi := Σi1 . . .Σik .
Clearly, every Σi is a Toeplitz matrix with continuous generating function. It
defines a bounded operator on l2(Z+, l2(Z+)), which we denote by Σi again. We
let TN refer to the smallest closed subalgebra of L(l
2(Z+, l2(Z+))) which contains
all operators Σi and Σ
∗
i with i ∈ Ω.
One peculiarity of operators in TN which will become more clear and impor-
tant later on should be mentioned already here: Their matrix representation is
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stratified in the sense that all entries on the kth diagonal above the main diago-
nal are necessarily of the form ΣiO
par
N with an multi-index i of length k. Thus,
the only operator which can stand on each diagonal is the zero operator. (A
curious consequence of this fact is that the only block Hankel operators which
are contained in the Toeplitz algebra TN are of the form of a diagonal matrix
diag (A, 0, 0, . . .) with A ∈ L(l2(Z+)).)
One easily checks that the operators Σi are partial isometries which satisfy
the Cuntz axiom∑
i∈Ω
ΣiΣ
∗
i =
∑
i∈Ω
diag (SiS
∗
i , SiS
∗
i , . . .) = diag (I, I, . . .).
Moreover, for each multi-index i, the initial projection Σ∗iΣi is equal to I − Π|i|
where
Πk := diag (I, . . . , I︸ ︷︷ ︸
k
, 0, 0, . . .) ∈ TN (28)
for k ≥ 1. Thus, the algebra TN contains the identity operator I and all pro-
jections Πk, and the partial isometries Σi satisfy the axioms (A1) and (A2) in
Section 4.1 in place of the si. Thus, all results of Section 4 will remain valid for
the algebra TN in place of SN and for its ideal CN , which is the smallest closed
ideal of TN which contains the projection Π1, in place of JN . In particular,
Πn ∈ CN for each n ≥ 1 (29)
and
TN/CN ∼= ON . (30)
5.3 Identification of CN
Our next goal is a description of the ideal CN of TN . Let O
par
N refer to the smallest
closed subalgebra of ON which contains all products SiS
∗
j with multi-indices i and
j of the same length |i| = |j|. Here we allow multi-indices of length 0 and set
S∅ := I. Thus, O
par
N is a unital algebra. One easily checks that ON is the
closed span of the set of all products SiS
∗
j , whereas O
par
N is the closed span of all
products SiS
∗
j with |i| = |j|. The algebra O
par
N is known to be isomorphic to the
UHF-algebra of type N∞. In particular, Opar2 is the CAR-algebra. See [7, 8] for
details.
We shall further make use of the following elementary observation. Let A be
a C∗-subalgebra of a unital C∗-algebra B and let Σ be an isometry in B. Then
the mapping
A → B, A 7→ ΣAΣ∗ (31)
is an injective ∗-homomorphism. Indeed, ΣA1Σ
∗ΣA2Σ
∗ = ΣA1A2Σ
∗ for A1, A2 ∈
A, and if ΣAΣ∗ = 0, then
0 = Σ∗ΣAΣ∗Σ = A.
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We apply this observation to the algebras A := CN and B := L(l
2(Z+, l2(Z+)))
and to the isometry
Σ := diag (I, S0, S
2
0 , S
3
0 , . . .).
Thus, CN is
∗-isomorphic to ΣCNΣ
∗. The latter algebra can be described as
follows where we let Π := ΣΣ∗ be the image of the identity operator under the
mapping (31).
Theorem 5.1 ΣCNΣ
∗ = Π (K(l2(Z+))⊗OparN )Π.
Proof. Since the algebra TN is generated by the partial isometries Σi, the algebra
ΣTNΣ
∗ is generated by the operators
ΣΣiΣ
∗ =


0 SiS
∗
0
0 S0Si(S
∗
0)
2
0 S20Si(S
∗
0)
3
. . .
. . .

 .
All entries of this matrix belong to OparN . Hence,
ΣTNΣ
∗ ⊆ Π
(
L(l2(Z+))⊗OparN
)
Π.
Further, the mapping (31) sends the generator Π1 of the ideal CN to itself. Since
Π1Π = ΠΠ1, one has
ΣΠ1Σ
∗ = Π1 ∈ Π
(
K(l2(Z+))⊗OparN
)
Π,
whence the inclusion
ΣCNΣ
∗ ⊆ Π
(
K(l2(Z+))⊗OparN
)
Π.
The reverse inclusion will follow once we have shown that for each n× n-matrix
A := (Aij) with entries in O
par
N , which we identify with an operator on the range
of Πn in the obvious way, the operator ΠAΠ belongs to ΣCNΣ
∗. Due to linearity
we can further assume that only one of the entries of A, say Aij , is different from
0. Finally, since OparN is spanned by products SlS
∗
r with multi-indices of the same
length, we can assume that only the ijth entry of A is different from zero and that
this entry is SlS
∗
r with |r| = |l|. Then ΠAΠ is a matrix the only non-vanishing
entry of which stands at the ijth position, and this entry is
Si0(S
∗
0)
i SlS
∗
r S
j
0(S
∗
0)
j. (32)
Let
B := (Πi+1 − Πi)(Σ
∗
0)
iΣlΣ
∗
rΣ
j
0(Πj+1 −Πj).
This operator is in CN , all entries in the matrix representation of ΣBΣ
∗ with
exception of the ijth entry vanish, and the ijth entry coincides with (32). Thus,
ΣBΣ∗ = ΠAΠ, which finishes the proof.
Next we will have a closer look at the ideal structure of TN .
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Theorem 5.2 The ideal CN of TN is simple.
Proof. Let R be a closed ideal of CN . Then Π1RΠ1 is a closed ideal of Π1CNΠ1.
From Theorem 5.1 we infer that Π1CNΠ1 is
∗-isomorphic to the algebra OparN
which on its hand is known to be ∗-isomorphic to the UHF-algebra of type N∞.
Thus, Π1CNΠ1 is isomorphic to the inductive limit
C→ CN×N → CN
2×N2 → CN
3×N3 → . . .
with connecting maps
a 7→ diag (a, a, . . . , a︸ ︷︷ ︸
N
).
Being an inductive limit of simple algebras, the algebra Π1CNΠ1 is simple. Hence,
either Π1RΠ1 = Π1CNΠ1 or Π1RΠ1 = {0}.
In the first case, Π1 ∈ Π1RΠ1 ⊆ R. Since Π1 generates CN as an ideal, we
conclude R = CN .
Assume now that Π1RΠ1 = {0}. Let R = (Rij)ij≥0 ∈ R. Then, for arbitrary
subscripts i0, j0 ≥ 0, the matrix
(Πi0+1 − Πi0)R(Πj0+1 −Πj0)
has the entry Ri0j0 at the i0j0th position whereas all other entries are zero. Let
k and l be multi-indices with |k| = i0 and |l| = j0. Then the matrix
Σk(Πi0+1 − Πi0)R(Πj0+1 − Πj0)Σ
∗
l (33)
has the entry SkRi0j0S
∗
l at the 00th position whereas all other entries are zero.
Thus, the matrix (33) belongs to Π1RΠ1, whence SkRi0j0S
∗
l = 0 by assumption.
Since the Si are isometries, this implies Ri0j0 = 0, and since i0 and j0 were
arbitrarily chosen, R is the zero matrix. Thus, R is the zero ideal in this case.
As already mentioned, the Σi satisfy the axioms (A1) and (A2) and, thus, all
results of Section 4 hold for the algebra TN in place of SN as well. In particular,
every proper closed ideal of TN lies in CN by Theorem 4.8. Together with Theorem
5.2 this implies
Corollary 5.3 CN is the only non-trivial closed ideal of TN .
5.4 Expectations on ON and Toeplitz operators
There are at least two ways to associate with every element of the Cuntz algebra
ON a Toeplitz operator in TN . For facts cited without proof see [7, 8].
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The first way is via a special expectation. Recall that the operators Si and
S∗j with i, j ∈ Ω generate a dense subalgebra of ON . Each operator A in this
algebra can be uniquely written as a finite sum
A =
∑
k<0
(S∗0)
−kAk + A0 +
∑
k>0
AkS
k
0 (34)
with ”Fourier” coefficients Ak ∈ O
par
N . For k ∈ Z and A as in (34), define
Φk(A) := Ak. Then ‖Φk(A)‖ ≤ ‖A‖, thus the Φk extend by continuity to bounded
mappings from ON onto O
par
N . These mappings own the following properties:
• Φ0 : ON → O
par
N is an expectation, i.e. Φ
2
0 = Φ0,
• Φk+1(A) = Φk(AS
∗
0) if k ≥ 0, and
• Φk−1(A) = Φk(S0A) if k < 0.
We associate with each operator A ∈ ON a formal matrix of operators on l
2(Z+)
by
Ψ(A) :=
(
(S∗0)
iΦ0(S
i
0A(S
∗
0)
j)Sj0
)
i,j≥0
. (35)
We will see in a moment that the formal matrix Ψ(A) defines a bounded operator
on l2(Z+, l2(Z+)) and that this operator is a Toeplitz operator in TN . The follow-
ing example shows that this is at least true for operators in a dense subalgebra
of ON .
Example 5.4 Let A := SlS
∗
m with multi-indices l and m. Then Φ0(S
i
0A(S
∗
0)
j) is
different from 0 only if i+ |l| = |m|+ j. In this case,
Φ0(S
i
0A(S
∗
0)
j) = Φ0(S
i
0SlS
∗
m(S
∗
0)
j) = Si0SlS
∗
m(S
∗
0)
j,
whence
(S∗0)
iΦ0(S
i
0A(S
∗
0)
j)Sj0 = SlS
∗
m = A.
Thus, Ψ(SlS
∗
m) is the matrix which has the entry SlS
∗
m on its i− j = |m| − |l|th
diagonal whereas all other entries are zero. In particular, Ψ(SlS
∗
m) is a Toeplitz
operator in TN .
Note that the mapping Ψ is not multiplicative. Indeed, Ψ(Sk) = Σk for k ∈ Ω
as we have just seen. Consequently, Ψ(S∗k)Ψ(Sk) = Σ
∗
kΣk = I − Π1, which is
different from Ψ(S∗kSk) = Ψ(I) = I.
A second way to associate with every operator in ON a Toeplitz operator in TN is
via continuous functions. Let λ ∈ T. Then the mapping ρλ : Si 7→ λ¯Si extends to
an automorphism of ON . Here, as usual, λ¯ stands for the complex conjugate of
λ; note that the mapping ρλ is defined in [8] without the bar. For each operator
A ∈ ON , consider the function
fA : T→ ON , λ 7→ ρλ(A). (36)
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Lemma 5.5 The function fA is continuous for each A ∈ ON , and ‖fA‖∞ = ‖A‖.
Proof. For each λ ∈ T, one has ‖fA(λ)‖ = ‖ρλ(A)‖ ≤ ‖A‖, whence ‖fA‖∞ ≤
‖A‖. Since fA(1) = A, equality holds in this estimate. Since A 7→ fA is a linear
mapping, this implies
‖fA − fB‖∞ = ‖A− B‖ for all A, B ∈ ON . (37)
Choose operators Bn in the dense subalgebra of ON generated by the isometries
Si such that ‖A− Bn‖ → 0 as n → ∞. The functions fBn are evidently contin-
uous. Being a uniform limit of continuous functions by (37), the function fA is
continuous.
As in Section 5.1, we associate with the continuous function fA the sequence of
its Fourier coefficients and consider the associated Toeplitz operator T (fA) on
l2(Z+, l2(Z+)). From (26) and Lemma 5.5 we conclude that
‖T (fA)‖ = ‖fA‖∞ = ‖A‖ for every A ∈ ON . (38)
Example 5.6 Let A = SlS
∗
m with multi-indices l and m. Then
fA(λ) = λ
−|l|Slλ
|m| = λ|m|−|l|A.
The |m|− |l|th Fourier coefficient of fA is A whereas all other Fourier coefficients
of this function vanish. Thus, T (fA) is the matrix which has the entry SlS
∗
m on
its i− j = |m| − |l|th diagonal whereas all other entries are zero.
Since the products SlS
∗
m span a dense subalgebra of ON and since the mapping
A 7→ T (fA) is an isometry, we conclude from this example that T (fA) is a Toeplitz
operator in TN for every A ∈ ON .
We will see now that the two ways discussed above lead to the same goal.
Theorem 5.7 The mapping Ψ is a linear contraction from ON into TN . It co-
incides with the mapping A 7→ T (fA).
Proof. We learned from Examples 5.4 and 5.6 that T (fA) = Ψ(A) for A = SlS
∗
m.
Since these products span a dense subalgebra of ON and A 7→ T (fA) and Ψ are
linear mappings, this implies that
T (fA) = Ψ(A) ∈ TN for all A in a dense subalgebra of ON . (39)
Since the mapping A 7→ T (fA) is an isometry, we get from (39) that
‖Ψ(A)‖ = ‖T (fA)‖ = ‖A‖
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for all A in a dense subalgebra of ON . Thus, the mapping Ψ can be continued
to a linear contraction from ON into TN (which, of course, coincides with the
mapping A 7→ T (fA)). Since each entry of the matrix (35) depends continuously
on A, this contractive continuation coincides with the formal matrix in (35).
The classical Toeplitz algebra decomposes into the direct sum of the linear space
{T (f) : f ∈ C(T)} and the ideal of the compact operators. A similar decompo-
sition holds for the algebra TN .
Theorem 5.8 TN = {T (fA) : A ∈ ON} ⊕ CN = {Ψ(A) : A ∈ ON} ⊕ CN .
Proof. We reify Proposition 2.1 with the following algebras and mappings:
• A is the smallest closed subalgebra of L(l2(Z, l2(Z+))) which contains all
operators of Laurent type represented by the two-sided infinite matrix

. . .
. . .
0 Si
0 Si
0 Si
. . .
. . .


with the zeros standing on the main diagonal.
• B is the algebra TN .
• D is the mapping A → B, A 7→ PAP where P is the orthogonal projection
from l2(Z, l2(Z+)) onto l2(Z+, l2(Z+)) (the latter is identified with a closed
subspace of the former in the obvious way).
• W is the mapping
B → A, B 7→ s-limn→+∞V
∗
nBVn
where V is the operator of forward shift on l2(Z, l2(Z+)) and Vn := V
n for
n ≥ 0, and where s-lim refers to the limit in the strong operator topology.
Then Proposition 2.1 implies that TN = {T (fA) : A ∈ ON} ⊕ kerW , and it
remains to verify that
CN (:= closidTN {Π1}) = kerW. (40)
Evidently, Π1 ∈ kerW , whence the inclusion CN ⊆ kerW . To get the reverse
implication, we show that the quasicommutator ideal of TN lies in CN . Since the
products SlS
∗
m with multi-indices l, m span a dense subalgebra of ON , this fact
will follow once we have shown that
Ψ(SlS
∗
m)Ψ(SnS
∗
r )−Ψ(SlS
∗
mSnS
∗
r ) ∈ CN (41)
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for each choice of multi-indices l, m, n and r. Let Λ denote the operator of
forward shift
Λ :=


0
I 0
I 0
. . .
. . .

 ∈ L(l2(Z+, l2(Z+))) (42)
and set Λn := Λ
n for n > 0, Λ0 := I and Λn := (Λ
∗)−n for n < 0. In Example 5.4
we have seen that
Ψ(SlS
∗
m) = SlS
∗
mΛ|m|−|l| (43)
(in this and the following equalities we consider L(l2(Z+, l2(Z+))) as an L(l2(Z+))-
module in an obvious way). Thus,
Ψ(SlS
∗
m)Ψ(SnS
∗
r )−Ψ(SlS
∗
mSnS
∗
r )
= SlS
∗
mSnS
∗
r
(
Λ|m|−|l|Λ|r|−|n| − Λ|r|−|n|+|m|−|r|
)
.
For arbitrary integers a, b one has
ΛaΛb − Λa+b =
{
0 if a ≤ 0,
−ΠaΛa+b if a > 0
with Πa defined as in (28). Hence,
Ψ(SlS
∗
m) Ψ(SnS
∗
r )−Ψ(SlS
∗
mSnS
∗
r )
=
{
−SlS
∗
mSnS
∗
r Π|m|−|l|Λ|r|−|n|+|m|−|r| if |m| − |l| > 0
0 if |m| − |l| ≤ 0
=
{
−Π|m|−|l|Ψ(SlS
∗
mSnS
∗
r ) if |m| − |l| > 0
0 if |m| − |l| ≤ 0.
Since Πn ∈ CN for every n ≥ 1 by (29), the inclusion (41) follows.
6 The lifting homomorphism
6.1 The algebra (e− p1)SN(e− p1)
In what follows is will be convenient to compare and to operate with multi-
indices. Given multi-indices i = (i1, . . . , ik) ∈ Ω
k and j = (j1, . . . , jl) ∈ Ω
l we
define their sum as the multi-index
i+ j := (i1, . . . , ik, j1, . . . , jl) ∈ Ω
k+l.
Differences of multi-indices i, k can be defined only if one of the multi-indices is a
part of the other. Since addition of multi-indices is not commutative, we consider
differences from the left and from the right. More precisely, we write i ≺ k if
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there is a multi-index j such that i + j = k, and we write k ≻ j if there is a
multi-index i with i+ j = k. The multi-indices j and i are uniquely determined,
and we denote them by
j := (−i) + k and i := k − j,
respectively. Note that it follows from (11) that the product s∗i sj is not zero only
if i ≺ j or j ≺ i. In the first case on gets
s∗i sj = s
∗
i sis(−i)+j = p|i|s(−i)+j = s(−i)+jp|j|,
whereas in the second case
s∗i sj = (sjs(−j)+i)
∗sj = s
∗
(−j)+is
∗
jsj = s
∗
(−j)+ip|j| = p|i|s
∗
(−j)+i.
Lemma 6.1 Let i, j, k, l be multi-indices (not necessarily of the same length).
Then the product
(e− p1)sis
∗
jsks
∗
l
can be written as
(e− p1)srs
∗
t
with multi-indices r and t such that |r| ≥ |t|, or this product is zero.
Proof. The product (e − p1)sis
∗
jsks
∗
l is zero, or one has j ≺ k or k ≺ j. By
Lemma 4.1,
(e− p1)sis
∗
jsks
∗
l =
{
(e− p1)sis
∗
jsjs(−j)+ks
∗
l
(e− p1)sis
∗
(−k)+js
∗
ksks
∗
l
if j ≺ k
if k ≺ j
=
{
(e− p1)sip|j|s(−j)+ks
∗
l
(e− p1)sis
∗
(−k)+jp|k|s
∗
l
if j ≺ k
if k ≺ j
=
{
si(p|i| − p|i|+1)p|j|s(−j)+ks
∗
l
si(p|i| − p|i|+1)p|j|s
∗
(−k)+js
∗
l
if j ≺ k
if k ≺ j
=


0
si(p|i| − p|i|+1)s(−j)+ks
∗
l
si(p|i| − p|i|+1)s
∗
(−k)+js
∗
l
if |j| > |i|
if j ≺ k, |j| ≤ |i|
if k ≺ j, |j| ≤ |i|
=


0
(e− p1)sis(−j)+ks
∗
l
(e− p1)sis
∗
(−k)+js
∗
l
if |j| > |i|
if j ≺ k, |j| ≤ |i|
if k ≺ j, |j| ≤ |i|
=


0
(e− p1)si+((−j)+k)s
∗
l
(e− p1)sis
∗
l+((−k)+j)
if |j| > |i|
if j ≺ k, |j| ≤ |i|
if k ≺ j, |j| ≤ |i|.
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It remains to show that, whenever the product (e − p1)srs
∗
t is not zero, then
|r| ≥ |t|. Assume that |r| < |t|. Then t can be written as t1 + t2 with |t1| > 0
and |t2| = |r|. From Lemma 4.1 (d) we conclude that
(e− p1)srs
∗
t = (e− p1)srs
∗
t2s
∗
t1 = sr(p|r| − p|r|+1)s
∗
t2s
∗
t1 = srs
∗
t2(e− p1)s
∗
t1 ,
and (e− p1)s
∗
t1
= 0 by Lemma 4.1 (a).
A repeated application of Lemma 6.1 yields the following.
Corollary 6.2 Let i, j, k, l, . . . , m, n be multi-indices (not necessarily of the
same length). Then the product
(e− p1)sis
∗
jsks
∗
l . . . sms
∗
n(e− p1)
can be written as
(e− p1)srs
∗
t (e− p1)
with multi-indices r and t of the same length, or this product is zero.
Corollary 6.3 Let a ∈ SN . Then (e−p1)a(e−p1) can be approximated as closely
as desired by linear combinations of elements of the form
(e− p1)srs
∗
t (e− p1)
with multi-indices r and t of the same length.
Let SparN stand for the smallest closed subalgebra of SN which contains all products
sis
∗
j with multi-indices i, j of the same length. Again we allow multi-indices of
length zero, for which we set s∅ := e.
Lemma 6.4 SparN = clos span {sis
∗
j : |i| = |j|}.
Proof. Let i, j, k, l be multi-indices with |i| = |j| and |k| = |l|. We have to
show that the product (sis
∗
j) (sks
∗
l ) can be written as srs
∗
t with multi-indices r, t
of the same length. This product is zero if not j ≺ k or k ≺ j. Let, for instance,
j ≺ k. Then
sis
∗
jsks
∗
l = sis
∗
jsjs(−j)+ks
∗
l
= sip|i|s(−j)+ks
∗
l
= sis(−j)+ks
∗
l = si+((−j)+k)s
∗
l
where |i+ ((−j) + k)| = |i|+ |k| − |j| = |l|.
One can now state the assertion of Corollary 6.3 as follows:
If a ∈ SN then (e− p1)a(e− p1) ∈ (e− p1)S
par
N (e− p1). (44)
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The mapping
SN → S
par
N , a 7→ (e− p1)a(e− p1) (45)
is an expectation which is related with the expectation Φ0 : ON → O
par
N as
follows.
Proposition 6.5 Let A ∈ ON , a := (PNnAPNn)n≥0 + Gη, and i, j ∈ Z
+. Then
(e− p1)s
i
0a(s
∗
0)
j(e− p1)
= (e− p1)
(
(PNnΦ0(S
i
0A(S
∗
0)
j)PNn)n≥0 + Gη
)
(e− p1). (46)
Proof. Because of
si0a(s
∗
0)
j = (PNnS
i
0PNn) (PNnAPNn) (PNn(S
∗
0)
jPNn) + Gη
= (PNnS
i
0PNnAPNn(S
∗
0)
jPNn) + Gη
= (PNnS
i
0A(S
∗
0)
jPNn) + Gη,
it is sufficient to prove the assertion for i = j = 0. Thus, we have to show that
(e− p1)a(e− p1) = (e− p1) ((PNnΦ0(A)PNn)n≥0 + Gη) (e− p1). (47)
Both sides of this equality depend linearly and continuously on A. It is thus
sufficient to verify (47) for A = SkS
∗
l with multi-indices k, l of arbitrary length.
If k and l are of the same length, then A ∈ OparN , whence Φ0(A) = A, whereas
otherwise Φ0(A) = 0. Thus, the right-hand side of (47) is equal to (e−p1)a(e−p1)
if |k| = |l| and zero otherwise. Since
PNnSkS
∗
l PNn = PNnSkPNn · PNnS
∗
l PNn ,
the left-hand side of (47) is also zero whenever |k| 6= |l|.
6.2 Definition of the lifting homomorphism
The desired lifting homomorphism will be defined explicitly by means of strong
limits which involve the following reflection operators. For every positive integer
n, let
Rn : l
2(Z+)→ l2(Z+), (xk)k≥0 7→ (xn−1, xn−2, . . . , x0, 0, 0, . . .).
Proposition 6.6 Let a ∈ SN and write (e − p1)a(e − p1) as (ANn) + Gη. Then
the strong limit
s-limn→∞RNnANnRNn (48)
exists, and the limit is independent of the choice of the representative of the coset
(e− p1)a(e− p1).
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Proof. Evidently, the limit (48) is zero if (ANn) is a sequence in Gη. This implies
the independence of the choice of the representative.
By Corollary 6.3, it is sufficient to prove the existence of the strong limit (48)
for sequences (ANn) which belong to the coset e − p1 or to the coset sis
∗
j with
multi-indices i, j of the same length.
Consider e − p1 = (PNn) − (PNnS
∗
0PNn) (PNnS0PNn) + Gη. For every n ≥ 1,
one has
PNnS
∗
0PNnS0PNn = diag (1, 1, . . . 1, 0, 0, . . . , 0)
with Nn−1 ones followed by Nn −Nn−1 zeros. Hence,
RNn(PNn − PNnS
∗
0PNnS0PNn)RNn = diag (1, 1, . . . 1, 0, 0, . . . , 0)
with Nn −Nn−1 ones followed by Nn−1 zeros, which implies that
RNn(PNn − PNnS
∗
0PNnS0PNn)RNn → I strongly. (49)
Next consider the sequence (PNnSiS
∗
jPNn) with multi-indices i, j ∈ Ω
k. From
Section 2.3 we infer that
SiS
∗
j : (xr)r≥0 7→
(0, . . . , 0,︸ ︷︷ ︸
vi,k
xvj,k , 0, . . . , 0,︸ ︷︷ ︸
dk
xvj,k+Nk , 0, . . . , 0,︸ ︷︷ ︸
dk
xvj,k+2Nk , . . .). (50)
In particular, SjS
∗
j is the diagonal projection operator
SjS
∗
j = diag (0, . . . , 0,︸ ︷︷ ︸
vj,k
1, 0, . . . , 0,︸ ︷︷ ︸
dk
1, 0, . . . , 0,︸ ︷︷ ︸
dk
1, . . .). (51)
For n ≥ k, (50) implies that
PNnSiS
∗
jPNn : (xr)r≥0 7→
(0, . . . , 0,︸ ︷︷ ︸
vi,k
xvj,k , 0, . . . , 0,︸ ︷︷ ︸
dk
xvj,k+Nk , . . . , xvj,k+(Nn−k−1)Nk , 0, . . . , 0︸ ︷︷ ︸
Nk−vi,k−1
). (52)
Let V denote the shift operator
V : l2(Z+)→ l2(Z+), (xk)k≥0 7→ (0, x0, x1, . . .).
For every positive integer n, set Vn := V
n and V−n := (V
∗)n, and define V0 := I.
Then (50) shows that
SiS
∗
j = Vvi,kV−vj,kSjS
∗
j ,
whence
RNnPNnSiS
∗
jPNnRNn = RNnPNnVvi,kV−vj,kSjS
∗
jPNnRNn .
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By (51), the operator SjS
∗
j commutes with PNn which gives
RNnPNnSiS
∗
jPNnRNn
= RNnPNnVvi,kV−vj,kPNnRNn · RNnPNnSjS
∗
jPNnRNn . (53)
It is well known and easy to check that
RNnPNnVvi,kV−vj,kPNnRNn → Vvj,k−vi,k
strongly as n→∞. According to (52), the second factor in (53) is equal to
RNnPNnSjS
∗
jPNnRNn = diag (0, . . . , 0,︸ ︷︷ ︸
Nk−vj,k−1
1, 0, . . . , 0,︸ ︷︷ ︸
dk
1, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
vj,k
).
Since the number Nk−vj,k−1 of the leading zeros is independent of n, this factor
converges strongly to
diag (0, . . . , 0,︸ ︷︷ ︸
Nk−vj,k−1
1, 0, . . . , 0,︸ ︷︷ ︸
dk
1, 0, . . . , 0,︸ ︷︷ ︸
dk
. . .).
Using the notation
Πk := diag (1, 0, . . . , 0,︸ ︷︷ ︸
dk
1, 0, . . . , 0,︸ ︷︷ ︸
dk
. . .),
we finally arrive at
RNnPNnSjS
∗
jPNnRNn → Vvj,k−vi,kVNk−vj,k−1ΠkV
∗
Nk−vj,k−1
= VNk−vi,k−1ΠkV
∗
Nk−vj,k−1
(54)
where the latter equality holds since Nk − vj,k − 1 ≥ 0. This settles the desired
strong convergence.
For later use it will prove convenient to write the operator (54) in a different
form. Note that
SiS
∗
j = Vvi,kV−vj,kSjS
∗
j = Vvi,kV−vj,kVvj,kΠkV
∗
vj,k
= Vvi,kΠkV
∗
vj,k
.
A comparison with (54) suggests to introduce the dual index iˆ of a multi-index
i = (i1, i2, . . . , ik) by
iˆ := (N − 1− i1, N − 1− i2, . . . , N − 1− ik).
Evidently, |ˆi| = |i| = k, and one easily checks that
viˆ,k = (N − 1− i1) + (N − 1− i2)N + . . .+ (N − 1− ik)N
k−1 = Nk − 1− vi,k.
32
Hence,
VNk−vi,k−1ΠkV
∗
Nk−vj,k−1
= Vv
iˆ,k
ΠkV
∗
v
jˆ,k
= SiˆS
∗
jˆ
.
For each i ∈ Ω we set S♯i := Siˆ = SN−1−i. Due to the universal property of Cuntz
algebras, the mapping ♯ : Si 7→ SN−1−i can be continued to an automorphism of
ON .
Corollary 6.7 If i and j are multi-indices of the same length then
RNnPNnSiS
∗
jPNnRNn → (SiS
∗
j )
♯ strongly as n→∞. (55)
Note that the strong limit (55) need not to exist if the multi-indices are of different
length; for example, the sequence
(RNnPNnS
∗
0PNnRNn)n≥0
for the single isometry S0 does not converge strongly.
We denote the strong limit (48) by W00(a) and consider W00 as a mapping
from SN into L(l
2(Z+)). More general, for i, j ∈ Z+, let Wij : SN → L(l
2(Z+))
refer to the operator
a 7→ (S∗N−1)
iW00((e− p1)s
i
0a(s
∗
0)
j(e− p1))S
j
N−1
which is consistent with the previous definition. With every element a ∈ SN , we
associate the infinite matrix
W˜ (a) := (Wij(a))i, j≥0 (56)
the entries of which are operators on L(l2(Z+)). We are going to show that the
matrix (56) defines a linear bounded operator on l2(Z+, l2(Z+)) and that the
mapping W˜ is the desired injective lifting homomorphism. The following is the
main result of this paper.
Theorem 6.8 The mapping W˜ defined by (56) is a ∗-isomorphism from SN onto
TN which maps the ideal JN onto CN .
Corollary 6.9 JN is the only non-trivial closed ideal of SN .
Indeed, this follows immediately from Theorem 6.8 and Corollary 5.3.
The proof of Theorem 6.8 will be given in the following section. Before, we
consider a few examples which illustrate the action of W˜ . If a = sr with r ∈ Ω,
then
(e− p1)s
i
0sr(s
∗
0)
j(e− p1) = 0 for i+ 1 6= j.
If i+ 1 = j then we get with Corollary 6.7 that
(S∗N−1)
iW00((e− p1)s
i
0sr(s
∗
0)
j(e− p1))S
j
N−1
= (S∗N−1)
iSiN−1SN−1−r(S
∗
N−1)
jSjN−1 = SN−1−r = S
♯
r.
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Thus,
W˜ (sr) = ΣN−1−r and, analogously, W˜ (s
∗
r) = Σ
∗
N−1−r (57)
with Σi defined by (27). Let now a = s
∗
0s0 = p1. If i = 0, one has for every j
(e− p1)a(s
∗
0)
j(e− p1) = (e− p1)p1(s
∗
0)
j(e− p1) = 0,
and the same result follows if i > 0 and i 6= j:
(e− p1)s
i
0s
∗
0s0(s
∗
0)
j(e− p1) = (e− p1)s
i
0(s
∗
0)
j(e− p1) = 0.
Let, finally, i > 0 and i = j. Then
(e− p1)s
i
0s
∗
0s0(s
∗
0)
i(e− p1) = (e− p1)s
i
0(s
∗
0)
i(e− p1).
Applying the homomorphism W00 to the right-hand side of this equality and
taking into account Corollary 6.7 we obtain the operator SiN−1(S
∗
N−1)
i, whence
W˜ (p1) = I − Π1 and W˜ (e− p1) = Π1.
Note that W˜ (s∗r)W˜ (sr) = I−Π1 = W˜ (p1) = W˜ (s
∗
rsr) in contrast to the mapping
Ψ which does not act multiplicatively on these elements.
6.3 Proof of Theorem 6.8
It is not too hard to verify that the mapping W˜ acts as a ∗-homomorphism
on a dense subalgebra of SN . That it acts as a
∗-homomorphism on the whole
algebra would easily follow from this fact if one would know that W˜ is bounded.
Conversely, the boundedness of W˜ comes as a simple consequence of the fact that
W˜ acts as a ∗-homomorphism on SN . Unfortunately, neither the boundedness
of W˜ nor the homomorphy of W˜ on all of SN could be shown directly. Rather
we have to prove both properties simultaneously by climbing step by step form
small substructures of SN to the whole algebra.
We will make use of the fact that the algebra SN splits into the direct sum
{(PNnAPNn)n≥0 + Gη : A ∈ ON} ⊕ JN . (58)
Proposition 6.10 The mapping W˜ acts as a linear contraction on the first sum-
mand of (58), and it maps this summand into TN .
Proof. Let A ∈ ON and a := (PNnAPNn)n≥0 + Gη. From equality (46) we
conclude that
W00((e− p1)s
i
0a(s
∗
0)
j(e− p1))
=W00
(
(e− p1)
(
(PNnΦ0(S
i
0A(S
∗
0)
j)PNn)n≥0 + Gη
)
(e− p1)
)
=
(
Φ0(S
i
0A(S
∗
0)
j)
)♯
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Thus,
W˜ (a) =
(
(S∗N−1)
i
(
Φ0(S
i
0A(S
∗
0)
j)
)♯
SjN−1
)
i,j≥0
=
((
(S∗0)
iΦ0(S
i
0A(S
∗
0)
j)Sj0
)♯ )
i,j≥0
=
(
(S∗N−1)
iΦ0(S
i
0A(S
∗
0)
j)♯ SjN−1
)
i,j≥0
. (59)
We claim that
Φ0(B)
♯ = Φ0(B
♯) for every B ∈ ON .
Since ON is spanned by products SlS
∗
m with multi-indices l, m and since the
mappings Φ0 and
♯ are continuous, it is sufficient to check the claim for B = SlS
∗
m.
If |l| 6= |m|, then both sides of the claimed identity are zero, whereas
Φ0(SlS
∗
m)
♯ = (SlS
∗
m)
♯ = SlˆS
∗
mˆ = Φ0(SlˆS
∗
mˆ) = Φ0((SlS
∗
m)
♯)
if |l| = |m|. This proves the claim and shows that (59) is equal to(
(S∗N−1)
iΦ0(S
i
N−1A
♯(S∗N−1)
j)SjN−1
)
i,j≥0
.
Repeating the arguments from Example 5.4 one easily gets that the operators
(S∗r )
iΦ0(S
i
rA
♯(S∗r )
j)Sjr
are independent of the choice of r ∈ Ω. Thus, (59) further coincides with(
(S∗0)
iΦ0(S
i
0A
♯(S∗0)
j)Sj0
)
i,j≥0
whence
W˜ (a) = Ψ(A♯).
Now we conclude as follows. The mapping
a = (PNnAPNn) + Gη 7→ A = s-limPNnAPNn
is a linear contraction by the Banach-Steinhaus theorem. As already mentioned,
the mapping A 7→ A♯ is a linear contraction (and even an isometry) on ON , and
from Theorem 5.7 we recall that the mapping A♯ 7→ Ψ(A♯) is a linear contraction,
too, with range in TN .
Now we consider the second summand in (58). Abbreviate e−pn to pin and recall
the definition (28) of Πn.
Proposition 6.11 The mapping W˜ is a ∗-homomorphism from pinJNpin into
ΠnCNΠn for every n ≥ 1.
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Proof. Let a ∈ JN . First we show that W˜ (pinapin) ∈ ΠnCNΠn. For, write
pin = e− pn =
∑n−1
i=0 (pi − pi+1) with the convention p0 := e. Then
pinapin =
n−1∑
i,k=0
(pi − pi+1)a(pk − pk+1)
=
n−1∑
i,k=0
(s∗0)
i(e− p1)s
i
0a(s
∗
0)
k(e− p1)s
k
0
=
n−1∑
i,k=0
(s∗0)
i(e− p1)dik(e− p1)s
k
0 (60)
where the dik can be found in S
par
N by Corollary 6.3 and (44). Since S
par
N is
spanned by the products sµs
∗
ν with multi-indices µ and ν of the same length, the
assertion will follow once we have shown that
W˜ ((s∗0)
i(e− p1)sµs
∗
ν(e− p1)s
k
0) ∈ ΠnCNΠn (61)
whenever |µ| = |ν|. The right-hand side of (61) is the matrix(
(S∗N−1)
rW00((e− p1)s
r
0(s
∗
0)
i(e− p1)sµs
∗
ν(e− p1)s
k
0(s
∗
0)
t(e− p1))S
t
N−1
)
r,t≥0
.
Only the ikth entry of this matrix is non-zero, and this entry equals
(S∗N−1)
iW00((e− p1)s
i
0(s
∗
0)
i(e− p1)sµs
∗
ν(e− p1)s
k
0(s
∗
0)
k(e− p1))S
k
N−1.
By Proposition 6.6, this entry further coincides with
(S∗N−1)
iW00((e− p1)s
i
0(s
∗
0)
i(e− p1))×
×W00((e− p1)sµs
∗
ν(e− p1))W00((e− p1)s
k
0(s
∗
0)
k(e− p1))S
k
N−1
which on its hand is the same as
(S∗N−1)
iSiN−1(S
∗
N−1)
iSµˆS
∗
νˆS
k
N−1(S
∗
N−1)
kSkN−1 = (S
∗
N−1)
iSµˆS
∗
νˆS
k
N−1
by Corollary 6.7. Thus, the right-hand side of (61) coincides with
(Πi −Πi−1)ΣN−1Ψ(SµˆS
∗
νˆ)Σ
∗
N−1(Πk − Πk−1)
(with the convention Π0 := 0). Clearly, this matrix is in ΠnCNΠn, which proves
(61).
It is now evident that the mapping W˜ : pinJNpin → ΠnCNΠn is linear and
symmetric. It remains to verify that this mapping is multiplicative,
W˜ (pinapin) W˜ (pinbpin) = W˜ (pinapinbpin) for a, b ∈ JN . (62)
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It is an elementary fact that a linear mappingW between algebras A and B which
are spanned by subsets L and M, respectively, is multiplicative if (and only if)
W (l)W (m) = W (lm) for each choice of elements l ∈ L and m ∈ M. Thus, and
by the first part of this proof, it is sufficient to verify the equality (62) in case
pinapin = (s
∗
0)
i(e− p1)sµs
∗
ν(e− p1)s
k
0,
pinbpin = (s
∗
0)
l(e− p1)sλs
∗
τ (e− p1)s
m
0
with multi-indices µ, ν, λ and τ such that |µ| = |ν| and |λ| = |τ |. From above
we infer that only the ikth entry of the matrix W˜ (pinapin) is different from zero,
and this entry is (S∗N−1)
iSµˆS
∗
νˆS
k
N−1. Similarly, only the lmth entry of the matrix
W˜ (pinbpin) not zero, and this entry equals (S
∗
N−1)
lSλˆS
∗
τˆS
m
N−1. Consequently, the
matrix W˜ (pinapin) W˜ (pinbpin) is not the zero matrix only if k = l. In this case,
this matrix has at most one non-vanishing entry, namely the imth entry, which
is
(S∗N−1)
iSµˆS
∗
νˆS
k
N−1 · (S
∗
N−1)
kSλˆS
∗
τˆS
m
N−1. (63)
Now we consider W˜ (pinapinbpin). It is pinapinbpin 6= 0 only if k = l, in which case
pinapinbpin = (s
∗
0)
i(e− p1)sµs
∗
ν(e− p1)s
k
0 · (s
∗
0)
k(e− p1)sλs
∗
τ (e− p1)s
m
0 .
Further, the product
(e− p1)s
r
0pinapinbpin(s
∗
0)
t(e− p1)
is not zero only if r = i and m = t. Consequently, the matrix W˜ (pinapinbpin) is
not zero only if k = l. In this case, only the imth entry of this matrix does not
vanish. This entry is
(S∗N−1)
iSiN−1(S
∗
N−1)
iSµˆS
∗
νˆS
k
N−1 · (S
∗
N−1)
kSλˆS
∗
τˆS
m
N−1(S
∗
N−1)
mSmN−1,
which coincides with (63).
Corollary 6.12 The mapping W˜ is a linear contraction from JN into CN .
Proof. Let j ∈ JN . From Lemma 4.4 we infer that
lim
n→∞
‖j − pinjpin‖ = 0 for each j ∈ JN . (64)
Hence, (pinjpin)n≥1 is a Cauchy sequence. From Proposition 6.11 we further infer
that W˜ : pinJNpin → ΠnCNΠn is a
∗-homomorphism, hence contractive:
‖W˜ (pinjpin)‖ ≤ ‖pinjpin‖ for alln ≥ 1. (65)
Since pinjpin ∈ pimJNpim for m ≥ n, we conclude that
‖W˜ (pinjpin)− W˜ (pimjpim)‖ ≤ ‖pinjpin − pimjpim‖
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whenever m ≥ n. Hence, (W˜ (pinjpin))n≥1 is a Cauchy sequence. Let J denote
its limit. Since all entries of the matrix mapping W˜ are continuous, we conclude
from
‖W˜ (pinjpin)− J‖ → 0
that J = W˜ (j). Now it is clear that W˜ (j) ∈ CN , and passing to the limit as
n→∞ in (65) yields ‖W˜ (j)‖ ≤ ‖j‖ for every j ∈ cJN .
Corollary 6.13 The mapping W˜ : JN → CN is a
∗-homomorphism.
Proof. We have to show that W˜ is a multiplicative mapping on JN . Let j1, j2 ∈
JN . By Lemma 4.4, j1j2 = lim pinj1pinj2pin, and since W˜ is continuous on JN ,
W˜ (j1j2) = lim W˜ (pinj1pinj2pin).
Since W˜ is multiplicative on pinJNpin by Proposition 6.11, this implies
W˜ (j1j2) = lim W˜ (pinj1pin) W˜ (pinj2pin) = W˜ (j1)W˜ (j2),
whence the assertion.
Corollary 6.14 The mapping W˜ is bounded on all of SN .
Proof. Let (An) + Gη ∈ SN . In accordance with (58), we write this coset as
(An) + Gη = ((PNnAPNn) + Gη) + ((Jn) + Gη) =: a+ j (66)
with A := s-limAnPNn and j = (Jn) + Gη ∈ JN . Then
‖a‖ = ‖(PNnAPNn) + Gη‖ ≤ ‖A‖ ≤ ‖(An) + Gη‖,
i.e., the first summand in (66) depends continuously on (An) + Gη. From ‖a‖ ≤
‖a+ j‖ we obtain ‖j‖ ≤ ‖a+ j‖+ ‖a‖ ≤ 2 ‖a+ j‖, whence
‖W˜ (a+ j)‖ ≤ ‖W˜ (a)‖+ ‖W˜ (j)‖ ≤ ‖a‖+ ‖j‖ ≤ 3 ‖a+ j‖
due to Proposition 6.10 and Corollary 6.12.
Proposition 6.15 The mapping W˜ is a ∗-homomorphism from SN into TN .
Proof. It is sufficient to verify that W˜ is multiplicative on SN . We start with
showing a partial multiplicativity result,
W˜ (apik) = W˜ (a)Πk for each a ∈ SN . (67)
Indeed, the matrix representation of W˜ (apik) is(
(S∗N−1)
iW00((e− p1)s
i
0a pik(s
∗
0)
j(e− p1)︸ ︷︷ ︸)SjN−1
)
i,j≥0
,
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and the underbraced expression equals
pik(s
∗
0)
j(e− p1) = (e− pk)(s
∗
0)
j(e− p1)
= (e− pk)(pj − pj+1)(s
∗
0)
j
=
{
0 if k ≤ j
(pj − pj+1 − pk + pkpj+1)(s
∗
0)
j if k > j
=
{
0 if k ≤ j
(pj − pj+1)(s
∗
0)
j if k > j
=
{
0 if k ≤ j
(s∗0)
j(e− p1) if k > j
whence the assertion (67). For the proof of the general assertion, let a, b ∈ SN .
Since pik ∈ JN for every k by Proposition 4.2 and W˜ is multiplicative on JN , we
get
W˜ (apimbpik) = W˜ (apim) W˜ (bpik)
for all k, m ≥ 0. By (67),
W˜ (apimbpik) = W˜ (a)Πm W˜ (b)Πk.
For m → ∞ we have apimbpik → abpik by Lemma 4.4 (recall that pik ∈ JN) and
Πm → I strongly. Thus, due to the continuity of W˜ ,
W˜ (abpik) = W˜ (a) W˜ (b)Πk.
Invoking (67) again and letting k tend to infinity, we arrive at the assertion.
We prepare the proof of the next proposition by a simple lemma.
Lemma 6.16 Every coset in (e− p1)SN (e− p1) can be written in the form (e−
p1)c(e− p1) with c = (PNnCPNn)n≥0 + Gη with C ∈ O
par
N .
Proof. The assertion holds for cosets of the form (e−p1)srs
∗
t (e−p1) with multi-
indices r, t of the same length. Indeed, it follows immediately from the identities
(10) that
(e− p1)srs
∗
t (e− p1) = (e− p1) ((PNnSrS
∗
t PNn)n≥0 + Gη) (e− p1).
Then, by Corollary 6.3, the assertion holds for all cosets in a dense subalgebra of
(e−p1)SN(e−p1). Let now a be an arbitrary element of SN . Let ((e−p1)an(e−
p1))n≥1 be a sequence in this dense subalgebra which converges to (e−p1)a(e−p1)
in the norm. As we have just checked, there are operators An ∈ O
par
N such that
(e− p1)an(e− p1) = (PNnAnPNn)n≥0 + Gη.
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Applying the homomorphism W00 to both sides of this equality we obtain
W00((e− p1)an(e− p1)) = A
♯
n
for every n. Since the sequence ((e−p1)an(e−p1))n≥1 converges, (A
♯
n) is a Cauchy
sequence. But then (An) is a Cauchy sequence; hence, convergent, too. Let A
denote its limit. Then A ∈ OparN and, clearly, (e−p1)a(e−p1) = (PNnAPNn)n≥0+
Gη.
Proposition 6.17 The mapping W˜ is injective on JN .
Proof. The assertion will follow once we have shown that
W˜ is injective on pinJNpin for every n ≥ 1. (68)
Indeed, let (68) be satisfied, and let j ∈ JN be an element with W˜ (j) = 0. Then
ΠnW˜ (j)Πn = 0 for every n. By (67), this implies W˜ (pinjpin) = 0 for every n.
From (68) we infer that pinjpin = 0 for every n. Passage to the limit n → ∞
yields j = 0, which implies the desired injectivity.
Further, (68) will follow once we have shown that
W˜ is injective on pi1JNpi1 = (e− p1)JN(e− p1). (69)
Indeed, let (69) be satisfied, and let j ∈ JN be such that
W˜ (pinjpin) = ΠnW˜ (j)Πn = 0 for some n ≥ 0.
Then
(S∗N−1)
iW00((e− p1)s
i
0j(s
∗
0)
k(e− p1))S
k
N−1 = 0
for all i, k ≤ n − 1. Multiplication by SiN−1 from the left and by (S
∗
N−1)
k from
the right-hand side yields
SiN−1(S
∗
N−1)
iW00((e− p1)s
i
0j(s
∗
0)
k(e− p1))S
k
N−1(S
∗
N−1)
k = 0 (70)
for i, k ≤ n− 1. Because of
SiN−1(S
∗
N−1)
i = W00((e− p1)s
i
0(s
∗
0)
i(e− p1))
and by the multiplicativity of W00 on (e− p1)JN(e− p1), we conclude from (70)
that
W00((e− p1)s
i
0(s
∗
0)
i(e− p1)s
i
0j(s
∗
0)
k(e− p1)s
k
0(s
∗
0)
k(e− p1)) = 0.
Since
(e− p1)s
i
0(s
∗
0)
i(e− p1) = (e− p1)s
i
0(s
∗
0)
i,
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this finally implies that
W00((e− p1)s
i
0j(s
∗
0)
k(e− p1)) = 0 if i, k ≤ n− 1.
Via assumption (69), this gives
(e− p1)s
i
0j(s
∗
0)
k(e− p1) = 0 if i, k ≤ n− 1 (71)
(note that
W˜ ((e− p1)r(e− p1)) =

W00((e− p1)r(e− p1)) 0 . . .0 0 . . .
...
...
. . .


for every element r of JN , which implies that W00 is injective whenever (69)
holds). Multiplying (70) from the left by (s∗0)
i and by sk0 from the right-hand side
and taking into account that (s∗0)
i(e− p1)s
i
0 = pi − pi+1 we obtain
(pi − pi+1)j(pk − pk+1) = 0 if i, k ≤ n− 1.
Summation over 0 ≤ i, k ≤ n − 1 gives pinjpin = 0, whence the injectivity of W˜
on pinJNpin.
It remains to prove (69). Let j ∈ JN and W˜ ((e−p1)j(e−p1)) = 0. Employing
Lemma 6.16, we can write (e− p1)j(e− p1) as
(e− p1) ((PNnCPNn)n≥0 + Gη) (e− p1) with C ∈ O
par
N .
Consequently,
0 = W00((e− p1)j(e− p1)) = Φ0(C
♯) = C♯
since Φ is an expectation from ON onto O
par
N and C belongs to the latter subal-
gebra. Thus, C = 0, which implies that (e − p1)j(e− p1). The injectivity of W˜
on pi1JNpi1 follows.
Now we can finish the proof of Theorem 6.8 as follows. The mapping W˜ is an
injective ∗-homomorphism on JN as we have just seen. Hence, by Corollary 4.9,
W˜ is an injective ∗-homomorphism on SN . The range of this homomorphism
contains the generating operators Σk of TN ; thus, W˜ maps SN onto TN . Since W˜
maps the generating element e− p1 of the ideal JN to the generating element Π1
of CN , it is further clear that W˜ maps JN onto CN .
6.4 Some consequences of Theorem 6.8
Stability. The assertion of Theorem 6.8 is equivalent to the following stability
criterion.
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Theorem 6.18 A sequence A = (An) in Sη(ON ) is stable if and only if the
operator W˜ (A+ Gη) is invertible.
Specifying this result to finite sections sequences for operators in the Cuntz al-
gebra yields
Corollary 6.19 Let A ∈ ON . Then the sequence (PNnAPNn)n≥0 is stable if and
only if the (stratified) Toeplitz operator Ψ(A♯) = T (fA♯) ∈ L(l
2(Z+, l2(Z+))) is
invertible.
Proof. Set a := (PNnAPNn)n≥0 + Gη. We have to show that W˜ (a) = Ψ(A
♯). If
A is a product SlS
∗
m with multi-indices l and m, then this equality follows from
(43) and (57) by noting that the latter implies
W˜ (sls
∗
m) = SlˆS
∗
mˆΛ|mˆ|−|lˆ|
due to the homomorphy of W˜ and that
SlˆS
∗
mˆΛ|mˆ|−|lˆ| = (SlS
∗
m)
♯Λ|m|−|l|
with Λ defined by (42). The general case follows from this partial result since the
products SlS
∗
m span a dense subalgebra of ON .
Fractality. The following is certainly the most important consequence of The-
orem 6.8. It can also serve as a perfect illustration to Theorem 2.4. The proof
will follow directly from the special form of the homomorphism W˜ .
Corollary 6.20 The algebra Sη(ON ) is fractal.
Proof. Recall that the entries of the matrix operator W˜ ((An)+Gη) are defined by
strong limits. Consequently, if only an (infinite) subsequence of (An) is known,
one can nevertheless determine the operator W˜ ((An) + Gη) ∈ TN . Since W˜ :
SN → TN is an isomorphism one can, thus, reconstruct the coset of (An) modulo
Gη from each subsequence of (An).
Spectral approximation. As already mentioned, sequences in fractal algebras
are distinguished by their excellent convergence properties. To mention only a
few of them, let σ(a) denote the spectrum of an element a of a C∗-algebra with
identity element e, write σ2(a) for the set of the singular values of a, i.e., σ2(a)
is the set of all non-negative square roots of elements in the spectrum of a∗a and
finally, for ε > 0, let σ(ε)(a) refer to the ε-pseudospectrum of a, i.e. to the set of
all λ ∈ C for which a− λe is not invertible or ‖(a− λe)−1‖ ≥ 1/ε. Let further
dH(M, N) := max {max
m∈M
min
n∈N
|m− n|, max
n∈N
min
m∈M
|m− n|}
denote the Hausdorff distance between the non-empty compact subsets M and
N of the complex plane.
42
Theorem 6.21 Let (An) be a sequence in Sη(ON ) and set a := (An)+Gη. Then
the following set-sequences converge with respect to the Hausdorff distance as
n→∞ :
(a) σ(An)→ σ(W˜ (a)) if a is self-adjoint;
(b) σ2(An)→ σ2(W˜ (a));
(c) σ(ε)(An)→ σ
(ε)(W˜ (a)).
The proof follows immediately from the stability criterion in Theorem 6.8 above
and from Theorems 3.20, 3.23 and 3.33 in [9]. Let us emphasize that in general
one cannot remove the assumption a = a∗ in assertion (a), whereas (c) holds
without any assumption. This observation is only one reason for the present
increasing interest in pseudospectra. For detailed presentations of pseudospectra
and their applications as well as of other spectral quantities see the monographs
[2, 3, 9, 17] and the references therein.
Compactness and Fredholm properties. Recall the definition of the algebra
F of all bounded sequences of matrices and of its ideal K ideal of the compact
sequences from Section 3.3 and let Fη and Kη denote the corresponding restricted
algebras.
Proposition 6.22 The only compact sequences in Sη(ON ) are the sequences in
Gη.
Proof. By Corollary 6.9, JN is the only non-trivial closed ideal of SN . Thus, the
intersection SN ∩ (Kη/Gη) is either SN , JN , or {0}. Since already JN contains
cosets of non-compact sequences (e.g., the coset e− p1), the assertion follows.
Corollary 6.23 Every Fredholm sequence in Sη(ON) is stable.
The Fredholm property of a sequence (An) of matrices can be expressed in terms
of the singular values of the An. To specify this remark to sequences (An) ∈
Sη(ON ), let
0 ≤ s1(An) ≤ s2(An) ≤ . . . ≤ sNn(An) = ‖An‖ (72)
be the decreasingly ordered sequence of the singular values of An. The following is
then an immediate consequence of Corollary 6.14 in [14]. Note that the condition
of essential fractality, which is assumed in Corollary 6.14, is evidently satisfied in
the present context.
Proposition 6.24 Let (An) ∈ Sη(ON). If the sequence (An) is stable, then
the sequence (s1(An)) is bounded below from zero by a positive constant. If the
sequence (An) fails to be stable, then
lim
n→∞
sk(An) = 0 for each k ≥ 1.
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An open question. In [9] there are considered discretizations by the finite
sections method of several concrete algebras A of operators on l2(Z+). In all
cases, we observed that the associated quasicommutator ideal J (A) is a direct
(or c0−) sum of elementary ideals (i.e. ideals which are isomorphic to the ideal of
the compact operators on a Hilbert space). Above we have seen that the ideal JN
is isomorphic to CN and, hence, to a corner of a tensor product of an AF-algebra
by K(l2(Z+)). Is this the archetypal picture of a fractal irreducible ideal in F?
7 Spatial discretization of the extended Cuntz
algebra
Here we consider the smallest C∗-subalgebra OextN of L(l
2(Z+)) which contains the
(concrete) Cuntz algebra ON and the ideal K(l
2(Z+)) of the compact operators.
We let Sη(O
ext
N ) denote the smallest C
∗-subalgebra of the sequence algebra Fη
which contains all finite sections sequences (PNnAPNn)n≥0 of operators A ∈ O
ext
N
and set SextN := Sη(O
ext
N )/Gη. Further, let
J compN := {(PNnKPNn)n≥0 + Gη : K ∈ K(l
2(Z+))}.
Proposition 7.1 The set J compN is a closed ideal of S
ext
N , and every coset a ∈ S
ext
N
can be uniquely written as b+ k with b ∈ SN and k ∈ J
comp
N .
Proof. It is evident from the above definitions that J compN is contained in S
ext
N ,
and it is easy to see that J compN is a closed ideal of S
ext
N (compare the proof
of Theorem 1.19 in [9]). Since every sequence (PNnKPNn)n≥0 with a compact
operator K is compact, one has J compN ⊂ Kη/Gη. From Proposition 6.22 we thus
conclude that SextN ∩ J
comp
N is the zero ideal, whence the assertion.
We let W be the mapping which associates with every sequence in Sη(O
ext
N ) its
strong limit. Clearly,W is a ∗-homomorphism which has the ideal Gη in its kernel.
Thus, the quotient homomorphism
SextN → L(l
2(Z+)), (An)n≥0 + Gη 7→ W ((An)n≥0)
is correctly defined; we denote it by W again. Further we extend the definition
of the homomorphism W˜ from SN to the extended algebra S
ext
N by writing every
element a of SextN as b+k with b and k as in Proposition 7.1 and setting W˜ (a) :=
W˜ (b). It is easy to check that W˜ is a ∗-homomorphism on the extended algebra
SextN . Note that JN is in the kernel of W and J
comp
N is in the kernel of (the
extended) W˜ .
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Remark 7.2 One can also give an explicit definition of the extended homomor-
phism W˜ . For, recall that W˜ is defined on SN via the homomorphism W00 which
on its hand is defined on cosets (PNnAPNn) + GN with A ∈ O
par
N by the strong
limit
s-limn→∞RNnPNnAPNnRNn
(compare (55)). It is easy to check that this limit exists as well if A is a compact
operator, in which case this limit is zero.
Theorem 7.3 A sequence A = (An) ∈ Sη(O
ext
N ) is stable if and only if the
operators W (A+ Gη) and W˜ (A+ Gη) are invertible.
Proof. It is evident that the stability of A implies the invertibility ofW (A+Gη)
and W˜ (A + Gη). Conversely, assume that these operators are invertible for a
sequence A ∈ Sη(O
ext
N ). Set a := A + Gη and write a as b + k with b and k
as in Proposition 7.1. Then W˜ (b) = W˜ (a) is invertible, whence the invertibility
of b by Theorem 6.18. Thus, the sequence A is the sum of a stable sequence
and of a sequence of the form (PNnKPNn) with a compact operator K. Now the
assertion follows immediately from a general result on compact perturbations;
see Corollary 1.22 in [9].
The following is an immediate consequence of this stability result and of Theorem
1.69 in [9]. Note that the homomorphisms W and W˜ are fractal in the sense of
Definition 1.62 in [9]. This fact is evident for W , and it has been checked in the
proof of Corollary 6.20 for W˜ .
Corollary 7.4 The algebra Sη(O
ext
N ) is fractal.
As above, fractality has striking consequences for the asymptotic behavior of
some spectral quantities.
Theorem 7.5 Let (An) be a sequence in Sη(O
ext
N ) and set a := (An) +Gη. Then
the following set-sequences converge with respect to the Hausdorff distance as
n→∞ :
(a) σ(An)→ σ(W (a)) ∪ σ(W˜ (a)) if a is self-adjoint;
(b) σ2(An)→ σ2(W (a)) ∪ σ2(W˜ (a));
(c) σ(ε)(An)→ σ
(ε)(W (a)) ∪ σ(ε)(W˜ (a)).
Finally we consider the Fredholm properties of sequences in Sη(O
ext
N ). We use
the notation (72) for the singular values.
Theorem 7.6 Let (An) be a sequence in Sη(O
ext
N ) and set a := (An) + Gη.
(a) The sequence (An) is Fredholm if and only if the operator W˜ (a) is invertible.
In this case, the operator W (a) is Fredholm.
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(b) Let (An) be a Fredholm sequence and k := dim kerW (a). Then
lim
n→∞
σk(An) = 0 and lim inf
n→∞
σk+1(An) > 0. (73)
Proof. For assertion (a), write a as b + k with b and k as in Proposition 7.1.
If a is invertible modulo J compN , then b is invertible modulo J
comp
N ; hence b is
invertible due to Corollary 6.23. Thus, W˜ (a) = W˜ (b) is invertible. Conversely,
if W˜ (a) is invertible, then W˜ (b) is invertible, whence the invertibility of b via
Theorem 6.18. But then b+ k = a is Fredholm.
Assertion (b) can be derived from Theorem 6.12 in [9]. But note that the
assumption of a standard algebra which is made in [9] is not satisfied in the
present context. A look at the proof of 6.12 in [9] shows that this assumption is
not really needed. A short direct proof is in [16].
8 Appendix
The algebra F of all bounded sequences of matrices is an algebra with polar
decomposition in the following sense: A C∗-algebraA has the polar decomposition
property if every element a of A can be written as a = ru with a unitary element
u ∈ A and a positive element r ∈ A. It is well-known from Linear Algebra that
every matrix A ∈ Cn×n admits a polar decomposition. Thus, Cn×n owns the
polar decomposition property, and so does the algebra F and each quotient of F .
If A is a unital C∗-algebra with polar decomposition property, then every
element of A which is invertible from one side is invertible from both sides.
Indeed, let b ∈ A be a left inverse of a ∈ A, and write a as a = ru. From
ba = bru = e we get br = u∗ and ubr = e. Hence, r is invertible from the left-
hand side. Taking adjoints in ubr = e we get the invertibility of r from the right.
Thus, r is invertible, and so is a. In particular, every isometry in an algebra with
polar decomposition is unitary.
Corollary 8.1 Algebras with polar decomposition cannot contain Cuntz algebras
ON with N ≥ 2 as subalgebras.
Indeed, let A be a C∗-algebra with polar decomposition, let N ≥ 2, and assume
there are isometries s0, . . . , sN−1 ∈ A with s0s
∗
0 + . . .+ sN−1s
∗
N−1 = e. Then the
si are unitaries, whence sis
∗
i = e for every i. Substituting sis
∗
i = e in the Cuntz
axiom gives Ne = e, a contradiction.
Corollary 8.2 For N ≥ 2, there are no proper closed ideal J of F and no
sequences (S
(0)
n )n≥1, . . . , (S
(N−1)
n )n≥1 in F such that(
(S(i)n )
∗S(i)n − In
)
∈ J for all i (74)
and (
S(0)n (S
(0)
n )
∗ + . . .+ S(N−1)n (S
(N−1)
n )
∗ − In
)
∈ J . (75)
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This argument does not work if we replace F by a subalgebra, B say, since the
factors of the polar decomposition need not belong to B.
Note that, in contrast to Cuntz algebras, the Toeplitz algebra T (C), which is
the universal algebra generated by one isometry, can be embedded in a quotient of
F . Indeed, let S(T (C)) stand for smallest closed subalgebra of F which contains
all sequences (PnAPn) of finite sections of operators A ∈ T (C). One can show
(see Theorem 1.53 in [9] for instance) that every sequence (An) in S(T (C)) can
be uniquely written as
(An) = (PnT (f)Pn) + (PnKPn) + (RnLRn) + (Gn)
where T (f) is a Toeplitz operator with continuous generating function f , K and
L are compact operators, and (Gn) is a sequence tending to zero in the norm
(recall the definition of the operators Rn at the beginning of Section 6.2). It is
not hard to check that the set
J := {(RnLRn) + (Gn) : K compact, ‖Gn‖ → 0}
forms a closed ideal of S(T (C)) and that the quotient S(T (C))/J is isomorphic
to T (C). In particular, S(T (C))/J contains (and is generated by) the non-
unitary isometry (PnV Pn) + J where V is the forward shift operator on l
2(Z+).
Note that J is contained in the ideal K of the compact sequences of F defined
in Section 3.3.
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