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A STUDY OF CONDITIONAL SPREADING SEQUENCES
SPIROS A. ARGYROS, PAVLOS MOTAKIS, AND BU¨NYAMIN SARI
Abstract. It is shown that every conditional spreading sequence can
be decomposed into two well behaved parts, one being unconditional and
the other being convex block homogeneous, i.e. equivalent to its convex
block sequences. This decomposition is then used to prove several re-
sults concerning the structure of spaces with conditional spreading bases
as well as results in the theory of conditional spreading models. Among
other things, it is shown that the space C(ωω) is universal for all spread-
ing models, i.e., it admits all spreading sequences, both conditional and
unconditional, as spreading models. Moreover, every conditional spread-
ing sequence is generated as a spreading model by a sequence in a space
that is quasi-reflexive of order one.
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1. Introduction
The notion of a spreading model has been in the heart of the theory of
Banach spaces since its conception in 1974 by L. Brunel and A. Sucheston
[BS1]. A bounded sequence (xi)i in a Banach space is said to generate a
sequence (ei)i in a semi-normed space as a spreading models if for any n ∈ N
and ε > 0 there is n0 ∈ N with the property that for any n0 6 k1 < · · · < kn
and scalars a1, . . . , an
(1)
∣∣∣∣∣
∥∥∥∥∥
n∑
i=1
aixki
∥∥∥∥∥−
∥∥∥∥∥
n∑
i=1
aiei
∥∥∥∥∥
∣∣∣∣∣ < ε.
A Banach space, or a subset of that space, is said to admit (ei)i as a spread-
ing model if there exists a sequence (xi)i in that set generating (ei)i as a
spreading model. As it was proved in [BS1] every bounded sequence in a
Banach space has a subsequence generating some spreading model. The
first and foremost property of a spreading model is that it is a 1-spreading
sequence, i.e. it is isometrically equivalent to its subsequences. A spreading
sequence need not be Schauder basic, however this paper is focused on those
spreading sequences that are conditional Schauder basic. Typical examples
of such sequences are the summing basis of c0 and the boundedly compete
basis of James space J from [J1]. For a thorough study of basic properties
of spreading models and spreading sequences we refer the reader to [BL].
There have been several applications of the concept of spreading models,
a concept that describes the asymptotic behavior of a sequence in a Banach
space. It has been utilized as a tool to prove several important results as
it can be used to witness canonical infinite dimensional structure exhibited
on finite, yet increasingly large, segments of an infinite sequence. A typi-
cal example concerns unconditional structure. Although there exist Banach
spaces not containing infinite unconditional sequences (see e.g. [GM]), it is
well known and not difficult to show that every infinite dimensional Banach
space contains a sequence generating an unconditional spreading model.
Perhaps surprisingly, there is also a strong relationship between the spread-
ing models admitted by a Banach space and the behavior of strictly singular
operators on that space. In [AOST] it is shown that if a Banach space X con-
tains sequences that generate spreading models with certain properties, then
there exists a subspace W of X that fails the scalar-plus-compact property.
In [ADST] the authors expand on this connection by studying the interaction
between classes of Sξ-spreading models and compositions of strictly singular
operators. Broadly speaking, understanding the Sξ-spreading models of a
Banach space may provide information about whether compositions of cer-
tain strictly singular operators are compact. The strong connection between
the theory of spreading models and operator theory is made very clear in
[AM2] where the first two authors constructed the first known example of
a reflexive Banach space with the invariant subspace property. The proof
of this fact is based on manipulating properties of spreading models in the
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space that allow to draw conclusions concerning as to when compositions of
appropriate operators are compact.
A spreading sequence that is also unconditional is called subsymmetric.
As mentioned earlier, the main focus of this paper is to study conditional
spreading sequences. Of particular interest is the boundedly complete basis
(ei)i of James space J , the first known Banach space that is quasi-reflexive
of order one. In this space the norm of a vector x =
∑∞
i=1 aiei is given by
the formula
(2) ‖x‖ = sup



 n∑
k=1

∑
i∈Ek
ai


2

1/2

 ,
where the supremum is taken over all possible choices of successive inter-
vals (Ek)
n
k=1 of N. Similarly, one may replace the ℓ2-sum in (2) with the
norm over a subsymmetric sequence (xi)i to obtain a conditional spread-
ing sequence, called the jamesification of (xi)i. This was first considered in
[BHO]. A feature shared by all aforementioned spreading sequences is that
they are equivalent to their convex block sequences, a property we shall
refer to as convex block homogeneity. Sequences with this property are ei-
ther conditional spreading or they are equivalent to the unit vector basis of
ℓ1. Interestingly, it also turns out to be related to an isometric definition
introduced by Brunel and Sucheston in [BS2], namely that of equal signs
additive sequences (see Definition 3.3, Section 3). The aforementioned paper
seems to be the first attempt aimed towards studying conditional spreading
sequences, or at least a subclass of them.
Theorem I. Let X be a Banach space with a Schauder basis (ei)i. Then,
the sequence (ei)i is convex block homogeneous if and only if X admits an
equivalent norm with respect to which (xi)i is equal signs additive.
The most elementary process that leads to conditional spreading bases
that are not convex block homogeneous is to take the maximum of a sub-
symmetric norm and the jamesification of another subsymmetric norm. The
natural question to ask is whether this is the unique way by which con-
ditional spreading sequences are obtained. As it is explained in the last
section of this paper the answer to this question is negative. Nevertheless,
there exists a very nice and useful characterization in terms of decomposing
a conditional spreading norm into its constituent parts. In the result below,
we naturally identify every Schauder basic sequence with the unit vector
basis of c00(N).
Theorem II. Let ‖ · ‖ be a norm on c00(N) with respect to which the unit
vector basis (ei)i is conditional spreading. Then, there exist two norms ‖·‖u
and ‖ · ‖c, both defined on c00(N) satisfying the following.
(i) The unit vector basis (ei)i is subsymmetric with respect to ‖ · ‖u.
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(ii) The unit vector basis (ei)i is conditional and convex block homoge-
neous with respect to ‖ · ‖c.
(iii) There exist positive constants κ and K so that for every x ∈ c00(N)
κmax {‖x‖u, ‖x‖c} 6 ‖x‖ 6 Kmax {‖x‖u, ‖x‖c} .
The above theorem can be translated into saying that if X is a Banach
space with a conditional spreading basis (ei)i then there exist Banach spaces
U and Z having Schauder bases (ui)i and (zi)i that are subsymmetric and
convex block homogenous respectively so that (ei)i is equivalent to the se-
quence (ui, vi)i in U⊕V . In other words, X is isomorphic to the diagonal of
U ⊕Z. We refer to (ui)i and (zi)i as the unconditional part and the convex
block homogeneous part of (ei)i respectively. The unconditional part is in
fact the sequence (e2i− e2i−1)i whereas the convex block homogeneous part
is given by a block sequence of averages of the basis that increase sufficiently
rapidly. It was already proved in [FOSZ] that the space U is complemented
inX, in factX ≃ U⊕X. It is also true that Z is complemented inX however
in interesting cases (i.e. whenever Z is not isomorphic to c0) X 6≃ Z ⊕X.
The aforementioned analysis can be used to prove regularity results for
spaces with conditional spreading bases that are uncommon for such broad
classes of Banach spaces. This concerns the behavior of block sequences,
non-trivial weak Cauchy sequences, as well as complemented subspaces of a
space with a conditional spreading basis.
Proposition III. Let X be a Banach space with a conditional spread-
ing basis (ei)i and let (zi)i be its convex block homogeneous part. Every
seminormalized block sequence (xi)i in X either has an unconditional sub-
sequence or it has a convex block sequence that is equivalent to (zi)i.
In fact, every convex block sequence of the basis that is equivalent to (zi)i
defines a bounded linear projection onto its linear span. We actually prove
a somewhat more general result that concerns arbitrary sequences that are
not necessarily block.
Proposition IV. Let X be a Banach space with a conditional spreading ba-
sis (ei)i and let (zi)i be its convex block homogeneous part. Every sequence
inX that is equivalent to (zi)i has a subsequence that spans a complemented
subspace of X.
We can combine the above Propositions to obtain a result that concerns
complemented subspaces of non-reflexive subspaces of a space X with a con-
ditional spreading basis, namely every non-reflexive subspace of X contains
a further subspace that is complemented in X. This complemented subspace
can be chosen to be very specific, a fact again manifesting the regularity of
the space X.
Theorem V. Let X be a Banach space with a conditional spreading basis
(ei)i and let (zi)i be its convex block homogeneous part. Let (xi)i be a
non-trivial weak Cauchy sequence in X. Then, (xi)i has a convex block
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sequence (wi)i that is either equivalent to the summing basis of c0 or to
(zi)i. Furthermore, the closed linear span of (wi)i is complemented in X.
The above result demonstrates the highly homogeneous structure of non-
reflexive subspaces of spaces with conditional spreading bases. If the convex
block homogeneous part of the basis is not equivalent to the summing basis
of c0 one can also deduce the following.
Theorem VI. Let X be a Banach space with a conditional spreading basis
(ei)i and let (zi)i be its convex block homogeneous part. Assume that (zi)i
is not equivalent to the summing basis of c0. Then, if X = Y ⊕W , exactly
one of the spaces Y and W contain a subspace Z˜ that is isomorphic to
Z = [(zi)i]. Furthermore, Z˜ is complemented in X.
This brings spaces that have a convex block homogeneous basis very close
to being primary, a fact that was proved for James space by P. G. Casazza in
[C]. Whether such spaces are actually primary or not is unknown to us and
it poses an interesting question as to whether such canonical behavior can
be witnessed by such a general class of Banach spaces. It is worth mention-
ing that Rosenthal’s dichotomy from [Ro2] plays a very important role in
conditional spreading bases. According to this dichotomy, a weakly Cauchy
sequence in a Banach space either has a strongly summing subsequence or a
convex block sequence that is equivalent to the summing basis of c0. It eas-
ily follows that a conditional spreading sequence is strongly summing if and
only if its convex block homogeneous part is not equivalent to the summing
basis of c0. As it is made evident from the above theorem, strongly summing
conditional spreading sequences have special properties. For example, if X
has such a basis then X is not isomorphic to its square.
Theorem II is not only useful for studying the structure of Banach spaces
with conditional spreading bases themselves, it can also be applied to study
conditional spreading models of Banach spaces. In fact, the motivation be-
hind the proof of Theorem II originates in questions surrounding conditional
spreading models. A fairly simple observation is the following.
Proposition VII. Every non-reflexive Banach space admits a spreading
model that is 1-convex block homogeneous.
This ought to be compared to [BS2, Theorem 5, page 296] where it is
shown that non-superreflexive Banach spaces that are B-convex have equal
signs additive sequences finitely representable in them. In a more specific
setting concerning the underlying space, in [O] it is proved that every sub-
symmetric sequence is admitted as a spreading model by the space C(ωω).
This is interesting because ωω is the first infinite ordinal number α for which
C(α) is not isomorphic to c0, a space with much poorer spreading model
structure. In fact, every spreading model of c0 is equivalent to a sequence
in c0, namely either unit vector basis of c0 or the summing basis of c0. We
extend the result from [O] as described below.
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Theorem VIII. The space C(ωω) admits all possible spreading models,
both the conditional and the unconditional ones.
The proof involves a construction similar to that of Schreier’s space S
from [S], a space that has a weakly null basis generating an ℓ1 spreading
model, yet the space S embeds into C(ωω). A noteworthy fact that was
proved in [AKT1] is that c0 admits every possible spreading sequence as a
2-spreading model. This is a notion of spreading models introduced and
studied in [AKT1] and [AKT2] where there is developed an entire theory
surrounding the so called ξ-spreading models. This theory examines the
idea of higher order spreading models in a direction that allows this notion
to be taken with respect transfinite ordinal numbers.
As demonstrated by the results being discussed above, in general, the in-
finite dimensional structure of the spreading models generated by a space X
can be quite different than the structure of the space X itself. In [B] a reflex-
ive Banach space is constructed that admits the unit vector basis of ℓ1 as a
spreading model. This is the first known example of a reflexive Banach space
admitting a non-reflexive spreading model. It is well known that whenever a
Banach space admits a conditional spreading sequence as a spreading model
then that space must be non-reflexive. In the spirit of the aforementioned
results we show that every conditional spreading sequence is the spreading
model of some quasi-reflexive Banach space, i.e. a non-reflexive Banach
space that is “as close as possible to being reflexive”. We furthermore show
that every subsymmetric sequence is generated as a spreading model by an
unconditional basis of some reflexive Banach space. These two results reveal
that a Schauder basic spreading sequence is admitted as a spreading model
of a sequence spanning in a sense the “smallest” possible type of Banach
space, depending on whether it is conditional or unconditional.
Theorem IX. Let (xi)i be a spreading Schauder basic sequence.
(i) If (xi)i is unconditional, then there exists a reflexive Banach space X
with an unconditional Schauder basis (ei)i that generates a spreading
model equivalent to (xi)i.
(ii) If (xi)i is conditional, then there exists a Banach space X that is
quasi-reflexive of order one with a Schauder basis (ei)i that generates
a spreading model equivalent to (xi)i.
The solution to this problem involves taking a suitable sequence in C(ωω)
and then applying a saturation method with constraints to the norm on
that sequence. This is performed in such a way that the desired spreading
model is preserved. Related to Theorems IX and VIII is a result from [AM3]
where a Banach space is constructed admitting all unconditional spreading
models in all of its infinite dimensional subspaces. We point out that the
space from [AM3] is hereditarily indecomposable, thus, it does not contain
unconditional sequences. This invites the question as to whether there exists
a Banach space all subspaces of which admit all possible spreading models,
both the conditional and the unconditional ones.
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The paper is organized into 13 sections and it can be broken up into
four main parts. The first part consists of Sections 2, 3, and 4 in which
preliminary facts and definitions are recalled, the definition of convex block
homogeneous sequences is studied, and the decomposition of conditional
spreading norms is proved. These sections form the foundation for the rest
of the paper and all other parts are based on it. In fact, parts two, three,
and four can be read independently from one another. The second part
consists of Sections 5, 6, 7, 8, and 9. These sections deal with studying the
structure of Banach spaces with conditional spreading bases. The third part
consists of Sections 10, 11, and 12. In these sections we study conditional
spreading sequences as spreading models of certain spaces. The last part
consists only of Section 13. It is devoted to showing that a certain convex
block homogeneous sequence is not generated via the jamesification process.
2. Preliminaries
We remind some preliminary notions that are integral to the rest of the
paper and we state certain known results that will be used repeatedly. We
also introduce the concept of the conditional jamesification of a Schauder
basic sequence. This is a slight modification of the notion of jamesification
introduced in [BHO].
A sequence (ei)i in a Banach space is spreading if it is equivalent to all
of its subsequences and it is called 1-spreading if the equivalent constants
are one. Not all spreading sequences are Schauder basic, however these are
the only ones that we shall consider. The sequence (ei)i is subsymmetric if
it is unconditional and spreading. 1-subsymmetric means 1-unconditional,
that is, the norm of vectors is invariant under changing the signs of coef-
ficients, and 1-spreading. Perhaps, a more often used notion in the theory
of spreading sequences is that of suppression unconditionality; a property
of the basis that the norm of vectors does not increase when any subset of
coefficients are deleted. In this paper we are mostly interested in conditional
spreading sequences, i.e. Schauder basic spreading sequences that are not
unconditional. We say ‖ · ‖ is a spreading norm on c00(N) if the unit vector
basis (ei)i is spreading with respect to the norm ‖ · ‖.
Let X be a Banach space with a conditional and spreading basis (ei)i.
Then the following are satisfied.
(i) The summing functional s(
∑
i aiei) =
∑
i ai is well defined and
bounded. If I is an interval of the natural numbers and PI is the
projection onto I associated to the basis (ei)i, we shall denote the
functional s ◦ PI by sI .
(ii) Let d1 = e1 and di+1 = ei+1 − ei for all i ∈ N. The sequence (di)i
forms a Schauder basis for X ([FOSZ, Theorem 2.3 b)]) and we shall
refer to it as the difference basis of X.
(iii) The sequence (ei)i is non-trivial weak Cauchy, that is, weak Cauchy
and not weakly convergent.
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The following two results were proved in [FOSZ, Theorem 2.3 a) and
Theorem 2.8], we include their statements as we refer to them quite often
in the sequel.
Proposition 2.1. Let X be a Banach space with a conditional spreading
basis (ei)i. If (xi)i is a block sequence of the basis with s(xi) = 0 for all
i ∈ N, then (xi)i is unconditional. If moreover (ei)i is 1-spreading, then (xi)i
is suppression unconditional.
If a sequence of successive finite intervals (Ii)i of N satisfies max Ii + 1 =
min Ii+1 for all i, then we say that the Ii’s are consecutive.
Proposition 2.2. Let X be a Banach space with a conditional spreading
basis (ei)i and let also I¯ = (Ii)i be a sequence of consecutive intervals of N.
The map PI¯ : X → X with
PI¯x =
∞∑
i=1
sIi(x)

 1
#Ii
∑
j∈Ii
ej


is a bounded linear projection. If, moreover, (ei)i is 1-spreading and ∪iIi =
N, then ‖PI¯‖ 6 3.
Conditional Jamesification. One way to obtain conditional norms is the
following. Let X be a Banach space with a Schauder basis (xi)i. We define
a norm on c00(N), called the conditional jamesification of X, as follows. For
x ∈ c00(N) set
(3) ‖x‖J˜(X) = max
{∥∥∥∥∥
n∑
i=1
sIi(x)xi
∥∥∥∥∥
}
where the maximum is taken over all consecutive intervals (Ii)
n
i=1 of N (i.e.
intervals that are successive and have no gaps between them). We also refer
to the unit vector basis of c00(N) endowed with ‖ · ‖J˜(X) as the conditional
jamesification of (xi)i. It is clear that if (xi)i is spreading, then the unit
vector basis (ei)i of c00(N) is spreading with respect to ‖ · ‖J˜(X).
Remark 2.3. Note that ‖ · ‖J˜(X) really depends on the basis (xi) of X
and ‖ · ‖J˜((xi)) would perhaps be a more appropriate notation. However, in
what follows the basis in question will always be explicit and will not lead
to confusion.
Remark 2.4. We mention that a norm denoted by ‖ · ‖J(X) very similar to
the above was considered in [BHO]. The important difference is that in the
definition of ‖·‖J(X) the intervals are allowed to have gaps whereas in ‖·‖J˜(X)
they are not. We shall adopt the terminology used in that paper and refer
to ‖ · ‖J(X) and ‖ · ‖J˜(X) as jamesification and conditional jamesificiation,
respectively.
A STUDY OF CONDITIONAL SPREADING SEQUENCES 9
Remark 2.5. The conditional jamesification of a subsymmetric sequence
(xi)i is equivalent to the jamesification of (xi)i. In fact, if (xi)i is suppression
unconditional then its jamesification and its conditional jamesification are
isometrically equivalent.
Remark 2.6. Iterating the procedure of conditional jamesification will not
lead to new norms. That is, if X is a Banach space with a Schauder basis
(xi)i, then the Schauder basis (ei)i of the conditional jamesification J˜(X)
of X is isometrically equivalent to its own conditional jamesification, i.e.
J˜(X) = J˜(J˜(X)).
An easy yet important observation is that conditional spreading sequences
dominate their convex block bases.
Lemma 2.7. Let X be a Banach space with a 1-spreading basis (ei)i. Then,
for every c1, . . . , cn ∈ R and convex block vectors x1, . . . , xn of the basis (ei)i,
we have ∥∥∥∥∥
n∑
i=1
cixi
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
i=1
ciei
∥∥∥∥∥ .
Proof. Assume that xk =
∑
i∈Fk
λki ei for k = 1, . . . , n and let x
∗ be a func-
tional with ‖x∗‖ = 1. Choose ik ∈ Fk so that ckx∗(eik) = max{ckx∗(ei) :
i ∈ Fk}. An easy computation yields the following:
x∗
(
n∑
k=1
ckxk
)
6 x∗
(
n∑
k=1
ckeik
)
6
∥∥∥∥∥
n∑
k=1
ckeik
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
ckek
∥∥∥∥∥ .

3. Convex block homogeneous bases
In this section we discuss the central concept introduced in this paper that
is also the main tool used herein to study conditional spreading sequences.
This is the notion of a convex block homogeneous sequence. Interestingly,
it turns out that this is an isomorphic formulation of an isometric property,
that of an equal signs additive (ESA) sequence, introduced by A. Brunel
and L. Sucheston in [BS2].
Definition 3.1. Let X be a Banach space and (xi)i be a Schauder basic
sequence in X.
(i) If (xi)i is equivalent to all of its convex block sequences then we say
that it is convex block homogeneous.
(ii) If (xi)i is isometrically equivalent to all of its convex block sequences
then we say that it is 1-convex block homogeneous.
A convex block homogeneous sequence is clearly spreading, and if it is
unconditional, then it is equivalent to the unit vector basis of ℓ1. A 1-
convex block homogeneous sequence is clearly 1-spreading. Furthermore,
by a standard argument, if a basis is convex block homogeneous then there
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exists a constant C so that it is C-equivalent to all of its convex block
sequences.
The simplest examples of convex block homogeneous bases are the unit
vector basis of ℓ1 and the summing basis of c0. Another classical example is
the boundedly complete basis of James space [J1]. In fact, the jamesification
of any subsymmetric sequence yields a convex block homogeneous basis. In
a later section we investigate whether these are the only possible convex
block homogeneous bases.
The first result of this section is a characterization of convex block homo-
geneous bases.
Proposition 3.2. Let X be a Banach space with a conditional spreading
basis (ei)i. The following statements are equivalent.
(i) The basis (ei)i is equivalent to its conditional jamesification (see (3),
page 8).
(ii) The sequence (s[1,n])n is spreading, i.e. equivalent to its subsequences
(for the definition of (s[1,n])n see page 7).
(iii) The basis (ei)i is convex block homogeneous.
(iv) Every block sequence (xn)n of averages of the basis is equivalent to
(ei)i.
Proof. We may assume without loss of generality that (ei)i is 1-spreading.
(i)⇒(ii): Choose C > 0 such that for every x ∈ c00 and consecutive
intervals (Ii)
n
i=1 of N we have ‖
∑n
i=1 si(x)ei‖ 6 C‖x‖. Let now n ∈ N,
λ1, . . . , λn ∈ R and k1 < · · · < kn ∈ N. An easy argument using the spread-
ing property of the basis (ei)i yields that ‖
∑n
i=1 λis[1,i]‖ 6 ‖
∑n
i=1 λis[1,ki]‖.
Let now x ∈ c00(N) with ‖x‖ = 1, set I1 = {1, . . . , k1}, Ii = {ki−1+1, . . . , ki}
for i > 2 and set x˜ =
∑n
i=1 sIi(x)ei. We have that ‖x˜‖ 6 C. A calculation
yields the following:
n∑
i=1
λis[1,ki](x) =
n∑
i=1
λis[1,i](x˜) 6 C
∥∥∥∥∥
n∑
i=1
λis[1,i]
∥∥∥∥∥ .
(ii)⇒(iii): Choose C > 0 so that for every n ∈ N, λ1, . . . , λn ∈ R
and k1 < · · · < kn ∈ N we have ‖
∑n
i=1 λis[1,ki]‖ 6 C‖
∑n
i=1 λis[1,i]‖.
Let (xk)k be a convex block sequence of the basis, where for each k we
have xk =
∑
i∈Fk
λki ei and let c1, . . . , cn ∈ R. By Lemma 2.7 we imme-
diately obtain that ‖∑ni=1 λixi‖ 6 ‖∑ni=1 λiei‖. On the other hand, let
x∗ =
∑m
k=1 µks[1,k], with ‖x∗‖ = 1. Set jk = maxFk. If y∗ =
∑m
k=1 µks[1,jk],
then ‖y∗‖ 6 C. A calculation yields the following.
x∗
(
n∑
k=1
ckek
)
=
n∑
k=1
ckx
∗(ek) =
n∑
k=1
cky
∗(xk) 6 C
∥∥∥∥∥
n∑
k=1
ckxk
∥∥∥∥∥ .
(iii)⇒(iv): This is trivial.
(iv)⇒(i): For simplicity, we assume that (ei)i is bimonotone. Choose
C > 0 such that for every λ1, . . . , λn ∈ R and block vectors x1, . . . , xn that
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are averages of the basis, we have that ‖∑ni=1 λiei‖ 6 C‖∑ni=1 λixi‖. Let
x ∈ c00(N) and I1 < · · · < In be consecutive intervals of N. Set xi =
(#Ii)
−1
∑
j∈Ii
ej and let x˜ the restriction of x onto the interval ∪isi. Then
‖x˜‖ 6 ‖x‖. Using Proposition 2.2 we conclude:∥∥∥∥∥
n∑
i=1
sIi(x)ei
∥∥∥∥∥ 6 C
∥∥∥∥∥
n∑
i=1
sIi(x)xi
∥∥∥∥∥ = C
∥∥∥∥∥∥
n∑
i=1
sIi(x˜)

 1
#Ii
∑
j∈Ii
ej


∥∥∥∥∥∥
6 3C‖x˜‖ 6 3C‖x‖.

Equal signs additive (ESA) bases. The following isometric definitions
are from [BS2, p. 288]. As it is proved there, [BS2, Lemma 1], they are
equivalent.
Definition 3.3. Let X be a Banach space with a Schauder basis (ei)i.
(i) The basis (ei)i is called equal signs additive, if for any sequence of
scalars (ak)k, for any natural number k so that akak+1 > 0:∥∥∥∥∥
k−1∑
i=1
aiei + (ak + ak+1)ek +
∞∑
i=k+2
aiei
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
(ii) The basis (ei)i is called subadditive, if for any sequence of scalars
(ak)k, for any natural number k:∥∥∥∥∥
k−1∑
i=1
aiei + (ak + ak+1)ek +
∞∑
i=k+2
aiei
∥∥∥∥∥ 6
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
As it turns out, convex block homogeneity characterizes sequences that
admit equivalent equal signs additive norms. Actually, a sequence is equal
signs additive if and only if it is 1-convex block homogeneous.
Proposition 3.4. Let X be a Banach space with a Schauder basis (ei)i.
Then, the sequence (ei)i is equal signs additive if and only if it is 1-convex
block homogeneous.
Proof. Assume that (ei)i is 1-convex block homogeneous and let (ai)i be
a sequence of scalars. Let k ∈ N with akak+1 > 0. We will show that
Definition 3.3 (i) is satisfied. If ak+ak+1 = 0 then this is trivial. Otherwise,
define the sequence (xi)i with xi = ei for i < k, xk = (ak/(ak + ak+1))ek +
(ak+1/(ak + ak+1))ek+1) and xi = ei+1 for i > k. Then, (xi)i is a convex
block sequence of the basis and hence isometrically equivalent to it. This
yields∥∥∥∥∥
k−1∑
i=1
aiei + (ak + ak+1)ek +
∞∑
i=k+2
aiei
∥∥∥∥∥
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=
∥∥∥∥∥
k−1∑
i=1
aixi + (ak + ak+1)xk +
∞∑
i=k+2
aixi
∥∥∥∥∥ =
∥∥∥∥∥
k+1∑
i=1
aiei +
∞∑
i=k+2
aiei+1
∥∥∥∥∥
=
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ (by the spreading property of (ei)i).
Conversely, assume that (ei)i is equal signs additive. A finite induction on
m ∈ N applied to Definition 3.3 (i) yields that for k ∈ N so that ak, . . . , ak+m
are either all non-negative or all non-positive we have∥∥∥∥∥
k−1∑
i=1
aiei + (ak + · · ·+ ak+m)ek +
∞∑
i=k+m+1
aiei
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
This implies that if (Ek)k is a partition of N into successive intervals, then
for any choice of scalars so that for each k ∈ N the scalars ai, i ∈ Ek are
either all non-negative or all non-positive we have
(4)
∥∥∥∥∥∥
∞∑
k=1

∑
i∈Ek
ai

 ek
∥∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
Now, if (xk)k is a convex block sequence of (ei)i, (Ek)k is a partition of N
into successive intervals of N, and (ci)i∈Ek , k ∈ N are finite sequences of
non-negative scalars summing up to one with xk =
∑
i∈Ek
ciei, then for any
choice of scalars (ak)k we have∥∥∥∥∥
∞∑
k=1
akek
∥∥∥∥∥ =
∥∥∥∥∥∥
∞∑
k=1

ak ∑
i∈Ek
ci

 ek
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∞∑
k=1
ak

∑
i∈Ek
ciei


∥∥∥∥∥∥ (by (4))
=
∥∥∥∥∥
∞∑
k=1
akxk
∥∥∥∥∥ ,
i.e. (xk)k isometrically equivalent to the basis (ei)i and the proof is complete.

Corollary 3.5. Let X be a Banach space with a convex block homogeneous
basis (ei)i. Then X admits an equivalent norm with respect to which (ei)i is
bimonotone and equal signs additive. In particular, X admits an equivalent
norm with which (ei)i is bimonotone and 1-convex block homogeneous.
Proof. By passing to a first equivalent norm we may assume that (ei)i is
1-spreading. We then pass to the conditional jamesification of X which, by
Proposition 3.2 is equivalent to the initial norm. It is also clear that this
is a bimonotone norm and also that it is 1-spreading. By Remark 2.6 one
can easily deduce that the norm is also subadditive and hence, by [BS2,
Lemma 1] it is equal signs additive. By Proposition 3.4 the sequence (ei)i
is 1-convex block homogeneous. 
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As a consequence we obtain the following equivalence between these no-
tions as mentioned above.
Theorem 3.6. Let X be a Banach space with a Schauder basis (ei)i. The
following are equivalent.
(i) The basis (ei)i is convex block homogeneous.
(ii) The space X admits an equivalent norm with respect to which (ei)i
is equal signs additive.
Remark 3.7. Similar arguments as those used above imply that the basis
(ei)i of X is bimonotone and equal signs additive if and only if it is 1-
spreading and equal to its conditional jamesification in the sense of (3).
The following result is of no interest from an isomorphic scope, however
it removes the annoying factor three in Proposition 2.2 in case one has a
1-convex block homogeneous basis instead of just a 1-spreading Schauder
basic sequence.
Proposition 3.8. Let X be a Banach space with a is a 1-convex block
homogeneous Schauder basis (ei)i and let I¯ = (Ik)k be a partition of N into
successive intervals of natural numbers. Then, the map PI¯ : X → X with
PI¯x =
∞∑
k=1
sIk(x)

 1
#Ik
∑
i∈Ik
ei


is a norm-one linear projection.
Proof. By Proposition 2.2 PI¯ is indeed bounded and it has norm at most
three. By [BS2, Lemma 1] the basis (ei)i satisfies Definition 3.3 (ii). An
argument identical to that used in the of Proposition 3.4 yields that for any
scalars (ai)i we have
(5)
∥∥∥∥∥∥
∞∑
k=1

∑
i∈Ik
ai

 ek
∥∥∥∥∥∥ 6
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
Let now x =
∑∞
i=1 aiei be a vector in X. Then,
‖PI¯x‖ =
∥∥∥∥∥∥
∞∑
k=1
sIk(x)

 1
#Ik
∑
i∈Ik
ei


∥∥∥∥∥∥
6
∥∥∥∥∥
∞∑
k=1
sIk(x)ek
∥∥∥∥∥ (by Lemma 2.7)
=
∥∥∥∥∥∥
∞∑
k=1

∑
i∈Ik
ai

 ek
∥∥∥∥∥∥ 6
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ = ‖x‖ (by (5)).

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We record the following duality result that can be proved directly without
the use of equal signs additive bases, however, this tool makes the proof
immediate.
Proposition 3.9. Let X be a Banach space with a spreading basis (ei)i.
Then, (ei)i is convex block homogeneous if and only if (s[1,n])n is convex
block homogeneous.
Proof. If (s[1,n])n is convex block homogeneous then it is spreading and hence
by Proposition 3.2 (ii)⇒(iii) (ei)i is convex block homogeneous. If, on the
other hand, (ei)i is convex block homogeneous then by Corollary 3.5 we may
assume that it is equal signs additive. By [BS2, Proposition 2, page 291]
(s[1,n])n>2 is equal signs additive and hence, convex block homogeneous. By
Proposition 3.2 (iii)⇒(ii) (s[1,n])n is equivalent to (s[1,n])n>2. 
4. A characterization: decomposing conditional spreading
norms
We devote this section to the statement and proof of the main result used
throughout the paper, namely the decomposition of conditional spreading
norms into two parts. The first part is subsymmetric and it is simply defined
by taking skipped successive differences of the basis, whereas the second part
is convex block homogeneous and it is obtained by taking averages of the
basis that are growing sufficiently rapidly.
Theorem 4.1. Let X be a Banach space with a conditional 1-spreading
basis (ei)i. Let also (ui)i denote the subsymmetric skipped difference se-
quence of (ei)i, i.e. ui = e2i − e2i−1 for all i ∈ N. Then, there exists a
Banach space Z with a 1-convex block homogeneous basis (zi)i so that for
all scalars a1, . . . , an we have
1
2
max
{∥∥∥∥∥
n∑
i=1
aiui
∥∥∥∥∥ ,
∥∥∥∥∥
n∑
i=1
aizi
∥∥∥∥∥
}
6
∥∥∥∥∥
n∑
i=1
aiei
∥∥∥∥∥
6 2max
{∥∥∥∥∥
n∑
i=1
aiui
∥∥∥∥∥ ,
∥∥∥∥∥
n∑
i=1
aizi
∥∥∥∥∥
}
.
(6)
Furthermore, the sequence (ui)i is suppression unconditional and the norm
on Z is given by∥∥∥∥∥
n∑
i=1
aizi
∥∥∥∥∥ = limN→∞
∥∥∥∥∥∥
n∑
i=1
ai

 1
N
iN∑
j=(i−1)N+1
ej


∥∥∥∥∥∥
= inf
{∥∥∥∥∥
n∑
i=1
aiwi
∥∥∥∥∥ : (wi)ni=1 is a conv. block seq. of (ei)i
}
.
(7)
Remark 4.2. It is useful to restate the theorem in an isomorphic setting as
follows. Let X be a Banach space with a conditional spreading basis (ei)i.
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The sequence (ei)i may be assumed to be 1-spreading. Let (ui)i and (zi)i
be as above, and set U = [(ui)i] and Z = [(zi)i]. Then, the theorem asserts
that the map
T : X → U ⊕ Z
Tei = (ui, zi)
is an isomorphic embedding. In this decomposition we shall refer to (ui)i
and (zi)i as unconditional and convex block homogenous parts of (ei)i, re-
spectively.
Moreover, as we shall observe in next section, (zi) is equivalent to a block
basis of (ei) (Proposition 5.1), and it is unique in the following sense. If
(z˜i) is a convex block homogeneous sequence spanning a space Z˜ so that the
map T˜ : X → U ⊕ Z˜ defined by T˜ ei = (ui, z˜i) is an isomorphic embedding,
then (z˜i) is equivalent to (zi).
The proof of Theorem 4.1, which is postponed until the end of the section,
is based on two lemmas given below.
Lemma 4.3. Let X be a Banach space with a 1-spreading basis (ei)i. Then,
for every scalars c1, . . . , cn and convex block vectors x1, . . . , xn of the basis:∥∥∥∥∥
n∑
k=1
ckek
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
k=1
ckxk
∥∥∥∥∥+
∥∥∥∥∥
n∑
k=1
ck(e2k−1 − e2k)
∥∥∥∥∥ .
Proof. Assume that xk =
∑
j∈Fk
λkj ej for k = 1, . . . , n. Using the spreading
property of the basis, we may clearly assume that there exist natural number
i1 < · · · < in with i1 < F1 < i2 < F2 < · · · < in < Fn. Let x∗ be a functional
with ‖x∗‖ = 1. Choose jk ∈ Fk with ckx∗(ejk) = min{ckx∗(ej) : j ∈ Fk}.
An easy computation yields the following.
x∗
(
n∑
k=1
ckeik
)
= x∗
(
n∑
k=1
ck(eik − ejk)
)
+ x∗
(
n∑
k=1
ckejk
)
6 x∗
(
n∑
k=1
ck(eik − ejk)
)
+ x∗
(
n∑
k=1
ckxk
)
6
∥∥∥∥∥
n∑
k=1
ck(eik − ejk)
∥∥∥∥∥+
∥∥∥∥∥
n∑
k=1
ckxk
∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=1
ck(e2k−1 − e2k)
∥∥∥∥∥+
∥∥∥∥∥
n∑
k=1
ckxk
∥∥∥∥∥ .
The fact that (ei)i is 1-spreading finishes the proof. 
Lemma 4.4. Let X be a Banach space with a 1-spreading basis (ei)i and let
w1, . . . , wn be convex block vectors of the basis. Then for every ε > 0 there
exists M0 ∈ N, such that for every c1, . . . , cn ∈ [−1, 1] and block averages
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of the basis y1, . . . , yn, with # supp yk > M0 for k = 1, . . . , n, the following
holds: ∥∥∥∥∥
n∑
k=1
ckyk
∥∥∥∥∥ <
∥∥∥∥∥
n∑
k=1
ckwk
∥∥∥∥∥+ ε.
Proof. Allowing some error, say ε/2, we may assume that the wk’s have
rational coefficients, i.e. there are some N ∈ N, successive sets H1, . . . ,Hn
and (nj)j∈Hk so that
∑
j∈Hk
(nj/N) = 1 and wk =
∑
j∈Hk
(nj/N)ej for k =
1, . . . , n. Note that N =
∑
j∈Hk
nj for k = 1, . . . , n. Choose M0 > 4nε
−1N .
Let now yk = (1/mk)
∑
i∈Gk
ei, with #Gk = mk, mk > M0, for k =
1, . . . , n andG1 < · · · < Gn. Set rk = ⌊mk/N⌋, choose G′k ⊂ Gk with #G′k =
Nrk and set y
′
k = (1/(Nrk))
∑
j∈G′k
ej . Some computations yield that
‖yk − y′k‖ < ε/(2n). It is therefore sufficient to prove that ‖
∑n
k=1 cky
′
k‖ 6
‖∑nk=1 ckwk‖.
Partition each G′k into further successive sets (E
k
j )j∈Hk with #E
k
j = rknj
and define zkj = (1/njrk)
∑
i∈Ekj
ei for k = 1, . . . , n and j ∈ Hk.
Applying Lemma 2.7 we finally conclude the following:∥∥∥∥∥
n∑
k=1
cky
′
k
∥∥∥∥∥ =
∥∥∥∥∥∥
n∑
k=1
ck

∑
j∈Hk
rknj
Nrk
zkj


∥∥∥∥∥∥ 6
∥∥∥∥∥∥
n∑
k=1
ck
∑
j∈Hk
nj
N
ej
∥∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
ckwk
∥∥∥∥∥ .

Proof of Theorem 4.1. Lemma 4.4 clearly yields that any pair of block se-
quences (xk)k, (yk)k of averages of the basis with # supp(xk),#supp(yk)
tending to infinity must admit the same spreading model. We name this
spreading model (zi)i and denote its closed linear span Z. Lemma 4.4 also
clearly implies (7). The second line of (7) and Lemma 2.7 easily imply that
(zi)i is 1-convex block homogeneous.
To finish the proof we need to show (6). It follows from Lemmas 2.7 and
4.3 that for all real scalars (ck)
n
k=1∥∥∥∥∥
n∑
k=1
ckzk
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
k=1
ckek
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
k=1
ckzk
∥∥∥∥∥+
∥∥∥∥∥
n∑
k=1
ck(e2k−1 − e2k)
∥∥∥∥∥ ,
which implies conclusion. 
Remark 4.5. It is tempting to conjecture that every convex block homoge-
neous norm is equivalent to the jamesification of a subsymmetric norm, and
consequently every conditional spreading norm is up to equivalence gener-
ated by two subsymmetric norms. However, this turned out to be false. We
present a counterexample in Section 13.
5. Block sequences of conditional spreading bases
This section is centered around understanding the structure of block se-
quences in a space with a conditional spreading basis. Although the basic
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statements are included in the proposition below, more precise information
is given the subsequent lemmas.
Proposition 5.1. Let X be a Banach space with a conditional spreading
basis (ei)i and let (ui)i, (zi)i be the unconditional and convex block homo-
geneous parts of (ei)i respectively. The following hold.
(i) There exists a block sequence (z˜i)i of averages of the basis (ei)i that
is equivalent to (zi)i.
(ii) The closed linear span of every convex block sequence (xi)i of the
basis (ei)i that is equivalent to (zi)i is complemented in X. In par-
ticular, Z = [(zi)i] is isomorphic to a complemented subspace of
X.
(iii) Every convex block sequence (xi)i of the basis has a subsequence
that is equivalent to either (ei)i or to (zi)i.
(iv) Every convex block sequence (xi)i of the basis (ei)i has a further
convex block sequence that is equivalent to (zi)i.
(v) Every seminormalized block sequence (xi)i of the basis (ei)i either
has a subsequence that is unconditional or it has a convex block
sequence that is equivalent to (zi)i.
The following lemma is well known. Its proof, which we omit, is based
based on a counting argument.
Lemma 5.2. Let (ui)i be a subsymmetric sequence in some Banach space,
that is not equivalent to the unit vector basis of ℓ1. Then for every ε > 0
there exists δ > 0 such that for any real numbers (ai)i with
∑
i |ai| 6 1 and
supi |ai| < δ we have that ‖
∑
i aiui‖ < ε.
The following lemma proves Proposition 5.1 (i).
Lemma 5.3. Let X be a Banach space with a conditional spreading basis
(ei)i and let (zi)i be its convex block homogeneous part. Then, there exists
a sequence of natural numbers (ni)i so that for every sequence (Ai)i of
successive subsets of N with #Ai > ni for all i ∈ N the following holds: if
z˜i = (1/#Ai)
∑
j∈Ai
ej for i ∈ N, then the sequence (z˜i)i is equivalent to
(zi)i.
Proof. Let (ui)i be the unconditional part of (ei)i and applying Lemma 5.2,
for every i ∈ N choose ni ∈ N so that for every convex combination u of
(ui)i with ‖u‖∞ 6 n−1i , we have that ‖u‖ < 2−i.
Let now (Ai)i be successive subsets of N with #Ai > ni for all i ∈
N and set z˜i = (1/#Ai)
∑
j∈Ai
ej for i ∈ N. Let T be the isomorphic
embedding from Remark 4.2. By the choice of the sequence (ni)i we have
that
∑
i ‖PUXT z˜i‖ < 1 which implies that (z˜i)i is equivalent to (PZXT z˜i)i
which is a convex block sequence of (zi)i and hence equivalent to (zi)i. 
Remark 5.4. The proof of Lemma 5.3 implies that the sequence (zi)i is
unique in the sense explained in Remark 4.2. Indeed, if (wi)i is a con-
vex block homogeneous sequence so that the map T˜ : X → U ⊕ W˜ with
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W = [(wi)i] and T˜ ei = (ui, wi) is an isomorphic embedding, repeating the
argument from the proof of Lemma 5.3, if (z˜i)i is as in the statement of that
lemma, we conclude that (z˜i)i is equivalent to (zi)i as well as to (wi)i.
The following Lemma proves Proposition 5.1 (ii).
Lemma 5.5. Let X be a Banach space with a conditional spreading basis
(ei)i and let (zi)i be its convex block homogeneous part. Let also (xi)i be
a convex block sequence of the basis which is equivalent to (zi)i. Then for
every sequence of consecutive intervals (Ii)i of N with suppxi ⊂ Ii for all i,
we have that the map P : X → X with Px = ∑∞i=1 sIi(x)xi is a bounded
linear projection.
Proof. We may assume that (ei)i is 1-spreading. If we define for i ∈ N
the vector yi = (1/#Ii)
∑
j∈Ii
ej then Proposition 2.2 yields that the map
PI¯ : X → X with PI¯x =
∑∞
i=1 sIi(x)yi is a bounded linear projection.
Observe that by (7) the map R : [(yi)] → [(zi)i] with Ryi = zi has norm
one. We easily conclude that if S : [(zi)] → [(xi)] is the isomorphism given
by Szi = xi then Q = SRP is a bounded linear projection. 
Remark 5.6. As it is implied by Proposition 5.1 (ii), if X is Banach space
with a convex block homogeneous basis (ei)i, then every convex block se-
quence of the basis spans a complemented subspace of X. In particular, the
space spanned by every subsequence of the basis is complemented, without
the basis being unconditional.
Proof of Proposition 5.1 (iii) and (iv). We first observe that statements (i)
and (iii) of Proposition 5.1 immediately imply statement (iv), i.e. we only
need to prove statement (iii). Let (xi)i be a convex block sequence of (ei)i
and let T be the isomorphic embedding from Remark 4.2. Assume first that
‖xi‖∞ → 0. Lemma 5.2 implies that ‖PUXTxi‖ → 0 and therefore (xi)i has
a subsequence equivalent to (PZXTxi)i which is a convex block sequence of
(zi)i and hence equivalent to (zi)i.
Otherwise we may assume that there exists ε > 0 such that ‖xi‖∞ >
ε for all i ∈ N. In this case if vi = PUXTxi for i ∈ N, then (vi)i is a
convex block sequence of (ui)i with ‖vi‖∞ > ε for all i ∈ N. Lemma 2.7
and unconditionality imply that (vi)i is equivalent to (ui)i. Moreover, if
wi = PZXTxi, then (wi)i is a convex block sequence of (zi)i and hence
equivalent to (zi)i. We conclude that (vi, wi)i is equivalent to (ui, zi)i which
is equivalent to (ei)i. Since Txi = (vi, wi) for all i ∈ N and T is an isomorphic
embedding, we have that (xi)i is equivalent to (ei)i. 
Proof of Proposition 5.1 (v). If (xi)i has a subsequence equivalent to the
unit vector basis of ℓ1, then obviously there is nothing more to prove. We
may therefore assume that (xi)i is weak Cauchy.
If limi s(xi) = 0, then passing to a subsequence and perturbing we may
assume that s(xi) = 0 for all i ∈ N. By Proposition 2.1 (xi)i is then un-
conditional. Otherwise, by passing to some subsequence of (xi)i, perturbing
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and scaling, we may assume that s(xi) = 1 for all i ∈ N. Choose ki ∈ suppxi
for all i ∈ N and set yi = xi − eki . Observe that s(yi) = 0 for all i ∈ N and
therefore by Proposition 2.1 (yi)i is unconditional. Moreover, as both (xi)i
and (ei)i are weak Cauchy, the same is true for (yi)i, which implies that
(yi)i is weakly null. Using Mazur’s Theorem we conclude that there exists
a convex block sequence of (xi)i which is equivalent to some convex block
sequence of (ei)i. Finally, Proposition 5.1 (iv) yields that (ii) is satisfied. 
6. Characterizing strongly summing conditional spreading
sequences
As it will become clear in the next section, within the class of conditional
spreading sequences there is a distinction between those that are strongly
summing and those that are not. When proving various results, each case
may have to be treated separately and sometimes they satisfy different prop-
erties. In this relatively brief section we prove a useful criterion for deciding
when a given conditional spreading sequence is strongly summing. The con-
cept of a strongly summing sequence is due to H. P. Rosenthal and it first
appeared in [Ro2, Definition 1.1]
Definition 6.1. A Schauder basic sequence (ei)i is called strongly sum-
ming, if for every sequence of real numbers (ai)i such that the sequence
(‖∑ni=1 aiei‖)n is bounded, the real series ∑i ai is convergent.
The following is proved in [Ro2, Theorem 1.1].
Theorem 6.2. Let (xi)i be a non-trivial weak Cauchy sequence in some
Banach space. Then one of the following holds.
(i) There exists a subsequence of (xi)i that is strongly summing.
(ii) There exists a convex block sequence of (xi)i that is equivalent to
the summing basis of c0.
Lemma 6.3. Let X be a Banach space with a strongly summing conditional
spreading basis (ei)i and let x
∗∗ ∈ X∗∗. If the series ∑i x∗∗(e∗i )ei does not
converge in norm, then there exists a strictly increasing sequence of natural
numbers (ni)i, such that if yi =
∑ni
j=1 x
∗∗(e∗j )ej for all i ∈ N, we have that
(yi)i is equivalent to the summing basis of c0.
Proof. Since (ei)i is strongly summing we have that the series
∑
i x
∗∗(e∗i )
is convergent. Combining this with the fact that the series
∑
i x
∗∗(e∗i )ei
does not converge in norm, we may choose a strictly increasing sequence of
natural numbers (ni)i, such that if xi =
∑ni
j=ni−1+1
x∗∗(e∗j )ej then (xi)i is
seminormalized and
∑
i |s(xi)| <∞. Then, by Proposition 2.1, the sequence
(yi)i with yi = xi − s(xi)emin suppxi is unconditional. As the sequences (xi)i
and (yi)i are equivalent (or at least, they have equivalent tails), (xi)i must
be unconditional as well. Since the sequence (‖∑ij=1 xi‖)i is bounded we
conclude that (xi)i is equivalent to the unit vector basis of c0 and hence,
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if yi =
∑i
j=1 xi =
∑ni
j=1 x
∗∗(e∗j )ej , we have that (yi)i is equivalent to the
summing basis of c0. 
Lemma 6.4. Let X be a Banach space with a conditional spreading basis
(ei)i and let (zi)i be its convex block homogeneous part. Let s[1,i] =
∑i
j=1 e
∗
j
and s[1,i] =
∑i
j=1 z
∗
j for all i ∈ N. Then, there exist a sequence of natural
numbers (ni)i so that for every strictly increasing sequence of natural num-
bers (ki)i with ki − ki−1 > ni for all i ∈ N (where k0 = 0), the sequence
(s[1,ki])i is equivalent to (s[1,i])i. In particular, every subsequence of (s[1,i])i
has a further subsequence equivalent to (s[1,i])i.
Proof. Let (ni)i be the sequence provided by Lemma 5.3 and let (ki)i be a
strictly increasing sequence of natural numbers with ki − ki−1 > ni for all
i ∈ N. Set Ii = {ki−1 + 1, . . . , ki}, xi = (1/#Ii)
∑
j∈si
ej and x
∗
i =
∑
j∈Ii
e∗j
for all ∈ N. By the choice of the sequence I¯ = (Ii)i we have that (xi)i is
equivalent to (zi)i and the map P : X → X with PI¯x =
∑∞
i=1 sIi(x)xi is a
bounded linear projection. Observe that P ∗
I¯
x∗i = x
∗
i for all i ∈ N and that
x∗i (xj) = δi,j for all i, j ∈ N.
The above imply that (x∗i )i is equivalent to (z
∗
i )i. Finally, observe that∑i
j=1 x
∗
j = s[1,ki] for all i ∈ N. 
The following is the main result of this section.
Proposition 6.5. Let X be a Banach space with a conditional spreading
basis (ei)i and let (zi)i be its convex block homogeneous part. The following
assertions are equivalent.
(i) The space X does not embed into a space with an unconditional
basis.
(ii) The sequence (zi)i is not equivalent to the summing basis of c0.
(iii) The basis (ei)i is strongly summing.
(iv) The sequence (s[1,n])n is weak Cauchy.
(v) For every sequence of real numbers (ai)i so that (
∑n
i=1 aiei)n is
bounded, the series
∑
i aiei is weak Cauchy.
Proof. (i)⇒(ii): If (zi)i is equivalent to the summing basis of c0, then by
Remark 4.2 we have that X embeds into U ⊕ c0 which has an unconditional
basis.
(ii)⇒(iii): If (zi)i is not equivalent to the summing basis of c0, Proposition
5.1 (iv) yields that no convex block sequence of (ei)i can be equivalent to
the summing basis of c0. The spreading property of (ei)i and Theorem 6.2
yield that (ei)i is strongly summing.
(iii)⇒(i): Assume that the basis (ei)i is strongly summing and X embeds
into a space with an unconditional basis. It is well known that a non-trivial
weak Cauchy sequence in a space with an unconditional basis has a convex
block sequence equivalent to the summing basis of c0. Hence, this is true
for (ei)i. It is straightforward to check that if a sequence, in this case (ei)i,
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has a convex block sequence equivalent to the summing basis of c0, then it
cannot be strongly summing.
(iv)⇒(ii): Assume that (s[1,i])i is weak Cauchy. If (zi)i is equivalent to
the summing basis of c0, Lemma 6.4 implies that (s[1,i])i has a subsequence
equivalent to the unit vector basis of ℓ1 and it cannot be weak Cauchy.
(iii)⇒(iv): Assume that the basis (ei)i is strongly summing, we will
show that (s[1,i])i is weak Cauchy. Let x
∗∗ ∈ X∗∗. The fact that (ei)i is
strongly summing implies that the series
∑
j x
∗∗(e∗j ) is convergent. Observe
that x∗∗(s[1,i]) =
∑i
j=1 x
∗∗(e∗j ) for all i ∈ N and therefore the sequence
(x∗∗(s[1,i]))i is convergent.
(v)⇒(iv): Let x∗∗ ∈ X∗∗ and set ai = x∗∗(e∗i ). Then (x∗∗(s[1,i]))n =
(s(
∑n
i=1 aiei))n, which by (v) is a convergent sequence.
(iii)⇒(v): If ∑i aiei is convergent in norm then there is nothing more
to prove. Otherwise, it is sufficient to show that if (nk)k and (mk)k are
strictly increasing, then they have subsequences (n′k)k and (m
′
k)k so that
the sequence (
∑n′k
i=m′k+1
aiei)k is weak null. Combining (iii) with Lemma
6.3, choose (n′k)k and (m
′
k)k so that m
′
k < n
′
k,
∑
k |
∑n′k
i=m′k+1
ai| < ∞ and
both (
∑m′k
i=1 aiei)k and (
∑n′k
i=1 aiei)k are equivalent to the summing basis of
c0. We conclude that the sequence xk =
∑n′k
i=m′k+1
aiei is unconditional and
weak Cauchy, i.e. it is weakly null. 
7. Non-trivial weak Cauchy sequences in spaces with
conditional spreading bases.
In this section we study the behavior of non-trivial weak Cauchy sequences
in a space with a conditional and spreading basis. As it turns out, such
sequences always have convex block sequence that are very well behaved.
The main result is the following theorem that we prove in several steps.
Theorem 7.1. Let X be a Banach space with a conditional spreading
Schauder basis (ei)i and let (zi)i be its convex block homogeneous part.
Let also (xi)i be a non-trivial weak Cauchy sequence in X. The following
statements hold.
(i) The sequence (xi)i has a convex block sequence (wi)i that is either
equivalent to the summing basis of c0 or equivalent to (zi)i.
(ii) The sequence (xi)i has a convex block sequence (wi)i the closed
linear span of which is complemented in X.
Lemma 7.2. Let X be a Banach space and (xi)i be a Schauder basic se-
quence in X so that the summing functional s(
∑
i aixi) =
∑
i ai is bounded
on the space spanned by (xi)i. If x /∈ [(xi)i] then the sequence (xi − x)i is
equivalent to (xi)i.
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Proof. If δ = dist(x, [(xi)i]), then the Hahn-Banach theorem yields that for
a sequence of scalars a1, . . . , an we have(
δ
‖x‖+ δ
)∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
i=1
ai(xi − x)
∥∥∥∥∥ .
On the other hand,∥∥∥∥∥
n∑
i=1
ai(xi − x)
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥+
∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣ ‖x‖ 6 (1 + ‖s‖‖x‖)
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ .

Proof of Theorem 7.1 (i). Assume first that the basis (ei)i is not strongly
summing. Proposition 6.5 yields that X embeds into a space with an un-
conditional basis and therefore there exists a convex block sequence of (xi)i
that is equivalent to the summing basis of c0. Assume now that the basis
(ei)i is strongly summing and let x
∗∗ be the weak star limit of (xi)i. We
distinguish two cases.
Case 1: The series
∑
i x
∗∗(e∗i )ei converges in norm. Take the vector x =∑∞
i=1 x
∗∗(e∗i )ei. Using Lemma 7.2 we may assume that (xi)i is equivalent
to (xi − x)i. Observe that (xi − x)i is point-wise null, with respect to the
basis (ei)i, and hence we may assume that (xi − x)i is a block sequence. If
(xi − x)i had an unconditional subsequence then, since it is weak Cauchy,
it would have to be weakly null, which is absurd. Proposition 5.1 (v) yields
that there exists a convex block sequence of (xi − x)i, hence also of (xi)i,
that is equivalent to (zi)i.
Case 2: The series
∑
i x
∗∗(e∗i )ei does not converge in norm. Using Lemma
6.3, choose a strictly increasing sequence of natural numbers (ni)i, such
that if yi =
∑ni
j=1 x
∗∗(e∗j )ej for all i ∈ N, then (yi)i is equivalent to the
summing basis of c0 and set wi = xi−yi. Observe that (wi)i is weak Cauchy
and that it is point-wise null, with respect to the basis (ei)i. Passing to a
subsequence, we have that (wi)i is equivalent to a block sequence. If (wi)i
has an unconditional subsequence then, since it is weak Cauchy, it is weakly
null. Mazur’s Theorem implies that there exists a convex block sequence of
(wi)i that converges to zero in norm which further yields that there exists
a convex block sequence of (xi)i that is equivalent to the summing basis of
c0. If (wi)i does not have an unconditional subsequence, Proposition 5.1
(v) yields that there exists a convex block sequence (w′i)i of (wi)i that is
equivalent to (zi)i.
If w′i =
∑
j∈Fi
ajwj with
∑
j∈Fi
aj = 1, set x
′
i =
∑
j∈Fi
ajxj and y
′
i =∑
j∈Fi
ajyj for all j ∈ N. Since (x′i)i is non-trivial weak Cauchy, we may
assume that it dominates the summing basis of c0 and, of course, the same
is true for (zi)i. Combining the above with the fact that (y
′
i)i is equivalent
to the summing basis of c0 and (x
′
i − y′i)i is equivalent to (zi)i, a simple
argument yields that (x′i)i is equivalent to (zi)i. 
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Lemma 7.3. Let X be a Banach space with a conditional spreading basis
(ei)i and let also (xi)i be a non-trivial weak Cauchy sequence in X. If (xi)i
has no convex block sequence equivalent to the summing basis of c0, then
lim inf i limk |s(i,+∞)(xk)| > 0.
Proof. Assume that the conclusion is false, i.e.
(8) lim
i
lim
k
|s(i,+∞)(xk)| = 0.
If x∗∗ = w∗-limk xk, set ym =
∑m
i=1 x
∗∗(e∗i )ei for all m. Note that for all m
limk ‖P[1,m]xk − ym‖ = 0, which in conjunction with (8) and a sliding hump
argument yields that there exists subsequences (xkn)k and (ymn)n so that
(xkn−ymn)n is point-wise null (with respect to (ei)i) and limn s(xkn−ymn) =
0. By Lemma 6.3 we may assume that (ymn) is either equivalent to the
summing basis of c0, or norm-convergent. In particular it is weak Cauchy.
Observe that the norm of (xkn−ymn)n is eventually bounded from below,
otherwise we would obtain that (xk)k has a norm convergent subsequence
or a subsequence equivalent to the summing basis of c0, which is absurd.
Hence, passing to a subsequence, (xkn−ymn)n is equivalent to a weak Cauchy
seminormalized block sequence (wn)n of (ei)i with s(wn) = 0 for all n ∈ N.
By Proposition 2.1, (wn)n is unconditional and, being weak Cauchy, it is
weakly null. By Mazur’s theorem we conclude that (xk)k has a convex block
sequence equivalent to a convex block sequence of (ym), i.e. equivalent to
the summing basis of c0, which is absurd. 
Although the following basically proves Theorem 7.1 (ii), it also provides
further information about the kernel of the associated projection in certain
cases. Its full statement will be required in the sequel.
Proposition 7.4. Let X be a Banach space with a strongly summing con-
ditional spreading basis (ei)i and let (zi)i be its convex block homogeneous
part. Then, every sequence (xi)i in X that is equivalent to (zi) has a subse-
quence the closed linear span W of which is complemented in X. Further-
more, there exists a sequence I¯ = (Ii)i of consecutive intervals of N so that
if Q : X → X is the corresponding projection onto W and PI¯ : X → X is
defined by PI¯(x) =
∑∞
i=1 sIi(x)((1/#Ii)
∑
j∈Ii
ej), then kerQ is isomorphic
to kerPI¯ .
Proof. The idea of the proof is the following. We will pass to a subsequence
of (xn)n, again denoted by (xn)n, find a sequence of consecutive intervals
(In)n of the natural numbers with #In → ∞, a vector y0 in X \ [(xn)n]
(which also means y0 ∈ X \ [(xn − y0)n]) and a sequence (w˜n)n so that the
following hold:
(i) there is a non-zero scalar α so that
∞∑
n=1
‖αw˜n − (xn − y0)‖ <∞,
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(ii) for all natural numbers m, n we have sIm(w˜n) = δm,n.
We shall first use the above to conclude the proof and describe the con-
struction of the ingredients later. By (i), perhaps omitting the first few
terms of each sequence, there is an invertible operator A : X → X with
Aw˜n = xn − y0 for all n. We conclude by Lemma 7.2 that (w˜n)n is equiv-
alent to (zn)n and let R : [(zn)n] → [(w˜n)n] be the map witnessing this
fact. By Proposition 2.2 the map PI˜x =
∑∞
i=1 sIi(x)((1/#Ii)
∑
j∈Ii
ej) is a
bounded linear projection and if vi = (1/#Ii)
∑
j∈Ii
ej for all i ∈ N then
by (7) the map S : [(vi)i] → [(zi)i] with Svi = zi is bounded. We con-
clude that the map Px =
∑∞
n=1 sIn(x)w˜n is a bounded linear projection,
as P = RSPI¯ and clearly kerP = kerPI¯ . If Q˜ = APA
−1, then Q˜ is a
projection onto [(xk − y0)k] the kernel of which is isomorphic to kerPI¯ . As
y0 is not in Q˜[X], by the Hahn-Banach Theorem, we may choose a norm-
one linear functional f on X with Q˜[X] ⊂ ker f . Define V0 = ker f ∩ ker Q˜
and W0 = Q˜[X] + 〈{y0}〉. Note that W = [(xk)k] is of co-dimension one
in W0. We deduce that setting V = V0 + 〈{y0}〉 the spaces W and V are
complementary and their sum is the space X. It is also immediate that V
isomorphic to ker Q˜ which isomorphic to kerPI¯ .
We now proceed to present how the aforementioned components are con-
structed. Fix decreasing sequences of positive real numbers (δn)n, (εi)i so
that
∑
n δn < 1/4 and
(9)
∞∑
n=1
∑
F∈[n,∞)<∞
∏
i∈F
εi < 1/2,
where [n,∞)<∞ denotes the set of all finite subsets of the natural numbers
with minF > n. Use Lemma 7.3 to find a positive real number α so that
lim inf i limk |s(i,∞)(xk)| = α. By perhaps multiplying all terms of the se-
quence (xn)n with −1, we may assume that lim inf i limk |s(i,∞)(xk)−α| = 0.
If x∗∗ = w∗ − limk xk, since (ei)i is strongly summing, we may choose a
sequence (jn)n so that for all jn 6 k 6 m we have
(10)
∣∣∣∣∣
m∑
i=k
x∗∗ (e∗i )
∣∣∣∣∣ < αεn2 .
Choose a strictly increasing sequence of natural numbers (in)n, with in > jn
and limn(in+1− in) =∞, and a subsequence of (xn)n, again denoted by xn,
so that for all natural numbers n 6 m
(11)
∣∣s(in,+∞)(xm)− α∣∣ < αδn2 .
We can simultaneously choose subsequences of (in)n and (xn)n that satisfy:
(12a)
∣∣s(in,in+1](xn)− α∣∣ < αδn,
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(12b)
∥∥∥∥∥P[1,in]xn −
in∑
i=1
x∗∗(e∗i )ei
∥∥∥∥∥ < δn, and
(12c)
∥∥P(in+1,+∞)xn∥∥ < δn.
For all n ∈ N define In = (in, in+1] and
x˜n =
in∑
i=1
x∗∗(e∗i )ei + PInxn.
Define
y0 =
∞∑
n=1
(∑
i∈In
x∗∗(e∗i )
)
1
sIn (PInx˜n)
PInx˜n.
Note that PIn x˜n = PInxn and hence by (10) and (12a) y0 is well defined.
Choose n0 so that y0 is not in the closed linear span of (xn)n>n0 and hence,
by Lemma 7.2, (xn−y0)n>n0 is equivalent to (xn)n, i.e. to (zn)n. To simplify
notation we shall assume that n0 = 1.
Since PInx˜n = PInxn, by (10) and (12a) we obtain:
(13) |sIn(x˜n − y0)− α| =
∣∣∣∣∣sIn(xn)−
∑
i∈In
x∗∗(e∗i )− α
∣∣∣∣∣ < α(δn + εn/2),
in particular |sIn(x˜n − y0)| > α/2, hence for all n ∈ N we may define
wn = (sIn(x˜n− y0))−1(x˜n− y0). It is straightforward to check the following:
(14a) sIn(wm) =
{
0 if m < n and
1 if m = n.
Also if m > n, sIn(wm) = (sIn(x˜n − y0))−1
∑
i∈Im
x∗∗(e∗i ). Hence, by
|sIn(x˜n − y0)| > α/2 and (10) for m > n
(14b) |sIm(wn)| < εn.
For fixed n recursively define a sequence of scalars (cnj )j>n+1 as follows:
cnn+1 = −sIn+1(wn) and cnj+1 = −sIj+1(wn) −
∑j
i=n+1 c
n
i sIj+1(wi). Using
(14b), keeping n fixed and an induction on j > n+ 1 we obtain:
|cnj | <
∑
F⊂[n+1,j]
maxF=j
∏
i∈F
εi
and therefore
(15)
∞∑
j=n+1
|cnj | <
∑
F∈[n+1,∞)<∞
∏
i∈F
εi
which, in conjunction with (9), yields that for n ∈ N the vector
w˜n = wn +
∞∑
j=n+1
cnjwj
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is well defined.
It remains to show that (i) and (ii) are satisfied to complete the proof.
The fact that (ii) holds is an easy consequence of (14a) and the choice of the
sequences (cnj )j>n+1 for n ∈ N. By (15) and (9) we obtain
∑∞
n=1 ‖w˜n−wn‖ <
∞, therefore it remains to observe that ∑∞n=1 ‖αwn − (xn − y0)‖ < ∞.
Indeed, for n ∈ N (13) yields that ‖αwn − (x˜n − y0)‖ < 2δn + εn and by
(12b) and (12c) ‖x˜n − xn‖ < 2δn. 
Proof of Theorem 7.1 (ii). If (xn)n has a convex block sequence equivalent
to the summing basis of c0, then the result follows from the well known
fact that c0 is separably injective. If this is not the case, let (zi)i be the
convex block homogeneous part of (ei)i, and apply Theorem 7.1 (i) to find
a convex block sequence of (wi)i of (xi)i that is equivalent to (zi)i. Note
that, in this case, (zi)i, being equivalent to (wi)i, cannot be equivalent to
the summing basis of c0, therefore, by Proposition 6.5, the basis (ei)i of X
must be strongly summing. By proposition 7.4, (wi)i has a subsequence the
closed linear span W of which is complemented in X. 
8. Complemented subspaces of spaces with conditional
spreading bases
The main results of this section are the following two theorems. The
first one characterizes strongly summing spreading bases with respect to
squares of spaces and the second one provides information about arbitrary
decompositions of a space with a strongly summing spreading basis. Their
proofs are based on certain projections and Theorem 7.1 (ii), in fact the
more precise statement of Proposition 7.4. This section concludes with a
conversation around the question if spaces with a convex block homogeneous
basis are primary.
Theorem 8.1. Let X be a Banach space with a spreading basis (ei)i, let
(zi)i be its convex block homogeneous part, and set Z = [(zi)i]. The follow-
ing hold.
(i) If (ei)i is strongly summing, then Z ⊕Z does not embed into X. In
particular, X ⊕X does not embed into X.
(ii) The basis (ei)i is not strongly summing if and only if X is isomorphic
to X ⊕X.
Theorem 8.2. Let X be a Banach space with a strongly summing condi-
tional spreading basis (ei)i, let (zi)i be its convex block homogeneous part,
and Z = [(zi)i]. If X = V ⊕W , then exactly one of the spaces V and W
contains a subspace Z˜ that is isomorphic to Z. Furthermore, Z˜ is comple-
mented in the whole space.
UFDD’s and skipped unconditionality. A tool used to prove the above
results are projections like the one from Proposition 2.2 and their kernels
which are studied in this subsection.
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If N = {j1 < j2 < · · · } ⊂ N, we shall say that a sequence of successive
intervals (Ej)j∈N of N is skipped, if maxEji + 1 < minEji+1 for all i.
Notation. Let X be a Banach space with a conditional spreading basis (ei)i
and let (di)i be the difference basis of X.
(i) If E is an interval of N we denote by XE the linear span of the
vectors (di)i∈E .
(ii) If E¯ = (Ej)j∈N is a sequence of skipped intervals of N, whereN ⊂ N,
we denote by XE¯ or X(Ej)j∈N the closed linear span of ∪j∈NXEj .
(iii) If I¯ = (Ii)i is a sequence of consecutive intervals of N, we denote
by ′¯I the skipped sequence of successive intervals ( ′Ij)j∈N , where
′Ij = Ij \ {min Ij} and N = {j : ′Ij 6= ∅}.
Proposition 8.3. Let X be a Banach space with a conditional spreading
basis (ei)i and let (Ej)j∈N be a sequence of skipped intervals of N. Then
(XEj )j∈N is an unconditional finite dimensional decomposition (UFDD) of
X(Ej)j∈N . If moreover (ei)i is 1-spreading, then the FDD (XEj )j∈N is sup-
pression unconditional.
Proof. We may assume that (ei)i is 1-spreading. The result easily follows
by combining Proposition 2.1 with the fact that any sequence (xj)j with xj
in XEj is a block sequence of (ei)i with s(xj) = 0 for all j ∈ N . 
Remark 8.4. Let X be a Banach space with a conditional spreading basis
(ei)i and let also (Ej)j and (Fj)j be skipped sequences of successive intervals
of N so that #Ej = #Fj . The spreading property of (ei)i implies that the
spaces X(Ej)j and X(Fj)j are naturally isomorphic through the map di →
dφ(i), where if i is the k-th element of Ej, then φ(i) is the k-th element of Fj .
If furthermore the basis (ei)i is 1-spreading and min(E1) = min(F1) = 1 or
1 < min{min(E1),min(F1)}, then the spaces X(Ej)j and X(Fj)j are naturally
isometric. The condition concerning the minima of E1 and F1 is due to
d1 = e1 whereas di+1 = ei+1 − ei for all i ∈ N.
Proposition 8.5. Let X be a Banach space with a conditional spreading
basis (ei)i. Let also I¯ = (Ii)i be a sequence of consecutive intervals of
the natural numbers with ∪iIi = [i0,+∞), for some i0 ∈ N and let PI¯ be
the associated averaging projection. Then, the kernel of PI¯ is the space
〈{e1, . . . , ei0−1}〉 ⊕X ′¯I . In particular, the kernel of PI¯ admits a UFDD.
Proof. It is easy to see that X ′Ij is in the kernel of P for all j and an
elementary argument yields that the spaces X ′I1 , . . . ,X ′In together with the
vectors zj = (1/#Ij)
∑
i∈Ij
ei, j = 1, . . . , n and e1, . . . , ei0−1 span the space
〈{ei : i 6 max In}〉. The above implies that 〈{e1, . . . , ei0−1}〉 ⊕ X ′¯I is the
entire kernel of PI¯ . By Proposition 8.3 the kernel of PI¯ admits a UFDD. 
Corollary 8.6. Let X be a Banach space with a conditional spreading basis
(ei)i. Let also (Ej)j be a skipped sequence of successive intervals of N so
that supj #Ej = ∞. Then every unconditional sequence (xi)i in X has a
subsequence that is equivalent to some sequence in X(Ej)j .
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Proof. By Remark 8.4 we may assume that maxEj + 2 = minEj+1 for all
j ∈ N and minE1 = 2. For each j set Ij = {minEj − 1} ∪ Ej. Then
if z˜i = (1/#Ii)
∑
j∈sIi
ej , by Proposition 2.2 the map P : X → X with
Px =
∑
i sIi(x)z˜i is a bounded linear projection and kerP is X(Ej)j . Let
now (xi)i be an unconditional sequence in X. Then, it is either weakly null
or it has a subsequence equivalent to the unit vector basis of ℓ1. In the
first case limi s(xi) = 0 and by perturbing and passing to a subsequence
we may assume that (xi)i is a block sequence with s(xi) = 0 for all i ∈ N.
In the second case by a standard difference argument we may assume the
same. Since the basis (ei)i is spreading and supi#Ii =∞, we may moreover
assume that for every i ∈ N there exists ki with suppxi ⊂ Iki . This implies
that xi ∈ kerP for all i ∈ N which is the desired result. 
The following result is not used in the paper however it demonstrates that
spaces with a spreading Schauder basis that contain isomorphic copies of ℓ1
contain further copies of ℓ1 that are very well behaved.
Proposition 8.7. Let X be a Banach space with a conditional and spread-
ing basis (ei)i containing a subspace Y that is isomorphic to ℓ1. Then Y
contains a further subspaceW that is isomorphic to ℓ1 and complemented in
X. In particular, whenever a Banach space X with a conditional spreading
basis contains a copy of ℓ1, then X contains a complemented copy of ℓ1.
Proof. If (yi)i is a sequence in X equivalent to the unit vector basis of ℓ1,
then by passing to differences and perturbing, we may assume that it is a
block sequence with s(yi) = 0 for all i ∈ N. Choose a sequence of consecutive
intervals (Ii)i of N so that ran yi ⊂ Ii for all i ∈ N. Then, by Proposition
2.2, the map PI¯x =
∑
i sIi(x)/#Ii
∑
j∈Ii
ej is a bounded linear projection.
By Proposition 8.5 the kernel of PI¯ admits a UFDD. Observe that (yi)i is
in kerPI¯ . It is well known, and not hard to prove, that a copy of ℓ1 in a
space with a UFDD contains a further copy of ℓ1 complemented in the whole
space. That is, there is a copy of ℓ1 complemented in the kernel of PI¯ , and
thus complemented in X. 
Proposition 8.8. Let X be a Banach space with a conditional spreading
basis (ei)i, let (zi)i be its convex block homogeneous part, and Z = [(zi)i].
Then there exists a sequence of natural numbers (mi)i, so that for every
skipped sequence of successive intervals (Ej)j of N with #Ej > mj for all
j, we have that X is isomorphic to Z ⊕X(Ej)j .
Proof. Choose a sequence of natural numbers (mi)i satisfying mi > ni − 1,
where (ni)i is the sequence of Lemma 5.3. Let (Ej)j be a skipped sequence
of successive intervals of N with #Ej > mi for all i. By Remark 8.4 we
may assume that maxEj + 2 = minEj+1 for all j ∈ N. For each j set Ij =
{minEj − 1} ∪ Ej . Then (Ij)j satisfies the assumptions of Lemma 5.3 and
if z˜i = (1/#Ii)
∑
j∈sIi
ej then (z˜i)i is equivalent to (zi)i. By Proposition 2.2
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the map P : X → X with Px = ∑i sIi(x)z˜i is a bounded linear projection
and ImP is isomorphic to Z and kerP is X(Ej)j . 
Remark 8.9. If the basis (ei)i of a space X is convex block homogeneous,
then the sequence (z˜i)i is equivalent to (zi)i without imposing any restric-
tions on the cardinalities of the sets Ei. In particular, for every sequence of
successive intervals (Ej)j of N, the space X is isomorphic to X ⊕X(Ej)j .
For clarity, we restate what Proposition 8.8 and Corollary 8.6 yield in the
following.
Proposition 8.10. Let X be a Banach space with a conditional spreading
basis (ei)i, let (zi)i be its convex block homogeneous part, and Z = [(zi)i].
Then, there exists a skipped sequence of successive intervals (Ej)j of N so
that the following hold.
(i) The space X is isomorphic to Z ⊕X(Ej)j , i.e. X is the direct sum
of a space with a convex block homogeneous conditional spreading
basis and a space with a UFDD.
(ii) Every unconditional sequence (xi)i in X has a subsequence equiva-
lent to a sequence in X(Ej)j .
Proof of Theorem 8.1. Let X be a space with a conditional spreading basis
(ei)i, let (zi)i be its convex block homogeneous part, and Z = [(zi)i]. We
first prove (i), hence in this case (ei)i is strongly summing. Towards a
contradiction, assume that there are sequences (z1i )i and (z
2
i )i in X, both
equivalent to (zi)i, so that if Z1 = [(z
1
i )i] and Z2 = [(z
2
i )i], then Z1∩Z2 = {0}
and Z1 + Z2 is a closed subspace of X. By Propositions 7.4 and 8.5 there
is a subsequence (wi)i of (z
1
i )i and a projection P : X → X onto the space
W = [(wi)i] so that the kernel of P has a UFDD. The open mapping theorem
implies that Z2 embeds into kerP . Recall that non-trivial weak Cauchy
sequences in spaces with a UFDD have convex block sequences equivalent
to the summing basis of c0. We conclude that (z
2
i )i has a convex block
sequence equivalent to the summing basis of c0, which implies that (zi)i is
equivalent to the summing basis of c0 and hence, by Proposition 6.5, (ei)i
cannot be strongly summing.
We now prove (ii). By (i), it is enough to show that if (ei)i is not strongly
summing, then X is isomorphic to X ⊕X. By Proposition 6.5, the convex
block homogeneous part (zi)i of (ei)i is equivalent to the summing basis of
c0. Let (mi)i be the sequence provided by Proposition 8.8 and for i ∈ N
set m′i = max{mi,m2i−1,m2i}. Choose a skipped sequence of successive
intervals E = (Ej)j of N so that for all j, #E2j−1 = #E2j = m
′
j. If
Eo = (E2j−1)j and Ee = (E2j)j , then by Proposition 8.8 we conclude that
X is isomorphic to c0 ⊕XE as well as to c0 ⊕XEo . Proposition 8.3 implies
that XE = XEo ⊕XEe whereas by Remark 8.4 we obtain XEo ≃ XEe . We
conclude:
X ≃ c0 ⊕XE ≃ c0 ⊕
(
XEo ⊕XEe
) ≃ (c0 ⊕ c0)⊕ (XEo ⊕XEo)
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≃ (c0 ⊕XEo)⊕ (c0 ⊕XEo) ≃ X ⊕X.

Proof of Theorem 8.2. We shall prove that Z embed isomorphically into at
least one of the spaces V or W . The rest of the statement follows from
Proposition 7.4 and Theorem 8.1 (i). Let P : X → X be the projection
with ImP = V and kerP = W . Note that either (Pei)i or (ei − Pei)i has
be non-trivial weak Cauchy and we shall assume that the first one holds.
By Theorem 7.1 (i), (ei)i has a convex block sequence (wi)i, so that (Pwi)i
is either equivalent to (zi)i, or to the summing basis of c0. If the first one
holds, then Z embeds into V and there is nothing left to prove.
Otherwise, (Pwi)i is equivalent to the summing basis of c0. This implies
that (wi − Pwi)i has no convex block sequence equivalent to the summing
basis of c0. Indeed, assume that there is a convex block sequence (w˜i)i
of (ei)i so that both (Pw˜i)i as well as (w˜i − Pw˜i) are equivalent to the
summing basis of c0. Then (w˜i)i, being non-trivial weak Cauchy, has to be
equivalent to the summing basis of c0 as well. By (7) it follows that (zi)i is
dominated by (w˜i) and hence it is equivalent to the summing basis of c0 as
well. Proposition 6.5 (ii)⇔(iii) yields a contradiction.
Note that (wi−Pwi)i is non-trivial weak Cauchy. If this were not the case
and w-limi(wi−Pwi) = x0, then ((wi−x0)− (Pwi))i is w-null. By Mazur’s
theorem, (wi − x0)i has a convex block sequence (w˜i − x0)i equivalent to
(Pw˜i)i, i.e. equivalent to the summing basis of c0. It follows that (wi)i has
a convex block sequence equivalent to the summing basis of c0, which we
showed is not possible.
We have concluded that (wi − Pwi)i is non-trivial weak Cauchy and it
has no convex block sequence equivalent to the summing basis of c0. By
Theorem 7.1 (i) the space Z embeds into W . 
The most important examples of spaces with a convex block homogeneous
basis are c0, ℓ1, and James space J . The first two spaces were shown to be
prime by A. Pe lczyn´ski, i.e. their complemented subspaces are isomorphic
to the whole space. This is no longer true for James space, however as it
was shown in [C] the space is primary. This means that if J = X ⊕ Y then
one of the space X or Y is isomorphic to J . This can also be shown for the
spaces Jp, 1 < p <∞.
Problem. Let X be a Banach space with a convex block homogeneous
basis. Is X primary?
Note that a space with a conditional spreading basis that is not convex
block homogeneous may fail to be primary. Consider the norm on c00(N)
with ‖x‖ = max{‖x‖J , ‖x‖p}, for some 1 < p < 2, and denote its completion
by X. Then X ≃ J ⊕ V where V is a reflexive space with a UFDD that
contains ℓp, hence X is not primary.
Before concluding this section we present some results concerning spaces
with convex block homogeneous bases that hint towards a positive solution
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of the above mentioned problem. These results are also of independent
interest as they exhibit strong similarity between an arbitrary Banach space
with a convex block homogeneous basis and James space.
We introduce some further notation that will make stating and proving
the subsequent results possible. If X has a conditional convex block homo-
geneous basis and (nj)j∈L is a sequence of natural numbers indexed by a
subset L of N denote by X(nj)j∈L any space X(Ej)j∈L such that there exists
a sequence of skipped intervals (Ej)j∈L with #Ej = nj for all j ∈ L. By
Remark 8.4, the choice of the intervals does not matter. For isometric rea-
sons we can choose min(E1) > 1. We shall also allow some of the nj ’s to
be zero and in this case by X(nj)j∈L we refer to the space X(nj)j∈L˜ where
L˜ = {j ∈ L : nj 6= 0}. For finite F ⊆ E ⊂ N we write F  E if F is an
initial segment of E.
Lemma 8.11. Let X be a Banach with a 1-convex block homogeneous basis
(ei)i. If (Ej)j is a sequence of skipped intervals of N and (Fj)j is such that
Fj  Ej for all j ∈ N, then X(Fj)j is naturally complemented in X(Ej)j .
Hence, if (nj)j∈L and (sj)j∈L are sequences of non-negative integers with
sj 6 nj, then X(nj)j∈L ≃ X(nj−sj)j∈L ⊕X(sj)j∈L .
Proof. We may assume that max(Ej)+ 2 = min(Ej+1) for all j ∈ N. Define
k1 = 1, for j > 2 kj = min(Ej)− 1, and for all j ∈ N set ℓj = max(Fj) and
mj = max(Ej). A calculation yields that if x =
∑N
j=1
∑
i∈Ej
aidi, then
y =
N∑
j=1
∑
i∈Fj
aidi =
n∑
j=1



 ∑
kj6i<ℓj
s{i}(x)ei

+ s[ℓj ,mj ](x)eℓj

 .
By 1-convex block homogeneity we obtain
‖y‖ =
∥∥∥∥∥∥
n∑
j=1



 ∑
kj6i<ℓj
s{i}(x)ei

+ s[ℓj ,mj ](x)

 1
#[ℓj ,mj]
∑
i∈[ℓj ,mj ]
ei




∥∥∥∥∥∥
6‖x‖ (by Proposition 3.8).

Proposition 8.12. Let X be a Banach space with a 1-convex block ho-
mogeneous basis (ei)i and let (nj)j and (mj)j be unbounded sequences of
natural numbers. Then, X(nj)j is 256-isomorphic to X(mj )j .
Proof. By induction on d = 1, 2, . . . choose non-negative integers (sj)
d
j=1,
(tj)
d
j=1, (kj)
d
j=1 so that
(i) 1 6 k1 < · · · < kd,
(ii) for 1 6 j 6 d we have 0 6 sj 6 mkj and 0 6 tj 6 nkj ,
(iii) if 1 6 j 6 d is not in {k1, . . . , kd} then mj + sj = nj + tj, and
(iv) if 1 6 j 6 d is equal to ki for some i 6 j thenmj−si+sj = nj−ti+tj.
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There is no difficulty to the induction so we omit it. We now perform a
decomposition argument. Define K = {kj : j ∈ N}.
X(mj)j ≃ X(mj)j /∈K ⊕X(mj)j∈K (by unconditionality)
= X(mj)j /∈K ⊕X(mkj )j∈N
≃ X(mj)j /∈K ⊕
(
X(mkj−sj)j∈N
⊕X(sj)j∈N
)
(by Lemma 8.11 and (ii))
≃ X(mj)j /∈K ⊕
(
X(mkj−sj)j∈N
⊕
(
X(sj)j∈K ⊕X(sj)j /∈K
))
=
(
X(mj )j /∈K ⊕X(sj)j /∈K
)
⊕
(
X(mkj−sj)j∈N
⊕X(skj )j∈N
)
≃ X(mj+sj)j /∈K ⊕X(mkj−sj+skj )j∈N .
An identical argument yields X(nj )j ≃ X(nj+tj)j /∈K ⊕X(nkj−sj+tkj )j∈N and by
(iii) and (iv) we obtain
X(mj+sj)j /∈K ⊕X(mkj−sj+skj )j∈N = X(nj+tj)j /∈K ⊕X(nkj−sj+tkj )j∈N ,
i.e X(mj )j ≃ X(nj)j . If all direct sums are taken with the max-norm, then it
follows that the spaces X(mj )j∈N and X(nj)j∈N are 256-isomorphic. 
Remark 8.13. It can also be shown that for a bounded sequence (mj)j the
space X(mj )j is isomorphic to U = [(ui)i] where (ui)i is the unconditional
part of (ei)i. This is much easier and the isomorphism constant depends on
the bound of the sequence (mj)j .
Given a Banach space with a 1-convex block homogeneous basis, by
Proposition 8.12, we may denote by X∞ the space X(mj)j for an arbitrary
unbounded sequence of natural numbers. Up to a constant of 256 the choice
of the sequence is not relevant.
Proposition 8.14. Let X be a Banach space with a 1-convex block homo-
geneous basis and let (mj)j be an unbounded sequence of natural numbers.
Then, the spaceX∞ = X(mj )j admits an unconditional Schauder decomposi-
tion (Xk)k so that for each k ∈ N the spaces X∞ and Xk are 256-isomorphic.
Notationally,
(16) X∞ =
∞∑
k=1
⊕X∞ unconditionally.
Proof. Partition the natural numbers into infinitely many infinite sets (Nk)k
so that (mj)j∈Nk is unbounded for all k ∈ N. By unconditionality we obtain
that the spaces (X(mj )j∈Nk
)k∈N form an unconditional Schauder decomposi-
tion for X(mj)j∈N . By Proposition 8.12 the result follows. 
Remark 8.15. If X is a Banach space with a 1-convex block homogeneous
basis (ei)i, by using Theorem 8.2 and Remark 8.9 we conclude that if X =
V ⊕W and X is complemented in V (it is always complemented in either
V or W ) then there exists a complemented subspace Y of X∞ so that V ≃
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X⊕(X∞⊕Y ) (this decomposition requires the information about the kernel
of certain projections given by Proposition 7.4). This is not quite enough
to imply that X is primary however it is very close to having this property.
There is hope that a Pe lcyzn´ski decomposition type argument [P] can be
used to show that X∞ ⊕ Y ≃ X∞. This would imply that X is primary.
The problem in this approach is the poor understanding of the “outside”
norm in (16) (unless X = Jp, the jamesification of ℓp, there is no outside
norm in the strict sense).
9. The Baire-1 functions of a space with a spreading basis
We denote by B1(X) the subspace of X∗∗ that consists of all Baire-1
functions, i.e. those x∗∗ for which there is a sequence (xn)n in X with
x∗∗ = w∗-limn xn. In this rather small section we include some observations
concerning the position of B1(X) in X∗∗ and of X in B1(X) whenever X
is a Banach space with a conditional spreading basis. We do not use any
of these results in the rest of the paper, however, we think that they are
of independent interest since they witness the highly canonical behavior
exhibited by spaces with conditional spreading bases.
Proposition 9.1. Let X be a Banach space with a strongly summing con-
ditional spreading basis (ei)i and denote e
∗∗ = w∗-limi ei. Then, the map
P : X∗∗ → X∗∗ with
Px∗∗ = w∗-
∑
i
x∗∗(e∗i )ei +
(
lim
i
x∗∗
(
s(i,∞)
))
e∗∗
is a bounded linear projection onto B1(X).
Proof. By Proposition 6.5 (v) and (iv) the limit w∗-
∑
i x
∗∗(e∗i )ei and the
limit limi x
∗∗(s(i,∞)) exist. Hence, P is well defined, bounded and maps into
the space of Baire-1 functions of X∗∗. It remains to show that Px∗∗ = x∗∗
whenever x∗∗ is Baire-1, i.e. there is a sequence (xn)n in X with x
∗∗ = w∗-
limn xn. For each n ∈ N define yn =
∑n
i=1 x
∗∗(e∗i ) + x
∗∗(s(n,∞))en+1. Then
(17) w∗- lim
n
yn = Px
∗∗ and s(yn) = x
∗∗(s) for all n.
If (xn − yn)n has a subsequence that converges to zero in norm, then x∗∗ =
w∗-limn yn and there is nothing left to prove. Otherwise, the sequence (xn−
yn)n is seminormalized and point-wise null, with respect to (ei)i, and s(xn−
yn) = s(xn) − x∗∗(s) → 0. A sliding hump argument yields that, passing
to a subsequence, (xn − yn)n is equivalent to a block sequence (wn)n with
s(wn) = 0 for all n. By Proposition 2.1, (xn − yn)n is unconditional, and
since it is weak Cauchy, it is weakly null. In conclusion, P ∗∗x∗∗ = w∗-
limn yn = w
∗-limn xn = x
∗∗. 
It was proved in [FOSZ, Theorem 2.3 f), page 4] that a Banach space
with a conditional spreading basis not containing c0 and ℓ1 is quasi-reflexive
of order one. The following can be viewed as a generalization of this result.
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Corollary 9.2. Let X be a Banach space with a conditional spreading basis
(ei)i. If X contains no subspace isomorphic to c0, then X is of co-dimension
one in B1(X).
Proof. If X does not contain c0 then, by Proposition 6.5, (ei)i must be
strongly summing. By Proposition 9.1, for each x∗∗ in B1(X) we have that
x∗∗ = w∗-
∑
i x
∗∗(e∗i )ei + (limi x
∗∗(s(i,∞)))e
∗∗. By Lemma 6.3 we obtain
that
∑
i x
∗∗(e∗i )ei is norm convergent for all x
∗∗ in X∗∗, which implies that
X = B1(X) ∩ ker(w-limi s(i,∞)). 
10. Spreading models of non-reflexive spaces
In this section we show that every sequence generating a conditional
spreading model has a block sequence of averages that generates a convex
block homogeneous spreading model. We also observe that non-reflexive Ba-
nach spaces always have sequences that generate convex block homogeneous
spreading models.
Remark 10.1. Let (xi)i be a non-trivial weak Cauchy sequence in some
Banach space X that generates a sequence (ei)i as a spreading model. If
(yi)i is a convex block sequence of (xi)i that generates a sequence (e˜i)i as
a spreading model, then the linear map T : [(ei)i] → [(e˜i)i] with Tei = e˜i
has norm at most one. Note that it is important for the sequence (xi)i to
already generate some spreading model.
Lemma 10.2. Let Eξ, ξ < ω1 be a transfinite hierarchy of Banach spaces
so that each Eξ has a Schauder basis (e
ξ
i )i. Assume moreover that for every
ξ < ζ the linear map Tξ,ζ : Eξ → Eζ defined by Tξ,ζeξi = eζi is well defined
and has norm at most one. Then there exists ξ0 < ω1 such that for every
ξ0 6 ξ < ω1 the map Tξ0,ξ is an isometry.
Proof. If we assume that the conclusion does not hold, then by passing to
an uncountable subset and relabeling we may assume that for every ξ < ω1
there exist nξ ∈ N and rational numbers (cξi )
nξ
i=1 such that for every ξ < ζ <
ω1 the following holds.
(18)
∥∥∥∥∥
nξ∑
i=1
cξi e
ζ
i
∥∥∥∥∥ <
∥∥∥∥∥
nξ∑
i=1
cξi e
ξ
i
∥∥∥∥∥ .
By passing to a further uncountable subset and relabeling once more we
may assume that there exist n ∈ N and rational numbers (ci)ni=1 such that
for every ξ < ζ < ω1 the following holds.
(19)
∥∥∥∥∥
n∑
i=1
cie
ζ
i
∥∥∥∥∥ <
∥∥∥∥∥
n∑
i=1
cie
ξ
i
∥∥∥∥∥ .
Setting αξ = ‖
∑n
i=1 cie
ξ
i ‖ for ξ < ω1, we conclude that (αξ)ξ<ω1 is strictly
decreasing which is absurd. 
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Proposition 10.3. Let X be a Banach space and (xi)i be a bounded se-
quence in X without a weakly convergent subsequence. Then, there exists
a convex block sequence (x˜i)i of (xi)i generating a spreading model (ei)i so
that the spreading model admitted by any further convex block sequence
(yi)i of (x˜i)i is isometrically equivalent to (ei)i.
Proof. By Rosenthal’s ℓ1 theorem [Ro1], (xi)i has either a subsequence that
is equivalent to the unit vector basis of ℓ1 or it has a non-trivial weak Cauchy
subsequence. In either case, by passing to a subsequence, every further
convex block sequence of (xi)i has a subsequence generates a Schauder basic
spreading model. Let us assume now that the conclusion is not satisfied.
Using a transfinite recursion and Remark 10.1 we may construct a transfinite
hierarchy (xξi )i of convex block sequences of (xi)i, satisfying the following:
(i) For every ξ < ζ < ω1 the sequence (x
ζ
i )i is eventually a convex block
sequence of (xξi )i (“eventually” is necessary to pass the properties to
limit ordinals).
(ii) For every ξ < ω1 the sequence (x
ξ
i )i generates a Schauder basic
sequence (eξi )i as a spreading model.
(iii) For every ξ < ζ the natural linear map T : [(eξi )i]→ [(eζi )i] has norm
at most one but it is not an isometry.
Lemma 10.2 and (iii) yield a contradiction. 
Proposition 10.4. Let X be a Banach space and (xi)i be a sequence in X
that generates a conditional spreading model (ei)i and let also (zi)i be the
convex block homogeneous part of (ei)i. Then there exists a block sequence
(yi)i of averages of (xi)i so that:
(i) the sequence (yi)i generates a spreading model isometrically equiv-
alent to (zi)i and
(ii) every convex block sequence (wi)i of (yi)i has a subsequence gener-
ates a spreading model isometrically equivalent to (zi)i.
Proof. By Rosenthal’s ℓ1 theorem [Ro1], passing to a subsequence, the se-
quence (xi)i is non-trivial weak Cauchy. Otherwise, if it had a weakly null
subsequence, as it is well known, it would generates an unconditional spread-
ing model. If it had a subsequence converging weakly to a non-zero element
it would generate a singular spreading model or an ℓ1 spreading model (see
[AKT1, Theorem 38, page 592]), or if it had a norm convergent subsequence
it would generate a trivial spreading model (i.e. a spreading sequence in
seminormed space that is not a normed space). Find a convex block se-
quence (x˜i)i of (xi)i that satisfies the conclusion of Proposition 10.3. De-
note by (e˜i)i the spreading model generated by this sequence. The sequence
(xi − x˜i)i is weakly null and, passing to a subsequence, it is either norm
null or it generates some unconditional spreading model (vi)i. If it is norm
null then the proof is complete. Otherwise, (vi) is not equivalent to the unit
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vector basis of ℓ1. If it were, then either (ei)i or (e˜i)i would have to be equiv-
alent to the unit vector basis of ℓ1 and by Remark 10.1 this cannot be the
case. By Lemma 5.2 (applied to (vi)) and a standard counting argument,
passing to a subsequence of (xi − x˜i)i we have that for every ε > 0 there
exists M0, n0 ∈ N so that for any F ⊂ N with min(F ) > n0 and #F > M0
we have
(20)
1
#F
∥∥∥∥∥
∑
i∈F
(xi − x˜i)
∥∥∥∥∥ < ε.
By Theorem 4.1, given n ∈ N and ε > 0 there exists Mn ∈ N so that for all
a1, . . . , an ∈ [−1, 1] and M >Mn we have
(21)
∣∣∣∣∣∣
∥∥∥∥∥
n∑
i=1
aizi
∥∥∥∥∥−
∥∥∥∥∥∥
n∑
i=1
ai

 1
M
iM∑
j=((i−1)M+1)
ej


∥∥∥∥∥∥
∣∣∣∣∣∣ < ε.
Using (20), the fact that the spreading model of (x˜i)i is preserved when
taking averages, and a limit argument one may deduce that for any ε > 0
there exists M0 ∈ N so that for any M >M0 and a1, . . . , an ∈ [−1, 1]
(22)
∣∣∣∣∣∣
∥∥∥∥∥
n∑
i=1
aie˜i
∥∥∥∥∥−
∥∥∥∥∥∥
n∑
i=1
ai

 1
M
iM∑
j=((i−1)M+1)
ej


∥∥∥∥∥∥
∣∣∣∣∣∣ < ε.
It immediately follows that (zi)i and (e˜i)i are isometrically equivalent. Using
(20) one may clearly now choose a sequence of averages of (xi)i that satisfies
the conclusion. 
Corollary 10.5. LetX be a non-reflexive Banach space. Then there exists a
sequence (xi)i in X that generates a 1-convex block homogeneous spreading
model (ei)i.
Proof. For a bounded sequence without a weakly convergent subsequence
apply Proposition 10.3 to find a sequence (xi)i generating a spreading model
(ei)i so that the conclusion of that proposition is satisfied. The argument
used to obtain (21) yields that (ei)i is 1-convex block homogeneous. 
Remark 10.6. Note that it is not true that a non-reflexive Banach space X
must necessarily admit a conditional convex block homogeneous spreading
model. It may very well be the case that X only admits the unit vector
basis of ℓ1 as a spreading model.
In [AM3] a Banach space Xusm is constructed that is hereditarily spreading
model universal for all subsymmetric sequences. This means that for every
possible subsymmetric sequence (xi)i and every subspace Y of Xusm there
exists a sequence (yi)i in Y that generates a spreading model equivalent to
(xi)i. This is a hereditarily indecomposable reflexive Banach space and it
is constructed via a Tsirelson-type saturation method with constraints. We
restate a problem posed in that paper that is relevant to this section.
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Problem. Does there exist a Banach space X that is hereditarily universal
for all spreading sequences, i.e. both for conditional and unconditional ones?
A space X with the aforementioned property would have to be saturated
with non-reflexive hereditarily indecomposable subspaces. Before closing
this section it is worth mentioning that Banach spaces with a conditional
spreading basis don’t have a large variety of conditional spreading models.
Proposition 10.7. Let X be a Banach space with a conditional spreading
basis (ei)i and let (zi)i be its convex block homogeneous part. Let also
(xi)i be a sequence in X that generates a conditional spreading model (di)i.
Then, the convex block homogeneous part of (di)i is either equivalent to
(zi)i or to the summing basis of c0.
Proof. Apply Proposition 10.4 to find a sequence (yi)i that generates the
convex block homogeneous part (d˜i)i of (di)i and crucially also satisfies the
second conclusion of that proposition. By Theorem 7.1 (i) (yi)i has a convex
block sequence (y˜i)i that is either equivalent to (zi)i or to the summing basis
of c0. By Proposition 10.4 (ii) (d˜i)i is equivalent to (zi)i or equivalent to the
summing basis of c0. 
Remark 10.8. The above proposition easily implies that there exists no
space with a spreading Schauder basis that admits all conditional spreading
models.
11. Universality of C(ωω) for all spreading models
It was proved by E. Odell in [O, Proposition 5.10, page 419] that every
subsymmetric sequence is generated as a spreading model by some sequence
in the space C(ωω). In this section we prove that this can be extended
to include conditional spreading sequences as well. This is interesting be-
cause the ordinal number ωω is the first α for which C(α) is not isomorphic
to c0(N). Whereas the space c0(N) admits only the unit vector basis of
c0(N) and the summing basis of c0(N) as spreading models, the “successor”
space C(ωω) admits all possible spreading models. We mention here that in
[AKT1, Proposition 63, page 606] it was proved that c0(N) admits all spread-
ing sequences as 2-spreading models in the sense of [AKT1]. We first show
the result for convex block homogeneous sequences. The final statement is
then an easy consequence of Theorem 4.1. The proof requires a relatively
short construction in the flavor of Schreier space [S]. In this section we shall
denote e∗i the elements of the unit vector basis of R
n, of c00(N), or of ℓ∞(N).
We fix a Banach space Z with a normalized bimonotone equal signs
additive basis (zi)i (recall that by Corollary 3.5 any space with a con-
vex block homogeneous basis may be renormed to have this property).
Then, (zi)i is 1-spreading and furthermore, by Remark 3.7, for all inter-
vals E1 < E2 < · · · < En of N with max(Ek) + 1 = min(Ek), for 1 6 k < n,
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and all scalars a1, . . . , am we have
(23)
∥∥∥∥∥∥
n∑
k=1

∑
j∈Ek
aj

 zk
∥∥∥∥∥∥ 6
∥∥∥∥∥∥
m∑
j=1
ajzj
∥∥∥∥∥∥ .
For each n ∈ N take a (1/2n)-dense finite set Fn in the unit ball of the
subspace spanned by the first n vectors of (z∗i )i, the biorthogonal functionals
to (zi). We require Fn to satisfy the following.
(a) Fn is symmetric and z
∗
i ∈ Fn for 1 6 i 6 n,
(b) Fn is closed under projections onto intervals, and
(c) if x∗ =
∑n
i=1 aiz
∗
i is in Fn and 1 6 k0 < n, then y
∗ =
∑k0
i=1 aiz
∗
i +∑n−1
i=k0+1
ai+1z
∗
i is in Fn as well.
Note that property (c) makes sense because, using only the fact that (zi)i
is 1-spreading, if x∗, y∗ are as above then ‖y∗‖ 6 ‖x∗‖. We furthermore
require Fn ⊂ Fn+1 for all n ∈ N.
In the definition bellow, by
∑
i∈A e
∗
i we mean the sequence of scalars (ci)i
in ℓ∞(N) with ci = 1 for i ∈ A and ci = 0 otherwise. The set A may be
finite or infinite. Define the subset of the unit ball of (ℓ∞(N), ‖ · ‖ℓ∞)
KZ =
{
n∑
k=1
ak
( ∑
mk6i<mk+1
e∗i
)
: n 6 m1 < · · · < mn < mn+1 6∞,
n ∈ N and
n∑
k=1
akz
∗
k ∈ Fn
}
.
(24)
It is rather standard to verify that KZ is a countable and compact subset of
the unit ball of ℓ∞(N) endowed with the topology of pointwise convergence
and that the Cantor-Bendixson index of KZ is ω + 1. In fact, the ω’th
derivative of KZ is a the singleton that contains the zero element of ℓ∞(N).
To see this, note that an element of KZ depends on a set {m1 < · · · <
mn < mn+1} in N ∪ {∞} with n 6 m1 and scalar coefficients a1, . . . , an
that may be chosen from a finite set that depends on n. Therefore, KZ is
homeomorphic to ωω and the space C(KZ) is isometric to C(ωω).
We define a norm on c00(N) by setting ‖x‖S˜(Z) = sup{|f(x)| : f ∈ KZ},
where for f ∈ KZ and x ∈ c00(N) the symbol f(x) denotes the usual inner
product of f with x. We denote S˜(Z) to be the the completion of the space
(c00(N), ‖ · ‖S˜(Z)). One may refer to the space S˜(Z) as the “conditional
schreierification of Z”. Note that the map T : S˜(Z) → C(KZ) defined by
T (ei)(f) = f(ei) is a linear isometric embedding. We note for later use the
following, which follows from K(ω)Z = {0}.
Remark 11.1. Any onto homeomorphism φ : ωω → KZ satisfies φ(ωω) = 0.
Hence, if T : S˜(Z)→ C(KZ) is the above isometry and T˜ : S˜(Z)→ C(ωω) is
defined by T˜ x(α) = Tx(φ(a)), then for every x ∈ S˜(Z) we have T˜ x(ωω) = 0.
That is, S˜(Z) isometrically embeds into C0(ωω).
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It remains to observe that the sequence (ei)i endowed with ‖·‖S˜(Z) admits
(zi)i as a spreading model. Indeed, (24) easily implies that for n < k1 <
· · · < kn and c1, . . . , cn ∈ R setting m1 = k1, . . . ,mn = kn we have
(25)
∥∥∥∥∥
n∑
i=1
cieki
∥∥∥∥∥ > max
{
x∗
(
n∑
i=1
cizi
)
: x∗ ∈ Fn
}
>
2n− 1
2n
∥∥∥∥∥
n∑
i=1
cizi
∥∥∥∥∥ ,
whereas on the other hand by (24), if x =
∑n
i=1 ckzki we also obtain∥∥∥∥∥
n∑
i=1
cieki
∥∥∥∥∥ 6 max


∥∥∥∥∥∥
m∑
j=1
sEj(x)zi
∥∥∥∥∥∥ : (Ej)mj=1 is a sequence
of consecutive intervals of N


=
∥∥∥∥∥
n∑
i=1
cizi
∥∥∥∥∥ (by (23)).
(26)
The desired result follows from (25) and (26). We summarize what we have
shown in the following statement.
Remark 11.2. Given a Banach space with a bimonotone equal signs addi-
tive basis (zi)i, the unit vector basis (ei)i of c00(N) endowed with ‖ · ‖S˜(Z)
(i) forms a bimonotone Schauder basis for the space S˜(Z),
(ii) generates a spreading model isometrically equivalent to (zi)i, and
(iii) the summing functional s defined on it is bounded, in fact it has
norm one.
To see (i), note that in (24), by property (b) of the sets Fn, the coefficients
(ai)
n
i=1 may be restricted to intervals of {1, . . . , n} by replacing the initial
part and the tail part with zeros. This is possible because the sets Fn are
chosen to be closed under taking projections onto intervals.
Translating the above remark and using the isometric embedding T˜ of
S˜(Z) into C(ωω) we obtain the following.
Proposition 11.3. Let Z be a Banach space with a bimonotone and equal
signs additive Schauder basis (zi)i. Then, C(ω
ω) contains a sequence (fi)i
that generates a spreading model isometrically equivalent to (zi)i.
We now state and prove the main result of this section.
Theorem 11.4. Let X be a Banach space with a spreading Schauder basis
(xi)i. Then there exists a sequence (yi)i in C(ω
ω) that generates a spreading
model equivalent to (xi)i.
Proof. As we mentioned earlier, the unconditional case was already proved
by E. Odell. In the conditional case and assuming that (xi)i is 1-spreading,
apply Theorem 4.1 and let (ui)i, (zi)i be the unconditional and convex block
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homogeneous parts of (xi)i respectively. Find sequences (fi)i and (gi)i in
C(ωω) generating (ui)i and (zi)i as spreading models. Then, the sequence
(fi, gi)i in C(ω
ω) ⊕ C(ωω) generates a spreading model equivalent to (xi)i.
Since C(ωω) is isomorphic to its square the proof is complete. 
Remark 11.5. A somewhat similar proof yields that for a countable ordinal
number α, the space C(ωω
α
) admits all Schauder basic spreading sequences
as Sα-spreading models. That is, if (xi)i is a Schauder basic spreading
sequence then there exists a sequence (fi)i in C(ω
ωα) and positive constants
κ, K so that for all F ∈ Sα and choice of scalars (ai)i∈F we have
κ
∥∥∥∥∥
∑
i∈F
aixi
∥∥∥∥∥ 6
∥∥∥∥∥
∑
i∈F
aifi
∥∥∥∥∥ 6 K
∥∥∥∥∥
∑
i∈F
aixi
∥∥∥∥∥ .
The proof requires a variation of the set KZ with an Sα condition. This has
to do with the convex block homogeneous part of (xi)i and a similar set has
to be defined for the unconditional part as well.
We shall now orient our attention towards proving a slightly more precise
statement of Theorem 11.4. The reason for this is that we will require
an extra condition for the sequence in C(ωω) that generates the desired
conditional spreading model, in order to prove the main result of Section
12.
Remark 11.6. Given a Banach space U with a suppression unconditional
spreading basis (ui)i, one may define a norm ‖ · ‖S(U) on c00(N) with com-
pletion S(U) so that the unit vector basis (ei)i of c00(N), endowed with
‖ · ‖S(U),
(i) forms a suppression unconditional Schauder basis for the space S(U),
(ii) it generates a spreading model isometrically equivalent to (ui)i, and
(iii) it is isometrically equivalent to some sequence (gi)i in C0(ω
ω).
The definition of the norm ‖ · ‖S(U) is a simpler version of the definition
of ‖ · ‖S˜(Z) and it uses a set similar to KZ that contains elements of the
form
∑n
i=1 aiemi where n 6 m1 < · · · < mn and y∗ =
∑n
k=1 aiu
∗
i is in an
appropriate subset Gn of the unit ball of U
∗ that is closed under projections
onto subsets. This is a more precise statement than what was proved by
Odell in [O, Proposition 5.10, page 419] and we shall use it in the sequel.
Lemma 11.7. Let Z be a Banach space with a bimonotone equal signs
additive basis. Let x =
∑m
i=1 ciei be a vector in c00(N) and 1 6 p 6 q 6 m be
natural numbers so that
∑q
i=p ci = 0. Then, if y =
∑
16i<p ciei+
∑
q<i6m ciei
we have ‖y‖S˜(Z) 6 ‖x‖S˜(Z). In particular, any block sequence (yi)i in S˜(Z),
with s(yi) = 0 for all i ∈ N, is suppression unconditional.
Proof. Let f =
∑n
k=1 ak
∑
mk6j<mk+1
e∗j be in KZ , as in (24), i.e. x∗ =∑n
k=1 akz
∗
k ∈ Fn and n 6 m1 < · · · < mn < mn+1 6 ∞. We will show that
there is g ∈ KZ with f(y) = g(x). We distinguish two cases. If there is 1 6
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k 6 n so that mk 6 p and q < mk+1 observe that f(y) = f(x). Otherwise,
set k1 = min{1 6 k 6 n : with p 6 mk < q} and k2 = max{1 6 k 6 n : with
p 6 mk 6 q}. We shall assume that k1 < k2 as the case k1 = k2 is treated
slightly differently but very similarly.
By property (c) of Fn (see page 38) we have that y
∗ =
∑k1
k=1 akz
∗
k +∑n−k2+k1+1
k=k1+1
ak+k2−k1−1z
∗
k is in Fn. We define (m˜k)
n+1−k2+k1+1
k=1 as follows.
m˜k =


mk if 1 6 k < k1,
p if k = k1,
q if k = k1 + 1, and
mk+k2−k1−1 if k1 + 1 < k 6 n+ 1− k2 + k1.
Define
g =
k1∑
k=1
ak
∑
m˜k6j<m˜k+1
e∗j +
n−k2+k1+1∑
k=k1+1
ak+k2−k1−1
∑
m˜k6j<m˜k+1
e∗j .
Then, g is in KZ . Some computations yields that f(y) = g(x). 
In isomorphic terms, the only improvement of the following statement
when compared to Theorem 11.4 is conclusion (iii). This is however a very
important condition necessary to prove the main result of Section 12.
Proposition 11.8. Let Z be a Banach space with a bimonotone equal
signs additive basis (zi)i and U be a Banach space with a suppression un-
conditional spreading basis (ui)i. Denote by (fi)i the basis of S˜(Z) and
by (gi)i the basis of S(U). Also denote by (xi)i the sequence (ui, zi)i in
(U ⊕ Z)0 and set X = [(xi)i]. Finally, by (hi)i denote the sequence (gi, fi)i
in (S(U)⊕ S˜(Z))0 and set X˜ = [(hi)i]. Then, the following hold.
(i) The sequence (hi)i generates a spreading model isometrically equiv-
alent to (xi)i.
(ii) The summing functional defined on (hi)i is bounded, in fact it has
norm one.
(iii) Every block sequence (wi)i of (hi)i with s(wi) = 0 for all i ∈ N is
suppression unconditional.
(iv) The space X˜ embeds isometrically into C(ωω). In particular, X˜ is
c0-saturated.
Proof. The first statement is an immediate consequence of Remark 11.2 (ii)
and Remark 11.6 (ii). The second statement follows from Remark 11.2 (iii).
The third statement follows from Remark 11.6 (i) and Lemma 11.7. To see
the last statement recall that (C0(ω
ω)⊕C0(ωω))0 embeds isometrically into
C(ωω). By Remark 11.1 the space S˜(Z) embeds isometrically into C0(ωω)
and by Remark 11.6 (iii) S(U) embeds isometrically into C0(ωω) as well.
We conclude that (S(U) ⊕ S˜(Z))0 embeds isometrically into C(ωω) which
yields the desired result. 
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12. Spreading models of quasi-reflexive spaces
As it was proved in Section 10, non-reflexive Banach spaces always ad-
mit convex block homogeneous spreading models whereas in Section 11 we
showed that C(ωω) admits all possible spreading sequences as spreading
models. In this section we show that every conditional spreading sequence
is admitted as a spreading model of a Banach space that is quasi-reflexive
of order one, i.e. a non-reflexive space that is almost reflexive.
The most difficult part of the present section is to prove the proposition
below. It involves a Tsirelson-type construction with saturation under con-
straints. For now, we state it and use it to prove the main theorem of this
section. We present the proof of the proposition later.
Proposition 12.1. Let X be a Banach space with a normalized bimonotone
Schauder basis (xi)i so that
(i) the space ℓ1 does not embed into X and
(ii) the summing functional s : X → R with respect to the basis (xi)i is
bounded and any block sequence (yi)i of (xi)i, with s(yi) = 0 for all
i ∈ N, is suppression unconditional.
Then there exists a Banach space X with a bimonotone Schauder basis (ei)i
satisfying the following.
(a) The linear map T : X→ X defined by Tei = xi is bounded and has
norm one.
(b) For any natural numbers n < i1 < · · · < in and real numbers
c1, . . . , cn we have that ‖
∑n
k=1 ckxik‖ = ‖
∑n
k=1 ckeik‖.
(c) The basis (ei)i is boundedly complete.
(d) The summing functional s : X → R with respect to the basis (ei)i
is bounded and every block sequence (yi)i of (ei)i with s(yi) = 0 for
all i ∈ N spans a reflexive subspace of X.
We now state the main result of this section. This result has two state-
ments, one for unconditional spreading sequences and one for conditional
ones. We shall give a proof of the second statement, which is also the more
difficult one and it uses Proposition 12.1. Afterwards, we provide a proof of
Proposition 12.1. At the end of the section we shall point out some of the
steps required to achieve the first statement of the following theorem.
Theorem 12.2. Let (xi)i be a spreading Schauder basic sequence.
(i) If (xi)i is unconditional, then there exists a reflexive Banach space X
with an unconditional Schauder basis (ei)i that generates a spreading
model equivalent to (xi)i.
(ii) If (xi)i is conditional, then there exists a Banach space X that is
quasi-reflexive of order one with a Schauder basis (ei)i that generates
a spreading model equivalent to (xi)i.
Proof of (ii). We may assume that (xi)i is bimonotone 1-spreading. Using
Theorem 4.1 and Corollary 3.5, by passing to an equivalent norm onX, there
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are a suppression unconditional sequence (ui)i and a bimonotone equal signs
additive sequence (zi)i spanning spaces U and Z respectively, so that (xi)i
is isometrically equivalent to the sequence (ui, zi)i in (U ⊕ Z)0. Take the
space X˜ with basis (hi)i given by Proposition 11.8. Apply Proposition 12.1
to the space X˜ to obtain a space X with a Schauder basis (ei)i satisfying
the conclusion of that Proposition. We claim that this space has the desired
properties.
By Propositions 11.8 (i) and 12.1 (b) we deduce that (ei)i generates (xi)i
as a spreading model. Furthermore, Propositions 11.8 (ii) and 12.1 (a)
clearly yield that the summing functional is bounded on (ei)i which implies
that the sequence (di)i with d1 = e1 and di = ei−ei−1 for i > 2 is a Schauder
basis for X. Indeed, if (Pn)n denotes the sequence of projections associated
to (ei)i, then the sequence of projections (Qn)n associated to (di)i is given
by Qnx = Pnx+ s[n+1,∞)(x)en. By Proposition 12.1 one may conclude that
any skipped block sequence of (di)i spans a reflexive subspace of X. Since X
generates a conditional spreading model it cannot be reflexive and therefore
by [FOSZ, Theorem 2.1, page 3] it is quasi-reflexive of order one. 
Proof of Proposition 12.1. We shall brake up the proof of Proposition
12.1 into several steps. Let us from now on fix a Banach space X with a
normalized bimonotone Schauder basis (xi)i satisfying the assumptions of
Proposition 12.1. Let us also fix strictly increasing sequences of natural
numbers (mj)j , (nj)j , with m1 > 2, n1 > 4, mj < nj < mj+1 for all j ∈ N
and
∑
j(mj/nj) < 1. A norming set is a symmetric subset G of the unit
ball of c00(N) that contains all elements of the unit vector basis (ei)i.
Notation. If G is a norming set, a functional
α =
1
n
(f1 + · · ·+ fk),
where k 6 n ∈ N and f1 < · · · < fk ∈ G, will be called an α-average of G.
The size of α is defined to be s(α) = n.
A sequence α1 < · · · < αk < · · · of α-averages will be called very fast
growing if s(αk+1) > max{s(αk), 2max suppαk} for all k.
A functional
f =
1
mj
d∑
q=1
αq,
where j ∈ N, d 6 nj and α1 < · · · < αd is a very fast growing sequence of
α-averages of G, will be called a weighted functional of G. The weight of f
is defined to be w(f) = j.
We shall recursively define an increasing sequence of subsets of c00(N) and
use their union to define a norm on c00(N). Set
(27) W0 =
{
n∑
i=1
λiei :
∥∥∥∥∥
n∑
i=1
λix
∗
i
∥∥∥∥∥ 6 1
}
44 S. A. ARGYROS, P. MOTAKIS, AND B. SARI
and assuming that Wn has been defined, we set
Wαn+1 = {α : α is an α-average of Wn}
Wwn+1 = {f : f is a weighted functional ofWn}
Wn+1 = Wn ∪Wαn+1 ∪Wwn+1
Finally we set W = ∪∞n=0Wn. For x ∈ c00(N) we define
‖x‖ = sup {f(x) : f ∈W}
and we set X to be the completion of (c00(N), ‖ · ‖).
Remarks 12.3. The following are easy observations that follow from the
definition of W .
(i) For every f ∈W and E interval of the natural numbers, f |E is also
in W , therefore the unit vector basis of (ei)i forms a bimonotone
Schauder basis for X.
(ii) Since W0 ⊂ W , the linear map T : X → X defined by Tei = xi is
bounded and it has norm one. It follows that the summing functional
s : X→ R is bounded.
(iii) The set W is the smallest norming set such that W0 ⊂ W and for
every j ∈ N, d 6 nj and very fast growing sequence of α-averages
α1 < · · · < αd of W , the functional f = 1mj
∑d
q=1 αq is also in W .
Proposition 12.4. The unit vector basis of (ei)i forms a boundedly com-
plete Schauder basis for X.
Proof. Towards a contradiction, let us assume that the conclusion fails.
Then, there exists a block sequence (yk)k and ε > 0, such that the following
hold.
(i) For every k ∈ N ‖yk‖ > ε, i.e. there exists fk ∈ W with ran fk ⊂
ran(yk) and fk(yk) > ε.
(ii) For every n ∈ N we have that ‖∑nk=1 yk‖ 6 1
Set E1 = {1} and choose a sequence E1 < E2 < · · · of intervals of the
natural numbers satisfying the following.
(a) For every k ∈ N, maxEk + 1 = minEk+1.
(b) For every k ∈ N, #Ek+1 > max{#Ek, 2max supp ymaxEk}.
Set wk =
∑
i∈Ek
yi and αk = (1/#Ek)
∑
i∈Ek
fi. The following hold.
(α) For every n ∈ N, ‖∑nk=1wk‖ = ‖∑maxEni=1 yi‖ 6 1.
(β) For every k ∈ N, αk(wk) > ε.
(γ) The sequence (αk)k is very fast growing.
Choose j ∈ N such that (εnj)/mj > 1. Then from (γ) we have that
f = 1mj
∑nj
k=1 αk is in W . From (β) we have that f(
∑nj
k=1wk) > 1, i.e.
‖∑njk=1wk‖ > 1. This contradicts (α) and the proof is complete. 
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Proposition 12.5. For any natural numbers n < i1 < · · · < in and real
numbers c1, . . . , cn we have that∥∥∥∥∥
n∑
k=1
ckxik
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
ckeik
∥∥∥∥∥ .
Proof. Fix n < i1 < · · · < in and real numbers c1, . . . , cn such that if y =∑n
k=1 ckxik , then ‖y‖ = 1. Remark 12.3 (ii) yields that ‖
∑n
k=1 ckeik‖ > 1.
We shall prove that ‖x‖ 6 1, x = ∑nk=1 ckeik , by inductively showing that
for f ∈Wm, f(x) 6 1, for m = 0, 1, . . ..
For f ∈ W0 this trivially follows by the fact that ‖
∑n
k=1 ckxik‖ = 1.
Assume that the statement holds for every f ∈ Wm and let f ∈ Wm+1.
If f is an α-average of Wm, the result follows trivially from the inductive
assumption. Otherwise, there exist j ∈ N, d 6 nj and α1 < · · · < αd a very
fast growing sequence of α-averages of Wm with f =
1
mj
∑d
q=1 αq.
Set q1 = min{q : min ranαq > n}. Then by the inductive assumption
αq1(x) 6 1, while for q < q1, αq(x) = 0. Moreover, by the very fast
growing condition, for q > q1 we have that ‖αq‖∞ < 1/2n+1 and there-
fore
∑
q>q1
αq(x) < n/2
n+1 < 1. Combining the above, we conclude that
f(x) < (1/mj)(1 + 1) 6 1. 
Lemma 12.6. Let α be an α-average in W and x1 < · · · < xk be block
vectors in the unit ball of X . Then∣∣∣∣∣α
(
1
k
k∑
i=1
xi
)∣∣∣∣∣ < 1s(α) + 2k .
Proof. Assume that α = (1/m)
∑d
j=1 fj, where f1 < · · · < fd ∈ W and
d 6 m = s(α). Set
E1 = {i : there exists at most one j such that ran(fj) ∩ ran(xi) 6= ∅},
E2 = {1, . . . , n} \ E1, and
Ji = {j : ran(fj) ∩ ran(xi) 6= ∅}, for i = 1, . . . , k.
Then it is easy to see that ∣∣∣∣∣∣α

1
k
∑
i∈E1
xi


∣∣∣∣∣∣ 6
1
m
and ∣∣∣∣∣∣α

1
k
∑
i∈E2
xi


∣∣∣∣∣∣ 6
1
m
∑
i∈E2
1
k

∑
j∈Ji
|fj(xi)|

 < 2m
m
1
k
.

Proposition 12.7. The space ℓ1(N) does not embed into X.
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Proof. Towards a contradiction, assume that there exists a normalized block
sequence (zk)k in X, equivalent to the unit vector basis of ℓ1(N). Define
Y = 〈zk : k ∈ N〉 and take T |Y : Y → X to be the map from Remark 12.3
(ii), which is bounded (recall, Tei = xi, so essentially T is the identity map).
By assumption ℓ1(N) does not embed intoX and hence T is strictly singular.
We may therefore choose a further normalized block sequence (yk)k of (zk)k
with
∑
k ‖Tyk‖ < 1.
Choose increasing subsets of the natural numbers F1 < F2 < · · · satisfying
the following. If jk = max supp(ymaxFk), then #Fk+1 = 2knjk . Set wk =
(1/#Fk)
∑
i∈Fk
yi. Then (wk)k is seminormalized, equivalent to the unit
vector basis of ℓ1 and it satisfies the following.
(i)
∑
k ‖Twk‖ < 1 and hence for any scalar sequence (λk)k in [−1, 1] we
have ‖∑k λkTwk‖ < 1.
(ii) For every α-average α in W and k > 2 we have that
|α(wk)| < 1
s(α)
+
1
knjk−1
.
The second statement follows from Lemma 12.6. Consider now natural
numbers m 6 k1 < · · · < km and λ1, . . . , λm in [−1, 1]. We shall inductively
prove the following. If x =
∑m
i=1 λiwki , then |f(x)| < 8 for every f ∈
Wn, n = 0, 1, . . .. This clearly contradicts the assumption that (wk)k is
equivalent to the unit vector basis of ℓ1.
For f ∈W0 this clearly follows from (i) and the obvious fact that ‖Tx‖ =
sup{|f(x)| : f ∈ W0}. Assume that it holds for every f ∈ Wm and let
f ∈ Wm+1. If f is an α-average then there is nothing to prove. Otherwise,
there are t ∈ N, d 6 nt and a very fast growing sequence of α-averages α1 <
· · · < αd of Wm with f = (1/mt)
∑d
q=1 αq. Set i0 = min{i 6 m : jki > t}.
By the choice the sequence (jk)k, we have that
‖f‖∞ 6 1
mt
6
1
t
6
1
jki0−1
= (max suppwki0−1)
−1
and hence we conclude the following.
(28)
∣∣∣∣∣f
(∑
i<i0
λiwki
)∣∣∣∣∣ 6 ‖f‖∞max suppwki0−1 6 1.
Set q1 = min{q 6 d : max suppαq > max suppwki0+1}. Then, for q > q1, we
have that
s(αq) > 2
max suppwki0+1 > 2
#Fki0+1 = 2
2k0·njki0 > 2k02
njki0 > m2nt > mnt.
Using (ii) and the above, for q > q1 and i > i0 + 1 we have that
|αq (wki)| <
1
mnt
+
1
m · njki0
<
2
mnt
.
A STUDY OF CONDITIONAL SPREADING SEQUENCES 47
We conclude the
(29)
∣∣∣∣∣ 1mt
∑
q>q1
αq
( ∑
i>i0+1
λqwki
)∣∣∣∣∣ < 12mnt 2mnt = 1.
The inductive assumption yields that |αq1(
∑
i>i0+1
λqwki)| < 8. Combining
this with (29) we obtain
(30)
∣∣∣∣∣f
( ∑
i>i0+1
λqwki
)∣∣∣∣∣ =
∣∣∣∣∣∣
1
mt
∑
q>q1
αq
( ∑
i>i0+1
λqwki
)∣∣∣∣∣∣ 6 5.
Finally, using the fact that |f(λi0wki0 + λi0+1wki0+1)| 6 2, (28) and (30) we
conclude that |f(x)| < 8. 
Proposition 12.8. Every block sequence (zk)k of (ei)i in X with s(zk) = 0
for all k ∈ N spans a reflexive subspace of X.
Proof. Let (zk)k be a normalized block sequence in ker s. By Proposition
12.4, (zk)k is boundedly complete. It remains to prove that it is shrinking
as well. Towards a contradiction, assume that this is not the case, i.e. there
exist a linear functional f : X→ R with ‖f‖ = 1, a further normalized block
sequence (yk)k of (zk)k, and ε > 0 with f(yk) > ε for all k ∈ N.
Choose a summable sequence of positive reals (εk)k with
∑
j>k εj < εk for
all k ∈ N. Moreover, choose increasing subsets F1 < F2 < · · · of the natural
numbers with #Fk > 2ε
−1
k for all k ∈ N and set wk = (1/#Fk)
∑
i∈Fk
yi.
Then ε < f(wk) 6 ‖wk‖ 6 1 for all k ∈ N. We shall prove that (wk)k is
unconditional and therefore equivalent to the unit vector basis of ℓ1. This
contradicts Proposition 12.7 and the proof will be finished.
We shall prove by induction on n that for every f ∈ Wn, ℓ 6 m ∈ N,
G ⊂ {ℓ, . . . ,m} and λℓ, . . . , λm ⊂ [−1, 1], there exists g ∈Wn satisfying the
following.
(i) ran(g) ⊂ ran(f).
(ii) If f is an α-average, then g is also an α-average of size s(g) = s(f)
(iii) f(
∑
k∈G λkwk) < g(
∑m
k=ℓ λkwk) + εℓ
The third assertion of the above statement implies that (wk)k is uncondi-
tional with suppression constant at most 1 + ε1 which is the desired result.
We proceed to the inductive proof. Let f ∈ W0, ℓ,m ∈ N with ℓ 6 m,
G ⊂ {ℓ, . . . ,m} and λℓ, . . . , λm ⊂ [−1, 1]. Set
k1 = min{k ∈ G : min supp f 6 max suppwk}
k2 = max{k ∈ G : max supp f > min suppwk}
i1 = min{i ∈ Fk1 : min supp f 6 max supp yi}
i2 = max{i ∈ Fk2 : max supp f > min supp yi}
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For k1 < k < k2 set w˜k = wk. Set G˜ = {k ∈ G : k1 6 k 6 k2}, and also set
w˜k1 =
1
#Fk1
∑
{i∈Fk1 :i>i1}
yi
w˜k2 =
1
#Fk2
∑
{i∈Fk2 :i<i2}
yi
Then,
f
(∑
k∈G
λkwk
)
= f

∑
k∈G˜
λkwk


= f

∑
k∈G˜
λkw˜k

+ f (λk1 1#Fk1 yi1
)
+ f
(
λk2
1
#Fk2
yi2
)
.
Using the fact that for k > ℓ, #Fk > 2ε
−1
ℓ we conclude
(31) f
(∑
k∈G
λkwk
)
< f

∑
k∈G˜
λkw˜k

+ εℓ
Recall that every block sequence of (xi)i in X that is in ker s is suppression
unconditional. Therefore
f

∑
k∈G˜
λkw˜k

 6
∥∥∥∥∥∥
∑
k∈G˜
λkT w˜k
∥∥∥∥∥∥ 6
∥∥∥∥∥∥
k2∑
k=k1
λkT w˜k
∥∥∥∥∥∥ .
Choose g′ ∈W0 with g′(
∑m
k=k1
λkw˜k) = ‖
∑k2
k=k1
λkT w˜k‖. Then, using (31)
we have that
(32) f
(∑
k∈G
λkwk
)
< g′

 k2∑
k=k1
λkw˜k

+ εℓ
Set g to be g′|E , where
E = {max supp(yi1) + 1, . . . ,min supp(yi2)− 1} ⊂ ran(f).
The fact that (xi)i is a bimonotone basis for X, yields that g is in W0.
Moreover, g(
∑m
k=ℓ λkwk) = g
′(
∑k2
k=k1
λkw˜k). Using (32) we deduce that g
is the desired functional.
Assume now that the statement holds for m ∈ N and let f ∈ Wm+1,
ℓ 6 m ∈ N, G ⊂ {ℓ, . . . ,m} and λℓ, . . . , λm ⊂ [−1, 1]. Consider first the
case in which f is an α-average of Wm, i.e. there are d, p ∈ N with d 6 p
and f1 < · · · < fd ∈ Wm with f = (1/p)(f1 + · · · + fd). By the inductive
assumption, for q = 1, . . . , d there exist gi ∈Wn satisfying the following.
(a) ran(gi) ⊂ ran(fi).
(b) fi(
∑
k∈G λkwk) < gi(
∑m
k=ℓ λkwk) + εℓ
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We conclude that g = 1p(g1 + · · · + gd) is the desired functional.
Consider now that case in which f is a weighted functional in Wm, i.e.
there are j ∈ N, d 6 nj, and a very fast growing sequence α1 < · · · < αd of
α-averages of Wm with f = (1/mj)(α1 + · · ·+ αd). Set
H = {q 6 d : ran(αq) ∩ ran(wk) = ∅ for some k ∈ G}
If H = {q1 < · · · < qp}, then clearly (αqi)pi=1 is very fast growing and also
(33) f
(∑
k∈G
λkwk
)
=
1
mj
p∑
i=1
αqi
(∑
k∈G
λkwk
)
Partition H into two sets as follows.
H1 = {qi ∈ H : ran(αqi) ∩ ran(wk) = ∅ for all k ∈ {ℓ, . . . ,m} \G}
H2 = H \H1
For qi ∈ H2, set ℓi = min{k ∈ {ℓ, . . . ,m} : ran(αqi) ∩ ran(wk) 6= ∅}. Notice
that for qi < qj ∈ H2 we have ℓ1 < ℓ2. For qi ∈ H2, set Gi = G∩{ℓi, . . . ,m}.
Then αqi(
∑
k∈G λkwk) = αqi(
∑
k∈Gi
λkwk) and by the previous case, there
exists an α-average α˜qi of Wn with ran(α˜qi) ⊂ ran(αqi), s(α˜qi) = s(αqi)
and αqi(
∑
k∈Gi
λkwk) < α˜qi(
∑m
k=ℓi
λkwk) + εℓi . Clearly, α˜qi(
∑m
k=ℓi
λkwk) =
α˜qi(
∑m
k=ℓ λkwk). We have concluded that for qi ∈ H2, α˜qi is an α-average
satisfying the following statements.
(α) ran(α˜qi) ⊂ ran(αqi),
(β) s(α˜qi) = s(αqi), and
(γ) αqi(
∑
k∈G λkwk) < α˜qi(
∑m
k=ℓ λkwk) + εℓi .
For qi ∈ H1 set α˜qi = αqi . Then (α˜qi)pi=1 is very fast growing and hence
g = (1/mj)
∑p
i=1 α˜qi is in Wn+1 and ran g ⊂ ran f . Combining (33), the
fact that for qi < qj ∈ H2 we have that ℓ1 < ℓ2, the fact that
∑m
k=ℓ εk < 2εℓ
and (γ), we conclude the following.
f
(∑
k∈G
λkwk
)
=
1
mj
p∑
i=1
αqi
(∑
k∈G
λkwk
)
<
1
mj
p∑
i=1
α˜qi
(
m∑
k=ℓ
λkwk
)
+
1
mj
m∑
k=ℓ
εk
= g
(
m∑
k=ℓ
λkwk
)
+
1
mj
m∑
k=ℓ
εk
< g
(
m∑
k=ℓ
λkwk
)
+ εℓ
The inductive step is now complete and so is the proof. 
To the best of our knowledge, it was not known whether every subsym-
metric sequence is generated as a spreading model by an unconditional basis
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of a reflexive space. Recall that in [AM3] a reflexive Banach space is con-
structed that admits all subsymmetric sequences as spreading models in all
of its subspaces. However, this space is hereditarily indecomposable, i.e. it
does not contain unconditional basic sequences and its construction is rather
complicated. We give a short description of Theorem 12.2 (i).
Proof of 12.2 (i). We may assume that (xi)i 1-subsymmetric and we take
the space S(U) from Remark 11.6 with an unconditional Schauder basis
(ei)i generating a spreading model isometrically equivalent to (xi)i. Then,
we define W0 similarly as in (27), using instead the unit ball of S(U). The
sets Wm are then defined in the same way and their union gives a norming
set W that then defines the norm of the space X with an unconditional
basis that generates (xi)i as a spreading model. This is proved identically
as Proposition 12.5. Proofs identical to those of Propositions 12.4 and 12.7
yield that X does not contain c0 and ℓ1 and hence it is reflexive. 
13. The diversity of convex block homogeneous bases
In this final section we attempt to give an answer to the question of what
different types of convex block homogeneous bases there are. As it was ob-
served in section 3, one way of defining a convex block homogeneous basis
is to take the jamesification of a subsymmetric basis. One may ask whether
this is the unique way of obtaining such bases. By Theorem 4.1, a posi-
tive answer to this question would imply that every conditional spreading
sequence is defined via two subsymmetric sequences alone. As it turns out
however, this is false as there exist convex block homogeneous bases that
cannot be obtained by jamesifying subsymmetric sequences. We provide a
fairly simple example obtained by duality.
Remarks 13.1. Let X, be a Banach space with a 1-subsymmetric (i.e.
1-unconditional and 1-spreading) basis (xi)i. Let J(X) denote the jamesifi-
cation of X and (ei)i its natural Schauder basis. The following can be shown
easily.
(i) If (xi)i is not equivalent to unit vector basis of ℓ1(N), then (ei)i is
conditional and spreading.
(ii) The sequence (ei)i is 1-convex block homogeneous and bimonotone.
(iii) The unconditional part (ui)i of (ei)i, i.e. the sequence (e2i−e2i−1)i, is
equivalent to the sequence (xi)i. In particular, for any real numbers
a1, . . . , an we have
(34)
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
i=1
aiui
∥∥∥∥∥ 6 2
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ .
Remark 13.2. Remark 13.1 (iii) implies the following. If Z is a Banach
space with a convex block homogeneous basis (zi)i that is equivalent to the
jamesification of some subsymmetric sequence (xi)i, then actually (xi)i is
equivalent to the unconditional part (ui)i of (zi)i. In other words, if (zi)i is
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equivalent to the jamesification of some subsymmetric sequence, then it is
actually equivalent to the jamesification of its own unconditional part.
A convex block homogeneous basis by duality. Let us denote by (ei)i
the boundedly complete basis of James space J . The term “jamesification”
actually stems from this basis and it is the jamesification of the unit vector
basis of ℓ2(N), i.e. for a sequence of scalars (ai)i one has
(35)
∥∥∥∥∥
∑
i
aiei
∥∥∥∥∥ = sup



 n∑
k=1

∑
i∈Ek
ai


2

1/2

 ,
where the supremum is taken over all possible choices of successive inter-
vals (Ek)
n
k=1 of N that are allowed to have gaps between them (although
this makes no difference). The basis (ei)i of James space is 1-convex block
homogeneous and so by Proposition 3.9 the sequence (s[1,n])n, with s[1,n] =∑n
i=1 e
∗
i for all n ∈ N, is convex block homogeneous. Let us denote by Y
the closed linear span of the sequence (s[1,n])n. This is a subspace of co-
dimension one in J∗ and in fact it is isomorphic to J∗. As it was proved
by R. C. James in [J2], the spaces J and J∗ are not isomorphic. This in
particular means that (s[1,n])n is not equivalent to (ei)i, i.e., (s[1,n])n is not
equivalent to the jamesification of the unit vector basis of ℓ2(N).
Proposition 13.3. The basis (s[1,n])n of Y is convex block homogeneous
but not equivalent to the jamesification of any subsymmetric sequence.
Proof. Assume that there exists a subsymmetric sequence (xi)i so that
(s[1,n])n is equivalent to the jamesification of (xi)i. By Remark 13.2, (xi)i is
equivalent to the sequence (s[1,2n]− s[1,2n−1])n, i.e. the sequence (e∗2n)n. We
will show that (e∗2n)n is equivalent to the unit vector basis of ℓ2(N). This
contradicts the last sentence of the preceding discussion.
Observe that by (35) the basis (ei)i of J dominates the unit vector basis
of ℓ2(N) with constant one. Hence, (e
∗
n)n and in extend also (e
∗
2n)n is 1-
dominated by the unit vector basis of ℓ2(N). For the inverse domination, let
a1, . . . , an be scalars the squares of which sum up to one, we will evaluate
the norm of x∗ =
∑n
i=1 aie
∗
2i. Consider the vector x =
∑n
i=1 ai(e2i − e2i−2)
in J . Then, by (35) it follows that 1 6 ‖x‖ 6 √2 and an easy calculation
yields x∗(x) = 1. In conclusion, 1/
√
2 6 ‖x∗‖ 6 1. Therefore, (e∗2n)n is
equivalent to the unit vector basis of ℓ2(N) which is absurd. 
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