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A continuum individual based model of
fragmentation: dynamics of correlation functions
Abstract. An individual-based model of an infinite system of point parti-
cles in Rd is proposed and studied. In this model, each particle at random
produces a finite number of new particles and disappears afterwards. The
phase space for this model is the set Γ of all locally finite subsets of Rd.
The system’s states are probability measures on Γ the Markov evolution of
which is described in terms of their correlation functions in a scale of Ba-
nach spaces. The existence and uniqueness of solutions of the corresponding
evolution equation are proved.
1. Introduction. Mathematical models describing large ecological com-
munities mostly operate with averaged quantities like the density of the
entities constituting the community and are deduced in a phenomenological
way, see, e.g. [3, 15, 17]. In a more advanced modeling, the dynamical acts
of each single entity are being taken into account. Among such individual-
based models one might distinguish those where the entities disappear (die)
or give birth to new ones, see, e.g. [5, 7, 9]. In the present paper, we in-
troduce and study an individual-based model of an infinite system of point
‘particles’ placed in Rd, in which each ‘particle’ produces at random a finite
‘cloud’ (possibly empty) of new ones, and disappears afterwards. A partic-
ular case of this model with the cloud being empty or consisting of exactly
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two offsprings can describe the dynamics of cell division. As is now com-
monly adopted, see [16], the phase space of such systems is the configuration
space Γ = Γ(Rd) which consists of all locally finite subsets of Rd, called con-
figurations. This set is endowed with a measurability structure that allows
one to employ probability measures defined thereon. Such measures are
then considered as the system’s states the Markov evolution of which is
described by means of the corresponding Fokker–Planck equation. Its dual
is the Kolmogorov equation involving observables – appropriate functions
F : Γ → R. Details of the analysis on configuration spaces can be found
in [1, 10, 12], see also [4, 5, 6, 7] for more on individual-based modeling of
continuum infinite-particle systems. In studying the model proposed in this
work we follow the so-called statistical approach in which the evolution of
states is described as the evolution of the corresponding correlation func-
tions. It is obtained by solving the evolution equation deduced from the
Fokker–Planck equation by means of a certain procedure, see [8]. In this
paper, we prove the existence and uniqueness of the classical solutions of
this evolution equation. It has been done by means of an Ovcyannikov-type
method, see [4, 18], in a scale of Banach spaces of correlation functions. As
typical of this method, the solution is shown to exist only on bounded time
interval.
2. Preliminaries. The configuration space Γ over Rd is defined as
Γ = {γ ⊂ Rd : |γ ∩K| <∞ for any compact K ⊂ Rd},
where | · | stands for cardinality. It is equipped with the weakest topology
for which the mappings
Γ 3 γ 7→
∑
x∈γ
f(x),
are continuous for all continuous compactly supported functions f : Rd → R.
This topology can be metrized in the way that makes Γ a Polish space. We
denote by B(Γ) the corresponding Borel σ-field on Γ. The system’s states are
probability measures on (Γ,B(Γ)) the set of which is denoted by P(Γ). Note
that the points of Γ can be associated with elements of P(Γ) by assigning
the corresponding Dirac measures γ 7→ δγ ∈ P(Γ). Such elements of Γ are
called point states. The evolution of the states of a given system is described
by the Fokker–Planck equation
(2.1)
d
dt
µt = L
∗µt, µt|t=0 = µ0, t > 0,
in which the ‘operator’ L∗ contains the whole information about the system.
Along with states µ ∈ P(Γ) one can also consider suitable functions F : Γ→
R, called observables. Then the number∫
Γ
Fdµ
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is the value of F in state µ. In particular, F (γ) is the value of F in the
point state γ. The evolutions of states and observables are related to each
other by the duality
(2.2)
∫
Γ
F0dµt =
∫
Γ
Ftdµ0, t > 0.
Hence, the system’s evolution can also be considered as the evolution of
observables, obtained from the Kolmogorov equation
(2.3)
d
dt
Ft = LFt, Ft|t=0 = F0, t > 0,
dual in the sense of (2.2) to that in (2.1). For the most of such models,
also for that introduced and studied in this work, the direct solving of
(2.1) is possible only for finite systems, i.e., in the case where the states are
supported on the subset of Γ consisting of finite configurations only, see, e.g.
[14]. As we are going to describe infinite systems, we will follow another
approach based on the use of correlation functions.
The space of finite configurations mentioned above can be given by writ-
ing it as the topological sum
Γ0 :=
∞⊔
n=0
Γ(n),
where
Γ(0) = {∅}, Γ(n) := {η ⊂ Rd : |η| = n}, n ∈ N.
Here each Γ(n) is equipped with the topology related to the Euclidean topol-
ogy of the underlying space Rd. One can show that Γ0 ∈ B(Γ) and that the
corresponding Borel σ-field of subsets of Γ0 coincides with the σ-field
B(Γ0) = {A ∩ Γ0 : A ∈ B(Γ)}.
Furthermore, a function G : Γ0 → R is B(Γ0)-measurable if and only if
there exists a family {G(n)}n∈N0 such that: (a) G(0) is just a real number;
(b) G(1) : Rd → R is a Borel function; (c) for each integer n ≥ 2, G(n) :
(Rd)n → R is a symmetric Borel function; (d) G(0) = G(∅) and for each
n ∈ N, the following holds
G(n)(x1, . . . , xn) = G({x1, . . . , xn}).
Note that, for G as above, the family of Borel functions {G(n)}n∈N0 is not
unique. Let Bloc(Γ0) stand for the set of all functions G : Γ0 → R for
each of which there exists the family as mentioned above with the following
properties: (a) each G(n), n ∈ N, is continuous and compactly supported;
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(b) there exists N ∈ N0 such that G(n) ≡ 0 for all n ≥ N . The Lebesgue–
Poisson measure λ on Γ0 is defined by the following integrals
(2.4)
∫
Γ0
G(η)λ(dη) = G(0) +
∞∑
n=1
1
n!
∫
(Rd)n
G(n)(x1, . . . , xn)dx1 · · · dxn,
where G runs through Bloc(Γ0).
As mentioned above, the problem (2.1) will be solved in terms of corre-
lation functions. To introduce them we use Bogoliubov functionals, see
[2]. Let Θ be the set of all continuous compactly supported functions
θ : Rd → (−1, 0]. For a given µ ∈ P(Γ), the Bogoliubov functional is
(2.5) Bµ(θ) =
∫
Γ
∏
x∈γ
(1 + θ(x))µ(dγ), θ ∈ Θ.
The integral in (2.5) makes sense for each θ ∈ Θ as the map
γ 7→
∏
x∈γ
(1 + θ(x))
is measurable and bounded. The key idea of the approach which we follow
in this work is to restrict the choice of µ0 in (2.1) to the subset of P(Γ)
consisting of all the states µ with the property: Bµ can be continued to
a function of θ ∈ L1(Rd) analytic in some neighborhood of the point θ =
0. This exactly means, see [8, 11], that (2.5) can be written down in the
following form
(2.6)
Bµ(θ) =
∫
Γ0
(
kµ(η)
∏
x∈η
θ(x)
)
λ(dη)
= 1 +
∞∑
n=1
1
n!
∫
(Rd)n
k(n)µ (x1, . . . , kn)
n∏
i=1
θ(xi)dx1 · · · dxn,
where λ is as in (2.4) and kµ (resp. k
(n)
µ ) is the correlation function (resp.
n-th order correlation function) of the state µ such that k(n)µ ∈ L∞((Rd)n)
for all n ∈ N. Note that in this case kµ and µ are related to each other by
(2.7)
∫
Γ
(∑
η⊂γ
G(η)
)
µ(dγ) =
∫
Γ0
G(η)kµ(η)λ(dη),
holding for all G ∈ Bloc(Γ0). By means of (2.6) one can transfer the action of
L as in (2.3) from Fθ(γ) :=
∏
x∈γ(1 + θ(x)) to kµ according to the following
rule, cf. (2.2) and (2.7),
(2.8)
∫
Γ
(LFθ)(γ)µ(dγ) =
∫
Γ0
(L∆kµ)(η)
∏
x∈η
θ(x)λ(dη).
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This leads one from the Kolmogorov equation (2.3) to the problem
(2.9)
d
dt
kt = L
∆kt, kt|t=0 = kµ0 ,
which we study in the next section. Among other methods we use the Minlos
lemma in the following form
Lemma 2.1 (Lemma 2.4 [8]). For Lebesgue–Poisson measure λ defined in
(2.4) and for any measurable function M : Γ0×Γ0×Γ0 → R+ the following
holds∫
Γ0
∑
ζ⊂η
M(ζ, η, η \ ζ)
λ(dη) = ∫
Γ0
∫
Γ0
M(ζ, η ∪ ζ, η)λ(dζ)λ(dη)
if both sides are finite.
3. The model. The model which we introduce and study in this work is
specified by the generator, see (2.3),
(3.1) (LF )(γ) =
∑
x∈γ
∫
Γ0
b(x|ξ)[F (γ \ x ∪ ξ)− F (γ)]λ(dξ).
In (3.1), the kernel b(x|ξ) ≥ 0 describes the following act: the point x ∈
γ disappears and a finite configuration (cloud) ξ ∈ Γ0 appears instead.
A particular case where b(x|∅) = m(x), b(x|{y1, y2}) = c(x|y1, y2), and
b(x|ξ) ≡ 0 for other ξ, is a cell division model, cf. [3, 15], in which each cell
can die with intrinsic mortality rate m(x) or split, with rate c(x|y1, y2), into
two new cells located at y1 and y2. In this case L takes the form
(LF )(γ) =
∑
x∈γ
m(x)[F (γ \ x)− F (γ)]
+
∫
R
∫
R
∑
x∈γ
c(x|y1, y2)[F (γ \ x ∪ y1 ∪ y2)− F (γ)].
For
c(x|y1, y2) = 1
2
(
δ(y1 − x)a+(y2 − x) + δ(y2 − x)a+(y1 − x)
)
it turns into the contact model studied in [13].
By (2.8) and Lemma 2.1 we obtain from (3.1) the following
(3.2) (L∆k)(η) = −E(η)k(η) +
∫
Rd
∑
ζ⊂η,ζ 6=∅
β(x|ζ)k(η ∪ x \ ζ)dx,
where
β(x|ζ) :=
∫
Γ0
b(x|ξ ∪ ζ)λ(dξ), E(η) :=
∑
x∈η
β(x|∅).
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Regarding the kernel b along with the standard measurability we assume
that:
∃β > 0 ∀ η ∈ Γ0
∑
x∈η
b(x|∅) ≤ |η|β;(3.3)
∃ϕ > 0 ∀ η ∈ Γ0
∫
Rd
β(x|η)dx =: ϕ(η) ≤ ϕ.
Now we introduce the Banach spaces where we will solve the problem (2.9)
with L∆ given in (3.2). According to the assumption as to the Bogoliubov
functional having the form (2.6) these are
Kα = {k : Γ0 → R : ‖k‖α <∞}, α ∈ R,
where
‖k‖α = sup
n∈N0
1
n!
eαn‖k(n)‖L∞((Rd)n),
which can also be written as
(3.4) ‖k‖α = ess sup
η∈Γ0
1
|η|!e
α|η||k(η)|.
Clearly,
(3.5) |k(η)| ≤ |η|!e−α|η|‖k‖α, η ∈ Γ0.
In fact, we will consider the scale of such spaces {Kα : α ∈ R}. Naturally,
‖k‖α′ ≥ ‖k‖α′′ for α′ > α′′; hence, Kα′ ↪→ Kα′′ , that is, each smaller space
is continuously embedded into each bigger one.
Let us write (3.2) in the form L∆ := A+B with
(3.6) (Ak)(η) = −E(η)k(η)
(Bk)(η) =
∫
Rd
∑
ζ⊂η,ζ 6=∅
β(x|ζ)k(η ∪ x \ ζ)dx.
To define L∆ as a linear operator in a given Kα we set
Dα(A) = {k ∈ Kα : Ak ∈ Kα}
and define Dα(B) analogously. Then the domain of L∆ in Kα is set to be
Dα(L∆) = Dα(A) ∩ Dα(B).
Let us prove that
(3.7) ∀α′ > α Kα′ ⊂ Dα(L∆).
By (3.3) and (3.5) we get from (3.6) the following estimates
(3.8) |(Ak)(η)| ≤ |η|β|η|!e−α′|η|‖k‖α′
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|(Bk)(η)| ≤
∫
Rd
∑
ζ⊂η,ζ 6=∅
β(x|ζ)|k(η ∪ x \ ζ)|dx
≤
∑
ζ⊂η,ζ 6=∅
‖k‖α′ (|η| − |ζ|+ 1)!e−α′|η|e(|ζ|−1)α′
(∫
Rd
β(x|ζ)dx
)
≤ |η|‖k‖α′ϕ|η|!e−α′|η|
 |η|∑
i=1
e(i−1)α′
i!

≤ |η|‖k‖α′ϕ|η|!e−α′|η|H(α′),
where we have also used that
|η|∑
i=1
e(i−1)α′
i!
≤
∞∑
i=1
e(i−1)α′
i!
=
ee
α′ − 1
eα′
=: H(α′).
Employing these estimates for calculating ‖Ak‖α and ‖Bk‖α, we readily
obtain (3.7).
By a classical solution of the problem (2.9), in a given Kα and on the time
interval [0, T ), we mean a continuous map [0, T ) 3 t 7→ kt ∈ Dα(L∆) which
is continuously differentiable in Kα on [0, T ) and such that both equations in
(2.9) are satisfied. Our main result is then given in the following statement.
Theorem 3.1. Let α0 and α∗ be any real numbers and α0 > α∗. Then
the problem (2.9) with L∆ as in (3.2) and (3.3) for k0 ∈ Kα0 has a unique
classical solution kt in Kα∗ on the time interval [0, T (α∗)), where
T (α∗) =
α0 − α∗
ϕH(α0)
.
Proof. We use a modification of the Ovcyannikov method, similar to that
used in [6]. The estimates obtained above for ‖Ak‖α and ‖Bk‖α can also
be used to define the corresponding bounded linear operators acting from
Kα′ to Kα, α′ > α. Let ‖ · ‖αα′ denote the operator norm. By means of the
inequality
(3.9) |η|e−a|η| ≤ 1
ea
, for a > 0 and η ∈ Γ0,
we then get
(3.10) ‖A‖αα′ ≤ β
e(α′ − α) , ‖B‖αα′ ≤
ϕH(α′)
e(α′ − α) .
Next, for t > 0 and the same α, α′, let us define the operator
(3.11) Kα′ 3 k 7→ Ψαα′(t)k ∈ Kα,
where
(3.12) (Ψαα′(t)k)(η) = exp (−tE(η)) k(η).
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Clearly,
Ψαα′(t)Ψα′α′′(s) = Ψαα′′(t+ s),
holding for all t, s > 0 and α′′ > α′ > α. Also
(3.13) ‖Ψαα′(t)‖αα′ ≤ 1, t > 0.
For t = 0, (3.11) turns into the embedding operator Iαα′ : Kα′ → Kα. Note
that for each t ≥ 0, the multiplication operator (3.12) can be defined as
a bounded operator acting in the same space Kα. We define as in (3.11)
to secure the continuity of the map [0,+∞) 3 t 7→ Ψαα′k ∈ Kα for each
k ∈ Kα′ . Indeed, by (3.10) we get, cf. (3.13),
‖Ψαα′(t)− Iαα′‖αα′ ≤ t‖A‖αα′ → 0, as t→ 0.
Let α0 and α∗ be as in the statement. For t < T (α∗), we pick q > 1 such
that also qt < T (α∗). For this q and some n ∈ N, we introduce the following
partition of the interval [α∗, α0]:
(3.14) α2p = α0 − p(q − 1)(α0 − α∗)
q(n+ 1)
− pα0 − α∗
qn
,
α2p+1 = α0 − (p+ 1)(q − 1)(α0 − α∗)
q(n+ 1)
− pα0 − α∗
qn
,
where p = 0, 1, 2, . . . , n. Note that α2n+1 = α∗. Let
Bn−p+1 : Kα2p−1 → Kα2p , p = 1, 2, . . . , n,
act as defined in (3.6). Then the norm ‖Bn−p+1‖α2pα2p−1 can be estimated
as in (3.10), which yields, see (3.14),
(3.15) ‖Bn−p+1‖α2pα2p−1 ≤
qn
eT (α∗)
.
For each m ∈ N, we then set
(3.16)
kt,m = Ψα∗α0(t)k0
+
m∑
n=1
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
Ψα2n+1α2n(t− t1)B1Ψα2n−1α2n−2(t1 − t2)B2 . . .
×Ψα3α2(tn−1 − tn)BnΨα1α0(tn)k0dtn . . . dt1.
By direct calculation we get that
(3.17)
d
dt
kt,m = Akt,m +Bkt,m−1,
where A : Dα∗(A)→ Kα∗ and B : Kα2m−1 → Kα∗ . Note that
kt,n − kt,n−1 =
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
Ψα2n+1α2n(t− t1)B1Ψα2n−1α2n−2(t1 − t2)B2 . . .
×Ψα3α2(tn−1 − tn)BnΨα1α0(tn)k0dtn . . . dt1
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which yields by (3.15)
(3.18) ‖kt,n − kt,n−1‖α∗ ≤
1
n!
(n
e
)n( qt
T (α∗)
)n
‖k0‖α0 .
The operators under the integrals in (3.16) are continuous (as the products
of bounded operators), so kt,n ∈ Kα∗ is continuous on t ∈ [0, T (α∗)). In
view of (3.18), {ks,n}n∈N0 is a Cauchy sequence, uniformly in s ∈ [0, t]. Let
ks ∈ Kα∗ be the limit of this sequence, which then is a continuous function
of s ∈ [0, T (α∗)). By repeating the above arguments one shows that the
same is true in Kα∗+ ↪→ Kα∗ for small enough  > 0. Hence ks ∈ Dα∗(L∆)
for all s ∈ [0, T (α∗)). Next, by (3.10) and (3.18), {dks,n/ds}n∈N0 is also a
Cauchy sequence for s ∈ [0, t] and dks,n/ds → dks/ds for n → ∞. Hence,
ks is the classical solution on [0, T (α∗)).
Now we show the uniqueness stated. Assume that ut and vt are two
solution of (2.9) with (3.2). Then wt := ut − vt satisfies (2.9) with the zero
initial condition. For each α˜ < α∗, the embedding Iα˜α∗ is continuous. Hence
wt solves (2.9) also in Kα˜. Then it can be written in the form
(3.19) wt =
∫ t
0
Ψα˜α(t− s)Bwsds,
for some α ∈ (α˜, α∗). Here ws lies in Kα∗ and B acts from Kα∗ to Kα. Now
for a given n > 1, we split [α˜, α∗] similarly as above, i.e., set  = (α∗− α˜)/2n
and
αp = α∗ − p, p = 0, . . . , 2n.
Then we reiterate (3.19) n times and obtain
wt =
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
Ψα2nα2n−1(t− t1)B1Ψα2n−2α2n−3(t1 − t2)B2 . . .
×Ψα2α1(tn−1 − tn)Bnwtndtn . . . dt1,
where wtn lies in Kα∗ and Bk acts from Kα2n−2k to Kα2n−2k+1 , which yields
‖Bk‖α2n−2k+1α2n−2k ≤
2nϕH(α∗)
e(α∗ − α˜) .
Hence,
‖wt‖α˜ ≤ 1
n!
(n
e
)n(
2t
ϕH(α∗)
α∗ − α˜
)n
sup
s∈[0,t]
‖ws‖α˜,
where the latter supremum is finite as ws is continuous. Since n is arbitrary,
this means that ‖wt‖α˜ = 0 for
t <
α∗ − α˜
2ϕH(α∗)
.
Then also ‖wt‖α∗ = 0. To extend this to the whole range of t mentioned in
the theorem one repeats the above construction due times. 
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