Abstract. We determine the asymptotic law for the fluctuations of the total number of critical points of random Gaussian spherical harmonics in the high degree limit. Our results have implications on the sophistication degree of an appropriate percolation process for modelling nodal domains of eigenfunctions on generic compact surfaces or billiards.
Introduction and main results

1.1.
Critical points of random spherical harmonics. It is well-known that the eigenvalues λ of the Laplacian ∆ on the 2-dimensional round unit sphere S 2 , satisfying the Schrödinger equation
are of the form λ = λ ℓ = ℓ(ℓ + 1) for some integer ℓ ≥ 1. For any given eigenvalue λ ℓ of the above form, the corresponding eigenspace is the (2ℓ + 1)-dimensional space of spherical harmonics of degree ℓ; we can choose an arbitrary L 2 -orthonormal basis {Y ℓm (.)} −ℓ≤m≤ℓ , and consider random eigenfunctions of the form
where the coefficients {a ℓm } −ℓ≤m≤ℓ are independent, standard Gaussian variables. The random fields {f ℓ (x), x ∈ S 2 } are centred Gaussian and the law of f ℓ in (1.1) is invariant with respect to the choice of {Y ℓm }. Also, f ℓ are isotropic, meaning that the probability laws of f ℓ (·) and f g ℓ (·) := f ℓ (g·) are the same for every rotation g ∈ SO (3) . By the addition theorem for spherical harmonics [2, Theorem 9.6.3] the covariance function of f ℓ is given by E[f ℓ (x)f ℓ (y)] = P ℓ (cos d(x, y)), where P ℓ are the usual Legendre polynomials, cos d(x, y) = cos θ x cos θ y + sin θ x sin θ y cos(ϕ x − ϕ y ) is the spherical geodesic distance between x and y, θ ∈ [0, π], ϕ ∈ [0, 2π) are standard spherical coordinates and (θ x , ϕ x ), (θ y , ϕ y ) are the spherical coordinates of x and y respectively.
Our primary focus is the total number of critical points of f ℓ N c (f ℓ ) = #{x ∈ S 2 : ∇f ℓ (x) = 0}.
It is known [16, 8] that, as ℓ → ∞, the expected total number of critical points N c (f ℓ ) is asymptotic to
An upper bound for the variance of the number of critical points N c (f ℓ ) was also derived [8] :
Var(N c (f ℓ )) = O(ℓ 5 2 ); in fact, it is likely that the same method yields the stronger result Var(N c (f ℓ )) = O(ℓ 2 log ℓ).
It was conjectured [8] that the true asymptotic behaviour of the variance is where the leading constant ν c (I) was evaluated explicitly. For some intervals I, such as, for example I = R (corresponding to the total number of critical points), the leading constant ν c (I) vanishes, and, accordingly, the order of magnitude of the variance is smaller than ℓ 3 . In this paper we prove (1.2), i.e. we determine the precise asymptotic shape for the variance of the total number of critical points of f ℓ .
1.2. Statement of the main result. The principal result of this paper is the following:
The constant in the O(·) term is universal.
As in [8] , our argument is based on an approximate version of the Kac-Rice formula for counting the number of zeros of the gradient of f ℓ (see Section 2) . It is easy to adapt the same approach to separate critical points into extrema and saddles; in fact, we have the following: Remark 1.2. Let N e (f ℓ ) and N s (f ℓ ) be the total number of extrema and saddles of f ℓ N e (f ℓ ) = #{x ∈ S 2 : ∇f ℓ (x) = 0, det(∇ 2 f ℓ (x)) > 0}, N s (f ℓ ) = #{x ∈ S 2 : ∇f ℓ (x) = 0, det(∇ 2 f ℓ (x)) < 0}.
As ℓ → ∞ we have that where we use a = c, e, s to denote critical points extrema and saddles, µ a (I) = I µ a (t)dt, and the functions µ a , for a = c, e, s are defined in (B.3)-(B.5) and derived in Appendix B.
1.3. Nodal domains and percolation. The nodal domains of f ℓ are the connected components of the complement of the nodal lines f −1 ℓ (0), i.e. the connected components of
ℓ (0). Let N (f ℓ ) be the number of nodal domains of f ℓ . Nazarov and Sodin [15] proved that there exists a constant a > 0 such that the expected number of nodal domains is asymptotic to
Little is known about the leading constant a in (1.6). For once the nodal domains number is bounded from above by the total number of critical points; the latter inequality could be improved by a factor of 2 by separating the critical points into extrema and saddles (for example, via Morse Theory), an approach pursued by Nicolaescu [16] yielding the upper bound
while it is possible to improve the latter bound by using other local estimates (e.g. [11] ), these are far off the numerical Monte-Carlo simulations or the conjectured values of a.
To the other end, other than the Nastasescu's [14] explicating the Nazarov-Sodin "barrier" construction [15] (yielding a tiny lower bound on a), to our best knowledge, no lower bound for a is known rigorously. Bogomolny and Schmit [7] conjectured that, as ℓ → ∞, nodal domains of f ℓ (more generally, deterministic Laplace eigenfunctions on generic compact surfaces or billiards) are described by the clusters in a rectangular lattice bond percolation-like process with ≈ ℓ 2 sites (called the Percolation Model), and in particular that the true value of a equals the leading constant
for the asymptotic number of connected clusters in the Percolation Model. Here we think of the maxima and minima of f ℓ as rigidly arranged along two mutually dual percolation lattices; adjacent maxima are connected independently with probability 1 2 , if and only if the dual minima are disconnected. Some recent simulations [14, 4] showed deviations of about 4.5% between the predicted constant for a and its numerical values; these cannot be attributed to numerical errors. It is then desirable to come up with a more sophisticated percolation model 1 [4, 5] that would match these constant more precisely, where, in particular, the arrangement critical points of f ℓ would exhibit some degree of randomness, less rigid than rectangular lattice. The variance (1.5) of the total number of critical points (or the extrema) of f ℓ is then crucial in determining the rigidity or flexibility of the (random) percolation sites. In this section we express the second factorial moment of N c (f ℓ ) via Kac-Rice formula. Let E ⊆ R n be a nice Euclidian domain, and g : E → R n a centred Gaussian random field, a.s. smooth. Define the 2-point correlation function
where φ (g(x),g(y)) is the Gaussian probability density of (g(x), g(y)) ∈ R 2n and J g (x), J g (y) are the Jacobian matrices of g at x and y respectively. In view of [3, Theorem 6.3 ] (see also [3, Proposition 1.2] ) the 2nd factorial moment of g −1 (0) is given by
provided that the Gaussian distribution of (g(x), g(y)) ∈ R 2n is non-degenerate for all (x, y) ∈ E 2 . Moreover, for D 1 , D 2 ⊆ E two nice disjoint domains, we have
under the same non-degeneracy assumption for all (x, y) ∈ D 1 × D 2 . To apply (2.3) and (2.2) in our case we work with the spherical coordinates on S 2 and use an explicit orthonormal frame (see Section 3.1). To apply Kac-Rice formula in our case we will work with spherical coordinates on S 2 and choose an explicit orthogonal frame, see (3.2) below. Counting the critical points of f ℓ is then equivalent to counting the zeros of
given by x → ∇f ℓ (x); accordingly for x = ±y the two-point correlation function of critical points of f ℓ is (cf. (2.1))
where H f ℓ (x) and H f ℓ (y) are the Hessian matrices of f ℓ at x and y respectively. Here [3, Theorem 6.3 ] (see also [1, Theorem 11.2.1]) would yield
under the condition that for all x, y ∈ S 2 , the Gaussian distribution of (∇f (x), ∇f (y)) ∈ R 4 were nondegenerate. We can easily adapt the definition of the 2-point correlation in (2.4) to separate the critical points into extrema and saddles, or count critical points with values lying in I (see Appendix B.1 and [8] ).
Note that the rotational invariance of f ℓ implies that the function K 2,ℓ in (2.4) depends on the points x, y only via their geodesic distance φ = d(x, y); with a slight abuse of notations we write K 2,ℓ (φ) = K 2,ℓ (x, y). Also, note that K 2,ℓ (φ) is everywhere nonnegative.
We do not validate the non-degeneracy assumption of the 4 × 4 covariance matrices of (∇f (x), ∇f (y)) depending on both x and y (and ℓ); instead we prove that the precise Kac-Rice formula (2.5) holds up to an admissible error, an approach inspired by [17] . We recall here the main steps of the proof of the approximate Kac-Rice formula and refer to [8, Section 3] for a complete proof. The argument is based on a partitioning of the integration domain in (2.5); we apply (2.3) on the valid slices we bound the contribution of the rest.
For ε > 0 we say that
is a maximal ε-net if for every i = j we have d(ξ i,ε , ξ j,ε ) > ε, and also every x ∈ S 2 satisfies
That is, informally speaking an ε-net is a collection of ε-separated points, whose ε-thickening covers the whole of S 2 . The number N of points in a ε-net on the sphere can be bounded from above and from below; indeed it satisfies the following [6, Lemma 5]:
Given a maximal ε-net, it is natural to partition the sphere into disjoint sets, each of them associated with a single point in the net. This task is accomplished by the Voronoi cells construction [13, Section 11.2]: Definition 2.1. Let Ξ ε be a maximal ε-net. For all ξ i,ε ∈ Ξ ε , the associated family of Voronoi cells is defined by
Each Voronoi cell is associated to a single point on the net. The Voronoi cells are disjoint, save to boundary overlaps, and cover the whole sphere.
It is possible to prove the following:
There exists a constant C > 0 sufficiently big, such that the following approximate Kac-Rice holds:
where W is the union of all tuples of points belonging to Voronoi cells far from the domain of degeneracy, i.e.,
2.1. On the proof of Proposition 2.2. Note that, almost surely, the summation of the critical points over the Voronoi cells equals the total number of critical points, therefore we write the variance of the total number of critical points as
where
The main steps of the proof of Proposition 2.2 are the following. In [8, Lemma 3.2] it was proved that there exists a constant C > 0 sufficiently big, such that, in the regime d(V(ξ i,ε ), V(ξ j,ε )) ∈ (C/ℓ, π − C/ℓ), the covariance matrix is nonsingular and so Kac-Rice formula holds exactly. This gives the first term in (2.7).
In the regime
, using Cauchy-Schwartz inequality, we can bound the covariance as
In [8, Section 4.2] the non-degeneracy of the covariance matrix was proved for sufficiently close points x, y, i.e., it was proved that there exists a constant c > 0 sufficiently small such that for ε = c/ℓ the Kac-Rice formula holds precisely:
Now, in view of [8, Lemma 3.6] , there exists a constant c > 0 such that, for d(x, y) < c/ℓ, one has
Then the first term in (2.10) is bounded by 
Then, using (2.9), we can bound the covariance as
and since by (2.6) 
3. Proof of Theorem 1.1 3.1. Kac-Rice formula in coordinate system. To study the asymptotic behaviour of the two-point correlation function we write a more explicit frame-dependent formula by using the orthogonal frames (3.2) so that, by the isotropic property of f ℓ , K 2,ℓ depends only on the geodesic distance φ = d(x, y). For x, y ∈ S 2 we define the following random vector
To write the Kac-Rice formula in coordinate system, given x, y ∈ S 2 , we consider two local orthogonal frames {e 
so that we do not have to work with probability densities defined on tangent planes which depend on the points x and y respectively. Under the identification (3.1) the random vector Z ℓ;x,y is a R 10 centred Gaussian random vector.
By the isotropic property of f ℓ it is convenient to perform our computations along a specific geodesic. In particular, we focus on the equatorial line x = (π/2, φ), y = (π/2, 0) and we work with the orthogonal frames
Let ∆ ℓ (φ) be the conditional covariance matrix of the scaled Gaussian vector
With the choice (3.2) the covariance matrix ∆ ℓ (φ) is of the following form
. For a proof of (3.3) and (3.4) we refer to [8, Appendix A and Appendix B]. We also introduce the vector a that collects the perturbing elements of the covariance matrix ∆ ℓ (φ):
In what follows, with a slight abuse of notation, we write the conditional covariance matrix ∆ ℓ (φ) as a function of a
At this point we may write the 2-point correlation function K 2,ℓ in (2.4) as a function of the perturbing elements a i,ℓ (φ), i = 1, . . . , 8 of the covariance matrix:
where A ℓ (φ) is the covariance matrix of the Gaussian random vector (∇f ℓ (x), ∇f ℓ (y))
, and q(a ℓ (φ)) is the conditional expectation
The determinant of A ℓ (φ) can be easily computed so that we obtain
q(a ℓ (φ)).
Taylor expansion of the two-point correlation function.
To study the asymptotic behaviour of the variance in the long-range regime, we investigate now the asymptotic behaviour of (2.7), i.e., the high energy asymptotic behaviour of
In the range φ ∈ (C/ℓ, π − C/ℓ) the conditional covariance matrix ∆ ℓ (φ) = ∆(a) is a small perturbation of the 6 × 6 matrix U where
The elements a i , i = 1, . . . , 8 are in fact uniformly small for φ ∈ (C/ℓ, π − C/ℓ), see Lemma 4.1 below. Consequently we may use perturbation theory [10, Theorem 1.5] to yield that the Gaussian expectation q is an analytic functions of the perturbing elements a i , i = 1, . . . , 8 and we can expand it into a Taylor polynomial around a = 0 as follows:
where we adopted the following notation:
Note that to obtain the exact asymptotic behaviour of the variance of the total number of critical point we need to sharpen the bounds obtained in [8] ; for this reason we have expanded q in (3.7) up to order four (instead of order three as in [8] ). Such refinement requires a more careful investigation of the tail decay of the perturbing elements a ℓ (φ) of ∆ ℓ (φ) that are expressed in terms of the first four derivatives of Legendre polynomials as shown in (3.3)-(3.4).
The tail decay, for ℓ → ∞, of the first four derivatives of Legendre polynomials, is derived in Appendix A using the high degree asymptotics of the Legendre polynomials and their derivatives, i.e., Hilb asymptotics. In particular, to improve the bounds obtained in [8] , we apply here a more general version of the Hilb asymptotic derived in [9, Lemma 1] (see also [19, Theorem 8.21 .5]).
All the work for establishing the asymptotics of the perturbing elements a ℓ (φ) (see Lemma 4.1 in the next section) leads to the high energy asymptotic behaviour of the terms A i1,...i k ,ℓ in Lemma 3.1 and Lemma 3.2. In particular we see that the main contribution to the A i1,...i k ,ℓ comes from the leading non-oscillatory terms in the Taylor expansion (3.7), so we obtain Lemma 3.1 and Lemma 3.2 by bounding the contribution of the oscillatory terms and error terms.
We first show that the first term in the expansion (3.7) cancels out the squared expectation in (3.6):
The proofs of Lemma 3.1 and Lemma 3.2 are postponed to Section 4.
In view of Lemma 3.1 and Lemma 3.2, we immediately see that, as ℓ → ∞, (3.6) has the following leading terms and let I r , r = 0, 2, 4, be the Gaussian expectations of the form
The relevant derivatives in (3.8) and q(0) are evaluated in the following two lemmas. We first note that
Substituting (3.9) and (3.10)-(3.14) into (3.8) we obtain the following simple form for the variance
In the next lemma we compute the Gaussian expectations I r , r = 0, 2, 4.
Lemma 3.4. One has
The proofs of Lemma 3.3 and Lemma 3.4 are postponed to the next section.
The statement of Theorem 1.1 now follows upon substituting the values of I r , obtained in Lemma 3.4, into (3.15).
Proofs of auxiliary lemmas
To prove Lemma 3.1 and Lemma 3.2 we first derive, in the next lemma, the asymptotic behaviour of the terms appearing in the perturbing elements of the covariance matrix ∆ ℓ (φ).
π and let ψ n,ℓ+u be the functions ψ n,ℓ+u = (ℓ + u + 1/2)φ − nπ/2 − π/4 where ℓ ≥ 1, n, u = 0, 1, φ ∈ [C/ℓ, π/2] and C be any positive constant. We have the following estimates.
For α i,ℓ (φ), i = 1, 2, we get
And finally for γ i,ℓ (φ), i = 1, 2, 3, 4, we have
Proof. The proof follows immediately from the tail decay of the derivatives of Legendre polynomials derived in Appendix A. Recalling that α 1,ℓ (φ) = P ′ ℓ (cos φ) and in view of (A.7) we obtain
Similarly, plugging (A.7) and (A.8) into α 2,ℓ (φ), we have
and the asymptotic behaviour of
ℓ 2 (ℓ+1) 2 as in the statement. From (A.7), (A.8) and (A.9) we obtain the decay rate of
Finally, in view of (A.7), (A.8), (A.9) and (A.10), we obtain the asymptotic behaviour of
We exploit now Lemma 4.1 to obtain the bounds for the terms A 0,ℓ , A i1,ℓ and A i1,...i k ,ℓ for k = 2, 3, 4,
Proof of Lemma 3.1. In view of (4.1) and (4.2) we first obtain
and from (4.3), and the equality cos
Therefore the statement follows since we obtain
Proof of Lemma 3.2. In view of (4.1), (4.2), (4.4) and (4.6), we immediately obtain that A 1,ℓ , A 2,ℓ = O(ℓ −2 ):
Form (4.1), we have
where, in view of (4.8), we obtain a leading non-oscillatory term in
and, from (4.2), (4.8) and the equality sin 2 ψ 0,ℓ cos 2 ψ 0,ℓ = 
The terms A 4,ℓ , A 5,ℓ , A 6,ℓ , A 7,ℓ , A 8,ℓ are O(ℓ −2 ). In fact, for A 4,ℓ , using (4.1), (4.2), (4.5), (4.7) and the trigonometric equality − cos ψ 0,ℓ sin ψ 0,ℓ = 1/2 cos[(2ℓ + 1)φ], we have
for A 5,ℓ , form (4.1), (4.2), (4.6) and (4.10), we immediately have
the asymptotic behaviour of A 6,ℓ follows from (4.1), (4.2), (4.4) and (4.11)
the asymptotic behaviour of A 7,ℓ follows from (4.1), (4.2), (4.8) and (4.13), in fact we have
where, using integration by parts,
and finally A 8,ℓ follows from (4.1), (4.2), (4.5), (4.7) and (4.12):
We study now the asymptotic behaviour of the higher order terms of the form A i1,...i k ,ℓ with k = 2, 3, 4. Note that each term of the form A i1,...i k ,ℓ with (i 1 , . . . i k ) = (3, 3), (3, 7), (7, 7), (3, 7, 7), (7, 7, 7), (7, 7, 7, 7) , is of order O(ℓ −2 ). This implies that, to prove the statement, it is enough to analyse the high energy asymptotic behaviour of the following terms.
We first note that A 77,ℓ produces a leading non-oscillating term, in fact
, so that
Now, in view of (4.14) and (4.2), we obtain 
We apply now (4.1), (4.2) and (4.9) to study the asymptotic behaviour of A 33,ℓ :
The terms A 37,ℓ and A 777,ℓ are both O(ℓ −2 ) since their leading non-constant term are oscillating. One has
sin φdφ where, by (4.1) and (4.2),
Then, in view of (4.8) and (4.13), we have
And for A 777,ℓ we write
and, from (4.15),
The last two terms we need to study are A 377,ℓ and A 7777,ℓ ; A 377,ℓ is defined by
Now, by applying (4.1), (4.2), (4.8) and (4.14), we have
Finally for A 7777,ℓ we apply (4.1), (4.2) and (4.16), so that
We prove now Lemma 3.3 and Lemma 3.4 stated in Section 3.4.
Proof of Lemma 3.3. Let
and a i = (0, . . . , 0, a i , 0, . . . , 0), i = 1, . . . , 8, where a i is the ith perturbing element of a. Sinceq(a, z 1 , z 2 , z 3 , w 1 , w 2 , w 3 ) is an analytic function of the elements of the vector a [10, Theorem 1.5], to simplify the calculations note that, for example for the jth derivative with respect to a i , we have
Now, using Leibniz integral rule and a computer-oriented computation to evaluate the derivates ofq, we obtain the statement of Lemma 3.3.
Proof of Lemma 3.4. To prove the lemma it is convenient to introduce the transformation
We write now I r in terms of a conditional expectation as follows:
and note that
where Z 1 , Z 2 denote standard independent Gaussian variables.
In the case r = 0 we only have the chi-squared random variable ζ = Z 
so that we immediately have
and, since W 3 is a centred Gaussian with density
we obtain
For r = 2, 4 the proof is similar with the only difference that now we need to compute the joint density function of ξ = Z 1 and ζ = Z 
Appendix A. Estimates for the first four derivatives of Legendre polynomials
We start with the following lemma:
Lemma A.1. For α + 1 > −1/2 and α + β + 1 ≥ −1, we have
and
the O-therm being uniform with respect to θ ∈ [0, π − ε], ε > 0. The coefficients A n (φ) are analytic functions in 0 ≤ φ ≤ π − ε, and are O(φ n ) in that interval. In particular, A 0 (φ) = 1 and
For a proof of Lemma A.1 see [9, Lemma 1]. We will apply Lemma A.1 with α = −1, β = 0 and m = 1, 2, 3, i.e.,
with u = 0, 1, 2 . . . Lemma A.2. The following asymptotic representation for the Bessel functions of the first kind holds:
where ε > 0, | arg x| ≤ π − ε, (n, 0) = 1, and We will use the following notation: for n = 0, . . . , m − 1 and u = 0, 1, 2, . . .
so that we have
In view of Lemma A.2 we can rewrite p n,ℓ+u as follows
where p n,r,ℓ+u (φ) = cos ψ n,ℓ+u
in particular for u = 0 we have
We will use the following recurrence relations to express the first four derivatives of Legendre polynomials in terms of P ℓ+u , for u = 0, 1, 2, 3, 4. We have [12, Section 4 
.3]:
Lemma A.3. For ℓ = 0, 1, 2 . . .
where f b denotes a bounded function on (0, π/2].
Proof. First derivative
To prove (A.7) we start from (A.3) and we rewrite P ℓ and P ℓ+1 as in (A.1) with m = 1, i.e.,
We rewrite now (A.11) in the form (A.2) with r = 0, i.e.
now note that cos φ cos ψ 0,ℓ − cos ψ 0,ℓ+1 = sin φ sin ψ 0,ℓ , − cos φ sin ψ 0,ℓ + sin ψ 0,ℓ+1 = sin φ cos ψ 0,ℓ , (A.12) (A.12) implies that
and we obtain the estimate in the statement, in fact (A.11) is such that
Second derivative
We prove now (A.8). We start from (A.4) and we rewrite P ℓ+u for u = 0, 1, 2 in the form (A.1) with m = 2, i.e.,
We first consider the terms (A.14) and (A.15); we rewrite them in the form (A.2) with r = 1. For (A.14) we obtain:
2 φ sin ψ 0,ℓ + 2 cos φ sin ψ 0,ℓ+1 − sin ψ 0,ℓ+2 = sin 2 φ sin ψ 0,ℓ , −2 cos φ cos ψ 0,ℓ+1 + 2 cos ψ 0,ℓ+2 = −2 sin φ sin ψ 0,ℓ+1 , 2 cos φ sin ψ 0,ℓ+1 − 2 sin ψ 0,ℓ+2 = −2 sin φ cos ψ 0,ℓ+1 , (A. 18) in view of (A.18), we obtain
and then the term (A.14) has the following asymptotic behaviour:
For (A.15) we get
where f b is a bounded function of φ ∈ (0, π/2]. Exploiting as before the trigonometric relations in (A.20) we obtain that (A.15) is such that
We apply the same procedure to obtain the asymptotic behaviour of the terms (A.16) and (A.17). We rewrite them in the form (A.2) but in this case it is enough to choose r = 0. For (A.16) we get 
and then for (A.16) we obtain:
Finally for (A.17) one has Table 1 .
We move now to the proof of the asymptotic behaviour of the third and fourth derivative given in formula (A.9) and formula (A.10) of the statement. For brevity sake we do not give, as before, all details of the proof; the main steps of the proof are summarised in Table 2 and the related formulas written below.
To prove (A.9) we start form (A.5) and we write P ℓ+u , u = 0, 1, 2, 3 in the form (A.1) with m = 2:
Now, as described in Table 2 , one can rewrite the p n,ℓ+u 's in the form (A.2) with the value of the parameter r chosen so that the error term is small enough (see Table 2 ). By exploiting the simplifications produced by the following trigonometric relations:
Formula (A.9) in the statement is obtained by summing up the terms (A.34)-(A.39).
Fourth derivative
The proof of formula (A.10) goes along the same lines. In view of (A.6) and by applying (A.1), where we fix m = 3, we have:
We can simplify each term in (A.40) by observing that: The sum of (A.53)-(A.64) gives the asymptotic behaviour of the fourth order derivative (A.10).
