Abstract. The generalised Paley graphs, as the name implies, are a generalisation of the Paley graphs which are well-known to be self-complementary and arc-transitive. They are defined as follows. Let F be a finite field of order p R , where p is a prime, and let S be a subgroup of the multiplicative group of F, where S must have even order if p is odd. The generalised Paley graph of F relative to S has vertex set F and edges {x, y} where x − y ∈ S. Generalised Paley graphs occur as one of the basic graphs of the cyclotomic association schemes, and they also arise as examples of arc-transitive factors of homogeneous factorisations of complete graphs. In this paper, we study the automorphism groups of generalised Paley graphs, and in some cases, compute their full automorphism groups. Moreover we determine precisely when these graphs are connected and when they are isomorphic to Hamming graphs.
Introduction
The generalised Paley graphs are, as their name suggests, a generalisation of the Paley graphs, first defined by Paley in 1933 (see [17] ). Let F q be a finite field with q elements such that q ≡ 1 (mod 4). Let ω be a primitive element in F q and S the set of nonzero squares in F q , so S = {ω 2 , ω 4 , . . . , ω q−1 = 1} = −S.
The Paley graph, denoted by P aley(q), is defined to be the graph with vertex set F q and edges all pairs {x, y} such that x − y ∈ S. The class of Paley graphs is one of the two infinite families of self-complementary arc-transitive graphs characterised by W. Peisert in [18] . Moreover, they are also examples of distance-transitive graphs, of strongly regular graphs, and of conference graphs, see [8, Section 10.3] . The automorphism group Aut(P aley(q)) of the Paley graph P aley(q) is of index 2 in the affine group AΓL(1, q) and each permutation in AΓL(1, q) \ Aut(P aley(q)) interchanges P aley(q) and its complementary graph. The generalised Paley graphs are defined similarly. Definition 1.1. (Generalised Paley Graph) Let F q be a finite field of order q, and let k be a divisor of q − 1 such that k ≥ 2, and if q is odd then q−1 k is even. Let S be the subgroup of order q−1 k of the multiplicative group F * q . Then the generalised Paley graph GP aley(q, q−1 k ) of F q relative to S is the graph with vertex set F q and edges all pairs {x, y} such that x − y ∈ S.
Each generalised Paley graph is one of the basic graphs of a symmetric cyclotomic scheme (see Section 6) , that is to say, the set of arcs forms one of the relations of the scheme. It was shown by R. 1 Corresponding author. McConnel [16] in 1963 that the automorphism group of a cyclotomic association scheme based on F q is a subgroup of AΓL (1, q) . However the automorphism group of an association scheme is the group of permutations preserving each of its relations, and thus may be a proper subgroup of the automorphism group of one of its basic graphs. In particular, it does not follow from McConnel's result that the automorphism group of a generalised Paley graph is contained in AΓL(1, q), and some of the examples given in this paper demonstrate that the automorphism groups of certain generalised Paley graphs may be much larger.
Our interest in generalised Paley graphs stems from the study of homogeneous factorisations of complete graphs, introduced in [14] (see also [13] ) as a generalisation of vertex-transitive self-complementary graphs. A homogeneous factorisation (M, G, V, E) of index k of the complete graph K n = (V, E) (with vertex set V and edge set E) consists of a partition E = {E 1 , . . . , E k } of the edge set E such that G ≤ Sym(V ) leaves E invariant, permutes the parts of E transitively, and the kernel M of this action acts transitively on V . A factorisation of K n = (V, E) is defined to be a partition E = {E 1 , . . . , E k } of E such that each E i is the edge set of a spanning subgraph, called a factor Γ i = (V, E i ). If all the factors are isomorphic, E is called an isomorphic factorisation. In particular, an isomorphic factorisation E with k = 2 consists of the edge sets of a self-complementary graph Γ 1 and its complement Γ 2 ; if in addition M = Aut(Γ 1 ) is transitive on V and σ ∈ Sym(V ) interchanges Γ 1 and Γ 2 , then (M, M, σ , V, E) is a homogeneous factorisation of index 2. More generally, for any homogeneous factorisation (M, G, V, E), the group G permutes transitively the factor graphs Γ i = (V, E i ), for E i ∈ E, and so E is an isomorphic factorisation of K n , and in addition M is vertex-transitive on each Γ i .
Homogeneous factorisations of K n are therefore special types of isomorphic factorisations for which the factors are vertex-transitive. Such factorisations for which the factors are arc-transitive were investigated further in [12] . In particular, every generalised Paley graph arises as an arc-transitive factor of a homogeneous factorisation as follows. Suppose that GP aley(q, q−1 k ) is the generalised Paley graph of F q relative to S, and let ω be a primitive element of F q . For 1 ≤ i ≤ k, let E i denote the set of pairs {x, y} such that x − y ∈ Sω i−1 , so that E 1 is the edge set of GP aley(q, (1, q) , and let M be the unique subgroup of G of index k. Then (M, G, F q , E) is a homogeneous factorisation, M is arc-transitive on each of the factors, and the first factor is GP aley(q, q−1 k ). Since the E i are the edge sets of the basic graphs of the symmetric cyclotomic association scheme corresponding to GP aley(q,
One of the other infinite families of homogeneous factorisations constructed explicitly in [12] was a generalisation of the second infinite family of vertex-transitive self-complementary graphs constructed and characterised by Peisert [18] . In order to distinguish this family of factorisations from the cyclotomic factorisations, we showed that the factor graphs from the new factorisation were not isomorphic to generalised Paley graphs. To do this we proved that automorphism groups of the factor graphs in the two types of homogeneous factorisations, having the same parameters q and k, had non-isomorphic intersections with AΓL(1, q). This required detailed information about the automorphism groups of the generalised Paley graphs, specifically Theorem 1.7 below.
Thus to underpin our study of homogeneous factorisations in [12] , we embarked on a general study of generalised Paley graphs, a natural and important family of arc-transitive graphs that seems to have been overlooked in the literature. In particular, the work in [12] highlighted the importance of knowing the full automorphism group of a generalised Paley graph, not simply an arc-transitive subgroup. We begin with a few introductory comments. Remark 1.2. In the definition of GP aley(q, q−1 k ) we require q−1 k to be even when q is odd, and hence in all cases S = −S, so that the adjacency relation is symmetric (x − y ∈ S if and only if y − x ∈ S). Thus GP aley(q, q−1 k ) is an undirected graph of valency q−1 k = |S|. In particular, if k = 2 then our requirement is equivalent to q ≡ 1 (mod 4) and GP aley(q, q−1 k ) is a Paley graph. Moreover GP aley(q, q−1 k ) admits the additive group of F q acting by t y : x −→ x + y (for x, y ∈ F q ) as a subgroup of automorphisms. We denote this group by T = {t y |y ∈ F q }, and call it the translation group of GP aley(q, q−1 k ). Now T acts transitively (and in fact regularly) on vertices, and so GP aley(q, 
This theorem will follow immediately from Lemma 2.3 which we prove in Section 2. Since (by 
is an integer and is equal to k.
As we noted above, the automorphism group of a Hamming graph is a wreath product of symmetric groups. By contrast, we will show in our third result, that whenever a connected generalised Paley graph is not a Hamming graph, then its full automorphism group is a primitive affine group. (We refer readers to Section 2 for details on primitive groups.) 
Theorem 1.5 proves that the graph Γ is a normal Cayley graph, that is, the regular subgroup T of automorphisms is normal in the full automorphism group of Γ. The proof uses results from [19] that rely on the finite simple group classification. Although Theorems 1.4 and 1. 2 ), as we noted in the first paragraph, the full automorphism group is a subgroup of index 2 in the one-dimensional affine group AΓL(1, q) (defined below). However, for Γ = GP aley(q, q−1 k ) in Theorem 1.5, we do not know if Aut(Γ) is contained in the one-dimensional affine group AΓL(1, q). Problem 1.6. For each p, R, k, determine the automorphism group of GP aley(p R ,
In particular, determine the values of p, R, k for which the automorphism group of GP aley(p R ,
The group AΓL(1, q) is defined as follows, where q = p R with p prime. Let T ∼ = Z R p be the translation group defined in Remark 1.2. For a fixed primitive element ω in F q , let ω be the corresponding scalar multiplication ω : x −→ xω for all x ∈ F q , and let α denote the Frobenius automorphism of F q , that is, α : x −→ x p . Then AΓL(1, q) = T ⋊ ω, α , and the one-dimensional general linear group ΓL(1, p R ) = ω, α (mentioned in Theorem 1.7). Let Γ = GP aley(q, q−1 k ), and let W := ω k be the multiplicative subgroup of F * q generated by the element ω k (note that ω i : x −→ xω i , x ∈ F q ). Observe that the automorphism group Aut(Γ) of Γ contains T ⋊ W, α . In fact, T ⋊ W is arc-transitive on Γ, with W acting transitively on
We often write the set as
Our last result provides a partial solution to Problem 1.6 for the case where k divides p − 1 (and 2k | (p R − 1) if p is odd). It depends heavily on results in [9] , and hence on the finite simple group classification. Burnside about primitive permutation groups of prime degree, see [22, 11.7] .
We note that, apart from the disconnected case and the Hamming graph case dealt with in Theorems 1.3 and 1.4, there are other cases where Aut(GP aley(p R ,
is not a one-dimensional affine group. We give an explicit example below. 
Thus in spite of the various results above, Problem 1.6 is still largely open. The structure of this paper is as follows. In Section 2, we will introduce some terminology and definitions needed for subsequent results. Also, in the same section, we prove, in Lemma 2. In particular we re-interpret the results of this paper in terms of symmetric cyclotomic schemes.
Preliminaries and Proof of Theorem 1.3
All graphs considered are finite, undirected and without loops or multiple edges. Thus a graph Γ = (V, E) consists of a vertex set V and a subset E of unordered pairs from V , called the edge set. An automorphism of Γ is a permutation of V that leaves E invariant. The set of all automorphisms forms a subgroup Aut(Γ) of Sym(V ) called the automorphism group of Γ. We say that a graph Γ is G-vertextransitive, G-edge-transitive or G-arc-transitive if G is a subgroup of Aut(Γ) and acts transitively on the vertices, edges or arcs of Γ respectively. As mentioned in the introduction, the generalised Paley graphs belong to a larger class of graphs called the Cayley graphs, which are defined as follows. The following useful result characterises Cayley graphs through the existence of a subgroup of its full automorphism group which acts regularly on vertices. Lemma 2.2 implies in particular that a Cayley graph is vertex-transitive.
Lemma 2.2. [2, Lemma 16.3] A graph Γ is isomorphic to a Cayley graph for some group if and only if its automorphism group Aut(Γ) has a subgroup which is regular on vertices.
Let H be a group, b a positive integer and K be a subgroup of the symmetric group S b . Then the wreath product H wr K is the semidirect product H b ⋊K where elements of K act on H b by permuting the
follows. Elements of H b act coordinate-wise on ∆ b and elements of K permute the coordinates: for
Let G be a transitive permutation group acting on a finite set V . A nonempty subset ∆ ⊆ V is called
or ∆ = V . Otherwise, ∆ is called nontrivial. We say that the group G is primitive if the only blocks for G are the trivial ones.
The possible structures of finite primitive permutation groups up to permutational isomorphism are described by the O'Nan-Scott Theorem (for example see [5] or [15] ). The O'Nan-Scott Theorem essentially provides an identification of several types of finite primitive permutation groups such that, for each type, information is given about the abstract group structure, or the group action, or both. Here, we will briefly describe the three types of finite primitive permutation groups relevant to this paper (we refer readers to [5, 15] for further details about the remaining types).
A finite primitive permutation group G on V is of type HA (holomorph of an abelian group) if
is the (regular) group of translations (and we may identify V with Z R p ) and G 0 is an irreducible subgroup of GL(R, p). We often call a primitive group of this type an affine primitive permutation group.
A primitive permutation group G is of type AS if G is an almost simple group, that is N ≤ G ≤ Aut(N ) where N is a finite nonabelian simple group. Such a group can equivalently be defined as a primiitve group G having a unique minimal normal subgroup N which is nonabelian and simple.
Finally, a primitive permutation group G on V is of type PA (product action) if V = ∆ b and (1) Γ is connected if and only if ω k acts irreducibly on V .
(2) Suppose Γ is not connected. Then the connected components of Γ are isomorphic to
S invariant, it also leaves invariant the F p -span U of S. Also, we note that Γ is connected if and only if
Suppose W acts irreducibly on V . Then as U is W -invariant and nonzero, we have U = V and so Γ is connected. Conversely suppose Γ is connected. Then S is a spanning set for V (that is U = V ). Now S is the orbit 1 W = ω k (note that W acts by field multiplication). Also, for each ω i ∈ V * , ω i maps S to Sω i , and as ω i ∈ GL(1, p R ), it follows that Sω i is also a spanning set for V (as an R-dimensional vector space over F p ). However Sω i is the W -orbit containing ω i . Thus it follows that every W -orbit in V * is a spanning set for V , and hence W is irreducible on V .
(2) Suppose Γ is disconnected. Let U be the vertex set of the connected component of Γ containing
It follows that all the connected components of Γ are isomorphic to Cay(U, S). We claim that U is a subfield of V = F p R .
Since U is W -invariant, U ω ik = U for each ω ik ∈ W , and hence U ω ik = U for each ω ik ∈ S. Thus U is closed under multiplication by elements of S. Now each element of U is of the form ω ik ∈S λ i ω ik for some λ i ∈ F p , and (by regarding λ i as an integer in the range 0 ≤ λ i ≤ p − 1) each λ i ω ik is equal to the sum ω ik + · · · + ω ik (λ i -times). Thus each element of U is a sum of a finite number of elements of S. Since U is closed under addition and under multiplication by elements of S, it follows that U is closed under multiplication. Thus U is a subring of V . Also U contains the identity 1 of V (since 1 ∈ S).
Let u ∈ U \ {0}. Then since V is finite, we have that u i = u i+j for some i ≥ 1 and j ≥ 1, and hence
Since U is a subfield of V , we have |U | = p r where r | R and r = R. Also, since S ≤ U * , it
From Lemma 2.3 (2) (see also Theorem 1.3), we see that when Γ = GP aley(p R ,
k ) is disconnected, the connected components are generalised Paley graphs for subfields. Thus without loss of generality we will, from now on, assume that Γ = GP aley(p R ,
3. Proof of Theorem 1.4
In this section, we shall prove Theorem 1.4.
Proof of Theorem 1.4. Suppose Γ = GP aley(p R ,
. Then the number of vertices is p R = q b and so q = p a where R = ab. The valency of Γ is
as required.
where a | R and 1 ≤ a < R, and set R = ab. Then since Γ = GP aley(p R ,
, and also ω bk has order p a − 1. Thus ω bk = F * p a . Now suppose v = 0 and v ∈ V . Then v = λ i ω ik where λ i ∈ F p (not all zero) and the sum is over all ω ik ∈ S. Let
Since F * p a = ω bk , it follows that ω bxik ∈ F p a . Thus λ i ω bxik ∈ F p a and so v ∈ U . Thus U = V as claimed.
From now on we shall regard V as a vector space over F p a . We have shown that V is spanned by the
Next, we determine the image of the connecting set S ⊂ V under Θ. As we observed above, |S| =
. Thus each element of S can be expressed uniquely as ω ik for some i such that
As before, we write i = bx i + r i where 0 Table 2 ] (denoted as L 1 in [19] ). In all cases, N is a nonabelian simple group with p a ≥ 5, N b is transitive on V = ∆ b and N acts 2-transitively on ∆.
We will prove that 
On the other hand, A u contains G u = W = ω k , and all W -orbits in V \ {u} have length 
Combining inequalities (1) and (2), we obtain
Since p a ≥ 5, the inequality (3) holds if and only if ℓ = 1, and hence
This implies that k =
, which is a contradiction. Thus A is a primitive subgroup of AGL(R, p). , and suppose that k divides p − 1. We first show that Γ is connected.
Proof. Suppose not. Then by Theorem 1.
Recall from Section 1 that Γ admits T ⋊ W, α as an arc-transitive subgroup of automorphisms. Since Γ is connected (by Lemma 5.1), it follows from Lemma 2.3 that W = ω k acts irreducibly on V . In this section we will prove Theorem 1.7, that is, we will show that when k divides p − 1, then the full
2 ) is a Paley graph whose automorphism group is known to be Aut(Γ) = T ⋊ ω 2 , α ≤ AΓL(1, p R ) (see for example [18] ). Thus we will assume that k ≥ 3. Then since k ≥ 3 and k | (p − 1), the prime p must be at least 5. First we apply Theorem 1.5. Let A := Aut(Γ).
Proof. Suppose this is not the case. By Theorem 1.5, R = ab with b > 1 and k 3)]). We next observe that it is sufficient to prove that A 0 ≤ ΓL(1, p R ).
Thus in order to prove the lemma, it suffices to prove that A 0 ∩ ω = W . Since ω is semiregular on V * , and since A 0
Thus, if we are able to show that A 0 ≤ ΓL(1, p R ), then by Lemma 5.3, Aut(Γ) = T ⋊ W, α . We shall adopt this approach in subsequent parts of this section to prove Theorem 1.7. In particular, Theorem 1.7
follows immediately for the case R = 1. Next, we consider the case R = 2.
Proof. Consider the canonical homomorphism ϕ : GL(2, p) −→ P GL(2, p). Let W, α = ϕ( W, α ),
and W Z = ω k , ω p+1 has order p 2 − 1 if k is odd and
if k is even. It follows that
It follows from the classification of the subgroups of P GL(2, p) and P SL(2, p) (see [21, p. 417 We note that the definition of a p.p.d. implies that b has multiplicative order x modulo the prime r, and hence that x divides r − 1. In particular r ≥ x − 1. It was shown by Zsigmondy in [23] that for x ≥ 3, b x − 1 has a primitive prime divisor unless (x, b) = (6, 2). Since p ≥ 5 and R ≥ 3, it follows that p R − 1 has a primitive prime divisor, say r and, as we have observed, r ≥ R + 1. By Definition 5.5, r does not divide p − 1, and so, since k | (p − 1), the prime r divides |W | = p R −1 k , and hence r divides |A 0 |. In [9] , a classification is given of all subgroups of GL(d, q) with order divisible by a primitive prime divisor of q x − 1 for some x satisfying
In particular, this result specifies all subgroups of GL(R, p) with order divisible by r.
Let a be minimal such that a ≥ 1, a | R and A 0 preserves on V the structure of an a-dimensional vector space over a field of order q = p R/a . Then A 0 ≤ ΓL(a, q) and acts on V = F a q .
So in what follows, we assume that a ≥ 2. Now r is also a p.
Let A 1 := A 0 ∩ GL(a, q). Since W ⊆ GL(a, q), it follows that W ⊆ A 1 and r divides |A 1 |. Also, since k | (p − 1), the order of W is divisible by
p−1 , and so A 1 contains an element of order
We apply the results in [9] to find the possibilities for A 1 ≤ GL(a, q) (a ≥ 2), such that A 1 contains an element of order r and an element of order
Main Theorem], either (writing Z = Z(GL(a, q))) (A) A 1 belongs to one of the families of Examples 2.1 -2.5 in [9] , or
and the examples are listed in Examples 2.6 -2.9 in [9] .
We first show that A 1 is not one of the examples in case (A).
Lemma 5.7. Let a ≥ 2 and suppose A 1 = A 0 ∩ GL(a, q). Then case (A) does not hold.
Proof. We shall refer to the families of Examples 2.1 -2.5 in [9] as E1 -E5, and consider each of them in turn.
(E1: Classical Examples) Here A 1 contains a classical group. Since A 1 is not transitive on the set of non-zero vectors V * , A 1 cannot contain SL(a, q) or Sp(a, q) (as in [9, Examples 2.1 (a) -(b)]), and since
(with a odd and q a square) (see [1] or [11] ). Now (see [1] 
and
It follows that a = 2 and A 1 ≤ Z • GO − (2, q). However in this "degenerate case" of E1, Table 1 . The largest element orders in S and M 0 are less than or equal to 4 and 2 2m − 1 = R 2 − 1 respectively (see [1, Proof of Lemma 2]), and S ∩ Z ∼ = Z 2 . Since A 1 contains an element of order
(p−1) 2 , and since p ≥ 5, we have from inequality (4) that
Since R ≥ 4, this implies that (R, p) = (4, 5). However, r = R + 1 = 5 is not a p.p.d. of 5 4 − 1, and we have a contradiction. This completes the proof of Lemma 5.7.
Thus case (B) holds. A subgroup of GL(a, q) is said to be realisable modulo scalars over a proper subfield F q0 of F q if it is conjugate by an element of GL(a, q) to a subgroup of GL(a, q 0 ) • Z where , q) ). When this occurs, we may replace the subgroup by a conjugate if necessary, and assume that it lies in GL(a, q 0 ) • Z. Choose q 0 minimal such that A 1 is realisable modulo scalars over 
Re-arranging the above expression, we have (noting that q = q a0 0 and q 0 = p R/aa0 ) Here,
for some non-abelian simple group L. Note that in applying the results of [9] , our dimension a is equal to d = e in [9] and R/a is the parameter a in [9] ; while q, p, r have the same meaning. Also, most of the examples in Tables 2 -5 have additional conditions for q, p, r or a. We will not mention them here, unless they are necessary for our calculations. L = A 7 a = 6 r = 7, p ≡ 1 (mod 6) and q 0 = q = p. Table 2 .
Lemma 5.9. Let a ≥ 2 and A 1 = A 0 ∩ GL(a, q). Then case (B) does not hold.
Proof. We consider all the groups in Examples 2.6 -2.9 in [9] .
(Example 2.6(a) of [9] ) Here A n ≤ A 1 ≤ S n × Z, r = a + 1, n ≥ 5 and n = a + 1 = r if p ∤ n, or n = a + 2 = r + 1 if p | n. In particular a = r − 1 ≥ n − 2 ≥ 3 and since r ≥ R + 1, we have a = R, q = p. Now A 1 contains an element of order
which is a multiple of r. However, since n = r or r + 1, any element of S n of order divisible by r is an r-cycle and hence has order equal to r. Thus L = Suz a = 12 r = 13, p ≥ 7 and q 0 = q = p. Table 3 .
Example 2.9 of [9, Table 7 ]
L = P SL(3, 4) a = 6 r = 7, p ≥ 7 and q 0 = q = p. Table 4 .
Example 2.9 of [9, Table 8] 1 L = P SL(n, s) where n ≥ 3 a = s n −1
s+1 , n is prime and gcd(s, p) = 1. Table 5 .
an element of S n × Z of order divisible by r has order at most r(p − 1). Hence r(p − 1) Table 2 ) Here L = A n and we list in Table 2 all the possibilities for n, a, r, q from [9, Tables 2, 3 and 4 ] for which r is a p.p.d. of p R − 1 = q a − 1. Note that we have p ≥ 5.
Also since R ≥ 3, we do not have r = 5 = 2a + 1 or r = 3 = a + 1 with q = p (that is, we do not have a = R = 2). Thus (n, r) is (7, 7), (7, 5) , (6, 5) or (5, 5) and so, in Aut(L), an element of order a multiple of r has order at most δ · r where δ = 1 or 2, depending on the line of Table 2 . Hence an element of A 1
Using inequality (7), we have
and hence, since q ≥ p ≥ 5, this implies that a ≤ 9. Also, as r = s n +1 s+1 = a + 1 is prime, n is odd and a ≤ 9, it follows that (r, a, s, n) is either (3, 2, 2, 3) or (7, 6, 3, 3) . However in the first case, L = P SU (3, 2) is not a nonabelian simple group. Hence (r, a, s, n) = (7, 6, 3, 3) and L = P SU (3, 3) . Using the Atlas [6] , we know that m(Aut(P SU (3, 3)) = 12 and by inequality (7),
However, for a = 6 and q ≥ p ≥ 5, this inequality does not hold.
(Line (3) of Table 5 ) Here, L = P Sp(2n, s) and a = 1 2 (s n − 1) where gcd(s, p) = 1, and n = 2 b ≥ 2.
. Using s n = 2a + 1 and inequality (7), we have
Since q ≥ p ≥ 5, this implies that a ≤ 6, and since r =
and s is odd, it follows that (r, a, s, n) is (5, 4, 3, 2). Thus L = P Sp(4, 3) and using the Atlas [6] , m(Aut(P Sp(4, 3))) = 12, which is not greater than Table 5 ) In all cases, L = P SL(2, s) with s ≥ 7, s = p and a ≥ s−1 2 ≥ 3. Then m(Aut(L)) = s + 1 (see [1] ) and hence inequality (7) yields Table 5 , r ≤ 7.
We have exhausted all possibilities for A 1 and so Lemma 5.9 is proved.
We formalise and complete the proof of Theorem 1.7.
Proof of Theorem 1.7. Suppose Γ = GP aley(p R , 
Cyclotomic association schemes and cyclotomic factorisations
In this section, we briefly mention the relationship between generalised Paley graphs and the class of graphs associated with symmetric cyclotomic association schemes. Symmetric association schemes are defined as follows.
Definition 6.1. [4, p. 43] A symmetric k-class association scheme is a pair (V, R) such that
(that is, (x, y) ∈ R i =⇒ (y, x) ∈ R i ) for all i ∈ {0, 1, . . . , k}; (4) there are constants p h ij (called the intersection numbers of the scheme) such that for any pair (x, y) ∈ R h , the number of z ∈ V with (x, z) ∈ R i and (z, y) ∈ R j equals p h ij .
Equivalently, we may view each class of a symmetric association scheme (V, R) as an undirected graph with vertex set V , namely, Γ i = (V, E i ) where E i = {{x, y} | (x, y) ∈ R i } (see for example [7, Chapter 12] ). Thus from now on we shall identify the k classes of a symmetric association scheme (V, R) with a set of undirected graphs Γ 1 , . . . , Γ k . In general the graphs Γ i need not be isomorphic to one another.
The set E = {E 1 , . . . , E k } is therefore an isomorphic factorisation of K n , where n = |V |, if and only if the graphs Γ i are pairwise isomorphic. We say that an association scheme is primitive if each of the graphs Γ i is connected, otherwise it is called imprimitive. R(p a −1) . Moreover Theorem 1.5 asserts that, if k is not of this form, then in some sense, the automorphism groups of the individual graphs Γ i of Cyc(V, R) are not much larger than the automorphism group of Cyc(V, R). More precisely, in the case where k | (p − 1), we note that Theorem 1.7 implies McConnel's result [16] . In this case the Γ i have precisely the same automorphism group as Cyc(V, R). Thus, in the language of association schemes, we may restate Theorems 1.3, 1.4 and 1.7 as follows (note that a proper divisor a of R is one satisfying 1 ≤ a < R). 
