As markets demand engineered products faster, waiting on the cyclical design processes of the past is not an option. Instead, industry is turning to concurrent design and interdisciplinary teams. When these teams collaborate, engineering CAD tools play a vital role in conceptualizing and validating designs. These tools require significant user investment to master, due to challenging interfaces and an overabundance of features. These challenges often prohibit team members from using these tools for exploring alternatives. This paper presents a method allowing users to interact with a design using intuitive gestures and head tracking, all while keeping the model in a CAD format. Specifically, Siemens' Teamcenter® Lifecycle Visualization Mockup (Mockup) was used to display the design geometry while modifications were made through a set of gestures captured by a Microsoft Kinect™ in real time. This proof of concept program allowed a user to rotate the scene, activate Mockup's immersive menu, move the immersive wand, and manipulate the view based on head position. The result is an immersive user-friendly low cost platform for interdisciplinary design review. 
INTRODUCTION
Designing and validating new products like aircraft and machinery rely heavily on engineering tools. While these tools are very effective at creating, modifying, and evaluating designs, they can be very cumbersome to learn for all except practiced experts. CAD packages in general are dominated by a hierarchical approach for creating model representations [1] . This approach is often confusing to inexperienced or casual CAD users.
With the recent emphasis on interdisciplinary design teams [2] , those unaccustomed to CAD interfaces are forced to deal with engineering tools to help evaluate designs. The significant learning curve and stigma of difficulty associated with navigating engineering software creates a significant hurdle for reviewing designs thoroughly. In addition, even if nonengineering users wanted to familiarize themselves with CAD technology, they most likely do not have time, resources, or access to these types of software tools. In light of this, a design team often becomes reliant on a subset of its members to drive changes. This limits other group members' ability to explore and review these changes. Limits on the members lead to a sub-optimal functioning team as well as design output.
Due to the lack of user centered design principles in many CAD interfaces, user navigation challenges do not come as a surprise [3, 4] . A way to deal with the deficiencies in CAD interfaces is to incorporate user-centered design principles seen in many VR applications [5, 6, 7] . In addition, VR aids immersion through head tracking and provides more intuitive interaction modes [8, 9] . This immersion gives the user a more complete mental model of the design, improving understanding and evaluation ability. VR systems though are often expensive and require considerable preparation work to load models and maintain the system, not to mention the space and setup requirements. Large-scale VR systems are custom solutions tailored to the installations specific physical space and not easily moved or repurposed. The custom nature of each system, the space requirements, and cost make deploying traditional large VR systems challenging. As a result, many companies that invest in VR have limited facilities. These limited resources cannot support numerous dispersed teams that could benefit from more user-friendly evaluation tools.
Even though VR is becoming more affordable and easy to implement, it is still another tool inserted into a crowded wellestablished workflow. VR programs for design review add additional expensive software/hardware to purchase and maintain to already budget conscientious departments.
In addition, VR does not often use the same file formats as CAD programs. CAD program file types contain boundary representation (b-rep) data. B-rep based files contain information on the topology and exact geometry of the model. Exact dimensions and surface relations allow designers to modify and evaluate models in engineering software packages. Converting from a CAD format to a VR format produces a tessellated model. Tessellated model geometry is specified by a series of vertex points. Therefore the file longer contains the topology information or the exact geometry. Measurements taken from the tessellated format are only as exact as the tessellation granularity. Accuracy of the tessellation is not exact enough for the majority of engineering applications. Also, changes to the model are challenging since all operations must be done on a vertex-by-vertex basis. Converting between file types results in a loss of important engineering data stored in CAD files. Not only does CAD geometry need to be converted into a VR format, but also any changes proposed in the VR package need to be reimplemented in CAD after a design review, due to the limitations of VR formats. Tools are needed to bridge this gap for design reviews between CAD and VR to allow manipulation of geometry in a user-friendly environment.
Overall, engineering CAD tools play a central role in designing and evaluating products. However, the ease of use of these tools is generally poor for non-everyday users, creating a barrier for truly effective immersive interdisciplinary design review. The work presented in this paper takes steps towards a solution combining the best of both worlds. This research presents a medium for performing design reviews in a program that can display CAD information, eliminating conversion loss and the need for another expensive tool. The work takes steps towards a solution that addresses pitfalls associated with CAD by integrating the VR principles of gesture-based controls and head tracking. These principles allow the user to develop a better mental model of the design, thus helping them understand and identify possible issues early on in the design process.
BACKGROUND
Previous research relating to the work in this paper is scattered into three main areas; research on team use of technology, the benefits of VR, and natural user interfaces (NUIs). Work in each of these areas influenced the building of the immersive low cost user-friendly design review prototype presented in this paper.
Teams and Technology
Design teams today are increasingly made up of interdisciplinary backgrounds. Swink et al. points out in today's world concurrent design is needed to meet customer demands and to keep a company profitable in the fast paced international market [10] . As a result, companies are favoring concurrent design, leading to interdisciplinary teams. These teams need effective tools that allow them to communicate and understand each aspect of the design process [11, 12] ; helping them review designs and assemble strategies to pinpoint potential roadblocks.
The necessity for tools of this nature has not escaped researchers. There exist numerous examples of past research looking for ways to help teams collaborate and communicate. For example Liveboard, a device developed to display information on a larger more input friendly screen [13] . Use of the device was targeted at situations where simple desktop interactions fell short. Results point to people viewing these devices as helpful and worthwhile tools. However, the researchers found while people want a device that helps them communicate, if using the device is challenging they are not willing to spend time trouble shooting in a group environment.
Bouchlaghem et al. presents an example of tools helping interdisciplinary teams in Architecture, Engineering and Construction [14] . Their research focused on an integrated visualization tool for project information, such as blue prints, CAD models and design mockups. They found that a common tool helped conceptual designers work collaboratively and communicate ideas. The tool facilitated planning amongst the groups and served as a consulting tool in meetings with customers. In the end, the easy to use tool helped bridge the gap between designers and builders by keeping them on the same page.
Work presented by Zhong et al. details a system that helps collaborators exchange ideas and coordinate their efforts on a project [15] . The use cases involving the system show its value at aiding communication between team members. The system proved helpful at preventing conflicts during the design conceptualization phase all the way though product implementation.
Based on previous work, it is evident researchers recognize the need for tools that help facilitate interactions with design information in a group setting. Research points to the importance of making tools intuitive and accessible for all team members. This involves taking steps towards going beyond regular mouse and keyboard interaction for engineering tools. Identifying and investigating elements of a program that help users escape the limited traditional interaction approach will lower the barrier of entry to effective design review with CAD tools. As the work matures the result will allow all members of a team to work together and contribute during a design review.
Benefits of Virtual Reality
What makes VR attractive to academia and industry is it provides users experiences that are difficult or impossible to replicate in the physical world. This type of interaction can be invaluable to a team of product designers. It allows them to see and experiment with their design in ways that are too dangerous or cost prohibitive in real life. This VR ability mixed with CAD provides great potential. Berta [16] takes an in-depth look at the potential benefits to industry if VR and CAD integration becomes reality. Benefits to integration include: 1) using VR principles to create simpler interfaces for casual users, 2) receiving CAD accuracy along with part information, (e.g., dimensions, kinematics etc.), and 3) the immersion and sense of "presence" that comes with VR. Where immersion is defined as the perception that one is completely enveloped by or pulled into the virtual environment and presence is the feeling physically being in the virtual environment [17, 18] . However, implementing CAD and VR integration proves difficult. Challenges listed by Berta mainly stem from the transfer between CAD and VR packages. These challenges include loss of geometry, topology, semantics (i.e. object names, dimensions, constraints, etc.), and behaviors.
In addition to the challenges with conversion, there is also the challenge of VR adoption. While VR can be very beneficial to many divisions within a company [19] , VR systems are traditionally large and costly installations that serve a specific purpose. These traditional installations provide users with the sense of immersion and presence but at a significant cost. This is a considerable barrier for VR adoption. Even a large company can only afford a limited number of these systems, not enough for the numerous interdisciplinary teams that could benefit. One of the main goals of these large expensive systems is immersion. Bowman and McMahan find that large scale VR provides nearly full immersion, but in some cases full immersion is not always necessary to reap the benefits of VR [20] .
McMahan et al. further investigates immersion and the link it has to six degree of freedom (6 DOF) manipulation tasks. In the study they control the level of immersion by turning stereo on or off and using one or three cave walls. The researchers ask the participants to perform a task using one of three interaction devices while head tracked. They find interaction devices have more influence on participant completion time and errors than immersion level [21] . In their discussion they interpret these results as meaning that one can receive the same benefits of large VR systems using less costly displays combined with head tracking and 6 DOF input devices. While the results conclude that full immersion benefits are not tied to large-scale VR environments, they neglect to pinpoint what degree of immersion is enough. They also do not discuss what components besides stereo and number of screens contributes to increasing user presence in a system. While a full VR system is not necessary to provide the user with a sense of immersion, certain components of VR do need to be present. Barfield finds that head tracking plays an important role in the presence of users in a system [22] . In the study, participants view a bent wire with some combination of stereo and head tracking on or off and then select the corresponding 2D image on paper. Study results indicate head tracking and stereo does not help the users correctly determine the 2D wire image but it does increase their presence, or feeling of immersion.
Gruchalla provides another look at how VR can help with immersion [23] . In the study, participants plan a new well path in a mature oil field. Participants plan a well using a stereoscopic desktop display or a head tracked stereoscopic CAVE display. Participants using the CAVE found more correct paths and perform faster than those who merely used the stereo display without head tracking. According to the authors the results indicate VR environments can help users develop a more accurate understanding of complex 3D environments.
Background research on VR suggests lower cost systems can provide users with some of the same immersive benefits seen in large-scale systems. As long as users can manipulate and interact with models, they can build a more sound mental model of complex 3D parts. The guidelines of immersion and low cost VR play a central role in the program developed for the work in this paper.
Natural User Interfaces
As pointed out by McMahan et al. the interaction mode can be just as important as the display hardware. Some of the biggest detractors to CAD program usability stems from interface deficiencies. As natural user interfaces (NUIs) have become commonplace, much research has been done to examine their potential.
Kosmadoudi et al. proposes using games to help users better understand the programs [24] . But Ju et al. takes a step closer to addressing the need for improving interaction between the user and the program [25] . Ju et al. creates physical tools and maps them to the corresponding actions in the software.
Francese et al. published research using low cost tools to help people explore Bing maps [26] . Participants in the study navigate and react to images on screen. Results of the study show that motion control devices help increase the users' sense of immersion and presence in a program. In addition, participants who used the Wiimote and Kinect adapted to an expert level of control, moving around the map faster than other users.
Shratuddin and Wong study limitations of standard interaction techniques.
The work does a good job of identifying weaknesses in the current design process [27] .
They point out that current GUIs limit creativity and lock users into a linear design process. To combat this, researchers develop a program that allows the user to collaboratively design and manipulate components in a virtual world using intuitive gestures.
Work by Purschke et al. is an example of an engineering application used at Volkswagen to aid in the conceptual design of cars [28] . The program uses gestures and glove input which allows a user to manipulate views and material choices inside the model. They try and solve the problem of lack of CAD data in VR by using ACIS and integrating it into the VR system for areas that need exact representations.
Fiorentino et al. 2012 takes a more in depth look, using a study to benchmark some of the benefits of NUIs. They highlight the difficulty and complications associated with using CAD interfaces. They set out to create a system that lets the user explore a CAD model through augmented reality and technical drawings.
The authors perform a user study validating that NUIs help users become proficient and comfortable with a program. Study participants took only on average 20 minutes with the program before they felt comfortable [29] .
Fiorentino et al. 2013 describes a program where users conduct a design review using the STEP files paired with augmented reality information. They use intuitive gestures to let users manipulate the scene and explore models. They found that users were able to get up to speed quickly [30] .
So far the background has focused on the building blocks for combining VR and CAD, but no program assembles the pieces and tries to address the road map laid out by Berta [16] . The main takeaway from the background research conducted is that CAD needs to be made more accessible for use in interdisciplinary design reviews.
Towards this goal of accessibility NUIs are promising, which is why they are the basis for the work presented. In addition to the accessibility goal, when building a program one needs to make it easy to use, affordable and immersive. This would enable a wide range of disciplinary experts to gain a greater understanding of a current design iteration without feeling pressure in a group setting. Affordability is also important since the program should be available for use by many design teams to see benefits. Lastly, highlighted principles of immersion are required so users can develop a more complete mental model of the design to make more intelligent decisions. Research presented in this paper uses these requirements as a guide. This work combines and builds upon previous research to create an immersive user-friendly low cost prototype for interdisciplinary design review.
METHODOLOGY -PROGRAM OVERVIEW
Work presented in this paper takes steps towards combining the benefits of VR and CAD into a prototype for immersive design reviews.
The project uses Siemens' Teamcenter Visualization Mockup to display the models. Control of the package is provided to the user via gestures and tracking.
The project is composed of three major components: the code developed by Siemens in collaboration with the researchers, code developed by the researchers at Iowa State University and the commercial hardware used to capture the users movements. The chain of events leading to a user seeing a change in Mockup starts when the motion hardware, in this case a Kinect, captures a user's movement data. This data is deciphered as either a gesture or joint movement. After the type of data is determined, it is packaged into a command and passed onto Mockup for display through the VisController Application Programming Interface (API). Figure 1 shows the diagram of project components along with information travel. Left swipe is mapped to rotate the on screen model clockwise about the upwards y-axis and right swipe rotates the model counter clockwise about the upwards y-axis. Right push activates and deactivates the immersive virtual wand-tracking mode. When wand-tracking mode is engaged, the immersive virtual wand is mapped to the users right hand movements.
When the immersive wand-tracking mode is active and the virtual wand comes into contact with part of the model, the piece will turn a solid color. This indicates that the part can be selected or modified. The color changing feedback feature will be useful for future work in part selection. Left push activates and deactivates the immersive menu, shown in Figure 4 . Notice that when the immersive wand comes into contact with one of the menu icons, it turns a solid color indicating that it is available for selection. This feedback allows natural interaction with the Mockup interface elements and user via the immersive virtual wand.
Figure 4: Immersive Wand Interacting With Immersive Menu
In order to see the benefits associated with past research on NUIs, selected gestures were intended to be intuitive and easy for users to remember. The swipe motions were selected for rotating the model because they parallel the action of rotating a model in the physical world. Clicking motions were selected for triggering the menu and wand due to the prevalence of clicking for selection, making it easy for users to remember.
Another important piece of the program is head tracking. Background research indicates that head tracking improves users overall immersion and understanding of the model on the screen [16] [17] [18] . Head tracking in the program adjusts the view of the model in a 2D plane as the user moves. For example, if the user moves their head down, the view on screen lowers so they can inspect the underside of an aircraft just as one would do in a physical environment. Furthermore, if the user moves right or left, the view adjusts accordingly, as shown in Figure 5 .
In order for the onscreen model interactions to scale properly with movement, the user must perform a onetime set up of the Mockup immersive scene before launching the program. Set-up steps ensure the immersive viewing window is centered in a stereo comfort zone. Once the immersive viewing window is set-up, this and the model can be saved in a Copyright © 2014 by ASME Mockup VF file and used repeatedly if the model file is unchanged.
Figure 5: Head Tracking View Adjustment

METHODOLOGY -PROGRAM COMPONENTS Teamcenter Visualization Mockup
Teamcenter Visualization Mockup is the piece of the application that displays all the information to the user. It is an engineering product lifecycle management tool developed by Siemens. It uses its own proprietary JT format to store and display 3D models. Model data can contain a large amount of information such as product structure, boundary representations and product manufacturing information. The program was selected for the project because of wide industry support for JT files and Siemens products.
A 64 bit version with the 9.1.2 patch was used for project development which included software hooks created by Siemens. These software hooks allow Mockup to receive commands sent to the program through the VisController API.
Mockup communicates with VisController using a TCP socket connection. The TCP connection currently allows oneway communication and ensures commands are received when sent. Future releases of the API will include two-way communication.
Currently the program written by the researchers requires Mockup to be in immersive mode to run the program. Setting up immersive mode requires preparation of the JT model for immersive viewing along with the use of system specific configuration files. The Siemens product specific configuration files required to run the program are VCD, SCD and the XML files. The SCD file sets up the "devices" used during the immersive secession. For this project, the "devices" were the head and wand. Once this file is setup, it seldom needs to be changed. The VCD file sets up the immersive viewing window size and stereo viewing properties. A file is required for each display setup to ensure the correct size and stereo is displayed in immersive mode. The XML file initializes the immersive display preferences. For the work presented in this paper, settings for hotkey functions, immersive wand type and initial motion sensitivity were set in this file.
Mockup VisController
VisController (VisController) is an API written by Siemens in collaboration with the researchers to pass "commands" into Mockup using the software hooks mentioned earlier. All accessible actions are specified in this portion.
The goal of VisController was to create an extensible API. The main functionality of this portion of the project was to establish a connection with Siemens' software, pass commands and send error message feedback to the user. Messages sent to can consist of head position, wand position, mapped hot key commands, navigation mode, select and deselect.
VisController's complexity and numerous steps to set up a connection prompted creation of a Command Structure (discussed in the next section) to provide an abstract extensible interface for developers; while also insulating code from changes made by Siemens to VisController throughout the development process. All required actions for setting up VisController are handled by VisMockup Communicator code. As a result, developers do not need to interact with VisController directly to manipulate Mockup.
Command Structure
The command structure is extensible code written in C++ that contains variables for all the information VisController can transmit. Command packages are used to pass information about user actions to various parts of the program where they are interpreted. The components of this structure are detailed in Figure 6 .
The way commands are used within the program and the command structure set-up make it very extensible. Structure of the commands abstracts them from the functionality of the program. Additional features added to VisController require only a handful of functions added in key places. This ensures the program can be reused and extended upon in future work. 
Motion Data
The motion data portion of the code runs the Kinect, processes the raw data and handles gestures. Raw data and gestures from the Kinect are translated into commands available in Mockup.
This section uses a third party API called Omek Beckon [31] to identify gestures and return joint position information from the Kinect. When a user moves or a gesture is detected, the Motion Data section creates a command package using the Command Structure. This package is sent to VisMockup Communicator where the abstract command is then converted into the VisController specific format. Figure 7 shows the three types of command packages created by the Motion Data portion of the program, along with the data each package contains. In the program, the button commands are mapped to gestures and head/wand movements are from user joint information.
For button commands, when a user performs a gesture it triggers package creation in the Motion Data section. This package contains the ButtonID (mapped to a specific hot key command within Mockup) and button down set to true/false (for actions like show/hide immersive menu). In contrast to the wand and head packages, where position coordinates and rotation information is packaged into a command based on joint data from the Kinect. This Motion Data portion of the code is very flexible and can be adapted to use devices other than the Kinect like the LEAP Motion [32] or TrackIR [33] . For example, during program testing, a Qt [34] graphical user interface (GUI) was used to send commands. In this case instead of using gestures, button presses and numerical scroll boxes were used to trigger events. As long as input data is mapped to a command available in Mockup the program will function with any input or gesture.
The gestures used for the program came from Omek Beckon pre-trained to users movements. Each gesture in the program was given a corresponding action in Mockup. Additional gestures can be added or removed depending on the user's specifications. This requires only one additional step, mapping gestures to functions in the Motion Data portion of the code.
VisMockup Communicator
The purpose of VisMockup Communicator is to:
• Making a connection requires Mockup to be running. If it is not running and VisMockup Communicator tries to make a connection, it will sit and wait, checking periodically to see if a connection can be made. Once a connection is established VisMockup Communicator sends an initialize message to VisController ensuring that it is ready to receive commands. As soon as VisController is ready to accept commands, they can be passed via VisMockup Communicator.
VisMockup Communicator interprets data via the command structure. It must unpack each command package and pass command data to the correct VisController functions. However, once VisController receives command data from VisMockup Communicator it can be sent directly to Mockup without further modifications.
Kinect
The first generation Kinect hardware tracks users' basic movements and provides that data to Omek Beckon. The Kinect was not modified in any way for the project. It is the standard, commercial hardware that can be purchased by the public.
CONCLUSION
The resulting project provides a step towards an immersive, user-friendly, low cost platform for interdisciplinary design review. Users of the program receive the best of both VR and CAD. Program benefits include increased understanding, enhanced mental models of complex 3D spaces, and inclusion of CAD engineering/manufacturing data. In addition, user interaction is performed with an easy to use natural user interface (NUI) eliminating the drawbacks related to traditional CAD packages, lowering the barrier of entry for use in design reviews with interdisciplinary teams. This ensures all members of a team can explore and interact with possible designs, increasing the possibility of identifying potential design flaws.
While the platform described above uses Siemens' Teamcenter Lifecycle Visualization Mockup capabilities to display models, the framework developed is extendable beyond the package. Adding support for another program would require minor tweaks to the VisMockup Communicator structure in order to pass the command data in the correct format. Moving forward, the hope is that more companies recognize the value VR principles can add to their design pipeline. Once companies realize this, they can then start pushing CAD software developers to create hooks into their programs like discussed in this work.
FUTURE WORK
Future project work will focus on adding features to the program and conducting user studies to refine user interaction and measure benefits to understanding. Additional features will focus on expanding the capabilities of the program. Any additional features will provide the user more control over the system and allow more manipulation of the environment on screen. Functions that would greatly enhance the user's experience are: selecting parts, the ability to move parts individually, zoom and triggering animations. Selection will be especially challenging due to the limited resolution of the Kinect. Moving forward, selection and part manipulation will be aided by the addition of two-way communication from Mockup. The next version of VisController will be able to send the position and rotation information for each part, in addition to the part selected. This will open the door to more interaction between the user and individual parts, increasing the platforms ability to add value during a design review.
After expanding the number of features, next is a user study to help refine the gesture selection. User feed back will ensure gestures are intuitive and easy to use. After gesture refinement comes a study focusing on users interacting and interpreting designs using the tool. Such a study would focus on time required before users feel comfortable with the program and the extent the tool helps users unfamiliar with a design build a mental representation.
