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Abstract
The full discretization of the semi-linear stochastic wave equation is
considered. The discontinuous Galerkin finite element method is used in
space and analyzed in a semigroup framework, and an explicit stochastic
position Verlet scheme is used for the temporal approximation. We study
the stability under a CFL condition and prove optimal strong convergence
rates of the fully discrete scheme. Numerical experiments illustrate our
theoretical results. Further, we analyze and bound the expected energy
and numerically show excellent agreement with the energy of the exact
solution.
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1 Introduction
We study the semi-linear stochastic wave equation driven by additive noise
du˙ = ∇ · (D∇u)dt+ f(u)dt+ dW in D × (0, T ),
u = 0 on ∂D × (0, T ),
u(·, 0) = u0, u˙(·, 0) = v0 in D,
(1.1)
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where D ⊂ Rd, d = 1, 2, 3, is a bounded convex polytopal domain with bound-
ary ∂D and u˙ = ∂tu stands for the time derivative, f is a globally Lipschitz
nonlinear function, and {W (t)}t≥0 is a Q-Wiener process with respect to a nor-
mal filtration {Ft}t≥0 on a filtered probability space (Ω,F ,P, {Ft}t≥0). We give
our assumptions on the noise and f in detail in Section 2. The initial data u0
and v0 are F0-measurable variables. We assume that D = (dij(x))1≤i,j≤d is a
symmetric uniformly positive definite matrix that satisfies the bounds
0 < dmin ≤ ζTD(x)ζ ≤ dmax <∞, for all ζ ∈ Rd, |ζ| = 1, x ∈ D. (1.2)
The stochastic wave equation is of fundamental importance in various applica-
tions. For instance, the motion of a strand of DNA floating in a liquid [15]; the
dynamics of the primary current density vector field within the grey matter of
the human brain [20]; or the vibration of a string under the action of stochastic
forces [37]. Our motivating example arises from the sound propagation in the
sea, critical for marine reserves and conservation of species [18,27]. In particular
we note that in the marine environment the noise is typically only over a finite
range of frequencies and also that often complex computational domains are of
interest where sound waves may interact with the shore. The complex geometry
motivates the use of the dG method in space and we pay attention not only to
space-time rough noise forcing but also to more regular noise in space.
One advantage the dG method offers over the standard continuous finite
element methods is that the mass matrix has a block diagonal structure; it
can therefore be inverted at a very low computational cost. Hence, the dG
method leads to efficient time integration when combined with an explicit time-
stepping scheme. In the present paper, we propose such full discretization of
(1.1) by applying the dG finite element method in space [2] and a stochastic
extension of the explicit position Verlet time-stepping method in time [4, 5].
The position Verlet scheme is a variant of the Sto¨rmer-Verlet/leapfrog method
and it shares their important geometric properties such as symplecticity. We
refer the reader to [24] for a review on the Sto¨rmer-Verlet/leapfrog integrators.
Stochastic extensions of the position Verlet or Sto¨rmer-Verlet/leapfrog time-
stepping schemes have been used for second-order ordinary stochastic differential
equations, see e.g. [7, 8, 19,21] and references therein.
In recent years, strong approximations of stochastic wave equations have
been studied by many authors [1, 9, 10, 13, 31, 38–42, 44]. We first comment on
work analyzing the spatial discretization of stochastic wave equations. Strong
convergence estimates for the continuous finite element approximation of the lin-
ear stochastic wave equation and of (1.1) with multiplicative noise were derived
in [31] and [1], respectively. In [39], [42], and [44] the spectral Galerkin method
for one-dimensional semi-linear stochastic wave equations driven by additive
noise was used in space and strong convergence rates were proved. In addition,
in [41] the stochastic wave equation with Lipschitz continuous nonlinearity and
multiplicative noise is discretized by the spectral method in space. Further, the
recent preprint [13] studies the spectral Galerkin approximation of the stochas-
tic wave equation with polynomial nonlinearity in Rd, d = 1, 2, 3, and analyzes
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strong convergence in Lp(Ω). Finite difference spatial discretizations for one-
dimensional stochastic wave equations were employed in [10, 38, 40]. Secondly
we comment on time stepping schemes for stochastic wave equations. Stochas-
tic trigonometric methods have been used for the temporal approximation of
various types of stochastic wave equations, see e.g. [1, 9, 10, 41] and improved
convergence rates were derived in [42] by using linear functionals of the noise as
in [28]. Strong convergence rates for the Sto¨rmer-Verlet/leapfrog time-stepping
scheme applied to the one-dimensional stochastic wave equation and one-step
I-stable time-stepping methods can be found in [40] and [30], respectively. Fi-
nally, the recent preprint [13] analyzes the strong convergence of a splitting
average vector field time-stepping method.
Concerning the dG finite element approximation of parabolic stochastic par-
tial differential equations (SPDEs) we refer the reader to [33, 34]. In [33] the
exact solution was represented in terms of Green’s functions and strong conver-
gence estimates were derived for dG approximation to the linear Cahn-Hilliard
equation. In the recent publication [34] a local dG method is analyzed for non-
linear parabolic SPDEs with multiplicative noise and strong spatial convergence
rates are derived.
Our main aim here is to prove strong convergence to the mild solution of
the stochastic position Verlet method (SVM) with a dG discretization in space
applied to (1.1), by introducing a discrete norm, under a CFL condition, which is
preserved by the time integrator. We note that the same analytical tool could be
used to analyze the stability of the Sto¨rmer-Verlet/leapfrog method. To the best
of our knowledge, the semigroup approach to the dG formulation that we adopt
here has not been considered elsewhere. The martingale approach in [40] for the
Sto¨rmer-Verlet/leapfrog scheme applies only to the one-dimensional case, while
our analysis enables us to obtain optimal error bounds for both the displacement
and the velocity in multiple dimensions.
The paper is organized as follows. We introduce some notation, introduce our
assumptions on the noise and the nonlinearity, and rewrite (1.1) as a first order
system in Section 2. In Section 3 we discuss the existence and the uniqueness
of the dG finite element approximation of the stochastic equation (1.1) and
we extend the results of [1] on the strong convergence estimates for the spatial
discretization of our problem. Stability and strong convergence analysis of SVM
is considered in Section 4. In Section 5 we state energy results of the full
discretization of our problem and in Section 6 we present numerical experiments
in order to demonstrate the theory and the efficiency of our discretization.
2 Preliminaries and notation
Let U andH be separable Hilbert spaces with norms ‖·‖U and ‖·‖H , respectively.
We denote the space of linear operators from U to H by L(U,H), and we let
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L2(U,H) be the set of Hilbert-Schmidt operators with norm
‖R‖L2(U,H) :=
( ∞∑
k=1
‖Rek‖2H
)1/2
,
where {ek}∞k=1 is an arbitrary orthonormal basis of U . If H = U , then we write
L(U) = L2(U,U) and HS=L2(U,U). Let L2(Ω, H) be the space of H-valued
square integrable random variables with norm
‖v‖L2(Ω,H) := E
[‖v‖2H]1/2 .
Let Q ∈ L(U) be a self-adjoint, positive semidefinite operator. The driving
stochastic process W (t) in (1.1) is a U -valued Q-Wiener process with respect to
the filtration {Ft}t≥0 and has the orthogonal expansion [36, Section 10.2]
W (t) =
∞∑
j=1
q
1/2
j βj(t)ψj , (2.1)
where {ψj}∞j=1 are orthonormal eigenfunctions of Q with corresponding eigen-
values qj ≥ 0 and {βj(t)}∞j=1 are real-valued mutually independent standard
Brownian motions. Suppose that {Φ(s)}0≤s≤t ∈ L(U,H) and that∫ t
0
‖Φ(s)Q1/2‖HSds <∞,
then the stochastic integral
∫ t
0
Φ(s)dW (s) is well defined in L2(Ω, H) and we
have Itoˆ’s isometry, see [36, Section 10.2],∥∥∥∥∫ t
0
Φ(s)dW (s)
∥∥∥∥
L2(Ω,H)
=
∫ t
0
‖Φ(s)Q1/2‖L2(U,H)ds. (2.2)
Let us introduce the spaces and norms that we use to describe the spatial regu-
larity of functions. Let Λ = −∇ · (D∇u) denote the linear operator Λ: D(Λ)→
L2(D) with D(Λ) = H2(D)∩H10 (D) and let L2(D) have the usual inner product
(·, ·) and norm ‖ · ‖. Further, we define the following spaces
H˙α = D(Λα/2), ‖v‖α = ‖Λα/2v‖ =
 ∞∑
j=0
λαj (v, φj)
2
1/2 , α ∈ R, v ∈ H˙α,
where {(λj , φj)}∞j=1 are the eigenpairs of Λ with orthonormal eigenvectors. We
also introduce a product Hilbert space with accompanying norm
Hα = H˙α × H˙α−1, |||v|||2α = ‖v1‖2α + ‖v2‖2α−1, α ∈ R, v ∈ Hα.
To study (1.1) as an abstract stochastic differential equation on the Hilbert
space H1, we use the notation u1 := u and u2 := u˙1 = u˙, and rewrite (1.1) as
follows
dU(t) = AU(t)dt+ F (U(t))dt+BdW, U(0) = U0, t ∈ (0, T ), (2.3)
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where
U =
[
u1
u2
]
, A =
[
0 I
−Λ 0
]
, F (U(t)) =
[
0
f(u1(t))
]
, B =
[
0
I
]
, U0 =
[
u0
v0
]
.
(2.4)
The operator A with D(A) =
(
H2(D) ∩H10 (D)
)×H10 (D) is the generator of a
strongly continuous semigroup (C0-semigroup) E(t) = e
tA on H10 × L2(D) and
E(t) = etA =
[
C(t) Λ−1/2S(t)
−Λ1/2S(t) C(t)
]
, (2.5)
where C(t) = cos
(
tΛ1/2
)
and S(t) = sin
(
tΛ1/2
)
. For more detail we refer the
reader to [14, Appendix A] or [6, Chapter 10.3].
We require that the Q-Wiener process W (t) in (2.1) satisfies the following
assumption.
Assumption 2.1. The Q-Wiener process W (t) (2.1) takes values in H˙β−1 for
a fixed β ≥ 0, i.e., E
[
‖W (t)‖2β−1
]
<∞.
Assumption 2.1 is equivalent to requiring that ‖Λ(β−1)/2Q1/2‖2HS <∞ for a
fixed β ≥ 0 since
E
[‖W (t)‖2β−1] = ∞∑
j=1
λβ−1j qjE[βj(t)
2] = t
∞∑
j=1
λβ−1j qj = t‖Λ(β−1)/2Q1/2‖2HS.
(2.6)
Hence, ‖Λ(β−1)/2Q1/2‖2HS <∞ if and only if E
[
‖W (t)‖2β−1
]
<∞ for any finite
t.
We also assume that the function f : L2(D)→ L2(D) satisfies
‖f(u)− f(v)‖ ≤ C‖u− v‖, for u, v ∈ L2(D),
‖f(u)‖γ ≤ C(1 + ‖u‖γ), for u ∈ H˙γ and γ ≥ 0.
(2.7)
The existence and uniqueness of the mild solution of the stochastic wave
equation (1.1) is discussed in [14, Theorem 7.4] and the spatial Sobolev regu-
larity of the solution is discussed in [41, Proposition 3.1].
Theorem 2.2. Assume that the function f satisfies (2.7) and that ‖U0‖L2(Ω,Hβ) <
∞, for some β ≥ 0. Then under Assumption 2.1 the stochastic wave equation
(2.3) has a unique mild solution, given by
U(t) = E(t)U0 +
∫ t
0
E(t− s)F (U(s))ds+
∫ t
0
E(t− s)BdW (s). (2.8)
Additionally, there exists a constant C depending on T and ‖Λ(β−1)/2Q1/2‖HS
such that
‖U(t)‖L2(Ω,Hβ) ≤ C(‖U0‖L2(Ω,Hβ) + 1), 0 ≤ t ≤ T. (2.9)
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3 Spatial semi-discretization
In this section, we discretize (1.1) by using the interior penalty dG finite element
method [2] in space and provide existence and uniqueness of the dG semi-discrete
formulation of (2.3) in a semigroup framework. For an introduction to dG finite
element methods we refer to [3, 16, 26]. For a review on dG finite element
methods in the context of wave equations see [11]. Furthermore, we derive
strong error estimates for the spatial discretization of problem (2.3).
3.1 Discontinuous Galerkin method and semigroup ap-
proach
In order to discretize problem (1.1) in space, we consider a family of regular
and quasi-uniform meshes Th parametrized by the mesh-width h > 0. Each Th
partitions the domain D into elements T, where we denote by hT the diameter of
the element T and h = maxThT the mesh-width. We assume that the elements
T are triangles or parallelograms in two space dimensions, and tetrahedra or
parallelepipeds in three dimensions, respectively. We denote by Fh = ∪T∈Th∂T
the set of all faces. This is split into boundary FBh = Fh ∩ ∂D and interior faces
FIh = Fh \FBh . Let T+, T− be two elements sharing an interior face F ∈ FIh with
respective outward normal unit vectors n+ and n−. Denoting by u± the trace
of u : D → R taken from within T±, we define the average of u over F ∈ FIh by
{u} = 1
2
(
u+ + u−
)
.
Similarly, the jump of u over F ∈ FIh is given by
JuK = u+n+ + u−n−.
For a boundary face F ∈ FBh , we set {u} = u and JuK = un, where n denotes
the unit outward normal vector on ∂D.
We now define the discontinuous polynomial space
Vh = {u ∈ L2 (D) : u|T ∈ Pp(T), T ∈ Th} , (3.1)
where Pp(T) denotes the polynomials of (total) degree less or equal to p ≥ 1.
The dG semi-discrete formulation of (1.1) is given by: find uh(t) ∈ Vh such
that
(du˙h, v) +Bh (uh, v) dt = (Phf(uh), v) dt+ (PhdW, v) ∀v ∈ Vh, t ∈ (0, T ),
(3.2)
uh(·, 0) = uh,0, u˙h(·, 0) = vh,0, (3.3)
where (·, ·) is the L2(D) inner product, Ph : L2 (D)→ Vh the L2-projection onto
Vh, uh,0, vh,0 ∈ Vh projections of initial data to be determined later, and Bh the
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symmetric interior penalty discrete bilinear form
Bh (u, v) =
∑
T∈Th
∫
T
D∇u · ∇v dx−
∑
F∈Fh
∫
F
{D∇u} · JvKds
−
∑
F∈Fh
∫
F
JuK · {D∇v}ds+ σ0 ∑
F∈Fh
∫
F
h−1F DJuK · JvKds, (3.4)
where hF is the diameter of the face F. The interior penalty stabilization pa-
rameter σ0 > 0 has to be chosen sufficiently large but independent of the mesh
size. The last three terms in (3.4) correspond to jump and flux terms at the
faces and they vanish when u, v ∈ H2(D) ∩ H10 (D). The third term in (3.4)
makes the bilinear form symmetric and the last term ensures coercivity of the
bilinear form, see Lemma 3.1.
The bilinear form Bh(·, ·) defines a discrete linear operator Λh : Vh → Vh
(Λhvh, w) = Bh(vh, w), ∀w ∈ Vh.
This in turn gives a discrete analogue of the norm ‖ · ‖α
‖vh‖h,α := ‖Λα/2h vh‖ =
Nh∑
j=1
λαh,j(vh, φh,j)
2
1/2 , vh ∈ H˙αh , α ∈ R,
where {φh,j)}Nhj=1, Nh = dimVh, are the orthonormal eigenvectors of Λh with
corresponding eigenvalues λh,j ≥ 0. Note that since Λh is a symmetric, positive
definite operator, the fractional power is well-defined. We also introduce discrete
variants of |||·|||α and Hα
Hαh = Vh × Vh,
∣∣∣∣∣∣[u1, u2]T ∣∣∣∣∣∣2h,α = ‖u1‖2h,α + ‖u2‖2h,α−1, [u1, u2]T ∈ Vh × Vh.
We now introduce the broken norm as in [23]
‖u‖∗ :=
(∑
T∈Th
‖∇u‖2L2(T) +
∑
T∈Th
h2T‖∆u‖2L2(T) +
∑
F∈Fh
h−1F ‖JuK‖2L2(F)
)1/2
.
(3.5)
The bilinear form Bh in (3.4) is coercive and continuous in the norm (3.5),
see [2, 3].
Lemma 3.1. For large enough σ0 > 0 there exists a constant CA > 0, dependent
on σ0, dmax, and dmin, and independent of the mesh size, such that
|Bh(u, v)| ≤ CA‖u‖∗‖v‖∗, ∀u, v ∈ H˙2 (D) + Vh, (3.6)
and
Bh(u, u) ≥ 1
2
‖u‖2∗, ∀u ∈ Vh. (3.7)
Consequently, we have the following norm equivalence
1
2
‖u‖2∗ ≤ ‖u‖2h,1 ≤ CA‖u‖2∗, ∀u ∈ Vh. (3.8)
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We also need the following spectral estimate (Lemma 3.3 in [23]).
Lemma 3.2. For u ∈ Vh + H˙2(D), it holds
Bh(u, u) ≤ Csh−2‖u‖2, (3.9)
where Cs > 0, is a constant independent of the mesh size, and depends on
σ0, dmax, and the polynomial degree p.
Remark 3.3. By Lemma 3.2 we obtain the following bound for the eigenvalues
of the discrete operator Λh
λh,j ≤ Csh−2, j = 1, . . . , Nh, (3.10)
since (Λhφh,j , φh,j) = Bh(φh,j , φh,j) = λh,j(φh,j , φh,j). Additionally, we deduce
the inverse estimate for any u ∈ Vh
‖u‖h,α = ‖Λα/2h u‖ =
Nh∑
j=1
λαh,j(u, φh,j)
2
1/2 ≤√Csh−1‖u‖h,α−1. (3.11)
The dG semi-discrete analogue of the first order formulation (2.3) is: find
Uh = [ uh,1, uh,2]
T ∈ Vh × Vh such that
dUh(t) = AhUh(t)dt+ F (Uh(t))dt+BPhdW, t ∈ (0, T ),
Uh(·, 0) = Uh,0,
(3.12)
where
Ah =
[
0 I
−Λh 0
]
, Uh,0 =
[
uh,0
vh,0
]
, F (Uh(t)) =
[
0
uh,1(t)
]
, (3.13)
and B is as in (2.4). In order to ensure existence and uniqueness of problem
(3.12), we first need to show that the discrete operator Ah : Vh × Vh → Vh × Vh
satisfies the hypothesis of the Hille-Yosida Theorem [17, Theorem 3.5], i.e.,
generates a strongly continuous contraction semigroup on Vh × Vh.
Proposition 3.4. The discrete operator Ah : Vh × Vh → Vh × Vh in (3.13)
generates a strongly continuous contraction semigroup on Vh × Vh.
Proof. The proof of the proposition follows from [6, Chapter 10.3].
Similarly to (2.5), the C0-semigroup Eh(t) generated by the discrete operator
Ah is given by
Eh(t) = e
tAh =
[
Ch(t) Λ
−1/2
h Sh(t)
−Λ1/2h Sh(t) Ch(t)
]
, (3.14)
where Ch(t) = cos
(
tΛ
1/2
h
)
and Sh(t) = sin
(
tΛ
1/2
h
)
.
Similarly to the continuous case, see Theorem 2.2, we have the existence of
the mild solution to the semi-discrete system.
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Lemma 3.5. Assume that W (t) satisfies Assumption 2.1 and that f satisfies
(2.7). Also let ‖Uh,0‖L2(Ω,Hβh) < ∞, then the dG formulation (3.12) has a
unique mild solution given by
Uh(t) = Eh(t)Uh,0 +
∫ t
0
Eh(t− s)PhF (Uh(s))ds+
∫ t
0
Eh(t− s)BPhdW (s).
(3.15)
Further, there exists a constant C := C(T, ‖Uh,0‖L2(Ω,Hβh), ‖Λ
(β−1)/2Q1/2‖HS),
and independent of h such that
‖Uh(t)‖L2(Ω,Hβh) ≤ C, 0 ≤ t ≤ T. (3.16)
Proof. The proof follows from [1, Proposition 3] by using that ‖v‖h,β = ‖Λβ/2h v‖.
3.2 Strong convergence in space
In this subsection, we prove strong convergence of the dG approximation of
the stochastic wave equation (3.12), first with respect to the broken norm (3.5)
and then with respect to the L2-norm. To analyze the strong convergence of
the spatial approximation (3.12), we need to derive error estimates for the sine
and cosine operators as in Corollary 4.2 in [31]. Before we state strong error
estimates for the semi-discrete dG formulation (3.12) we derive optimal error
bounds for the deterministic homogeneous wave equation.
Deterministic homogeneous wave equation. We now look at the de-
terministic homogeneous wave equation
du˙+ Λudt = 0 in D × (0, T ),
u = 0 on ∂D × (0, T ),
u(·, 0) = u0, u˙(·, 0) = v0 in D.
(3.17)
The dG semi-discrete formulation of (3.17) is: find uh(t) ∈ Vh such that
(du˙h, v) +Bh (uh, v) dt = 0 ∀v ∈ Vh, t ∈ (0, T ),
uh(·, 0) = uh,0, u˙h(·, 0) = vh,0, uh,0, vh,0 ∈ Vh.
(3.18)
We recall some useful results for the dG finite element method. For u ∈
H˙2(D), the Galerkin projection Πhu ∈ Vh is defined as follows
Bh(Πhu− u, v) = 0, v ∈ Vh. (3.19)
Since ∂it(piIu) = piI(∂
i
tu), i = 0, . . . , 2, where piI can be chosen as Ph or Πh,
we have the following error bound in the L2-norm
‖∂it(u− piIu)‖ ≤ Chp+1‖∂itu‖p+1, ∂itu ∈ H˙p+1, p ≥ 1, (3.20)
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where we recall that p is the (local) polynomial degree of the discrete space Vh.
The error estimate for the Galerkin projection in the broken norm (3.5) is
‖u−Πhu‖∗ ≤ Chp‖u‖p+1, u ∈ H˙p+1, p ≥ 1. (3.21)
Estimates (3.20) and (3.21) can be found in Lemma 4.1 in [23].
Theorem 3.6. Let the exact solution u of (3.17) satisfy
u, u˙, u¨ ∈ L∞([0, T ]; H˙p+1(D)),
for p ≥ 1, and uh be the dG approximation obtained by (3.18). Setting e(t) =
u(t)− uh(t), t ∈ [0, T ], we have for a constant C > 0, independent of the mesh
size h,
‖e(t)‖∗ ≤ C {‖u0 −Πhu0‖∗ + ‖v0 −Πhv0‖}+ hp
{
‖u‖p+1 +
∫ t
0
‖u¨(s)‖p ds
}
,
(3.22)
‖e˙(t)‖ ≤ C {‖u0 −Πhu0‖h,1 + ‖v0 −Πhv0‖}+ hp+1
{
‖u˙‖p+1 +
∫ t
0
‖u¨(s)‖p+1 ds
}
,
(3.23)
‖e(t)‖ ≤ C {‖u0 −Πhu0‖+ ‖v0 − Phv0‖h,−1}
+ hp+1
{
‖u(s)‖p+1 +
∫ t
0
‖u˙(s)‖p+1 ds
}
.
(3.24)
Proof. We set as in [32]
e = u−Πhu+ Πhu− uh = ρ+ θ. (3.25)
Then, using the Galerkin projection (3.19), the error satisfies
(θ¨, v) +Bh(θ, v) = −(ρ¨, v) ∀v ∈ Vh. (3.26)
Choosing v = θ˙ and using (3.7), we conclude in the standard way that, see [32,
Theorem 13.1],
‖θ˙(t)‖+ ‖θ(t)‖h,1 ≤ C
{
‖θ(0)‖h,1 + ‖θ˙(0)‖+
∫ t
0
‖ρ¨(s)‖ds
}
. (3.27)
By the triangle inequality, the norm equivalence (3.8), and estimates (3.20) for
piI = Πh, and (3.21), we conclude (3.22) and (3.23).
Although, [31] uses continuous polynomials, the proof of estimate (3.24),
follows along the same lines as [31, Theorem 4.1] by rewriting the problem in
a first-order formulation and using estimates (3.20) for the Galerkin projection
(3.19).
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Remark 3.7. In [22] optimal convergence rates are derived for the displace-
ment with respect to the L2-norm and with respect to the broken norm (3.5) for
(3.17). A bound for the velocity in the L2-norm follows from [22, Theorem 4.1],
but is not optimal. Theorem 3.6 provides optimal error estimates for both the
displacement and the velocity with respect to the L2-norm.
In the following lemma we state error estimates for the sine and cosine
operators.
Lemma 3.8. Denote U0 = [u0, v0]
T and let
Gh(t)U0 = (Ch(t)Πh − C(t))u0 + Λ−1/2h Sh(t)vh,0 − Λ−1/2S(t)v0,
G˙h(t)U0 = −
(
Λ
1/2
h Sh(t)Πh − Λ1/2S(t)
)
u0 + (Ch(t)Πh − C(t)) v0.
(3.28)
Then there exists a constant C > 0 independent of the mesh size h such that:
i. If vh,0 = Πhv0, then
‖Gh(t)U0‖∗ ≤ C(1+t)h
p
p+1 (β−1)|||U0|||β , t ∈ [0, T ], β ∈ [1, p+2]. (3.29)
ii. If vh,0 = Phv0, then
‖Gh(t)U0‖ ≤ C(1 + t)h
p+1
p+2β |||U0|||β , t ∈ [0, T ], β ∈ [0, p+ 2]. (3.30)
iii. If vh,0 = Πhv0, then
‖G˙h(t)U0‖ ≤ C(1 + t)h
p+1
p+2 (β−1)|||U0|||β , t ∈ [0, T ], β ∈ [1, p+ 3]. (3.31)
Proof. In [31], problem (3.18) is discretized in space by using piecewise contin-
uous polynomials and error bounds are derived for the Gh and G˙h operators
in terms of initial conditions in Corollary 4.2. The proof of the above lemma
follows from [31], employing the estimates in Theorem 3.6 and by the norm
equivalence (3.8).
As a corollary, we obtain the following error estimates.
Theorem 3.9. Assume that f satisfies (2.7). Denote U0 = [u0, v0]
T , and let
U = [u1, u2]
T and Uh = [uh,1, uh,2]
T be given by (2.8) and (3.15), respectively.
Choosing uh,0 = Πhu0, we have, for t ∈ [0, T ] the following estimates:
i. If vh,0 = Phv0 and W (t) satisfies Assumption 2.1, for some β ≥ 0, then
‖uh,1(t)− u1(t)‖L2(Ω,L2(D)) ≤ Chmin(
p+1
p+2β,p+1). (3.32)
ii. If vh,0 = Πhv0 and W (t) satisfies Assumption 2.1 for some β ≥ 1, then
‖uh,1(t)− u1(t)‖L2(Ω,H˙1h) ≤ Ch
min( pp+1 (β−1),p+1). (3.33)
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iii. If vh,0 = Πhv0 and W (t) satisfies Assumption 2.1 for some β ≥ 1, then
‖uh,2(t)− u2(t)‖L2(Ω,L2(D)) ≤ Chmin(
p+1
p+2 (β−1),p+1). (3.34)
The constant C depends on t, ‖U0‖L2(Ω,Hβ), ‖Λ(β−1)/2Q1/2‖HS, and is indepen-
dent of h.
Proof. Estimates (3.32) and (3.34) are proved as in [1, Theorem 4] where piece-
wise continuous polynomials are used for the spatial discretization. The proof
of estimate (3.33) follows along the same lines with the proof of (3.32).
4 The stochastic position Verlet method
We now consider the full discretization of the stochastic wave equation (1.1).
Our goal is to prove optimal convergence of the strong error for the full dis-
cretization of problem (1.1). Let τ > 0 be the time step size, so that tn = nτ ,
n = 1, 2, . . . , N , and T = Nτ . Letting Xn = [Xn1 , X
n
2 ]
T be the numerical ap-
proximation of Uh(tn) in (3.12), the stochastic position Verlet (SVM) scheme
is
X
n−1/2
1 = X
n−1
1 +
τ
2
Xn−12 ,
Xn2 = X
n−1
2 − τΛhXn−1/21 + τPhf(Xn−1/21 ) + Ph∆Wn,
Xn1 = X
n−1/2
1 +
τ
2
Xn2 ,
(4.1)
where X0 = Uh,0 and ∆W
n = W (tn)−W (tn−1).
4.1 Stability of the scheme
To study the stability of the above scheme, we rewrite system (4.1) as follows
Xn = MXn−1 + τDPhf(X
n−1/2
1 ) +DPh∆W
n, (4.2)
where D =
[
τ
2 I, I
]T
, and
M(τ) =
[
I − τ22 Λh τI − τ
3
4 Λh
−τΛh I − τ22 Λh
]
. (4.3)
By recursion, the approximate solution Xn can be written as
Xn = MnX0 +
n∑
j=1
Mn−jτDPhf(X
j−1/2
1 ) +
n∑
j=1
Mn−jDPh∆W j . (4.4)
We study the stability of the scheme under a CFL condition [12]. More
specifically, we assume that the mesh size h and the time step τ satisfy the
following restriction
τ < CCFLh, (4.5)
where CCFL <
2√
CS
and Cs is the constant from Lemma 3.2.
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4.1.1 Discrete norm
Under the CFL condition (4.5), we introduce the following inner product for
v = [v1, v2]
T , w = [w1, w2]
T ∈ Hαh
〈v, w〉m,α = (V −1w)∗
[
Λα−1h 0
0 Λα−1h
]
V −1v, α ∈ R, (4.6)
where (V −1w)∗ is the conjugate transpose, and
V −1 =
[
iΛ
1/2
h (I − τ
2
4 Λh)
−1/2/2 I/2
−iΛ1/2h (I − τ
2
4 Λh)
−1/2/2 I/2
]
.
The inner product 〈·, ·〉m,α defines the discrete norm
‖v‖2m,α = 〈v, v〉m,α α ∈ R, v = [v1, v2]T ∈ Hαh . (4.7)
A key result for the stability analysis of our scheme is showing that the
time integrator M (4.3) preserves the ‖ · ‖m,α norm. To do so, we consider the
following spectral decomposition of the matrix M in (4.3).
Lemma 4.1. Under the CFL condition (4.5) we have that
M = V DV −1
where V =
[
m+ m−
]
and D = diag(µ+, µ−) with
µ± = I − τ
2Λh
2
± iτΛ1/2h (I − τ2Λh/4)1/2, (4.8)
and
m± =
[
±iΛ−1/2h (I − τ
2
4 Λh)
1/2
I
]
. (4.9)
Further, µ∗+µ+ = I and µ
∗
−µ− = I, where µ
∗
± is the adjoint with respect to the
L2-inner product, respectively .
Proof. The expressions (4.8) and (4.9) can be verified by direct computation.
We first note that µ∗+ is given by
µ∗+ = I −
τ2Λh
2
− iτΛ1/2h (I − τ2Λh/4)1/2 = µ−,
since Λh is a real symmetric operator. Similarly, µ
∗
− = µ+. Then it is not
difficult to see that µ∗+µ+ = µ−µ+ = I and µ
∗
−µ− = µ+µ− = I.
Lemma 4.2. Let v = [v1, v2]
T ∈ Hαh , under the CFL condition (4.5),
‖Mv‖m,α = ‖v‖m,α, α ∈ R. (4.10)
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Proof. Using the spectral decomposition of M in Lemma 4.1 and the definition
of the ‖ · ‖m,α norm in (4.7), we have v = [v1, v2]T ∈ Hαh
‖Mv‖2m,α = ‖V DV −1v‖2m,α = (V −1V DV −1v)∗
[
Λα−1h 0
0 Λα−1h
]
V −1V DV −1v
= (DV −1v)∗
[
Λα−1h 0
0 Λα−1h
]
DV −1v = (V −1v)∗D∗
[
Λα−1h 0
0 Λα−1h
]
DV −1v
= v∗(V −1)∗
[
Λα−1h 0
0 Λα−1h
]
V −1v = ‖v‖2m,α,
since µ± and Λα−1h commute; recall D = diag(µ+, µ−), and
D∗D =
[
µ∗+ 0
0 µ∗−
] [
µ+ 0
0 µ−
]
=
[
µ∗+µ+ 0
0 µ∗−µ−
]
=
[
I 0
0 I
]
.
Next, we prove that the norms |||·|||h,α and ‖ · ‖m,α are equivalent.
Lemma 4.3. Under the CFL condition (4.5), there exist constants C1, C2 > 0,
independent of the mesh size h and the time step τ , such that
C1|||v|||2h,α ≤ ‖v‖2m,α ≤ C2|||v|||2h,α α ∈ R, v ∈ Hαh . (4.11)
Proof. By the definition of the norm ‖ · ‖m,α in (4.7) we obtain
‖v‖2m,α =
1
2
‖Λα/2h (I −
τ2
4
Λh)
−1/2v1‖2 + 1
2
‖Λ(α−1)/2h v2‖2
Thus, we get under the CFL condition (4.5)
‖v‖2m,α ≤
1
2
‖(I − τ
2
4
Λh)
−1/2‖2L(Vh)‖Λ
α/2
h v1‖2 +
1
2
‖Λ(α−1)/2h v2‖2
≤ max{C/2, 1/2}|||v|||2h,α = C2|||v|||2h,α.
(4.12)
We also have under the CFL condition (4.5)
|||v|||2h,α = ‖Λα/2h v1‖2 + ‖Λ(α−1)/2h v2‖2
≤ ‖(I − τ
2
4
Λh)
1/2‖2L(Vh)‖Λ
α/2
h (I −
τ2
4
Λh)
−1/2v1‖2 + ‖Λ(α−1)/2h v2‖2
≤ C‖Λα/2h (I −
τ2
4
Λh)
−1/2v1‖2 + ‖Λ(α−1)/2h v2‖2 ≤ C1‖v‖2m,α.
(4.13)
Estimates (4.12) and (4.13) complete the proof of (4.11).
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We also want to analyse the stability SVM applied to the linear analogue of
(1.1). The linear stochastic wave equation is given by
du˙ = −Λudt+ dW, (4.14)
with initial conditions as in (1.1), i.e., u(·, 0) = u0, u˙(·, 0) = v0. Following
notation from Section 3.1, the dG approximation to the linear stochastic wave
equation is given with (3.12) for f ≡ 0, i.e., find Uh(t) = [uh,1, uh,2]T ∈ Vh × Vh
such that
dUh(t) = AhUh(t)dt+BPhdW, t ∈ (0, T ),
Uh(·, 0) = Uh,0.
Let Y n = [Y n1 , Y
n
2 ]
T be the temporal approximation to the above problem.
Then Y n is given by (4.4) for f = 0, i.e.,
Y n = MnY 0 +
n∑
j=1
Mn−jDPh∆W j , (4.15)
where Y 0 = X0 = Uh,0.
Remark 4.4. Throughout this section, the constant C denotes a generic positive
constant that may vary from line to line and is independent of h and τ .
In order to prove the stability of the temporal approximation of the linear
and nonlinear problem, we need the following relation between Λh and Λ for a
constant C, see proof of Theorem 4.4 in [29],
‖Λ−δh PhΛδ‖L(L2(D)) ≤ C, δ ∈ [0, 1/2]. (4.16)
Lemma 4.5. Assume that ‖Y 0‖L2(Ω,Hβh) < ∞ and that ‖X
0‖L2(Ω,Hβh) < ∞.
Let W (t) satisfy Assumption 2.1 for some β ≥ 0 and let f satisfy (2.7), then,
under the CFL condition (4.5), there exists a constant C, independent of h and
τ , such that
‖Y n‖L2(Ω,Hβh) ≤ C
(
‖Y 0‖L2(Ω,Hβh) + t
1/2
n ‖Λ(β−1)/2Q1/2‖HS
)
(4.17)
and
‖Xn‖L2(Ω,Hβh) ≤ C exp(Ctn)
(
‖X0‖L2(Ω,Hβh) + t
1/2
n ‖Λ(β−1)/2Q1/2‖HS + tn
)
.
(4.18)
Proof. Writing the increments ∆Wn as ∆Wn =
∫ tn
tn−1
dW (s), we have for (4.15)
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by using Itoˆ’s isometry (2.2) and Lemma 4.2
E
[
‖Y n‖2m,β
]
= E
[∥∥MnY 0∥∥2
m,β
]
+ E

∥∥∥∥∥∥
n∑
j=1
∫ tj
tj−1
Mn−jDPhdW (s)
∥∥∥∥∥∥
2
m,β

= E
[∥∥Y 0∥∥2
m,β
]
+
n∑
j=1
(tj − tj−1)
∞∑
k=0
∥∥∥DPhQ1/2ek∥∥∥2
m,β
= E
[∥∥Y 0∥∥2
m,β
]
+ tn
∞∑
k=0
∥∥∥DPhQ1/2ek∥∥∥2
m,β
.
By the norm equivalence (4.11), it follows that
E
[
|||Y n|||2h,β
]
≤ C2
C1
(
E
[∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,0
]
+ tn
∞∑
k=0
∣∣∣∣∣∣∣∣∣DPhQ1/2ek∣∣∣∣∣∣∣∣∣2
h,β
)
.
Letting I =
∑∞
k=0
∣∣∣∣∣∣DPhQ1/2ek∣∣∣∣∣∣2h,β , employing the definition of the |||·|||h,β
norm, and by the inverse estimate (3.11) we obtain
I ≤ τ
2Cs
4h2
‖Λ(β−1)/2h PhQ1/2‖2HS + ‖Λ(β−1)/2h PhQ1/2‖2HS.
Using the CFL condition (4.5) and (4.16) for β/2 ∈ [−1, 2], we finally get
I ≤ 2‖Λ(β−1)/2Q1/2‖2HS.
The above estimate completes the proof of bound (4.17).
To prove estimate (4.18), we use (4.4) and (4.10) to get
E[‖Xn‖2m,β ] ≤ 3E[‖X0‖2m,β ] + 3E

∥∥∥∥∥∥
n∑
j=1
∫ tj
tj−1
DPhdW (s)
∥∥∥∥∥∥
2
m,β

+ 3nτ2
n∑
j=1
E
[
‖DPhf(Xj−1/21 )‖2m,β
]
.
Using (4.11) and noting that the second term is bounded as above, we obtain
E
[|||Xn|||2h,β] ≤ C (E [∣∣∣∣∣∣X0∣∣∣∣∣∣2h,β]+ tn‖Λ(β−1)/2Q1/2‖2HS
+nτ2
n∑
j=1
E
[∣∣∣∣∣∣∣∣∣DPhf(Xj−1/21 )∣∣∣∣∣∣∣∣∣2
h,β
] . (4.19)
Letting II = nτ2
n∑
j=1
E
[∣∣∣∣∣∣∣∣∣DPhf(Xj−1/21 )∣∣∣∣∣∣∣∣∣2
h,β
]
, we have by the definition of
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the norm |||·|||h,β and by noting that ‖Λ−1/2h ‖2L(L2(D)) ≤ C ,
II = nτ2
n∑
j=1
E
[
τ2
4
‖Phf(Xj−1/21 )‖2h,β + ‖Phf(Xj−1/21 )‖2h,β−1
]
≤ (C + τ
2
4
)tnτ
n∑
j=1
E
[
‖Phf(Xj−1/21 )‖2h,β
]
.
Using (2.7) and triangle inequality, we obtain
II ≤ (C + τ
2
4
)tnτ
n∑
j=1
E
[
1 + ‖Xj−1/21 ‖2h,β
]
≤ (C + τ
2
4
)tnτ
n∑
j=1
(
1 + 2E
[
‖Xj−11 ‖2h,β +
τ2
4
‖Xj−12 ‖2h,β
])
.
By the inverse estimate (3.11) and the CFL condition (4.5), we deduce for II
II ≤ Ctnτ
n∑
j=1
(
1 + 2E
[
‖Xj−11 ‖2h,β +
τ2Cs
4h2
‖Xj−12 ‖2h,β−1
])
≤ Ctnτ
n∑
j=1
(
1 + 2E
[
‖Xj−11 ‖2h,β + ‖Xj−12 ‖2h,β−1
])
= Ctnτ
n∑
j=1
(
1 + 2E
[∣∣∣∣∣∣Xj−1∣∣∣∣∣∣2
h,β
])
.
Using the above estimate, we obtain for (4.19)
E
[|||Xn|||2h,β] ≤ C (E[∣∣∣∣∣∣X0∣∣∣∣∣∣2h,β]+ tn‖Λ(β−1)/2Q1/2‖2HS
+t2n + 2tnτ
n∑
j=1
(
E
[∣∣∣∣∣∣Xj−1∣∣∣∣∣∣2
h,β
]) .
The discrete version of Gronwalls inequality applied to the above inequality and
taking square roots, gives
‖Xn‖L2(Ω,Hβh) ≤ C exp(Ctn)
(
‖X0‖L2(Ω,Hβh) + t
1/2
n ‖Λ(β−1)/2Q1/2‖HS + tn
)
.
The above bound completes the proof of (4.18).
4.2 Strong convergence analysis
In this subsection, we derive strong error estimates for the full discretization of
(1.1). Before we analyze the strong convergence of the temporal discretization
(4.4), we present Ho¨lder continuity of the semi-discrete mild solution (3.15).
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Lemma 4.6. Let Uh = [uh,1, uh,2]
T be the solution to the dG semi-discrete
formulation (3.2) given by (3.15). Also let all conditions in Lemma 3.5 be
fulfilled, then
E[‖uh,1(t)− uh,1(s)‖2h,0] ≤ C|t− s|2 min(β,1), (4.20)
where the constant C > 0 depends on T, ‖Uh,0‖L2(Ω,Hβh), and ‖Λ
(β−1)/2Q1/2‖HS,
and is independent of h and τ .
Proof. In [1, Propositon 3] Ho¨lder continuity of the finite element approximation
to the stochastic wave equation (1.1) is proved. The proof for the dG approxi-
mation follows in the same way using that the discrete operator Λh defines the
discrete norm ‖v‖h,β = ‖Λβ/2h v‖.
We also need to derive a bound for the difference between the semigroup Eh
(3.14) and our time integrator M (4.3).
Lemma 4.7. Let α = 0, 1. The following estimate holds for the error between
the semigroup Eh (3.14) and the time integrator M (4.3):
|||(Eh −M)V |||h,α ≤ τ3|||V |||h,α+3, V = [v1, v2]T ∈ Hα+3h . (4.21)
Proof. We first note that
(Eh −M)V =
[
(cos(τΛ
1/2
h )− (I − τ
2Λh
2 ))v1 + (Λ
−1/2
h sin(τΛ
1/2
h )− (τI − τ
3Λh
4 ))v2
(−Λ1/2h sin(τΛ1/2h ) + τΛh)v1 + (cos(τΛ1/2h )− (I − τ
2Λh
2 ))v2
]
.
Therefore, we have by the triangle inequality
|||(Eh −M)V |||h,α ≤‖(cos(τΛ1/2h )− (I −
τ2Λh
2
))v1‖h,α
+ ‖(Λ−1/2h sin(τΛ1/2h )− (τI −
τ3Λh
4
))v2‖h,α
+ ‖(−Λ1/2h sin(τΛ1/2h ) + τΛh)v1‖h,α−1
+ ‖(cos(τΛ1/2h )− (I −
τ2Λh
2
))v2‖h,α−1
=I + II + III + IV.
(4.22)
By the definition of the ‖ · ‖h,α norm, we have for I
I =
Nh∑
j=1
λαh,j | cos(τ
√
λh,j)− 1 + τ
2λh,j
2
|2(v1, φh,j)2
1/2 .
Using Taylor’s theorem it holds that | cos(τ√λh,j)−(1− τ22 λh,j)| = | sin(ξ)|τ3λ3/2h,j6 ≤
τ3λ
3/2
h,j
6 , for some ξ ∈ (0, τ
√
λh,j), thus we get
I ≤
Nh∑
j=1
λαh,j |
τ3λ
3/2
h,j
6
|2(v1, φh,j)2
1/2 = τ3
6
‖v1‖h,α+3. (4.23)
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We now look at II and again by Taylor’s theorem it holds that |λ−1/2h,j sin(τ
√
λh,j)−
τ | ≤ τ
3λ2h,j
6 , hence we obtain
II ≤ ‖(Λ−1/2h sin(τΛ1/2h )− τI)v2‖h,α +
τ3
4
‖v2‖h,α+2 ≤ 5
12
τ3‖v2‖h,α+2. (4.24)
Similarly, we get for III
III ≤
Nh∑
j=1
λα−1h,j (τ
3λ2h,j)
2(v1, φh,j)
2
1/2 = τ3
6
‖v1‖h,α+3. (4.25)
Finally, we have for IV
IV ≤
Nh∑
j=1
λα−1h,j (
τ3λ
3/2
h,j
6
)2(v2, φh,j)
2
1/2 = τ3
6
‖v2‖h,α+2. (4.26)
Using (4.23), (4.24), (4.25), and (4.26), gives for (4.22)
|||(Eh −M)V |||h,α ≤
1
3
τ3‖v1‖h,α+3 + 7
12
τ3‖v2‖h,α+2 ≤ τ3|||V |||h,α+3.
The above bound completes the proof of the lemma.
Theorem 4.8. Let Xn = [Xn1 , X
n
2 ]
T be the numerical approximation of (3.12)
by the stochastic position Verlet method (4.1). Assume that ‖Uh,0‖L2(Ω,Hβh) <∞
for some β ≥ 0 and that f satisfies (2.7). Then there exists a constant C > 0
depending on T, ‖Uh,0‖L2(Ω,Hβh), and ‖Λ
(β−1)/2Q1/2‖HS, but independent of h
and τ , under the CFL condition (4.5), such that:
i. If W (t) satisfies Assumption 2.1 for some β ≥ 0, then
‖uh,1(tn)−Xn1 ‖L2(Ω,H˙0h) ≤ Cτ
min( 23β,1). (4.27)
ii. If W (t) satisfies Assumption 2.1 for some β ≥ 1, then
‖uh,2(tn)−Xn2 ‖L2(Ω,H˙0h) ≤ Cτ
min( 23 (β−1),1). (4.28)
Proof. Let α ∈ [0, 1]. By the stability of the semi-discrete mild solution (3.16)
at discrete times tn and the stability of the approximate solution (4.18), and by
the triangle inequality, we have
‖Uh(tn)−Xn‖2L2(Ω,Hαh) ≤ 2‖Uh(tn)‖
2
L2(Ω,Hαh) + 2‖X
n‖2L2(Ω,Hαh)
≤ C
((
‖X0‖2L2(Ω,Hαh) + 1
)
+ ‖Λ(α−1)/2Q1/2‖2HS
)
.
(4.29)
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Recall that the mild solution (3.15) is given at the discrete times tn = nτ by
Uh(tn) = Eh(τ)Uh(tn−1)+
∫ tn
tn−1
Eh(tn−s)F (Uh(s))ds+
∫ tn
tn−1
Eh(tn−s)BPhdW (s).
Subtracting (4.2) from the above equation, and adding and subtractingMUh(tn−1)
, we get
Uh(tn)−Xn = (Eh(τ)−M)Uh(tn−1) +M(Uh(tn−1)−Xn−1)
+
∫ tn
tn−1
Eh(tn − s)PhF (Uh(s))ds− τDPhf(Xn−1/21 )
+
∫ tn
tn−1
(Eh(tn − s)B −D)PhdW (s).
Letting ErrnU = Uh(tn)−Xn, Errnd = (Eh(τ)−M)Uh(tn), Errnnon =
∫ tn
tn−1
Eh(tn−
s)PhF (Uh(s))ds−τDPhf(Xn−1/21 ), and Errns =
∫ tn
tn−1
(Eh(tn−s)B−D)PhdW (s),
we have
ErrnU = Err
n−1
d +MErr
n−1
U + Err
n
non + Err
n
s
=
n∑
j=1
Mn−jErrj−1d +
n∑
j=1
Mn−jErrjnon +
n∑
j=1
Mn−jErrjs ,
since Err0U = Uh,0 −X0 = 0, see (4.4). Using the discrete norm (4.7) and that
E
[
〈Errjs,Errks〉m,α
]
= 0, for j 6= k, we obtain
E[‖ErrnU‖2m,α] ≤ 3n
n∑
j=1
E
[∥∥∥Mn−jErrj−1d ∥∥∥2
m,α
]
+ 3n
n∑
j=1
E
[∥∥Mn−jErrjnon∥∥2m,α]
+ 3
n∑
j=1
E
[∥∥Mn−jErrjs∥∥2m,α] .
Employing (4.10) we have for the above equation
E[‖ErrnU‖2m,α] ≤ 3
n∑
j=1
(
nE
[∥∥∥Errj−1d ∥∥∥2
m,α
]
+ n
[∥∥Errjnon∥∥2m,α]+ E [∥∥Errjs∥∥2m,α]) .
By the norm equivalence (4.11), we have
E
[
|||ErrnU |||2h,α
]
≤ C
n∑
j=1
(
nE
[∣∣∣∣∣∣∣∣∣Errj−1d ∣∣∣∣∣∣∣∣∣2
h,α
]
+ nE
[∣∣∣∣∣∣Errjnon∣∣∣∣∣∣2h,α]+ E [∣∣∣∣∣∣Errjs ∣∣∣∣∣∣2h,α])
= C (Err1 + Err2 + Err3) .
(4.30)
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Using the estimates (4.21) and (3.16) gives for Err1
Err1 ≤ τ6nE
[
|||Uh(tj−1)|||2h,α+3
]
≤ Tτ5 sup
tj−1∈[0,T ]
E
[
|||Uh(tj−1)|||2h,α+3
]
≤ Cτ5.
(4.31)
By the definition of the |||·|||h,α norm, we have for Err2
Err2 = n
E
∥∥∥∥∥
∫ tj
tj−1
Λ
−1/2
h Sh(tj − s)Phf(uh,1(s))ds−
τ2
2
Phf(X
j−1/2
1 )
∥∥∥∥∥
2
h,α

+E
∥∥∥∥∥
∫ tj
tj−1
Ch(tj − s)Phf(uh,1(s))ds− τPhf(Xj−1/21 )
∥∥∥∥∥
2
h,α−1

= n
(
Err[2,1] + Err[2,2]
)
.
Using the triangle inequality, Taylor’s theorem for Λ
−1/2
h Sh(tj − s) up to first
order and (2.7) for f, we obtain for Err[2,1]
Err[2,1] ≤ 2C
(
τ
∫ tj
tj−1
|tj − s|2E
[
1 + ‖uh,1(s)‖2h,α
]
ds+
τ4
4
E
[
1 +
∣∣∣∣∣∣∣∣∣Xj−1/21 ∣∣∣∣∣∣∣∣∣2
h,α
])
≤ 2C
(
τ
∫ tj
tj−1
|tj − s|2 sup
t∈[0,T ]
E
[
1 + ‖uh,1(t)‖2h,α
]
ds
+
τ4
4
E
[
1 +
∣∣∣∣∣∣∣∣∣Xj−1/21 ∣∣∣∣∣∣∣∣∣2
h,α
])
≤ Cτ4
(
E
[
1 +
∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,α
]
+ ‖Λ(α−1)/2Q1/2‖2HS
)
,
by estimates (3.16) and (4.18).
Adding and subtracting Phf(uh,1(s))ds and using the triangle inequality
gives
Err[2,2] ≤ 2
E
∥∥∥∥∥
∫ tj
tj−1
(Ch(tj − s)− I)Phf(uh,1(s))ds
∥∥∥∥∥
2
h,α−1

+E
∥∥∥∥∥
∫ tj
tj−1
Phf(uh,1(s))ds− τPhf(Xj−1/21 )
∥∥∥∥∥
2
h,α−1

= 2
(
Err1[2,2] + Err
2
[2,2]
)
.
Using Taylor’s theorem for | cos ((tj − s)
√
λh,j) − 1| ≤ (tj − s)
√
λh,j , (2.7) for
f and the stability estimate (3.16), we get for Err1[2,2]
Err1[2,2] ≤ τ
∫ tj
tj−1
|tj − s|2ds sup
t∈[0,T ]
E
[
1 + ‖uh,1(t))‖2h,α
]
≤ Cτ4.
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Adding and subtracting
∫ tj
tj−1
Phf(uh,1(tj−1) + τ2uh,2(tj−1))ds, we obtain for
Err2[2,2]
Err2[2,2] ≤ 2E
[
τ
∫ tj
tj−1
∥∥∥Ph (f(uh,1(s))− f (uh,1(tj−1) + τ
2
uh,2(tj−1)
))∥∥∥2
h,α−1
ds
]
+ 2E
[∥∥∥τPhf (uh,1(tj−1) + τ
2
uh,2(tj−1)
)
− τPhf(Xj−1/21 )
∥∥∥2
h,α−1
]
.
Applying (2.7) for both terms above and the fact that ‖Λ(α−1)/2h u‖ ≤ ‖u‖,
α ∈ [0, 1] for the first term, gives
Err2[2,2] ≤ 4CE
[
τ
∫ tj
tj−1
(
‖uh,1(s)− uh,1(tj−1)‖2 +
∥∥∥τ
2
uh,2(tj−1)
∥∥∥2)ds]
+ 4Cτ2E
[∥∥∥uh,1(tj−1)−Xj−11 ∥∥∥2
h,α−1
+
∥∥∥τ
2
uh,2(tj−1)− τ
2
Xj−12
∥∥∥2
h,α−1
]
.
By Ho¨lder’s continuity (4.20) for the first term in the above inequality, we have
Err2[2,2] ≤ 4Cτ
∫ tj
tj−1
|s− tj−1|2ds+ 4C τ
3
4
∫ tj
tj−1
sup
t∈[0,T ]
E
[
‖uh,2(t)‖2h,α−1
]
ds
+ 4Cτ2E
[∥∥∥uh,1(tj−1)−Xj−11 ∥∥∥2
h,α−1
+
τ2
4
∥∥∥uh,2(tj−1)−Xj−12 ∥∥∥2
h,α−1
]
.
Using the stability estimate (3.16) for the second term, the inverse estimate
(3.11) together with the CFL condition (4.5) for the third term, we get for
Err2[2,2]
Err2[2,2] ≤Cτ4 + 4τ2E
[∥∥∥uh,1(tj−1)−Xj−11 ∥∥∥2
h,α−1
+
∥∥∥uh,2(tj−1)−Xj−12 ∥∥∥2
h,α−2
]
=Cτ4 + 4Cτ2E
[∣∣∣∣∣∣∣∣∣Errj−1U ∣∣∣∣∣∣∣∣∣2
h,α
]
.
Combining the estimates for Err1[2,2] and Err
2
[2,2], we have for Err[2,2]
Err[2,2] ≤ Cτ4 + 4Cτ2E
[∣∣∣∣∣∣∣∣∣Errj−1U ∣∣∣∣∣∣∣∣∣2
h,α
]
.
Then combining this and the estimate for Err[2,1], we obtain for Err2
Err2 ≤ Cτ3
(
E
[
1 +
∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,α
]
+ ‖Λ(α−1)/2Q1/2‖2HS
+4τ
n∑
j=1
E
[∣∣∣∣∣∣∣∣∣Errj−1U ∣∣∣∣∣∣∣∣∣2
h,α
] . (4.32)
22
By Itoˆ’s isometry (2.2) we have for Err3
Err3 =
∫ tj
tj−1
‖Λα/2h (Λ−1/2h Sh(tj − s)−
τ
2
I)PhQ
1/2‖2HSds
+
∫ tj
tj−1
‖Λ(α−1)/2h (Ch(tj − s)− I)PhQ1/2‖2HSds.
Using triangle inequality for the first term, and Taylor’s theorem for Λ
−1/2
h Sh(tj−
s) and Ch(tj − s) up to first order, we get
Err3 ≤ 3
∫ tj
tj−1
|tj − s|2‖Λα/2h PhQ1/2‖2HSds+ 2
τ3
4
‖Λα/2h PhQ1/2‖HS
≤ τ3‖Λα/2h PhQ1/2‖2HS.
By estimates (4.31), (4.32) and the above estimate for Err3, we have for
(4.30)
E
[
|||ErrnU |||2h,α
]
≤ C
(
τ4 + τ2E
[
1 +
∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,α
]
+τ2‖Λα/2Q1/2‖2HS + τ
n∑
j=1
E
[∣∣∣∣∣∣∣∣∣Errj−1U ∣∣∣∣∣∣∣∣∣2
h,α
] .
By applying the discrete Gronwall’s inequality to the above, we get
E
[
|||ErrnU |||2h,α
]
≤ C
(
τ4 + τ2E
[
1 +
∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,α
]
+ τ2‖Λα/2Q1/2‖2HS
)
.
By interpolation between (4.29) and the above estimate and taking square roots,
we have for β ≥ α
‖ErrnU‖L2(Ω,Hαh) ≤C
(
τ
2
3 (β−α)(‖X0‖L2(Ω,Hβh) + 1)
+τmin(β−α,1)‖Λ(β−1)/2h Q1/2‖HS
)
.
The proof of estimate (4.27) follows from setting α = 0 and the proof of estimate
(4.28) follows from setting α = 1 in the above bound.
We now state the strong convergence rates for the fully discrete stochastic
wave equation (1.1).
Theorem 4.9. Let U = [u1, u2]
T and X = [Xn1 , X
n
2 ]
T be given by (2.8) and
(4.4), respectively. Also let the assumptions of Theorems 3.9 and 4.8 be fulfilled.
Then the following estimates hold, under the CFL condition (4.5), at discrete
times tn ∈ [0, T ]
‖u1(tn)−Xn1 ‖L2(Ω,H˙0) ≤ C(τmin(
2
3β,1) + hmin(
p+1
p+2β,p+1)), β ≥ 0,
‖u2(tn)−Xn2 ‖L2(Ω,H˙0) ≤ C(τmin(
2
3 (β−1),1) + hmin(
p+1
p+2 (β−1),p+1)), β ≥ 1.
Proof. The proof follows from Theorems 3.9 and 4.8 and triangle inequality.
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5 Energy conservation
In this section, we state bounds for the energy (or Hamiltonian) of the fully dis-
crete stochastic wave equation (3.12) and the linear analogue of it. We consider
a trace-class Q-Wiener process, i.e., Tr(Q) = ‖Q1/2‖2HS <∞ and the nonlinear-
ity f(u) = −V ′(u) for a smooth potential V. The “Hamiltonian” function for
the dG approximation Uh is defined on H1h = H˙1h × H˙0h as
H(Uh) =
1
2
‖uh,1‖2∗ +
1
2
‖uh,2‖2 +
∫
D
V (uh,1)dx,
where the broken norm ‖ · ‖∗ is defined in (3.5). In the following proposition we
state the trace formula for the dG semi-discrete exact solution (3.15).
Proposition 5.1. Let f(u) = −V ′(u) for a smooth potential V : R → R,
Tr(Q) < ∞, and the Hamiltonian H be defined as above. Then, the dG ap-
proximation to the stochastic wave equation (1.1), Uh(t) in (3.15), satisfies the
trace formula
E [H(Uh(t))] = E [H(Uh,0)] +
1
2
tTr(PhQPh), t ∈ [0, T ]. (5.1)
Proof. The proof follows from Proposition 5 in [1] by taking into account that
‖u‖∗ = ‖Λ1/2h u‖.
We now derive a bound for the Hamiltonian of the temporal approximation
to the nonlinear stochastic wave equation.
Theorem 5.2. Let f and W be as in Proposition 5.1. Also let the assumptions
in Lemma 4.5 be fulfilled for β = 1. The numerical approximation of (3.12) by
the stochastic position Verlet method (4.4) satisfies, under the CFL condition
(4.5) the following bound for the Hamiltonian H
E [H(Xn)] ≤ E [H(X0)]+ C exp(2Ctn)(tn‖Q1/2‖2HS + t2n), (5.2)
for 0 ≤ tn ≤ T and Cˆ independent of h, τ , and T .
Proof. We first note that
E [H(Xn)]− E [H(X0)] = 1
2
E
[
|||Xn|||2h,1
]
− 1
2
E
[∣∣∣∣∣∣X0∣∣∣∣∣∣2
h,1
]
+ E
[∫
D
(V (Xn1 )− V (X01 ))dx
]
.
(5.3)
The first term in the above inequality is bounded from estimate (4.18) for β = 1
E
[
|||Xn|||2h,1
]
≤ C exp(2Ctn)
(
tn‖Q1/2‖2HS + t2n
)
.
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For the third term in (5.3), using the mean value theorem we obtain
E
[‖V (Xn1 )− V (X01 )‖L1(D)] ≤E [‖V (Xn1 )− V (X01 )‖L2(D)]
≤C
(
E
[
‖V ′(ξ)(Xn1 −X01 )‖2L2(D)
])1/2
.
Recalling that V ′(u) = −f(u), we have by (2.7) ‖V ′(ξ)‖ = ‖f(ξ)‖ ≤ C(1+‖ξ‖).
Since ξ ∈ (X0, Xn), we have by triangle inequality and estimate (4.18) for β = 0
E
[‖V (Xn1 )− V (X01 )‖L1(D)] ≤ C exp(2Ctn)(tn‖Λ−1/2Q1/2‖2HS + t2n) .
The above completes the proof of (5.2).
In the case of the linear stochastic wave equation (4.14), the discrete energy
of the temporal approximation is given by,
En = 1
2
‖Λ1/2h Y n1 ‖2 +
1
2
‖Y n2 ‖2
where we recall that Y n = [Y n1 , Y
n
2 ]
T is the numerical approximation in (4.15).
We also introduce a so-called modified energy
Enm =
1
2
∥∥∥∥(I − τ24 Λh)−1/2Λ1/2h Y n1
∥∥∥∥2 + 12 ‖Y n2 ‖2 = ‖Y n‖2m,1.
Theorem 5.1 in [9] proves that the expected value of the energy of the exact
semi-discrete solution to the linear stochastic equation grows linearly with time
t. We observe that the SVM applied to this problem preserves the linear growth
of the expected value of the modified energy Enm with the time t.
Theorem 5.3. Let the assumptions in Lemma 4.5 be fulfilled for β = 1. Then
under the CFL condition (4.5), the expected value of the modified energy Enm
satisfies
E [Enm] = E
[∥∥Y 0∥∥2
m,1
]
+ tn
∞∑
k=0
∥∥∥DPhQ1/2ek∥∥∥2
m,1
.
Further, the expected value of the discrete energy En is bounded, at tn = nτ , by
E [En] ≤ C
(
E
[∣∣∣∣∣∣Y 0∣∣∣∣∣∣2
h,1
]
+ tn‖Q1/2‖2HS
)
,
where C is a constant independent of h, τ and n.
Proof. We have for (4.15) by using the Itoˆ’s isometry (2.2) and (4.10)
E
[‖Y n‖2m,1] = E [‖MnY 0‖2m,1]+ E

∥∥∥∥∥∥
n∑
j=1
∫ tj
tj−1
Mn−jDPhdW (s)
∥∥∥∥∥∥
2
m,1

= E
[‖Y 0‖2m,1]+ tn ∞∑
k=0
∥∥∥DPhQ1/2ek∥∥∥2
m,1
.
This completes the proof for the bound on Enm.
The proof for the bound on En follows from estimate (4.17) for β = 1.
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6 Numerical experiments
We consider the following 1-dimensional Sine-Gordon equation
du˙ = ∆udt− sin(u)dt+ dW in D × [0, 1],
u = 0 on ∂D × [0, 1],
u(·, 0) = 0, u˙(·, 0) = sin(pix) in D,
(6.1)
where D = (0, 1). We approximate the solution of (6.1) with the dG finite
element method (3.12) in space. Letting Xn be the numerical approximation
of (3.12) at discrete times tn = τn, n = 1, . . . , N , we consider the following
integrators:
i. The stochastic trigonometric method (STM), see [9],
Xn = Eh(τ)X
n−1 + Eh(τ)BPhf(Xn−11 )τ + Eh(τ)BPh∆W
n,
where Eh(τ) is the C0-semigroup defined in (3.14) and B = [0 I]
T . The
strong convergence rates for the full discretization are O(τmin(β,1) + h 23β),
see [1, Theorem 4].
ii. The semi-implicit Euler-Maruyama method (SEM)
Xn = Xn−1 + τAhXn +BPhf(Xn−11 )τ +BPh∆W
n.
We refer to [25] for the mean-square errors of this scheme applied to stochas-
tic parabolic partial differential equations.
iii. The stochastic position Verlet method (SVM) considered here.
For our numerical experiments, we set Q = Λ−s, s ∈ R, then using the
asymptotic behaviour of the eigenvalues of Λ, λj ∼ j2/d, where d is the dimen-
sion of the domain D, see [43], we get
‖Λ(β−1)/2Q1/2‖2HS =
∞∑
j=1
λ
(β−1−s)
j ≈
∞∑
j=1
j
2
d (β−1−s).
The above series converges if and only if β < 1 + s− d/2.
We examine simultaneously the spatial error and the temporal error for the
the displacement for s = 0, which corresponds to space-time white noise, and
s = 1, which corresponds to correlated noise. We choose different timesteps τi =
2−i, i = 2, . . . , 8, and different mesh sizes hi = 2−i, i = 4, . . . , 10. Furthermore,
we take the exact solution to be the dG approximation on a fine mesh with mesh
size hexact = 2
−10 in space and the time integration is done by STM with time
step τexact = 2
−12. We consider M = 100 realisations to compute the expected
values. Figures 1 display the strong convergence rates and the efficiency of the
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Figure 1: Plots (a) exhibits the spatial rates of convergence of the stochastic
position Verlet method (SVM), the stochastic trigonometric method (STM),
and the semi-implicit Euler-Maruyama method (SEM) and (b) the efficiency of
these time integrators for space-time white noise, i.e., Q = Λ−s, s = 0, and for
correlated noise, i.e., Q = Λ−s, s = 1.
above numerical schemes. The spatial mean-square error is defined at final time
T = 1 as
Error =
(
1
M
M∑
m=1
‖uh,m(·, 1)− urefm (·, 1)‖2
)1/2
≈ (E [‖uh(·, 1)− uref(·, 1)‖2])1/2 .
We only present the strong numerical error vs. the mesh size h since the spatial
convergence rates dominate the convergence rates of the temporal discretization
see Theorem 4.9. We observe that the expected convergence rates are confirmed
for SVM and STM for both space-time white noise and correlated noise. Further,
SVM is the most efficient of the three methods.
In addition, we investigate the spatial error for polynomials of total degree
equal to p = 2. Recalling estimate (3.32), we have that the convergence rate is
O(h 34β) for the displacement. We consider correlated noise by setting Q = Λ−1.
We choose different mesh sizes hi = 2
−i, i = 2, . . . , 7. We take the exact solution
to be the dG approximation on a fine mesh with mesh size hexact = 2
−9 in space
and the time integration is done by the stochastic Verlet scheme with time step
τexact = 2
−11. Figure 2 exhibits the spatial rate of convergence and the efficiency
for polynomials of total degree equal to p = 1, 2. Again, we consider M = 100
realisations to calculate the expected values. We observe that the second-order
polynomials are more accurate and efficient when used for the linear problem.
Finally, we are concerned with the energy results given in Section 5. In
order to illustrate the results from Section 5, we set Q = Λ−s, s = 1, and
we choose h = 2−5. For the stochastic Verlet method we choose the timestep
τ = 1/6400. For STM and SEM we choose timestep τ = 1/500. Figure 3
displays the expected value of the Hamiltonian along the numerical solutions
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Figure 2: Plots (a) show the strong convergence rates in space and the efficiency
for first-order degree polynomials (p=1) and (b) second-order degree polynomi-
als (p=2) for (6.1) and the linear analogue of it.
of (6.1) and the linear analogue of it over the time interval [0, 50]. Further, we
take M = 8000 samples to approximate the expected values of the energy of
the schemes. We observe that SVM reproduces the linear growth of the exact
energy, although this is not expected from Theorems 5.2 and 5.3. In case of
the linear stochastic wave equation, STM preserves the linear growth of the
expected value of the energy, see [9], as Figure 3 (a) verifies. The unsatisfactory
behaviour of SEM has also been previously observed when applied the nonlinear
stochastic wave equation [1] and the linear analogue of it [9].
All the numerical experiments were performed in Python using the finite
element software library Fenics [35].
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