Abstract-The nonnegative least squares problems are useful in applications where the physical nature of problem domain permits only additive linear combinations. We discuss the l1-regularized nonnegative least squares (L1-NLS) problem, where l1-regularization is used to induce sparsity. Although l1-regularization has been successfully used in least squares regression, when combined with nonnegativity constraints, developments of algorithms and their understandings have been limited. We propose an algorithm that generates the entire regularization paths of the L1-NLS problem. We prove the correctness of the proposed algorithm and illustrate a novel application in environmental sustainability. The application relates to life cycle assessment (LCA), a technique used to estimate environmental impact during the entire lifetime of a product. We address an inverse problem in LCA. Given environmental impact factors of a target product and of a large library of constituents, the goal is to reverse engineer an inventory tree for the product. Using real-world data sets, we demonstrate how our L1-NLS approach controls the size of discovered trees, and how the full regularization paths effectively illustrate the spectrum of discovered trees with varying sparsity and compositions.
I. INTRODUCTION
Due to increasing public consciousness about sustainability, eco-friendly products and services have recently been emphasized. In a 2010 article in the New York Times [1] , Goleman and Norris investigated whether an e-reader or a printed book is more environmentally friendly. After considering the life cycle of both products (including materials, manufacturing, transportation, even the light bulb energy used for reading, and finally discard), they concluded that the environmental impact of one e-reader is somewhere between 50-100 paper books. This implies that e-readers are not necessarily more environmentally friendly than printed books. This type of analysis is known as life cycle assessment (LCA) because it requires analysis of environmental impacts of each component of a product from "cradle to grave." LCA is typically conducted by companies in-house using extensive information about components (parts or processes) involved in the life cycle of a product. The idea is to track a fixed set of environmental impact factors as a product goes through its life cycle stages of construction, use, and discard. For instance, impact factors could denote the release of CO 2 into the atmosphere, wildlife species affected, industrial waste dissipated into rivers, and so on. Companies depend on the bill-of-materials of components to manually compute impact factors associated with a product by propagating the impact factor measurements of individual components. By conducting such elaborate and laborious computation, a company will be able to publish impact factors associated with their products.
Our focus in this paper is on the inverse problem: Given the published impact factors of a product, can we reverseengineer its composition? This is the LCA tree discovery problem, originally introduced in [2] . More precisely, given an impact factor database [3] , [4] , [5] and a specific product whose impact factors are known (published by the manufacturer), the goal is to reconstruct the composition of the product in terms of other components in the database. Given environmental impacts disclosed by manufacturers, the LCA tree discovery estimates the underlying composition of their product and consequently determines (i) whether the disclosures are valid in light of prevailing databases of impact factors and (ii) the nature of components that have the biggest environmental impacts.
The contributions of this paper are three-fold. First, we formulate the problem of estimating LCA trees as a l 1 -regularized nonnegative least squares (L1-NLS) problem. Since nonnegativity constraints naturally arise when dealing with the composition of real world materials, Sundaravaradan et al. [2] previously employed a nonnegative least squares (NLS) approach for LCA tree discovery. However, solutions from the NLS method tends to include too many nonzero elements, and a heuristic to reduce the number of nonzero elements had to be used [2] . We take a principled approach based on l 1 -regularization, which has been wellknown to promote a sparse solution in linear regression and other estimation problems [6] .
Second, we present an algorithm that computes the full regularization paths of the L1-NLS problem. For l 1 -regularized linear regression, also known as Lasso [6] , homotopy methods for generating the full-regularization paths have been developed [7] , [8] . Built upon these methods, our algorithm additionally handles nonnegativity constraints.
Morup et al. proposed a nonnegative least angle regression (NLARS) algorithm for the L1-NLS problem [9] ; however, they provided only an incomplete sketch without proof of correctness. In this paper, we propose an algorithm that generates the full-regularization paths of the L1-NLS problem and also prove its correctness.
Finally, with our proposed algorithm, we demonstrate how LCA trees can be discovered. We illustrate successful examples of LCA tree reconstruction using an impact factor database of real world products. We show how the inference of full regularization paths provides insight into tree reconstruction performance, alleviating difficulties in the identification of potential children sets and estimation of their contributions. Notations. A lowercase letter, such as x, denotes a scalar. A boldface lowercase and an uppercase letter, such as x and X, denote a vector and a matrix, respectively. Elements of a sequence are denoted by superscripts within parentheses; e.g.,
th element, and X T denotes its transpose. For vector x, x i denotes its i th element. For an index set P, x P denotes a subvector of x containing only corresponding elements, and X P denotes a submatrix of X containing only columns with corresponding indices. Inequality x ≥ 0 indicates that the elements of x are nonnegative.
II. BACKGROUND
In LCA tree discovery, we are given a target product of interest, for which we desire to discover parts and processes involved in its life cycle. The target product is considered as a parent node, and its children are to be discovered. Input provided to us is an impact factor database (or library) for a large number of products, parts, and processes. Typically one of these is for the parent node, and the children are intended to be picked from the rest. A fragment of an impact factor database is shown in Table I. This table shows only three factors, but the total number of impact factors in commercial databases [3] , [4] , [5] could run into a few hundred. Similarly, the number of components (rows) in Table I could run into hundreds or even thousands. Figure 1 shows an example LCA tree for which children are known. The LCA tree could involve multiple layers, as shown in Figure 1 . In this paper, we focus on discovering the immediate children of a given product. The full LCA tree can be, e.g., estimated by recursively applying algorithms discussed here.
Each of the impact factors follows the tree semantics: i.e., the impact factor of a parent node is a linear combination of the impact factors of its children. The coefficients of the linear combination denote the amount of each component involved. More formally, assume that the impact factor database provides values for a total of p impact factors. Let F = {1, · · · , n} denote the indices of all library components, and let a 1 , · · · , a n (a i ∈ R p ) represent their impact factor values. For a target product, let its impact factors be b ∈ R p . We impose a linear reconstruction model
That is, the impact factors of a parent node is equivalent to a nonnegative linear combination of the impact factors of children. Since physical components and processes can be combined only additively, it is natural to allow only nonnegative coefficients. Here, c i > 0 represents that the i th component is a children of the target product, and {i|c i > 0} represents the true children set. A problem for finding unknown coefficients can be formulated as a least squares problem. Letting A = [a 1 , · · · , a n ] ∈ R p×n , the nonnegativity-constrained least squares (NLS) problem can be written as
where x ∈ R n . When p < n (i.e., the size of library set is larger than the number of impact factors), matrix A is rankdeficient, and the solution of problem (2) tends to involve many nonzero coefficients. In order to find a sparse solution, an l 1 -norm penalty term can be added as
where λ ≥ 0. The set of components corresponding to the nonzero elements of x * are then used to estimate the children in the LCA tree. The l 1 -norm regularization term in (3) is known to promote a sparse solution for x * , and the penalty parameter λ controls the degree of sparsity: The larger the λ, the lesser the number of nonzero elements in x * ; conversely, the smaller the λ, the greater the number of nonzero elements in x * . Problem (3) is called the l 1 -regularized nonnegativity-constrained least squares (L1-NLS) problem.
A difficulty in using the L1-NLS problem (3) is that often it is unclear how to choose λ. A common approach is to obtain solutions for various λ values and determine an appropriate value through qualitative or quantitive evalutions. Cross validation is typically used for supervised learning problems, but it is not applicable to LCA tree discovery because an appropriate λ value for one parent node might be different from that for another. Our algorithm discovers the full regularization path of the L1-NLS problem. The main advantage of obtaining the full regularization path is that solutions for all possible λ's can be computed in a single execution of the algorithm. The solution path provides important insights regarding the different solutions of problem (3) with varying degrees of sparsity.
III. RELATED WORK

NLS.
The NLS method has been used to address physical nonnegativity constraints in least squares estimation. In chemometrics, multivariate image analysis and multivariate curve resolution have been approached through the use of NLS [10] . In Raman spectroscopy, the NLS method has been used to identify the chemical composition of substances. NLS problems have also been used to compute nonnegative matrix factorizations [11] , [12] . L 1 -regularization has been a popular method for promoting sparsity. When nonnegativity constraints are dropped from problem (3), the formulation reduces to the well-known Lasso problem [6] . Our full-regularization path algorithm is built upon homotopy methods for Lasso [7] , [8] but additionally deals with complication arising from nonnegativity constraints. Rosset and Zhu characterized conditions under which the regularization paths are piecewise linear [13] , but their work did not address constrained minimization problems. For the L1-NLS problem, Morup et al. [9] proposed nonnegative least angle regression (NLARS) algorithm, but they provided only an incomplete sketch without proof of correctness. Our proposed algorithm generates the full regularization path of the L1-NLS problem, and we also prove its correctness.
It is worth contrasting formulation (3) with a previous formulation for promoting sparsity in the NLS problem. In literature on nonnegative matrix factorization [12] , [14] , a formulation for promoting a sparse solution was arg min
where the l 1 -norm term is squared. Problem (4) can be recast into a simple NLS problem to which existing NLS algorithms can be applied without modification [12] , [14] . However, its solution path with respect to λ is not piecewiselinear due to the squared l 1 -norm term. Hence, it is difficult to discover the full-regularization path of problem (4) . When it comes to problem (3), on the other hand, our method presented here effectively discovers its full-regularization path, and the computational complexity of the proposed algorithm is the same as that of NLS algorithms. LCA tree discovery. There has been relatively little prior work in the space of LCA tree discovery. The only work to the best of our knowledge is by Sundaravaradan et al. [2] . Their method involves repeatedly solving the NLS problems with an additional strategy to reduce nonzero variables.
Since their strategy for inducing sparsity is rather ad-hoc, it is difficult to understand the behaviour of the method. In contrast, designed based on l 1 -norm regularization, our approach provides full regularization paths that reveal a solution spectrum from sparse to dense ones. Another drawback of the Sundaravaradan et al. method, which we point out in Section V, is that it requires a large amount of time when executed on a real-world problem.
IV. REGULARIZATION PATHS FOR L1-NLS
Our full-regularization path algorithm for problem (3) is presented in Algorithm 1. The Karush-Kuhn-Tucker (KKT) optimality conditions for problem (3) are written as
The goal of the algorithm is, when A and b are given, to produce all possible triples of x, g, and λ that satisfy conditions (5) . An easy case is when λ is large enough. Let
If x = 0 and g = −A T b, any λ ≥ λ max satisfies (5). In other words, for λ ∈ [λ max , +∞], x = 0 is the solution for (3). Therefore, the task of our algorithm is to find the solutions for λ ∈ [0, λ max ].
Algorithm 1 Full Regularization Path for L 1 -regularized Nonnegative Least Squares
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The general strategy of our algorithm is to trace solutions with decreasing λ from λ = λ max to λ = 0. In Algorithm 1, A represents the index set of zero variables, and P represents the index set of variables that are allowed to be nonzero. The algorithm begins with λ = λ max , where x = 0 is the solution and hence
Then it follows the solution path with decreasing λ until λ becomes zero.
The k-th iteration of Algorithm 1 begins with
, and A (k) . Next line segment of the solution path is searched assuming that variables associated with A (k) are zero and variables associated with P (k) are allowed to be nonzero. Subvector z
Step 6 as an unconstrained least squares solution for variables in P (k) , and subvector z (k) A (k) is set with zeros, together constituting
is the direction along which the solution paths are searched: While x (k) is on the solution paths (i.e., satisfies conditions (5)), z (k) is not necessarily on the solution paths. Along the line segment from x (k) to z (k) , if one of more variables violate the KKT conditions before reaching z (k) , the maximum steplengths for which each variable remains in the solution path are computed and stored in q (k) ∈ R n . The minimum of such step-lengths is chosen in Step 9, and it indicates where the solution paths should proceed to. An index that provided the minimum step length is exchanged between P (k) and A (k) as shown in Steps 10 and 12. Values for x (k+1) , g (k+1) , and λ (k+1) are computed accordingly. In order to prove that Algorithm 1 correctly produces the full-regularization path, we first show the following lemmas.
Lemma 1: For ∀k, g (k) computed by Algorithm 1 satisfies
Proof: We prove by induction. For (6) holds. Suppose x (k) and g (k) satisfy (6), then using Steps 15 and 16,
Hence, (6) holds for k + 1, completing the proof. The second lemma establishes optimality conditions that hold for P (k) and
Suppose conditions (7) hold for 0, · · · , k: We will show that they hold for k + 1.
represents the step length taken along the line segment from x (k) to z (k) . With this step length, x (k+1) and g (k+1) are computed by a convex combination as shown in Step 15 and Step 16, respectively. Since
i 's, one of the following properties holds for ∀i ∈ {1, · · · , n}:
We will consider each of these cases and show the following:
Observe that for h (k) in Step 7,
due the the way z (k) is computed. (9)) and (7a), g
Similarly to Case 1, g
From Cases 1-4, we have shown (8) holds. Now, we will show that statements (8) holds also with P (k+1) and A (k+1)
instead of P (k) and A (k) . Because one index is exchanged between P (k) and A (k) in each iteration, we consider j
Because t (k) is the minimum, we have t
Step 12 is true,
and therefore derivations in (10) holds with equality. Hence, (8) holds for P (k+1) and A (k+1) , and this completes the proof. Lemma 1 and 2 together establish that the end points of each line segment generated by Algorithm 1 is in the solution path. The rest of proof establishes that the midpoints of the line segments are also in the solution path.
For ∀s such that 0 ≤ s ≤ 1, x(s), g(s) , and λ(s) satisfy conditions (5) for ∀k. Proof: Condition (5a) is readily satisfied by Lemma 1. If i ∈ P (k) , from (7) and (8),
Therefore, conditions (5b), (5c), and (5d) holds.
If i ∈ A (k) , from (7) and (8),
Complexity. The time complexity of each iteration of Algorithm 1 is O(n 3 ), dominated by the cost for solving a system of linear equations in Step 6. This is the same with the time complexity of an iteration of the standard active-set method by Lawson and Hanson [15] for the NLS problems. The number of iterations is equivalent to the number of line segments in the solution path, and it is in practice close to the number of iterations required for Lawson and Hanson's algorithm to terminate. With approximately the same computational cost, our algorithm produces entire regularization paths, whereas the NLS algorithm produces a single unregularized solution.
V. DISCOVERY OF LIFE CYCLE ASSESMENT TREES
Our goal in experiments is to apply our regularization path discovery approach to LCA data sets involving real products. We aim to answer the following questions: 1) Is L1-NLS an effective technique for LCA tree discovery? What is the impact of l 1 -regularization? (see Section V-B) 2) How does the L1-NLS method compare against existing methods for LCA tree discovery? (See Section V-C)
A. Data Preparation
We applied our algorithm to a real environmental impact factor database. The database contains 272 environmental impact factors for 3831 different products or materials. Although the LCA tree discovery is an unsupervised procedure, in order to evaluate the performance of discovery methods, reference product trees are needed. Due to intellectual property reasons, however, it is difficult to obtain a large number of reference trees. We used reference trees of seven products shown in Table V . Among them, we show detailed analysis on results for Power Supply Unit (PSU) and an Electrode Negative LiC6. For each reconstruction task, all components except the target product are considered in the library set. That is, the reconstruction problem is to choose children from 3830 components using 272 impact factors. Hence, matrix A becomes a rank-deficient one of size 3830 × 272. An issue in data preparation is the normalization of impact factor values. As can be seen from Table I , the units of impact factors and of library components are all different, and the magnitude of their values have different significance. In order to evenly consider contributions from all impact factors, we first rescaled each impact factor using its value in the target product. That is, for each i ∈ {1, · · · , n}, the i th row of A is divided by b i , while b i is normalized to 1. Then, in order to normalize the units of library components, all columns of A and b are normalized to have unit l 2 -norm.
B. Regularization Path and Impact of L 1 -Regularization
Coefficient paths discovered for PSU and Electrode Negative LiC6 are shown in Figure 2 -(a) and Figure 3-(a) , respectively. The three to five digit numbers shown in the legend represent unique codes for each library component. Descriptions of library components are shown in Table III  and Table IV . In Figure 2 -(a), since coefficients paths are within the range of [0, 1] except that of 7020, the plot is magnified to show the relevant scale of y-axis. Observe that the λ values in x-axis are in log-scale. Although the coefficients paths are drawn as piecewise-linear for simplicity, they are piecewise-linear with respect to λ, not with respect to log(λ). Nonzero coefficients in the paths are interpreted as discovered children. The spectrum of discovered trees for PSU are shown in Table II .
It can be seen that l 1 -regularization is crucial for accurate discovery. In Table II , when λ ≥ 0.984, the solution was a zero vector. As λ decreased, the numbers of both correct and false positive nodes increased whereas the number of false negative nodes decreased. When λ ≈ 10 −5 , all true children were discovered: i.e., the set of false negative nodes is empty. When λ became smaller than 10 −5 , the discovery quality became worse as the number of false positive nodes increased. That is, l 1 regularization with λ ≈ 10 −5 provided the most accurate results.
This observation can be confirmed from Figure 2 and Table III . In Figure 2-(a) Table III were found with λ = 10 −5 , and the coefficients at λ = 10
are nearly the same as true coefficients in the reference tree. For Electrode Negative LiC6, the coefficient paths shown Table IV for the description of components. Lines marked with filled circles represent the children in the reference tree. Best viewed in color.
in Figure 3 -(a) do not immediately demonstrate the effect of l 1 -regularization. Still, the effect can be observed through precision and recall scores. Figures 2-(b) and 3-(b) show precision and recall scores along the regularization paths. In Figure 2 -(b), the precision score reached its maximum at λ ∈ [10 −5 , 10 −6 ] and then decreased thereafter. Similarly, in Figure 3-(b) , the precision score decreased for small λ values. These results also show that l 1 -regularization with λ ≈ 10 −5 improves discovery performance.
C. Comparisons of Discovery Algorithms
We evaluated the effectiveness of L1-NLS approach through comparisons with two baseline methods. The first is the nonnegative least squares (NLS) algorithm by Lawson and Hanson [15] (no regularization), for which we used Scipy 1 with Fortran implementation of NLS. 2 The second baseline is the Sundaravaradan et al. [2] method. Discovered coefficients from L1-NLS (with λ = 10 −5 ), NLS, and Sundaravaradan et al. method are shown in Table III and Table IV . For PSU (in Table III ), L1-NLS discovered all true children and even recovered the coefficients very accurately. L1-NLS discovered a few false positive children, but their corresponding coefficients are small. On the other hand, NLS discovered none of the true children. Instead, NLS provided numerous false positive nodes that do not constitute PSU. For Electrode Negative LiC6 (in Table IV ), L1-NLS discovered all true children and recovered accurate coefficients except that of 7224. NLS discovered 281, 1056, 7224 but failed to identify 1171. In addition, coefficients obtained by NLS were inaccurate for 1056 and 7224. Although both L1-NLS and NLS have found several false positive nodes, coefficients for false positive nodes from L1-NLS are generally quite small whereas that is not necessarily the case for NLS.
An interesting discovery in Table III is that the results We have computed the residual norms: . This implies that the NLS solution, which is optimal in terms of the least squares residual norm, is not necessarily the best solution for LCA discovery. Although the L1-NLS solution provides a little higher residual norm due to l 1 -regularization, it correctly discovered LCA tree children and their coefficients whereas NLS failed to do so.
The method by Sundaravaradan et al. [2] did not perform well for the PSU tree, as shown in Table III . It failed to detect most of the true children except 10804 and instead discovered a number of false positives. On the other hand, it provided good results for Electrode Negative LiC6, as shown in Table IV . Although it did not detect 7224, it has found 1056 and 1171 with reasonably accurate coefficients. In addition to the failure on PSU, a major drawback of the Sundaravaradan et al. method was its significant time consumption. While L1-NLS and NLS methods were typically completed within 1-2 minutes, the Sundaravaradan et al. method had to run for between 5 to 10 hours on the same computer.
Care should be take when comparing the results in Tables III and IV and those reported in their paper [2] . In experiments in [2] , the authors have used a limited set of library components that only contains the union of children in seven reference trees. As a result, the library set consisted of only 76 components, making the discovery problem significantly easy. In our experiments, we solved the discovery problem in a fully unsupervised manner using a library set that contains all available 3831 components.
Although Sundaravaradan et al. [2] have reported meaningful recovery results using the limited library components, results in Tables III and IV 7003 case. The 7003 (Battery) case appears to be an outlier because the least squares residual norm is particularly higher than that of other reference trees.
VI. DISCUSSION
We have presented an approach to inferring LCA trees based on l 1 -regularized nonnegative least squares (L1-NLS) formulation. We proposed an algorithm that computes the full regularization paths of the L1-NLS problem and theoretically proved the correctness of the algorithm. With the proposed method, we demonstrated how the LCA tree can be discovered in an unsupervised manner from a database of impact factors. The full regularization paths discovered by our algorithm enables us to track the spectrum of potential children sets. The effectiveness of the L1-NLS method was shown through demonstrations on real-world impact factor database and by comparisons against existing methods.
Future work on the LCA tree discovery problem revolves around several themes. First, there are still many false positive discoveries involved in the L1-NLS results, and additional constraints can be incorporated to mitigate this situation. For example, each library component is given an ecocategory and an eco-subcategory assignments, which have not been utilized in existing methods. If domain knowledge is available indicating that a target product can have children from only certain categories of components, components belonging to irrelevant categories can be removed before a discovery method is applied. Second, transfer learning approaches can be considered so that the discovery of LCA tree for one product can aid the discovery of LCA tree for another similar product. Third, in addition to nonnegativity constraints, strict constraints can be placed to improve accurate discovery. For example, in Table III , L1-NLS correctly discovered 7018 with an accurate coefficient 0.997, when the true coefficient is 1. However, the unit of this component is indicated as 'unit', implying that only integer values are allowed for coefficients. When integer constraints are imposed on 7018 and 7020, it might be possible to eliminate the false positive discovery of 7020. Mixed integer programming can be considered to handle such constraints.
