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Restrictions on the factorizations of a symmetric (u, k, i)-design matrix into 
(0, I)-matrices are proved. In particular, we derive conditions sufficient to imply 
that the only factorizations are the trivial ones (all but one factor is a permutation 
matrix). Such matrices are called prime. There are classes of designs with non-trivial 
factorizations; such designs are called factorable. These include designs arising from 
projective geometries and from tensor products of Hadamard matrices. Every 
design of order k - k < 5 is classified as prime or factorable. 0 1988 Academic Press, 
Inc. 
1. INTRODUCTION 
Let A be a u x u (0, 1)-matrix. If P is any v x u permutation matrix, we 
may write A in the factored forms A = P’(PA) or A = (AZ’) P’. We consider 
such factorizations to be trivial. If A is not a permutation matrix and if 
every factorization A = XY (where X and Y are u x u (0, 1)-matrices) is 
trivial, then we say that A is prime. 
The u x v (0, l)-matrix A is said to be a (u, k, A)-design if it satisfies the 
following two conditions: 
Each row of A has precisely k 1’s. (1) 
Any two distinct rows of A have exactly ,4 l’s in common. (2) 
Equivalently, the matrix A is a (u, k, A)-design if it satisfies the matrix 
equation 
AA’=(k-A)I+IJ (3) 
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Here u, k, and A are integers satisfying u > k > A > 0, I is the identity matrix 
and J the matrix of all 1’s. This paper will present refinements of the 
following result of Bridges and Ryser [2, p. 4421: 
If k and ;1 are relatively prime and k > A2, then any (u, k, %)- 
design is prime. 
Several years ago we showed that the hypothesis that k and A be 
relatively prime could be dropped: 
If k > E,‘, then any (v, k, A)-design is prime. 
(In fact, we obtained a stronger conclusion: such designs are “Boolean” 
primes. See [3, p. 1281 for details). 
One of our aims in the present investigation is to see to what extent the 
hypothesis that k > A2 can be relaxed. To illustrate, we state here some 
results to be proved later: 
1. If k is such that for every integer factorization k = rs either r > 1 or 
s > 1, then any (v, k, A)-design is prime. In particular, if k is prime, then any 
(v, k, )%)-design is prime. 
2. If k - ;1> 1 and k = 2p, where p is an odd prime, then any (u, k, A)- 
design is prime. 
Some designs do have non-trivial factorizations. The lirst example 
appeared in [3, p. 129 J and is given in Section 2. This example is the 
complement of the unique (7, 3, l)-design, the incidence matrix of the 
projective plane of order two. We will generalize this result by showing that 
the complement of the point-hyperplane incidence matrix of any projective 
geometry is factorable. 
2. DEFINITIONS, NOTATION, AND THE BASIC EQUATIONS 
If a matrix X has r columns, we sometimes write X = [X,, X2, . . . . X,] 
where Xi denotes the ith column of X. Suppose that A is a u x u (0, l)- 
matrix and X=[X,,X2 ,..., X,], Y=[Y,,Y, ,..., Y,] are UXI (O,l)- 
matrices. Then we can rewrite the equation A = XY’ as: 
A= i XjYf. (4) 
,=l 
Note that each Xi Y,! is a u x u matrix of a very special kind, namely a (0, l)- 
matrix of rank one (unless Xi or Yj is a zero column, in which case Xi Yi is 
the zero matrix). We call such a matrix a rectangle. We may thus view a 
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(0, 1)-factorization A = XY’ as a partition of the l’s of A into rectangles. 
This point of view is helpful in finding factorizations of specific matrices. 
EXAMPLE 2.1. The matrix A below is a (7, 4,2)-design; the letters in the 
second matrix mark the l’s in the rectangles in a partition of the design, 
A - 
1001011 aOOaOaa 
1100101 bbOOcOc 
1110010 bbdOOd0 
0111001 - OeeeOOe 
1011100 fOfffO0 
0101110 ogogggo 
0010111 OOdOcdc 
Taking the letters in alphabetical order, we obtain the factorization 
A L y f  D 
a000000 aOOaOaa 
ObcOOOO bbOOOO0 
ObOdOOO oooococ 
OOOOeOO OOdOOdO 
OOOOOfO OeeeOOe 
oooooog fOfffO0 
OOcdOOO ~~ogogggo 
where the letters are all l’s and indicate the columns of X and the rows of 
Y’ corresponding to the rectangles in the partition. 
If a rectangle has non-zero entries in precisely a rows and b columns, 
then we call it a J,,,. For convenience, we frequently confound such a 
u x u rectangle with the corresponding ax b submatrix of 1’s. Thus, in 
Example 2.1, we have a partition of A into seven rectangles: three J,,,‘s and 
four J,, 4)s. 
Let A be a non-singular u x u (0, I)-matrix. Suppose that A = XY’, where 
X and Y are u x u (0, 1)-matrices. Then 
Y’A - ‘X = I. 
We thus have the basic equations 
(5) 
where 6,,j is the Kronecker delta. 
Despite their trivial derivation, Eqs. (5) sometimes yield effective restric- 
tions on the possible factors of a non-singular (0, l)-matrix A. This is often 
the case when there is a “simple” formula for A-‘. We illustrate this 
582a/49/2-IO 
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remark for the important case where A is a (0, k, A)-design. In that case one 
can verify that 
A-‘= & W-W. (6) 
(Multiply by A and use (3) and AJ= kJ.) If w  is a u x 1 (0, 1)-column, we 
write 1 WI for the number of l’s in W. If we now substitute (6) into the basic 
equations (5) and transpose, we get 
From (4) (with r = u), it follows that X:A Yi = ( Xi 1) Y, 1 for all i. Therefore, 
we obtain the following result from (7). 
THEOREM 2.1. Let A be a (u, k, A)-design and let A = XY’ be any 
factorization into v x v (0, 1 )-matrices: x= rx, 9 x*, ...I x,1 and 
Y= [Y,, Y,, . . . . Y,,]. Then 
and 
IXi)IY,)=k foreueryi (8) 
kXf A Yi = /z 1 X, 1 1 Yj ) for all i #j. (9) 
Regarding a factorization A = XY’ as a partition of A into u rectangles 
Xi Yi (1 < i< u), Theorem 2.1 can be interpreted as follows. Equation (8) 
asserts that the rectangles must all have the same “area” k; that is, each 
rectangle has precisely k 1’s. However, as we saw in Example 2.1, the rec- 
tangles need not all have equal dimensions. Note that X:AY, is the total 
number of l’s in the 1 X, I x ) Y, 1 submatrix of A whose rows correspond to 
the l’s of X, and whose columns correspond to the l’s of Y,. Thus (9) 
asserts that the “density” of l’s in each such submatrix is always i/k. 
Applying (8) and (9) to the trivial row partition of the design (associated 
with the trivial factorizations A = P’(PA)), we get conditions (1) and (2). 
Thus, 
Theorem 2.1 can be regarded as an extension of the defining 
conditions on the rows of a design to arbitrary partitions of the 
design into u rectangles. 
In particular, we obtain the conditions on the columns of a design which 
are analogous to (1) and (2). 
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3. APPLICATIONS 
We now record a few consequences of Theorem 2.1. 
COROLLARY 3.1. No partition of a (u, k, i)-design into v rectangles can 
include both a J,, k and a J,, , . 
Proof. If in A = XY’, Xi Y: is a J,,k and Xj Yj a Jk. Ir then (9) yields 
X:,4 Y, = A/k. However, the left-hand side of this equation is a non-negative 
integer, whereas the right-hand side is strictly between 0 and 1; contra- 
diction. 1 
COROLLARY 3.2. If k is such that for all integer jactorizations k = rs 
either r > A or s > i, then every (v, k, I+)-design A is prime. 
Proof. Let A = XY’ be a (0, 1 )-factorization and let 9 be the associated 
rectangle partition. By (8), each rectangle in B has k 1’s. Our hypotheses 
imply that each rectangle of 9 is a J,, k or a Jk. r. By Corollary 3.1, P 
consists entirely of J,, k’s or entirely of J,, ,‘s. Thus either X or Y is a 
permutation matrix. Thus A is prime. 1 
Corollary 3.2 includes many interesting examples, of which we mention 
three types. 
EXAMPLE 3.1. (i) If k > I*, then Corollary 3.2 applies and so any such 
(v, k, E-)-design is prime. As noted in Section 1, a slightly stronger form of 
this result appears in [3]. 
(ii) If k is prime, then Corollary 3.2 applies and so any such (u, k, A)- 
design is prime. 
(iii) If (v,k,I)=(n3+n2+n+1, n’+n+l,n+l) for some n, then 
one easily checks that k satisfies the hypotheses of Corollary 3.2. Hence the 
point-plane incidence matrix of PG( 3, q), which is a design of this type with 
n = q (a prime-power), must be prime. 
COROLLARY 3.3. If A is a (v, k, ,I)-design with k and E. relatively prime, 
then for every (0, 1 )-factorization A = XY’, there exist positive integers r and 
s with rs = k, such that X has row and column sums r and Y has row and 
column sums s. 
Proof. Omitted. This result is also a consequence of Theorem 1.2 
in [2]. 
DEFINITION 3.1. Let A be a v x v (0, 1)-matrix with constant row and 
column sums k. Let A: denote the set of all such A. We say that A is factor- 
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regular if for every (0, 1)-factorization A = XY’, there exist integers r and s 
with k = rs, such that X has row and column sums r and Y has row and 
column sums s. 
Corollary 3.3 asserts that every (u, k, ;1)-design with (k, 2) = 1 is factor- 
regular. There are many other examples of factor-regular matrices in A:. 
For example, any prime matrix in ,4: is factor-regular. Also, it is easy to see 
that every factor of a factor-regular matrix is itself factor-regular. 
EXAMPLE 3.2. Let S= S, be the v x v shift matrix: S,= 1 if j= i+ 1 
(mod u), S, = 0 otherwise. Then I+ S is prime for all v > 3 (proof omitted; 
cf. [3 J) and so is a factor-regular member of At. However, Z+ S is not a 
(0, k, I)-design unless u = 3. Next, consider the matrix T= J- I. It is easy to 
check that 7” is a (u, u - 1, u-2)-design. Hence by Corollary 3.3 F0 is fac- 
tor-regular. For this example a kind of converse holds (R. Rees, private 
communication): given any factorization of u - 1 into positive integers r 
and s, there exists a factorization 7, = XY with XE /I;, and YE A;: 
T~=(S+S2+...+Sr)(z+Sr+S*r+...+Sr(s-1)). (10) 
In particular, 1, is a prime matrix if and only if u - 1 is prime. A different 
proof of this result appears in [4]. 
4. SOME MORE PRIME DESIGNS AND FACTORABLE DESIGNS 
LEMMA 4.1. A sufficient condition for a u x u (0, l)-matri.x A to be 
factorable is that it contain an m x u submatrh, m < u, with at most m 
distinct non-zero columns, at least one of which has at least two 1’s. 
Proof. In terms of partitions into rectangles, this is an obvious result. 
Indeed, the hypotheses tell us that the first m rows of A can be partitioned 
into at most m rectangles, at least one of which is not a J,, b for some b. 
Taking the remaining u-m rows of A as rectangles, we obtain a partition 
of A into u rectangles that corresponds to a non-trivial factorization 
ofA. i 
Let A be a (u, k, A)-design. A J,, ). submatrix of A (i.e., an Ix ;1 submatrix 
of l’s) is said to be a geometric line if it is not contained in any J,+ ,. i- 
submatrix of A. (Lander [6, p. 151 gives a more geometric definition of a 
geometric line, which he simply calls a “line” in accordance with standard 
usage. Since the term “line” in matrix theory commonly refers to any row 
or column of a matrix, we will use the phrase “geometric line” in order to 
avoid possible confusion.) It is easy to show that any geometric line of a 
(u, k, A)-design satisfies 1 G (u - I)/(k - I+) [6, p. 24). 
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PROPOSITION 4.2. If a (v, k, A)-design A contains -a geometric line of 
maximum size I = (v - i)/(k - 2) > 3, then the complementary (v, o - k, 
v - 2k + %)-design J - A is factorable. 
Proof: If the columns of the geometric line are deleted from the Ix u 
row submatrix which contains it, we obtain an 1 x (v - 2) submatrix with 
disjoint rows of weight k - 2. Since .!(k - 2) = u - i, this submatrix has no 
zero columns. Thus each of its columns has weight 1. Therefore, the I x u 
submatrix of J- A corresponding to the I rows of a geometric line of size I 
in A contains 1 distinct nonzero columns (the I columns of weight I- 1 2 2). 
Hence Lemma 4.1 applies. 1 
EXAMPLE 4.1. The point-hyperplane incidence matrix A(d, q) of the 
projective geometry PG(d, q) is a (v, k, A)-design with 
4 
cl+ I -1 ,Qcqd- 
d-1-1 
v= 
q-l ’ q-l’ q-l ’ 
A(d, q) has many geometric lines of size 1= (v- n)/(k-R) = q + 1 [6, 
p. 161. Therefore, by Proposition 4.2, the complement of A(d, q) is a 
factorable design, with parameters k = q”, L = q’- qd- I. 
A Hadamard design is a (4t - 1, 2t - 1, t - 1 )-design, for some integer 
t > 2. For convenience we include I, and [0] as Hadamard designs. Recall 
that such a design is equivalent to a normalized Hadamard matrix, i.e., a 
42 x 4t matrix with entries + 1, first row and column all + l’s, with 
orthogonal rows. In particular, 
[0] corresponds to 
1 1 [ 1 1 -1 and I, corresponds to 
See [6] for more details. 
1 
1 
1 - 
1 - 
1 1 
-1 
1 
-1 
-1 
1 . 1 -1 
The tensor product H, OH, of two normalized Hadamard matrices, of 
orders u and u, respectively, is a normalized Hadamard matrix of order UU. 
If A, and A, are the Hadamard designs corresponding to H, and H,, 
respectively, then denote by A, * A? the Hadamard design (of order uv - 1) 
corresponding to H, 0 H,. 
PROPOSITION 4.3. If A and B are Hadamard designs of orders r 2 3 and 
s, respectively, then J - (A * B) is a factorable design (with v = rs + r + s). 
ProoJ: It is easy to check that the first r - 1 2 2 rows of J- (A * B) 
satisfy the hypotheses of Lemma 4.1 with m = r - 1. 1 
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It follows from this proposition that a factorable (4t - 1,2t, t)-design 
exists whenever t is even and a Hadamard design of order 2t - 1 exists. 
Thus, for example, there exists a factorable (23, 12, 6)-design, obtained as 
J- (A * B), where A is an ( 11, 5, 2)-design and B is [O]. 
EXAMPLE 4.2. Let q be a prime-power congruent to 3 modulo 4. The 
Pulqv design H(q) is the q x q (0, I)-matrix defined as follows: Index 
the rows and columns of H(q) by the elements of the field of q elements. 
Then the (x, y)-entry of H(q) is 1 if and only if x--y is a non-zero square 
in the field. This matrix H(q) is a important example of a Hadamard 
(q, (q - 1)/2, (q - 3)/4)-design. See [6] for a full discussion. In particular, 
Lander [6, p. 361 outlines a proof that for q > 11, every geometric line of 
H(q) has size I= 2 (equivalently, H(q) contains no J,. ,-submatrix, where 
3. = (q - 3)/4). The proof of this fact, as presented in [6], is non-trivial and 
in particular uses some algebraic geometry (in counting the number of 
solutions of polynomial equations over finite fields). We now give a much 
simpler proof of a stronger result, at least for the case q = 3 (mod 8). 
THEOREM 4.4. Ij”A is even, then a Hadamard (411+ 3, 21+ 1, I)-design A 
contains no J,, ;. -submatrix (i.e., has no geometric line with l> 2). 
Prooj: Assume the contrary. Then, without loss of generality, the first 
three rows of A are 
11 . . . 1 j 1 1 . . . 1 i 0 0 . . . 0 i 0 0 . . . 0 
11 . . . 1 j 0 0 . . . 0 i 1 1 . . . 1 i 0 0 . . . 0 
1 1 . . . 1 ; 0 0 . . . 0 ! 0 0 . . . 0 ; 11 ._. 1 
x x+1 x+1 x+1 
By a direct counting argument, the number of l’s in any other row of A 
and columns numbered I + 1 to 2,l-t 1 must be (A+ 1)/2, which is 
impossible since A is even. 1 
In particular, Theorem 4.4 applies to the special Hadamard designs H(q) 
whenever q E 3 (mod 8). Note that Theorem 4.4 is, in general, false when A 
is odd; for example, PG(4,2) yields a (31, 15, 7)-design that contains 
geometric lines with I = 3. 
We conjecture that J-H(q) is prime for every prime-power q> 7, 
q E 3 (mod 4). By Proposition 4.2, this is stronger than the fact that H(q) 
has no geometric lines of size 3. The next theorem implies that J- H(q) is 
prime whenever (q + 1)/4 is an odd prime. 
THEOREM 4.5. if II is an odd prime, then any (41- 1,21, A)-design is 
prime. 
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Proof: Let A be a (4% - 1, 22, A)-design and consider any non-trivial 
factorization of A, i.e., any partition 9 of the l’s of A into 4;1- 1 rec- 
tangles, not all of which are .I,. Iis or J,,, 1 ‘s (recall that by Corollary 3.1, 
not both of these types can appear). Since by (8) the area of each rectangle 
is k = 2A and i is prime, it follows that the only admissible rectangles in 
our partition 9 are J,.Z1, J,,, 1, J,, j., and Jj.,,. Equation (9) gives 2X:AYj = 
1 X, 11 I’, 1 for i #j. Thus I X, I I Y, I is even, so since ;I is odd, it follows that the 
following pairs of rectangles cannot both appear: (J,,zi, J,,,,), (J,.zA, J,,;,), 
(J,.,, JZi, I ), and (Jj.,,, Jz,;). Consequently, B consists either entirely of 
Jz,j,‘s and Jzj,,,‘s, or entirely of Jj.,,‘s and J I,zl’s. It is sufficient to consider 
the first possibility, since the second follows by considering the transpose of 
A (which is also a (41- 1, 22, i)-design). 
So, let us assume that the partition 9 of A into rectangles consists of 
J,, j,‘s and JzI,,‘s, with at least one J,,,, say X, Y;, appearing since the 
factorization is non-trivial. 
The l’s in the J,,,, ‘s of 9 determine a column submatrix of A. Thus the 
l’s in the Jz,j.‘S of 9 determine a column submatrix M. In particular, there 
is another J,,, in 9, X, Yi say. The two rows of A4 incident to X, Yi could 
not have precisely II, l’s each, otherwise X, A Y; would be even. Thus, at 
least one of the two rows has a 1 in A4 that is not in X, Yi. Consequently, 
there is a row of A which is incident to two J2.i.‘s that have no l’s in 
common. Using condition (2), up to column permutations the three rows 
of A incident to these two J2,j.‘S must be: 
1 1 . . . 1 i 1 1 . . . 1 i 0 0 . . . 0 i 0 0 . . . 0 
11 . . . 1 i 0 0 . . . 0 ! 11 
[ll 
. . . 1 j 0 0 . . . 0 
0 0 . . . 0 . . . 1 1 1 1 . . . 1 i 0 0 . . . 0 
x x x X-l 
Now we partition the ones of these three rows into three J,,,‘s; and 
adjoining the remaining 4A - 4 rows as J1,2j.‘~ we obtain a new non-trivial 
partition of A into 4A- 1 rectangles. However, as mentioned earlier, a J,,, 
and a Jl.2, cannot both occur. This contradiction establishes that A is 
prime. m 
We have the following extension of Theorem 4.5. 
THEOREM 4.6. If k - i > 1 and k = 2p, where p is an odd prime, then any 
(u, k, I,)-design is prime. 
Proof: If p = A, we have the case of Theorem 4.5. If p > %, then 
Corollary 3.2 applies. Suppose then that A is a (u, 2p, A)-design, where p is 
an odd prime such that p < A. 
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Suppose that A were not prime. Then there would be a nontrivial par- 
tition LP of the l’s of A into u rectangles. Since p is an odd prime, the only 
admissible rectangles in 9 are J,,,, J,,,, i, J,,,, and JP,2. Since p < 13. < 2p, 
Eq. (9) implies that 1 Xi1 1 Y,l = 0 (mod p) for i #j. Thus 9 consists either 
entirely of J2.P’s and J.,+,‘s or entirely of JP,2’s and J,,,,‘s. It is sufficient to 
consider the first possibility. Since the J,,2P’s of 9 exhaust the l’s of a row 
submatrix of A, the remaining rows determine a row submatrix, A4 say, 
whose l’s are partitioned by the Jz,P’s of 9. 
Consider the following graph G: the vertices of G are the rows of M, two 
rows being adjacent if there is a J,,, in 9 which is incident to both rows. 
Since i <2p, the graph is simple and we may identify the edges of G with 
the J,., rectangles in 9. Also, each vertex of G has degree 2. Thus each 
component of G is a cycle. Suppose that ui, u2, u3, . . . . U, are consecutive 
vertices of a cycle in G. Because u z is adjacent to ui and to u3 by two 
different Jz.,‘s of 9, it follows from (1) and (2) that (up to row and column 
permutations) the row submatrix determined by u,, u2, u3 is: 
k-X k-X k-X v-2k+X 
U 
U1 
00..0i11..1~11..1i111....1i000....0 
u: 
11..1~00..0i11..1~111....1~000....0 
11..1~11..1~00..0~111....1~000....0 
Note that the positions of the last u - 2k + L O’s are determined by (the 
complement of the union of) any two of the rows u,, u2, ZQ. Also, the 
remaining k-A O’s in each of the 3 rows are in disjoint column positions. 
Thus, (up to row and column permutations) the O’s in the row submatrix 
determined by the vertices of the cycle are located as follows: 
U 
U1 
2 
“4 
k-X : k-X :. _ . .: k-X 
oo..o; j 
100. .o; 
j . 
: . 
:-(C-l)(k-X) : v-2k+X 
jooo....o 
;ooo....o 
jooo....o 
Since the l’s of each row of the cycle are covered by the two J,,,‘s incident 
to the row, the l’s of this Ix v submatrix are partitioned into Jz,P’s. In 
particular each column of the matrix has even weight. Thus 1 must be odd 
and (I-l)(k-A)=k=2p. Here I-1 is even, k-II>l, and p is an odd 
prime. Thus Z- 1 = 2 and so p = 1, a contradiction. 1 
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5. MISCELLANEOUS EXAMPLES 
EXAMPLE 5.1. There is a (13,4, 1)-design (corresponding to the unique 
projective plane of order 3), which may be represented as the 13 x 13 cir- 
culant matrix A = S + S’ + S” + SL2, where S is the shift matrix. According 
to example 4.1, the complement J- A is factorable. Moreover, this example 
also has the factorization 
J-A=(Z+S+S4)(S2+S4+S9) 
into two circulant matrices with line sums three. Another example of 
similar type is the (15, 7, 3)-design coresponding to PG(3,2), which has the 
circulant representation B = S + S2 + S3 + S5 + S6 + S9 + S”; one can 
check that J-B has the circulant factorization 
J- B = (I+ S5)(S7 + S* + S” + S14). 
It would be very interesting to find other examples. For instance, for which 
values of q does the complement of PG(2, q), which is a circulant 
(q2 + q + 1, q2, q2 - q)-design, admit a circulant factorization (say into two 
circulants with line sums q each)? 
EXAMPLE 5.2. There are precisely five Hadamard designs with 
parameters (15, 7, 3) [l, p. 6141. All are prime by Example 3.l(ii). One of 
these designs corresponds to PG(3, 2). As already mentioned in Exam- 
ple 5.1, its complement has a circulant factorization. Another factorization 
of the complement is associated with a partition of the design into three 
J,,,‘s and twelve J,,8’s. This is shown in Table I (the three J,,,‘s are in the 
first three rows). 
TABLE I 
000 0000 11111111 
000 1111 0000 1111 
000 11111111 0000 
011 0011 0101 0101 
011 00111010 1010 
0111100 01011010 
0111100 1010 0101 
101 0101 0011 0110 
1011010 00111001 
101 01011100 1001 
1011010 1100 0110 
110 0110 0110 0011 
110 10011001 0011 
110 0110 10011100 
110 1001 0110 1100 
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This partition arises from a geometric line of size 3 in PG(3, 2) (see 
Example 4.1). In fact, all live of the (15, 7, 3)-designs have geometric lines 
of size 3 and so all five of the complementary (15,8,4)-designs have similar 
partitions. The remaining four (15, 8,4)-designs are obtained by replacing 
the lower right-hand 12 x 12 submatrix of the design above by each of the 
12 x 12 regular group divisible designs in Table II. 
EXAMPLE 5.3. We will show that every (19,9,4)-design is prime. Let A 
be a (19, 9,4)-design. Note that A is factor-regular according to 
Corollary 3.3, since (9,4) = 1. Therefore, any non-trivial partition of A into 
19 rectangles will consist entirely of J,,,‘s. Fix one of these rectangles, say 
X, Y;, which we may assume occupies the first three rows and first three 
columns of A. We claim that the submatrix B of A consisting of the first 
three rows of A must have at least two columns of zeroes. To see this, let 
TABLE II 
0011 
0101 
1010 
1100 
0011 
0110 
1001 
1100 
0101 
0110 
1001 
1010 
0011 0011 
1100 0101 
1100 1010 
0011 1100 
0101 1100 
1010 1001 
1010 0110 
0101 0011 
0110 1010 
1001 0110 
1001 1001 
0110 0101 
0011 0011 0011 
0101 1100 0101 
1010 0101 1100 
1100 1010 1010 
0011 1100 1010 
0101 0011 1100 
1010 1010 0101 
1100 0101 0011 
0110 0110 1001 
0110 1001 0110 
1001 0110 0110 
1001 1001 1001 
0011 0011 
0101 1100 
1010 1100 
1100 0011 
0011 0101 
0110 1010 
1001 1010 
1100 0101 
0101 1001 
0110 0110 
1001 0110 
1010 1001 
0011 
0101 
1010 
1100 
1100 
1001 
0110 
0011 
1010 
0110 
1001 
0101 
0011 0011 0011 
0101 1100 0101 
1010 1100 1010 
1100 0011 1100 
0011 0101 1100 
0101 1010 1010 
1010 1010 0101 
1100 0101 0011 
0110 0110 0110 
0110 1001 1001 
1001 0110 1001 
1001 1001 0110 
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X, Y; and X3 Y; be the other two J,,,‘s incident to the first column of A. 
Up to row and column permutations, we have the following situation: 
111 
111 
111 
1 11 
1 11 
1 11 
1 11 
1 11 
1 11 
Now, by (9) we have Xi A Y, = 4 if i #j. Applying this to i = 1, j = 2 yields 
that the first, fourth, and fifth columns of B have altogether four l’s in 
them. Since the first column has three l’s then either the fourth or fifth 
column is a zero-column. Similarly, by comparing X, Y; and X, Y; we find 
that either the sixth or seventh column of B is a zero-column. Thus, B has 
at least two zero-columns, as claimed. 
However, the conditions of a design easily imply that B has at most one 
column of zeroes, contradicting the preceding observation. Indeed, each 
row of B has nine l’s, any two rows overlap in four l’s, and all three rows 
overlap in at least three l’s (since B contains a J,,,); hence by 
inclusion-exclusion there are at least 9 + 9 + 9 - 4 - 4 - 4 + 3 = 18 non- 
zero columns in B. This contradiction establishes that A must be prime. 1 
Remark. A generalization of these arguments shows that any (v, k, A)- 
design with k = (A - 1 )2, 12 4, is a prime matrix. Such designs are known 
to exist for IV = 5, 6 [ 1, pp. 614-6211. This result should be compared with 
Example 3.1 (i). 
Careful examination shows that all of the (u, k, A)-designs of order 
k - d < 5 have now been classified as either prime or factorable. Moreover, 
the primeness or factorability of these designs depends only on the values 
of the parameters (0, k, A). The next example shows that this need not be 
the case for designs of order k - I. = 6. 
EXAMPLE 5.4. Denniston [S] has established that there are 78 different 
(25, 9, 3)-designs. Some of these designs are factorable. An isomorphic 
copy of the first design in his list is shown in Table III; the seven J,,,‘s in 
the first seven rows, together with the remaining eighteen row J,~,‘s give a 
factorization. 
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TABLE III 
1110000 Ill 111 000 000 000 000 
1110000 000 000 111 111 000 000 
1110000 000 000 000 000 111 111 
0000000 111 000 111 000 111 000 
0000000 111 000 000 111 000 111 
0000000 000 111 111 000 000 111 
0000000 000 111 000 111 111 000 
1001100 100 100 100 100 100 100 
1001100 010 010 010 010 010 010 
1001100 001 001 001 001 001 001 
1000011 100 100 001 010 001 010 
1000011 010 010 100 001 100 001 
1000011 001 001 010 100 010 100 
0101010 100 010 010 100 001 001 
0101010 010 001 001 010 100 100 
0101010 001 100 100 001 010 010 
0100101 100 010 001 001 010 100 
0100101 010 001 100 100 001 010 
0100101 001 100 010 010 100 001 
0011001 100 001 010 001 100 010 
0011001 010 100 001 100 010 001 
0011001 001 010 100 010 001 100 
0010110 100 001 100 010 010 001 
0010110 010 100 010 001 001 100 
0010110 001 010 001 100 100 010 
By (9), a partition of a (25, 9, 3)-design into rectangles can consist either 
only of J3,3’s and J,.9’s, or only of J,,, ‘s and J9.1’s. It follows that such a 
partition must contain at least seven J3,3’s which, up to row and column 
permutations, appear as in the lirst seven rows or the first seven columns of 
the example above. Most of the (25,9, 3)-designs have less than seven J,,,‘s 
(geometric lines) [S, pp. 119-1271. Thus, most of the (25, 9, 3)-designs are 
prime. 
The only (v, k, A)-designs of order k-A = 6 are those with parameters 
from the complementary pairs (25, 9, 3), (25, 16, 10) and (23, 11, 5), 
(23, 12, 6). There are 1102 (23, 11, 5)-designs [l, p. 6171, all of which are 
prime by Example 3.l(ii). We know little about the others. In particular, is 
the complement of H(23) prime? 
EXAMPLE 5.5. H(3 1) (see Example 4.2) is a (31, 15, 7)-design. Since 
(15, 7) = 1, H(31) is factor-regular by Corollary 3.3. This means that any 
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non-trivial factorization would consist entirely of J3,5’s (or entirely of J,, 3’s). 
However, a computer search showed that H(31) has no J,,,-submatrices 
at all. Thus H(31) is prime. The projective geometry PG(4,2) gives a 
(3 1, 15, 7)-design non-isomorphic to H( 3 1); we have been unable to decide 
whether it is prime or not. 
6. FACTORIZATIONS OF OTHER MATRICES 
There are other classes of non-negative integer matrices whose (0, l)- 
factorizations are of interest; see, for example, Ryser [7]. Certain fac- 
torizations appear to have deep combinatorial significance. For example, 
there is the factorization qZ+ M, = N, Nb, where A4, is the point-hyper- 
plane incidence matrix of PG(3, q) and N, is the bipartite incidence matrix 
of the (q + 1, 8)-cage, i.e., the unique (q + 1)-regular graph of girth 8 with 
the minimum possible number of vertices. This factorization is implicit in 
the work of Singleton [S, Theorem 5.51. 
It is not hard to show that qZ+ M, is singular, so that the methods of 
this paper are not applicable: we have no theorems that restrict its possible 
(0, 1 )-factorizations. Is qZ+ M, factor-regular? 
Nore added in proof: Chris Godsil has informed us that there arc other (q+ I, 8)-cages 
besides Singleton’s Some of these are described in the recent book on Generalized 
Quadrangles by Payne and Thas. Dinitz and Margolis (Ars Combin. 14 (1982). 21-45) have 
studied continuous maps on block designs; in the case of symmetric designs, one can show 
that a proper continous map yields a non-trivial factorization. Rajkundlia (Discrere Math. 44 
(1984), 61-96, especially Theorem 5.1) has constructed symmetric designs that implicitly carry 
proper continuous maps. Finally, the example qI + M, at the end of our paper is poorly 
chosen, since it is rather easy to show directly that this matrix is factor-regular. In general, it 
remains open to find good structural theorems on the binary factors of singular matrices. 
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