ABSTRACT The software reliability is mainly obtained through modeling and estimating. The existing software reliability models are nonlinear, and the parameter estimation of these models is difficult. At the same time, there are many optimization methods for solving the nonlinear function problems, such as artificial bee colony algorithm (ABC) and Particle Swarm Optimization (PSO). ABC has the characteristics of fewer control parameters, strong exploration ability, and the high accuracy of the solution. The PSO algorithm has the characteristics of the relatively small amount of computation and fast search speed but it has premature convergence, especially in dealing with complex multi-peak search problems, and the problem of poor local search ability. This paper proposes the parameter estimation method of software reliability model based on hybrid PSO-ABC, constructs a new fitness function based on maximum likelihood estimation, removes the wrong solution during the algorithm execution process, and adds knowledge to improve the solution accuracy. This paper uses five classic sets of software failure data to estimate the GO model parameters and make predictions and performs a variety of comparisons of the algorithm results. The experimental results show that the new fitness function is better, the solution of parameter estimation using the hybrid PSO-ABC is more accurate, and the hybrid PSO-ABC has a great advantage in generality and especially in limited data.
I. INTRODUCTION
Software reliability is one of the important features of software quality. Therefore, more and more researchers are paying attention to it. Many scholars are studying the prediction of software reliability model. Cong Jina et al proposed prediction model of software reliability based on support vector regression with improved estimation of distribution algorithms [1] . Ruchika malhotra et al proposed reliability modeling using PSO [2] . In prediction on software reliability model, the selection of parameters is very important. Norman F. Schneidewind found the optimal parameters for a software reliability model [3] and proposed the estimation and prediction methods of these parameters. Xiao, X. Dohi, T. et al. proposed a wavelet shrinkage estimation method based on non-homogeneous Poisson process software reliability model [4] , which provides a better method
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for model estimation optimization. Rao K. Mallikharjuna, Anuradha Kodali et al. proposed an effective method for parameter estimation of software reliability growth model based on artificial bee colony optimization [5] . Kim, Taehyoun, Lee, Kwangkyu, Baik, Jongmoon et al. use realvalued genetic algorithms to estimate the effective parameters of software reliability growth model, which provides a new effective method for the parameters of reliability growth model [6] .
Researchers have published nearly a hundred software reliability models that play an important role in software prediction. However, most of these models are nonlinear function models and it is difficult to estimate their parameters. Therefore, a new idea is to apply the intelligent optimization algorithm to the estimation of model parameters. Sheta [7] proposed a swarm optimization algorithm to solve the problem of non-linear function based on the swarm intelligence optimization algorithm, the PSO algorithm was used to optimize the parameters of the model to predict the number of software failures using the model. Sharma et al. [8] proposed to use an improved ABC algorithm in the parameter estimation of software reliability growth model, the improved algorithm has the ability of bidirectional search, which makes the algorithm's global exploration ability stronger and the performance better, and predict the parameters of the model much accurately. Chen Xiao, Jiang Jian Hui.et al proposed parameter estimation of software reliability model based on quantum behavior particle swarm optimization [9] , in view of the existing software reliability model parameter estimation method, proposes to introduce quantum behavior into PSO algorithm to estimate software reliability model parameters. In the literature [10] , a software reliability prediction model based on PSO and ABC support vector machines is proposed. The hybrid algorithm of PSOABC is used to optimize the support vectors.
Today, swarm intelligence algorithms have been widely studied and applied in power systems, aerospace and wireless sensor networks. Bhattacharyya et al. [11] proposed a swarm intelligence algorithm to optimize the coordination of AC transmission system equipment, and used simple particle swarm optimization, adaptive particle swarm optimization, and evolutionary particle swarm optimization to search for the optimal setting parameters of the AC transmission system equipment. This reduces the loss of active power and the total operating cost of the system. Nieto et al. [12] used the PSO and SVM hybrid algorithm for the prediction of the remaining useful life of the aircraft engine. The PSO algorithm was used to optimize the kernel parameters of the SVM to improve the regression accuracy in the training process and predict residual useful life better. In terms of reliability, the corresponding research is also relatively short. Garg et al. [13] proposed to use the PSO algorithm in the reliability analysis of industrial systems and use the PSO algorithm to reshape the membership function of the intuitionistic fuzzy set and optimize the system. Huang [14] proposed a simplified PSO algorithm for redundant reliability allocation problems, analyzed the use of this algorithm to optimize the update mechanism, and applied orthogonal experiments to maximize the reliability of the system through standard tests. The function verifies the feasibility of the algorithm.
The article uses PSO, artificial bee colony algorithm and their hybrid algorithms to implement a new parameter estimation method to software reliability model. The PSO algorithm is simple to implement and has fast convergence, but the accuracy of the solution caused by premature convergence is not enough. The artificial bee colony algorithm has strong search ability and high solution accuracy, but the algorithm is complicated to implement and will be at the expense of computational cost. The hybrid algorithm introduces the artificial bee colony into the particle swarm algorithm, retains its own advantages and makes up for the deficiencies of both parties. It has better results in both parameter estimation and model prediction.
II. BASIC CONCEPTS A. SOFTWARE RELIABILITY AND MODEL
Software reliability is the probability that the software will not cause a system failure under the specified conditions and time. IEEE Computer Society has made the following definition of software reliability: [15] 1. in the specified conditions, within a specified time, the probability that the software does not cause a system failure; 2. in the specified time period, the ability of the program to perform the required functions.
Modeling software reliability is a mathematical method to evaluate software reliability, and the choice of model parameters will directly affect the accuracy of software reliability prediction. In this paper, we will choose the representative software reliability model GO model, and estimate its parameters [16] . The estimated function of the cumulative failure number in the software system is as follows:
where: m(t) denotes the expected function of the accumulated failure number up to the time t; a denotes the total number of failures expected to be detected in the software after the end of the test; b denotes the probability that the residual failure is found, the failure detection rate is a proportional constant in the range (0,1). The parameters a and b of the G-O model, their selection will affect the accuracy of the model prediction.
B. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) proposed by Eberhart and Kennedy in 1995 [17] . The PSO algorithm is a swarm intelligence-based stochastic optimization algorithm that simulates the foraging behavior of bird populations in the natural world. In the PSO algorithm, the potential solution to each problem is a particle in the search space. PSO first initializes a group of random particles and determines a fitness value of each particle in the population (the fitness value refers to the difference between the current position (solution) and the optimal position (solution). The smaller the fitness value, the smaller the difference is and the current position is closer to the optimal position).In each iteration of the search for the optimal solution, each particle will follow its two extremums to adjust its position. One is the optimal fitness value that the particle itself has found so far, called the individual extremum, the other is the optimal fitness value found so far by all other particles in the population, called the global extremum. The particles follow these two extremums through an iterative search to determine the final optimal solution. The mathematical expression of the PSO algorithm is represented as: in an n-dimensional search space, there is a population of m particles, ie, X = {X1, . . . X2, . . . Xm} and the position of the i-th particle is expressed as Xi = {Xi, Xi2, . . . Xin}T, its speed is expressed as Vi = {Vi1, Vi2, . . . Vin}T.The individual extremum of the i-th particle is expressed as Pbi = {Pbi1, Pbi2, . . . Pbin}T, and the global extremum of the population is expressed as gb = {gb1, gb2, . . . gbn}T. According to the basic principle of the particle swarm algorithm, the i-th particle can update its velocity and position according to equations (2) and (3):
where: w is the inertia weight and the range is [0,1]; c 1 and c 2 are learning factors, usually the value is c 1 = c 2 = 2; rand1() and rand2() are between (0,1) varying random numbers [18] .
C. ARTIFICIAL BEE COLONY ALGORITHM
Artificial bee colony algorithm (ABC) a random optimization algorithm based on swarm intelligence proposed by Karaboga in 2005 to simulate the behavior of honeybees in nature. In the ABC algorithm, the bees divide into three kinds according to different division of labor: honeybee, observation bee and detection bee, in which the number of honeybees, the number of observation bees and the number of solutions in the optimization problem are equal. The process of collecting honey by honeybees is abstracted as the process of searching for optimal solutions. The position of each honey source represents a possible solution. The amount of nectar of the honey source corresponds to the quality of each possible solution, and is represented by the fitness value.
The algorithm is described as follows: first, the initial population is randomly generated, that is, N initial solutions. Each solution Xi(i = 1, 2, . . . N) represents a D-dimensional vector, D represents the number of optimization parameters. Then, each of the three bees began to search for all the initial solutions cyclically. The honeybee remembers the best solution to his own history and searches in the neighborhood. The search formula is (4):
The honeybees compare their own historical best solution and neighborhood search solution. When the neighborhood search solution is better than its own historical optimal solution, it replaces its own historical best solution. Otherwise, it remains unchanged. When all the honeybees' searches are completed, they share the honey source information with the observation bee through the dance area. The observation bee selects a honey position as the current historical optimal position according to the probability associated with the nectar amount (solution); honeybees with a large amount of nectar attract bees that have a greater probability of observing bees than those with a small amount of nectar. Observation bee updates historical optimal location like the honeybees, and checks the amount of nectar in the new location. If the new location is better than the historical optimal location, the historical optimal location is replaced with the new location; otherwise, it remains the unchanged. The probability Pi of the observation bees choosing a nectar source is calculated as (5):
There, fi denotes the fitness value of the i-th solution, and N denotes the number of nectar sources.
If a particular nectar source has not changed after a defined number of cycles, then the honeybee at that nectar source becomes a detection bee, and the nectar source will be replaced by the random new location found by the detection bee. Assuming that the abandoned position is xi, the formula for detecting bee replacement is (6):
There, x j max and x j min are the upper and lower limits on the j-th dimension, and rand() is the random number between [0, 1]. The above formula is also the formula for generating N initial solutions randomly.
D. PSO-ABC HYBRID ALGORITHM
The new algorithm proposed in this paper is called PSO hybrid ABC algorithm. After updating the speed and position of each particle based on the PSO calculation process, the search operator in the ABC algorithm is applied to the particle swarm algorithm, after each particle's position is updated, using the ABC search operator to search again around the new location to determine the final new location. The advantages and disadvantages of the two algorithms, PSO and ABC, are well utilized to achieve better results.
III. METHOD DESCRIPTIONS
Papers [20] and [21] have respectively used PSO and ant colony algorithm to estimate the reliability of GO model parameters. What is common to these two methods is that they construct a fitness function and turn the parameter estimation problem into a function optimization problem. The fitness function constructed is as follows:
In the formula (7), J represents the Euclidean distance between the actually measured software failure number and the software failure number estimated by the model. The smaller J is, the higher the accuracy of the model prediction is and the better the parameter estimation is. m(t) represents the cumulative number of failures actually found during the test period [0, t). m^(t) denotes the cumulative failure number estimated by the model in the test time period [0, t). t denotes the time when failure occurred and T represents the time to terminate the test.
Since the GO model is a nonlinear model, the fitness function mentioned above is not fit to perform parameter estimation. The parameter estimation of the software reliability model may have problems such as large search range, slow convergence speed, and low solution accuracy.
Aiming at these problems, this paper proposes a new method that constructs a new fitness function by using the maximum likelihood estimation formula to estimate the parameters of software reliability model, and eliminates those obviously erroneous solutions during the execution of the algorithm, search in the direction of more accurate solution based on prior knowledge.
A. CONSTRUCTION OF NEW FITNESS FUNCTION
We construct a new fitness function according to the maximum likelihood estimation formula of GO model. The equations of parameters a and b are written as below:
where: n is the number of known failures; ti is the moment of the i-th failure; i = 1, 2, 3, . . . n. From formula (8), if we can get the number of failures and the time at which each failure occurs, then it is feasible to solve the parameters including a and b using the maximum likelihood formula. However, the calculation process may be tedious, especially for some more complex models. Nevertheless, we can construct a new fitness function based on the maximum likelihood formula to realize the iterative search algorithm simply and get a more accurate solution.
Then substitute the first item in equation (8) into the second term and mathematically transform it into a formula only related to the parameter b as shown below:
f is the new fitness function, parameters in the formula are all known except b, the smaller f is, the better the estimated parameter b is. The individual extremum and the global extremum will update according to the fitness value.
Through hybrid PSO-ABC algorithm iterative search, when the algorithm stop criterion is reached, the optimal parameter b is get, and then the corresponding optimal parameter a can be obtained by formula (8) .
B. ELIMINATION OF PROBLEM SOLUTION
In the algorithm implementation of the G-O model, since the model parameter b is randomly initialized within the range of (0, 1), some problem solutions may occur during the iterative search of the algorithm. In order not to affect the experimental results, we need to eliminate the problems in the experiment.
According to several experiments, it can be found that when the precision of the parameter b reaches 1e-6 or higher, a problem solution will occur. This may be caused by too much high precision which is beyond the limited length of bytes in Windows Operation System. Therefore, in the program, the limit condition added to the parameter b, and the precision of the control parameter b is kept within 1e-5.
C. AN IMPROVED SOLUTION CONSIDERING PRIOR KNOWLEDGE
The prior knowledge here can get from formula (8) . According to formula (8) , it can be seen that the parameter a and b are in reverse relation when in the same t: b is larger, a is smaller, and b is smaller, then a is larger. If the cumulative failure number a obtained from the result b of the first operation is larger than the known failure number, it is desirable that the value of a should become smaller, then the parameter b will be selected from larger solutions. If the parameter a obtained from the result b of the first run is smaller than the known number of failures, and the value of a is expected to become larger, then the value of the parameter b will be selected from smaller solutions. Thus, by the iterations of the next round of algorithms, parameter solutions will be found more quickly.
D. HYBRID ALGORITHM
This paper proposed a hybrid algorithm PSO-ABC in parameter estimation of software reliability model. For PSO algorithm, the accuracy of the algorithm is not high, and it is easy to fall into the suboptimal situation. The ABC algorithm has the disadvantages of slow convergence and large computational complexity. A hybrid PSO-ABC algorithm is proposed there to estimate the parameters of the software reliability model, and is compared with PSO and ABC algorithm. The algorithm flow is shown in the Figure 1: (1) Initialize the parameters of the particle population: number of particles = 60, learning factor = C1 = C2 = 1.5,The value of the inertia weight according to documents [22] and [23] is 0.9.the maximum number of iterations Tmax = 500, the fitness value accuracy requirements k ≤ 1e(-5). The location of each candidate solution, that is the parameter b of the GO model, is initialized to a random number between (0, 1); (2) Substituting the position b of each particle into the formula (9) , and determining the current fitness value of each particle; (3) Updating each particle current historical optimal fitness value Pbest, individual historical optimal position pbest_b, global optimal fitness value gbest, global optimal position gbest_b according to step (2); (4) Determining whether the algorithm stop condition is satisfied: t = Tmax or the accuracy of gbest reaches k, if so, step (9) is performed, and if not, step (5) is performed; (5) Update the speed and position of each particle according to formulas (2) and (3); (6) Use the ABC search operator, formula (4), to search again around the new position of each particle, and use the search result as the final new position of the particle; (7) Determining whether the new position bi of the i-th particle is less than 1e-5, and if so, replacing the new position of the particle with the original position, and if not, retaining; (8) t = t + 1, return to step (2); (9) Reaching the algorithm end condition, outputting the optimal fitness value gbest and the optimal position gbest_b, and finding another model parameter a according to b; (10) Comparing the estimated software cumulative failure number a with the actual software cumulative failure number n, and ending if the error is within the acceptable range, otherwise performing step (11); (11) Using prior knowledge described in 3.3 and return to step (1) and search again until the most suitable parameters a and b are obtained.
IV. EXPERIMENT DESCRIPTIONS
This paper got experimental data from five sets of interval data sets of software failure: SYS1, SS3, CSR1, CSR2 and CSR3 obtained in the actual industrial project. The data download address is http://www.cse.cuhk.edu.hk/lyu/book/ reliability/data.html [20] . Units of the five data sets unify in seconds. Especially in this five sets of interval data sets, the failures and testing time of CSR3 data failures are obviously less than the other four groups. This data set of limited failures and testing time will put forward higher requirements on generality and accuracy of algorithm. And the solution of CSR3 is naturally a well distinguishment on different algorithm. The specific number of failures and testing time is in the Table 1 and Table 2 .
A. COMPARISON OF PSO WITH TWO FITNESS FUNCTIONS 1) PARAMETER ESTIMATION
In this section, we will compare the PSO-based software reliability model parameter estimation method of Euclidean distance with the PSO method using new fitness function. Software reliability model adopts GO model. The algorithm run for 20 rounds initially, taking the best results from the principles in Section 3 as the initial value. The experimental results and comparison are shown in Table 3,  Table 4 and From Table 3, Table 4 , and Table 5 , we can see that the cumulative failure number a estimated by the new PSO-based software reliability model parameter estimation method is more generally accurate than that using Euclidean distance, which is specifically shown as: 1) Except CSR3 data set which has relative small amount of data and short test time, the error rate of the cumulative failure number a estimated by other four sets of data is within 0.1% to the actual n. The result shows that the PSO method with new fitness function is better than the method using Euclidean distance in general data sets.
2) Though the result of the CSR3 data set is not better than the result using fitness function of Euclidean distance, it has been improved and shown in subsequent sections of this paper: " With the new fitness function, the ABC method can achieve better results than the method using fitness function of Euclidean distance, shown in section IV-B " In the case of using the hybrid PSO-ABC algorithm, results are significantly better than the method using fitness function of Euclidean distance, shown in section IV-D
2) ESTIMATION AND PREDICTION
In this section, we focus on the parameter estimation and model prediction. For the two fitness functions, the parameters of the GO model have been estimated by using the first half failures of the five data sets, and then the estimated parameters are substituted into the function expression of the GO model to predict the occurrence moment of the second half failures. The algorithm run for 20 times, and the best result was selected in accordance with the principles in Section III. The experimental results are shown in Table 6 and Table 7 : From Table 8 , we can find the results of parameter estimation based on the first half of the data sets: VOLUME 7, 2019 " The error between the results estimated by new fitness function and the actual failures is still slight in first four data set " The error between the results estimated by fitness function of Euclidean distance and the actual failures is very large " The method using new fitness function has better solution than that using Euclidean distance in general considering the mean square error It shows that the new fitness function proposed in this paper can estimate more reasonable cumulative number of software failures in a real industrial project with only a part of known failure data.
Next, the parameters in Table 6 and Table 7 are substituted into the formula (1). According to the formula, we predicted the occurrence moment of the second half failures of the five data sets. The comparisons between the predicted curve and the actual curve shown in Figure 2 to 6: From the Figure 2 to 6, we can see that: " The curves predicted by the new fitness function proposed in this paper although has a slight difference with the actual curve, but the basic trend is same. " The curve is exponentially distributed, the slope of the curve increases, showing that the software failure occurrence time interval is increasing, indicating that the reliability of the software is gradually improved, which is consistent with the factual situation that the reliability of software is improved with the discovery and modification of failures during software testing. It showed that, based on the new fitness function, using half of the failure data to estimate model parameter, and then using the model to predict the time when the later failure occurred is relatively feasible and accurate in practice.
3) DELETION OF INCORRECT SOLUTION
This section will specifically address some of the problem solutions to illustrate the need of deleting incorrect solution. Table 9 shows the incorrect solutions in the experiment. It can be seen from Table 9 that: " When the accuracy of the parameter b reaches le-6 or higher, the cumulative failure number a obtained is much larger than the actual cumulative failure number " When the parameter b is negative, the cumulative failure number a obtained is negative. Both of these parameters are clearly incorrect More important, if no deletion of the incorrect solution, the algorithm will run more times to get the satisfied solution. Table 10 compares the times of runs taken by the algorithm to find the satisfied solution before and after the incorrect solution is deleted. It can be seen from Table 10 that: " If the incorrect solution is not deleted, the algorithm needs much more times to get a satisfied solution, especially for the SS1,SS3 and CSR2 " When the incorrect solution is deleted, the time of the algorithm getting a satisfied solution is significantly reduced, all within 20 times, which further illustrates the importance of deleting the incorrect solution From Table 9 and Table 10 , this paper:
" Control the accuracy of parameter b to le-5 which will not cause too many incorrect solution " Deleting the incorrect solution during the iteration of algorithm
4) PRIOR KNOWLEDGE
This section compares the solutions considering the prior knowledge or not. The prior knowledge has been explained in section 3.3. The comparison with solutions obtained considering the prior knowledge or not by running PSO with new fitness function for 20 times is described in Table 11 . It can be seen from Table 11 that: " When the prior knowledge is not considered, the error rate between the estimated cumulative failures a and the actual failures is very high " When the prior knowledge is considered, the error rate is greatly reduced. The cumulative failures a is very close to the actual failures It is noted that this paper has deleted the incorrect solution and considered the prior knowledge during the algorithm iteration in the subsequent section.
B. Comparison of ABC and PSO Algorithms with different fitness function 1) PARAMETER ESTIMATION
The parameters of ABC algorithm are set as follows:
1) The number of nectar sources m equals the number of candidate solutions which is 60.
2) The maximum iterations Tmax equals 500.
3) The maximum times that a nectar source mined is 100.
4) The fitness value accuracy requirements k 1e(−5 ).
5) The location of each candidate solution, that is the parameter b of the GO model, is initialized to a random number between (0, 1).
6) The stopping condition of the algorithm is to achieve the maximum number of iterations or the required accuracy of the fitness value.
The algorithm initially run 20 times, and the best results will be selected in accordance with the principles described in Section 3. The experimental results are shown in Table 12 and Table 13 :
From Table 14 , we can see: " The cumulative failure number a estimated by the ABC method with new fitness is more accurate than that of PSO using fitness function of Euclidean distance in all five data sets VOLUME 7, 2019 " Except CSR3, the error rate of the actual result n is within 0.6%, which effectively illustrates the feasibility and accuracy of this new ABC method " The mean square error of ABC using new fitness function is much better than that of PSO using Euclidean distance " Especially for the CSR3 which has a relative small amount of data and testing time, the result obtained by ABC with new fitness function is better than PSO method using Euclidean distance According to the error comparison shown in Table 14 , it showed the ABC method with new fitness function not only has a more accuracy but also has a more generality because all the results got by ABC with new fitness function are better, especially the CSR3, due to its ability to the avoidance of premature convergence.
2) ESTIMATION AND PREDICTION
In this section, for the two methods, the parameters of the GO model are estimated by using the first half failure of the five data sets, and then the estimated parameters will be substituted into GO model to predict the occurrence moments of the second half failures. The algorithm initially run for 20 times, and the best results will be taken in accordance with the principles in Section III. The experimental results are shown in Table 15 and Table 16 : Observing Table 17 , we can find that only the first half of the data set been used for parameter estimation. When using the half data: " The ABC method with new fitness function is better than PSO method with fitness function of Euclidean distance. That is to say, the ABC method with new fitness function still has better running results when the amount of data is limited, and the PSO method with fitness function of Euclidean distance showed its shortcomings of the algorithm in this condition. " In the actual industrial project, if there is a small amount of failure data known, the ABC method with new fitness function proposed in this paper could estimate a more reasonable number of software cumulative failures. Next, the parameters in Table 15 and Table 16 are substituted into the formula (1). According to the formula, we predicted the occurrence moment of the second half failures of the five data sets. The comparison between the predicted curve and the actual curve shown in Figure 7 to 11: From the Figure 7 to 11, we can see that: " The curves predicted by the new ABC method proposed in this paper has a certain error with the actual curve, but the basic trend is the same, that is, the failure occurrence moment increases with the increase of the failure number. " And the curve is exponentially distributed, the slope of the curve increases, showing that the software failure occurrence time interval is increasing, indicating that the reliability of the software is gradually improved, which is consistent with the factual situation that the reliability of software is improved with the discovery and modification of failures during software testing. It showed that it is feasible and more accurate in comparison using the new ABC method proposed in this paper with half failure data to estimate the model parameter, and then predicted the occurrence moment of the second half failures through the model.
C. COMPARISON OF PSO AND ABC ALGORITHMS WITH NEW FITNESS FUNCTION
We have compared the performance of parameter estimation method based on the PSO with fitness function of Euclidean distance and new fitness function, the experimental results showed that both the parameter estimation and the model prediction have achieved good results with the proposed method, and the accuracy has been greatly improved. However, PSO algorithm suffers from the disadvantages of premature convergence in the later iterations, leading to premature convergence and affecting the accuracy of the solution. It takes into account that the advantages of the ABC algorithm has a strong global exploration capability and its low probability of being trapped into the suboptimal solution. Considering the fact that the ABC algorithm has strong global exploration ability, and is not easy to fall into the suboptimal situation, this section will use the ABC algorithm to estimate GO model parameter based on the new fitness function and compare the results with the PSO algorithm. 
1) PARAMETER ESTIMATION
The experimental results are shown in Table 18 . The comparison with the results of the PSO algorithm is shown in Table 19 : From Table 20 , we can see that: " The results obtained by two method are all very closed to actual failure in first four data sets " The ABC method has a better solution than PSO in CSR3 which has a relative small quantity of data and short testing time. This is due to that ABC has a strong and stable global exploration ability, and is not easy to fall into the suboptimal situation " The ABC has a better result in mean square error which means the ABC method has a better performance in general
2) ESTIMATION AND PREDICTION
In this section, we will estimate the parameters and make a prediction using PSO and ABC with new fitness function on first half data from the five sets. In the function expression, the failure occurrence moment of the second half failure is predicted and has a comparison. The experimental results are shown in Table 21 , Table 22 shows the comparison with the results of the PSO algorithm.
Comparing Table 21 and Table 22 , we can see that: " The results obtained by two method are all very closed to actual failure in first four data sets " The ABC has a better solution than PSO in mean square error " The ABC has a solution which is more closer to actual failures than PSO on CSR3 " The ABC has a better solutions than PSO in four data sets and the other solution is very close as well " The differences of mean square error between ABC and PSO shown in Table 23 are larger than what shown in Table 20 , which means ABC has an ability to acquire better solutions than PSO especially in limited data The parameters in Table 21 and Table 22 are substituted back to formula (1) below. According to the formula, we predicted the occurrence moment of the second half failures of the five data sets, and the obtained prediction result curve was compared with the actual curve, as in Figure 12 Based on the respective advantages and disadvantages of the PSO algorithm and the ABC algorithm, this section proposed a PSO-ABC hybrid algorithm to estimate the parameters of the GO model based on that proposed in this paper, and compare the execution results with a single algorithm.
1) PARAMETER ESTIMATION
In the experiment, the first step is to initialize. The three algorithms runs for 20 times. According to the principle in Section 3, the best result was taken as a solution. The experimental results are shown in Table 24 . The comparison with the results of a single algorithm is shown in Table 25 . Table 27 shows the average value of a during 20 runs. Table 28 shows the error comparison about average value of a during 20 runs:
From Table 26 to Table 28 , it can be found that: " The three methods all have a very accurate solution on the first four data sets " The error of the average value of the PSOABC algorithm is small " The PSO and ABC also has a unsatisfied solution on data set CSR3 VOLUME 7, 2019 " The hybrid method has a solution very close to the actual failure in CSR3 that make a great advantage to single PSO and ABC " The hybrid method has a minimum mean square error which mean it has a better performance in general This shows that using the PSO-ABC hybrid algorithm not only improves the accuracy of the parameter estimation, but also shows its huge advantages in limited data and testing time without extra computation times. 
2) ESTIMATION AND PREDICTION
In this section, we implement parameter estimation and model prediction based on the PSO-ABC hybrid algorithm. We estimate the parameters of the GO model by using the first half data of the five dataset, and then substitute the estimated parameters into GO function expression of the model, the failure occurrence moment of the second half failure is predicted, and the execution effect of the hybrid algorithm is viewed and compared with the result of a single algorithm.
The algorithm is run 20 times initially, and the best results are taken according to the principle in the section 3. The experimental results are shown in Table 28 . Table 29 shows the comparison with the results of a single algorithm. Table 32 shows the average value of a during 20 runs. Table 33 shows the error comparison about average value of a during 20 runs:
It can be found from Table 30 to Table 33 when only the first half failures is known:
" PSO-ABC hybrid algorithm has the small error of the average value " PSO-ABC hybrid algorithm has the ability to acquire better solution in general considering the mean square error " PSO-ABC hybrid algorithm has a great advantage on limited data considering the solution of CSR3 which much better than single PSO and ABC It is shown that in actual industrial projects, when only a small part of the failure data is obtained, the PSO-ABC hybrid algorithm can more accurately estimate the cumulative VOLUME 7, 2019 failure number of the software, which is closer to the actual result.
The parameters in Table 27 and Table 28 are brought back to formula (1) below. According to the formula, we predicted From figures 17 to 21, it can be found that:
" The curves predicted by the three algorithms are compared with the actual curves, although there are certain errors, but the basic trends are consistent " The PSO-ABC hybrid algorithm is simple to implement and has a fast convergence speed " Using the PSO-ABC hybrid algorithm to estimate the model parameters and predict the moment that subsequent failure occurs is feasible in practice, and is more accurate and reasonable than single PSO and ABC
V. CONCLUSION
This paper firstly compared the PSO-based software reliability model parameter estimation method proposed by previous researchers with a proposed method using a new fitness function. The experimental results on whole and half data proved the feasibility and accuracy of the new fitness function. Then, taking into account the shortcomings of the PSO algorithm and the advantages of the ABC algorithm, we also use the ABC algorithm to estimate the parameters of the GO model based on the new method, and compare the execution result with the PSO algorithm. Experimental results on whole and half data showed that the ABC algorithm perform parameter estimation and model prediction more accurately than PSO algorithm. However, ABC algorithm is at the expense of increasing the complexity of the algorithm and the number of executions when used in the estimation of model parameters. Therefore, the PSO-ABC hybrid algorithm proposed in this paper was used to estimate the model parameters and the results were compared. The results on whole and half data showed that the hybrid algorithm is not only simple and efficient, but also the accuracy of the parameter estimation results is greatly improved compared to a single algorithm, and it can well meet the actual needs especially in limited data and testing time.
