We study the problem of change point detection for covariance matrices in high dimensions. We assume that we observe a sequence {X i } i=1,...,n of independent and centered p-dimensional sub-Gaussian random vectors whose covariance matrices are piecewise constant. Our task is to recover with high accuracy the number and locations of the change points, which are assumed unknown. Our generic model setting allows for all the model parameters to change with n, including the dimension p, the minimal spacing between consecutive change points ∆, the magnitude of smallest change κ and the maximal Orlicz-ψ 2 norm B of the covariance matrices of the sample points. Without assuming any additional structural assumption, such as low rank matrices or having sparse principle components, we set up a general framework and a benchmark result for the covariance change point detection problem.
Introduction
Change point detection in time series data has a long history and can be traced back to World War II, during which the change point detection was specifically demonstrated in a sequential fashion and heavily used in quality control. Wald (1945) was published shortly after the war and formally introduced sequential probability ratio test (SPRT), which consists of simple null and alternative hypotheses and is based on sequentially calculating the cumulative sum of log-likelihood ratios. Page (1954) relaxes the statistic to the cumulative sum of weights, which are not restricted to loglikelihood ratios, namely cumulative sum (CUSUM). Since then, a tremendous amount of efforts have been dedicated to this problem (see, e.g. James et al., 1987; Siegmund and Venkatraman, 1995) with applications ranging from clinical trials to education testing, signal processing and cyber security.
In the last few decades, with the advancement of technology, an increasing demand from emerging application areas, e.g. finance, genetics, neuroscience, climatology, has fostered the development of statistical theories and methods for change point detection also in an offline fashion. Given a time series data set, instead of assuming it is stationary over the whole time course, it is more robust and realistic to assume that it is stationary only within time segments, and the underlying models may change at certain time points. Formally, we assume that we observe n variables X 1 , . . . , X n such that,
F 1 , i = 1, . . . , t 1 − 1, F 2 , i = t 1 , . . . , t 2 − 1, . . . , F K , i = t K−1 , . . . , n,
where F 1 , . . . , F K , K ≥ 2, are distribution functions, F k−1 = F k , k = 2, . . . , K, and {t 1 , . . . , t K−1 } ⊂ {2, . . . , n − 1} are unknown change point locations. Testing the existence of change points and estimating the locations of the change points are of primary interest.
The simplest and best-studied scenario of model (1) is that
is a univariate time series, and {f i } n i=1 is a piecewise constant signal. Change point detection here means detecting changes in the mean of a univariate time series. An abundance of literature exists on this model and variants thereof. See Section 1.2 below for a literature review.
The properties of the covariance are also of key theoretical and practical importance in statistics, and detecting the covariance changes in a time series data set also has a long history. See Section 1.2 below for some literature review. In this paper we investigate the problem of change point detection and localization for covariance matrices. We consider what is arguably the most basic setting for the problem in (1): we observed a sequence {X 1 , . . . , X n } of independent and centered random vectors in R p with respective covariance matrices {Σ 1 , . . . , Σ n } with that max i Σ i ψ 2 ≤ B. We assume that Σ i = Σ i+1 for all time points i except for a few, which we refer to as the change points. We denote with ∆ the minimal distance between two consecutive change points and with κ the magnitude of the smallest change, measured by the operator norm of the difference between the covariance matrices at two consecutive change points. The parameters p, ∆, B and κ completely characterize the change point localization problem's difficulty, which, for a given n, is increasing in p and B and decreasing in ∆ and κ. In fact, for reason that will become clear later on, it will be convenient to aggregate the parameters B and κ into one parameter κ B 2 , which effectively plays the role of the signal-to-noise ratio. Our goal is to identify all the change points and to locate them, i.e. to estimate their values accurately.
List of contributions
In the following, we summarize the main contributions of this paper.
1. We describe and analyze two algorithms for covariance change point localization. The first one, called BSOP (Binary Segmentation in Operator Norm), is based on an adaptation to the covariance setting of the popular binary segmentation (BS) algorithm (e.g. Vostrikova, 1981) for change point detection of the mean of a univariate signal. The BSOP algorithm is rather simple to implement and fast. Under appropriate assumptions, we show in Theorem 1 that BSOP can consistently estimate all the change points, but with a localization rate that is suboptimal, especially, when the dimension p is allowed to grow with n. This finding is consistent with the corresponding analysis of the BS algorithm for the univariate mean localization problem contained in Fryzlewicz (2014) , who showed that the BS algorithm is only consistent but possibly sub-optimal. Our second algorithm, called WBSIP (Wild Binary Segmentation through Independent Projections), is significantly more refined and yields much sharper, in fact minimax rate-optimal, localization rates than BSOP under a set of different and milder assumptions; see Theorem 2. The WBSIP procedure combines data splitting and independent projections, which have been shown to be effective for mean change point localization in high-dimensional setting by Wang and Samworth (2016) , with the wild binary segmentation (WBS) procedure of Fryzlewicz (2014) . We emphasize that WBSIP is fundamentally different in its mechanics and goals from the method of Wang and Samworth (2016) and that the theoretical analysis of both the BSOP and the WBSIP procedures, though heavily inspired by Fryzlewicz (2014) , is significantly more involved and delivers sharper localization rates. See below for a more detailed comparison with these two aforementioned references.
2. We obtain a lower bound on the localization rate for the problem at hand and demonstrate that WBSIP is in fact minimax rate-optimal, up to a log(n) factor. Interestingly, our analysis reveals a phase transition effect over the space of the model parameters: if ∆ = O B 4 pκ −2 then no consistent estimator of the locations of the change points exists. On the other hand, if ∆ = Ω B 4 pκ −2 log(n) then WBSIP will guarantee a localization rate of the order B 4 κ −2 log(n), which, up to a log(n) term, is minimax optimal. While consistency of change point estimation for high dimension mean vectors and covariance matrices has been recently tackled by several authors (see, e.g., Baranowski et al., 2016; Wang and Samworth, 2016; Aue et al., 2009; Avanesov and Buzun, 2016) , to the best of our knowledge, this phase transition effect has not been established elsewhere. Overall, our lower bound results and the upper bound on the localization rate afforded by WBSIP procedure provide a complete characterization of the problem of change point localization in the covariance setting described above.
3. In our analysis, we rely on finite sample bounds and allow all the relevant parameters, namely p, ∆ and κ B 2 to change with n. We also do not make any structural assumption on the covariance matrices, such as low-rank or sparsity. Overall, our framework is general, and enables our results to serve as theoretical benchmarks for the study of other covariance change point detection problems.
Relevant and related literature
For the classical problems of change point detection and localization of the mean of a univariate time series, least squares estimation is a natural choice. For example, Yao and Au (1989) uses the least squares estimators to show that the distance between the estimated change points and the truths are within O p (1). Lavielle (1999) and Lavielle and Moulines (2000) consider penalized least squares estimation and prove consistency in the presence of strong mixing and long-range dependence of the error terms ε i 's. consider the least squares criterion with a total variation. Besides least squares estimation based methods, other attempts have also been made. For instance, Davis et al. (2006) propose a model based criterion on an autoregressive model. Wang (1995) detects the change points using fast discrete wavelet transform. , Qian and Jia (2012) , Rojas and Wahlberg (2014) and Lin et al. (2017) consider the fused lasso (Tibshirani et al., 2005) to penalize the differences between the signals at two consecutive points to detect the change points. Frick et al. (2014) introduce a multiscale statistic based procedure, namely simultaneous multiscale change point estimator, to detect change points in piecewise constant signals with errors from exponential families. More recently, Li et al. (2017) extends the multiscale method to a class of misspecified signal functions which are not necessarily piecewise constants. The method of Davies and Kovac (2001) can also be used to determine the locations of change points in a piecewise constant signal. Chan and Walther (2013) study the power of the likelihood ratio test statistics to detect the presence of change points.
Among all the methods, BS (e.g. Vostrikova, 1981) is 'arguably the most widely used changepoint search method' (Killick et al., 2012) . It goes through the whole time course and searches for a change point. If a change point is detected, then the whole time course is split into two, and the same procedure is conducted separately on the data sets before and after the detected change point. The procedure is carried on until no change point is detected, or the remaining time course consists of too few time points to continue the test. Venkatraman (1992) proves the consistency results of the BS method in the univariate time series mean change point detection, with the number of change points allowed to increase with the number of time points.
It is worth to mention a variant of BS, namely WBS, which is proposed in Fryzlewicz (2014) and which can be viewed as a flexible moving window techniques, or a hybrid of moving window and BS. Instead of starting with the whole data set and doing binary segmentation, WBS randomly draws a collection of intervals under certain conditions, conducts BS on each interval, and return the one which has the most extreme criterion value among all the intervals. Compared to BS, under certain conditions, WBS is more preferable when multiple change points are present. In the univariate time series mean change point detection problem, Venkatraman (1992) shows that in order to achieve the estimating consistency using BS algorithm, the minimum gap between two consecutive change points should be at least of order n 1−β , where n is the number of time points, and 0 ≤ β < 1/8; as claimed in Fryzlewicz (2014) , by using WBS algorithm, this rate can be reduced to log(n).
All the literature mentioned above tackles univariate time series models, however, in the big data era, data sets are now routinely more complex and often appear to be multi-or high-dimensional, i.e. X i ∈ R p , where p is allowed to grow with the number of data points n. Horváth and Hušková (2012) propose a variant of the CUSUM statistic by summing up the square of the CUSUM statistic in each coordinate. Cho and Fryzlewicz (2012) transform a univariate non-stationary time series into multi-scale wavelet regime, and conduct BS at each scale in the wavelet context. Jirak (2015) allows p to tend to infinity together with n, by taking maxima statistics across panels coordinatewise. Cho and Fryzlewicz (2015) propose sparsified binary segmentation method which aggregates the CUSUM statistics across the panel by adding those which exceed a certain threshold. Cho (2015) proposes the double CUSUM statistics which, at each time point, picks the coordinate which maximizes the CUSUM statistic, and de facto transfers the high-dimensional data to a univariate CUSUM statistics sequence. Aston and Kirch (2014) introduces the asymptotic concept of highdimensional efficiency which quantifies the detection power of different statistics in this setting. Wang and Samworth (2016) study the problem of estimating the location of the change points of a multivariate piecewise-constant vector-valued function under appropriate sparsity assumptions on the number of changes.
As for change point detection in more general scenarios, the SPRT procedure (Wald, 1945) can be easily used for the variance change point detection. Based on a generalized likelihood ratio statistic, Baranowski et al. (2016) tackle a range of univariate time series change point scenarios, including the variance change situations, although theoretical results are missing. Picard (1985) proposes tests on the existence of change points in terms of spectrum and variance. Inclan and Tiao (1994) develop an iterative cumulative sums of squares algorithm to detect the variance changes. Gombay et al. (1996) propose some tests on detection of possible changes in the variance of independent observations and obtain the asymptotic properties under the non-change null hypothesis. Berkes et al. (2009) , among others, extend the tests and corresponding results to linear processes, as well as ARCH and GARCH processes. Aue et al. (2009) considers the problem of variance change point detection in a multivariate time series model, allowing the observations to have m-dependent structures. Note that the consistency results in Aue et al. (2009) are in the asymptotic sense that the number of time points diverges and the dimension of the time series remains fixed. Aue et al. (2009) also require the existence of good estimators of the covariance and precision matrices, and the conditions thereof are left implicit. Barigozzi et al. (2016) deal with a factor model, which is potentially of high dimension p/n = O(log 2 (n)), and use the wavelet transforms to make the data possibly dependent across the timeline. Note that the model in Barigozzi et al. (2016) can be viewed as a specific covariance change point problem, where the additional structural assumption allows the dimensionality to go beyond the sample size.
As for the problem of hypothesis testing for high dimensional covariance matrices, which corresponds to the problem of change point detection, the literature is also abundant. In the cases where p fixed and n → ∞, the likelihood ratio test (Anderson, 2003) has a χ 2 p(p+1)/2 limiting distribution under H 0 : Σ = I. When both n, p → ∞ and p/n → c ∈ (0, ∞), Johnstone (2001) extended Roy's largest root test (Roy, 1957) and derived the Tracy-Widom limit of its null distribution, to name but a few. In the case where n, p → ∞ and p/n → ∞, Birke and Dette (2005) derived the asymptotic null distribution of the Ledoit-Wolf test (Ledoit and Wolf, 2002) . More recently, Cai and Ma (2013) studied the testing problem in the setting p → ∞ from a minimax point of view and derived the testable region in terms of Frobenius norm is of order p/n.
It is important to highlight the differences between this paper and two closely related papers: Wang and Samworth (2016) and Fryzlewicz (2014) .
• Wang and Samworth (2016) investigate a completely different change point detection problem, targeting (sparse) means and not covariances. Furthermore, even though our main algorithm, based on sample splitting and random projections, is inspired by the methodology proposed in Wang and Samworth (2016) , it is completely different in its design, properties and goals. In particular, unlike WBSIP, the algorithm in Wang and Samworth (2016) relies on semidefinite programming and is indirectly targeting the recovery of the sparse support of a mean vector. The assumptions we make are also rather different: in particular, we do not make any structural assumptions, such as sparsity, nor do we require any eigengap condition. As a result, the theoretical analysis of our algorithms is also different, and a direct adaptation of their results to our setting will lead to sub-optimal rates.
• The WBS algorithm put forward by Fryzlewicz (2014) is a powerful and flexible methodology for change point localization, and is a key element of our WBSIP procedure, as well as the procedure developed by Wang and Samworth (2016) . WBS is specifically designed for univariate time series with piece-wise constant mean, whereby the signal strength is decoupled from the noise variance and the optimal solution remains translation invariant. These features are not present in the more complex covariance setting. Thus, the advantageous properties of the WBS procedure, as demonstrated in Fryzlewicz (2014) , need not directly apply to our setting. In fact, the accompanying theoretical results about WBS in Fryzlewicz (2014) are not well suited for our purposes, as they would not directly lead to the optimal rates we manifest for WBSIP (and neither would the alternative analysis of WBS presented Wang and Samworth (2016) ). As a result, we have carried out a more refined and sharper analysis of the performance of WBS that allows us to derive an optimal dependence on all the model parameters (especially κ). This improvement is far from trivial and may be of independent interest, as it is also immediately applicable to the mean change point detection problem itself (although we do not pursue this direction here).
Organization of the paper
The rest of the paper is organized as follows. In Section 2, we propose two different methods for covariance change point detection problem. All three methods are shown to be consistent, but under different conditions, and the wild binary segmentation with independent projection has the location error rate being log(n). In Section 3, we show the lower bound of the location error rate in the covariance change point detection problem is log(n), which implies that the wild binary segmentation with independent projection is minimax optimal. Further discussion and future work directions can be found in Section 4.
Notation
For a vector v ∈ R p and matrix Σ ∈ R p×p , v and Σ op = max v =1 |v ⊤ Σv| indicate the Euclidean and the operator norm, respectively; for any integrable function f (·) : R → R, denote f 1 = x∈R |f (x)| dx as the ℓ 1 -norm of f (·).
Main Results
In this paper, we study the covariance change point detection in high dimension. To be specific, we consider a centered and independent time series
. . , n} be the collection of time points at which the covariance matrices of X i 's change. The model is formally summarized as follows with Orlicz norm · ψ 2 , which is defined in Definition 2 in Appendix A. Assumption 1. Let X 1 , . . . , X n ∈ R p be independent sub-Gaussian random vectors such that
. . , n} be a collection of change points, such that η 0 = 0 and η K+1 = n and that
Assume the jump size κ = κ(n) and the spacing ∆ = ∆(n) satisfy that
and
Remark 1 (The parameter B). The assumption that max i X i ψ 2 ≤ B is imposed in order to control the order of magnitude of the random fluctuations of the CUSUM covariance statistics, given below in Definition 1, around its means. See Lemma 5 in the Appendix for details. At the same time, the chain of inequalities (2) shows also that max i Σ i op ≤ 2B 2 , so that the same assumptions amount also to a uniform upper bound on the operator norm of the covariance matrices of the data points. In this regard, B may be reminiscent of the assumption that the signal be of bounded magnitude sometimes used in the litarature on mean change point detection: see, e.g. Fryzlewicz (2014, Assumption 3.1(ii) ) and Venkatraman (1992, Condition (iii) on page 11). However, while in the mean change point detection problem such boundedness assumption can be in fact removed because the optimal solution is translation invariant (see, e.g., Wang and Samworth, 2016) , this is not the case in the present setting. Indeed, a constant shift in the largest eigenvalue of the population covariance matrices also implies a change in the precision with which such matrices can be estimated. Thus, it is helpful to think of B 2 as some form of variance term.
Remark 2 (Relationship between κ and B). The parameters κ and B are not variation independent, as they satisfy the inequality κ ≤ B 2 /4. In fact,
where the second-to-last inequality follows from Equation (17) in Appendix A. For ease of readability, we will instead use the weaker bound κ ≤ B 2 throughout. In fact, in our analysis we will quantify the combined effect of both κ and B with their ratio κ B 2 , which we will refer to as the signal-to-noise ratio. Larger values of such quantities lead to better performance of our algorithm. It is important to notice that the signal-to-noise ratio, and the task of change point detection itself, remains invariant with respect to any multiplicative rescaling of the data by an arbitrary non-zero constant.
In Assumption 1, all the relevant parameters p, ∆, K, B and κ are allowed to be functions of the sample size n, although we do not make this dependence explicit in our notation for ease of readability. This generic setting allows us to study the covariance change point problem with potentially high-dimensional data, with growing number of change points and decreasing jump sizes.
Motivated by the univariate CUSUM statistic for mean change point detection, we define the CUSUM statistic in the covariance context. Definition 1 (Covariance CUSUM). For X 1 , . . . , X n ∈ R p , a pair of integers (s, e) such that 0 ≤ s < e − 1 < n, and any t ∈ {s + 1, . . . , e − 1}, the covariance CUSUM statistic is defined as
Its expected value is
In the rest of this section, we propose two algorithms to detect the covariance change points. Detailed algorithms and the main consistency results are presented in this section, with the proofs provided in the Appendices. The advantages of each algorithm will be discussed later in the section.
Consistency of the BSOP algorithm
We begin our study by analyzing the performance of a direct adaptation of the binary segmentation algorithm to the matrix setting based on the distance induced by the operator norm. The resulting algorithm, which we call BSOP, is given in Algorithm 1. The BSOP procedure works as follows: given any time interval (s, e), BSOP first computes the maximal operator norm of the covariance CUSUM statistics over the time points in (s + ⌈p log(n)⌉, e − ⌊p log(n)⌋); if such maximal value exceeds a predetermined threshold τ , then BSOP will identify the location b of the maximum as a change point. The interval (s, e) is then split into two subintervals at b and the procedure is then iterated separately on each of the resulting subintervals (s, b) and (b, e) until an appropriate stopping condition is met.
The BSOP algorithm differs from the standard BS implementation in one aspect: the maximization of the of the operator norm of the CUSUM covariance operator is carried out only over the time points in (s, e) that are away by at least p log(n) from the endpoints of the interval. Such restriction is needed to obtain adequate tail bounds for the operator norm of the covariance CUSUM statistics S s,e t given in Definition 1 and of the centered and weighted empirical covariance matrices. See Lemma 5 in Appendix A.
Algorithm 1 Binary Segmentation through Operator Norm. BSOP((s, e), τ )
INPUT: To analyze the performance of the BSOP algorithm we will impose the following assumption, which is, for the most part, modeled after Assumption 3.2 in Fryzlewicz (2014) .
Assumption 2. For a sufficiently large constant C α > 0 and sufficient small constant c α > 0,
When the parameters κ and B are fixed, the above assumption requires ∆, the minimal spacing between consecutive change point, to be of at least slightly smaller order than n, the size of the time series. This is precisely Assumption 3.3 in Fryzlewicz (2014) (see also Cho and Fryzlewicz, 2015) . The fact that ∆ cannot be too small compared to n in order for the BS algorithm to exhibit good performance is well known: see, e.g., Olshen et al. (2004) . In Assumption 2, we require also the dimension p to be upper bounded by n 8Θ−7 log(n) , which means that p is allowed to diverge as n → ∞.
Remark 3 (Generalizing Assumption 2). In Assumption 2 we impose certain constraints on the scaling of the quantities B, κ, ∆ and p in relation to n that are captured by a single parameter Θ, whose admissible values lie in (7/8, 1]. The strict lower bound of 7/8 on Θ is determined by the calculations outlined below on (5) and (6), which are needed to ensure the existence of a nonempty range of value for the input parameter τ to the BSOP algorithm. In fact, Assumption 2 may be generalized by allowing for different types of scaling in n of the signal-to-noise ratio κB −2 , the minimal distance ∆ between consecutive change points and the dimension p. In detail, we may require that κB −2 n Θ 1 , ∆ n Θ 2 and p log(n) n Θ 3 for a given triplet of parameters (Θ 1 , Θ 2 , Θ 3 ) in an appropriate subset of [0, 1] ⊗3 . Such a generalization would then lead to consistency rates in n that depend on all these parameters simultaneously. However, the range of allowable values of (Θ 1 , Θ 2 , Θ 3 ) is not a product set due to non-trivial constraints among them. We will refrain from providing details and instead rely on the simpler formulation given in Assumption 2.
Theorem 1 (Consistency of BSOP). Under Assumptions 1 and 2, let B = {η k } K k=1 be the collection of the estimated change points from the BSOP((0, n), τ ) algorithm, where the parameter τ satisfies
for some constant C 1 ∈ (0, 1) and where
for some C 2 > 0. Then,
for some absolute constant c > 0.
Remark 4. The condition (3) on the admissible values of the input parameter τ to the BSOP algorithm is well defined. Indeed, by Assumption 2, for all pairs (s, e) such that e − s > 2p log(n), we have that
where in the chain of inequalities we have used Assumption 2 repeatedly. It is also worth noting that the difference between the right-hand-side and the left-hand-side of (3) increases as Θ increases to 1. Finally we remark that in the proof of Theorem 1, we actually let C 1 = 1/8, but this is an arbitrary choice and it essentially depends on the constants C α and c α from Assumption 2.
Proof of Theorem 1. By induction, it suffices to consider any pair of integers s and e such that (s, e) ⊂ (0, T ) and satisfying
where q = −1 indicates that there is no change point contained in (s, e). It follows that, for sufficiently small c α > 0 and sufficiently large C α > 0,
where the second inequality stems from Assumption 2, the third inequality holds by choosing sufficiently small c α and sufficiently large C α and the last inequality follows from the fact that κ ≤ B 2 . Then, for any change point should be (s, e), it is either the case that
Similar considerations apply to the other endpoint e. As a consequence, the fact that min{|η p − e|, |η p − s|} ≤ ǫ n implies that η p is a detected change point found in the previous induction step, while if min{η p − s, η p − e} ≥ 3∆/4 we can conclude that η p ∈ (s, e) is an undetected change point. In order to complete the induction step, it suffices to show that BSOP((s, e), τ ) (i) will not find any new change point in the interval (s, e) if there is none, or if all the change points in (s, e) have been already detected and (ii) will identify a location b such that |η p − b| ≤ ǫ n if there exists at least one undetected change point in (s, e).
Set λ = B 2 p log(n). Then, the event A 1 ({X i } n i=1 , λ) defined in Equation (18) holds with probability at least 1 − 2 × 9 p n 3 n cp , for some universal constant c > 0. The proof will be completed in two steps.
Step 1. First we will show that on the event A 1 ({X i } n i=1 , λ), BSOP((s, e), τ ) can consistently detect or reject the existence of undetected change points within (s, e).
Suppose there exists η p ∈ (s, e) such that min{η
where the last inequality follows from Assumption 2. With this choice of δ, we apply Lemma 20 in Appendix D (where we set c 1 = 3/4) and obtain that max t=⌈s+δ⌉,...,⌊e−δ⌋
where the last inequality follows from (5) (in the last step we have set
, BSOP((s, e), τ ) detects the existence of undetected change points if there are any.
Next, suppose there does not exist any undetected change point within (s, e). Then, one of the following cases must occur.
(a) There is no change point within (s, e); (b) there exists only one change point η r within (s, e) and min{η r − s, e − η r } ≤ ǫ n ; (c) there exist two change points η r , η r+1 within (s, e) and that max{η r − s, e − η r+1 } ≤ ǫ n .
Observe that if case (a) holds, then on the event (3) holds, then on the event A 1 ({X i } n i=1 , λ), BSOP((s, e), τ ) has no false positives when there are no undetected change points in (s, e).
Step 2. Assume now that there exists a change point η p ∈ (s, e) such that min{η p −s, η p −e} ≥ 3∆/4 and let b ∈ arg max t=⌈s+δ⌉,...,⌊e−δ⌋
To complete the proof it suffices to show that
Consider the univariate time series (54) and (55) in Appendix D.2. By Lemma 21, b ∈ arg max s≤t≤e | Y t (v)|. Next, we wish to apply Corollary 10 to the time series {Y i (v)} e i=s and {f i (v)} e i=s . Towards that end, we first need to ensure that the conditions required for that result to hold are verified. (Notice that in the statement of Corollary 10, the f i 's are assumed to be uniformly bounded by B 1 , while in this proof the f i (v)'s defined in (55) are assumed to be bounded by 2B 2 .) First, the collection of the change points of the time series {f i (v)} e i=s+1 is a subset of {η k } K+1 k=0 ∩ (s, e). The condition (27) and the inequality 2 √ δB 2 ≤ (3c 1 /4)κ∆(e − s) −1/2 are straightforward consequences of Assumption 2, while (35) follows from the fact that where the first inequality holds on the event A 1 ({X i } n i=1 , λ) and the second inequality is due to (7) and Assumption 2. Thus, all the assumptions of Corollary 10 are met. An application of that result yields that there exists η k , a change point of {f i (v)} e i=s satisfying (30), such that
The proof is complete by observing that (30) implies min{η k − s, η k − e} ≥ 3∆/4, as discussed in the argument before Step 1.
The proof of the theorem relies on a non-trivial extension of the arguments for proving consistency of the BS algorithm in one-dimensional mean change point detection problems, as done in Venkatraman (1992) . The main difficulty that prevents a direct application of those results is the fact the regions of monotonicity of the function t → Σ s,e t op are hard to derive. Instead, for each pair of integers 1 ≤ s < e ≤ n with e − s > 2p log(n), we study the one-dimensional time series
..,n of the squared coefficients of the projection of the data along a one-dimensional linear subspace spanned by a distinguished unit vector v, which we term the shadow vector. This is simply the leading singular vector of Σ s,e b , where b = arg max t∈(s+p log(n),e−p log(n)) Σ s,e t op
. As it turns out, with such a choice of the shadow vector, the local maxima of CUSUM statistic applied to the corresponding one-dimensional time series coincide with the local maxima of the time series of the values of the operator norm of the CUSUM covariance statistics. As a result, for the purpose of detecting local maxima of the CUSUM covariance statistic, it is enough and in fact much simpler to study the univariate times series of the squared projections onto the appropriate shadow vector. Of course, at each iteration of the BSOP algorithm a new shadow vector and a new univariate time series are obtained and a new local maximum is found. Note that the shadow vector we use here does not need to possess consistency, therefore our algorithm is computationally efficient and attain both tight localization bound and tight phase transition bound. See Appendix D.2 for further comments on the uses and interpretation of the shadow vector.
Theorem 1 implies, that with high probability, the BSOP algorithm will identify all the change points and estimate their locations with an error that is bounded by
Notice that, as expected, the performance of BSOP is deteriorating in the inverse of the signalto-noise ratio parameter κ B 2 , the inverse of the minima distance ∆ between change points and the dimension p. The above bound yields a family of rates of consistency for BSOP, depending on the scaling of each of the quantities involved in it. For example, in the simplest and most favorable scenario whereby B, κ and the dimension p are constants, the bound implies a rate for change point localization of the order ǫ n n n −2Θ+3/2 log(n), which is decreasing in the Θ ∈ (7/8, 1]. In particular, when the number of change points is also kept constant, we have that Θ = 1, yielding a localization rate of order log(n) n . As we will see in the next section, the dependence on the parameters B, κ and ∆ is suboptimal. The advantage of BSOP over the rate-optimal algorithm we introduce next is that BSOP only requires one input parameter, the threshold value τ . Furthermore, when the spacing parameter ∆ is comparable with n and the dimension p of the data grows slowly with respect with n, then BSOP can still deliver good consistency rates. Therefore, despite its suboptimality in general, BSOP is a simple and convenient algorithm which may serve as a competitive benchmark for other procedures.
Consistency of the WBSIP algorithm
In this section we describe and analyze the performance of a new algorithm for covariance changepoint detection, which we term WBSIP for Wild Binary Segmentation through Independent Projections. The WBSIP algorithm is a generalization of the WBS procedure of Fryzlewicz (2014) for mean change point detection and further exploits the properties of shadow vectors. The WBSIP procedure begins by splitting the data into halves and by selecting at random a collection of M pairs of integers (s, e) such that 1 ≤ s < e ≤ n and e − s > p log(n) + 1. In its second step, WBSIP computes, for each of the M random integer intervals previously generated, a shadow vector using one half of the data and its corresponding one-dimensional time series using the other half. The final step of the procedure is to apply the WBS algorithm over the resulting univariate time series. The details of the algorithm are given in Algorithm 2, which describes the computation of the shadow vectors by principal component methods, and Algorithm 3, which implements WBS to the resulting one dimensional time series.
Remark 5. The idea of combining the WBS algorithm with sample splitting is previously used in Wang and Samworth (2016) , who applied it to the problem of mean change-point detection in multivariate settings. Due to the fact that they are recovering a sparse leading eigenvector in a possibly ultrahigh-dimensional setting, their method is inevitably computationally more expensive, and hard to achieve a tight bounds in terms of the sparsity level. This leads to one of the main differences between our approach and theirs -we do no require the shadow vectors to be consistent estimators of subspaces related the true covariance matrices. In particular, our analysis holds without any eigengap assumptions.
In order to analyze the performance of the WBSIP procedure, we will impose the following assumption, which is significantly weaker than Assumption 2.
Assumption 3. There exists a sufficiently large absolute constant C > 0 such that ∆κ 2 ≥ Cp log(n)B 4 .
Remark 6. We recall that all the parameters ∆, κ, p, B are allowed to depend on n. Since κ ≤ B 2 , and assuming without loss of generality that the constant C in the previous assumption is larger than 8, we further have that
which is used repeatedly below. In fact, in the proof we will set C = 32 √ 2. This choice is of course arbitrary and is only made for convenience in carrying out the calculations below. We also recall that the ratio B 4 κ −2 is invariant of multiplicative scaling, i.e. if X ′ i = αX i for all i, then the corresponding ratio B 4 κ −2 stays the same.
Similarly to the BSOP algorithm, WBSIP also applies a slight modification to the WBS algorithm as originally proposed in Fryzlewicz (2014) . When computing the shadow vectors in Algorithm 2, the search for the optimal direction onto which to project the data is restricted, for any
Algorithm 3 Wild Binary Segmentation through Independent Projection. WBSIP((s, e),
The set of estimated change points.
given candidate interval, only to the time points that are at least p log(n) away from the endpoints of the interval. As remarked in the previous section, this ensures good tail bounds for the operator norms of the matrices involved.
A second, more substantial, adaptation of WBS is used in Algorithm 3: when searching for candidate change points inside a given interval, the algorithm only considers time points that are δ-away from the endpoints of the interval, where δ is an upper bound on the localization errorthe term ǫ n in Theorem 2 below. The reasons for such restriction are somewhat subtle: once an estimated change point is found near a true change point, in its next iteration the algorithm can no longer look for change points in that proximity, since this will result, with high probability, in spurious detections. This phenomenon is due to the fact that the behavior of the CUSUM statistic of the projected data is not uniform around its local maxima. Therefore, after a true change point has been detected, the algorithm must scan only nearby regions of low signal-to-noise ratio -so that the probability of false positives can be adequately controlled with a proper choice of the thresholding parameter τ . Thus the need to stay away by at leat the localization error from the detected change points. A very similar condition is imposed in the main algorithm of Wang and Samworth (2016) and implicitly in Korkas and Fryzlewicz (2017) . The value of δ is left as an input parameter (as in Wang and Samworth, 2016) , but any value between the localization error ǫ n given in the statement of Theorem 2 and the minimal distance ∆ between change points will do. In the proof of we Theorem 2 we set δ ≤ 3∆/32.
Theorem 2 (Consistency of WBSIP). Let Assumptions 1 and 3 hold and let {(α m , β m )} M m=1 ⊂ (0, T ) M be a collection of intervals whose end points are drawn independently and uniformly from {1, . . . , T } and such that max 1≤m≤M (β m − α m ) ≤ C∆ for an absolute constant C > 0. Set
for a C 1 > 0. Suppose there exist c 2 , c 3 > 0, sufficiently small, such that the input parameters τ and δ satisfy
Then the collection of the estimated change points B = {η k } K k=1 returned by WBSIP with input parameters of (0, n), {(α m , β m )} M m=1 , τ and δ satisfies
for some absolute constants c > 0.
Remark 7 (The relationships among the constants in Theorem 2). The choice of the constant C is essentially arbitrary but will affect the choice of the constants C 1 , c 2 and c 3 , where c 2 and c 3 in particular have to be picked small enough. This dependence can be tracked in the proof but we refrain from giving further details.
The above theorem implies that the WBSIP algorithm can estimate the change points perfectly well, with high probability, with a localization rate upper bounded by
The consistency also relies on choosing a large enough number of random intervals M . It follows from (9) that M n 2 log(n)∆ −2 is required. The fact that the dimension p does not appear explicitly in the localization rate is an interesting, if not perhaps surprising, finding. Of course, the dimension does affect (negatively) the performance of the algorithm through Assumption 3: keeping n and ∆ fixed, a larger value of p implies a larger value of
κ 2 in order for that assumption to hold. In turn, this leads to a larger bound in Theorem 2. Furthermore, the dimension p appears in the probability of the event that WBSIP fails to locate all the change points. We remark that, for the different problem of high-dimensional mean change point detection, Wang and Samworth (2016) also obtained a localization rate independent of the dimension: see Theorem 3 there. In Section 3 below we will prove that Assumption 3 is in fact essentially necessary for any algorithm to produce a vanishing localization rate.
Proof. Since ǫ n is the desired order of localization rate, by induction, it suffices to consider any generic (s, e) ⊂ (0, T ) that satisfies
where q = −1 indicates that there is no change point contained in (s, e).
Note that under Assumption 3, ǫ n ≤ ∆/4; it, therefore, has to be the case that for any change point η p ∈ (0, T ), either |η p − s| ≤ ǫ n or |η p − s| ≥ ∆ − ǫ n ≥ 3∆/4. This means that min{|η p − e|, |η p − s|} ≤ ǫ n indicates that η p is a detected change point in the previous induction step, even if η p ∈ (s, e). We refer to η p ∈ [s, e] as an undetected change point if min{η p − s, η p − e} ≥ 3∆/4.
In order to complete the induction step, it suffices to show that WBSIP((s, e), {(α m , β m )} M m=1 , τ, δ) (i) will not detect any new change point in (s, e) if all the change points in that interval have been previous detected, and (ii) will find a point b in (s, e) (in fact, in (s + δ, e− δ)) such that |η p − b| ≤ ǫ n if there exists at least one undetected change point in (s, e).
Let
). Since the intervals {(α m , β m )} M m=1 are generated independently from
, the rest of the argument is made on the event M, which is defined in Equation (21) of Appendix A, and which has no effects on the distribution of
Step 1. Let λ 1 = B 2 p log(n). In this step, we are to show that, on the event A 1 ({W i } n i=1 , λ 1 ) and for some c ′ 1 > 0,
On the event M, for any η k ∈ (0, n), without loss of generality, there exists
contains only one change point η k . Using Lemma 20 in Appendix D and the inequality p log(n) ≤ ∆/8, we have that
Let b k ∈ arg max t=⌈α k +δ⌉,...,⌊β k −δ⌋ S α k ,β k t op , where S s,e t denote the covariance CUSUM statistics
where the first and second inequalities hold on the event A 1 ({W i } n i=1 , λ 1 ), the third inequality follows from (11) and the last inequality from Assumption 3. Next, observe that
Using the above expression, for b k ≥ η k , we have that
Therefore (10) holds with c ′ 1 = 1/(2 √ 2). The case of b k < η k follows from very similar calculations.
Step 2. In this step, we will show that WBSIP((s, e), {(α m , β m )} M m=1 , τ, δ) will consistently detect or reject the existence of undetected change points within (s, e), provided that (10) holds and on the two events B 1 ({X i } n i=1 , {u m } M m=1 , λ 2 ), where λ 2 = B 2 log(n), and M, given in Equation (19) and Equation (21) 
t (u m ) and f s,e t (u m ) be defined as in (54) and (55) 
where e m − s m ≤ (3/2)∆ is used in the last inequality. Therefore
where the first inequality holds on the event B 1 ({X i } n i=1 , {u m } M m=1 , λ 2 ). Thus for any undetected change point η p within (s, e), it holds that
where the second inequality follows from (10), and the last inequality from
by choosing the constant C in Assumption 3 to be at least 4 √ 2. Then, WBSIP((s, e), {(α m , β m )} M m=1 , τ, δ) correctly accepts the existence of undetected change points on the events (10),
, λ 2 , δ) and M. Suppose there does not exist any undetected change points within (s, e), then for any (s ′ m , e ′ m ) = (α m , β m ) ∩ (s, e), one of the following situations must hold. Observe that if (a) holds, then, on the event
If (b) or (c) holds, then since (s m , e m ) = (s ′ m + δ, e ′ m − δ) and δ ≤ ǫ n , it must be the case that (s m , e m ) does not contain any change points. This reduces to case (a). Therefore if (8) holds, then WBSIP((s, e), {(α m , β m )} M m=1 , τ, δ) will always correctly reject the existence of undetected change points, on the event
Step 3. Assume that there exists a change point η p ∈ (s, e) such that min{η p − s, η p − e} ≥ 3∆/4. Let a m , b m and m * be defined as in WBSIP((s, e), {(α m , β m )} M m=1 , τ ). To complete the proof it suffices to show that, on the events
, λ 2 ) given in Equation (19) and Equation (20) respectively of Appendix A, there exists a change point η k ∈ [s m * , e m * ] such that min{η k −s, η k −e} ≥ 3∆/4 and |b m * −η k | ≤ ǫ n .
Consider the univariate time series {Y i (u m * )} n i=1 and {f i (u m * )} n i=1 defined in (54) and (55) and {f i (u m * )} em * i=sm * . To that end, we will need to ensure that the assumptions of Corollary 13 are verified. Let δ ′ = log(n) and λ = λ 2 . Observe that (49) and (50) are straightforward consequences of Assumption 3, (47) and (48) follow from the definiiton of
, λ 2 ), and that (46) follows from (14). Thus, all the conditions in Corollary 13 are met, and we therefore conclude that there exists a change point η k , which is also a change point of {f i (v)} e m * i=s m * , satisfying
where the last inequality holds because λ 2 2 κ −2 = B 4 log(n)κ −2 ≥ log(n), which is a consequence of the inequality B 2 ≥ κ.
The proof is complete with the following two observations: i) The change points of {f i (u m * )} e i=s belong to (s, e) ∩ {η k } K k=1 ; and ii) Equation (15) and (s m * , e m * ) ⊂ (s, e) imply that min{e − η k , η k − s} > ∆/4 > ǫ n .
As discussed in the argument before
Step 1, this implies that η k must be an undetected change point of {X i } n i=1 in the covariance structure.
Lower bounds
In this section, we provide lower bounds for the problem of change point estimation with high dimensional covariance matrices. In Theorem 2 we showed that if the distribution of {X i } n i=1 satisfies Assumption 1 and additionally the condition that ∆ ≥ CB 4 κ −2 p log(n) for sufficiently large C as given in Assumption 3, then the WBSIP algorithm can, with high probability, detect all the change points with a localization rate of the order B 4 κ 2 log(n) n .
Assumption 3 might seem a bit arbitrary at first glance. However, we will show in the next result that if the class of distribution of interest allows for a spacing parameter ∆ = cB 4 κ −2 p for some sufficiently small constant c, then it is not possible to estimate the location of the change point at a vanishing rate. This result further implies that the WBSIP algorithm is optimal in the sense of requiring the minimax scaling for the problem parameters.
To that effect, we will consider the following class of data generating distribution.
Assumption 4. Let X 1 , . . . , X n ∈ R p be independent Gaussian random vectors such that
Assume there exist parameters κ = κ(n) and ∆ = ∆(n) such that inf k=1,...,K+1
We will denote with P n κ,∆,σ the joint distribution of the data when the above assumption is in effect. Notice that P n κ,∆,σ satisfies Assumption 1 with B = 8σ. Below we prove that a consistent estimation of the locations of the change points requires ∆κ 2 pB 4 to diverge, as in Assumption 3. We recall that all the parameters of interest, ∆, κ, σ and p are allowed to change with n. The proof is based on a construction used in Cai and Ma (2013) to obtain minimax lower bounds for a class of hypothesis testing problems involving covariance matrices. Lemma 3. Let {X i } n i=1 be a time series satisfying Assumption 4 with only one change point and let P n κ,∆,σ denote the corresponding joint distribution. Consider the class of distributions
Remark 8. We remark that while the proof of Lemma 4 is based on Le Cam's lemma, the phase transition effects concern with the minimal conditions for consistent localization and therefore tells us a different story from optimal change point testing. To be more specific, suppose we know ahead that there can be at most one change point within the internal [1, n]. For the problem of testing, we are asked to distinguish
where F 0 = F 1 . On the other hand, consistent localization of change points requires us to not only distinguish H 0 and H 1 , but also to consistently estimate η.
In terms of minimax optimality conditions, the one required by consistent localization (which we summarize as the phase transition effects) should always be stronger than that by the optimal testing.
Remark 9 (Phase transition for the localization rate in covariance change point detection problem). In light of Lemma 3 and Theorem 2, we conclude that, in the covariance change point detection problem, the solution undergoes a phase transition, which is able to characterize up to logarithmic factor (in n). Specifically,
• if ∆ ≥ CB 4 p log(n)/κ 2 for a sufficiently large constant C > 0, then it is possible to estimate the locations of the change points with a localization rate vanishing in n;
• on the other hand, if ∆ = cB 4 p/κ 2 for a sufficiently small constant c > 0, then the localization rate of any algorithm remains, at least in the worst case, bounded away from 0.
To the best of our knowledge, this phase transition effect is new and unique in our settings.
We conclude this section by showing that the localization rate that we have obtained for the WBSIP algorithm, given above in (16), is up to a logarithmic factor, minimax optimal.
Lemma 4. Consider the class of distributions Q = P n κ,∆,σ : ∆ < n/3, κ ≤ σ 2 /16, and ∆κ 2 ≥ p log(n)σ 4 . Then, inf
We remark that the class of distribution Q in Lemma 4 is a subset of P in Lemma 3. Therefore it is not surprising to see that the lower bound obtained in Lemma 4 is smaller than that in Lemma 3.
Discussion
In this paper, we tackle the problem of change point detection for a time series of length n of independent p-dimensional random vectors with covariance matrices that are piecewise constant. We allow the dimension, as well as other parameters quantifying the difficulty of the problem, to change with n. We have devised two procedures based on existing algorithms for change point detection -binary segmentation and wild binary segmentation -and show that the localization rates they yield are consistent with those in the univariate time series mean change point detection problems. In particular we demonstrate the algorithm WBSIP, which applies wild binary segmentation to carefully chosen univariate projections of the data, produces a localization rate that is, up to a logarithmic factor, minimax optimal.
The model setting adopted in the paper allows for the dimension p to grow with n. However, in order for the localization rates of any procedure to vanish with n it must be the case that p is of smaller order than n. One possible future direction is to consider different high dimensional settings whereby p is permitted to grow even faster than n, with additional structural assumptions on the underlying covariance matrices. For instance, we may model the covariance matrices as spiked matrices with sparse leading eigenvectors. Another possible modification is to apply the entry-wise maximum norm instead of the operator norm to the covariance CUSUM statistics. If the changes are still characterized in the operator norms, then this modification requires more careful handling and potentially additional assumptions.
A common, undesirable feature of the WBSIP algorithms is the fact that, for given interval (s, e), the search of the next change point is limited to points inside the interval that are δ away from the endpoints, where δ is an input parameter that is larger than the localization error. Such restriction, which appears also in the algorithm of Wang and Samworth (2016) for mean change point localization of high-dimensional time series, is made in order to prevent the algorithms from returning spurious change points in the proximity of a true change point. The reason for such phenomenon is subtle, and is ultimately due to the fact that the rate of decay of the expected value of the covariance CUSUM statistics around the true change points is in general not uniform, as it depends on the magnitude of the change. A possible solution to such an issue -which appears to be unavoidable -would be to design an adaptive algorithm yielding local rates, one for each change point. We will pursue this line of research in future work.
Another undesirable feature of the WBSIP algorithms is the data splitting. The reason we adopt data splitting here is purely technical that the independence between the projection directions from one half of the data and the second half makes the proof easier. This might be unnecessary by more involving proofs.
One key assumption used in this paper is the the time series of comprised of independent observations. This is of course a rather strong condition, which might not apply to many real-life problems. In order to handle time dependence, a natural approach is introduce mixing conditions and/or functional dependency (see, e.g. Wu, 2005) or assume the observations come from certain well-defined time series models. Further extensions that will be worth pursued include the cases in which the model is mis-specified or the observations are contaminated. We leave these interesting extensions to future work but expect that many of the results derived in this manuscript will provide the theoretical underpinning for devising and studying more complicated algorithms.
Another assumption we used throughout the paper is the observations being mean-zero. One remedy is we could use sample covariance matrix subtracting sample means in the covariance CUSUM statistics, but this requires further assumptions on the variations of the means. It will be very interesting to develop methods tackling high-dimensional change points in both mean and variance simultaneously, but this is out of the scope of this paper. 
Appendices

A Probabilistic bounds
In this section, we give basic high-probability concentration bounds on the fluctuations of the covariance CUSUM statistics using the notions of sub-Gaussian and sub-Exponential random vectors. We also state some properties of the randomly selected intervals {s m , e m } in the WBS algorithm, which hold with high probability.
We start by introducing the definitions of sub-Gaussian and sub-Exponential random variables through Orlicz norms. See, e.g., Vershynin (2010) for more details.
Definition 2. (i) A random variable X ∈ R is sub-Gaussian if
A random vector X ∈ R p is sub-Gaussian if
where S p−1 denote unit sphere in Eucliden norm in R p .
(ii) A random variable Y ∈ R is sub-Exponential if
A random vector Y ∈ R p is sub-Exponential if
We note that if X ∈ R is sub-Gaussian, then X 2 is sub-Exponential, due to the easily verifiable fact that X 2
Recall the sample and the population versions of the covariance CUSUM statistics given in Definition 1. For λ > 0, we define the events, which depend on
Next, for an arbitary collection {v m } M m=1 of deterministic unit vectors in R p we define the events
There exists an absolute constant c > 0 such that,
for any set {v m } M m=1 of deterministic unit vectors. Proof. We first tackle A 1 . For any v ∈ R p such that v 2 = 1, we can write
where
. Since min{t − s, e − t} ≥ p log(n), we further have that e i=s+1 a 2 i = 1, and max
Thus by Proposition 5.16 in Vershynin (2010) , for any ǫ ≥ 0,
where c > 0 is an absolute constant and
Therefore,
Let N 1/4 be a minimal 1/4-net (with respect to the Eucidean norm) of the unit sphere in R p . Then, card(N 1/4 ) ≤ 9 p and, by a standard covering argument followed by a union bound, we arrive at the inequality
for a universal constant c > 0. Following the same arguments we have,
for some c > 0.
Let {s m } M m=1 , {e m } M m=1 be two sequences independently selected at random in [s, e] , and
In the lemma below, we give a lower bound on the probability of M. Under the scaling assumed in our setting, this bound approaches 1 as n grows.
Lemma 6. For the event M defined in (21), we have
Proof. Since the number of change points are bounded by n/∆,
B Properties of the univariate CUSUM statistics
In this section, we derive some important and useful properties of the univariate CUSUM statistic. Our results and proofs build upon the existing literature on univariate mean change point detection; see in partiucular, Venkatraman (1992) and Fryzlewicz (2014) , whose notation will be used throughout. It is imprtnat however to note that we have made several non-trivial modifications of those arguments, and have made a special effort in keeping track of the changes in all the key parameters. This careful treatment eventually allows us to achieve tight upper bounds for the the localization rate implied by the WBSIP algorithm and which in turn have revealed a phase transition in the problem parameters (see Section 3). In particular, the results of this section can be used to sharpen existing analyses of the BS and WBS algorithms.
B.1 Results from Venkatraman (1992)
We start by introducing some notation for one dimensional change point detection and the corresponding CUSUM statistics. Let
⊂ R be two univariate sequences. We will make the following assumptions.
Assumption 5 (Univariate mean change points). Let {η k } K+1 k=0 ⊂ {0, . . . , n}, where η 0 = 0 and η K+1 = n, and
We also have the corresponding CUSUM statistics over any generic interval
Throughout this Appendix B, all of our results are proven by regarding {Y i } T i=1 and {f i } T i=1 as two deterministic sequences. We will frequently assume that f s,e t is a good approximation of Y s,e t in ways that we will specify through appropriate assumptions.
Observe that the function f s,e t is only well defined on [s, e] ∩ Z. Our first result, which is taken from Venkatraman (1992) 
Using the inequality (e − s) ≥ 2c 1 ∆, the previous expression is lower bounded by
Case 2. Let h = c 1 ∆/8 and l = d − η k ≤ h/2. Then, following closely the initial calculations for case 2 of Lemma 2.6 of Venkatraman (1992) , we obtain that
, and
Since h = c ′′ ∆ and l ≤ h/2,
Observe that
Thus
where (25) is used in the second inequality and the fact that l ≤ h/2 ≤ c 1 ∆/16 ≤ (η k − s)/16 is used in the last inequality. For E 3l , observe that
and that (22) and l/2 ≤ h = c 1 ∆/8 imply that
where the first inequality follows from (25) and the last inequality follows from (23) and (24), for a sufficiently small c 3 . Thus,
The following proposition is a direct consequence of Lemma 8 and essentially characterizes the localization error rate of the BS algorithm.
Proposition 9. Consider any generic interval (s, e) ⊂ (0, T ) such that
Let b ∈ arg max s≤t≤e | Y s,e t |. Suppose for some c 1 > 0 and κ > 0, max{min{η r − s, s − η r−1 }, min{η r+q+1 − e, e − η r+q }} = ǫ n , where
Assume also that there exists sufficient small c 3 > 0 such that
Then there exists a change point η k ∈ [s, e] and an absolute constant C 1 > 0 such that
Proof. Observe that from (29),
where the second inequality follows from (28) 
Step 1. We first show that (33) implies (30). For the sake of contradiction, suppose that min{e
This is a contradiction to (33). Therefore (30) holds for η k .
Step 2. We now apply Lemma 8, since (23) and (24) hold in virtue of (33) and (29), respectively. Thus, we will need to prove that
For the sake of contradiction, assume that min{η k − s, e − η k } < (3/4)∆. Suppose η k − s < (3/4)∆. Since η k − η k−1 ≥ ∆, one has s − η k−1 ≥ ∆/4. This also means that η k is the first change point within [s, e] . Therefore k = r in (26). By (27), min{η r − s, s − η r−1 } ≤ ǫ < ∆/4. Since s − η k−1 = s − η p−1 ≥ ∆/4, it must be the case that
This is a contradiction to (30). Therefore η k − s ≥ (3/4)∆. The argument of e − η k ≥ (3/4)∆ can be made analogously.
Step 3. By Lemma 8, if there exists a d and a sufficiently large constant C 1 > 0 satisfying
where the last inequality follows from (33) 
respectively. Then, all the conclusions of Proposition 9 still hold for b ′ .
Proof. For any
Let η k and b defined as in the proof of Proposition 9. Then by (33) η k , b ∈ ⌈s + δ⌉, . . . , ⌊e − δ⌋. Therefore b = b ′ and all the conclusions of Proposition 9 still hold.
B.2 Results from Fryzlewicz (2014)
Below, we will derive some further properties of the CUSUM statistic using the ANOVA decompositiontype of arguments first introduced by Fryzlewicz (2014) , which are particularly effective at separating the noise from the signal. Some of the results below are contained in Fryzlewicz (2014) , but others requires different, subtle arguments. For completeness, we include all the proofs. For a pair (s, e) of positive integers with s < e, let W s,e d be the two dimensional linear subspace of R e−s spanned by the vectors
For clarity, we will use , to denote the inner product of two vectors in the Euclidean space.
Lemma 11. For x = (x s+1 , . . . , x e ) ⊤ ∈ R e−s , let P 
Proof. The results hold following the fact that the projection matrix of subspace W
For any pair d 1 , d 2 ∈ {s + 1, . . . , e} and f ∈ R e−s , the following two statements are equivalent:
Lemma 12. Assume Assumption 1. Let [s 0 , e 0 ] be an interval with e 0 − s 0 ≤ C R ∆ and contain at lest one change point η r such that
Suppose that min{η p ′ − s 0 , e 0 − η p ′ } ≥ ∆/16 for some p ′ and let κ 
Step 3. Let f s,e = (f s+1 , . . . , f e ) ⊤ ∈ R (e−s) and Y s,e = (Y s+1 , . . . , Y e ) ⊤ ∈ R (e−s) . By the definition of b, it holds that
For the sake of contradiction, throughout the rest of this argument suppose that, for some sufficiently large constant C 3 > 0 to be specified,
(This will of course imply that η k + max{C 3 λ 2 (κ s,e max ) −2 , δ} < b). We will show that this leads to the bound
which is a contradiction. To derive (42) from (41), we note that min{e−η k , η k −s} ≥ min{1, c 2 1 }∆/16
where the last inequality follows from (39) and holds for an appropriately small c 2 > 0. Equation (42) is in turn implied by
where ε s,e = Y s,e − f s,e . By (36), the right hand side of (44) satisfied the relationships
where Lemma 8 and (40) are used in the second and third inequalities. The left hand side of (44) can in turn be rewritten as
The second term on the right hand side of the previous display can be decomposed as
In order to bound the terms I, II and III, observe that, since e − s ≤ e 0 − s 0 ≤ C R ∆, the interval [s, e] must contain at most C R + 1 change points. Let
Step 4. We can write
where Lemma 16 is used in the last inequality. It follows from Equation (38) that
where (43) is used in the last inequality.
Step 5. For the second term II, we have that
where the first inequality follows from (43) and (38), and the second inequality from Lemma 16.
Step 6. Finally, we have that
Step 7. Using the first part of Lemma 11, the first term on the right hand side of (45) can be bounded as
Thus (44) holds if
Since λ ≤ c 3 √ ∆κ, the first inequality holds. The second inequality follows from (Y t − f t )| ≤ λ, for every e 1 − s 1 ≥ δ ′ ,
λ ≤ c 2 κ 
C Proofs of the Results from Section 3
Proof of Lemma 3. For any vector u ∈ R p , denote Σ u = σ 2 I p + κuu ⊤ . Observe that if κ ≤ σ 2 /4, Σ u op = σ 2 + κ ≤ 2σ 2 .
Step 1. Let P n 0,u denote the joint distribution of independent random vectors {X i } n i=1 in R p such that X 1 , . . . , X ∆ i.i.d.
∼ N p (0, Σ u ) and X ∆+1 , . . . , X n i.i.d.
∼ N p (0, σ 2 I).
Similarly, let P n 1,u denote the joint distribution of independent random vectors {X i } n i=1 in R p with X 1 , . . . , X n−∆ i.i.d.
∼ N p (0, σ 2 I) and X n−∆+1 , . . . , X n i.i.d.
∼ N p (0, Σ u ).
Let P n i = 1 2 p u∈{±1} p / √ p P n i,u . Let η(P n i,u ) denote the location of the change point associated to the distribution P n i,u . Then since η( P n 0,u ) = ∆ and η( P n 1,u ) = n − ∆ for any u ∈ {±1} p / √ p, |η( P n 0,u ) − η( P n 1,u )| ≥ n/3. By Le Cam's lemma (see, e.g. Yu, 1997),
where d T V ( P n 0 , P n 1 ) = 1 2 P n 0 − P n 1 1 . Let Σ u = I p + κuu ⊤ , where κ = κ/σ 2 . Observe that by assumption κ ≤ 1/4. Denote with P n 0,u and P n 1,u the joint distributions of independent samples {X i } n i=1 in R p where ∼ N p (0, Σ u ), respectively. Since total variation distance is invariant under rescaling of the covariance, then P n 0 − P n 1 1 = P n 0 − P n 1 1 . Therefore inf η sup P ∈P n κ,∆,σ
Step 2. Let x = (x 1 , . . . , x ∆ ), y = (x ∆+1 , . . . , x n−∆ ) and z = (x n−∆+1 , . . . , x n ). Let
• f 0 (x) denote the joint distribution of X 1 , . . . , X ∆ ∼ N p (0, I) and f u (x) denote the joint distribution of X 1 , . . . , X ∆ i.i.d.
∼ N p (0, Σ u );
• g 0 (x) denote the joint distribution of X ∆+1 , . . . , X n−∆ i.i.d.
∼ N p (0, I);
• h 0 (x) denote the joint distribution of X n−∆+1 , . . . , X n i.i.d.
∼ N p (0, I) and h u (x) denote the joint distribution of X n−∆+1 , . . . , X n i.i.d.
Then, 
Step 3. To bound 2 P ∆ 0 − P ∆ 1 1 , let P 0 = N p (0, I p ) and P u = N p (0, Σ u ). It is easy to see that For any u, v ∈ {±1} p ,
where the last equality follows from Lemma 14. Denote U and V to be the p dimensional Rademacher variables with U being independent of V and ε p = 1 ⊤ V /p 2 . Thus
where the inequality follows from inequality (1 − t) −∆/2 ≤ exp(∆t) for any t ≤ 1/2 and that κ ≤ 1/ √ 2. The Hoeffding's inequality, applied to Rademacher variables, gives 33κ 2 , then, using the well-known fact that P ∆ 0 − P ∆ 1 1 ≤ 2 χ 2 (P ∆ 1 , P ∆ 0 ), we obtain the bounds
This and (52) give inf
Proof of Lemma 4. Let Q = P n κ,∆ : ∆ < n/2 . Using the same argument as in Step 1 of the proof of Lemma 3, it suffices to take κ = κ/σ 2 ≤ 1/4, and consider Σ u = I p + κuu ⊤ . Let u to be any unit vector in R p and δ a positive number. Let P n 0 denote the joint distribution of independent samples {X i } n i=1 in R p where X 1 , . . . , X ∆−1
iid.
∼ N p (0, I), X ∆ , . . . , X n iid.
∼ N p (0, Σ u ) and P n 1 the joint distribution of independent samples {X i } n i=1 in R p where X 1 , . . . , X ∆+δ iid.
∼ N p (0, I), X ∆+δ+1 , . . . , X n iid.
Let η(P n i ) denote the location of the change point of distribution P n i,u . Then since η(P n 0 ) = ∆ and η(P n 1 ) = ∆ + δ, thus |η(P n 0 ) − η(P n 1 )| ≥ δ. By Le Cam's lemma (Yu, 1997), Since X 1 , . . . X ∆ − 1 and X ∆+δ , . . . , X n are identically distributed as P n 0 and P n 1 respectively, P n 0 − P n 1 1 = P δ 0 − P δ 1 1 , where P δ 0 is the joint distribution of X 1 , X δ ∼ N p (0, I) and P δ 1 is the joint distribution of X 1 , X δ ∼ N p (0, Σ u ). By Lemma 14,
if κ 2 δ/2 ≤ 1/4 and δ/2 ≥ 2. Thus by taking δ = κ −2 /4 , we have 4 ≤ δ = κ −2 σ 4 /4 ≤ ∆/(4p log(n)) ≤ ∆/4
and that inf η sup P ∈Q E P (|η − η|) ≥ δ 1 − 1 2 χ 2 (P δ 1 , P δ 0 ) ≥ κ −2 /32 = σ 4 κ −2 /32.
Lemma 14. Let P 0 = N p (0, I p ) and P u = N p (0, I p + κuu ′ ). Then
Proof. See, e.g., lemma 5.1 in Berthet and Rigollet (2013) .
Lemma 15. For t ≥ 2, x ≥ 0, if tx ≤ 1/4, (1 − x) −t − 1 ≤ 4tx
Proof. There exists s ∈ [0, x] such that (1 − x) −t − 1 = tx + t(t + 1)x 2 (1 − s) −t−2 ≤ tx + 4t 2 x 2 (1 − x) −t ≤ 2tx + 4t 2 x 2 ((1 − x) −t − 1). 
Thus
