In this paper, we propose two techniques to solve the nonlinear constrained optimization problem in large scale mesh-interconnected system. The first one is a diagram-method-based decomposition technique which decomposes the large scale system into some small subsystems. The second technique is a projected-Jacobi-based parallel dual-type method which can solve the optimization problems in the decomposed subsystems efficiently. We have used the proposed algorithm to solve numerous examples of large scale constrained optimization problems in power system. The test results show that the proposed algorithm has computational efficiency with respect to the conventional approach of the centralized Newton method and the state-of-the-art Block-Parallel Newton method.
Introduction
There are many large practical systems formed by the network-like mesh-interconnected buses or nodes through the tier-lines. For example, the power system is formed by a number of buses interconnected with each other through transmission lines; the Network system is formed by a number of nodes interconnected with each other through tierlines. The large scale Optimal Power Flow (OPF) problems in Power system and the Nonlinear Multi-commodity Network Flow (NMNF) problems in Network system are types of the nonlinear constrained optimization problems in large scale mesh-interconnected system and are computationally difficult because of their large dimension and nonlinearity. The object of this paper is to propose a method to decompose the nonlinear constrained optimization problems in large scale mesh-interconnected systems into some small scale sub-problems and solve the decomposed sub-problems efficiently.
The considered nonlinear constrained optimization problem is stated in the following: 
where f (x) denotes the nonlinear objective function of the variable x; the nonlinear equality constraints (1b) are flow balance constraints associated with network arcs and/or nodes; the functional inequality constraints (1c) denote the coupled inequality constraints associated with network arcs and/or nodes; the Ω(x) in (1d) is the set formed by the linear inequality constraints for x. There were numerous optimization algorithms for solving the nonlinear constrained optimization problem (1a)-(1d), such as the Successive Quadratic Programming (SQP) methods [1] - [3] , the centralized Newton (CN) methods [4] - [6] , the reduced gradient (RG) methods [7] , [8] , the truncated quadratic programming (TQP) method [9] , and the Parallel Projection (PP) method [10] . The SQP method enjoys good convergence rates but suffers from a dense Hessian matrix; the CN method successfully uses the sparse structure of the network but encounters a coupling inequality constraint problem; the RG method is gradient-type method which is easy to program but suffers from slow convergence rate; the PP method is efficient, but it does not consider the explicit capacity inequality constraints. To solve these complicated nonlinear optimization problems in a large scale mesh-interconnected system using a more exact manner, the efficient Epsilon Decompositions algorithm were presented in [11] , [12] . In those papers, some specified capacities are used to describe the relations between the two different nodes/buses connections and to formulate the problem formulation of the whole nodes/buses connections as a matrix in the network diagram. Moreover, the Epsilon Decompositions based Block Parallel Newton (EDBPN) method was presented in [13] . The EDBPN method is also efficient, since it uses an Epsilon Decomposition algorithm and employs an empirical step-size iterative method to solve the optimization problems; however, the empirical step-size is difficult to determine. In this paper, we propose two techniques to solve the large scale nonlinear constrained optimization problem. Once the first one, a diagram-method-based decomposition technique, decomposes the large scale optimization problem into some small scale sub-problems of approximately equal sizes, the second one, the projected-Jacobin-based parallel dual-type method, is used to solve the decomposed subproblems efficiently.
The paper is organized in the following manner. Section 2 presents the diagram-method-based decomposition al-gorithm and the projected-Jacobi-based parallel dual-type method for solving the large scale nonlinear constrained optimization problem. The application example and simulation results to demonstrate the computational efficiency are given in Sect. 3. Finally, Sect. 4 gives a brief conclusion.
A Decomposition-Technique-Based Algorithm

Diagram-Method Technique
The large scale nonlinear constrained optimization problems are computationally difficult because of their large dimensions and nonlinearity. To reduce this computational intractability and disadvantage, in this section we present a diagram-method-based decomposition technique to decompose the nonlinear constrained optimization problem in large scale mesh-interconnected system into some small scale sub-problems.
Construction of the Diagram: An advantage of the connecting lines of two buses (Power System) or two nodes (Network System) in large scale mesh-interconnected system is that these tier lines themselves form a diagram.
Classification of the Diagram † : We denote the large scale mesh-interconnected diagram by Ψ. In the beginning, we classify Ψ into four types: (1) 
Diagram-Method Based Decomposition Algorithm
The criteria in Sect. 2.1 can be explained as: to determine a set of smallest possible number of tier lines so that the removal of which ensures the dimensions of the decomposed sub-diagrams to be under some certain level. Our decomposition procedures for the diagram in each type are heuristic and are aimed to accomplish the criteria approximately. Before proceeding, we need the following notations: t i j denotes the tier line connecting bus/node i with bus/node j; T M denotes a set of the minimum cut of tier lines in Ψ; S d denotes the dth sub-diagram of Ψ; S d (T M ) denotes the dth sub-diagram of Ψ after the removal of minimum-cut set T M . In addition, we need a terminology capacity denoted by C so that C( * ) represents the total number of tier lines in *, for example, C(t i j ) = 1. To ensure the dimension of a sub-diagram being under certain level, we define a criteria value C c which can be chosen to meet the requirement of the numbers of decomposed sub-diagrams so that if C(S d (T M )) > C c , then S d (T M ) need be decomposed further. Using these notations, we can state our Decomposition Algorithm in the following and provide examples and description after those steps.
Decomposition Algorithm
Step 0: Given data, the connecting diagram Ψ, criteria values L c , T c , and C c . Pick up two geo-metrically farthest buses/nodes as an origin and a sink. Assign the capacity of each tier line to 1.
Step 1: Identify a directed spanning tree starting from the origin bus/node.
tier line t * is set as a minimum-cut used to decompose the two sub-diagrams, S d1 and S d2 . Go to Step 5.
Example and description of Step 3.1:
The capacity of a tier line is 1 unless it is specifically marked. The minimumcut tier line t * in Ψ of type (1) will result in two decomposed sub-diagrams S d1 and S d2 . For example, in Fig. 2 ,
Hence, t i j will be set as the minimum-cut used to decompose the two sub-diagrams S d1 and S d2 . Each diagram is indicated by a closed dashed contour as shown in Fig. 2 .
Step 3.2: Set a tier line as a minimum-cut from each large The purpose for classifying the diagram into four types is to find a systematic method, to decompose the connecting diagram into some sub-diagrams by cutting through the minimum-cut tier lines as less tier lines as possible so as to achieve the goal of our decomposition strategy approximately. loop and use a broken dashed line to represent that tier line, and then perform the same procedures as in Step 3.1. Figure 4 belongs to type (1) and is resulting from Fig. 3 after the tier line t i j is set as a minimum cut and the t i j is represented by a broken dashed line. Consequently, the tier line t lm in Fig. 4 will be set as the following minimum cut. Finally, the diagram in Fig. 3 will be decomposed into two sub-diagrams S d1 and S d2 . And each diagram is indicated by a closed dashed contour as shown in Fig. 4 .
Example and description of Step 3.2:
Step 3.3: Represent each loop l p by one tier line and assign that line with a capacity of C(l p ), then perform the same procedures as in Step 3.1. Figure 6 is resulting from Fig. 5 using one tier line to represent a loop l p associated with the capacities C(l p ). Consequently, the resulting diagram in Fig. 6 is of type (1) . Hence, the tier line t i j is set as a minimum cut used to decompose the two sub-diagrams S d1 and S d2 . And each diagram is indicated by a closed dashed contour as shown in Fig. 6 .
Example and description of Step 3.3:
Step 3.4: Identify all directed paths from the origin bus/node to the first encountered loops. Delete the tier lines in each of those paths and add their capacities uniformly to the corresponding loop. Perform a maximum-flow minimum-cut algorithm [14] on the resulting diagram to determine the minimum cuts.
Example and description of Step 3.4:
The reason to delete those tier lines indicated in Step 3.4 is to avoid meaningless minimum-cut. For example, the tier line connecting with the origin bus/node in Fig. 7 is an obvious minimum-cut to decompose the origin bus/node from the sink bus/node. Thus, Fig. 8 is resulting from Fig. 7 after deleting those tier lines from the origin bus/node to the first encountered loop, and the capacities of the tier lines of that loop are also modified as indicated in Step 3.4.
Step 4: Letting T m k M be the kth cut set, determine
Then T m * M will be the minimum-cut used to decompose two connected sub-diagrams.
Example and description of Step 4:
The aim of Eq. (2) is to find the minimum cut such that the dimension of the largest separated sub-diagram due to the decomposition of that cut is smallest. For example, in Fig. 8 , each of the tier lines marked by "c," "cc," "ccc" represents the cut used to decompose two sub-diagrams. And we denote them by
Therefore, the T cc M will be set as the minimum-cut used to decompose the two sub-diagrams S d1 and S d2 . And each diagram is indicated by a closed dashed contour as shown in Fig. 8 .
Step 5:
It should be noticed that a minimum cut is a cut set with minimum total capacities among all the cut sets that can decompose the diagrams into at least two sub-diagrams, and the origin bus/node and the sink bus/node belong to the two different sub-diagrams. The corresponding minimumcut tier line(s) will be used to decompose two sub-diagrams.
Projected-Jacobi-Based Parallel Dual-Type Method
We apply the Decomposition Algorithm presented in Sect. 2.2 to decompose the nonlinear constrained optimization problem (1a)-(1d) into n sets of small scale subproblems. The decomposed sub-problems can be expressed as
subject to
Projected-Jacobi (PJ) Method
The PJ method uses the following iterations to solve the decomposed sub-problems given in (3a)-(3d),
where k is the iteration index, α(k) is a step-size determined according to the centralized Armijo's rule [15] , and dx * i (k) is the solution of the following quadratic programming (QP) sub-problems:
where
D ii is the block diagonal sub-matrix of D corresponding to the decomposed subsystem i, and
where δ is positive real number to make D positive definite, I is an identity matrix, and
is the Hessian of f i (x). The only criterion for choosing the value of δ is to make D positive-definite. Furthermore, for a convex problem, the first term on the RHS of (6) that comes from the Hessian of the original system is positive semi-definite [16] and thus the value of δ is only needed to be a positive number.
Parallel Dual-Type Method
The dual problem of the QP sub-problems (5a)-(5c) is
where the dual function
The parallel dual-type method uses the following iterations to solve (7)
where t is the iteration index, β(t) is a step-size determined according to the centralized Armijo's rule [15] , and the increment of the Lagrange multiplier dλ
] is the solution of the following approximate quadratic problem of (7) at λ(t):
The matrix Φ in (10) is given by
where the diagonal block sub-matrix Φ i can be obtained by
in which D ii is the ith diagonal block sub-matrix of D corresponding to the subsystem i. The derivative of the dual function, ∂φ T ∂λ , in (10) can be expressed as
, and can be computed by
, is the solution of the minimization problem on the RHS of (8) [16] , [17] . Since D ii is positive definite and
is of full rank, Φ and Φ i given in (11) and (12) are negative definite. Therefore, the objective function in (7) is concave. Consequently, dλ(t), the solution of the approximate quadratic dual problem (7) can be obtained by solving the following optimal necessary condition of (10) [15] 
which can be decomposed into the following n independent sets of linear equations
These n sets of (15) can be executed in parallel if each
is obtained. In fact, this decomposition effect makes the proposed dual-type method parallel. In addition, this effect also contributes to the computational efficiency of our method.
To compute ∂φ(λ(t)) ∂λ i
, we need to solve the minimization problem on the RHS of (8) to obtain dx
. This can be achieved by using the following two-phase algorithm [16] , [17] .
Phase 1: Solve the following unconstrained minimization problem
by using the gradient method, to obtain an approximate solution,
Furthermore, (16) is the unconstrained minimization problem on RHS of (8) without the constraint of dx ∈ S .
Phase 2: Project dx, the solution obtained from phase 1, onto S . The resulting projection is dx, the solution of the minimization problem on RHS of (8) and also is the solution of the following projection problem [18] :
Since the large scale mesh-interconnected system is decomposed by n areas subsystems, S possesses a decomposable structure, and S = ∪ n i=1 S i . Therefore, (17) can be decomposed into n independent sets of small dimension projection sub-problems. We can obtain the resulting projection
T n ] by solving the following projection problems.
We can use the Projection Theory [18] , to solve the n independent sets of small dimension projection subproblems (18) in the following:
The conventional Lagrange duality method such as the one given in [4] use Lagrange multiplier to relax the inequality constraints, and use the Kuhn-Tucker condition to solve the problem. During their solution processes, adding or dropping the active inequality constraints from the working set [15] usually cause unexpected computation burden. The proposed projected-Jacobi-based parallel dual-type method differs from the conventional Lagrange method by treating the inequality constraints as the domain of primal variables in the dual function and use the Projection Theory [18] to handle the inequality constraints.
The Complete Algorithm for Solving Nonlinear Constrained Optimization Problem
Our method for solving the nonlinear constrained optimization problem in large scale mesh-interconnected system is using the Decomposition Algorithm to decompose the large scale nonlinear constrained problem (1a)-(1d) into n sets of small scale optimization sub-problems (3a)-(3d) and using the PJ method (4) to solve (3a)-(3d) where dx * (k) is the solution of QP sub-problems (5a)-(5c). The parallel dual-type method uses (9) to solve (7), the dual problem of the QP subproblems, instead of solving (5a)-(5c) directly. The dλ i (t) in (9) is obtained from solving (15) and can be executed in parallel. The dx i in (13) is needed to set up ∂φ(λ(t)) ∂λ i and can be computed using the two-phase method. By using the gradient method in Phase 1 to obtain the approximate solution dx i . In Phase 2, the algorithm uses the Projection Theory [18] to solve the n independent sets of small dimension projection sub-problems in (18) , and obtain the solution dx i . Consequently, the dual-type method converges to optimal solution λ * [16] and the solution dx of the constrained minimization problem on the RHS of (8) with λ = λ * is dx, the solution of (1a)-(1d) [15] . Now, we are going to present the complete algorithm to solve the nonlinear constrained large scale optimization problem. First of all, we set the following parameters: L c , T c , C c and use the proposed Decomposition Algorithm to decompose the nonlinear constrained optimization problem (1a)-(1d) into n sets of sub-problems (3a)-(3d). Flowchart of the proposed algorithm for solving the n sets nonlinear constrained optimization problem is given in Fig. 9. [19] We have tested our method on numerous examples of OPF problems on IEEE 118-bus system. Diagram of the IEEE 118-bus system is shown in Fig. 10 . We use a single PC (Pentium 4) as our experimental computer. The Pentium 4 has a CPU processor speed of 3.2 GHzs and 512 Mbytes of RAM memory.
Application
The OPF Problem in Power Systems
Test Results
We set the following parameters: L c = 4, T c = 11, C c = 85, 42, 28, 21, δ = 0.1, ε = 0.0001, in our experiment. The objective functions for the test examples of OPF problems are of the total minimum system losses criteria as t i j P t i j , where P t i j denotes the real power losses of transmission line t i j , and the total generation cost criteria as G i a i P 2 G i + b i P G i + c i where P G i denotes the real power generation of bus i and a i , b i , and c i are the coefficients of the cost curve of P G i . Based on the choice of the values C c , we use the proposed Decomposition Algorithm to decompose the IEEE 118-bus system into two (C c = 85), four (C c = 42), six (C c = 28), and eight (C c = 21) subsystems. Therefore, there are four different kinds of decomposed subsystems on the IEEE 118-bus system. We consider four different cases of OPF problem including different number of real and reactive power flow balance constraints, different number of voltage magnitude constraints, and different number of control variable constraints. We have made two types of test. The first type of test is assuming no functional inequality constraint (coupling inequality constraint) in the OPF problem. The second type of test is assuming there are some functional inequality constraints in the OPF problem, the rest of the corresponding data are the same as the first type test. Now, we have formed 64 OPF problems on the IEEE 118-bus system, and each OPF problem is resulting from a combination of two objective functions criteria, four different kinds of decomposed subsystem, four cases of different numbers of real and reactive power flow balance constraints and voltage magnitude constraints and control variable constraints, and two types of test. We only present the simulation results on the IEEE 118-bus system using the total generation cost as the objective function while the results of the objective function of the total system losses can be found in [20] . The corresponding data of OPF problem on IEEE 118-bus system, the number of variables (# of var.), the number of real and reactive power flow balance constraints (# of Rrbc.), the number of functional inequality constraints (# of fc.), the number of voltage magnitude constraints (# of vc.), and the number of control variable constraints (# of cvc.) are shown in Tables 1-8 . We used the proposed algorithm to solve these 32 OPF problems. We have tested more than 100 examples in each case of OPF problem on IEEE 118-bus system, the average CPU time (Time) and the final objective value (Obj.) consumed by our algorithm in each case are also shown in Tables 1-8 .
For the purpose of verifying the efficiency of our algorithm, we made two comparisons. The first comparison is to use the conventional approach method, the centralized Newton (Centr. Newton) method [4] . The second comparison is to use the state-of-the-art decomposition algorithm, the Epsilon Decomposition based Block parallel Newton (EDBPN) method [13] . In [13] , they use the Epsilon Decomposition algorithm to decompose large scale optimization problem into some small scale sub-problems and use Table 1 Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1A-4A in solving OPF problem without functional inequality constraint on IEEE 118-bus system with two decomposed subsystems.
Table 2
Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1B-4B in solving OPF problem without functional inequality constraint on IEEE 118-bus system with four decomposed subsystems. Table 3 Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1C-4C in solving OPF problem without functional inequality constraint on IEEE 118-bus system with six decomposed subsystems.
the Block Parallel Newton method to solve the decomposed sub-problems. We used the centralized Newton method and the EDBPN method to solve the same test examples in each case of the OPF problems shown in Tables 1-8 with the same initial condition and the same termination criteria on the IEEE 118-bus system. The average final objective value (Obj.) and the average CPU time (Time) consumed by the centralized Newton method and the EDBPN method in each case are also shown in Tables 1-8 .
The average final objective value and CPU time con- Table 4 Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1D-4D in solving OPF problem without functional inequality constraint on IEEE 118-bus system with eight decomposed subsystems.
Table 5
Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1E-4E in solving OPF problem with functional inequality constraints on IEEE 118-bus system with two decomposed subsystems. Table 6 Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1F-4F in solving OPF problem with functional inequality constraints on IEEE 118-bus system with four decomposed subsystems. Table 7 Comparison of our algorithm with the centralized Newton and EDBPN methods on cases 1G-4G in solving OPF problem with functional inequality constraints on IEEE 118-bus system with six decomposed subsystems. sumed by the centralized Newton method shown in each Table of Tables 1-4 are all the same, since they use the centralized approach method to solve the OPF problems, the same phenomenon also appeared in each Tables 5-8 corresponding to the cases with functional inequality constraints, we can see that, the computational efficiency of our algorithm represents much better results in solving the OPF problems than the centralized Newton and EDBPN methods in each Table. Since the centralized Newton and EDBPN methods encounter a coupling inequality constraint problem, our algorithm is more efficient in solving the OPF problems while the functional inequality constraints are added. The detailed test results are described below. Tables 1-4 report the CPU time consumed by our algorithm, the centralized Newton method, and the EDBPN method for the cases of OPF problem without functional inequality constraint of minimum total generation cost criteria on the IEEE 118-bus system with two, four, six, and eight decomposed subsystems. As we can see from the last two columns of these four Tables that our algorithm is 8 times more efficient than the centralized Newton method and is 5 times more efficient than the EDBPN method. Tables 5-8 report the CPU time consumed by our algorithm, the centralized Newton method, and the EDBPN method for the cases of OPF problem with functional inequality constraints of minimum total generation cost criteria on the IEEE 118-bus system with two, four, six, and eight decomposed subsystems. As we can see from the last two columns of these four Tables that our algorithm is 12 times more efficient than the centralized Newton method and is 8 times more efficient than the EDBPN method. This addresses that our algorithm is efficient for handling the nonlinear optimization problem with functional inequality constraints. From the above simulation results, we see that the proposed algorithm is efficient for solving nonlinear constrained optimization problem in the large scale mesh-interconnected systems.
Conclusions
In this paper, we have presented two techniques to solve constrained nonlinear optimization problem in large scale mesh-interconnected system. The Decomposition algorithm can decompose the large scale problem into some small scale sub-problems. The projected-Jacobi-based parallel dual-type method can solve the decomposed sub-problems efficiently. We have demonstrated the computational efficiency of our algorithm with respect to the conventional approach of the centralized Newton method and the stateof-the-art Decomposition algorithm of EDBPN method in solving numerous examples of OPF problems without/with functional inequality constraint(s) on IEEE 118-bus system with two, four, six, and eight decomposed subsystems.
