ABSTRACT A novel approach is proposed in this paper to design static output feedback controllers for asymptotically stabilizing continuous-time switched linear systems with minimum mode-dependent average dwell time (MMDADT). This approach adopts an iterative algorithm containing the solution of a traversal algorithm function and three optimization functions, the decision variables of which are established by the sum of squares (SOS) of matrix polynomials. The traversal algorithm function takes advantage of a polynomially parameter-bounded condition, allowing us to get the lower-bound of the Homogeneous Polynomial Lyapunov Functions' (HPLFs) derivative. The first optimization function is a non-convex optimization function, which expresses a sufficient condition for stability analysis and computing MMDADT. The second and third optimization functions are both convex optimization functions, which are used to calculate the polynomially mode-dependent output feedback controllers. Two numerical examples are presented in order to show the feasibility of the proposed results.
I. INTRODUCTION
Switched systems consist of a finite class of subsystems and switching signals which orchestrate the switching rules between each subsystem. Switched systems are an important approach to analyzing and researching the issue of hybrid systems in engineering applications, such as power converter systems [1] , hybrid transportation systems [2] and vertical take-off and landing (VTOL) unmanned aerial vehicles (UAV) [3] . In stabilizing nonlinear systems, a method of approximation via polytopic linear switched systems [4] may be used to pursue asymptotical stability, or the use of nonsmooth Lyapunov functions to track performance of given parameter constraints [5] . In this paper, the switched systems
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In light of different switching rules, switched systems are usually divided into three main classes [6] : those under arbitrary switching constraints, those under state-dependent constraints and those under time-dependent constraints. According to the first class, the state is able to switch from one subsystem to another with arbitrarily fast velocity or arbitrary trajectory. As for the second class, the switching event occurs at each switching surface when the trajectory crosses a given switching surface. For the third class, the switching should spend no less than an allowable time period in one subsystem, known as dwell time. In the study of stabilization of switched systems with time-dependent constraints, the dwell time is always a given constant [7] rather than a minimum value, so it may dramatically reduce the efficiency of switched systems. Therefore, the exploration of MMDADT for switched systems is significant, and it is more available in many practical cases.
Previous research has indicated that stability analysis is a fundamental issue in the study of switched systems. For an arbitrary switching rule, the method of Common Lyapunov Functions (CLFs) provides a basic tool for guaranteeing this type of switched systems' asymptotic stability properties. Considerable efforts have been put into finding various CLFs, e.g. common quadratic Lyapunov functions (CQLFs) [8] , common stochastic Lyapunov functions (CSLFs) [9] , common HPLFs [10] and common homogeneous rational Lyapunov functions [11] (HRLFs). But this method is not only lacking of a switching mechanism, but also presents a dramatic increase of robust conservativeness. A variety of attention has been paid to researching stability under constrained switching, which mainly involves state-dependent switching and time-dependent switching. In the state-dependent switching case, the behavior of inactive subsystems has no influence on the whole system. With regard to switched linear systems, several sufficient stability conditions expressed by different techniques, such as the multiple Lyapunov functions (MLF) [12] , [13] or the piecewise quadratic Lyapunov functions (PQLF) [14] , [15] , have the capability to analyze stability properties of the switched systems. For time-dependent switching, also called slow switching [16] , comprises dwell time [17] , [18] (DT) switching, average dwell time [19] , [20] (ADT) switching, minimum dwell time [21] , [22] (MDT) switching and mode-dependent average dwell time [7] , [23] (MDADT) switching. On account that stability analysis of time-dependent switched systems needs to fulfill the exponential stability conditions, it is rather difficult to decouple between controllers variables and dwell time variables in exponential terms. Hence the aforementioned time-dependent methods of stability analysis usually use a given dwell time constant or require a priori knowledge. Therefore, a tactfully new approach to simplifying exponential terms to linear terms and a subsequent exploration of the lower bound of dwell time are necessary, while the switched system is stabilizing.
Control synthesis is another fundamental issue in timedependent switched systems. Specifically, as unstable subsystems are encountered in some switched systems, there are two ways to design controllers to make the switched systems asymptotically stable. One way to cope with this issue is to construct a switching rule which organizes the switched systems stabilized in a feasible region of dwell time, such as Ref. [24] , Ref. [25] and Ref. [26] . Another way is to design a feedback controller to make the switched systems stable. There exists several methods adopting timedependent constraints. These include Ref. [27] , which adopts a state feedback controller to stabilize switched systems using quasi-alternative switching signals with a MDADT switching strategy, Ref. [28] introduces a solution of time-varying state feedback controllers for a family of switched systems with slow switching and fast switching constraints, Ref. [29] proposes a generalization of copositive types of Lyapunov function -copositive Lyapunov functions, to solve the problem of stability and stabilization for switched positive linear systems with a MDADT switching strategy. In the latter class, linear matrix inequality [30] (LMI), bilinear matrix inequality [31] (BMI) and SOS [32] methods could be formulated to compute the feedback controller on the grounds of conditions proposed in above instances. Specifically, a prominent advantage of the SOS method is that it can guarantee positive definiteness of polynomial matrix directly, which makes it more convenient and faster to obtain suitable Lyapunov Functions. Moreover, to solve some non-convex optimization function, a series of iterative algorithms are proposed to decompose the design functions in steps. These are outlined in the following references: Ref. [33] presents an iterative LMI method to stabilize the polynomial systems with parameter-dependent Lyapunov functions, Ref. [34] applies iterative SOS method to guarantee polynomial systems satisfy robustness against disturbances. However, only a common controller is applied in the feedback stabilization function solved by iterative algorithms, which undoubtedly increases the conservativeness. Therefore, it becomes necessary to search for a new approach to overcome the foregoing limitation, accommodating the adoption of polynomially mode-dependent controllers, which will lead a more relaxed synthesis of constraint conditions accordingly.
This paper attempts to investigate a type of static output feedback controller, similar to that which is discussed in Ref. [35] for stabilizing continuous-time switched linear systems with time-dependent constraints. One of the major contributions of this paper is to find a new method to reduce the dependency of priori knowledge based on polynomially parameter-bounded condition and explore MMDADT for each subsystem, during control synthesis when the initial subsystems are not all stable. Another contribution is the construction of HPLFs depending polynomially on modedependent controllers, and deriving of the existence and solvability conditions in accordance with a set of SOS. The remainder of this paper is organized as follows. Section II reviews some necessary concepts and definitions of timedependent switched systems, and further puts forward two basic problems. Section III establishes the iterative HPLFs conditions for minimum mode-dependent average dwell time switched systems. Examples are provided in Section IV to verify the effectiveness of the developed methods. A conclusion of this work is given in Section V.
Notations are shown in TABLE 1.
II. PRELIMINARIES AND PROBLEM STATEMENTS
Let us consider the switched system
where t i ∈ R represents mode-dependent dwell time, x(t) ∈ R n represents the state, u(t) ∈ R m and y(t) ∈ R p are input and VOLUME 7, 2019 output of the system, respectively.
The switched system (1), stabilized by static output feedback controllers, can be expressed in closed-loop form as:
where κ σ (t i ) ∈ R m×p is an undetermined matrix, and u(·) : R n → {1, . . . , N }. Thus, the closed-loop switched system has the expression as:
where
Before proceeding, several definitions are necessarily introduced to aid in an understanding of subsequent developments, i.e. [21] The set of admissible switching rules with modedependent dwell time
Definition 1: The switched system (1) satisfies
called globally uniformly exponentially stable (GUES) at equilibrium x e = 0 where σ (·) ∈ D, u(t) = 0 and i ∈ {1, . . . , N }. To achieve GUES, several theories have been put to use, exploring control analysis methods for time-dependent switched systems.
Lemma 1 [36] : For average dwell-time switching mode, there exists a class of HPLFs and an average dwell time parameter τ , for switched systems, such as:
where L( ) and L( i,j ) are linear parametrization, γ (κ) represents performance index.
Thus, the switched system is globally uniformly asymptotically stable when average dwell time is not smaller than τ .
Regarding Lemma 1, it is difficult to solve the timedependent switched systems function, since the third inequality contains the matrix exponential of A i (κ) which is not a convex optimization function. In order to deal with this nonlinear term, Graziano Chesi proposes a polynomial approximation of this term on the basis of Taylor's expansions in Ref. [36] . Unfortunately, the high-order error in approximation resulting from this method, requires a high-order extended matrix to approximate the third term. This undoubtedly increases the numerical data size, and hence operation time. Therefore, it is necessary to introduce a more feasible and simpler method to reduce the complexity of the matrix exponential term. A feasible way to approach this problem would be to estimate a bound on the matrix exponential term as below.
Lemma 2 [17] : For average dwell-time switching mode, there exists a dwell time parameter, τ , several positive parameters,η 1 , . . . ,η N , and a family of symmetric positive definite matrices, V 1 , . . . , V N , satisfying:
Thus, the switched system is globally uniformly asymptotically stable when average dwell time is not smaller than τ . According to Lemma 2, the dimension of matrix exponential term is decreased to a one-dimensional exponential term, which implies that
, that is, the value ofη i is larger than two times the maximum value of the real eigenvalue of (A i (κ)). However, there also exists matrix exponential terms e −η i τ V j (κ). To deal with the nonlinear exponent term, Zhao Xudong in Ref. [7] proposes a new idea that allows parametersμ i to replace the exponential terms with constraintsμ i > 1.
Lemma 3 [7] : For mode-dependent average dwell time switching mode, there exists given constantsη i > 0,μ i > 1, a family of symmetric positive definite matrices, V i , and two positive scalars, ϕ 1i and ϕ 2i , fulfilling:
Thus, the switched system is globally uniformly asymptotically stable when mode dependent average dwell time is not smaller than τ * i , i.e.
In light of Lemma 3, the subsystems are stabilized within mode-dependent average dwell time, where the exponential term is regarded as a linear parameterμ
i , leading to a dramatic reduction in complexity. However, the a priori loose constraintsη i > 0 andμ i > 1, require a more detailed exploration to find a suitable value. Therefore, a search for a compact set ofη i , becomes the foundation on which we form a new method, of which could further determine the scope of µ i and the MMDADT of switched system. Problem 1: Compute MMDADT for switched systems within set without considering the matrix exponential terms in inequation (6).
Problem 2: Design controllers κ i to asymptotically stabilize each mode of the switched system (1) within set K, where K (including admissible controllers) is defined as:
and ρ i ∈ R is the feasible bound.
III. PROPOSED METHOD
This section presents the proposed method in detail. Subsection A presents basic concepts of the proposed method, containing the method to construct the HPLFs. Subsection B presents the method to pursuing MMDADT in light of the polynomially parameter-bounded condition. Subsection C presents the method to determine the mode-dependent controllers. Subsection D provides a summary of the overall proposed method.
A. BASIC CONCEPTS OF PROPOSED METHOD
The method discussed is on the basis of homogeneous polynomials. Generally, a function v :
where x ∈ R n for some a k ∈ R. In (13), a k x k is a monomial of degree |k|, a k are the parametric variables, and x k are the independent variables.
In addition an expression, denoted the power vector h(x, d hom ) is adopted, whose entries are monomials of degree equal to d hom without repetitive coefficients. Generally, a typical power vector satisfies a recursive rule, so that
. . .
The number of h(x, d hom ) can be calculated via
Specifically, a symmetric matrix polynomial R m×p → R σ hom (n,2d hom )×σ hom (n,2d hom ) may be written in SOS form if
The details in deriving the relations from (13) to (17) may be found in section 1.4 of Ref. [36] . In order to estimate whether a symmetric matrix polynomial is representable as a SOS form, a general method is to establish square matrix representation (SMR), as outlined below.
Definition 2: (SMR) Let V : R σ hom (n,d hom )×σ hom (n,d hom ) of degree equal to 2d hom is written as
Then, (18) is said to be a SMR of v(x) with respect to
where is a free vector. The expression (19) is defined as a complete SMR, and so the Gram matrix method for polynomials may be extended to the expression of matrix polynomials. L( ) is a linear parametrization of the linear set L 2d hom , satisfying
whereL is defined to be L( ), and the dimension of L is given by
In light of the definitions mentioned above, v(x) is SOS representable if and only if there exists some satisfying the constraint:
In order to discuss the stability of a homogeneous polynomial, the definition of HPLF [10] is introduced below.
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Definition 3 (HPLF): A homogeneous polynomial v :
Then, v(x) is an HPLF of degree 2d hom for the system (1). For switched systems, the HPLF candidate of the i-th subsystem is denoted as
In reference to previous comments, the matrix polynomials are hence defined as
where γ (κ 1 . . . κ N ) is an auxiliary polynomial working as performance index.
In order to solve problem 2, A i and V i will be replaced by A i (κ i ) and V i (κ i ). Hence HPLF candidate in (25) may be expressed as
In the same way, vector in (25) will have a new expression i (κ i ).
Definition 4 (Minimum Mode-Dependent Average Dwell Time):
For a switched system with switching signal σ (t) and dwell time τ i ≥ t ≥ 0. Suppose that N σ i (τ i , t) denotes switching numbers, meaning the i-th subsystem is activated within [t,
If there exists a minimum mode-dependent average dwell time τ * ai , this then implies
where N 0i denotes the minimum mode-dependent chatter bounds.
B. CALCULATION OF MMDADT
According to the concepts of subsection A and the polynomially parameter-bounded condition, Problem 1 can now be solved. Let η * i denote the minimum value of the modulus of (A i (κ i ))'s eigenvalue, within κ i ∞ ≤ ρ i . From Lemma 3, the differential of V i (x) satisfies the constraint thatV
where Q i ≥ 0 and λ i = λ min (Q i ). However, it is a difficult task to compute the definite value of Q i , because the positive semidefinite matrix Q i only expresses the existence condition of inequality (29) within stability analysis for switched systems. Therefore, it is necessary to find a new method to calculate the bound ofV i (x). Theorem 1: Consider the switched system (1) with whose controllers satisfied the constraint (8), the positive numbers
where λ i max is a real scalar. AsV i (κ i ) ≤ 0, and as (A i (κ i )) will only be a Hurwitz Matrix for some κ i within constraint of (26). This means:
It should be noted that the eigenvalues of (A i (κ i )) contain not only real numbers but also conjugate complex roots, furthermore, (A i (κ i )) is not always Hurwitz Matrix while searching for its minimum and maximum eigenvalue within
where η * i denote the minimum value of modulus of (A i (κ i ))'s eigenvalue(which means η * i = min(abs(λ Ai )). Suppose that (A i (κ i )) is Hurwitz Matrix and has a pair of conjugate complex roots a + bi and a − bi, where a and b are arbitrary numbers, so that
Therefore, it can be concluded that inequality (29) 
Remark 1: In order to search for the minimum value of the modulus of (A i (κ i ))'s eigenvalue, a traversal algorithm may be applied. This would allow us to compute every eigenvalue of (A i (κ i )) according to 10 −q step size within κ i ∞ ≤ ρ i , such as
where q is positive integer and q = 0, . . . , +∞.
Remark 2:
The meaning of η i in Theorem 1 is different fromη i 's in Lemma 2 and Lemma 3, because η i represents the modulus of (A i (κ i ))'s eigenvalue, whileη i denotes the eigenvalue of Q i in (29) . To obtain the value range of η i andη i , the compact set of η i could be determined based on the polynomially parameter-bounded condition κ i ∞ ≤ ρ i beforehand, but the range ofη i is difficult to calculate for Q i being an undetermined parameter. Therefore, the bound of Q i could be expressed as 2η i V i (κ i ).
For the sake of solving Problem 2, J i,3 (κ i ) can be positive semidefinite matrices for all V i (κ i ) by suitably choosing γ (κ 1 . . . κ N ). Besides, the feasibility of the set of inequalities (26) are always quantified by the largest value of γ (κ 1 
where g represents a linear function of γ (κ 1 . . . κ N ). Let denote the set of symmetric matrix polynomials which can be written as SOS of matrix polynomials. Therefore, the first optimization function to address Problem 1 is
where J is a set including the matrix polynomials in (26) . The optimization function (38) is going to maximize the polynomial γ (κ 1 . . . κ N ) where κ i ∈ K whilst guaranteeing J i,3 (κ) satisfy positive semidefiniteness. From the solution to the first step, the second step is to establish a candidate for the controllers, κ i . For this purpose, suppose that γ * (κ 1 . . . κ N ) is a maximum value of γ (κ 1 . . . κ N ) in (38) . Then, let
where β ∈ R, ε(κ) and a x,y,i (κ i ) are undetermined polynomials, κ is the vector of controllers κ i , x = 1, . . . , m, y = 1, . . . , p, i = 1, . . . , N . It is necessary to state that ε(κ), an auxiliary matrix polynomial, is applied to offset the residuals of (39), further improving the computation accuracy and speed. The second optimization function used to address Problem 1 is (40), and give the definition of the set
The following theorem provides a sufficient condition of computing the MMDADT via HPLFs. Theorem 2: Consider the continuous-time switched system (1) where the minimum value of modulus of (A i (κ i ))'s eigenvalue η * i is given by Theorem 1. There exist controllers κ i . Let us define the objective function
An optimization function which is defined to indirectly solve Problem 1 is
Then the system is globally uniformly asymptotically stable (GUAS) and the MMDADT can be obtained by
Proof 2: With reference to Lemma 2 in [17] which is used to solve the mode-dependent average dwell time problem, and Theorem 1 in [36] which takes advantage of HPLF to deal with average dwell time switched systems. VOLUME 7, 2019 Now, for any positive scalar τ suppose that t 0 = 0 and t 1 , t 2 . . . t i , t i+1 , . . . t N σ (τ,0) denote the switching time points within [0, τ ] respectively, where
where 0 < η i ≤ min(abs(λ A i ))). Denote N = N σ (τ i , 0) the number of modes active during t ∈ [τ i , 0). So i − N = 0, and consequently, σ (i) = σ (0). For any switching signal σ (i), a series of estimates can be attained from (45) and (46), such that
then, upon subsequent iteration of the above inequality:
The total MMDADT can be achieved such that
Then, Suppose that there existsκ i holding for some κ i , let us define the functionγ * and mode-dependent average dwell time τ * i to pursue the minimum value of the total dwell time
where η * i is given by Theorem 1 within κ i ∞ ≤ ρ i , so minimum total dwell time will be determined also within κ i ∞ ≤ ρ i . However, there is difficulty in solving the above optimization function due to the presence of the nonlinear exponential terms e −2η * i τ i and the unsolved polynomial γ (κ 1 . . . κ N ). Therefore, we substitute decision variables µ i in place of the nonlinear exponential terms which fulfill 0 < µ i ≤ 1. Moreover, − ln(µ i ) = 2η * i τ i are monotonic increasing functions of τ i when η * i are given positive numbers and τ i are positive variables. A scalar objective variableγ will replace γ (κ 1 . . . κ N ), and so the objective functions could be set to pursue the maximum value of
+γ to determine the minimum value of the total dwell time indirectly. Hence the former optimization function could be written as
Then, the MMDADT could be computed by
As a result, the value of Lyapunov function converges to zero exponentially for l ∈ [0, +∞). Namely, the switched system is globally uniformly asymptotically stable if the MMDADT fulfills (52).
Remark 3: If the maximum value of µ i is the result of the optimization function (43) including a multi-objective function, then the minimum value of − ln µ i will be found owing to ln µ i being a monotonic increasing function. Hence the MMDADT, τ i = ln µ i −2η i , will be obtained in light of the upper-bound of η i and the maximum value of µ i .
C. CALCULATION OF SOUGHT CONTROLLERS
Subsection B gives a method for solving Problem 1 to pursue MMDADT. However, it is hard to calculate output feedback controllers which stabilize the switched system (1), due to lacking the value of polynomial variable γ (κ 1 . . . κ N ). Subsection C gives a solution which accommodates this term, while introducing an additional theorem.
Theorem 3: Consider the switched system (1) with the MMDADT τ * i , there exist controllers κ i addressing Problem 2 if and only if there is γ * (κ 1 . . . κ N ) satisfying sufficiently large degrees of introduced polynomials within the set W.
Proof 3: (a) The first step is to prove the existing properties of controllers κ i .
With reference to Corollary 1 in [36] which is used to solve the arbitrary switching problem and HPLF. Let us define the functionγ * : 
Fro ) ι where ι ∈ N is given, along with the existence of some ι such that f (κ i )Ĵ i,1 (κ i ) and f (κ i )Ĵ i,2 (κ i ) are in the range of . Furthermore, f (κ i ) − 1 is also in the range of , so the constraints of (38) should fulfill the relations:
With the changes mentioned above, it is indicative that γ (κ # 1 . . . κ # N ) > 0. Furthermore, suppose some κ ∈ K, matrix polynomials γ (κ 1 . . . κ N ), V i (κ i ) and i (κ i ) for all J (·) ∈ J and γ (κ 1 . . . κ N ) > 0 could be found by computing the maximum value of γ (κ) satisfying the constraints of (38) . Indeed, the constraint g ≤ 1 should be considered in above matrix polynomial, and γ (κ) > 1 for κ i = κ # i . Otherwise, γ (κ 1 . . . κ N ) would be redefined as
is positive within the set K. Furthermore, the constraints of (38) hold according to ς > 0. In other words, there exist controllers, κ i , which satisfy the matrix polynomial constraints (38) .
(b) The second step is to prove the solvable properties of controllers κ i . Let
The polynomials ρ i 2 − κ 2 x,y,i ≥ 0 are satisfied for all x = 1, . . . , m, y = 1, . . . , p, and i = 1, . . . , N if and only if κ i ∈ K. Moreover, those which have an even degree and the highest degree forms are zero if and only if κ i = 0. From Ref. [37] , it can be seen that, with regard to all β > θ, there exist polynomials a x,y,i (κ i ) which will satisfy the constraints of (40) . Therefore, for polynomials a x,y,i (κ i ) with sufficiently large degrees, below equality will be obtained
where ε(κ * i ) is an auxiliary matrix polynomial to offset the residuals of (39) .
As a result, w(κ * i ) = 0 and κ i ∈ K. Moreover, γ * (κ * 1 . . . κ * N ) > 0. In a word, controllers κ i will be calculated by the equality w(κ * i ) = 0. Theorem 3 provides a method to address Problem 2 with time-dependent constraints on the basis of (38) and (40) . This method mainly describes the way to narrow the search space for controllers κ i from the set K to a reduced set W. In other words, the set W includes one element only in non-degenerate conditions, such that the maximum value of γ * (κ 1 . . . κ N ) is within the set K. The polynomial will determine the set w * (κ i ) which is obtained by solving (40).
Remark 4:
The roots of a multivariate polynomial over the set K always need to intersect with residuals which occupy lots of calculating time. A simple way to solve this problem is to introduce an auxiliary polynomial,ε(κ i ), to eliminate the residuals.
Remark 5: It can be seen from Theorem 1 that the compact set of a priori knowledge η i is found based on polynomially parameter-bounded condition κ i ∞ ≤ ρ i , where ρ i is a relatively large positive constant working as feasible bound. Then, the maximum value of µ i is determined on the basis of the upper-bound of η i in the Theorem 2. Therefore, the MMDADT is calculated by the optimization results of a priori knowledge η i and µ i instead of given constants from the experimenter, or the result of trial-and-error search.
Remark 6: Although Theorem 1 gives the compact set of η i , but it is a relatively conservative method to explore the upper-bound of η i . Firstly, the value of ρ i is not an optimal bound for every controller κ i , so the traversing space is always larger than that which is needed. Secondly, the step size 10 −q is also not optimal, because the requisite eigenvalue maybe exist between the step size 10 −q and 10 −(q+1) . Moreover, during the process of traversal, the eigenvalues with positive real-part are also considered which could be treated as redundant data, hence the upper-bound of η i will probably deviate from the desired. Therefore, the compact set of η i has relative conservativeness. In other words, perhaps some η i out of the compact set also could fulfill the constraints of Theorem 2.
D. SUMMARY OF PROPOSED METHOD
The steps of iterative HPLFs algorithm for stabilizing MMDADT switched systems is presented in this subsection.
1) Express the switched system as in (1) and the closedloop system with controllers κ i as in (4). 2) Choose the set K of allowed controllers.
3) Let 10 −q be the step size within κ i ∞ ≤ ρ i where q ∈ [0, +∞) and solve the following traversal algorithm function to find the minimum value of the modulus of
where λ 0 is the initial value of eigenvalue.
) and choose degree d hom for HPLFs, set the degrees of i (κ i ) and γ (κ 1 . . . κ N ) equal to the highest degrees of (26) for matrix polynomials. Then, solve the following optimization function using the toolbox YALMIP [38] and solvers PENLAB [39] and get the optimal value
5) Solve the following optimization function with attained η * i and µ * i using the toolbox YALMIP and solvers Mosek [40] , further get the optimal value γ * (κ *
6) Build w(κ i ) in (39) and auxiliary polynomial ε(κ i ) of chosen degree, solve the optimization function (38) using the toolbox YALMIP and solvers Mosek and get the optimal value β * of β
Compute a value of κ * with β * which satisfies the constraints
If the closed switched system is stabilized by controllers κ * then proceed to step 7). Otherwise, set the step size to a smaller one in step 3) and return to Step 3). 7) The switched system (1) could be stabilizable by output feedback controllers κ * i . Terminate the algorithm.
IV. NUMERICAL EXAMPLES
In this section, two numerical examples of the proposed method will be presented. The approximation functions will be solved by Matlab installed toolbox YALMIP and solvers PENLAB and Mosek on a universal computer, which equipped with Windows 7, Intel Core i7, 2.5GHz, 12 GB RAM. 
A. EXAMPLE 1
A switched system with N = 3 quoted from Ref. [36] is considered and
Output feedback controllers κ i are designed to asymptotically stabilize a switched system whose open loop subsystems are not all stable, and the admissible set of controllers
The method proposed in Section III is applied to Example 1. Firstly, according to step 3), step size q = 1 is chosen, minimum value of modulus of λ A i are calculated:
61803, elapsed time is 0.0156s. Secondly, the maximum value of µ i andγ are computed by solving HPLFs in Theorem 2, whose degree 2d = 2, we find µ * 1 = 0.93241, µ * 2 = 0.86755, µ * 1 = 0.79991 andγ * = −5.8788. Then, MMDADT gives out as: τ * 1 = 0.14822, τ * 2 = 0.071041, τ * 3 = 0.18062. The number of parametric variables is 25, and the number of independent variables is 3.
Thirdly, by solving the optimization function involving in step 5, we get
The number of parametric variables is 28, and the number of independent variables is 3. Fourthly, the sought controllers,κ i , are computed in accordance with Step 6), we obtain
The number of parametric variables is 23, and the number of independent variables is 3.
In order to expound the advantage of MMDADT switching, a contrast experiment between the result of this example and Example 1 in Ref. [36] is conducted to show the performance difference between the two closed-loop witched systems. Example 1 in Ref. [36] is a kind of ADT switching, the average dwell time fulfills τ = 1, the degree of HPLFs is also 2d = 2, the matrix exponential is treated as a first-order approximation polynomial, and the controller has the value
Then, the output responses for each closed-loop subsystem with initial state being x 0 = [−1, 0] are shown in Fig. 1 . It can be seen that the output responses of closedloop subsystem 1 and subsystem 3 stabilized by κ 1 and κ 3 have smaller oscillating amplitude and less stabilization time.
The next step, feasible switching sequences with ADT constraint and MMDADT constraint are carried out respectively, the results are shown in Fig. 2 and Fig. 3 . The initial state is set as x 0 = [−1, 0], the curves show that the oscillating amplitude of ADT switching is bigger than MDADT switching, mainly because κ 1 and κ 3 have better output response when the initially switching r is σ = 1 → σ = 2 → σ = 3. 
B. EXAMPLE 2
A system with N = 2 is considered and 
The number of parametric variables is 51, and the number of independent variables is 4. Fourthly, the sought controllers κ i are computed in accordance with Step 6) . We obtain
where the number of parametric variables is 36, and the number of independent variables is 4.
To provide further clarity as to why the MDADT of MMDADT switching is smallest, a contrast experiment between the result of step size q = 1 and q = 0.1 is conducted. When step size q = 0.1 and 2d = 2, minimum value of modulus of λ A i are η * 1 = 0.006284, η * 2 = 0.0043388 whose elapsed time runs 3.2292s, maximum value of µ i and γ are µ * 1 = 0.89043, µ * 2 = 0.22269, andγ * = −3.7551. Then, MMDADT are τ * 1 = 9.234, τ * 2 = 173.08. The optimal value of γ * (κ) is
The sought controller κ i are obtained
It can be seen that the total MDADT of step size q i = 1 is far less than q i = 0.1, since τ smaller than q i = 0.1, this is due to the step size of MDADT, (being q i = 1) is far less than q i = 0.1.
Therefore, in the light of above two examples, MMDADT switching is shown to potentially require far less dwell time to stabilize the unstable switched system, with better response performances. Furthermore, the approach discussed in this paper can be put into practice to stabilize the switched system with fewer constraints and shorter dwell time. For example, VTOL UAV, which could transit between vertical and horizontal flight modes, is able to use the approach to design individual controller with MMDADT to improve the performance of mode switching process with more flexibility and less transition time.
V. CONCLUSION
The purpose of this paper is designed to determine static output feedback controllers for stabilizing continuous-time switched linear systems with time-dependent constraints via iterative Homogeneous Polynomial Lyapunov Functions approach. A traversal algorithm function gives a means to calculate the minimum value of the modulus of (A i (κ i ))'s eigenvalue, η * i , by selecting a feasible step size. By utilizing η * i , three optimization functions established by SOS programming are constructed to cope with stability and stabilization problem. The first optimization function works as a sufficient condition for stability analysis and pursuing MMDADT. The second optimization function in light of MMDADT is used to explore the existing properties of controllers. Based on the result of second optimization function, the third optimization function searches for polynomially mode-dependent controllers with less residuals by introducing auxiliary matrix polynomial ε(κ i ). Compared with other time-dependent stability analysis methods, the proposed approach makes use of the parameter-bounded condition of the polynomial to lower the dependency of given prior knowledge. On the other hand, MMDADT is the result of global optimization process within the bounds of controllers. In addition, mode-dependent controllers reduce conservativeness effectively in contrast with a common controller used by other iterative algorithms. Two numerical examples of horizontal and vertical contrast about switched system have been presented to verify these theoretical findings.
Future work will focus on extending the proposed approach to the case of dynamic output feedback controller with timevarying uncertainty. 
