Abstract Toxicokinetics (TK) provides critical information for integrating chemical toxicity and exposure assessments in order to determine potential chemical risk (i.e., the margin between toxic doses and plausible exposures). For thousands of chemicals that are present in our environment, in vivo TK data are lacking. The publicly available R package ''httk'' (version 1.8, named for ''high throughput TK'') draws from a database of in vitro data and physico-chemical properties in order to run physiologically-based TK (PBTK) models for 553 compounds. The PBTK model parameters include tissue:plasma partition coefficients (K p ) which the httk software predicts using the model of Schmitt (Toxicol In Vitro 22 (2): [457][458][459][460][461][462][463][464][465][466][467] 2008). In this paper we evaluated and modified httk predictions, and quantified confidence using in vivo literature data. We used 964 rat K p measured by in vivo experiments for 143 compounds. Initially, predicted K p were significantly larger than measured K p for many lipophilic compounds (log 10 octanol:water partition coefficient [ 3). Hence the approach for predicting K p was revised to account for possible deficiencies in the in vitro protein binding assay, and the method for predicting membrane affinity was revised. These changes yielded improvements ranging from a factor of 10 to nearly a factor of 10,000 for 83 K p across 23 compounds with only 3 K p worsening by more than a factor of 10. The vast majority (92%) of K p were predicted within a factor of 10 of the measured value (overall root mean squared error of 0.59 on log 10 -transformed scale). After applying the adjustments, regressions were performed to calibrate and evaluate the predictions for 12 tissues. Predictions for some tissues (e.g., spleen, bone, gut, lung) were observed to be better than predictions for other tissues (e.g., skin, brain, fat), indicating that confidence in the application of in silico tools to predict chemical partitioning varies depending upon the tissues involved. Our calibrated model was then evaluated using a second data set of human in vivo measurements of volume of distribution (V ss ) for 498 compounds reviewed by Obach et al. (Drug Metab Dispos 36(7):1385-1405. We found that calibration of the model improved performance: a regression of the measured values as a function of the predictions has a slope of 1.03, intercept of -0.04, and R 2 of 0.43. Through careful evaluation of predictive methods for chemical partitioning into tissues, we have improved and calibrated these methods and quantified confidence for TK predictions in humans and rats.
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Introduction
Analysis of pooled human plasma samples has indicated the presence, mostly in low levels, of more than 2000 potentially anthropogenic compounds [1] . Many more thousands of chemicals have been indicated in a recent analysis of house dust samples from homes in the United States [2] . The presence of these chemicals in our blood and our environment may be due to widespread commercial use of as many as 30,000 different chemicals [3] . Ideally these thousands of chemicals would be screened on the basis of risk posed to human health.
Two key factors that drive chemical risk assessment are toxicity and exposure potential [4] . However, toxicokinetic (TK) models are needed to predict tissue concentrations due to exposure in order to estimate the margin between toxic doses and exposures [5, 6] . Traditional TK methods are resource intensive, often requiring hundreds of test animals per chemical [7] and either the development of radiolabeled compound [8] or analytical chemistry methods of sufficient quality to quantify chemical concentration in tissue [9] . Most of these chemicals are non-therapeutic (e.g., industrial plasticizers) and therefore both ethical and cost considerations limit human TK testing [10] . For the many thousands of chemicals that need TK, even animal testing is economically out of reach [7] . As an alternative, relatively high throughput TK (HTTK) methods have been developed, based upon chemical structure-derived properties and limited in vitro assays that allow tissue concentrations to be predicted without the need for precise in vivo data [6, 11, 12] . HTTK methods are used by the pharmaceutical industry to determine the range of efficacious doses and to prospectively evaluate success of planned human clinical trials [13] [14] [15] .
Physiologically based toxicokinetic (PBTK) models vary in complexity and certainty depending upon the available data for estimating model parameters. PBTK models present several advantages over more empirical models (e.g., the two compartment model [16] ): mapping the mechanics of the models onto physiologic processes provides an interpretation for parameter values that can speed their estimation by constraining the plausible values [17, 18] . PBTK models also facilitate interspecies extrapolation since some processes (driven by chemical properties), including partitioning of chemical into various cellular constituents (e.g., lipid), are reasonably assumed to be consistent across species even as the blood flows, volumes of tissues, and fractional volumes of tissue constituents vary in known and well characterized ways [19] [20] [21] .
Partition coefficients, defined as the concentration ratio of two adjacent compartments at equilibrium, are used in some PBTK models in determining individual tissue concentrations of compounds relative to blood or plasma. Many models with similar structures have been developed to determine tissue:plasma partition coefficients (K p ) [22] [23] [24] [25] [26] . However, high-throughput screening for thousands of chemicals requires a model that can be parameterized for many compounds using a small set of easily generated data. Schmitt's model [22] predicts red blood cell to plasma partitioning, and thus blood to plasma partition coefficients [27] , and requires knowledge of only lipophilicity (i.e., log P ow ), the fraction unbound in plasma (f up ), and chemical ionization equilibria (pKa). These parameters can be predicted with quantitative structureactivity relationships (QSAR) when measurements are unavailable. The f up is typically measured in vitro, though models for predicting f up from chemical structure have recently become available [28, 29] .
The K p are also used in calculating steady-state volume of distribution, V ss , defined as the implied volume (e.g., L) that yields the peak concentration (e.g., mg/L) as observed in plasma given an intravenous dose (e.g., mg). The V ss is calculated by summing all K p , each multiplied by its respective tissue volume, and the plasma volume [22] . Multiplying V ss by the plasma concentration yields the total amount of a compound within a person or animal, assuming equilibrium. The V ss determines the initial concentration and elimination rate of one compartment models, and can be measured in vivo from blood samples, allowing further K p model evaluation in a human context [30] .
In this report we compare predictions of K p and V ss from Schmitt's model (2008) (with modifications) to in vivo data in order to guide revision and calibration. These improved and calibrated predictors then can be used to predict chemical partitioning in humans for thousands of chemicals that are unlikely to ever have a human clinical trial. Estimated standard errors establish tissue-specific levels of confidence for the prediction of chemical partitioning for use in risk-based decision making.
Methods
We collected 964 rat K p values estimated from in vivo experiments for 143 compounds and used them to evaluate and calibrate the predictions of Schmitt's model [22] . First, we implemented refinements to the model that improve the agreement between predicted and in vivo measured K p values. Next, we quantified the remaining differences between in silico predictions and in vivo measurements via linear regressions of the in vivo data on our predicted values to estimate calibration coefficients and standard errors for K p predictions. We evaluated these calibrated predictions by using them to predict V ss and blood to plasma partitioning for humans and compared them against measured data for 498 and 279 chemicals, respectively [30] . We provide our revised algorithm with the regressions in the freely available, open source R software package ''httk''.
The K p and V ss were initially predicted with the method contained in R package httk version 1.5 [31] [32] [33] [34] which uses the model described in Schmitt [22] with an additional regression for calculating membrane affinity [10] . We note that, in this methods section, K with the upper-case subscript ''P'' refers to protein:water partition coefficient (K P ), while throughout the rest of the text K with the lower-case subscript ''p'' refers to tissue:plasma partition coefficients (K p ). The revised methods and data described here were released with R package ''httk'' version 1.8, which includes additional values for species-specific tissue and plasma component fractional volumes, log P ow , pKa, and f up that both provide data for new compounds and revise data for compounds previously contained in the package. Throughout our evaluations we use the root-mean square errors (RMSE) between the log 10 predicted and measured values as a guide to overall predictive ability, with lesser RMSE being preferred. We note that the difference between the logarithms of two numbers is equivalent to the logarithm of the ratio of the two numbers, and therefore the RMSE is a measure of the bias and variance of the absolute fold-change (up or down).
Data

Sources of measurements of K p
The evaluation used 964 rat K p measurements of 143 compounds from 11 sources [22, 23, 25, [35] [36] [37] [38] [39] [40] [41] [42] that included both reviews and primary papers. The K p measurements for a given compound and tissue sometimes varied across sources, with values reported as an individual measurement, a range of values, or the mean of multiple measurements. For each K p , duplicate values were removed, and the means of the individual values were used. Values from Yun and Edginton [41] and Rodgers et al. [36] were used when it was not clear if there were duplicates within the means. The K p were used from Gueorguieva et al. [38] that were calculated with the closed loop method. The K p were measured in vivo with a variety of dosing methods including intravenous infusion and bolus injection. Rat red blood cell K p were calculated from in vitro blood to plasma partitioning (B:P ratio), using a hematocrit value of 0.46 [43] , assuming the remaining blood volume to be plasma. Human B:P ratio, used in a separate evaluation, were taken from 6 sources [10, 12, [44] [45] [46] [47] and converted into red blood cell K p in the same way as for rats but with a hematocrit value of 0.44 [43] .
Sources of measurements of pKa, f up , log P ow , tissue volumes, and V ss
The pKa and f up values were taken from their respective K p data sources, and when unavailable, pKa was calculated with the ChemAxon pKa prediction [48, 49] . The log P ow were also taken from their respective K p data source where available. The sources for the compound specific data (log p, membrane affinity, f up , and pKa) used for rat data are included in Supplemental Table 1 , and the sources used with human data are included in httk version 1.8. Speciesspecific (rat and human) fractional tissue component and plasma protein volumes came from Ruark et al. [27] , replacing the Schmitt [22] values for all tissues except for bone and gut. Similar tissue volume data were used in Schmitt [22] as in Ruark et al. [27] for rats, with a few differences. However, the use of the latter data yielded significantly better results and uncovered an error in the fractional volume of neutral lipid in the brain in Schmitt's tissue data set, which had led to a systematic over-prediction of K p in brain. Thirteen compounds were excluded because of their arbitrary f up value of 0.5. All other rat K p data available for the evaluated tissues were used except for Laniquidar, which had a f up of 0, and brain K p of Sparfloxacin, also 0. In the adjustment of f up , the fractional volumes of neutral lipid and neutral phospholipid were taken from Peyret et al. [26] for rats and Poulin and Haddad [50] for humans. Empirical data for 498 compounds was taken from Obach et al. [30] to evaluate V ss . These V ss were inferred from a variety of in vivo studies administering i.v. dosing to humans [29] . Tissue volumes, L/kg, for calculating V ss were calculated by converting the fractional mass of each tissue with its density [51, 52] , lumping the remaining tissues into the rest-of-body, excluding the mass of the gastrointestinal contents. Hematocrit was taken from Davies and Morris [43] . Membrane affinity values, used in K p calculation when available, were taken from Schmitt [22] , Endo et al. [53] , and other sources cited in the package.
Schmitt's model
In Schmitt's model, each tissue is composed of cells and interstitium, with each cell consisting of neutral lipid, neutral phospholipid, water, protein, and acidic phospholipid. Each tissue cell is defined as the sum of separate compartments for each constituent, all of which partition with a shared water compartment. The partitioning between the cell components and cell water is compound specific and determined by log P ow (in neutral lipid partitioning), membrane affinity (phospholipid and protein partitioning), and pKa (neutral lipid and acidic phospholipid partitioning). For a given compound the partitioning into each component is identical across tissues. Thus the differences among tissues are driven by their composition, i.e., the varying volumes of components such as neutral lipid. However, pH differences across tissues also determine small differences in partitioning between cell and plasma water. The f up is used as the plasma water to total plasma partition coefficient and to approximate the partitioning between interstitial protein and water.
The partition coefficients for all components of a cell are summed together to calculate the cell:cell water partition coefficient [22] :
where F component represents the fractional volumes of the cell and K component represents the component:cellular water partition coefficients for water (W), neutral lipid (nL), neutral phospholipid (nPL), acidic phospholipid (aPL), and protein (P). The total amount in the cell, A cell , is defined as the sum of the amounts across all cell compartments in the model. V cell , the total cell volume, can be larger than the total volume of the model components, assuming negligible partitioning into components beyond the scope of the model, but except for in the case of bone and gut, it is taken to be the sum of only the model components. The concentration in the cell is given by:
K tissue is defined as the partition coefficient between the tissue components and the plasma water:
where we sum the components of the tissue, cell and interstitium (int), together in the same way as the components of the cell [22] . Since interstitial water is assumed to have the same pH as plasma water, K interstitial water:plasma water ¼ 1, and this factor can be ignored. However, to account for the concentration difference between the cellular water and plasma water for each tissue due to pH differences, K cell is converted with K cell water:-plasma water [22] :
where D represents the distribution coefficient:
with a = 0.001 [22] . Equation 4 assumes that the partitioning into neutral lipid, DD x , is proportional to the rate of the compound exiting either compartment through the cell membrane (D x C x ), resulting in an equilibrium concentration in each compartment proportional to the ionized fraction of the compound. D cell is also used as the neutral lipid partition coefficient of the tissue, K nL . Ionization is calculated with the Henderson-Hasselbalch equation using pH values from Schmitt [22] for the cells, and a pH of 7.4 The point of these regressions is to calibrate our prediction method and evaluate the prior information of these tissues for plasma. The neutral fraction of zwitterions is treated as neutral. f up is used as K plasma water:plasma in converting K tissue to K p [22] :
The plasma protein to water partition coefficient, K pl P , is solved for and substituted for the interstitial protein to water partition coefficient, K int P , assuming plasma and interstitium both consist of only protein and water [22] . The superscripts ''pl'' and ''int'' denote partitioning with plasma and interstitium water rather than cellular water (no superscript):
After making the substitution, the fractional volume ratio of protein in interstitium to protein in plasma, F int P =F pl P ; is taken to be 0.37:
Acidic phospholipid and protein partitioning were calculated as [22] :
with cations partitioning at a rate of 20 times more ða þ ¼ 20Þ than the neutral species into acidic phospholipid and anions partitioning 20 times less ða À ¼ 0:05Þ.
Adjustments to membrane affinity
The only difference in our initial method of calculating partition coefficients from the method in Schmitt [22] is in the calculation of K nPL , membrane affinity. Membrane affinity data were available for 53 compounds, primarily taken from Schmitt [22] , but for the remaining compounds, membrane affinity was initially predicted with a regression on neutral compounds from Endo et al. [53] , reported in Wambaugh et al. [10] and used in the R package httk. This regression was roughly equivalent to using log P ow , the suggested approximate value in Schmitt [22] . When membrane affinity data were unavailable, they were initially predicted with a regression on log p and temperature data from Endo et al. [53] on neutral compounds, shown in (11) [10] , T representing the body temperature in Celsius of the species.
For compounds with log P ow greater than 10 6 , membrane affinity values differed from log P ow by more than a factor of 2.
Five methods for predicting membrane affinity were evaluated before deciding to use a regression from Yun and Edginton [41] , performed on the 59 compounds with membrane affinity data in Schmitt [22] (the 7 additional compounds to those evaluated only contained rabbit K p ). Alternate methods include: the original method from Poulin, Theil [23] in treating neutral phospholipids as 30% neutral lipid (K pl nL ) and 70% water; using K pl nL as a surrogate for membrane affinity; and a technique similar to the calculation of neutral lipid and acidic phospholipid where the Wambaugh et al. [10] regression was multiplied by the unionized fraction and added to the ionized fraction multiplied by the Yun regression. These methods were evaluated by comparing the RMSE of the K p without membrane affinity data, prior to adjusting protein binding. Equations for all methods evaluated are reported in Supplemental Table 2 .
Adjustments to fraction unbound in plasma
A lipophilic un-ionized compound should bind to the neutral lipid in plasma to a much higher degree than observed for certain compounds, based on the lipid binding model in tissue (5) and fractional volume of lipid in plasma. The error in K p prediction for these compounds may be hypothesized to be lower due to insufficient lipid binding in the in vitro protein binding assay [50, 54, 55] . This deficiency in the assay leads to a much higher unbound concentration relative to the bound concentration for lipophilic compounds and thus an overestimation of f up and K p . To adjust for this we recalculated the plasma:water partition coefficient (1/f up ) to account for neutral lipid binding in plasma, assuming that some lipid is absent from the in vitro assay. This adjustment reduces the presumably erroneous f up values to what we would expect based on the lipid binding model (5) without significantly affecting f up values already lower than expected or with small K pl nL . Many f up for highly lipophilic compounds (log p [ 5) are reduced to below the limit of detection, which would thus otherwise be difficult to accurately measure.
In (12) , the neutral lipid to water partitioning, K pl nL Ã F lipid , is added to the plasma: water partition coefficient, 1/f up , to get an adjusted plasma: plasma water partition coefficient. This is equivalent to assuming that f neutral lipid fractional volume and 30% of the neutral phospholipid fractional volume in plasma. We use values from Peyret et al. [26] for rats and Poulin and Haddad [50] for humans. We decided for simplicity to treat 30% of the neutral phospholipid volume as neutral lipid and 70% as water rather than use our membrane affinity predictor [23, 26] . We applied this correction to f up and determined the improvement independent of the membrane affinity adjustment.
Adjusting K p prediction through linear regression To further improve K p calculation, measured K p were regressed against the adjusted predictions for each tissue on log 10 -transformed K p using R's default lm function. This allows us to substitute future K p calculations into the regressions as K p predictions to yield an expected measured value based on the observed discrepancies on a per tissue basis. The 95% prediction intervals were calculated as shown in Fig. 4 . Joint tests were performed with the estimable function from the gmodels package to calculate p-values for testing the hypothesis that the true regression is the identity line, i.e., the probabilities of the observed regressions when assuming a correctly estimated variance and a true regression with a slope of 1 and intercept of 0.
Blood: plasma concentration ratio evaluation
In vitro human B:P ratio for 279 compounds were compared to in silico predictions of red blood cell and B:P ratio. B:P ratio was calculated with (13) [27] from the predicted K rbc:plasma , and K rbc:plasma was back calculated with the same equation from the in vitro B:P ratio. Both B:P ratio and K rbc:plasma were compared to predicted values. A regression censored below 0.1 was performed on log 10 -transformed K rbc:plasma using the function em.cens from the R package CensRegMod to incorporate negative and zero values.
Volume of distribution
To further evaluate the K p adjustments and calibrations, V ss predictions, calculated with initial, adjusted, and calibrated K p values, were compared to in vivo human V ss for 498 compounds from Obach et al. [30] . The V ss were calculated with (14) , where the products of K p and their respective volumes are summed together with the plasma volume. After the initial calculation, each V ss was then calculated again using the adjusted K p values and again with the use of the regression-adjusted K p values, excluding the red blood cell regression. Kidney and liver K p were not adjusted to account for clearance. When the regressionadjusted K p were used, the rest-of-body compartment was calculated as the average of the other regression-adjusted 
Results
Our research proceeded in three stages: (1) modification of the predictive method guided by the goal of better predictions for egregious outliers among a dataset of rat K p , (2) empirical calibration of our modified model on a tissueby-tissue basis, and (3) evaluation of our modified and calibrated predictions using human in vivo measured volumes of distribution. Figure 1 demonstrates the improvement made by revising key assumptions. When the 964 tissue-specific partition coefficients (K p ), estimated from rat in vivo data for 143 compounds were plotted against their predicted values in Fig. 1a , outlier chemicals were identified, guiding the modifications (described below) that produced the improved predictions shown in Fig. 1b . Initially, 32 K p for 11 compounds were over-predicted by more than a factor or 100. Including these 32, 166 K p for 56 compounds were over-predicted by more than a factor of 10. Prediction accuracy was correlated across K p for a given compound. Two compounds in Fig. 1a accounted for 11 of the most over-predicted K p : Glycyrrhetinic acid [23] had 6 measured K p which were all predicted to be larger than 100 but were measured to be less than 0.25. The predictions for Glycyrrhetinic acid improved by at least a factor of 10 due to the membrane affinity adjustment (see Methods and below). Compound JNJ17 [41] had 5 measured K p . The initial method predicted that 2 were greater than 10,000 and an additional 3 were greater than 5000. The protein binding adjustment improved predictions for JNJ17 by a factor of 275. Glycyrrhetinic acid and JNJ17 were two of the three compounds in our data set with log p greater than 6, which demonstrates that high log p compounds initially had the greatest over-prediction. Of the 32 K p over-predicted by more than a factor of 100, 31 were for compounds with log p greater than 4, and 27 of the 32 K p were for the same five compounds. The predominance of error in high log p compounds was greatly reduced after adjustments. RMSE and fold-error for all modifications are included in Supplemental Table 3 .
Modification of the Schmitt (2008) tissue partitioning model
Membrane affinity
Membrane affinity determines the amount of chemical that partitions into lipid bilayers (e.g., cell walls) and is therefore an important parameter, albeit one for which data are often not available. We initially predicted membrane affinity using a regression based on neutral compounds [10] . We then considered four new methods: (1) [41] regression performed the best because of its ionization independent minimization of phospholipid partitioning relative to log P ow . Schmitt [22] mentions that acidic compounds partition at a ratio of 10-100 times less than neutrals, but this did not account for the observed overprediction of basic compounds. The K p for neutral compounds were predicted slightly but not significantly better (worsening by a mean factor of 1.1 for 55 K p lacking membrane affinity data) with the Wambaugh et al. [10] regression than with the Yun and Edginton [41] regression. Conversely, zwitterionic compounds, which were mostly un-ionized and had a similar log p range, improved by a mean factor of 1.2. Acids and bases with the same level of neutrality (83% or more at a pH of 7.4) changed even less. All 12 neutral compounds without membrane affinity data had log p less than 3, providing little information on the validity of the adjustments for lipophilic un-ionized compounds. The 9 relatively neutral compounds (70% or more neutral) in the data set with log p greater than 3, containing 62 K p , improved by a mean factor of 1.8. Since there was no worsening in the K p predictions for neutral compounds, and no other methods yielded better results, we selected the regression from Yun and Edginton [41] to predict membrane affinities whenever measured data were not available.
As shown in Fig. 2 , the new regression for membrane affinity improved 68 K p predictions across 18 compounds by a factor of 10, and 132 K p across 34 compounds by a factor of 3. Of the 68 improved by more than a factor of 10, all compounds had log p greater than or equal to 3.72 and were strong bases (except 2). However, 145 K p changed for the worse with a mean factor of 1.7. All 20 values (across 11 compounds) that worsened by more than a factor of 3 also had higher log p values (2.88 or greater, excepting 1 K p ) and were mostly strong bases, but here there was a predominance of liver K p and under-predictions prior to adjustment. Two compounds accounted for 10 of these values (FTY-720 and JNJ 37), suggesting possible exceptionalism or experimental error. One possible source of error for FTY-720 is its f up of 0.0003, the lowest of any compound in our data set prior to modification, either in the measurement or in the assumption of only the unbound concentration penetrating the cell membrane. The 412 K p with measured membrane affinity data were not modified, but the remaining 552 K p had a RMSE of 0.77 after membrane affinity modification, compared to an original 1.09, on a log 10 scale, improving by a mean factor of 1.9. There was consistently a similar change across tissues for each compound because of the similar fractions of neutral phospholipid across tissues.
Fraction unbound in plasma
For lipophilic un-ionized compounds, the actual, in vivo f up may be hypothesized to be different than is measured in vitro due insufficient lipid binding in the in vitro assay (i.e., less than the effective physiological quantity of lipid Fig. 2 Measured versus predicted K p after implementing a new membrane affinity regression for 552 K p (93 compounds) without membrane affinity data. These were initially predicted with a regression on neutral compounds [53] , but improved with a regression [41] on 59 membrane affinity values compiled by . The plot is colored to represent the number of orders of magnitude each point has improved (log 10 of improvement factor). Improvement is defined as the absolute value of the initial error, log 10 (measured / initial prediction), minus the absolute value of the final error, log 10 (measured / final prediction) present in vitro) or other assay interference that is more pronounced for lipophilic compounds [50, 54, 55] . Adjusting for lipid binding in the in vitro assay [50, 54, 55] significantly reduced the estimated in vivo f up values for those lipophilic compounds with high f up that were not completely ionized, but because the majority of compounds did not belong to this class of compounds, they did not significantly change (Fig. 3) . The only 16 K p (3 compounds) that changed by more than a factor of 3 improved by a very high degree. The predictions for the 5 measured K p values for JNJ17 improved by a factor of 279, due to a log p of 7, even though the initial f up was 0.02. The 10 K p for Mazapertine (log p of 5.05 and f up of 0.03) improved by a factor of 5. Amiodarone red blood cell K p improved by a factor of 257 even though it was 92% ionized because of its log p of 7.57 (f up of 0.05), demonstrating the exponential effect of the adjustment as log p increases. The adjustment method we have used is equivalent to assuming that all lipid is missing in vitro. In effect, some unknown amount between zero and physiologic may be missing. For those K p with dramatic changes, the values were almost entirely determined by the amount assumed to be missing. Reducing the missing lipid by a factor of 2 yielded a change in f up of nearly the same amount. Compounds that significantly changed all had high lipophilicity with a tendency toward higher f up values and lower ionization.
Although 336 K p worsened, none did by more than a factor of 1.23. Conversely, 104 K p improved by more than a factor of 1.23. RMSE changed from 0.88 to 0.79 on a log 10 scale after modifying f up for all K p .
Calibration of the model
Having modified the model for predicting tissue partitioning to reduce errors using both of the methods discussed above, we then quantified tissue-specific confidence via linear regressions of the in vivo data on our predicted values to estimate calibration coefficients and standard errors for K p predictions. These estimated calibrations and standard errors establish tissue-specific levels of confidence for the prediction of chemical partitioning.
Rat in vivo tissue partition coefficients
Regression coefficients for all twelve tissues for which rat in vivo data were available are reported in Table 1 , and the plotted regressions are shown in Fig. 4 . Additional regression coefficients using only the membrane affinity adjustment are provided in Supplemental Table 4 . The regression of measured K p on predicted K p is significant (pvalue \ 0.05) in all tissues, but the correlation is weak in red blood cells, brain, and liver, all having fraction of variance explained (R 2 ) of 0.34 or less. Bone, lung, and spleen are predicted well enough that the regressions are not far from the identity lines. Predictions were analyzed for bias (over-or under-prediction) by testing whether the data indicated that the predictions and measurements varied from the identity line (unbiased prediction). Spleen had a p-value of 0.28, bone of 0.25, lung of 0.13, and gut of 0.02. All other tissues had p-values of 7.89 9 10 -6 or less, indicating bias.
The bias in predicted K p for adipose, brain, muscle, and skin led to predictions that mostly exceed measured K p . The bias for kidney and liver led to predictions that are generally smaller than measured values. For liver and kidney, this is the opposite of what we expect since, considering clearance, the measured K p would be smaller than the actual K p given the lower concentration in tissue plasma than blood plasma. The red blood cell regression has the smallest slope, 0.27, and R 2 , 0.18, but red blood cell K p is actually predicted more accurately than most other tissues, with 96% of values within a factor of 10 and RMSE of 0.46, compared to 0.59 for all. The regression is primarily determined by a small amount of extreme predictions relative to a limited range of measurements (mostly between 0.3 and 3). Thus we did not use the red blood cell regression in predicting V ss with regressions. Figure 5 contains a heat map of regression-adjusted K p predicted with the revised method for all compounds with Fig. 3 Measured versus predicted K p after adjusting f up . f up is reduced to take into account binding to lipid for lipophilic un-ionized compounds. The plot is colored to represent the number of orders of magnitude each point has improved (log 10 of improvement factor). Improvement is defined as the absolute value of the initial error, log 10 (measured/initial prediction), minus the absolute value of the final error, log 10 (measured/final prediction) available data in humans. Example calibrations of predictions for lung, adipose, and brain for three chemicals are provided in Table 2 . Tissues (rows) and chemicals (columns) were clustered hierarchically to group those that are most similar. We observe more variance between compounds than between tissues. We identify 4 overlapping clusters of compounds in Fig. 5 . The most distinct group is cluster 3, which consists primarily of lipophilic bases (with less lipophilic values typically having higher f up ). Conversely, the tenth at the left (cluster 1) consists of acids with lower f up and log p (generally less than 0.2 and 4, respectively). Clusters 2 and 4 consist of a spectrum ranging from one extreme to the other with more lipophilic and neutral compounds in the cluster 4.
Significant overlap was found between clusters in Fig. 5 relative to f up , lipophilicity, and ionization. Lipophilicity, alkalinity, and f up correlated with higher partitioning while acidity correlated with lower partitioning. These clusters are within the bounds of what we would expect given the model assumptions: With the f up adjustment, an upper bound is placed on K p for un-ionized compounds relative to log p, which would otherwise partition at a much higher degree than ionized compounds, but K p for ionized compounds lacking membrane affinity data continue to increase with log p due to the regression. However, acidic phospholipid cancels this increased effect for acids and increases it for bases, yielding the chemical clusters in Fig. 5 . Figure 5 demonstrates that the regression residuals across tissues in Fig. 4 should be expected to be correlated for individual compounds. Ideally, we could determine multivariate priors where K p for each compound are consistently over-predicted or under-predicted for a sample from the regressions. The primary obstacle to using this b Fig. 4 Regressions (solid lines) for all tissues in evaluation with 95% confidence intervals and identities (dotted lines). The regression for red blood cells was not used in the application of the regressions to the calculation of V ss due to the limited range of points. Regression coefficients are included in Table 1 Lung approach is the inconsistency of available K p data across tissues.
Human in vitro blood: plasma concentration ratios
Although the rat in vivo data for red blood cell partitioning were limited in their ability to evaluate our predictions for that tissue, relative concentration of chemical in blood to plasma (B:P ratio) is an in vivo end-point that is often assayed in humans. By assuming a hematocrit fraction, K p can be calculated from B:P ratio. Human in vitro B:P ratio for 279 compounds were used to further evaluate blood partitioning. Initially, inferred B:P ratio were compared to predicted values as shown in Fig. 6a . There was no clear correlation, and the highly under-predicted red blood cell K p values were not apparent since the B:P ratio prediction floor (0.56) is much larger for these values than the additional partitioning into red blood cells. Although hematocrit is known to vary, it was not available for the subjects corresponding to the measured R b:p . Instead, we used a standard value of 0.44 for hematocrit in predicting B:P ratio. figure online) 0.44. However, since B:P ratio is the typical model parameter of interest rather than red blood cell K p , the prediction method does not perform as poorly as it appears. The RMSE for log 10 -transformed B:P ratio error is only 0.20 compared to 0.61 for red blood cell K p with censored values excluded; 97% of B:P ratio were predicted within a factor of 3 of the measured value. Because of the weak correlation, we again did not predict red blood cell K p with the regression in calculating V ss .
Analysis of residuals
K p prediction error after adjusting f up and membrane affinity still showed a positive correlation with neutral lipid fraction and log p for un-ionized compounds (less than 50% ionized at a pH of 7.4). K p over-prediction tended to increase with increasing neutral lipid fraction, and this effect is especially noticeable in adipose tissue and brain, the two tissues with the highest fractional volumes. The same trend exists with increasing log p when log p is greater than 1. This trend suggests that partitioning into neutral lipid and membrane affinity (predicted with log p for all but 50 compounds) may not be linear with log p. Alternatively, the in vivo measurements of K p could be biased toward lower values for lipophilic compounds.
Based on the pbtk model contained in httk, lipophilic compounds take longer to reach steady state, and 39 of the 48 compounds that were used in the K p evaluation with available in vitro clearance data took longer than 1 day to reach at least 90% of the steady state concentration in humans, and this would take even longer for a model that includes diffusion-limited partitioning. Thus even studies with several hours of infusion dosing prior to measurement may not reach a true steady state for lipophilic compounds. In such cases, the K p measured in vivo would be lower than its actual value.
Model evaluation
Predicted versus observed V ss
Having used the rat in vivo data to modify and calibrate our model, we turned to the human in vivo measured volumes of distribution (V ss ) reported in Obach et al. [30] as an external evaluation set. With our initial, unadjusted and uncalibrated method, V ss was predicted with errors similar to the trend observed with K p , as shown by Fig. 7a . The predictions were much higher than expected from the measurements for lipophilic compounds where the larger weight of the more over-predicted tissues resulted in V ss errors even greater than the initial K p over-predictions. V ss for 12 compounds were larger than measured by a factor of 1000, 42 by more than 100, and 145 by more than 10.
Overall, our K p and V ss predictions greatly improved after adjusting f up and membrane affinity, as shown in Fig. 7b , yielding a RMSE of 0.67 compared to 1.27 previously. The two most over-predicted values improved by about a factor of 10,000,000, 11 improved by at least a factor of 100, 60 by at least 10, and 116 by 3. Predictions for 144 worsened, but only 3 by more than a factor of 3 (a factor of 6.7 at most). The four most over-predicted values, (predicted V ss [ 30, 000) were primarily due to high fraction unbound relative to log p in non-ionized compounds.
V ss , computed with regression-adjusted K p (Fig. 7c) , showed further improvement: 113 points further improved by at least a factor of 3 (a factor of 10 at most), and 191 points worsened, 21 by more than a factor of 3. RMSE was reduced from 0.67 to 0.48. The regression line also becomes much closer to the identity, with a slope of 1.03 and intercept of -0.04 with R 2 of 0.43. The 498 compounds in the Obach data set overlapped with only 72 of the compounds used in the partition coefficient evaluation. Thus this significant improvement of volume of distribution prediction with the regressions on rat K p provides additional validation for the calibration. Only 3 calibrated V ss predictions were greater than 10 L/kg, and 95% of predictions were within an order of magnitude of the in vivo measurement.
Discussion
Guided by empirical evaluation against in vivo measured data, we have refined methods for tissue:plasma partition coefficient (K p ) predictions in order to produce more accurate estimates of K p and volume of distribution (V ss ). We first analyzed a data set of 964 rat in vivo K p across 143 compounds and modified our methods to address the most egregious outliers. Regressions were then performed to account for tissue-specific trends in error and to quantify uncertainty of our predictions relative to measured values. The observed frequency and magnitude of improvements in K p prediction, in contrast to the sparsity and minuteness of worsening errors, have led us to believe that these are appropriate revisions to be adopted when using Schmitt's model. Statistical analyses of K p predictions have been previously conducted using smaller data sets [22, 24, 41] , however here we have taken the results of the analysis as a calibration and further evaluated these calibrated predictions. Human in vivo V ss measurements for 498 compounds provided an independent data set allowing evaluation of our refined and calibrated method. We find that our predictions provide improved high-throughput toxicokinetic estimates.
In order for PBTK models to be applied to risk assessment, it is vital to consider the uncertainty in any estimated parameters [56, 57] . Because PBTK models involve many parameters that must be inferred from experimental data, a Bayesian framework may be adopted [58] [59] [60] [61] [62] [63] [64] [65] . In a Bayesian analysis, values of parameters known less than perfectly are characterized with ''prior distributions'', probability distributions that reflect likely values for the parameters [66] . Prior distributions might be only weakly informative (e.g., partitioning is constrained between 10 -3 and 10 3 ), or, at the other extreme, may be single point values (e.g., a statement like ''the liver:plasma partition coefficient is 2.47''). Obtaining meaningful Bayesian estimates using weak priors can be difficult due to issues with convergence of Markov chains [66, 67] . If sufficient literature data exists to construct a stronger prior, then Bayesian analysis may proceed more rapidly. In this research we describe an analysis that provides a middle ground between weak priors and infinitely precise point estimates. By empirically evaluating the performance of in silico predictors for partition coefficients, we have developed distributions that may be used as informative priors for Bayesian analysis [68, 69] (see Tables 1 and  2 ) that reflect both the information about the partition coefficients contained in the prediction model and the uncertainty (i.e., the estimated standard deviation) in those predictions reflected by failures of the models to predict real data. These distributions also may be used to assess the appropriateness of uncertainty factors when using PBTK models in any risk framework [70] .
Mechanistic models represent testable hypotheses and, so far as the models reproduce reality, allow interactions with the modeled system (e.g., drug design). However, all models are by definition approximations to reality and should be expected to work in only some situations [71] . Models should be expected to have differences between observations and predictions (i.e., residual unexplained variance). Model evaluation allows for testing the assumptions and generality of the model; that is, the model is a hypothesis to be tested [72] . By quantifying and extrapolating prediction errors we are making an additional hypothesis that the drivers of these errors will also be similar in other situations. This additional hypothesis can itself be tested, as we have done using additional data for V ss . We note that although we use a factor of 10 (order of magnitude) as a point of reference for error and improvement throughout this analysis, that this is not meant to imply that something close to this amount of error is good or bad. Whether or not an amount of error is acceptable depends on the application. In our high throughput screening context, we consider order of magnitude error to be acceptable.
Calibration of K p and V ss is highly dependent on the data used in the evaluation [73] . Most of the compounds here are pharmaceuticals, potentially introducing a bias toward moieties that correspond to properties that make compounds more ideal for pharmaceutical usage, such as bioavailability. Although the adjustments we implemented improved predictions, we have not verified the actual membrane affinity of the predicted compounds to see which regression is a better predictor or the effect of adding lipid to measurements of protein binding. In particular, we have not confirmed the hypothesis that there is less than physiological lipid in the in vitro binding assay. It appears that for high log p chemicals the estimated f up is inaccurate [50] , but it is possible that other mechanisms including offtarget binding (e.g., plastic, membrane) interfere with the assay for high log p chemicals and rather than correcting for missing lipid we are just estimating the partitioning into lipid, neglecting protein binding.
For these data and models, the adjustments implemented seemed the most likely and most easily corrected sources of error. Measurement and prediction error of log p and pKa also introduces another level of complexity for possible error, especially considering that these are both used in our adjustments. To maintain consistency and simplicity, we chose to predict all membrane affinities with the same regression. Although there is a difference in membrane affinity between neutral and non-neutral compounds [41] , treating them separately yielded no significant differences in overall prediction accuracy. More sophisticated methods for predicting membrane affinity exist, but are not easily parameterized in a high-throughput context [74, 75] .
The evaluation and regressions are all based on in vivo measurements, but the quality of some of these measurements may be questionable [76, 77] . Some in vivo K p were averages of multiple measurements with differences larger than half an order of magnitude (e.g., Cefazolin, Tetracycline) [23] . If these large differences are due to experimental error, additional error is introduced into the regressions. There is additional uncertainty in applying regressions to K p outside of the range of evaluated K p for each tissue. Bone and skin, for example, only have evaluated K p ranges within a factor of 300, and the red blood cell regression was not used due to a range of only a factor of 10. Higher valued K p generally had greater log p and thus had even larger prediction errors relative to the measured K p . The membrane affinity and f up adjustments weakened this trend, and the new membrane affinity regression shifted many non-lipophilic compounds to lower values as well, maintaining a similar but improved distribution of points. This trend of over-prediction of lipophilic compounds and tissues (fat and brain) could also be due to measurement error resulting from equilibrium not being reached rather than an error in the prediction methods [78, 79] .
TK methods provide a critical link for interpreting chemical exposure and toxicity [6] . However, for thousands of chemicals in our environment, the necessary empirical data for traditional approaches are lacking. The evaluated and calibrated method presented here provides predictions with quantified uncertainty, allowing confidence estimates in PBTK models for assessment of chemical risk to specific tissues.
