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Introduction
Using external information on satellite orbits and satellite clocks provided by, for example, the International Global Navigation Satellite System (GNSS) Service (IGS) (Dow et al. 2009 ), kinematic precise point positioning (PPP) results can nowadays reach centimeter-level accuracy (Yu and Gao 2017) . However, to reach such an accuracy, long convergence time from tens of minutes to hours can be required (Banville et al. 2014; Leandro et al. 2011; Yu and Gao 2017) . For single-frequency users, the precision of the kinematic PPP results by also applying external ionospheric information is normally at decimeter level (Huisman et al. 2012 ; van Bree and Tiberius 2012) .
In network real-time kinematic (RTK) positioning, corrections are provided to the user in the observation domain. One can equivalently convey the information content in the network observations through physical parameters (e.g., satellite clocks, instrumental delays, and atmospheric biases). By using such parameter-space presentation, real-time kinematic precise point positioning (PPP-RTK) provides parameter corrections that have a lower sending rate, thus consuming a lower bandwidth for transmitting the corrections to the user (Wübbena et al. 2005) . The PPP-RTK technique enables single-receiver integer ambiguity resolution (IAR) by giving users the satellite phase biases apart from the satellite orbits and the satellite clocks. In addition, the ionospheric delays, which are spatially interpolated for the user, can also be provided to speed up IAR (Odijk et al. 2014b) . During the last 10 years, diverse studies have been performed to enable fast IAR and thus realize highprecision user positioning results in short time spans using dualfrequency and combined global positioning system (GPS) observations (Collins 2008; Ge et al. 2008; Geng et al. 2011; Laurichesse and Mercier 2007; Loyer et al. 2012; Teunissen et al. 2010) . For a detailed review, see Teunissen and Khodabandeh (2015) . For single-frequency PPP-RTK users, centimeter-level accuracy can also be reached for positioning within several minutes using undifferenced and uncombined observations, even with low-cost GNSS receivers (Odijk et al. 2012b) . It was shown that single-frequency GPS þ BeiDou navigation satellite system (BDS) RTK positioning with low-cost receivers can be competitive to dual-frequency GPSonly solutions using survey-grade receivers (Odolinski and Teunissen 2017) . Using multi-GNSS signals, Li et al. (2017) proposed a new array-aided state-space RTK concept for singlefrequency data processing, which improves the accuracy of the positioning results when increasing the number of the array antennas.
Using undifferenced and uncombined GPS L1 observations in PPP-RTK network processing, with the help of the S-system theory (Baarda 1981; Teunissen 1985) , rank deficiencies of the design matrix are removed, leading to estimable combinations of the parameters (Odijk et al. 2012b ). The estimable satellite clocks, satellite phase biases, and the interpolated user-specific ionospheric delays can then be provided to the user (Odijk et al. 2012b (Odijk et al. , 2014b . Because of the latencies of the PPP-RTK network products, the network corrections have to be predicted to bridge the time gap between the estimation of the network corrections and the user positioning. According to the study by Laurichesse et al. (2010) , the overall latency of the network products based on a real-time integer PPP demonstrator developed by the Centre national d' etudes spatiales (CNES) is between 6 and 8 s. Leandro et al. (2011) also reported a total correction latency for the real-time extended (RTX) system (via a satellite link) of smaller than 5.6 s in 99% of the cases. To bridge the latency of the network products, a dynamic satelliteclock model can be incorporated into the network Kalman filter under a single-frequency scenario with the ionospheric delays spatially constrained between stations in a small-scale network [ionosphere-weighted model (Odijk 2002) ]. Li et al. (2017) studied the estimability of the parameters without the satellite-clock model for a single-frequency scenario based on the assumption that the atmospheric delays are the same for all stations. In this contribution, with the help of S-system theory, the authors studied the estimability of the parameters, applying the satellite-clock model using undifferenced and uncombined observations under a singlefrequency ionosphere-weighted scenario.
Using 1-Hz GPS single-frequency data from a small-scale network, estimated and predicted network corrections were studied and are discussed without and with clock constraints of different strengths. The influences of the satellite-clock models on the predicted network corrections lead to changes in the user positioning results. Using two user stations located within the network, based on the data of 3 different hours within 1 day, different sets of predicted network corrections were applied by the users. Without satellite-clock constraints, the satellite-clock estimates were predicted with the help of postcomputed satellite-clock rates, which can be obtained either by fitting polynomials using the satelliteclock estimates, or by directly setting to a constant value. With the satellite-clock model incorporated in the network Kalman filter, the satellite-clock rates were estimated in the Kalman filter and were used to predict the satellite clocks for different latencies. In this contribution, the influences of the predicted network corrections (with and without applying satellite-clock models) on the user positioning results were analyzed and are discussed with a latency ranging from 3 to 10 s using GPS L1 observations.
In the section "Processing Strategy," the authors first study the estimability of the network parameters without and with the satellite-clock models under a single-frequency and ionosphereweighted scenario. A single-frequency network full-rank model applicable to an arbitrary GNSS was developed with a dynamic satellite-clock model incorporated into the network Kalman filter. The data selection and the impacts of the satellite-clock models on the estimated and the predicted network parameters are then discussed in the subsequent section. In the section "Latency and User Positioning Results," the influences of the satellite-clock modeling on the user positioning results are analyzed and discussed for latencies ranging from 3 to 10 s. The last section concludes this contribution.
Processing Strategy
For the single-frequency scenario, the observed-minus-computed (O-C) terms of the phase (Df 
where the subindices r and j and the superindex s = receiver r (r = 1, …, n), frequency f j , and satellite s (s = 1, …, m), respectively; and t r = zenith tropospheric delay (ZTD) for receiver r (after removing a priori values) with its mapping function (g s r ) for receiver r and satellite s in front of it. In this study, the a priori ZTDs were modeled with the Saastamoinen model (Saastamoinen 1972) and were included in the O-C terms. dt r and dt s represent the receiver and the satellite clock, respectively, and i s r stands for the ionospheric delay for receiver r and satellite s on a reference frequency (f 1 ) with coefficient m j ¼ f Because the processing in this study was based on GPS L1 observations from a small-scaled network (with interstation distances within 50 km), weighted constraints were applied on the between-station ionospheric delays (Odijk 2002 
where di s r (r = 2, …, n) = pseudo-observations having zero sample values with distance-dependent weights. The larger the betweenstation distances are, the smaller the weights become.
Using undifferenced and uncombined single-frequency GPS observations, as shown in Eqs. (1) and (2), singularities exist between the parameters. Based on the S-system theory (Baarda 1981; Teunissen 1985) , the estimable parameters are formed by constraining a minimum set of S-basis parameters, so that the fullrank property of the design matrix can be recovered (Teunissen et al. 2010 Fig. 1. From Fig. 1 , it can be seen that the ZTDs were estimated relatively based on the assumption that the ZTD mapping functions between stations in a small-scaled network were similar to each other (g s r6 ¼1 % g s 1 ). The estimable parameters (Fig. 1) were estimated in a Kalman filter in the Curtin PPP-RTK network software . The ionospheric delays, the receiver and satellite hardware biases, and the ZTDs were linked in time with a random-walk process. The vector of the time-updated parameters (x ijiÀ1 ) and the corresponding variance-covariance matrix (Q i|i-1 ) at epoch i were calculated based on the estimation of the last epoch (i.e., epoch i -1)
wherex iÀ1jiÀ1 and Q i-1|i-1 = filtered parameters and the corresponding variance-covariance matrix at epoch i -1, respectively. The transition matrix (U i|i-1 ) time-predictsx ijiÀ1 from epoch i -1.
S xi represents the variance-covariance matrix of the system noise at epoch i.
Instead of estimating the satellite-clock parameters as timeunlinked parameters, as shown in Fig. 1 , dynamic models can be applied to constrain the temporal behaviors of the satellite clocks. As described by Wang et al. (2017) , the satellite-clock parameters can be modeled with the help of the satellite-clock rate (
with
where e s and _ e s = system noise of the satellite clock and the satellite-clock rate for satellite s, respectively.
Based on the study by Senior et al. (2008) , different generations and types of the GPS satellite clocks may show different noise behaviors for different averaging times. To not increase the complexity and computational load for real-time usage (Hauschild and Montenbruck 2009) , in this study, the authors did not attempt to distinguish the noise types between different GPS satellite clocks. The white frequency noise (WFN) was assumed to be the dominant noise type (Wang et al. 2017) , and the two-state (clock and clock rate) variance matrix for WFN in the Kalman filter [i.e., the variance matrix for the terms e s and _ e s in Eq. (7)] was formulated as follows (van Dierendonck et al. 1984 ):
where c = speed of light; and s A and t = Allan deviation (Allan 1987) and the corresponding averaging time, respectively. For WFN, with a slope of -0.5 in the sigma-tau diagram of the Allan deviations (Riley 2008) , the parameter q dt s is a constant value. Applying the satellite-clock model [Eq. (7)], the estimability of the receiver and satellite clocks changed, and the ZTDs could be estimated absolutely for each station. The changes in the estimable parameters (compared to those shown in Fig. 1 ) are shown in Fig. 2 . Compared to the case with unlinked satellite clocks (Fig. 1) ð Þ] were not constrained as S-basis parameters anymore. Based on Figs. 1 and 2, the number of the observation equations (including the constraint equations, denoted as l o ), the number of the estimable parameters (l u ), and the number of the redundancies (l r ) are shown in Fig. 3 for the cases without a satellite-clock model. The addition of the numbers after applying the satellite-clock model is marked for satellite clocks/rates in l o ; for ZTDs, receiver clocks, and satellite clocks/rates in l u ; and for redundancy in l r . t 1 and t 2 represent the first and second time epochs of the processing, respectively, and t i>1 and t i>2 represent the time after the first and second epochs, respectively. n and m represent the number of receivers and satellites at the corresponding epoch, respectively. Based on Eqs. (4) and (5), 2nm phase and code measurements were received by the receivers. In addition, the ionosphere-weighted model [Eq. (3)] provided (n -1)m constraint equations. From the second epoch (t 2 , without a satellite-clock model), with the time links of the ZTDs (n), the receiver hardware biases (2n), the satellite hardware biases (2m), the ionospheric delays (nm), and the ambiguities [(n -1) (m -1)], 2mn þ m þ 2n þ 1 additional time-constraint equations were available. With a satellite-clock model, m more constraint equations were available for t i>2 for the satellite clocks and the satellite-clock rates, respectively. This led to an addition of l o of 2m. Based on Fig. 1 , without a satellite-clock model, 2nm þ 2n -2 and 2nm þ 3n þ 2m estimable parameters need to be estimated at the first epoch and for t i>1 , respectively. Applying a satellite-clock model made the estimation of the absolute ZTDs possible (Fig. 2) . This led to one more estimable parameter at t 1 . For t i>2 , m estimable satellite-clock rates and the estimable reference receiver clock were also added to l u . This led to the addition of m þ 1 for l u in total for t i>2 . As a result, from the box for l r in Fig. 3 , it can be seen that the redundancy at t 1 decreased by 1 when applying a satellite-clock model due to the change from relative to absolute ZTD estimation (7)] with the ionospheric delays, the hardware biases, and the ZTDs linked in time (as random-walk process) for a single-frequency ionosphere-weighted scenario; absolute ZTDs are estimated for each station (4) and (5) with the ionospheric delays, the hardware biases, and the ZTDs linked in time (as random-walk process) for a single-frequency ionosphere-weighted scenario without satellite-clock model; relative ZTDs between stations are estimated (with an additional parameter). However, for t i>2 , the redundancy l r increased by m -1 after applying the satellite-clock model.
With Fig. 2 and Eq. (7), the following equations can be obtained:
From Eqs. (11) and (12), it can be seen that the satellite-clock model [Eq. (7)] also applies to the new estimable satellite clocks (dt s ) and satellite-clock rates (
With the estimable satellite clocks (dt s , without clock model), satellite phase biases (d s ; j ), and network-derived user ionospheric delays (ĩ s u ) (Wang et al. 2017) provided to the users, the O-C terms of the phase and the code observations at the user side can be formulated as follows:
E Dp
where the term Dr s u contains the increment of the user station coordinates and the relative user ZTD (Fig. 1) in the slant direction. If the satellite-clock models are applied, the estimable satellite clocks (dt s ) in Eqs. (14) and (15) are replaced by those applying the
where the term Dr s u contains the increment of the user station coordinate and the absolute user ZTD (Fig. 2) in the slant direction. dt u represents the estimable user receiver clock with the form in Fig. 2 .
For the network and the user processing, the a priori standard deviations at the zenith direction were set to be 3 mm (s f ) and 3 dm (s p ) for the phase and the code observations, respectively. Given these a priori standard deviations, elevation-dependent weighting function (Eueler and Goad 1991) can be applied to the observations with the following (Dach et al. 2007 ):
where e = elevation angle of the observation; and w f (e) and w p (e) = elevation-dependent weights of the phase and the code observations, respectively. During the network processing, the ultrarapid satellite orbits provided by the IGS with predicted satellite positions (Dow et al. 2009; Springer and Hugentobler 2001 ) and the precise station coordinates provided by Geoscience Australia (GA) (GA 2017) were used for generating the O-C terms and were not estimated. As shown in Table 1 , the ZTDs, hardware biases, and ionospheric delays were linked in time. The ambiguities were assumed to be constant, and the satellite clocks were estimated for both cases as unlinked and linked parameters. The spatial ionosphere-weighted model was applied with the standard deviation of the between-station single-differenced ionospheric delays set as 0.03 m per 20 km. The partial IAR (Odijk et al. 2014a ) with a predefined ambiguity success rate of 99.99% was used in both the network and the user processing.
Network Corrections without and with Satellite-Clock Modeling
In the processing, the authors used 1-Hz GPS L1 data from a smallscale network located in Victoria, Australia (Fig. 4) on March 28, 2017 from 5:00 to 7:00, from 13:00 to 15:00, and from 21:00 to 23:00 in GPS Time (GPST). The network consisted of four stations (see the stations DORA, KEPK, WBEE and CLYT in Fig. 4 ) with an interstation distance ranging from 19.6 to 42.9 km. Two stations were used as the user stations (see the stations PKVL and MOBS in Fig. 4) . The network stations all used Trimble (Sunnyvale, California) NetR9 receivers, and the two user stations used Leica (St. Gallen, Switzerland) GRX1200GGPRO and Septentrio (Leuven, Belgium) POLARX4 receivers, respectively. Because the network products were assumed to be provided to the users over a long time period, the user processing started 1 h after the network processing. For newly risen satellites during the user processing, the network products of the first 8 min were considered within the initialization phase of the network Kalman filter and were not used by the user. The elevation mask was set to 10°. In this study, the GPS L1 observations were used for the network and the user processing. However, it is noted that the estimability of the parameters introduced in the previous section also applied for single-frequency signals of other GNSS or multi-GNSS single-frequency signals. When processing multi-GNSS single-frequency observations, the intersystem biases (ISBs) need to be properly considered (Odijk et al. 2012a) .
As shown by Khodabandeh and Teunissen (2015) , the betweensatellite differences in the network corrections take an active role in user positioning. As a result, for the user positioning, the network products are effective or largely effective at the between-satellite level, if the receiver clocks and hardware biases are unlinked or very weakly linked in time. Based on Figs. 1 and 2 , the betweensatellite clocks without (dt 1s ) and with the satellite-clock models (dt 1s ) have the following formulation:
The difference between dt 1s and dt 1s at the time point t i is thus the term g 1s 1 t i ð Þt 1 t 1 ð Þ. t 1 t 1 ð Þ can be obtained by
As examples, Fig. 5(a) shows the between-satellite differences of the ZTD mapping functions (g 1s 1 ) for the satellite pairs G07-G09, G07-G30, G07-G23, G07-G27, and the t 1 t 1 ð Þ obtained from Eq. (Figs. 1 and 2 ) for these satellites related to the same reference receiver. The time intervals with g 1s 1 near zero (with an absolute value smaller than 0.01) were excluded from Fig. 5(b) for the purpose of visualization. Fig. 5(b) shows that the variance of t 1 t 1 ð Þ increased with the decreasing absolute value of g 1s 1 . Using the data from the satellite pair G07-G27 with relatively large absolute g 1s 1 and small changes in the variance of t 1 t 1 ð Þ, the mean value of t 1 t 1 ð Þ amounted to approximately 6 cm. Fig. 6 shows the formal standard deviations of the estimable between-satellite clocks without and with clock constraint for Satellites G07 and G09 from 14:00 to 15:00 on March 28, 2017. To test the influences of the satellite-clock constraints with different strengths on the results, the values 7, 1, and 0.5 mm= ffiffi s p were used for the parameter q dt s [Eq. (10)] with decreasing system noise. Fig. 6 shows that the formal standard deviations of the estimable between-satellite clocks for G07 and G09 from 14:00 to 15:00 amounted to several decimeters. Applying a satellite-clock model helped to reduce the formal standard deviations by millimeters (up to centimeters), and thus improved the precision of the betweensatellite-clock estimates.
The between-satellite single-frequency combined network corrections without a satellite-clock model (ṽ 
As an example, Fig. 7(a) shows the formal standard deviations of the between-satellite combined network correctionŝṽ 1s r; j between Satellites G07 and G09 for the network Station WBEE from 14:00 to 15:00 on March 28, 2017. Fig. 7(a) shows that the decimeter-level formal standard deviations visible in Fig. 6 were significantly reduced when combining the network corrections. The differences in the formal standard deviations without and with satellite-clock models for G07 and G09 from 14:00 to 15:00 were smaller than submillimeter.
The different formal standard deviations of the single and combined network products were caused by the strong correlation among the between-satellite clocks (dt 1s without clock model or dt 1s with clock model), the between-satellite ionospheric delays (ĩ 1s r ), and the between-satellite phase biases (d 1s ; j ). Fig. 7(b) shows, for example, the correlation coefficients of the between-satellite clocks and the sum of the between-satellite ionospheric delays (for the Network Station WBEE) and the between-satellite phase biases from 14:00 to 15:00 on March 28, 2017 for the satellite pair G07 and G09, which is formulated as satellite-clock model) andw 1s r; j were large, which indicates a strong correlation among the network corrections. Applying satellite-clock models slightly reduced the absolute values of the correlation coefficients. The reduced formal standard deviations of the betweensatellite combined network corrections [ Fig. 7(a) ] compared to those of the between-satellite clocks (Fig. 6) can be explained by the high correlations shown in Fig. 7(b) . Accordingly, although the precision of each individual between-satellite correction (satellite clocks, satellite phase biases, and ionospheric delays) was driven by the code data, the precision of their combined version was at the phase level.
According to Bevis et al. (1992) and Younes (2016) , the wet component of ZTDs can vary from centimeters (or less) in arid regions to as large as 35 cm in humid regions. With g 1s 1 for the satellite pairs G07 and G09 (from 14:00 to 15:00 on March 28, 2017) shown in Fig. 5(a) varying from approximately -0.07 to 0.06, the term g 1s 1 t i ð Þt 1 t 1 ð Þ for G07 and G09 during this time interval thus generally varied from submillimeters to millimeters, and did not exceed 2.5 cm in the extreme cases (i.e., with the wet component increment of ZTD for the reference receiver at t 1 amounting to 35 cm). Based on the small differences ofṽ 1s r; j andṽ 1s r; j for this satellite pair and test interval per definition [Eqs. (23) and (24) 
where t 0 = 14:00 on March 28, 2017. Fig. 8(a) shows the residuals of the between-satellite combined network corrections without and with satellite-clock models [Eqs. (26) and (27)] for Station WBEE for G07 and G09 from 14:00 to 15:00 on March 28, 2017. It can be seen that the results are almost overwritten by each other (with differences within millimeters). should be related to the stochastic behaviors of the satellite clocks (after removing offset and drift) on a between-satellite level, possible cycle slips in z 1s 1; j , the variation of the between-satellite phase biases, the between-satellite ionospheric biases, and the term g r; j , see Eq. (4)] to its between-satellite combined network corrections from 14:00 to 15:00 on March 28, 2017, the shortterm variation in Fig. 8(a) at decimeter level was reduced to millimeter level [see Fig. 8(b) 
Based on Eqs. (23) and (24), the variation of Dv
Therefore, the conclusion is that applying a satellite-clock model does not generate significant differences in the betweensatellite combined network corrections compared to the case without a satellite-clock model. However, the situation changes in the case of latencies (i.e., when the network corrections need to be predicted).
In the case of latencies, the network corrections were predicted separately for each parameter (the estimable satellite clocks, satellite phase biases, and user-specific ionospheric delays). Corresponding to the settings in the network Kalman filter, the estimable satellite phase biases and user-specific ionospheric delays at the prediction time point t i þ t P were set to be equal to those at the last estimation time point t i , with t P denoting the prediction time d
whered s ; j andî s u = estimated satellite phase biases on GPS L1 and user-specific ionospheric delays for the satellite s, respectively; and d s ; j and i s u = predicted satellite phase biases on GPS L1 and userspecific ionospheric delays for the satellite (s), respectively.
The estimable satellite clock (applying satellite-clock model) was predicted with the help of the estimated satellite-clock rate
Alternatively, in case the satellite-clock model is not applied in the network processing, the estimable satellite clock can also be predicted with the help of the postcomputed satellite-clock rates (
The postcomputed satellite-clock rates can be obtained by fitting polynomials using the satellite-clock estimates without clock constraint (dt s ). Assuming that the estimable satellite clock (dt s ) without a clock model (Fig. 1 ) behaves similarly to a linear polynomial within a short time span, the polynomial can be fitted with
where a s 0 and a s 1 = offset and rate of estimable clock of satellite (s) at the time point t i without applying a clock model, respectively; and t o = starting time of the polynomial fitting. The estimation was performed for all satellites in each epoch, and the estimated parameterâ s 1 was used as the satellite-clock rate ( _ dt s ) in Eq. (34). In this study, the starting time of the polynomial fitting (t o ) was set to be t i -9 s, which means that the satellite-clock estimates (without clock model) of the last 10 s were used for the polynomial fitting. It is noted that estimating the satellite-clock rates by postcomputing polynomials using the satellite-clock estimates without a clock model violates the assumption that was made for the network Kalman filter. In contrast, the prediction based on the estimated satellite-clock rates applying satellite-clock model [Eq. (33)] directly followed the dynamic model of the satellite clocks in the network Kalman filter. 
wherev s u; j andv s u; j = estimated user-specific combined network corrections without and with the satellite-clock models, respectively. Fig. 2 , shows that the estimable between-satellite-clock rates (applying a satellite-clock model) were equal to the original between-satellite-clock rates Fig. 9 shows the estimated between-satellite-clock rates without and with clock models for the satellite pair G07 and G09 from 14:00 to 15:00 on March 28, 2017. The line with the legend "no model" represents the between-satellite-clock rates generated by fitting polynomials using the dt 
where dt s IGS t i ð Þ = IGS clock bias for satellite (s) at t i . The time difference (Dt iþ1 ) amounted to 30 s by calculating the IGS betweensatellite-clock rates.
Based on the results generated using the IGS satellite clocks (see the line with the legend "IGS" in Fig. 9 ), the authors assumed that the between-satellite-clock rates for Satellites G07 and G09 from 14:00 to 15:00 on March 28, 2017 varied within millimeters per second. Applying strong satellite-clock constraints helped to reduce the noise in the estimates of the between-satellite-clock rates. The line with the legend "no model," which represents the estimates of the between-satellite-clock rates obtained by fitting polynomials [Eq. (35) ], showed the most noisy behaviors among all the different choices. Based on Eq. (20), it can be seen that the between-satelliteclock rates obtained by fitting polynomials ( _ dt 1s ) included not only the original between-satellite-clock rates ( _ dt 1s ), but also the rates of the term g 1s 1 t 1 t 1 ð Þ. However, the rate of the term g 1s 1 t 1 t 1 ð Þ for the satellite pair G07 and G09 during this time interval varied within tens of micrometers per second. The noisy behavior of the line with the legend "no model" in Fig. 9 was caused by the noisy behavior of the between-satellite-clock estimates without clock constraint (see the solid line in Fig. 6 ).
For the relevant satellites in the predicted test time intervals, the between-satellite-clock rates computed using the IGS clocks (IGS Clock 2017) all had small amplitudes (from submillimeters per second or even less than millimeters per second). In the case of not applying a satellite-clock model, the authors thus also tested the option to directly set the predicted satellite clocks at t i þ t P to those at t i . In other words, apart from obtaining the values of _ dt s by fitting polynomials [Eq. (35)], the values of the _ dt s can also be directly set to 0 m/s. In the section "Latency and User Positioning Results," for the case without a satellite-clock model, both options (i.e., obtaining the satellite-clock rates by fitting polynomials and directly setting them to 0 m/s) are tested.
Apart from the between-satellite-clock rate, the prediction time (t P ), which varied according to the latency of the network corrections, also influenced the predicted combined corrections [Eqs. (36) and (37) Fig. 10 , the predicted combined corrections were influenced by both the satellite-clock constraint and the prediction time (t P ).
To compare the predicted and estimated network corrections, the differences of the predicted [Eqs. (33) and (34)] and estimated between-satellite clocks without and with satellite-clock models are plotted in Fig. 11(a) for a latency of 3 s, and those for the betweensatellite combined network corrections [Eqs. (36) and (37)] are plotted in Fig. 11(b) . Without a satellite-clock model (see the lines with the legend "no model" in Fig. 11 ), the satellite-clock rates were obtained by fitting polynomials [Eq. (35) ]. It can be seen that for both the between-satellite clocks and combined network corrections, applying strong satellite-clock models (with q dt s of 1 and 0.5 mm= ffiffi s p ) helped to reduce the differences between the predictions and the estimations.
Applying a satellite-clock model with a q dt s of 0.5 mm= ffiffi s p , Fig. 12 also shows the differences of the predicted and estimated combined network corrections with latencies of 3, 6, and 10 s. The differences were enlarged with increasing latency of the network products. 
Latency and User Positioning Results
Because of the time delay of the network products, the estimated satellite clocks, satellite phase biases, and the interpolated userspecific ionospheric delays were predicted with a latency ranging from 3 to 10 s and were provided to the users. For reason of comparison, the authors also computed predictions without a satellite-clock model. The satellite-clock rates can be computed by fitting polynomials using the satellite-clock estimates (dt s ) without a satelliteclock model of the last 10 s [Eq. (35) ]. Because the network corrections were effective or largely effective on a between-satellite level for user positioning with unlinked or weakly linked receiver clocks and hardware biases , and based on the fact that the between-satellite-clock rates (obtained using IGS clocks) for the tested time intervals had small amplitudes (submillimeters per second to millimeters per second; see the previous section), the authors also tested the option to directly set the values of the satellite-clock rates [ _ dt s in Eq. (34)] to 0 m/s in case no satellite-clock model was applied.
In this study, the station coordinates in the daily final solution provided by GA were used as ground truth (GA 2017). As in the network processing, the zenith-referenced a priori standard deviations of the phase and the code observations were set to 3 mm and 3 dm, respectively. The receiver hardware biases and the ZTDs were time linked with a spectral density of 1 m= ffiffi s p and 0.1 mm= ffiffi s p , respectively. The receiver coordinates were estimated kinematically without a link in time. Fig. 13 shows the coordinate differences for user station PKVL using the predicted network corrections (with a q dt s of 0.5 mm= ffiffi s p and latencies of 3, 6, and 10 s) and the estimated network corrections in the north, east, and up directions from 14:00 to 15:00 on March 28, 2017. The y-axis was scaled to -5 and 5 cm for the horizontal coordinates, and to -2 and 2 dm for the vertical coordinates. The results were based on partial ambiguity resolution with a predefined success rate of 99.99%. It can be seen that the coordinate differences increased with the increasing latency in all three directions. To compare the influences of different sets of the predicted network corrections on the user positioning results for different users in different time intervals, the overall root-mean square (RMS) of the coordinate increments was computed using the coordinate increments (with respect to the ground truth) of both user stations from 6:00 to 7:00, from 14:00 to 15:00, and from 22:00 to 23:00 (in GPST) on March 28, 2017 with latencies ranging from 3 to 10 s. The overall RMS is defined as
where T and U = number of tested time intervals and number of user stations, respectively; N s and N e = starting and ending time epoch for calculating the RMS of the user positioning results, respectively; and x u,h (t i ) = coordinate increment (with respect to the ground truth) for the user station (u) of the time interval h at time point t i based on partial ambiguity resolution. The RMS in the north, east, and up directions are denoted asŝ N ;ŝ E , andŝ U , respectively. The first 10 s were considered as the filter initialization time and were not used for computing the RMS of the coordinates. Fig. 14 shows the overall RMS of the north, east, and up coordinates applying different prediction methods for different latencies of the network products. The value 0 in the x-axis represents the case without latency (i.e., using the estimated network corrections). "No model ( _ dt s =0 m/s)" represents the case where the values of the satellite-clock rate were directly set to 0 m/s, and "no model (polyfit)" represents the case where the satellite-clock rates were computed by fitting polynomials using the satellite-clock estimates without a clock model of the last 10 s [Eq. (35) ].
Fig. 14 shows that estimation of satellite-clock rates by fitting polynomials (see the lines with the legend "no model (polyfit)" in Fig. 14) degraded the user positioning results significantly, already by short latencies (e.g., 3 s). Directly setting the values of the satellite-clock rates to 0 m/s avoided the noisy behaviors of the between-satellite-clock rates in Fig. 9 . However, the fact that the between-satellite-clock rates were not 0 m/s increased the biases in the predicted between-satellite combined network corrections with the increasing latencies. For long latencies (e.g., larger than 8 s), large degradation in the user positioning results can thus occur. Using the satellite-clock rates with weak satellite-clock models (i.e., with q dt s ¼ 7 mm= ffiffi s p ) did not generate better results compared to the case where the _ dt s was directly set to 0 m/s, especially in the vertical direction. However, by strengthening the constraint in the satellite-clock model, the noise in the between-satellite-clock rates was significantly reduced (see the lines with q dt s of 1 and 0.5 mm= ffiffi s p in Fig. 9 ). This led to improvements in all three directions of the user positioning results (see the lines with q dt s of 1 and 0.5 mm= ffiffi s p in Fig. 14) . Compared to the cases without a satellite-clock model, the benefits were especially large for long latencies with t P larger than 8 s. Applying strong satellite-clock constraint (i.e., with a q dt s of 0.5 or 1 mm= ffiffi s p ), the RMS of the coordinates were reduced to centimeters in the horizontal directions and decimeters in the vertical direction for a latency larger than 6 s compared to the cases without satellite-clock model.
Conclusion
This contribution studied the estimability of the parameters applying a dynamic satellite-clock model in the PPP-RTK network processing under a single-frequency and ionosphere-weighted scenario. With dynamic satellite-clock models incorporated in the network Kalman filter, the authors developed a single-frequency network full-rank model applicable to an arbitrary GNSS. To test the implementation of the satellite-clock model, real data from a small-scale network in three different time intervals were used to compute the estimated and the predicted network corrections (the estimable satellite clocks, satellite phase biases, and ionospheric delays). The (36) and (37)) for G07 and G09 and user station PKVL from 14:00 to 15:00 on March 28, 2017 applying satellite-clock model with q dt s of 0.5 mm= ffiffi s p and latencies of 3, 6 and 10 s Fig. 13 . Coordinate differences for user station PKVL using predicted network corrections (with a q dt s of 0.5 mm= ffiffi s p and latencies of 3, 6, and 10 s) and estimated network corrections in the north, east, and up directions from 14:00 to 15:00 on March 28, 2017 estimated and predicted network corrections were provided to the users, and the influences of the satellite-clock models on the user positioning results were studied and discussed with respect to their RMS (deviated from the ground truth) for latencies ranging from 3 to 10 s. Predictions without satellite-clock models were also performed for reason of comparison.
In this study, it was found that the estimated combined network corrections did not benefit much from satellite-clock models. However, modeling satellite clocks was shown to be beneficial to reduce the noise in the predicted between-satellite combined network corrections in the case of latencies of the network products. These improvements were also reflected in the user positioning results. Without a satellite-clock model, the results were computed both by directly setting the values of the satellite-clock rates to 0 m/s and by fitting polynomials using the satellite-clock estimates without constraint of the last 10 s. The latter case already generated decimeter-level RMS in all three directions at a short latency of 3 s. Directly setting the values of the satellite-clock rates to 0 m/s also led to decimeter-level RMS in all three directions at a long latency larger than 8 s. Applying a strong satellite-clock model for GPS satellites with, for example, q dt s equal to 0.5 or 1 mm= ffiffi s p , the RMS of the user coordinates were reduced to centimeters in the horizontal directions and decimeters in the vertical direction for latencies larger than 6 s. Compared to the discussed prediction methods without a satellite-clock model, advantages of the strong satellite-clock models in single-frequency PPP-RTK network processing were directly reflected in user positioning results, especially in cases of long latencies of the network products. Fig. 14. Overall RMS of the north, east, and up coordinate increments (with respect to the ground truth) using the estimated and predicted network corrections from 6:00 to 7:00, 14:00 to 15:00, and 22:00 to 23:00 (in GPST) on March 28, 2017 with latencies ranging from 3 to 10 s based on partial ambiguity resolution
