Perception of relative phase and phase variability may play a fundamental role in interlimb coordination. This study was designed to investigate the perception of relative phase and of phase variability and the stability of perception in each case. Observers judged the relative phasing of two circles rhythmically moving on a computer display. The circles moved from side to side, simulating movement in the frontoparallel plane, or increased and decreased in size, simulating movement in depth. Under each viewing condition, participants observed the same displays but were to judge either mean relative phase or phase variability. Phase variability interfered with the mean-relative-phase judgments, in particular when the mean relative phase was 0°. Judgments of phase variability varied as a function of mean relative phase. Furthermore, the stability of the judgments followed an asymmetric inverted U-shaped relation with mean relative phase, as predicted by the Haken-Kelso-Bunz model.
In the early eighties, Kugler, Turvey, and Kelso, among others, introduced the concepts of nonlinear dynamics into the study of human movement, thereby building on Bernstein's (1967) important insight that perception-action systems should be regarded as coordinative structures that are task specific and soft molded (Kelso, Holt, Rubin, & Kugler, 1981; Kugler, Kelso, & Turvey, 1980; Kugler & Turvey, 1987) . Taking rhythmicity as paradigmatic of human movement, they noted that cyclical movements are sustained in spite of the universal tendency for order to diminish and cease as described by the second law of thermodynamics (cf. Yates, 1982) . They suggested therefore that coordinative structures are best studied as ensembles of nonlinear coupled oscillators, exhibiting limit-cycle properties (Kugler et al., 1980; Turvey, 1990 ). The energy for sustaining cyclical motion was hypothesized to be regulated using information in an autonomous fashion. Indeed, cyclical limb movement has been shown to exhibit limitcycle properties, and coordinated rhythmic limb movement has been modeled successfully as a system of coupled nonlinear oscillators (e.g., see Haken, Kelso, & Bunz, 1985; Kay, Kelso, Saltzman, & Schoner, 1987; Kelso et al., 1981) . As a result of these developments, dynamic systems theory has had an enormous impact on human movement science (for reviews, see Beek, Peper, & Stegeman, 1995; Haken, 1996; Kelso, 1995; Kelso, DelColle, & Schoner, 1990; Schmidt & Turvey, 1995; Turvey, 1990) . However, a brief review of this research reveals that the perceptual variables used in coordinated limb movement are not yet well understood, although the prominent role of perceptual information is widely recognized. Coordination during rhythmic limb movements has been measured and described in terms of the relative phase of the limbs. The amount of fluctuation in relative phase reflects the stability of coordination. We set out to study the perception of relative phase and phase variability. We suggest that relative phase and phase variability are perceptible properties and that their relative salience contributes to patterns of stability and instability in rhythmic limb movements. If this turns out to be true, then an investigation of how phase is perceived will significantly extend our understanding of coordination. For the present, we investigate relative visual sensitivity to these two variables and the stability of their perception, comparing our results to results from movement studies.
In the coordination of two rhythmically moving limbs, two patterns of relative phasing of the two limbs are characteristically more stable than others. Although people are able to learn other patterns with conceited practice (Schoner, Zanone, & Kelso, 1992; , generally speaking, people move either in an in-phase pattern, in which the limbs move in a symmetrical fashion, or in an antiphase pattern, in which the limbs move in an alternating fashion (Kelso, 1984; Kelso, 1995; Kelso et al., 1981; Kelso, Schoner, Scholz, & Haken, 1987; Schmidt, Shaw, & Turvey, 1993; Tuller & Kelso, 1989; Turvey, Rosenblum, Schmidt, & Kugler, 1986; Wimmers, Beek, & van Wieringen, 1992; Yamanishi, Kawato, & Suzuki, 1980) . Furthermore, the in-phase pattern has been demonstrated to be more stable than the antiphase pattern. The differential stability of these relative phases (and the stability of all other relative phases) is a function of the common frequency and of differences in eigenfrequency of the oscillators, among other things. 1 With increasing frequency, the antiphase pattern becomes progressively less stable. At some critical frequency, the stability of the antiphase pattern vanishes, leaving only the inphase pattern as stable. The differential stability of the in-phase and antiphase patterns has been shown in experiments in which participants were instructed to increase or decrease the (common) frequency of movement during a trial. When participants are instructed to start moving in an antiphase pattern, to move gradually faster and faster, and not to resist the urge to switch patterns, a transition from the antiphase to an in-phase pattern occurs (e.g., Kelso, 1984; Kelso et al., 1981; Kelso et al., 1987; Schmidt, Carello, & Turvey, 1990; Scholz & Kelso, 1989) . In contrast, starting in an in-phase pattern does not lead to a transition. At movement frequencies lower than the transition frequency, the difference in stability is revealed by larger fluctuations in the phasing of the two limbs in the antiphase mode (Schoner, Haken, & Kelso, 1986) . The transition from the antiphase pattern to the in-phase pattern exhibits the signature of a second-order nonequilibrium phase transition; that is, critical fluctuations and critical slowing down are observed as the transition frequency is approached (Kelso, Scholz, & Schoner, 1986; Scholz & Kelso, 1989; Schoner et al., 1986) . More and larger departures from antiphase are observed, and any departure lasts longer, so that the limb takes longer to return to antiphase.
Differences in eigenfrequency between the two oscillating limbs also affect the stability properties of the in-phase and antiphase pattern (the eigenfrequency is the preferred frequency at which the limb will be oscillated by itself, that is, when not being coordinated with another limb). Both the relative phase actually produced (as opposed to the intended relative phase in accord with instructions) and the amount of variability in relative phase are functions of the size of the difference in eigenfrequencies (Kelso & Jeka, 1992; Kugler & Turvey, 1987; Schmidt et al., 1993; Schmidt & Turvey, 1995; Turvey, Schmidt, & Beek, 1993) . The observed mean relative phase differs from perfect in-phase or antiphase if the eigenfrequencies of the two oscillators are different. The larger the difference in eigenfrequencies, the larger is the deviation from perfect in-phase or antiphase movement. These deviations in mean relative phase are accompanied by increases in phase variability.
The stability properties of the in-phase and antiphase patterns have been modeled in terms of a potential function. First formulated by Haken et al. (1985) to capture the transition phenomena under frequency scaling, and later extended to include a stochastic term and to account for differences in eigenfrequency Kelso & Jeka, 1992) , the HakenKelso-Bunz model reads
in which potential V is a function of relative phase </ >. The difference in eigenfrequencies (Acu) enters into Equation 1 as the first term on the right-hand side, frequency is related to the ratio of the variables a and b in the second and third terms, and the last term represents a low-amplitude stochastic force (of size \fQ\ (;, is Gaussian noise of unit size). For certain parameter values, associated with low frequencies, the two stable patterns appear as wells in the potential function. Increase of frequency leads to a gradual elimination of the potential well associated with the antiphase pattern, such that beyond a critical frequency only the in-phase pattern is stable, and a transition to this mode is inevitable. As the potential well gradually becomes more shallow, fluctuations increase and the stability of the movement decreases.
In the research on interlimb coordination, relative phase has proven to be a good variable for capturing the overall behavior of the system, an order variable from the perspective of synergetics (e.g., Haken et al., 1985) . However, as pointed out by Bingham, Schmidt, and Zaal (1999) , in spite of its success as an observable, the role of relative phase in the organization and control of behavior has not been resolved. Not much is known about the information used in tasks such as bimanual coordination. Clearly, people are able to perceive relative phase at least well enough to be able to move their limbs either at 0° or at 180° relative phase when asked to do so. On the other hand, participants seem to be unaware of the deviations from perfect in-phase or antiphase movement that result from differences in eigenfrequency between the two oscillators.
Evidence that visual information about relative phase can be detected and used in interlimb coordination comes from experiments demonstrating that the various transition phenomena are present when the two moving limbs are those of two different people. Schmidt et al. (1990) asked two people to coordinate with one another while each oscillated a lower leg. In this situation, the coupling between the limbs was entirely visual. Nevertheless, all of the results of the original Kelso experiments were replicated. Similarly, the entire set of results was replicated by Wimmers et al. (1992) , who asked a single person to coordinate his lower arm movement with a target oscillating in a visual display.
The fact that people are able to perceive relative phase in situations other than in bimanual coordination has been demonstrated in a number of studies that used visual tasks (e.g., Dijkstra, Schoner, & Gielen, 1994; Dijkstra, Schoner, Giese, & Gielen, 1994; Giese, Dijkstra, Schoner, & Gielen, 1996) , haptic tasks (e.g., Jeka, Oie, Schoner, Dijkstra, & Henson, 1998; Jeka, Schoner, Dijkstra, Ribeiro, & Lackner, 1997) , and speech-related tasks (e.g., Tuller & Kelso, 1989 ). Kelso and colleagues investigated the perception of relative phase in intralimb coordination (Haken, Kelso, Fuchs, & Pandya, 1990; Kelso, 1990; Kelso & Pandya, 1991) . Participants observed stick figures of simulated cyclical arm movement. Mean relative phase between wrist and elbow movement ranged from 0° to 180°, in steps of 30°. Observers were instructed to categorize the displayed movements as either inphase (0°) or antiphase (180°). As one might expect, this classification was done most reliably when displayed relative phase was close to one of the prototypes (i.e., 0° or 180°) and was more variable when displayed relative phase was between the prototypes. These and other results (e.g., see also Bertenthal & Pinto, 1993; Johansson, 1950 Johansson, /1994 suggest that relative phase is perceptible or, at least, that the in-phase and antiphase patterns of movement can be distinguished. However, these studies do not shed much light on the stability properties of relative phase qua visually perceived property (or, more generally, on the relevant informa- 1 The stability of relative phase is affected by variables in addition to the frequency and the differences in eigenfrequency. Examples of such variables are handedness and attention (e.g., Amazeen, Amazeen, Treffner, & Turvey, 1997; Riley, Amazeen, Amazeen, Treffner, & Turvey, 1997; Treffner & Turvey, 1995) . Consideration of these variables is beyond the scope of the present article.
tional properties in coordination of cyclical movement). Might fluctuations in relative phase also be perceptible? There is some evidence that suggests that they are.
The antiphase pattern becomes unstable at higher frequencies. Nevertheless, the transition to the in-phase mode is not inevitable. Recent studies have stressed the critical importance of the instruction not to intervene. These studies have shown that if people are not given the explicit instruction to allow the transition to happen, they are well able to perform antiphase patterns at high frequencies (Lee, Blandin, & Proteau, 1996; Scholz & Kelso, 1990; Zelaznik, Smith, Franz, & Ho, 1997), although the variability of phasing does increase. We suggest that the transitions under a nonintervention instruction, because they are highly reproducible, should be attributed to the perception of a certain critical amount of phase fluctuation and a decision in accord with the instruction not to resist, not to correct, and to make a transition, letting the in-phase pattern take over. In this case, it is not the mean relative phase that needs to be perceived but the variability in relative phase. Alternatively, one might hypothesize that people are able to switch patterns by voluntarily manipulating the shape of the potential wells. An instruction to resist change would then lead to the strengthening of the attraction of the original movement pattern. This would imply that there exists a natural shape of the potential landscape, which can be changed voluntarily to concur with task instructions. Although this scenario would certainly be an explanation of the capability of people to resist the transition from the less stable pattern to the more stable pattern, there is no evidence that people are actually able to change the potential wells. Also, this would provide no account for the ability of participants to comply with the instruction to move specifically at either in-phase or antiphase or to recognize that a transition had occurred. An explanation in terms of the perception of phase variability would be more parsimonious. However, the two accounts need not be at odds. The notion of phase perception is not inconsistent with a dynamical account and, in fact, must be part of such an account. The informational nature of the coupling between the limbs is well recognized whether it be haptic/kinesthetic in the case of withinperson coordination or visual in the case of between-persons coordination. The dynamical approach itself mandates an investigation of the informational-that is, perceptual-component of the behaviors. Hopefully, the additional information obtained from such investigations will allow the formulation of more detailed models in the future.
Our objective in the current work is to investigate the perception of both relative phase and phase variability and to investigate the respective perceptual stability. As discussed above, the same phenomena were demonstrated both in a task involving within-subject bimanual coupling and in a task involving between-subjects bimanual coupling. In the latter case, vision might be attributed a critical role, whereas in the former case proprioception might be the most relevant modality. We chose to use a visual task to study the perception of relative phasing because of the ease of performing psychophysics in a visual task, which allowed great precision in the experiments. The results should be indicative of the relevant perceptible properties used to visually coordinate tasks like bimanual rhythmic movement.
This study builds on our recent research on the visual perception of relative phase in human movements (Bingham et al., 1999) . In a series of psychophysical experiments, participants observed two circles oscillating on a computer screen. These circles denoted the outlines of spheres at the lower end of a set of pendulums swung by a person in the sagittal plane. If one looked at the person from the side, the spheres would move along a circular path, from one extreme angle to the other. Correspondingly, the displays would present two circles along curved paths (compare to Figure 1 ences rather than phase variability in the displayed movement. A second finding was that the variability of judgments was higher if displayed movement was near an antiphase pattern than if it was near an in-phase pattern. Judgment variability also increased as relative phase deviated from either the in-phase or antiphase mode. Thus, the stability of judgments followed the pattern found in the interlimb coordination tasks. In this first experiment, the kinematics were obtained from actual human pendulum-swinging movements. Because deviations in relative phase from the in-phase and antiphase modes tended to be accompanied by increases in phase variability, the relation between the coordination judgments and either mean relative phase or phase variability could not be studied independently. The second experiment reported in Bingham et al. (1999) , therefore, used kinematics produced by a numerical simulation to generate the displays. In this way, relative-phase differences and phase variability could be manipulated independently. Once again, the judgments of phase variability covaried with mean relative phase more than with phase variability. Coordination patterns deviating from either in-phase or antiphase movement were judged as being more variable.
The finding that judgments of phase variability are affected by mean relative phase raises the question whether judgments of mean relative phase would be affected by phase variability and, if so, how. Apparently, observers do not visually perceive mean relative phase and phase variability independently in a task where they have to judge the latter. Thus, the information detected must be defined with respect to both mean relative phase and phase variability. Would the judgment of relative phase also be a function of both relative phase and phase variability? We investigated this by asking different sets of observers to judge either mean relative phase or phase variability. Observers in both cases judged the same set of displays, in which both mean relative phase and phase variability were manipulated. Displays were created using numerical simulations. This procedure allowed independent manipulation of relative phase and phase variability. We also used these judgments to investigate the stability of perception in each case. We investigated how the reliability of judgments of mean relative phase would vary with either mean relative phase or phase variability. Similarly, we investigated how the reliability of judgments of phase variability would vary. Finally, we investigated the effect on judgments of variation in the perspective from which the oscillation movements are viewed. Displayed movements were viewed by participants in four conditions. The four conditions were created by crossing two variables each with two levels. The first variable was the task, judging either mean relative phase or phase variability. The second variable was the visual perspective on the oscillatory events. In two of the conditions, two circles (referred to as balls below) moved from side to side on the computer screen, simulating movement in the frontoparallel plane ( Figure 1A ). In the other two conditions, movement toward and away from the observer was simulated, so that the circles were expanding and contracting on the screen ( Figure IB ). These two viewing conditions are the limiting cases for possible orientations of straight ball trajectories viewed by an observer. They represent optical components combined in generic perspectives on such events. Second, by studying the psychophysics of relative phase perception and phase variability using displays involving totally different optical patterns with the same variation in the variables of interest (i.e., relative phase and phase variability), we aimed at ascertaining that the effects that we would observe were really to be attributed to the manipulation of those variables and not to properties of the particular visual perspective. In each viewing situation, participants were asked to judge mean relative phase in one condition and phase variability in another condition. A portion of the data, involving phase-variability judgments in the case where balls were moving from side to side, was described as the second experiment in Bingham et al. (1999) .
Method
Observers A different set of 10 observers, ranging in age from 18 to 46 years, participated in each of the four conditions. All observers had normal or corrected-to-normal vision and were free of motor disabilities. Observers in the condition in which phase variability had to be judged when balls were moving in depth participated in the study at Holy Cross and were not paid. Observers in other conditions participated in the study at Indiana University and were paid $7.50 for participation. Each session lasted about 1.5 hr.
Apparatus and Stimuli
Two moving balls were simulated as two black line-drawn circles on a white background. They were presented on a Macintosh MO401 13-in. computer monitor with a 66.7-Hz refresh rate. Every other frame was left blank, so that the effective presentation rate was 33.3 Hz. The display was controlled by a Macintosh Ilci computer. Participants viewed the displays from a distance of 70 cm. The balls moved at a frequency of 1 Hz. To eliminate reflections from the screen, we conducted the experiment in a darkened room.
The trajectories of the two balls were generated through numerical simulation. Two aspects of the relative motion of the two balls were manipulated. First, balls could move with a mean relative phase of 0°, 30°, 60°, 90°, 120°, 150°, or 180°. Second, at each level of relative phase, four levels of phase variability were determined in terms of standard deviations of relative phase equal to 0°, 5°, 10", and 15°. Three instances of each combination of mean relative phase and phase variability were presented, yielding 84 trials per session. A single trial consisted of an 8-s display, followed by a screen displaying a computer-mouse-controlled slider. Observers were asked to enter their judgment by adjusting the slider in a range from 0 to 10, with possible scores slightly smaller than 0 and slightly larger than 10 to remove any hard boundary at 0 and 10, respectively.
Variability of relative phase was produced by slowing down and speeding up the individual oscillators. This was accomplished by manipulating the size of the time steps in the numerical simulations. A time step longer than a nominal time step (i.e., a time step appropriate for the display rate) would advance an oscillator, and a time step shorter than a nominal time step would delay an oscillator. By differentially changing the time steps of the two oscillators, their difference in phasing, hence their relative phase, was perturbed. The time steps were determined as follows. The time I of each oscillator i at time step n was the time at the previous time step plus a modified (shortened or lengthened) new time step:
where St 
First, it consisted of an oscillating component with a frequency <a N of 1, 0.5, or 0.25 times the frequency of ball oscillation (og = 1 Hz). This component had an amplitude A NJ that when combined with a smaller Gaussian component was appropriate to introduce a specific relative-phase difference between the two oscillators, that is, an amplitude such that over the entire trial the standard deviation of relative phase was 0°, 5°, 10°, or 15°. The oscillating component was combined with a smaller Gaussian component (£, is Gaussian white noise of unit variance), with the restriction that the total advance or delay in timing of the oscillator was smaller than 0.95 times a nominal time step. The phase <£,(«) of each oscillator at each time step then was where A</>, is an initial phase offset to introduce differences in mean relative phase. Finally, the motion of each oscillator was generated as
where A b is the amplitude of the ball motion.
In producing each level of variability in relative phase (standard deviation of 0°, 5°, 10°, or 15°), we added the noise to the oscillators in one of three different ways to ensure that phase variability was not confounded with specific kinematic characteristics, such as the timing of the end points in the oscillation. As a first method, noise signals of equal amplitude and opposite phase were added to each oscillator. A second method was to add noise signals with equivalent phase but with one amplitude triple the other. Third, a noise signal could be added to only one of the oscillators. We used a constrained random procedure to determine which oscillator received the larger perturbation in the second and third methods, so that each received it equally often.
The displays were generated from the numerically simulated kinematics in two ways. In two conditions, ball movement was parallel to the screen, moving side to side on the computer screen (side-on viewing; see Figure  1A ). The size of the balls was 1.7 cm, and their movement amplitude was 3.4 cm. The path of the upper ball was 2.0 cm above the horizontal midline of the screen, and the path of the lower ball was 2.0 cm under this line. In the other two sessions, balls were simulated to be moving in depth (see Figure IB) . Here the size of the ball images expanded and contracted over a cycle. The maximum size was 2.5 cm and the minimum size was 1.3 cm. The center of the left ball was 2.65 cm from the vertical midline of the computer screen, and the right ball's center was 2.65 cm to the right of this line.
Procedure
Each experimental session started with instructions and demonstrations. A series of examples illustrated both different mean relative phases and different levels of phase variability. The examples were accompanied by text explaining the manipulations and the task. Depending on the condition, observers were instructed to judge the mean relative phase or the phase variability in the displays. We explicitly explained that both mean relative phase and phase variability were manipulated but that just one of the two was to be judged. Next, several displays with samples of the possible manipulations, both mean relative phase and phase variability, were presented, together with the appropriate judgment score for the task. In the mean-relative-phase conditions, a score of 0 corresponded to movement at 0°, a score of 10 corresponded to movement at 180°, and scores in between 0 and 10 were to be given for mean relative phases between 0° and 180°. In the phase-variability conditions, a score of 0 was to be given if no phase variability was present in the displayed movement. A score of 10 corresponded to the highest level of phase variability, as demonstrated in the exemplar trials. Observers had to read the description of the sample to be presented, watch the sample, and enter the appropriate score. A failure to enter the appropriate score led to a repeated presentation of the sample.
Furthermore, observers were invited to repeat each sample movement with accompanying explanation. They saw a minimum of 13 examples.
Following the initial practice session, each observer was presented with a blocked session, followed by a random session. The blocked session allowed for extensive training of the participants. It also enabled observers to concentrate on the aspect of the movements that they were to judge. For this reason, the organization of blocked trials was specific to the judgment task. If observers were to judge mean relative phase, trials were presented in four blocks, each of increasing phase variability, with relative phase randomized within a block. If observers were to judge phase variability, the blocked sessions consisted of seven blocks each of increasing mean relative phase (from 0° to 180°) with the different levels of phase variability randomized within each block. In the following random sessions, all 84 displays were presented in a completely random order. No feedback on performance was provided during the blocked session and the random session.
The blocked sessions were intended to provide the participants with extensive training. Although patterns of judgments observed in the random sessions also occurred in the blocked sessions, we report analysis of the judgments in the random session only.
Dependent Measures
For each combination of mean relative phase and phase variability, we calculated the average judgment and the standard deviation over the three judgments for each participant. We used the former to study patterns of mean judgments and the latter to study the stability of judgments.
Results
We report the average judgment results by task. First, we present the results of the relative-phase judgments in both viewing conditions, followed by the phase-variability judgments in both viewing conditions. Finally, we compare the stability of the judgments across all conditions. Figure 2 presents the mean judgments when the balls were moving from side to side (Panel A) and when the balls were moving in depth (Panel B). Participants were well able to perceive the differences in mean relative phase. A repeated measures analysis of variance (ANOVA) with the between-subjects factor of viewing (side-on vs. in-depth) and within-subjects factors of phase (0°, 30°, 60°, 90°, 120°, 150°, and 180°) and variability (0°, 5°, 10°, and 15°) showed a significant phase effect, F(6,108) = 520.6, p < .001. Both the Phase X Viewing interaction, F(6, 108) = 5.4, p < .001, and the Phase X Variability interaction, F(18, 324) = 2.6, p < .001, also reached significance. These interactions can be understood from the difference in the effect of adding variability in the 0° relative-phase conditions between the viewing conditions. Adding variability did affect the judgments in the 0°r elative-phase conditions when balls were moving from side to side (see Figure 2A ) but did not have an effect when balls were moving in depth (see Figure 2B ). We performed separate ANOVAs on the mean judgments in the two viewing conditions, with factors of phase and variability, to demonstrate these effects. In the side-on viewing conditions, we found a significant phase effect, F(6, 54) = 191.7, p < .001, and a significant Phase X Variability interaction, F(18, 162) = 2.6, p < .001. We investigated this interaction by performing a simple effects analysis. This simple effects analysis indicated that the variability manipulations significantly affected the judgments in the 0°, F(3,27) = 13.7, p < .001, and the 180° (antiphase), F(3,27) = 3.3, p < .05, conditions. As can be seen in Figure 2A , the more phase variability was added in the 0° conditions, the more the judgments digressed from the correct score, indicating a 0° relative phase. This effect was confirmed in a subsequent trend analysis of this simple effect, which showed a linear trend F(l, 9) = 18.7, p < .005. In contrast, the significant effect of added phase variability at 180°, as indicated by the simple effects analysis, did not have a systematic character according to the trend analysis. The ANOVA on the mean judgments in the in-depth viewing conditions resulted only in a significant phase effect, F(6, 54) = 354.4, p < .001. Again, participants clearly discriminated the different levels of phase difference present in the displays, but under these viewing conditions, added phase variability in the 0°r elative-phase conditions was not judged as a deviation from perfect in-phase movement. Relative Phase (°)
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Figure 4. Average within-subject means of the phase-variability judgments as a function of relative phase at the different phase-variability levels in the side-on (A) and in-depth (B) viewing conditions. 54) = 11.7, p < .001, were significant. In addition, the View X Variability interaction, F(3, 54) = 3.0, p < .05, the Phase X Variability interaction, F(18, 324) = 2.6, p < .001, and the View X Phase X Variability interaction, F(18, 324) = 2.2, p < .005, were also significant. To investigate these interactions, we performed separate ANOV As on the mean judgments for both viewing conditions. In the side-on viewing conditions, both the mean-phase manipulation and the phase-variability manipulation had a significant effect on the mean judgments. A repeated measures ANOV A, with factors of phase (0°, 30°, 60°, 90°, 120°, 150°, and 180°) and variability (0°, 5°, 10°, and 15°) revealed a significant phase effect, F(6, 54) = 8.3, p < .001, a significant variability effect, F(3, 27) = 21.7, p < .001, and a significant interaction, F(18, 162) = 3.0, p < .001. We first investigated the variability effect. As mentioned above, participants were not very well able to judge the added phase variability except for the condition in which mean relative phase was 0° (see the filled squares in Figure 3A ). To substantiate this observation, we performed simple effect tests on the mean judgments at each level of actual mean relative phase. These analyses yielded significant effects in the 0° condition, F(3, 27) = U.l,p < .001, in the 30° condition, F(3,27) = 3.3,p < .05, and in the 150° condition, F(3, 27) = 6.6, p < .005. Figure 3A , however, shows that only the 0° condition exhibited the correct ordering of mean judgments according to the different levels of phase variability.
The significant phase effect in the ANOVA resulted from an inverted U-shaped relation between the mean judgments and actual mean relative phase (see Figure 4A) , as indicated by a significant quadratic trend, F(l, 9) = 30.4, p < .001. The linear trend did not reach significance. Note that although these were judgments of phase variability, they appeared to be more related to the mean relative phase. Even in the conditions where no phase variability was present, mean judgments were related to mean relative phase in an inverted U-shaped fashion as confirmed by a simple effects test, F(6, 54) = 11.3, p < .001, and a finding of quadratic, F(l, 9) = 50.3, p < .001, and cubic trends, F(l, 9) = 7.8, p < .05. Movement at 180° mean relative phase was thus seen as more variable than 0° movement, whereas movement at relative phases in between those extremes was seen as even more variable.
The phase-variability judgments of the participants who observed the movements in depth followed a similar but not identical pattern to that obtained when participants observed the movements from the side. In this case, the judgments were not significantly affected by the added phase variability. A repeated measures ANOVA on the judgments in the in-depth viewing condition revealed that the judgments of phase variability varied with mean relative phase, F(6, 54) = 3.3, p < .01, but not with the level of phase variability. A significant quadratic trend was present in the relation between actual relative phase and the judgments of phase variability, F(l, 9) = 6.0, p < .05, demonstrating the significance of the inverted U-shape of this relation, as shown in Figure 4B . The interaction between phase and variability was also significant, F(18, 162) = 2.0, p < .05. Simple effects analyses revealed significant effects of variability at relative phases of 120°, F(3, 27) = 5.3, p < .01, and of 150°, F(18, 162) = 4.4, p < .05. However, the order of the mean judgments did not follow a systematic relation with the level of phase variability.
As with the findings in the side-on viewing condition, the mean judgments in the conditions in which no phase variability was added were significantly affected by mean relative phase, as shown by a simple effects test, F(6, 54) = 3.3, p < .01, although in this case, the quadratic trend was just shy of the p = .05 level, F(l, 9) = 5.0, p = .052.
Comparison of the Judgment Stability Among Conditions
We investigated the stability of the judgments under the different viewing conditions and different judgment tasks by comparing the standard deviations of the judgments. The standard deviations, averaged over observers, for the relative-phase judgments and for the phase-variability judgments, respectively, are presented in Figures 5 and 6 as a function of mean relative phase. Figure 7 presents the standard deviations for the phase-variability judgments as a function of the level of added phase variability. We performed ANOV As on the standard deviations of all the judgments, with The phase main effect reflected an inverted U-shaped relation between judgment standard deviations and actual relative phase (see Figures 5 and 6) . The Task X Viewing X Phase interaction was due to the fact that in the in-depth condition, the inverted U-shaped relation was only present in mean-relative-phase judgments and not in phase-variability judgments. The inverted U-shaped relation was present for both in the side-on viewing conditions. We performed separate ANOVAs (with factors of phase and variability) on the judgment standard deviations in the different viewing conditions and for the different tasks to strengthen this observation. These ANOVAs demonstrated the significance of the phase effects in both the situations in which participants judged mean relative phase, F(6, 54) = 8.4, p < .001 (side-on) and F(6,54) = 9.4, p < .001 (in-depth), and the situation in which participants judged phase variability and balls were moving from side to side, F(6,54) = 6.1, p < .001. However, the ANOVA did not show a significant phase effect in the situation in which participants judged phase variability and balls were moving in depth. Trend analyses with respect to all three significant phase effects mentioned resulted in significant linear and quadratic trends in all cases: relative-phase judgments for side-on movement, F(l, 9) = 15.0, p < .005 (linear trend) and F(l, 9) = 32.2, p < .001 (quadratic trend); relative-phase judgments for in-depth movement, F(l, 9) = 5.8, p < .05 (linear trend) and F(l, 9) = 25.2, p < .001 (quadratic trend); phase-variability judgments for side-on movement, F(l, 9) = 11.2, p < .01 (linear trend) and F(l, 9) = 19.9, p < .005 (quadratic trend). The linear trend substantiates the observation that judgment variability was higher at 180° than at 0°, whereas the quadratic trend shows that judgment variability did increase when phase deviated from 0° and 180°. In both the situations in which participants judged mean relative phase, as well as in the situation in which participants judged phase variability and balls were moving from side to side, even in the conditions in which no phase variability was present, the stability of the judgments was affected by the level of mean relative phase. Simple effects analyses revealed significant phase effects: side-on viewing and relative-phase judgments, F(6, 54) = 4.8, p < .001; in-depth viewing and relative-phase judgments, F(6, 54) = 3.3, p < .01; and side-on viewing and phase-variability judgments, F(6, 54) = 4.2, p < .005. In the two side-on viewing conditions, trend analyses indicated linear trends-relative-phase judgments, F(l, 9) = 40.8, p < .001; phase-variability judgments, F(l, 9) = 10.2, p < .05-as well as quadratic trends-relative-phase judgments, F(l, 9) = 17.8, p < .005; phase-variability judgments, F(l, 9) = 15.4, p < .005-whereas only a quadratic trend was significant in the in-depth viewing condition, F(l, 9) = 22.4, p < .005.
In summary, the variability of phase-variability judgments was higher, irrespective of viewing conditions. Side-on viewing led to more stable judgments of phase variability, but viewing condition did not have an effect on the judgment stability for judgments of mean relative phase. An inverted U-shaped relation between judgment stability and mean relative phase was found to be present in all data except the phase-variability judgments under in-depth viewing.
Discussion
Observers were well able to judge mean relative phase. Whether viewing side on or in depth, observers' mean judgments exhibited a linear relation with mean relative phase. Therefore, the fact that the situation with only two stable modes is observed in bimanual coordination studies cannot be attributed to a complete inability to perceive the intermediate relative phases per se. This finding is not too surprising given that people can oscillate their fingers at relative phases other than 0° and 180°, as found by Tuller and Kelso (1989) and Yamanishi et al. (1980) . Although participants in the Tuller and Kelso study were able to perform relative phases other than 0° and 180°, the stability of those relative phases, as indexed by the standard deviations of relative phase, decreased with departures from 0° and 180°. We replicated this "seagull effect" in three of the four conditions of the perceptual judgments. Standard deviations of judgments exhibited an inverted U-shaped function of relative phase. This occurred both for judgments of mean relative phase (in both viewing conditions) and judgments of phase variability (in the side-on viewing condition). When relative phase was at 0°, judgments were most stable. When relative phase was at 180°, judgments were less stable, and when relative phase was between 0° and 180°, the stability of judgments decreased as a function of the departure from 0° and 180°. Note that the same pattern of stability was seen for both tasks, involving different types of judgments. The inverse U-shape of the relation between judgment stability and mean relative phase parallels the shape of the potential function in the Haken-Kelso-Bunz model (Haken et al., 1985) , as exemplified in Figure 8 . We fitted Equation 1, without the Gaussian noise term, to the standard deviations of the relative-phase judgments at phase-variability levels of 0° in the side-on viewing condition (compare Figure 8 to Figure 5A ).
Our results demonstrate that mean relative phase and phase variability are not independent as perceptible properties of coordinated motion. First, the mean-relative-phase judgments were affected by the amount of phase variability. Adding phase variability resulted in systematic deviations of the mean-relative-phase judgments in the 0° condition. In that case, movements having phase variability were judged as at 10° to 30° relative phase, depending on the amount of variability. An interaction of mean relative phase and phase variability was present even more clearly in the phase-variability experiments. Again, the 0° relative-phase condition seemed to have a special status in that only in these conditions did observers systematically show a sensitivity to the phase-variability levels in the displayed movements. As soon as the mean-relative-phase deviated from 0°, no systematic relation between the phase-variability judgments and the added phase variability could be established. Most significantly, the judgments of phase variability were best predicted by the mean relative phase in the displayed movement, replicating the results found in Bingham et al. (1999) . The relation between the judgments and mean relative phase took the form of an asymmetric inverted U, with antiphase movement being judged more variable than in-phase movement. Deviations from the two stable modes were seen as being more variable, even if the movement contained no phase variability. This last fact is most revealing. A 90° mean relative phase was judged as highly variable even when the movement contained no phase variability.
The fact that observers' phase-variability judgments covaried with mean relative phase rather than with phase variability cannot be attributed to a lack of understanding by participants of the difference between relative phase and phase variability or to a failure to understand the task. This is shown by the phasevariability judgments in the 0° mean-relative-phase condition in which balls were moving from side to side. A linear relation was exhibited between the phase-variability judgments and the level of phase variability. Clearly, when phase variability was a salient property of the displayed movement, observers' judgments were related to the level of phase variability.
The results of the perceptual judgment study presented here, together with those reported in Bingham et al. (1999) , are similar to several findings in bimanual coordination studies. How should these results be interpreted with respect to the dynamical systems perspective on perception-action? This perspective has provided the theoretical basis for the discovery, understanding, and continued investigation of these phenomena. There are at least two ways that the current results might be interpreted in this perspective. First, one could argue that the patterns of coordinated rhythmic limb movements are physically constrained to obey the lawful relations of coupled nonlinear oscillators, and because of this, perception of relative phase and phase variability is tuned to the same relations, and the same pattern of results will thus be found in studies of perception. In the case of bimanual coordination, the Haken-Kelso-Bunz model (Haken et al., 1985) predicts a relation between mean relative phase and phase variability. The potential function in this model reflects the stability of the system and hence the variability along the relative-phase continuum. This function predicts that variability increases when relative phase deviates from an in-phase or an antiphase mode. Variability is highest around 90° mean relative phase. Also, according to this model, antiphase movement is more variable than in-phase movement (i.e., the potential well at 0° is deeper than that at 180°). In addition, eigenfrequency differences between the two oscillating limbs lead to changes in the relation between relative phase and phase variability. If the limbs have different eigenfrequencies, then the stable relative phases are slightly different from 0° and 180°, and the phase variability associated with each relative phase is different. Given these facts (and the assumption that they are physically determined), then one can argue that that perception would also exhibit these patterns because it is attuned to action.
A second interpretation of the results follows from the assumption that patterns of coordinated rhythmic movement are generated by and, thus, ultimately reflect perceptual abilities. In this case, the phenomena would reflect the ability to perceive relative phase and phase variability. Our results demonstrate that relative phases away from the two stable modes, 0° and 180°, are perceived as less stable. Even though movement at 90° may be perfectly stable, it is not seen as such. This suggests that, if asked to produce stable movement at 90°, a person could not do so simply because he or she could not perceive it. One cannot stably control what one cannot perceive. Phase variability led observers in our experiments to judge movement that was in phase on average as deviating from in-phase movement. This latter result might provide some understanding of deviations of mean phase from 0° and 180° that have been found when participants are required to oscillate together two pendulums that have different lengths and thus different eigenfrequencies. If the eigenfrequency difference yields greater phase variability, then oscillation at 30° could not be distinguished from oscillation at 0°. Of course, this presumes and does not account for the increase in phase variability, as produced by a difference in eigenfrequency of the individual oscillators.
Although these might seem to be contrasting viewpoints, we see the two interpretations as complementary rather than opposing. On the action side, research has made it increasingly clear that coherent, coordinated action is not possible without perception. This is well illustrated by the work of Cole (1995) Kelso, 1995 , and references therein). The problem is to reveal the exact nature of perception's role and, relatedly, the form of the information that is used. It is to this problem that we have directed our efforts. The question provoked by the current results is how is relative phase apprehended? Two possibilities are suggested by measures of relative phase that have been used in movement studies. A continuous-phase measure tracks the relative phase at all points along the movement trajectory. The measure incorporates both the positions and the velocities of each oscillator along its trajectory. In contrast, a point-phase measure uses only the positions at times that the oscillators are at zero velocity, that is, at the end points of the movement. Alternatively, positions at times of peak velocity could be used. The question is whether the perception of relative phase is more similar to a continuous-phase or a point-phase measure. The fact that mean relative phases of 0°a nd 180° are better resolved, and 0° better than 180°, suggests that perception might resemble a point-phase measure. If the relative positions at the end points or peak velocity of the movement are the key, then they would be apprehended more readily when they occur at the same time and phase. This would be consistent with several suggestions in the literature that limb oscillations are anchored to the endpoints of the oscillation. These suggestions were inspired by the observation that the phase variability around the endpoints of movement is lower. This would be expected to occur at the point in a cycle where discrete information about the prescribed timing is used (Byblow, Carson, & Goodman, 1994; Byblow, Chua, & Goodman, 1994; Michaels & Bongers, 1994; see also Beek, 1989 ). On the other hand, the relative ability to resolve positions at high velocity together with the ability to resolve velocity differences at a Weber ratio of about 5% (McKee, 1981) might also account for the current results in the context of a continuous-phase measure. These issues remain for future research. Their resolution may provide the foundation for revised dynamical models of coordinated rhythmic movement, models that include perceptual variables explicitly. The current studies establish both the relevance of perception for understanding the human movement results and the need for additional perceptual studies in this regard.
