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We present a new algorithm for calculating the Renyi entanglement entropy of interacting fermions
using the continuous-time quantum Monte Carlo method. The algorithm only samples interaction
correction of the entanglement entropy, which by design ensures efficient calculation of weakly
interacting systems. Combined with Monte Carlo reweighting, the algorithm also performs well for
systems with strong interactions. We demonstrate the potential of this method by studying the
quantum entanglement signatures of the charge-density-wave transition of interacting fermions on
a square lattice.
PACS numbers: 03.65.Ud, 02.70.Ss, 71.10.Fd
We have entered an information age of condensed mat-
ter physics. Many information theoretical tools have
been used to identify exotic phases and phase transi-
tions [1–5]. These tools are especially useful when a
conventional local order parameter characterization fails,
e.g. in the case of topological order [6]. The reduced
density matrix ρˆA plays a central role in this quantum
information perspective. It contains all the information
about a subregion A when viewing the remaining part of
the system as environment. The entanglement entropy
(EE) quantitatively measures the entanglement between
the subregion A and its environment. The rank-n Renyi
EE, in particular, reads
Sn =
1
1− n ln [Tr(ρˆ
n
A)] . (1)
Compared to the more familiar von Neumann entropy
the Renyi EE is easier to evaluate both analytically
and numerically. Quantum Monte Carlo methods have
been used to calculate entanglement properties of many
bosonic [7–9] and fermionic [10–13] systems. Some inter-
esting applications include the calculation of the topo-
logical entanglement entropy [3, 14, 15] and the identifi-
cation of interacting topological insulators [16, 17].
Since the Monte Carlo method samples Tr(ρˆnA) but not
Sn directly, it will suffer from a severe problem when the
entanglement entropy is large [8, 10, 12]. For example,
the Renyi EE of a generic gapped many-body system fol-
lows an area law [18] and as Sn increases linearly with the
boundary size, the Monte Carlo simulation has to sam-
ple rare events whose probability vanishes exponentially.
The problem is even more severe for highly entangled sys-
tems which violate the area law [19–24], including the
systems with Fermi surface or at nonzero temperature.
One way to alleviate the problem is to employ the ratio
method [8, 25], which splits the estimator of Tr(ρˆnA) into
products of intermediate ratios and samples each term
individually. However, too many intermediate ratios will
lead to an accumulation of errors in the final result [25].
In this paper we introduce an algorithm for com-
puting the Renyi EE of interacting fermions using
the continuous-time quantum Monte Carlo method
(CTQMC) [26, 27]. The main advantage of the algorithm
is that it samples the interaction correction of the Renyi
EE. By design the method allows to easily calculate large
Renyi EE of weakly interacting systems. Our benchmark
shows that it is also applicable to strongly interacting
systems when combining with the ratio method [8, 25].
As an application we calculate the Renyi EE of spin-
less fermions across a charge-density-wave transition and
show it correctly predicts the critical point.
In the replica approach [28, 29], the rank-n Renyi en-
tanglement entropy is calculated as
Sn =
1
1− n ln
(ZA
Zn
)
(2)
where Z = Tr(e−βHˆ) is the partition function at inverse
temperature β = 1/T and ZA is the partition function
defined on a n-sheeted Riemann surface [29]. Ref.[13]
introduced an artificial system with imaginary-time de-
pendent Hamiltonian whose partition function at inverse
temperature nβ equals to ZA. We here formulate an
efficient algorithm to calculate Eq. (2) using CTQMC.
The first and crucial step of our method is to split
Eq. (2) into Sn = S0n + ∆Sn, in which
S0n =
1
1− n ln
(ZA0
Zn0
)
, (3)
∆Sn =
1
1− n
{
ln
[
η
ZA/ZA0
(Z/Z0)n
]
− ln(η)
}
. (4)
Z0 and ZA0 are the noninteracting counterparts of Z and
ZA [53]. S0n is the Renyi EE of noninteracting fermions
and can be calculated easily using the correlation ma-
trix method [30, 31]. Eq. (4) describes the interaction
corrections to the Renyi EE which is presumably much
smaller than S0n for weakly interacting systems. We use
Monte Carlo (MC) sampling to calculate the quantity in
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Figure 1: Key concepts of the algorithm. (a) A configuration
with k1 = 2 vertices in the time interval [0, β) and k2 = 1
vertex in [β, 2β). The weights of this configuration are given
in Eqs. (8-9). (b) The extended configuration space combines
two ensembles Z2 and ZA. MC updates Eqs. (10-11) change
the vertex configuration and Eq. (12) switch between the two
ensembles.
the square bracket of Eq. (4), where we have introduced
a free parameter η to further control the MC dynam-
ics. For an optimal choice of η the sampled quantity
in the square bracket is close to one and −11−n ln(η) will
contribute mostly to ∆Sn. The fact that MC sampling
corrects an educated guess is another appealing feature
of the present algorithm. In practice, η can be deter-
mined from a rough estimate of ∆Sn (either based on
existing theory of EE scaling laws or in the MC equili-
bration steps). MC sampling will correct the estimate
and restore the exact result no matter what the initial
choice of η was.
Our method is general and applicable to any fermionic
system which is accessible to Monte Carlo simulations.
For illustration purposes we here focus on calculating
the rank-2 Renyi EE of an interacting spinless fermions
model
Hˆ = −t
∑
〈i,j〉
(
cˆ†i cˆj + cˆ
†
j cˆi
)
+ V
∑
〈i,j〉
(
nˆi − 1
2
)(
nˆj − 1
2
)
.
(5)
In the CTQMC method, the partition function ratios are
expanded in terms of the interaction vertices [26, 27, 32],
η
ZA
ZA0
= η
∞∑
k=0
(−V )k
k!
∫ 2β
0
dτ2
∫ 2β
0
dτ4 . . .
∫ 2β
0
dτ2k det
(
GkZA
)
=
∑
k
∑
Ck
wZA(Ck), (6)( Z
Z0
)2
=
∞∑
k1=0
∞∑
k2=0
(−V )k1+k2
k1!k2!
∫ β
0
dτ2 . . .
∫ β
0
dτ2k1 det(G
k1
Z )
∫ 2β
β
dτ2k1+2 . . .
∫ 2β
β
dτ2k1+2k2 det (G
k2
Z )
=
∑
k1,k2
∑
Ck1+k2
wZ2(Ck1+k2). (7)
We can treat Eq. (6) and Eq. (7) on equal footing and
use the same configuration Ck=k1+k2 for each term in
the sampling. Fig. 1(a) shows an example configuration
with k = 3 vertices, where the imaginary times satisfy
0 ≤ τ1 = τ2 < . . . < τ2k1−1 = τ2k1 < β ≤ τ2k1+1 =
τ2k1+2 . . . < τ2k−1 = τ2k < 2β. Any of the configurations
Ck is a valid configuration in both ensembles, but with
different weights
wZA(Ck) = η(−V )k det(GkZA) (8)
wZ2(Ck) = (−V )k det(Gk1Z ) det(Gk2Z ) (9)
where GkZA and G
k1(2)
Z are 2k × 2k and 2k1(2) × 2k1(2)
matrices whose matrix elements only depend on the non-
interacting Green’s functions [31]. On a bipartite lattice
with repulsive interaction V > 0 the weights are posi-
tive [32, 33] and there is no sign problem in the Monte
Carlo simulation.
We introduce an ensemble flag X ∈ {ZA,Z2} and per-
form MC simulation in an extended ensemble [25, 34]
with the partition function (Z/Z0)2 + η(ZA/ZA0 ) =
∑
X
∑
k,Ck wX(Ck). Now a MC configuration corresponds
to a given set of variables: the ensemble flag X, the per-
turbation order k and the vertex configurations. Two
kinds of MC updates are necessary to ensure ergodicity
of the sampling, shown in Fig.1(b). First, we keep the
ensemble flag X unchanged and update the vertex con-
figuration by either adding or removing one vertex. This
is done either by proposing a candidate vertex at a ran-
dom time (in the interval [0, 2β)) and a random bond
(out of Nb possible ones) or randomly choosing an exist-
ing vertex (out of k possible ones) to be removed. The
acceptance ratios are
R{X,Ck}→{X,Ck+1} =
2βNb
k + 1
wX(Ck+1)
wX(Ck) (10)
R{X,Ck}→{X,Ck−1} =
k
2βNb
wX(Ck−1)
wX(Ck) (11)
The second class of MC updates switch the ensemble X
to X′ while keeping the configuration Ck fixed. The ac-
ceptance probability is
3A
Figure 2: Renyi EE of an 8-site open chain with equal par-
titions. The black solid lines are the exact diagonalization
results, which agree perfectly with the results calculated by
our algorithm (circles).
R{X,Ck}→{X′,Ck} = wX′(Ck)/wX(Ck) (12)
A direct evaluation of R{X,Ck}→{X′,Ck} is numerically ex-
pensive and unstable, since it requires the calculation of
two determinants Eq. (8) and Eq. (9) and their ratio.
We utilize the fact that the determinant ratio of the ze-
roth expansion order is one and keep updating the ratio
Eq. (12) during the MC updates. Therefore the ensem-
ble switch can then be implemented without any matrix
operations and is very cheap.
The relative time spent in each ensemble [25] provides
an estimator of the ratio between Eq. (6) and Eq. (7),
thus
∆S2 = − ln
[ 〈δX,ZA〉MC
〈δX,Z2〉MC
]
+ ln(η). (13)
The fact that MC simulation only samples the inter-
action corrections of the Renyi EE ∆S2 is the major ad-
vantage of the present approach. On top of that, the
parameter η provides additional control over the MC dy-
namics. An ideal choice of η will balance the probability
of each ensemble and the observable in the square bracket
of Eq. (13) will be of order one.
Fig. 2 shows benchmark results of Renyi EE of an 8-site
chain with open boundaries. Our CTQMC results per-
fectly reproduce the exact diagonalization results (black
solid lines) for all interaction strengths and temperatures.
In the strong coupling limit V  t the system has two
fold quasi-degenerated ground states corresponding to
the two staggered charge-density-wave (CDW) configu-
rations. They are separated from other states by an ex-
citation gap ∼ V . The Renyi EE indeed approaches to
A
Figure 3: The rank-2 Renyi entanglement entropy versus the
subregion size NA of a cylinder embedded in a 8× 8 torus for
(a) T = 0.5t and (b) V = 2t.
ln 2 when the excitation gap is much larger than the tem-
perature.
Although the above algorithm can already handle a
large class of interesting problems, it will suffer from very
low transition probability when the two ensembles ZA
and Z2 have vanishing small overlap in configurational
space (for example if their average perturbation order
differs substantially). To achieve better performance, we
additionally employ the ratio method [8, 25] and split
the partition function ratio into products of a series of
intermediate ratios, each one corresponds to two ensem-
bles where the size of region A only differs by a small
amount of sites [54]. Because ∆S2 can be much smaller
than the total entanglement entropy S2, we need far less
intermediate ratios compare to the other approach [13]
to achieve accurate results.
Our method is efficient for simulating highly entangled
systems because it samples the difference of entanglement
entropy to that of the free fermions. For obvious applica-
tion like weakly interacting fermions, the algorithm en-
joys additional advantage of dealing with small average
expansion order, which is proportional to the interaction
energy [26, 27].
We will demonstrate the power of our method with a
more challenging example, where interaction turns the
free fermions state into another phase which follows dif-
ferent entanglement entropy scaling. We consider the
model (5) on a square lattice at half-filling [35, 36]. At
zero temperate it has CDW ground state for arbitrary
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Figure 4: The scaled mutual information for various system
sizes at (a) T/t = 0.5 and (b) V/t = 2. The crossing point
agrees with transition point determined in Ref. [36] using cor-
relation functions.
weak repulsive interaction because of Fermi surface nest-
ing. The CDW ground state in the strong coupling limit
can be interpreted as an “antiferromagnetic Ising” ground
state of a classical lattice gas. Upon increasing the tem-
perature, the CDW state undergoes an Ising phase tran-
sition. The transition temperature is exponentially small
in the weak coupling limit and is proportional to the in-
teraction strength V in the strong coupling limit. Figure
20 of Ref.[36] reports the T − V phase diagram of this
model.
We here revisit this problem from a quantum informa-
tion perspective by calculating the Renyi EE across the
phase transition. We consider a cylindrical subregion A
embedded in a L×L torus, Fig. 3(a) inset. The boundary
length is chosen to be `A = 2L and is independent of the
subregion size NA. Figure 3 shows the rank-2 Renyi EE
as a function NA at various temperature and interaction
strengths, which clearly exhibits two different character-
istic behaviors. At high temperature or weak interac-
tion the Renyi EE increases linearly with NA, indicating
a highly entangled state with a volume scaling law for
the EE. At low temperature or for strong interaction the
Renyi EE is strongly suppressed and is essentially flat
as NA increases, which is a characteristic behavior of a
gapful CDW state. This state is approximately a linear
superposition of two simple product states. Figure 3(a)
also suggests that simulations deep inside the CDW state
may not be ideal for the present method because the EE
is much smaller than the free fermion state. The fact that
we can nevertheless easily obtain correct results in this
region provides a stringent test of the proposed method.
We next proceed to a quantitative determination of
the phase boundaries. We consider the mutual informa-
tion [29, 37]
I2(A : B) = S2(ρˆA) + S2(ρˆB)− S2(ρˆA∪B) (14)
which cancels the bulk contribution in S2 and exhibits
boundary law even at nonzero temperature. Studies of
classical and quantum spin models [29, 38–40] show that
the scaled mutual information I2/`A crosses around the
transition point. We consider a region A withNA = L2/2
and the mutual information can be directly calculated
using two data points of S2 in the Fig.3.
Figure 4 shows the scaled mutual information versus
interaction strength and temperature for several system
sizes. The crossing points of I2/`A provide an estima-
tion of transition point Vc ∈ [1.2, 1.3] at T = 0.5t or
Tc ∈ [0.9, 1.0] at V = 2t, which is consistent with the
phase diagram reported in [36]. Similar to the case of
Ref. [29, 39], the curves of mutual information also cross
around 2Tc (not shown). These results indicate that our
approach can be a versatile tool to calculate the Renyi EE
and detect phase transitions in the interacting fermionic
models.
The proposed method allows efficient calculation of
the Renyi entanglement entropy of interacting fermions
by reallocating computational resources to interaction
corrections. Compare to the direct approaches [12, 13],
it can avoid sampling exponentially rare events caused
by fast increase of free fermion entanglement entropy.
The method is applicable to any fermionic system which
could be simulated with CTQMC method and may pro-
vide further insights to the unconventional quantum
critical point [32, 41] and the topological phase transi-
tions [17, 42, 43]. Our method is an ideal tool to offer
an entanglement perspective on the Kondo problem [44–
47], which is intimately related to the topological en-
tanglement entropy [14, 15] of two dimensional gapful
states [48]. Most interestingly, the ability to calculate en-
tanglement entropy in CTQMC offers a portal to study
entanglement in the framework of dynamical-mean-field-
theory [27, 49] and will shed light on entanglement prop-
erties of realistic correlated materials.
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Renyi Entanglement Entropy of Noninteracting
Fermions
The reduced density matrix ρˆA of a free fermion system
is fully determined by the correlation matrix [30]
Cij =
〈
cˆ†i cˆj
〉
,
where 〈. . .〉 denotes thermal average with respect the
noninteracting Hamiltonian. To calculate the Renyi en-
tanglement entropy, we restrict Cij to a subregion A
and diagonalize it to get eigenvalues ζ`. Introducing
ξ` = ln(
1−ζ`
ζ`
), the rank-n Renyi entanglement entropy
of free fermions is calculated as
S0n =
1
1− n
∑
`
[
ln(1 + e−nξ`)− n ln(1 + e−ξ`)] .
Noninteracting Green’s Functions
The Green’s function matrices appeared in Eqs. (8-9)
reads
(
GkX
)
pq
= G0X(τp, τq)ipiq − δpq/2, (15)
where X ∈ {ZA,Z}, 1 < p, q < 2k are the vertex indices
and ip, iq are the site indices. The term δpq/2 arises from
the constant shift defined in the interaction term. For
X = ZA and τp(q) ≥ β, the corresponding site index ip(q)
is interpreted as a site in the artificially enlarged part
of the system [13]. G0ZA and G0Z are the noninteracting
Green’s functions for the ZA and Z ensembles. They
have the following general form [51]
G0X(τ1, τ2) =

B(τ1, τ2)[I+ B(τ2, 0)B(τmax, τ2)]−1, τ1 ≥ τ2,
{[I+ B(τ1, 0)B(τmax, τ1)]−1 − I}B−1(τ2, τ1), τ1 < τ2.
(16)
where B(τ1, τ2) = T [e−
∫ τ1
τ2
dτK(τ)
] is the noninteracting
time-ordered propagator, with the matrix K being the
quadratic part
∑
i,j cˆ
†
iKijcˆj of the Hamiltonian.
For X = Z one has τmax = β and the fact that K
is imaginary-time independent allows simplification of
Eq. (16),
G0Z(τ1, τ2) =

e−K(τ1−τ2)
1+e−βK , τ1 ≥ τ2,
− e−K(τ1−τ2)
1+eβK
, τ1 < τ2.
(17)
Since G0Z(τ1, τ2) only depends the imaginary-time differ-
ence τ1 − τ2 we precompute it on a fine τ -mesh and use
linear interpolations to get the value of G0Z(τ1, τ2) for ar-
bitrary imaginary-times.
For X = ZA one has τmax = 2β and K(τ) is an artifi-
cial imaginary-time dependent Hamiltonian [13]. In gen-
eral G0ZA(τ1, τ2) depends both on τ1 and τ2. We can also
precompute G0ZA(τ1, τ2) on a fine mesh and perform bi-
linear interpolations. However, storing G0ZA(τ1, τ2) is not
possible for large system size, and as a compromise we
only pre-calculate G0ZA on a coarse imaginary-time grid
(τ¯1, τ¯2) using Hirsch’s matrix inversion method [52]. In
the CTQMC calculation, whenever a new vertex is pro-
posed, we find the nearest imaginary time point (τ¯1, τ¯2)
such that τ1 ≥ τ¯1 and τ2 ≥ τ¯2 and compute the required
Green’s function using
G0ZA(τ1, τ2) = B(τ1, τ¯1)G0ZA(τ¯1, τ¯2)B−1(τ2, τ¯2) (18)
In this way we avoid CPU expensive matrix inversion in
Eq. (16).
