The paper extends the concept of the Lie derivative of the vector field for the discrete-time case, preserving its geometrical meaning. The new concept is illustrated on the problem of lowering the input shifts in the generalized state equations.
INTRODUCTION
For a continuous-time dynamical system the vector field, defining the dynamics of the system, generates a oneparameter group of transformations, called the f low. The Lie derivative of a vector field with respect to the generating vector field is defined as the rate of change of the vector field along the trajectories of the generating vector field, see e.g. Nijmeijer, van der Schaft (1990) . From the physical point of view, the Lie derivative of the vector field describes its behaviour in the reference frame, co-moving with the flow. Since the Lie derivative plays a prominent role in nonlinear control theory, the aim of this paper is to extend this concept to the discrete-time case, with a long-range goal within time-scale calculus to work out a theory covering both the continuous-and discrete-time systems. For the extensions of the Lie bracket see e.g. Califano, Marquez-Martinez and Moog (2010) and Oguchi, Watanabe and Nakamiro (2002) . The other direction in extension of Lie derivative is made within the so-called Discrete Exterior Calculus which aims to extend the concepts of diffrential geometry to discrete spaces with the goal to preserve the structure of smooth theory in numerical calculations, see Bobenko, Schröder, Sullivan and Ziegler (2008) .
CONTINUOUS-TIME CASE
In order to generalize the Lie derivative of a static vector field with respect to the total time derivative operator for the discrete-time systems, recall the well-known definition of the Lie derivative in the continuous-time case. The control system is given by the equationṡ x = f (x, u) , where x ∈ IR n and u ∈ IR m are the states and the inputs of the system, respectively. Since our goal
The work was supported by the Estonian Science Foundation Grant No. 8365, by Bialystok University of Technology Grants S/WM/1/08 and S/WI/2/2011. is to extend the Lie derivative for the discrete-time case, we assume the input to be piecewise constant, in particular it is constant between t and t + τ . The evolution of the state is then described by the curve
(1) generated by the vector field
as the total time derivative operator. The curve (1) is called also the trajectory of the system starting at the initial point x(t).
Define in the state space a static vector field Ξ(x) = n i=1 ξ i (x)∂/∂x i and find its rate of change along the trajectory of the system. We consider two vectors -the vector
, defined at the point of the trajectory, corresponding to the time instant τ = 0, and the vector
The rate of change of Ξ may be calculated in three steps.
Step 1. Shift the vector Ξ(t) from the point x(t) into the point x(t + τ ) along the trajectory of the system, using the tangent map of Φ, see (1). This amounts to multiplication of vector Ξ(t) with the Jacobi matrix T Φ corresponding to Φ, obtaining the vector
defined at the point x(t + τ ). Because in the first approximation x i (t + τ ) ≈ x i (t) + f i x(t), u(t) τ , the necessary elements of the Jacobi matrix T Φ are in the first approximation
and the vector T Φ Ξ(t) approximately equals
.
(3)
Step 2. Compute the change of the vector field Ξ along the trajectory (1):
Due to (3), the components of the vector field Ξ(t + τ ) are in the first approximation
and therefore the first approximation of the change of the vector field Ξ along the trajectory of the system is
Step 3. Dividing the result by τ and approaching the limit gives us the rate of change of the vector field Ξ as follows:Ξ = lim τ →0 (∆Ξ/τ ) = F, Ξ , where the dot over the symbol means the time derivative.
In our extension instead of the standard definition of the Lie derivative of a vector field Ξ, see Nijmeijer, van der Schaft (1990) 
which leads to the same result in the continuous-time case, and is more adequate for extension into the discrete-time case.
DISCRETE-TIME CASE
In the discrete time the state equations define the forward shift of the state coordinates:
x(t + 1) = Φ(x(t), u(t)).
(6) In (6), x ∈ IR n , u ∈ IR m , and the map Φ is assumed to be submersive, i.e. the rank of the Jacobi matrix T Φ generically equals to n. In order to generalize the concept of the Lie derivative with respect to the system dynamics to the discrete-time case, we perform the analogous steps as in Section 2. Like in (2), we shift the vector Ξ(t) from the point x(t) into the point x(t + 1), multiplying it by the Jacobi matrix T Φ:
. (7) However, compared with the continuous-time case the situation is more complicated: T Φ Ξ(t) is defined at the point x(t + 1), but its components are still the functions of the variables x(t) and u(t) that have to be expressed in terms of x(t + 1). The same problem is hidden also in (2), but this will be solved at the third step by approaching the limit τ → 0, which is not possible in the discrete-time case.
Because the map Φ : IR n × IR m → IR n is a submersion, its inverse Φ −1 does not exist and one can not always express the components of the vector T Φ Ξ(t) in terms of x(t + 1) only. One can overcome the difficulty by introducing m additional variables z(t) for system (6), this can be done as in Aranda-Bricaire, Kotta and Moog (1996) . Find the kernel of the Jacobi matrix T Φ as the m-
Due to the involutivity of Ker T Φ one can always find the vector fields K I such that [K I , K J ] ≡ 0 for I, J = 1, ..., m. Then the integral surfaces of Ker T Φ consist on the trajectories of K I , and consequently, the new variables z J (t) as m independent functions of variables x(t) and u(t) must be the canonical parameters of the corresponding trajectories, satisfying the equations
The new variables z allow to extend the system (6). Denoting χ = (χ 1 , ..., χ m ) T , we define the map
, u(t)), i = 1, ...n, I = 1, ..., m, and rank TΦ = n + m. The inverse mapΦ −1 exists and we use below instead of the vector field T Φ Ξ(t) , defined by formula (7), another vector field
whose components are the functions of the coordinates x(t+1), but depend also on some additional variables z(t).
To conclude, the definition of the discrete-time Lie derivative of a vector field with respect to the system dynamics requires to perform the following steps.
Step 1. Define the vector field (9) at the point x(t + 1), being the analogue of (2) in the continuous-time case.
Step 2. Calculate the change of the vector field Ξ, corresponding to the forward shift:
This is the analogue of formula (4) in the continuous-time case.
Step 3. "Bring" the vector ∆Ξ, defined at the point x(t + 1), "back" into the initial point x(t). For this step we introduce the operator , that replaces all variables in the expression of a vector field by their values at the previous time instant. The inverse of the operator is denoted by ⊕, and its application requires the replacement of all the variables by their values at the next time instant. Consequently, we obtain the discrete-time Lie derivative of a vector field Ξ as
The analogue of this step in the continuous-time case is dividing the change of a vector field by τ and approaching the limit τ → 0; see (11).
In order to simplify the formulae, we introduce the operator Θ Φ , which can be applied on the vector fields:
Applying the operator Θ Φ on a vector field means performing the following steps:
(1) multiplying the vector field Ξ(t) by the Jacobi matrix T Φ, (2) expressing the components of the latter in terms of the coordinates x(t + 1), z(t) , (3) applying the operator to the result.
Remark. In case of a vector field, the operator Θ Φ means the backward shift of its push-forward. In case of a 1-form ω, when its discrete-time Lie derivative is defined as
applying of the Θ Φ -operator on the 1-form means the pullback of its forward shift.
In Lee, Nam (1990), or Rieger, Schlacher and Holl (2008) the operator Ad Φ Ξ = T Φ −1 (Ξ • Φ(x, u)) is used instead of the operator Θ Φ , which may lead to alternative definition of the discrete-time Lie derivative, in analogy with (5). Finally, operator Θ Φ allows to write the discrete-time Lie derivative L ∆ Φ Ξ in a simpler form:
(11) Note that in some situations introduction of the new variables z(t) is unnecessary for computatation of the Lie derivative, or alternatively, the operator Θ Φ . Theorem 1. For a vector field Ξ(t), given on IR n × IR m , the vector field Θ Φ Ξ(t) can be defined in terms of variables x(t) only, iff Ξ(t) respects the distribution KerT Φ:
Proof. Sufficiency. Note that (12) is equivalent to dΦ i , [K, Ξ] ≡ 0, i = 1, ..., n, which may be rewritten as
where L K means the Lie derivative of a function with respect to the vector field K. Because K ∈ Ker T Φ, the second term on the left hand side equals to zero and (13) yields L K dΦ i , Ξ ≡ 0. The latter, written componentwise for i = 1, ..., n, K ∈ KerT Φ, is
. (14) Note, that the expression in the parentheses in (14) is the i-th component of T Φ(Ξ).
Because the variables z(t) are defined as the canonical parameters of the vector fields K J (see (8)), then by rewriting the i-th component of T Φ(Ξ) in terms of the variables x(t + 1) and z(t) one has
(15) Applying now the operator on (15) yields
The latter means, according to the definition of Θ Φ Ξ, that its components do not depend on the variables z(t − 1).
Necessity. Because each step in the sufficiency part is reversible, the necessity follows. 2
The next theorem shows under which conditions an involutive distribution remains involutive after application of the operator Θ Φ , defined by (10). Theorem 2. If an involutive distribution Λ admits a basis {Ξ α }, α = 1, ..., dim Λ, such that [Ξ α , K] ∈ Ker T Φ for all α and for all K ∈ Ker T Φ, then the distribution
Proof. The involutivity of the distribution Λ means that for arbitrary basis vector fields their Lie brackets also belong to Λ:
where the coefficients c αβγ are some functions of variables x and u. Due to Theorem 1, one can define the distribution D, defined by (16) without introducing the new variables z iff there exists a basis for Λ, satisfying the condition (12). If this is the case for vector fields Ξ α , then taking the Lie derivative with respect to a vector field
According to the Jacobi identity 
Form the Φ-relatedness follows, that the left hand side of (18) can be written in the form Θ
, and the right hand side as
Consequently, for all α, β = 1, ..., dim Λ
which proves the involutivity of D. 2 Example 1. Consider the state equations
The kernel of the corresponding Jacobi matrix
is spanned by the vector field (up to the multiplication of an arbitrary meromorphic function depending on x and u)
The vector field ∂/∂x 2 (t) does not respect KerT Φ, since
Therefore, to apply the operator Θ Φ , we have to introduce an additional variable z. Really, multiplying ∂/∂x 2 (t) by
. (21) One can not express the components of the vector field (21) in terms of coordinates x(t + 1) only, but has to introduce an additional variable z(t) as a canonical parameter of the vector field K or its linear combination. For example, one can take z(t) = u(t) and define the mapΦ by the equations (19) and z(t) = u(t). Then
that after applying the operator yields (in the coordinates x 1 (t), x 2 (t), z(t − 1)):
. (23) Another canonical parameter of K isz(t) = x 2 (t), which leads to the result
in the coordinates {x 1 (t), x 2 (t),z(t − 1)}. As the third possibility, we can take the additional variableẑ(t) = x 1 (t) as the canonical parameter of the vector field {(1 + x 2 (t)) /x 1 (t)} K, which leads to
Taking into account the relationship between z,z andẑ one can see, that the vector fields (23), (24) and (25) define the same object.
LOWERING THE ORDERS OF THE INPUT FORWARD SHIFTS IN THE GENERALIZED STATE
EQUATIONS.
As an application of the concept of the discrete-time Lie derivative, we readdress the problem of lowering the orders of the forward shifts of the input variables in the generalized state equations, see Kotta (1998) , being the discrete-time analogue of the problem studied in the paper by Delaleau and Respondek (1995) . Note however, that unlike the continuous-time case, the solution in the discrete-time case was given in terms of differential forms.
Consider the system of equations:
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allowing to lower the orders α I of the input shifts in (26) so that the transformed equations take the form
where β I ≤ α I and for at least one I, β I < α I .
To find the necessary and sufficient solvability conditions, extend the equations (26) by introducing the new state X and input v as follows: X i (t) = x i (t), X I,κ I (t) = u I (t+κ I ), κ I = 0, ..., α I −1, v I (t) = u I (t+α I ), which leads to the system of equations in the form (6)
written as X i (t + 1) = Φ i (X j (t), X I,0 (t), ..., X I,α I −1 (t), v I (t)) , X I,κ I (t + 1) = X I,κ I +1 (t) ∀κ I = 0, ..., α I − 2,
(30) Assume that the rank of the Jacobi matrix T Φ of the system (30) 
We will prove now the direct analogue of Theorem 3 in Delaleau and Respondek (1995) . Theorem 3. The generalized state equations (26) are transformable into the form (28) via the coordinate transformation (27) iff
for all P I = 0, ..., α I − β I , P J = 0, ..., α J − β J . The new generalized state coordinatesX are the independent invariants of the vector fields L ∆ Φ P I (∂/∂v I (t)), satisfying the condition (31).
Proof. By the space limitations we give only the proof for a single-input case, when β = α − 1 and M = α + 1. One can easily extend the proof for the arbitrary value of β, using the procedure repeatedly. Extension to the multiinput case is just a technicality. Note that the condition (31) in our special case takes the form:
Sufficiency. If (32) is satisfied, then the distribution
is involutive and has therefore in the (n + α + 1)dimensional space IR n ×IR α+1 exactly n+α−1 independent invariants, being the α − 1 coordinatesX 1,0 (t) = u(t), ..., X 1,α−2 (t) = u(t + α − 2), and the additional n functions X i (t) =x i (t), defined by (28). One has to prove that the forward shifts of the variablesX i (t) do not depend on v(t).
Because by (27)X i = Ψ i are defined as the invariants of the distribution σ, then their differentials dΨ i satisfy the condition
Due to the definition (11) of the Lie derivative and since dΨ i , ∂/∂v(t) ≡ 0, (34) is equivalent to
Applying the operator ⊕ on (35) yields
By (37) and the associativity property of matrix multiplication also the composition of the result with the function Φ equals to zero:
Because the forward shift ofX i (t) can be written as the composite functionX i (t+1) = Ψ ⊕ i •Φ (X(t), v(t)), its total differential is dX i (t + 1) = d Ψ ⊕ i • Φ · T Φ. Then by (38), dX i (t + 1), ∂/∂v(t) ≡ 0. The latter means thatX i (t+1), i = 1, ..., n as the invariants of the (involutive) distribution σ do not depend on v(t).
Necessity. If the generalized state transformation (27) exists, then in the new coordinatesX some elements of the corresponding Jacobi matrix TΦ, namely all the partial derivatives ∂Φ i /∂v(t) (see (28)) equal to zero and therefore, the Lie derivative L ∆ Φ (∂/∂v(t)) simply equals to ∂/∂X 1,α−1 . The latter obviously commutes with ∂/∂v(t) and therefore (32) holds. 2
The following theorem provides an alternative possibility to check the solvability of the problem under the study. Theorem 4. Condition (31) is satisfied iff the vector fields L ∆ Φ P I (∂/∂v I (t)) respect the kernel of T Φ for all P = 0, ..., α I − β I − 1.
Proof. Again, the proof is given for the single-input case, when additionally we assume that β = α − 1 (we also omit the index I = 1 in the proof). The extension of the proof for arbitrary values of β I is straightforward.
Due to (11), distribution σ (see (33)) can be rewritten as σ = span {Θ Φ (∂/∂v(t)) , ∂/∂v(t)} .
Sufficiency. If the vector field ∂/∂v(t) respects T Φ, then calculate Θ Φ (∂/∂v(t)) in three steps.
(1) Multiply ∂/∂v(t) by the Jacobi matrix (36):
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