Statistical traffic data analysis is a hot topic in traffic management and control. In this field, current research progresses focus on analyzing traffic flows of individual links or local regions in a transportation network. Less attention are paid to the global view of traffic states over the entire network, which is important for modeling large-scale traffic scenes. Our aim is precisely to propose a new methodology for extracting spatio-temporal traffic patterns, ultimately for modeling large-scale traffic dynamics, and long-term traffic forecasting. We attack this issue by utilizing Locality-Preserving Non-negative Matrix Factorization (LPNMF) to derive low-dimensional representation of network-level traffic states. Clustering is performed on the compact LPNMF projections to unveil typical spatial patterns and temporal dynamics of network-level traffic states. We have tested the proposed method on simulated traffic data generated for a large-scale road network, and reported experimental results validate the ability of our approach for extracting meaningful large-scale space-time traffic patterns. Furthermore, the derived clustering results provide an intuitive understanding of spatial-temporal characteristics of traffic flows in the large-scale network, and a basis for potential long-term forecasting.
Introduction
Most traffic information systems make use of floating-car data collected from distributed probing vehicles [1] [2] [3] as a major data feed for quantitative traffic state evaluation. Acquired floating-car data are aggregated over small time periods (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) mn) to estimate traveling time of vehicles, in order to identify traffic states (congestion or free-flowing) for each link. For urban transportation network of decent traveling plan ever before they leave their own garage. Nevertheless, little progress has been reported on analyzing global congestion configurations of large networks.
We attack this issue by performing clustering analysis of traffic configurations over the entire large-scale network simultaneously. We define the network-level traffic state as a multi-dimensional vector containing traffic states of all local links. A matrix factorization based dimension reduction method named as Locality-Preserving Nonnegative Matrix Factorization (LPNMF) [39] , is adopted to derive a compact representation of high-dimensional network-level traffic states. K-means clustering [48] performed on the derived compact LPNMF representation provides intuitive understanding of typical spatial configuration patterns of global traffic states and large-scale traffic dynamics of network-level traffic states contained in the data. The flowchart of this work is illustrated in Figure 1 . This article is organized as follows. Section 2 introduces LPNMF employed in the analysis. Section 3 presents the simulated traffic data of a large-scale urban network, used as data source in the following analysis. In Section 4, we illustrate detailed clustering results of spatial configuration patterns obtained through the LPNMF projection. Based on the LPNMF based representation, Section 5 further performs a clustering analysis on temporal behaviors of network-level traffic states. Section 6 draws some conclusions and discusses our future work.
Traffic data mining with Locality-Preserving Non-negative

Matrix Factorization
learned base for reconstructing the network-level traffic states, they represent typical structural patterns of traffic configurations. V i, j represents to which degree the j-th network-level traffic state vector is associated with the spatial configuration pattern of local traffic states represented by M i . For example, if M i can better represent the jth network-level traffic state, V i, j will take the largest value in the j-th column of V [36] .
The row-wise average 
where Tris the trace of a matrix and λ is the regularization parameter. 
To normalize range of the weighted sum, the sum of all weights is required to be 1. 
Metropolis simulation and IAURIF database 3.1 Metropolis traffic simulation software
The benchmark IAURIF database used to verify the validity of the proposed LPNMF 
Settings of IAURIF database
The network that we focus in IAURIF database covers totally 13627 links in Paris and its suburb region, as shown in Figure 2 In the third case, we increase travel paths inside the central and northern area to cause extremely heavy traffic burden in the corresponding areas. As a result, the derived traffic sequences suffer from global congestion ever since the beginning of simulation. They are used to simulate occurrence of extreme accidents in the network. We name the three settings as "Isotropic Traffic Demand" (ITD), "Anisotropic Traffic Demand" (ATD) and "Extreme Traffic Demand" (ETD). Following the three settings, we generate 37, 91, 18 simulations respectively. Our clustering analysis involves two subjects. Firstly, we perform clustering on network-level traffic states, in order to unveil typical spatial configurations of network-level traffic states, as described in Section 4. After that, we adopt clustering on temporal trajectories of network-level traffic states in Section 5, based on which we could study large-scale traffic dynamics.
Spatial configurations of network-level traffic states
Figure 3 Frobenius norm based reconstruction errors of different s
In our work, each LPNMF projection is considered as s dimensional signature feature of global traffic configuration. To choose proper dimensionality of LPNMF projection for clustering, we evaluate the Frobenius norm based reconstruction error of the factorization results (shown in Eq.1) with different s ranging from 3 to 15, as shown in Figure 3 . The reconstruction error declines much slower with s larger than 7, indicating 7 dimensional LPNMF projection is competent for describing network-level spatial congestion patterns. Therefore, we set s to be 7 in the followings.
In our clustering scheme, the number of the clusters K in K-means is decided by following a statistical compactness evaluation of the clusters. Given p derived clusters, the compactness c of the clusters is evaluated using the average of sample variances of each cluster, as defined in Eq. 9:
N i is the number of samples assigned into the i-th cluster. {nd j } are the networklevel traffic observations of the i-th cluster. This criterion has been used in wardlinkage hierarchical clustering [49] . The average sample variance represents general level of compactness of clusters, which is used as the stopping criterion of hierarchical division of the cluster structure. The lower average sample variance is, the more compact clusters we obtain. In our case, we expect network-level traffic states sharing similar spatial configurations of congestion to present a compact cluster structure. To achieve this goal, for each K ranging from 3 to 7, we evaluate the compactness measure. Further larger K results in cluttered clustering structure, which is difficult to explain the correspondence between the derived clusters and underlying global traffic state patterns. According to We also aim to investigate correspondences between the obtained typical temporal dynamic patterns and the underlined simulation settings, which further verifies ability of the LPNMF based method in analyzing global traffic dynamics. we compute cosine distance [52] between the LPNMF projections of the corresponding time sampling steps and sum the distances derived in the whole time period, as defined in Eq.10:
The cosine distance measures the cosine value of the angle between two corresponding LPNMF projection. It is well normalized into [0,1], which is easy to manipulate in computation. We perform K-means clustering on the temporal trajectories using the distance measure. We set K to be 3 firstly, in order to find correspondence between the trajectory clusters and the underlying simulation settings. Figure 8 
Conclusions and perspectives
In this article, we propose and present a new traffic mining methodology for unveiling spatio-temporal traffic patterns, with large-scale modeling and long term forecasting as ultimate goals. Our experiments on large-scale simulated traffic data shows ability of our approach to unveil meaningful congestion patterns and typology of time evolutions; also illustrated is the clear advantage compared to using classical dimension reduction methods such as PCA.
In applications of traffic data analysis, there is still an open issue about developing the on-line NMF training scheme. Since traffic state observations arrive successively in the form of sequences. It is necessary to update the NMF based model after accumulating a certain number of traffic state observations, which makes the derived model consistent with time-varying traffic configurations of the network. More important from the application point of view, one of our main focuses for future work is exploiting LPNMF low-dimension representation for long-term traffic forecasting.
