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Summary
Autonomous Driving (AD) at the limits of handling represents a big technical chal-
lenge of which vehicle dynamics and control are at the core. The main complication
is the thin line separating the vehicle from operating at its peak performance and
underperforming. To evaluate the effect that the decision-making process has on
vehicle performance, one can utilise path-following algorithms. In this research, a
mathematical framework is developed which studies all areas of the vehicle dynam-
ics and control of a car driving on a given trajectory in non-linear conditions. The
framework comprises three main areas.
First, the vehicle state estimation is studied, concentrating on the states which
are not and cannot be measured on a vehicle with low-cost sensors, namely the
sideslip angle. This can be observed with model-based methods or machine learn-
ing techniques. However, with model-based methods it is difficult to obtain accu-
rate results given the large non-linearities and uncertainties in the dynamics and
with machine learning techniques large datasets are required to avoid extrapola-
tion. Therefore, an integrated Artificial Neural Network (ANN) and Unscented
Kalman Filter (UKF) observer is developed which uses only Inertial Measurement
Unit (IMU) measurements and can work as a standalone sensor. The goal is to use
only numerical tools to develop the virtual sensor, therefore, the ANN is trained
solely with numerical data obtained using a Vi-Grade model. The ANN outputs a
pseudo-sideslip angle which is used as an input for the UKF. Since this is based on
a kinematic model, the UKF is not affected by model mismatch and is capable of
correcting the estimate despite model uncertainty. The UKF requires longitudinal
velocity as an input, however, this is not measured directly by the IMU. There-
fore, longitudinal velocity is estimated by means of direct integration with integral
damping and integral reset value. The pseudo-sideslip angle is also corrected to
improve the convergence of the UKF.
Second, a robotic control scheme is developed for AD path-following at the limits
of handling. This generally requires a compromise between computation time and
model complexity. To tackle this a hierarchical controller made of two Non-linear
Model Predictive Controls (NMPCs) is developed. The advantage of this type of
scheme is that the two levels of the controller can interact to guarantee the desired
outcome. While the higher level NMPC operates on a long prediction horizon, the
lower level NMPC operates on a short horizon. The difference is that the high-level
NMPC is based on a simple point-mass model and tyre-dependant “gg-diagram”
constraint and is used solely to calculate velocity profiles. The output is then used
as a terminal constraint and terminal cost by the lower level which is based on
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a seven degrees of freedom vehicle model with full Pacejka Magic Formula (MF)
tyre formulation on all tyres, load transfers and Limited Slip Differential (LSD).
Because of the precomputed terminal set, the low-level NMPC only requires a short
horizon and focuses on exploiting the vehicle performance in real-time. For both
controllers, the full Non-linear Optimisation Problem (NLP) is solved at each step.
Third, the stability of the vehicle from a classic vehicle dynamics point of view is
analysed with the aim of discussing how certain design paradigms can be changed
when the human driver is replaced with a machine. Specifically, the vehicle stability
of traditional vehicles is designed to be inherently stable leading to an understeer-
ing attitude. These design goals are required since it is safer for a human driver,
however, this causes a decrease in peak lateral grip due to oversized rear tyres.
With advanced autonomous driving features, the passive vehicle dynamics design
goals could be set in a different way thereby gaining in both peak grip and tran-
sient response. Thus, several vehicle models with differing dynamic behaviours
are developed and tested on a Driver-in-Motion (DiM) dynamic driving simulator
driven by a number of expert human drivers. The same tests are then run again in
a Model-in-the-Loop (MiL) simulation where the vehicle is controlled by means of
a NMPC. The results pose some interesting questions on how commercial vehicles
can be designed if driven by a robotic controller.
The outcome of this work is a step further into the research of autonomous ve-
hicles at the limits of handling from both an estimation and control perspective.
This represents an advancement in the state of the art. The results of the frame-
work developed show the effectiveness of the algorithms presented in this research
at controlling a driverless vehicle and estimating its states by focusing on the vehicle
dynamics.
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Research question
Autonomous driving is changing the way that we conceive vehicles and study vehicle
dynamics, but what are the steps required to deliver a robotic controller that can
outperform the human being as a driver?
Moreover, how can we design methods and algorithms so that self driving vehi-
cles can maximise the theoretical performance achievable with a car and increase
the level of safety on roads?
xvii

Chapter 1
Introduction
1.1 Motivation
The automotive world is facing an authentic revolution of which autonomous driv-
ing and automation in vehicles are the main cause. Most Universities, research
centres, Original Equipment Manufacturers (OEMs) and high-tech companies are
pushing technology to produce self driving cars and autonomous driving features.
The reason behind this “industrial revolution” is the need for an increase in safety
and the will to reduce the number of road fatalities for which human error holds
major responsibility. Despite the efforts in recent years to increase safety there
have been approximately fifty road deaths per million inhabitants in the Euro-
pean Union (EU) in 2017. This has shown a 2% decrease in the number of road
deaths between 2016-2017 in the EU which follows a 2% reduction in 2016, a 1%
increase in 2015 and stagnation in 2014. As a result, the number of road deaths
has declined by just 3% since 2013. This widens the gap between the actual and
desired progress in terms of fatalities towards the EU 2020 target.[1] These trends
are shown in Figure 1.1.
Self driving vehicles can potentially eliminate the human factor, thus, drastically
reducing the number of fatalities. However, to do this there are a number of chal-
lenges that have to be faced from a technological, juridical and ethical point of
view. The former is the one of interest from an engineering standpoint and is itself
a multidisciplinary problem. Companies which have been the main players in the
growth of software and electronic hardware over the recent years have become a
necessity for the success of autonomous driving technologies. It has become a cus-
tom that giants in the automotive field such as BMW, FCA and JLR pair up with
companies like Google, Intel or NVIDIA to share know-how in order to deliver a
full autonomous vehicle.
AD dates back to many years ago. The first attempts are from the 1920s with the
radio-controller “American Wonder” and the 1930s Futurama exhibit sponsored by
General Motors. The real development started in more recent years, mostly due to
the increased performance of electronic hardware and intelligent computers which
allow the performance of advanced calculations in a limited amount of time. A big
step forward was taken in 2014 when the Society of Automotive Engineers (SAE) [2]
came up with a classification for AD. This classification divides autonomous driving
into six different levels which go from no automation where the human being is in
1
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Figure 1.1: EU road fatalities trend.
total control of the vehicle, via partial automation with the aid of Advanced Driver
Assistance Systems (ADAS), to full automation where an intelligent machine is in
complete control of the vehicle.
Considering the following definitions:
• Dynamic driving task include the operation (steering, braking, accelerat-
ing, monitoring the vehicle and roadway) and tactical (responding to events,
detemining when to change lanes, turn, use signals, etc.) aspects of the
driving task, but not the strategic (determining destinations and waypoints)
aspect of the driving task.
• Driving mode is a type of driving scenario with characteristic dynamic
driving task requirements (e.g. expressway merging, high speed cruising, low
speed traffic jam, closed-campus operations, etc.)
• Request to intervene is notification by the automated driving system to a
human driver that he/she should promptly begin or resume of the dynamic
driving task.
The six levels of automation can be defined as in Figure 1.2. One of the major
distinctions is between level two and three. Whilst in the former the human driver
performs part of the dynamic driving task, in the latter the self driving vehicle
performs the dynamic driving task. Note that the SAE excludes from this classi-
cation warning and momentary intervention systems which do not automate any
part of the dynamic driving task on a sustained basis and therefore do not change
the human driver’s role in performing the dynamic driving task.
Level two automated systems are nowadays implemented as standard features by
most OEMs. Systems such as emergency braking have become mandatory for all
cars by 2022 and other more advanced automated driving features such as Adaptive
Cruise Control (ACC) and Automated Lanekeeping (AL) are almost a standard
in all production vehicles. However, most of these systems are developed and de-
livered to OEMs by tier one suppliers like Bosch, Continental and others and are,
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Figure 1.2: SAE levels of driving automation.
therefore, not optimised for any vehicle. On the other hand, these systems have
been developed to be robust and easily tunable by each car manufacturer.
There are at least five key concepts to take into consideration when developing an
Autonomous Vehicle (AV), namely: vehicle dynamics and commands execution,
understanding and perceeving the environment, decision-making, driver transition
from human to machine and vice versa and, finally, the use of time and human
machine interface (HMI).
Vehicle dynamics and command execution
This key concept can be divided itself into three main categories: vehicle control,
estimation of the vehicle dynamics and quantification of handling.
• Vehicle Control - Since a human being is able to control only a few inputs
contemporarily (i.e. steering, pedals and gear shift), it is very limited in terms
of control of the vehicle. This aspect is even more important when considering
the vehicle at at-limit handling conditions (i.e. non-linear tyre range). An
autonomous vehicle, instead, could be able to operate contemporarily and
independently the various controls of the vehicle, such as wheel toe angles
and wheel torques (and possibly active suspension). Also, a machine is able
to exert much higher forces and actuate the various controls with higher
accuracy, speed and repeatability. All these facts allow an autonomous vehicle
to have (theoretically) a much better control of the vehicle when compared
to a human driver.
• Estimation of the Vehicle Dynamics - A human being, when driving,
bases its decisions in terms of vehicle control on the feedback that he/she
gets from the car and his/her experience. Professional drivers develop a much
4 Introduction
higher sensitivity to this feedback. This allows them to react in a better way
in terms of decision-making and time to make that decision. However, the
maximum performance of a vehicle (e.g. in an obstacle avoidance manoeuvre
at high speed) occurs when a tyre is in its non-linear range. In these condi-
tions, the force generated by tyres vary very rapidly and the loss of control
of the vehicle can happen very quickly without giving any perceivable warn-
ing to the driver. This is because the force generated by the tyres varies so
quickly that it is impossible for a human being to process what is happening
to the vehicle dynamics. This can be overcome by an autonomous vehicle
which uses computers that process data much quicker than the human brain,
algorithms based on analytical rules and high precision sensors which are not
based on experience (unlike the human senses).
• Quantification of Handling - An autonomous vehicle also has a greater
capacity of quantifying which are the manoeuvres that the vehicle can per-
form considering its physical limits. This is mainly due to the fact that an
autonomous vehicle has greater knowledge of how much margin the vehicle
has in terms of tyre adherence. Also, an autonomous vehicle can be certain
of how it can act on the various controls of the vehicle in terms of frequency,
force and delays of actuation. A human being, instead is not able to quantify
its limits in terms of actuation of the various controls.
Environment understanding
Most of the decisions made by a human during a journey are based on: infras-
tructures, what other vehicles on the road are doing and anything else that can
cause an accident (e.g. a pedestrian or a cat crossing the road). During a certain
route, there is a continuous change of trajectories and speed profiles because of the
unpredictability of other vehicles. A lot of this is because cars are being driven by
human beings. Therefore, an autonomous vehicle surrounded by vehicles driven
by a human being would have to continuously monitor everything that is going on
around it to be able to dynamically change its decisions. This includes events that
happen unexpectedly (e.g. a cat crossing the road). Considering the case where
100% of the vehicles are autonomous, the single autonomous vehicle would still
have to monitor what is happening, since, unpredictable events (such as the cat
crossing the road) can still happen. Also, an autonomous vehicle will still have to
interact with other autonomous vehicles present on the road. However, it would
not have to deal with the unpredictability of human driving. Technologies such as
V2V, V2I and many others are necessary.
Decision-making
One of the main features that a human driver has is that it is able to make decisions
when driving. These decisions can become very important when unpredictable
events occur (e.g. a kid suddenly crossing the road). In such situations, the time
which is available for the driver to think is not much. Also, when these events occur
the manoeuvres that the vehicle has to perform are often in the non-linear range of
the tyres. Therefore, the decisions made by the driver on how to react, where to go
and how to perform a certain manoeuvre do not take into consideration the vehicle’s
limits and the humans limits (in terms of actuation). If an autonomous vehicle
could perform a real-time Failure Mode and Effect Analysis (FMEA), considering
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the combination of severity of the incident and probability of the incident for all
the possible manoeuvres that the vehicle could actually perform starting from a
certain dynamic state, it could then decide which would be the best manoeuvre to
perform. Unlike when a human being is driving, the decided manoeuvres would be
at that point performable.
Driver transition
Autonomous vehicles could revolutionize the world of transportation. However,
many people will always enjoy driving and will want to have the possibility to do
so. Considering, for instance, a journey from the city to a ski resort, it is possible
that the driver might want to sit back and let the vehicle drive along the motorway.
However, on a mountain pass, the driver might want to take over and enjoy driving
the vehicle himself/herself. For situations such as these, it is fundamental that an
an autonomous vehicle has the possibility to easily switch from autonomous driving
mode to human driving and vice versa.
Time-use
One of the largest problems in peoples’ life nowadays is the lack of time. A lot
of the time available by a human is lost in traffic or during its journeys. If road
vehicles were to be autonomous, the user would be able to use the time spent to get
to work (e.g. in the morning on the drive to work) as he/she best prefers. To do
this the vehicle has to accomodate the user in the best way possible. For instance,
if the user wants to work on a computer on his/her way to work, it has to be able
to do it as if he/she was in the office.
1.2 Research purpose
This research focuses on autonomous driving at at-limit handling and falls be-
tween level three and four of the SAE categorization and into the vehicle control
and command execution key concept. Specifically, the main purpose of this work is
to develop and implement algorithms which can fully exploit vehicle performance,
even better than what a human can do.
This goal can be achieved by correctly understanding the physics of the vehicle and
applying advanced control techniques which can easily adapt to the situation, be
robust enough to be used on a road vehicle and, most importantly, achieve maxi-
mum vehicle performance. Despite there being a lot of research in the literature on
such topics, most of the research is focused on developing advanced control algo-
rithms without putting too much importance on the vehicle’s actual performance
when related to its physical capabilities and to real-time feasibility.
In this research the vehicle dynamics is put at the centre of the project and the con-
trol system and state estimation are developed around understanding the system
dynamics. This is to be obtained with low-cost equipment and high-fidelity vehicle
models. Additionally, the final objective is to evaluate how a robotic controller can
change the way of designing vehicles from a passive vehicle dynamics point of view.
The techniques used are multidisciplinary and involve algorithms such as neural
networks, unscented Kalman filter and model predictive control. Great importance
is given to the result analysis and to developing tools which allow us to correctly
evaluate the performance of the automated driving system.
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1.3 Research process
The work of this thesis started after having gained knowledge on what the indus-
trial and research worlds have studied and developed and having characterised the
areas of interest in autonomous driving. An in-depth analysis of the literature of
the specific fields to be tackled was done and the methods and tools to be used to
develop the desired algorithms were chosen. Partnerships with companies in the
industry such as Meccanica 42, Danisi Engineering and Embotech were started to
gain know-how from different engineering sectors. The project continued with the
layout of the control system and the decision regarding the main areas of focus.
The first problem faced was the state estimation of the various quantities, con-
sidering that the system would be operating in a small range where the vehicle’s
behaviour is very unpredictable and can quickly change. The literature review re-
vealed important areas which could be studied and tools which could be used to
optimise results. An algorithm was developed to estimate non-measurable quanti-
ties and using measurements coming only from affordable sensors. This was also
tested in an experimental setup and proved to give good results. This part of the
project was published in a journal paper.[3]
The second problem which was tackled was the development of a vehicle con-
troller. Again, the literature review opened up many possibilities and roads to
pursue. The need for real-time feasibility and vehicle performance maximisation
led to a hierarchical controller scheme which was developed by means of numerical
tools. Thanks to industrial partnerships it was possible to optimise the results
and have access to advanced solvers and vehicle models which could guarantee real
life feasibility. To properly solve this problem, a collaboration with ETH Zürich
started with whom the controller was developed during a six months stay at Insti-
tut für Automatik. The results from this study were published in a journal paper.[4]
Finally, using the results obtained in the rest of the research an analysis on how
vehicle design can be changed with autonomous driving was investigated. To do
this a dynamic driving simulator was used and results between a human driver and
an autonomous driver were compared. This part of the research is only a prelimi-
nary analysis and further studies can be done to complete the results. The results
of this study were presented at a conference and published in a journal.[5]
1.4 Thesis outline
Chapter 2
This chapter describes the literature analysis of the various areas studied in this
research. The state of the art is analysed in detail as it represents the starting point
of development and allows us to properly place the contribution of this research
with respect to the already existing frameworks. Finally, the trajectory generation
method used in this paper is discussed along with the minimum curvature algorithm
and with its results.
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Chapter 3
The sideslip angle observer is here discussed in detail. The chapter begins with an
analysis of the steady-state, transient and frequency response of a vehicle to the
control inputs. Particular attention is paid to the coupling between sideslip angle
and the vehicle states which can be measured by means of an IMU.
The novel integrated ANN and UKF observer is then described together with an
algorithm to define the ANN structure and the model that couples the ANN with
a kinematic UKF observer. A longitudinal observer based on direct integration is
presented and an additional strategy to correct the estimation and improve con-
vergence is proposed. Experimental results are then shown and discussed.
Chapter 4
A novel hierarchical control scheme to control the vehicle at the limits of handling
is presented. This controller is made of two NMPCs that interact with each other.
First the vehicle models and constraints used in both levels are described, then the
optimisation problems formulations are shown. At the end of the chapter, an in
depth analysis of the results is done which compares the outcome of the controller
with those of a commercial software. Comments are made on both the performance
of the vehicle and of the control scheme.
Chapter 5
With the controller developed in the previous chapter, the question of whether
vehicles can be designed with lower stability if driven by machines rather than
humans is discussed. A number of vehicles with different characteristics are devel-
oped and tested on a driving simulator by expert drivers. The same tests are then
repeated with a simplified version of the previous controller. The results are finally
commented on and interesting outcomes are found which pose further questions for
the future.
Chapter 6
In this chapter the conclusions are discussed. These summarize the contributions
presented in the previous chapters and highlight how the research places itself in
respect to the state of the art.

Chapter 2
Autonomous Driver - State of
the Art
In this chapter, a state of the art analysis of the various areas of research covered
in this work is described. The three main areas which are studied are the state
estimation, the vehicle control and the influence of autonomous driving on passive
vehicle dynamics. Specifically, for each of these topics a literature review of the
field of interest is done and the contribution which has been brought is highlighted.
The technical matters are described in detail in future chapters.
This chapter concludes with an in depth description of the trajectory and path
used in this work. In fact, this work focuses on path-following algorithms and,
despite being robust on any path generated, it is necessary to define a trajectory.
In this work a minimum curvature trajectory is used. Note that this trajectory is
theoretically time optimal as it minimises the required acceleration (thus forces)
for a given speed. In reality this trajectory tends to make the problem harder
to solve from a numerical standpoint. This is because the minimum curvature
trajectory makes the vehicle very fast during curve entry. Hence, a greater amount
of combined lateral and longitudinal acceleration is required to stay on the path
during this phase of a curve. However, especially during braking manoeuvres, this
complicates the integration since wheel dynamics become stiff.
2.1 State Estimation
In the vehicle dynamics and command execution key concept, the estimation of the
vehicle states represents one of the aspects to consider. Having precise knowledge
of the current state of the vehicle together with a proper mathematical model of
it allows the quantification of how much margin a vehicle has in terms of adher-
ence, and thus how the various commands can be executed to ensure maximum
performance. However, most states can be easily measured directly with sensors.
Quantities such as wheel speed, vehicle position, steering wheel angle, yaw rate,
lateral and longitudinal accelerations etc. are normally measured on standard ve-
hicles. To increase the usability of these measurements simple linear filters can
be used. On the other hand, lateral velocity or sideslip angle are very difficult
to measure with affordable sensors. These are however very important for what
concerns the tyre adherence knowledge, particularly when the vehicle is near the
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grip limit.[6] In such conditions, the vehicle is operating in the non-linear range of
the tyre curve, i.e. large slip angles and, therefore, a large vehicle sideslip angle.
However, these are highly unstable conditions since even a small variation in the
contact patch between tyres and road can induce a rapid variation in available
grip.[7] These unstable conditions can be analysed by tracing phase portraits and
studying the stability of the equilibrium points. Some results of these analyses are
shown in 2.1.
Figure 2.1: Typical phase portrait with no steering angle.[8]
Some researchers such as Edelmann et al. [9] and Voser et al. [8], have shown the
existence of a bifurcation and demonstrated that above certain values of steering
angle and velocity, no state trajectories converge to the equilibrium point since
a saddle-node bifurcation is present, making the system highly unstable for any
value of the sideslip angle. However, there are many other conditions for which
the vehicle is stable within a certain range of sideslip angle and yaw rate. Know-
ing the vehicle’s states and specifically the sideslip angle is, therefore, particularly
important for stability control systems which act on independent wheel braking
and torque to limit the sideslip angle amplitude. This concept can be extended to
path-following autonomous vehicles in at-limit handling conditions for which both
maintaining stability and guaranteeing that the vehicle is operating within the tyre
saturation region are important. However, the sideslip angle is also important for
tracking errors. In fact, as for Hu et al. [10], the velocity vector at the centre of
gravity should be along the tangent direction of the desired path to prevent conflict
between the sideslip angle and the yaw rate controls.
As previously mentioned, sideslip angle can be measured directly only by means
of very expensive sensors such as optical sensors based on the Doppler effect, high
frequency Differential Global Positioning System (DGPS) which require a fixed
base and are therefore not applicable to road vehicles or tyres which allow the
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measurement of wheel loads such as Pirelli’s Cyber tyre.[11] Alternatively, sideslip
angle can be estimated with observers. In this work the focus is on the estimation
of the sideslip angle. However, to be able to create a standalone smart-sensor, only
sensors which do not require a specific position in the vehicle (i.e. wheel speed
sensors or steering wheel angle sensors) are used.
2.1.1 Literature review
Many types of model-based observers have been developed over the years to esti-
mate the sideslip angle. Wang et al. [12] use a closed-loop state feedback observer
based on IMU measurements, longitudinal velocity and an inverted Dugoff tyre
model.[13] Grip et al. [14] use a non-linear observer based on asymptotic stabil-
isation of estimation errors guaranteed by means of Lyapunov functions. Other
approaches are those of Shraim et al. [15] and Cadiou et al. [16] who use sliding
mode observers and Zhao et al. [17] who use moving horizon strategies. With all
these methods, estimation is strongly influenced by the vehicle and tyre models
and system uncertainties. Although modelling errors cannot be completely elimi-
nated with model-based observers, estimation can still be improved with adaptive
methods. Zhang et al. [18] use a gain-scheduling observer based on a linear-
parameter-varying system whilst You et al. [19] use online adaptive laws based on
yaw rate dynamics and lateral acceleration measurements.
The most common method to estimate the sideslip angle, based on vehicle dynam-
ics models, is the Kalman Filter (KF) and its derivations. Many different ways
of applying this filter can be found in the literature. Ryu et al. [20] apply lin-
ear KFs to a lateral dynamics model, based on measurements of both GPS and
IMU. Doumiati et al. [21] applied an Extended Kalman Filter (EKF) directly to
a simplified vehicle model in which the road friction coefficient is considered to be
known, using a Dugoff tyre model. The best description of tyre dynamics is by
Huang et al. [22] and Li et al. [23] who use the standard Pacejka tyre model.[24]
To reduce the error arising from model uncertainty, the latter use a sideslip angle
rate feedback and sideslip damping for error accumulation. In this case, a separate
estimator is used to evaluate the road friction coefficient. Hodgson et al. [25] also
use the Pacejka tyre model, however, they adapt the tyre force curve in real-time
by using a simplified vehicle model. Other approaches do not use already existing
tyre models but rather a separate observer to estimate tyre force. Baffet et al. [26]
use a Sliding Mode Observer (SMO) whilst Lian et al. [27] calculate cornering stiff-
ness by means of a Recursive Least Squares (RLS) regression model. These forces
are then used in a simplified vehicle model and an EKF is applied to estimate the
sideslip angle. Many other methods to estimate tyre forces exist; Acosta et al. [28]
have done a survey of these methods. For Julier et al. [29] the EKF is only reliable
for systems which are almost linear within the operating frequency range. This
would make it necessary to operate at very high frequency when tyres are in the
saturation region to assure linearity, which is, however, not feasible with a normal
production Electronic Control Unit (ECU). The EKF can also become unstable
due to the need to calculate the Jacobians at every time step. Using the UKF and
Unscented Transform (UT) can solve these issues. The UT allows calculation of
the statistics of a random variable which is subject to a non-linear transformation.
A graphic outline of the differences between the UKF and EKF can be seen in
Figure 2.2.
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Figure 2.2: Unscented transform.[30]
Morrison et al. [31], Antonov et al. [32] and Cui et al. [33] use the UKF to esti-
mate the sideslip angle on heavy duty trucks and passenger car vehicles using high
fidelity vehicle models. Chen et al. [34] add an integral correction, with damping
and integral value reset, to the model-based UKF to improve model uncertainty.
A completely different approach is the one based on machine learning techniques
and, specifically, supervised learning. The main algorithm used in the literature is
ANN which has been demostrated to be capable of approximating any function.[35]
An application of ANN to sideslip angle estimation was done by Du et al. [36] us-
ing IMU measurements, wheel velocity and steering wheel angle as network inputs.
In this case, only pure lateral behaviour was tested and only on a small number of
manoeuvres based on numerical data. Melzi et al. [37] tested the algorithm adding
combined slip behaviour and a larger number of manoeuvre types, still limited,
however, to ISO standards. Melzi et al. used a hidden layer with hyperbolic tan-
gent transfer functions and trained the network using the same experimental data
on which the performance of the estimation is evaluated. The problem with using
wheel velocity is that at at-limit handling conditions it requires preconditioning in
many situations, e.g. locking of a LSD. Also, wheel velocity sensors are generally
attached to a vehicle’s CAN line, and, therefore, are not standalone. Additionally,
using multiple sensors with different frequency acquisition requires some sort of
signal synchronization. Sasaki et al. [38] and Wei et al. [39] use only lateral accel-
eration and yaw rate which can be measured directly with an IMU. The former train
and test ANN on experimental data only, the latter apply a General Regression
Neural Network (GNRR) trained on numerical data and tested on experimental
data. These papers show that it is possible to estimate the sideslip angle by means
of ANN using only IMU measurements. The results obtained by these researchers
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are promising. However, they lack generality and show good results only in very
specific situations since they do not address the effects of vehicle speed variation
and combined slip (no longitudinal acceleration is considered). Additionally, a
heuristic approach is used to define the ANN structure in these papers.
Adaptive Neuro-Fuzzy Inference Systems (ANFIS) is another common machine
learning technique used, an example of which is given by Boada et al. [40] who
use IMU measurements, steering wheel angle and longitudinal velocity. By means
of numerical results, the authors show that ANFIS outperforms both ANN and
model-based estimators such as Kalman Filters (KFs).
Finally, there are many examples in the literature which integrate the two ap-
proaches. Acosta et al. [41] apply a stochastic EKF based on a single track model
and use ANFIS for road friction estimation. Boada et al. [40, 42] use ANFIS to es-
timate a pseudo-sideslip angle which is fed into a two-degrees-of-freedom dynamic
model UKF which filters the signal. GPS, IMU and steering wheel angle measure-
ments are used and the virtual sensor is tested by means of numerical data.
The two main issues of all these approaches are the following:
1. Model-based observers are subject to model uncertainty and do not work
properly when external conditions are varied or unknown;
2. Machine learning techniques depend on the training dataset and consequently
cannot generalise the problem. The papers in the literature show that it is
feasible to estimate sideslip angle using only IMU measurements but that es-
timation is only correct when the tested dataset is very similar to the training
dataset.
2.1.2 Contribution
This study proposes a novel sideslip angle estimator based on an integrated ANN
and UKF which solves the aforementioned issues. The first minor contribution
is that only IMU measurements are used for the estimation. The scheme of this
observer can be seen in Figure 2.3.
The ANN is trained by means of numerical data only. The second contribution is an
algorithm that can be used to find the best network architecture in a numerical en-
vironment. As in the work of Boada et al. [42], the ANN outputs a pseudo-sideslip
angle which is fed into a UKF to correct the estimation. It will be shown how the
sideslip angle time response given by the ANN is accurate, unlike the magnitude
which is, however, corrected by the UKF. The third and main contribution of this
model is that the UKF is based on a kinematic model of the sensor rather than on
a vehicle dynamics model. The use of a kinematic model allows complete freedom
from vehicle model uncertainty, specifically the tyres, and still corrects estimation
given by the ANN. The longitudinal velocity of the kinematic model is estimated
by direct integration with integral damping [43] and integral reset value correction.
Due to model uncertainty and the different closed-loop behaviour (driver) of the
numerical and experimental environment, the pseudo-sidelslip angle output is sat-
urated within values seen during training. To improve the convergence of the
algorithm, a correction strategy for the pseudo-sideslip angle is adopted, which
represents the final contribution. The proposed estimator shows very good results
in both numerical and experimental environments, also in conditions previously
unknown to the ANN.
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Figure 2.3: Proposed observer structure.
2.2 Robotic Controller
Another aspect to consider in the vehicle dynamics and command execution con-
cept is vehicle control. Driving at at-limit handling and exploiting vehicle perfor-
mance has always represented a big challenge, particularly in motorsport.[44–47]
As already mentioned in the previous section, at at-limit handling the tyres are
operating in their non-linear range and the vehicle is generally unstable, as even a
small variation in the contact between tyres and road can induce a rapid variation
of grip. Additionally, the feedback that a driver gets from the vehicle is limited
due the human’s inability to process such feedback in the short amount of avail-
able time. At-limit handling is also important in every day driving where critical
manoeuvres are often necessary: i.e. sudden obstacle avoidance manoeuvres.
In this work a new controller for a real-time feasible autonomous driver which can
exploit the vehicle performance is developed.
2.2.1 Literature review
There are two different types of algorithms which have been analysed to develop the
controller. First, lap time optimisation methods are analysed. These algorithms
find the optimal control sequence which minimises time. The inputs are computed
offline and thus cannot be applied for AD. However, they represent the basics for
controlling an autonomous vehicle at at-limit handling. Second, algorithms which
control autonomous cars are analysed, with a focus on those which exploit vehicle
performance.
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Lap time optimisation
The first attempts to find the sequence of inputs that maximise vehicle perfor-
mance were done with offline simulations for motorsport applications. The goal
was to obtain the minimum lap time control input sequence and the optimal tra-
jectory. The first lap time simulation was done by Mercedes Benz in the 1930s.[7]
In the past decades, many different researchers have studied this topic in vari-
ous ways. One approach is to simulate the Quasi-Steady-State (QSS) conditions.
Brayshaw et al. [48] used the QSS method on a predefined path. The results from
this method are shown in Figure 2.4. The algorithm starts by calculating the
vehicle’s acceleration limits from a series of constrained non-linear optimisation
problems. Then, peaks in the curvature data are identified as an apex of a cor-
ner and the maximum possible steady-state speed for each curve is found. The
maximum acceleration and deceleration between apex pairs is then calculated and,
finally, speed profiles are obtained together with the input sequence. Using the
same method, Tremlett et al. [49] studied the influence of LSD on lap time simu-
lation.
Figure 2.4: QSS method.[49]
A more realistic approach is the one based on transient vehicle behaviour and op-
timal control techniques. This approach can be divided in two main categories:
direct and indirect methods. The former have the advantage that they do not
require the adjoint equations which become more complicated to derive as the ve-
hicle model and boundary constraints increase in complexity. However, the latter
are more accurate and there is not a risk of incurring into a local minimum. Di-
rect methods were first applied by Casanova et al. [50] who used direct multiple
shooting applied to a seven degrees of freedom non-linear vehicle model solved with
Sequential Quadratic Programming (SQP). A very similar approach was used by
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Kelly et al. [51, 52] who additionally implemented a thermodynamic tyre model.
Tremlett et al. [53] also apply a study on tyre usage in terms of temperature and
wear with these algorithms. Perantoni et al. [54] apply direct lap time optimisation
to study a set of vehicle parameters on a formula type vehicle. One of the issues
when trying to minimise lap time with optimal control is the objective function
formulation. In fact, it is non-trivial if the best strategy is to minimise time or
maximise velocity. This problem is addressed by means of direct optimisation, by
Velenis et al. [55]
Indirect methods were first applied by Tavernini et al. to analyse optimal hand-
brake cornering [56] and the effect of road surface and car transmission layout.[57]
Tremlett et al. also use this method to study optimal control of motorsport dif-
ferentials [58] while Rucco et al. [59, 60] improve the optimisation algorithm by
including a derivation of suitable transverse coordinates that allow to split the dy-
namics into longitudinal and lateral and propose a continuation method for the
intermediate trajectories. Lot et al. [61] use indirect methods to study lap time
optimisation of a go-kart and use an independent variable transformation from time
to space. Dal Bianco et al. [62] also consider a suspension model to a formula type
vehicle to analyse how suspensions influence lap time.
All of these papers require a long time to solve the optimisation problem; to im-
prove the computation time and move towards real-time implementation, Velenis
and Tsiotras developed a semi-analytical model which allows generating the opti-
mal velocity profile by applying Pontryagin’s Maximum Principle. This was done
first on a point-mass material model [63] and then extended to a half-car model.[64]
To apply this in real-time, a receding horizon strategy was also applied.[65, 66]
Towards autonomous driving
For AD it is crucial for the controller to be executed in real-time, which normally
means between one and one-hundred milliseconds, depending on the exact task.
This is linked to the dynamics which are controlled. Generally, the lower the lever
of the controller the higher the speed should be. Hence, the update rate of one
milliseconds can be referred to controllers such as stability controllers where the
dynamics are very fast whereas the update rate of one hundred milliseconds can be
referred to navigation tasks where the dynamics are much slower since the decision-
making process changes relatively slowly, based on the estimated traffic en-route.
This requirement renders most of the previously discussed approaches not appli-
cable. However, over the last decades many different control techniques have been
developed for AD. In the here presented methods, controllers that focus on at-limit
handling are discussed. These controllers can be divided into two groups: first the
ones that separate longitudinal and lateral dynamics; and second the ones that
integrate all inputs into one controller. Within the first category is the controller
of Zhang et al. [67] who developed a lateral controller only by means of sliding
mode using a first order sliding surface to control lateral velocity and yaw rate.
More recently, Klomp et al. [68] worked on a pure lateral controller for driving at
the limits of handling using a preview path curvature and using a feedforward and
feedback steering control calculated with a linear bicycle model. The most interest-
ing approach that falls into this category is the one of Kritayakirana et al. [69, 70]
who developed a controller considering clothoid curves as trajectory and a quasi-
static linearised bicycle model. A feedforward steering and longitudinal input are
calculated based on the understeering gradient [71] and the ellipse adherence of
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Figure 2.5: Autonomous controller based on clothoid curves.[70]
the tyres. Feedback controllers are then added to assure at-limit handling driv-
ing and vehicle stability. Specifically: a lanekeeping feedback with lookahead for
tracking purposes, a yaw damping feedback to minimise yaw oscillation and a slip
circle feedback which is used to control rear tyre slip so that rear axle saturation is
avoided. The same authors tried using the centre of percussion [72] for the feedfor-
ward and feedback steering control as to increase controller robustness to external
disturbances coming from the rear axle. A summary of this controller is shown in
Figure 2.5.
Into the other category fall the controllers that combine lateral and longitudinal
dynamics in one algorithm. This is mostly done with MPC which is an established
method for controlling a dynamical system by using predictions of the state evolu-
tion into the future. The control input is obtained as the solution to a constrained
optimisation problem, solved in real-time. The optimisation is solved with a re-
ceding horizon strategy whereby only the first input of the optimisation solution is
used after which the horizon is shifted by one time (or space) step and the optimi-
sation is repeated. The concept of MPC is shown in Figure 2.6.
Prokop et al. [74] are within the first to have explored this technique and showed
how MPC is very similar to the way that human drivers plan their trajectories when
driving. However, the interest of this work is in tracking rather than path planning.
Despite being used for lateral control only, some of the first papers on MPC in AD
for tracking purposes are the ones of Borrelli et al. [75] and Keviczky et al..[76]
Kraus et al. [77] and Cui et al. [33] also use a similar approach and at the same
time estimate the vehicle states, however, while operating far from tyre saturation.
The approach of Borrelli et al. was extended by Falcone et al. [78] to control all
inputs of the vehicle. The MPC was solved with a Linear Time Varying (LTV)
method to decrease the computational complexity given by the full NLP, although
a very simplified vehicle model is used in the formulation presented.
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Figure 2.6: MPC structure.[73]
Focusing on the control of the vehicle at its limits, the LTV-MPC was also used by
Timings et al. [79, 80] only for lateral control. However, unlike in the aforemen-
tioned papers, the objective function of the optimisation was to maximise progres-
sion along the track.
To obtain the real optimal control input sequence and exploit a vehicle’s perfor-
mance, it is necessary to consider high fidelity vehicle models, properly define an
objective function with which time can be minimised and solve the NLP without
linearising while maintaining real-time feasibility. Also, one of the critical aspects
is the horizon length of the MPC. Since a full scale vehicle driving around a track
requires long braking distance, especially at high speed, to complete an entire lap,
long horizons are generally required for the robotic controller.
Four different approaches have been developed in recent years, all of which address
some of the presented issues.
The first method proposed by Liniger et al. [81] uses a hierarchical control struc-
ture, where in the upper level the progress optimal trajectory is computed using
a tree search algorithm and a simplified vehicle model. In the lower level the pre-
viously computed trajectory is tracked using a MPC, which uses a more accurate
vehicle model with nonlinear tyre forces. To deal with the issue of the horizon
length, viability theory is used to compute a terminal constraint that guarantees
safety of all trajectories remaining in that set. This terminal constraint allows us
to run shorter horizons and speed up the tree search. The same authors extended
the method in [82] to allow for game theoretic decision-making of two cars racing
head-to-head. However, the viability theory approach used in these papers requires
for the terminal constraint to be pre-computed and this operation requires a few
hours, thus it is not possible to use it in real-time.
The second, is based on an iterative MPC in which the autonomous driver learns
lap after lap as for Rosolia et al..[83, 84] This approach is however computationally
very expensive and requires the car to drive around the circuit many times before
performing at its limits.
Another approach is to use the Model Predictive Contouring Control (MPCC)
formulation as suggested by Liniger et al..[85] With this method the controllers ob-
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jective is a trade-off between the progress along the track and the contouring error.
In this work, the Quadratic Programming (QP) approximation is solved by means
of an interior point method which allows fast sampling times and long horizons.
The final approach which can be found in the literature is to transform the state-
space into space dependant, this method has the great advantage of having an
explicit formulation of time which can be used as an objective function. On the
other hand, one of the disadvantages is that the horizon is space dependant, thus,
for higher velocities, the same lookahead as for low velocities is used. This ap-
proach was first used by Gao et al..[86] An extension of this but with a more
complete vehicle model was done by Frasch et al. [87] who also include load trans-
fer and wheel dynamics. These controllers maintain real-time feasibility. How-
ever, a manoeuvre with a very short horizon is simulated, e.g an obstacle avoid-
ance manoeuvre with approximately twenty-five meters lookahead. Also, these
authors solve the QP approximation obtained by linearising the NLP. This method
is also known as Real Time Iteration (RTI) and allows the solving of the op-
timisation very quickly but most of the time resulting in a suboptimal solution
due to only solving one QP, instead of solving the SQP approach to convergence.
Verschueren et al. [88, 89] use the same approach, however, focusing on an au-
tonomous racing application and using simpler models to facilitate real-time im-
plementation. Finally, Anderson et al. [90] also transform the problem into space
dependant and integrate a genetic algorithm to adjust the costs of the optimisation
objective function between minimum time and maximum exit velocity, a summary
of this controller is shown in Figure 2.7. The main disadvantage of this approach
is the high computational burden to solve the genetic algorithm.
Figure 2.7: Genetic algorithm integration in the path-following problem.[90]
The main issues with all the discussed papers are that none of them are using a
high fidelity model and that the prediction horizons used are not long enough for
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autonomous racing on a race track. This leads mainly to two shortcomings, first,
the controller cannot achieve the best possible performance the vehicle could de-
liver, since, in this range of a vehicle’s performance, even little changes can make a
big difference. Second, to accurately predict critical decision points, long horizons
are needed. This is very important, for example, for braking points.
2.2.2 Contribution
In this research, a robotic controller for AD that can tackle the previously discussed
shortcomings of existing methods is proposed. A novel hierarchical control scheme
composed by two NMPCs is introduced.
The contributions are threefold; first, a novel hierarchical structure is proposed,
wherein the upper level computes a velocity profile given by a simple point-mass
model with acceleration constraints representing the tyre limits. Since the prob-
lem is very simple it can be solved for long prediction horizons, even over several
hundred meters. The velocity profile is then used as a terminal constraint in the
lower level, which can run on short prediction horizons and thereby retain real-time
feasibility. By solving both problems in a receding horizon fashion, this method
allows for maximum flexibility against disturbances, and it would even allow up-
dating the path online. This is the main advantage compared to computing the
velocity profile with a more sophisticated model offline. Additionally, it is possible
with the proposed algorithm to run the controller in less controlled environments.
The second contribution is the low-level controller. Even though the controller is
similar to the one found in [87] the proposed approach uses a higher fidelity model
using the full Pacejka Magic Formula 6.1 [91, 92] with all combined effects and a
LSD formulation is included in the dynamics, thus the torque limits of the engine-
gearbox drivetrain are realistically approximated. Finally, the approach used does
solve the full NLP and not only approximates it using a RTI method.
The performance of the controller is verified using the commercial software Vi-Grade
and a validated vehicle model in a MiL simulation. The simulations show that the
proposed method is indeed able to control a car at-limit handling and achieves
expert human driver-like performance.
2.3 Passive Vehicle Dynamics
The final topic which was studied in this research is the influence of AD on passive
vehicle dynamics. In fact commercial vehicles have typically been designed consid-
ering the human in control, hence to be stable. Consequently, these tend to have
an understeering characteristic (under steady-state and linear tyre range assump-
tions). These features are desired since they tend to make the vehicle safer and
less prone to loss of control when external perturbations are applied. Additionally,
understeering vehicles are more intuitive to drive since counter steering manoeu-
vers are generally not required. It is a well-known fact that understeering vehicles
tend to saturate the front tyres before the rear ones, thus decreasing the overall
attainable peak lateral acceleration. Also, most of these vehicles tend to become
unstable at higher accelerations as shown in the papers of Bundorf et al. [93] and
more recently Allen et al. [44] and Hac et al..[94]
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2.3.1 Literature review
Over the last decades, many researchers have worked on active systems which allow
the stabilisation of the vehicle, a survey of which is done by Mousavinejad et al..[95]
Some of the first studies were by Bosch and Van Zanten; their systems aim to sta-
bilise a car in critical conditions driven by a human. The most important ones are
the Vehicle Dynamics Control (VDC) system of Bosch [96] and the Electronic Sta-
bility Program (ESP).[97] More recently many more types of control systems have
been used to improve vehicle stability considering also the influence of the driver as
an external disturbance, as in the case of Carvalho et al. [98] who use robust con-
trol techniques. Other types of vehicle stability controllers, which do not include
the driver as an uncertainty, are the controllers of Le et al. [99] who base their
systems on adaptive sliding-mode, Jalali et al. [100] who use MPC, Lu et al. [101]
who use proportional-derivative control (PD) and Morgando et al. [102] who use
wheel forces measurements. Additionally, researchers such as Huijun et al. [103]
have worked on stability controllers considering uncertain or unknown vehicle pa-
rameters which require prior identification. Recently, stability has been studied for
critical manoeuvres such as drifting by Velenis et al..[104] On the other hand, in
the past few years, some researchers have studied how to optimise vehicle parame-
ters to obtain the best performance from a vehicle considering a completely passive
vehicle, as in the case of the already cited work of Perantoni et al..[54] Also for
active vehicles such as electric ones with four wheel torque vectoring, the passive
vehicle dynamics has been analysed to find the best configuration for time opti-
mality by Smith et al..[105] These two works both use optimal control to compute
the minimum time inputs. However, both of these consider offline optimisation and
simulation. Until now nobody has studied how the passive vehicle dynamics can be
modified with an autonomously controlled vehicle. With the recent development
in AD, it could be possible to gain peak lateral grip despite the loss of open-loop
stability. Some studies by Mastinu et al. [106] on pure vehicle stability for au-
tonomous cars have been carried out recently. By showing that an autonomous
car can better handle the vehicle at its limits, the aim is to demonstrate that new
horizons are opening up in the design of cars.
2.3.2 Contribution
Specifically, in this research the effect of passive stability of a vehicle (intended as
open-loop stability) driven by a robotic controller rather than a human driver is
analysed. The goal is to show how passive stability can be drastically decreased
for certain driving conditions. Thereby, the contributions can be summarized as
follows: first, the limits of some reference drivers due to instability are determined.
Several vehicle models were implemented in a numerical environment with different
values of static margin and peak grip. These vehicles were then tested on several
double lane change manoeuvres on a dynamic driving simulator. Second, it is shown
that a nonlinear model predictive controller is able to go beyond the performance
of the human drivers and successfully achieve the double lane change for all the
tested models. Even though NMPC is an often proposed control technique for
autonomous cars (see Section 2.2.1), in this work it is shown that NMPC and
unstable passive vehicle dynamics can be combined to achieve a more dynamically
capable closed-loop system. Both a pure lateral controller and a combined lateral-
longitudinal controller were implemented. All simulations are run without active
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stability systems such as ESP or ABS. Note that a manoeuvre where low passive
stability is an advantage is investigated, however, for other situations high passive
stability is still needed. Thus, additional active controls should be addressed to
actively vary the passive stability depending on the driving situation, e.g. active
roll stiffness.
2.4 Trajectory Generation
The control framework developed in this work is based on a known reference
path. In the literature review several methods to generate an ideal path to min-
imise lap time were revealed. In this work a rather simple approach to find a
good reference path by applying the minimum curvature trajectory approach of
Braghin, Cheli et al. [107] is used. The circuit used in this work as a reference
is Hockenheimring in its short configuration and in Figure 2.8 the results of the
minimum curvature algorithm on this circuit are shown.
Figure 2.8: Minimum curvature trajectory.
First the track is discretised in various segments as shown Figure 2.9 and the po-
sition of a given point for every ith segment is identified,
~Pi = xi~i+ yi~j = [xr,i + i(xl,i − xr,i)]~i+ [yr,i + i(yl,i − yr,i)]~j
= [xr,i + i∆xi]~i+ [yr,i + i∆yi]~j.
(2.1)
The parameter i determines the position of each point along the track width tw
relatively to the inner boarder of the track. Each point of ~Pi is linked to the
adjacent ones through natural cubic splines [108] which identify the trajectory in
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Figure 2.9: Trajectory discretisation.
every segment. To do this the reference curve must be expressed with a curvilinear
abscissa s approach. The advantage of using natural cubic splines is that these are
smooth and continuous in first and second derivatives and, therefore, continuous
in curvature. The cubic spline formulation can be written with the following set of
equations, 
xi(τ) = ai,x + bi,xτ + ci,xτ
2 + di,xτ
3,
yi(τ) = ai,y + bi,yτ + ci,yτ
2 + di,yτ
3,
τ(s) =
s−si,0
dsi
.
(2.2)
Where a third order polynomial function of τ describes the trajectory in each
segment. The curvilinear abscissa has been normalised to the length of the ith track
segment. Note that the discretisation takes place in τ , i.e. the parametrisation
variable space, as opposed to time or trajectory arc length. The track curvature kˆ
of each element is determined according to the following expression,
kˆ2 =
(d2x(s)
ds2
)2
+
(d2y(s)
ds2
)2
=
(
d2x(τ)
dτ2
(dτ(s)
ds
))2
+
(
d2y(τ)
dτ2
(dτ(s)
ds
))2
=
(dτ(s)
ds
)4[(d2x(τ)
dτ2
)2
+
(d2y(τ)
dτ2
)2]
.
(2.3)
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If every segment of the track has the same length s˜, the curvature expression can
be simplified to the following equation,
kˆ2 =
( 1
ds˜
)4[(d2x(τ)
dτ2
)2
+
(d2y(τ)
dτ2
)2]
. (2.4)
The track curvature k(s) can thus be minimised considering the sum of the all the
curvatures in each segment and found as follows,
k2 =
n−2∑
i=0
[(d2x(τ)
dτ2
)2
+
(d2y(τ)
dτ2
)2]
. (2.5)
The identification of the minimum curvature trajectory can be reduced to an opti-
misation problem the goal of which is to identify all i parameters, which become
the independent variables. A new vector  can be defined as  = [0, 2, ..., n−1]
with n being the number of points and with i ∈ [0, 1]. The optimisation problem
can therefore be formulated as follows,
min

n−2∑
i=0
[(d2x(τ)
dτ2
)2
+
(d2y(τ)
dτ2
)2]
s.t. 0 ≤ i ≤ 1 , ∀i ∈ {0, 1, ..., n− 1}
xr,i + i∆xi
yr,i + i∆yi .
(2.6)
Note that the parametrisation of the trajectory is fixed to coincide with the track
centreline parametrisation before solving the optimisation problem and is kept con-
stant so that the optimisation problem is convex. Indeed, whenever any feasible
trajectory’s arc length parametrisation differs from the track centreline parametri-
sation, its aggregate curvature will not be correctly measured. In fact, the unique
trajectory where this assumption holds in a strict sense and where the curvature
is precisely captured is the one whose arc length parametrisation is the track cen-
treline parametrisation itself. Consequently, this approach compares tracks based
on their curvature but fails to correctly measure curvature in all but one (trivial)
case. Suboptimal solutions are thus expected from a curvature minimisation point
of view. Additionally, instead of minimising a finite sum of k samples, the sum of
squared samples are minimised, which will lead to a distorted solution.
One of the advantages of using cubic splines for interpolating is the ease of sampling
second derivatives at the spline knots. Considering the following notations:
• Second order derivatives in x and y: zx,i :=
(
d2x(τ)
dτ2
)
and zy,i :=
(
d2y(τ)
dτ2
)
,
• Distance between two sample points: hi := τi+1 − τi = ∆τ ,
• bx,i := 1hi (xi+1 − xi) and by,i := 1hi (yi+1 − yi).
The samples of zx,i and zy,i can be found by solving simple tridiagonal systems.
The exact form of these systems depends on the boundary conditions imposed on
the splines. With natural cubic splines, the boundary conditions are z˜x,0 = 0,
z˜y,0 = 0 and z˜x,n−1 = 0, z˜y,n−1 = 0. The spline problem can be reformulated,{
H˜sz˜x = b˜x,
H˜sz˜y = b˜y.
(2.7)
Trajectory Generation 25
Where H˜s can be defined as follows,
H˜s =

2(h0 + h1) h1
h1 2(h1 + h2) h2
. . .
. . .
. . .
hn−4 2(hn−4 + hn−3) hn−3
hn−3 2(hn−3 + hn−2)
 .
(2.8)
The second derivatives z˜x, z˜y can be defined as,
z˜x =
 zx,1...
zx,n−2
 , z˜y =
 zy,1...
zy,n−2
 . (2.9)
And finally, b˜x and b˜y can be defined as,
b˜x = 6
 bx,1 − bx,0...
bx,n−2 − bx,n−3
 , b˜y =
 by,1 − by,0...
by,n−2 − by,n−3
 . (2.10)
The linear system of equation in this form is under-determined. However, the use of
natural cubic splines provides two additional conditions. The first and last second
derivatives have to be equal to zero. Thus, the system converts into a determined
linear system of equations.
zx,i = zy,i = 0, i = {0, n− 1}. (2.11)
Matrix H˜s is extended to Hs which has dimension n × n, as are z˜x and z˜y to zx
and zy which have dimension n × 1 and finally b˜x and b˜y to bx and by which also
have dimension n× 1.
Hs =

1 01×n−2 0
h0 h2
0n−3×1
H˜s 2hn−2
0 01×n−2 1
 , (2.12)
zx =
 zx,0z˜x
zx,n−1
 , zx =
 zy,0z˜x
zy,n−1
 , (2.13)
bx =
 0b˜y
0
 , by =
 0b˜y
0
 . (2.14)
Hs is strictly diagonal dominant and thus invertible,
zx = H
−1
s bx, zy = H
−1
s by. (2.15)
Since bx depends on hi and x, it can be written as follows,
bx = Bsx, by = Bsy. (2.16)
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Where the matrix Bs can be written as follows,
Bs := 6

0 0 0
1
h0
−
(
1
h0
+ 1h1
)
1
h1
1
h1
−
(
1
h1
+ 1h2
)
1
h2
. . .
. . .
. . .
1
hn−3
−
(
1
hn−3
+ 1hn−2
)
1
hn−2
0 0 0

.
(2.17)
This finally turns the entire spline problem into the following system of equations,
zx = H
−1
s Bsx, (2.18)
zy = H
−1
s Bsy. (2.19)
Where H−1s Bs is constant since the parametrisation is constant and not a part of
the optimisation. As already mentioned, the spline parametrisation is chosen to be
constant since introduction of the parametrisation as a variable in the optimisation
problem would cause it to be non-convex.
The objective function in the optimisation problem in (2.6) can be rewritten by
substituting (2.18) and obtaining,
zTx zx + z
T
y zy = x
T (H−1s Bs)
T (H−1s Bs)x+ y
T (H−1s Bs)
T (H−1s Bs)y. (2.20)
Defining Gs := H−1s Bs, C˜ can be defined as follows,
C˜ = xTGTs Gsx+ y
TGTs Gsy. (2.21)
Considering the definition of x = xr,i + i∆xi and y = yr,i + i∆yi as in (2.1) the
following is obtained,
C˜ = THC˜+BC˜+ CC˜ . (2.22)
Where,
HC˜ := ∆
T
xG
T
s G
T
s ∆x + ∆
T
yG
T
s G
T
s ∆y, (2.23)
HC˜ := 2(x
T
r G
T
s G
T
s ∆x + y
T
r G
T
s G
T
s ∆y), (2.24)
HC˜ := x
T
r G
T
s G
T
s xr + y
T
r G
T
s G
T
s yr. (2.25)
Finally, the least curvature problem can be formulated as a Quadratic Program
(QP).
min

C˜ = THC˜+BC˜+ const.
s.t. 0 ≤ i ≤ 1 , ∀i ∈ {0, 1, ..., n− 1}.
(2.26)
One more variation will be considered to the formulation, specifically, instead of
minimising the sum of squared curvature samples ||k2||1, the maximum squared
curvature sample is minimised, i.e. ||k2||∞.
Since for some trajectories the mismatch in parametrisations highly penalises the
results and the curvature is overestimated to the point of not being able to com-
pete with solutions that are effectively worse but more similar to the centreline,
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an iterative approach is used. Each iteration consists of solving the least curvature
problem and finding a new arc length parametrisation (approximated by a chord
length parametrisation), to be assumed as given in the next iteration. The end
condition of the process is given by a threshold on ||− +||.
The results of the iterative procedure are shown in Figure 2.10.
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Minimum curvature trajectory
Figure 2.10: Minimum curvature iterative procedure.
Note that the sum of squared curvature samples can be shown to be non-increasing
in the number of iterations.

Chapter 3
Sideslip Angle Estimation
This chapter describes the sideslip angle estimator algorithm in detail. The results
of the proposed observer on both numerical and experimental tests are discussed.
The chapter starts with a quantitative and qualitative analysis of the sideslip angle,
and this analysis highlights the need for an estimator. The proposed observer
composed of an ANN and UKF is then described. Both modules of the observer
are discussed separately. Finally, the results of the algorithm and its effectiveness
are shown.
3.1 Sideslip angle analysis
Before describing the observer design, the coupling and relationships of the various
vehicle states are analysed under different working conditions. Particular emphasis
is put on the sideslip angle and how it is coupled with other vehicle quantities such
as accelerations and yaw rate. For neural networks it is particularly important to
analyse how the output depends on the inputs since these depend on each other
in the ANN with an algebraic formulation. This relationship has to be non-linear
to be able to correctly predict the non-linear dynamics of the system under all
working conditions. It is particularly important to analyse every situation, thus,
the manoeuvres which are analysed are ramp steer manoeuvres, which characterise
the steady-state behaviour, step steer manoeuvres, which characterise the transient
behaviour and sine steer manoeuvres, which characterise the frequency behaviour
of the vehicle. All the following analyses will be done for a fixed longitudinal
velocity. These analyses are very important to choose the correct dataset for the
ANN.
3.1.1 Steady-state behaviour
The steady-state behaviour can be studied considering the stability derivative no-
tation used in [7] to describe the lateral and yaw vehicle dynamics. Note that for
this formulation the well-known bicycle linear model as in Figure 3.1 is considered.
Considering longitudinal velocity vx, lateral velocity vy and yaw rate ψ˙ with re-
spect to a vehicle reference system with origin in its centre of gravity (Cg) and
vertical axis pointing upwards; and approximating the longitudinal velocity with
the absolute velocity of the centre of gravity V , the equations of motion of the
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Figure 3.1: Bicycle model.
vehicle can be written as follows,
mV ψ˙ = Yββ + Yψ˙ψ˙ + Yδδ, (3.1)
0 = Nββ +Nψ˙ψ˙ +Nδδ. (3.2)
With β being the sideslip angle, m vehicle mass and δ being the wheel toe angle.
The definition of the various stability derivatives are shown in Table 3.1 consid-
ering the front wheelbase lf and rear wheelbase lr as respectively the distance
between the front axle and Cg and rear axle and Cg; and the front tyre cornering
stiffness Cf and rear tyre cornering stiffness Cr. Cornering stiffness is defined as
the tangent line to the lateral tyre force curve to slip angle in its linear range and
is dependant exclusively on tyre characteristics. Only yaw damping and lateral
Table 3.1: Stability derivates formulation and definition.
Stability derivate Formulation Definition
Damping-in-sideslip Yβ = Cf + Cr Yβ = ∂Y/∂β
Lateral force/yaw coupling Yψ˙ =
1
V
(
lfCf − lrCr
)
Yψ˙ =
∂Y/∂ψ˙
Control force Yδ = −Cf Yδ = ∂Y/∂δ
Direction stability Nβ = lfCf − lrCr Nβ = ∂N/∂β
Yaw damping Nψ˙ =
1
V
(
l2fCf + l
2
rCr
)
Nψ˙ =
∂N/∂ψ˙
Control moment Nδ = −lfCf Nδ = ∂N/∂δ
force/yaw coupling depend on vehicle velocity, the others depend only on the cor-
nering stiffness’ and other constant parameters. Yawing velocity response, lateral
acceleration response and sideslip angle response to control (steering angle) are
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expressed as follows,
ψ˙
δ
=
YβNδ −NβYδ
NβYψ˙ −NβmV − YβNψ˙
=
YβNδ −NβYδ
Q
, (3.3)
ay
δ
=
V
(
YβNδ −NβYδ
)
NβYψ˙ −NβmV − YβNψ˙
=
V
(
YβNδ −NβYδ
)
Q
, (3.4)
β
δ
=
YδNψ˙ −Nδ
(
Yψ˙ −mV
)
NβYψ˙ −NβmV − YβNψ˙
=
YδNψ˙ −Nδ
(
Yψ˙ −mV
)
Q
. (3.5)
Comparing the control responses, it can be seen that yaw rate, lateral acceleration
and sideslip angle have a behaviour that depends on the vehicle velocity in a differ-
ent way. Thus, even in a simplified vehicle model acting within the linear range of
the tyre force curve and in stationary conditions, the vehicle states are coupled and
the system is non-linear. Moreover, once again, the various states highly depend
on vehicle velocity which needs to be estimated itself and on the tyre force curve.
The steady-state behaviour can be analysed by considering a ramp steer manoeu-
vre. Because of the slow variation in steering wheel angle, every value of steering
angle corresponds to a separate steady-state condition. The variation of sideslip an-
gle, lateral acceleration and yaw rate to steering angle is represented by the control
response equations (3.3), (3.4) and (3.5). These depend on the steady-state char-
acteristics of the vehicle which can be summed up with the understeering gradient
(UG) expressed as follows,
UG = δ − δAck = −αf + αr = mg
lf + lr
(
lf
Cf
− lr
Cr
)
= mg
(
Nβ
YδNβ −NδYβ
)
. (3.6)
Where αf and αr are the front and rear slip angles of the here considered bicycle
model and δAck corresponds to the kinematic steering angle.
The vehicle considered in this work has a positive UG, i.e. understeering vehicle
and its steady-state behaviour can be seen in Figure 3.2, where the states have
been normalised. Note that the following results have been obtained by means of
the commercial software Vi-Grade, the vehicle model implemented in this software
has been previously extensively validated. The results prove the aforementioned
analytical results.
Hence, since steady-state manoeuvres do not depend on time, the states depend
only on the current instant and no dynamics of the various states is of interest for
the sideslip angle estimation. What is important is the non-linear behaviour which
is mainly due to the tyres’ saturation, hence, the amplitude of the various states.
3.1.2 Transient behaviour
The transient behaviour of the vehicle can be studied by means of step steer ma-
noeuvres. It is important to excite the system with step inputs of different duration
to analyse its full behaviour. In a vehicle with positive stability margin (i.e. un-
dersteering), it can be demonstrated that the vehicle is stable and the system has
a critical damping factor smaller than one. For this reason the oscillations about
the steady-state value caused by the continuous variations of slip angles will al-
ways converge to the steady-state value. Slip angle variations are due to the front
and rear tyres generating an opposite yaw moment. Looking at sideslip angle, the
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Figure 3.2: Ramp steer manoeuvre output.
variations in tyre slip angles continuously move the instant centre of curvature of
the vehicle causing it to oscillate as well. The slip angle vibrations (given by the
continuous variations in the kinematics) also cause the yawing acceleration and
lateral acceleration to oscillate. A plot of the sideslip angle during different step
impulses can be seen in Figure 3.3.
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Figure 3.3: Step steer inputs at different duration and undershoot-overshoot de-
pendency on input duration.
Sideslip angle also presents another characteristic, differently from lateral acceler-
ation and yaw rate. In fact, whilst the latter have a monotone increasing trend
in the first part of the manoeuvre, the sideslip angle decreases to negative values
(i.e. the absolute velocity vector points to the inside of the curve) and only after a
certain amount of time, depending on the excitation of the system, does it grow to
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positive values. For the vehicle under examination the time period during which
the sideslip angle undershoots goes from approximately 0,1s to 0,5s when varying
the excitation time. When instead the excitation of the step input has a longer
duration, the undershoot tends to evanish. The normalised trends with respect to
their steady-state value have been plotted in Figure 3.3. The undershoot in the
sideslip angle highly depends on the ratio between yaw acceleration and lateral
acceleration (here named inertia ratio). The higher the ratio, the harder it will
be for the vehicle to rotate, therefore, the lateral displacement will be higher with
respect to the rotation, meaning the velocity vector will point towards the inside
of the curve. The opposite happens when the ratio is very small, the vehicle’s yaw
rate will grow quickly whilst lateral velocity will not. Therefore, the velocity vec-
tor will immediately point towards the outside of the curve. Since the variation in
this ratio influences the way the slip angles vary over time, its variation also varies
the natural frequencies of the system. Generally, the higher the inertia ratio, the
lower the natural frequency. The results of the sideslip angle step response when
varying the inertia ratio of ±50% while keeping every other parameter constant
can be viewed in Figure 3.4. The vehicle sideslip angle step response resembles
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Figure 3.4: Sensitivity analysis of the ratio between yawing acceleration and lateral
acceleration.
a second order system with a zero in the right half-plane, which causes the un-
dershoot, and two complex conjugate poles in the left half-plane which cause the
oscillations around the steady-state values and the attenuation of these vibrations.
Considering a linear system the transfer function can be expressed as follows,
G(s) = µ
(
1 + τs
)(
s2
ω2n
+ 2 ζnωn s+ 1
) . (3.7)
Table 3.2 reports the percentage variations compared to the baseline vehicle of
natural frequency, critical damping and the time constant of the second order sys-
tem fitted models by varying the values of inertia ratio. As expected, the critical
damping is subject to very little change since the tyres, wheelbase and centre of
gravity position of the vehicle examined have not been changed and neither has
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Table 3.2: Second order system parameter variation.
Inertia ratio Natural frequency ωn Critical damping ζn Time constant τ
−50% −18, 33% −3, 87% −49, 41%
−25% −11, 67% −3, 23% −24, 71%
0% 0% 0% 0%
+25% +16, 67% +3, 23% +27, 06%
+50% +33, 33% +6, 45% +52, 94%
the velocity of the manoeuvre. These are in fact the main parameters on which
the damping of the vehicle depends. This can be partly seen in the damping terms
(i.e. yaw damping and damping-in-sideslip) of the simplified stability derivative
formulation. However, this formulation does not consider all parameters since it
represents steady-state. Unlike damping, natural frequency and time constant vary
in an almost linear way and with very high gradients. By means of the results found
it is possible to trace the zeros and poles as in Figure 3.5. As visible by the Pole-
Zero map, the higher the percentage of yawing torque to lateral acceleration, the
smaller the right half plane zero, hence the undershoot, but also the closer the
stable complex conjugated poles get to the right half plane, hence decreasing the
stability margin. Thus, for neural network purpose, the relationship between the
monotone curve of the measurable inputs and desired output will vary according
to the ratio between yaw acceleration and lateral acceleration. It can be concluded
that a new training will be required for a vehicle with different inertial character-
istics. Comparing the steady-state and step-response behaviours, it can be seen
how the input-output relationship between measurable states and sideslip angle is
not uniquely defined but depends on the dynamics of the manoeuvre as one would
expect.
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Figure 3.5: Fitted second order systems sideslip angle response.
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3.1.3 Frequency behaviour
Finally, the frequency response of the system is analysed. Once again, since the
interest is analysing input-output relationship for neural network purpose, mea-
surable quantities of the system which strongly influence the vehicle sideslip angle
are analysed, such as lateral acceleration and yaw rate. To do this the Bode plots
of these normalised quantities mapped out against the maximum value obtained
in these simulations are plotted. To trace the Bode plots and consider only the
stationary component of the Laplace transform, several sine steer manoeuvres with
equal vehicle velocity, steering amplitude and different frequency have to be simu-
lated. The last period out of fifty of the input sine wave, i.e. steering angle, was
taken as a time window to analyse gain and phase plots. The phase and gain were
calculated respectively as the difference between the abscissa and ordinate of the
peaks of the input-output sinusoids. The phase plots are very important since the
variation in phase shift between the various measurements and sideslip angle com-
plicate the estimation, especially since neural networks are a static algorithm. The
yaw rate Bode plot shows once again a typical second order system behaviour. The
peak value is at a frequency which corresponds to the optimal compromise between
two factors. The first is the phase shift between front and rear tyre slip angles. The
second factor is that as the frequency increases, there is less time for a velocity or
rotational speed to build up given a certain acceleration. Therefore, yaw rate will
tend to decrease. This phenomenon is degenerative, because as yaw rate decreases,
tyre slip angles vary according to the axle to which they belong. Considering the
most simple tyre slip angle formulation and the same bicycle model, these can be
expressed as follows,
αf =
v + rl1
V
− δ, (3.8a)
αr =
v − rl2
V
. (3.8b)
The front slip angle increases since yaw rate contribution is opposite to the steering
angle contribution, therefore, yawing torque given by the front tyres will increase.
On the contrary, the rear slip angle decreases and so does anti-yawing torque given
by the rear tyres. The slip angle variation due to yaw rate decrease is not very
noticable in the Bode gain plot. In the phase plot, however, this effect is quite
important. In fact, the trend is monotonically decreasing, as could be expected
due do the inertia of the system. For very low frequencies, yaw rate has a phase
lead mapped out against steering angle when considering the maximum values of
the sinusoids for phase calculation. Note that this is true only because of the way
that the phase was calculated (time shift between peaks). When the transient is
almost neglectable, so for low frequency inputs, the growth of total anti-yawing
torque due to the increase in yaw rate in the single sinusoidal manoeuvre is greater
than the increase of yawing torque given by the front tyres due to the increase
in steering angle. Hence, yaw rate tends to have a phase lead measured against
steering angle. As the frequency grows, transient effects gain greater importance
and yaw rate tends to have a phase lag compared to steering angle.
A minor factor can also be found in the transient behaviour of the tyre due to its
elasticity. The classic parameter used to represent the tyre transient behaviour is
the relaxation length.[24] As the frequency grows, the force produced by the tyre
tends to be lower respect to the steady-state value.
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It can be concluded that yaw rate Bode gain plot, increases until a certain value
after which it acts as a low-pass filter as in Figure 3.6. After having analysed yaw
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Figure 3.6: Yaw rate to steering wheel angle Bode plot.
rate frequency response of the vehicle, lateral acceleration response can be anal-
ysed. The gain diagram looks like a low-pass filter as well. The cutoff frequency
depends mainly on mass and inertial properties of the vehicle. However, it also
corresponds to the frequency at which yaw rate starts increasing. As previously
explained, when yaw rate grows, the rear tyres’ slip angle decreases whilst the front
tyre slip angle increases. This reduction makes the total lateral force generated by
the tyres decrease, despite the growth in front slip angle. This is true even when
the tyres are in their linear range as in Figure 3.7 and tyre forces can be written as
the product between cornering stiffness and slip angle. The reason is that the slip
angle generated by the front tyre mainly depends on steering angle, and yaw rate
adds only a very small contribution to it, contrarily to the rear tyres where slip
angle depends only on lateral velocity and yaw rate. It is interesting to notice that
the gain plot presents a minimum. This is because at higher frequencies lateral
acceleration (and lateral velocity) and yaw rate are filtered so the rear slip angle
is very small. Contrarily to the front tyres due to steering angle. Also, for high
frequencies front and rear slip angles are almost in counter phase: hence, lateral
forces generated by the front and rear wheels are opposite so a reduction in rear
slip angle makes the total lateral force grow. The same thing can be said for the
phase plot. At higher frequencies, when the slip angles depend mostly on steer-
ing angle, lateral acceleration has very little phase lag compared to steering angle.
The sideslip angle frequency behaviour depends mainly on the frequency response
of the states analysed so far. Since it is the angle between the velocity vector at
the centre of gravity and the longitudinal axis of the vehicle, the variation of these
two vectors can be analysed. Considering a constant longitudinal velocity, lateral
velocity can be considered instead of absolute velocity. The vehicle heading angle
(or yaw angle) which gives information on the orientation of the longitudinal axis in
a fixed reference system, will look like yaw rate gain plot. However, since yaw angle
is the integral over time of yaw rate, an increase in frequency will not guarantee
a growth in yaw angle even considering positive yaw rate gain due to integration.
Sideslip angle analysis 37
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
G
a
in
(1
/
s)
Yaw Rate to Steer Angle
0.1 0.2 0.4 0.6 0.8 1 2 3 4 5
Frequency (Hz)
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0
0.2
P
h
a
se
(d
eg
)
Figure 3.7: Lateral acceleration to steering angle Bode plot.
The same thing happens to lateral velocity which is the integral over time of dvy/dt
which is kinematically equal to the difference between lateral acceleration and the
product between longitudinal velocity and yaw rate.
Therefore, sideslip angle depends on the relationship between these integrals. Fi-
nally, the resulting Bode plot of sideslip angle to steering wheel angle can be seen
in Figure 3.8. Because of its high dependence on lateral acceleration and yaw rate,
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
G
a
in
(d
eg
/
d
eg
)
Sideslip Angle to Steer Angle
0.1 0.2 0.4 0.6 0.8 1 2 3 4 5
Frequency (Hz)
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0
0.2
P
h
a
se
(d
eg
)
Figure 3.8: Sideslip angle to steering angle Bode plot.
vehicle sideslip angle Bode plot respect to lateral acceleration ay and yaw rate can
be traced as in Figure 3.9. The results found are significant in the design of the
ANN. Because of the phase lags between sideslip angle and the other states, the
neural network has to consider the history of the manoeuvre to estimate correctly
the desired output, confirming the results of the step-response analysis. Another
important fact is that very little variations of the vehicle’s geometrical features,
tyre force curves or inertial features will make the front and rear slip angles vary
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in a different way thus changing frequency behaviour.
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Figure 3.9: Sideslip angle to lateral acceleration and yaw rate Bode plots.
3.2 ANN module
This section describes the ANN module. This module outputs a pseudo-sideslip
angle which is used as a measurement for an UKF. The neural network performance
is strongly influenced by its architecture which is normally heuristically defined. In
this work, an algorithm to define the structure of the ANN is developed considering
the sideslip angle analysis of Section 3.1.
3.2.1 Architecture definition procedure
When designing a neural network, there are three main issues:[109]
1. the network is not “powerful” enough to fit the data,
2. the network overfits the training results,
3. the network extrapolates when deployed.
To avoid these problems, an algorithm was developed to define the network’s struc-
ture. This requires first dividing the dataset into three sets: a training set over
which the network is trained, a validation set used to evaluate overfitting and a test
set used to evaluate the network. Then, some architecture features which are not to
be varied have to be defined. Finally, a set of parameters of the network’s architec-
ture which are to be varied have to be selected (e.g. number of neurons) together
with their initial value pi and percentage variation ki ∈ (0, 1) for i = 1, ...,m. The
matrix of architecture parameters P and variation vector K = [k1, k2, ..., km]′ can
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at this point be defined in the following way,
P =

p1 − k1p1 p1 p1 + k1p1
p2 − k2p2 p2 p2 + k2p2
...
...
...
pm − kmpm pm pm + kmpm
 =

p1l p
1
n p
1
p
p2l p
2
n p
2
p
...
...
...
pml p
m
n p
m
p

Given a loss function R(ρ, ρˆ) on any estimated ρˆ and real ρ data; the estimated val-
ues of the training γˆ, validation ηˆ, test ζˆ and overall θˆ datasets; the correspondent
real values γ, η, ζ and θ; and an assigned maximum value for the training dataset
loss function lγ , validation dataset loss function lη and test dataset loss function
lζ ; Algorithm 1 can be defined.
Algorithm 1: Architecture definition
Data: Datasets, General architecture features
Result: ANN estimator
i = 1;
while (1) do
for j ← 1 to 3 do
q = [p{i,j}, p{i+1,2}, ..., p{i+m−1,2}]
train ANN with parameters → q
if R(γ, γˆ) < lγ then
if R(η, ηˆ) < lη then
if R(ζ, ζˆ) < lζ then
print Deploy network;
return ANN
else
print Network extrapolates;
else
print Network overfits;
else
print Network failed;
ξ{j} = R(θ, θˆ)
s = index[min(ξ)]
p{i+m,2} = p{i,s}
p{i+m,1} = p{i,s} − k{i}p{i,s}
p{i+m,3} = p{i,s} + k{i}p{i,s}
i = i+ 1
3.2.2 General features
Before running the algorithm, some general architecture features have to be defined.
To avoid reaching a local minimum during the optimisation process, five different
initial conditions were considered for each network architecture. These conditions
were chosen so that the scaled input data applied to the network would have a
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Gaussian distribution within a range of the transfer function which would guarantee
a high initial gradient descent, i.e. speed up the training. To train the network,
early stopping was used and due to the large amount of data given to the network,
the scaled conjugate gradient method was used as an optimisation algorithm. The
loss function R(ρ, ρˆ) used to evaluate and train the network is the root mean square
error,
R(ρ, ρˆ) =
√∑n
t=1(ρˆ− ρ)2
n
. (3.9)
The experimentally validated Vi-Grade vehicle model was used to create datasets
composed only of numerical data to reduce cost and time in development. To keep
computation time low and be able to run the network on standalone embedded
automotive platforms with low computing power and memory, only one hidden
fully connected layer was considered, keeping the number of neurons under one
hundred. For the same reasons, more advanced architectures such as Long Short
Term Memory (LSTM) [110] or Gated Recurrent Unit (GRU) [111] were not taken
into consideration.
The ANN developed in this work is based on the work of Melzi et al..[37] The
hidden layer uses hyperbolic tangent transfer functions while the output layer uses
linear transfer functions. The hyperbolic tangent was chosen since its shape is
very similar to typical tyre force curves, however, a comparison with radial basis
transfer functions which are local transfer functions was done and is discussed in
Appendix B. Since hyperbolic tangent transfer functions are global transfer func-
tion, they activate everywhere except close to the origin meaning that the output
will be the sum of all activation functions.
Table 3.3: Input manoeuvres for training and validation sets.
Manoeuvre Parameter Unit Range
Sine steer Steer amplitude ◦ 5,0 - 75
(Freq. response) Steer frequency Hz 0,1 - 5,0
Step steer Final steer angle ◦ 5,0 - 75
(Step response) Step duration s 0,1 - 1,0
Circuit Max lat. acc. g 0,1 - 1,0
(Combined slip) Max long. acc. g 0,1 - 1,0
The network inputs, coming solely from an IMU, are the accelerations along the
three axes and rotational velocities about the three axes. The dataset used com-
prises different manoeuvre types; different manoeuvre configurations were used for
each manoeuvre type (e.g. a step steer manoeuvre type is defined by a step dura-
tion and amplitude configuration). The dataset manoeuvre types and parameter
range of the different configurations can be seen in Table 3.3. The manoeuvres
were chosen so that the network would be trained over the entire working range
of the vehicle. For each input manoeuvre type, a multiple of three different val-
ues for each manoeuvre configuration parameter was chosen (within the predefined
range). This allowed the data to be divided between training and validation so
that the latter was always a subset of the former with regards to signal amplitude
and frequency. With this procedure, the validation set properly evaluated overfit-
ting rather than extrapolation. Finally, a test set was suitably chosen to evaluate
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network performance. The various manoeuvre configurations in the test set were
not present in the training and validation sets. Also for the circuit, a different
test circuit was used to the ones used for training and validation. The test set
manoeuvre types and configuration parameter range can be seen in Table 3.4.
Table 3.4: Input manoeuvres for test set.
Manoeuvre Parameter Unit Range
Sine steer Steer amplitude ◦ 10 - 55
(Low freq. response) Steer frequency Hz 1,0
Sine steer Steer amplitude ◦ 10 - 55
(High freq. response) Steer frequency Hz 3,0
Step steer Final steer angle ◦ 10 - 55
(Step response) Step duration s 0,2
Circuit Max lat. acc. g 0,1 - 1,0
(Combined slip) Max long. acc. g 0,1 - 1,0
3.2.3 Structure definition
The general structure of the network is shown in Figure 3.10.
After having defined the general architecture, constraints and datasets of the net-
work, Algorithm 1 was run to obtain the exact architecture by building matrix P
with the following parameters in the following order:
• Par. 1 → Number of input manoeuvres (open-loop),
• Par. 2 → Ratio of sine steer to step steer manoeuvres,
• Par. 3 → Number of hidden layer neurons,
• Par. 4 → Number of delays.
The first parameter varied was the number of total manoeuvres. Only the number
of open-loop manoeuvres was varied since they are dependant on the vehicle and
are therefore reproducible, unlike closed-loop manoeuvres which are dependant on
the driver and were thus kept constant. Generally, training improves with a larger
amount of data. However, with too many manoeuvres compared to the number of
neurons, the network might underfit the data as it would not be powerful enough
to approximate the function. This also depends on the number of tapped delays as
these also increase the amount of data and hence the dimension of the input space.
The second parameter varied was the ratio between number of sine steer configu-
rations and step steer configurations within the predefined range (higher discreti-
sation) whilst keeping the total number of manoeuvres approximately the same.
Note that it was not possible to maintain the exact same number of manoeuvres
since multiples of three for each parameter variation were necessary. This ratio
was chosen as a parameter since the frequency response of a non-linear system is
harder to identify compared to the step response.[71]
The next parameter which was varied was the number of neurons. The higher the
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Figure 3.10: General structure of ANN module.
number, the more powerful the network, meaning it can approximate more com-
plicated functions. However, it is also easier for the system to overfit. The lower
the number of neurons, the harder it is to overfit but the more probable that the
network will underfit and not be powerful enough. Since the main factor which
causes an ANN to overfit is the ratio between input data and neurons, the number
of neurons was varied after choosing the total number of manoeuvres.
Finally, to give some time memory to the ANN, the number of tapped delays was
varied, considering a frequency acquisition of 100Hz, 10 delays correspond to 0,1s.
3.2.4 Results
Running the algorithm, the system converged after one sweep of every parameter
with lγ = lη = lζ = 0, 2◦. The final structure of the ANN obtained with the
proposed algorithm is the following:
• Par. 1 → 450 (1 hour and 25 minutes driving)
• Par. 2 → 1 (225 sine steers and 225 step steers)
• Par. 3 → 90 (hidden layer)
• Par. 4 → 10 (equal to 0,1s in time)
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Figure 3.11: Algorithm 1 results.
The results of the algorithm are shown in Figure 3.11. For each step, the loss func-
tion of each architecture, represented by a different colour were plotted using five
different initial conditions for the training set, validation set, test set and overall
set. The loss functions are represented as boxplots to show error distribution, in
order to evaluate if a network with a certain architecture and initial conditions
reaches a local minimum instead of a global minimum, thus guaranteeing great
performance for some manoeuvre types but terrible performance for others. The
average of the loss function of the five initial conditions was used as the evaluation
criteria in the algorithm. As expected, performance increased with the increase
in the number of input manoeuvres. The variation of the ratio of sine steer to
step steer configurations in step two did not much influence network performance,
although the smallest error arose when the number of sine steer and step steer
configurations was equal. In step three, the higher the number of neurons, the
better the performance. No overfitting occured as can be seen in the validation
boxplot, due also to the higher number of manoeuvres. Finally, the lowest number
of tapped delays resulted in the best performance.
The results of the deployed ANN on the test set can be seen in Figure 3.12. Specifi-
cally, for each manoeuvre type in Table 3.4 (low frequency sine steer, high frequency
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Figure 3.12: Sideslip angle ANN estimation on test set. a) Low frequency sine
steer. b) High frequency sine steer. c) Step steer. d) Circuit.
sine steer, step steer and circuit), only the manoeuvre configuration with the high-
est values of I/O signals is shown. In these conditions, the vehicle is handling at
the limits and is operating in the non-linear region.
For confidentiality reasons, the sideslip angle values have been normalised to the
maximum value obtained in all datasets. The ANN obtained with the proposed
method shows very good results for all types of manoeuvres in a numerical envi-
ronment.
Due to different external conditions (road friction), model uncertainty (tyre model)
and closed-loop behaviour (driver), when applying this ANN to the experimental
data, the sideslip angle estimated by the ANN saturates to the maximum value
seen in the numerical environment as will be shown in the following section. Thus,
the value estimated by this ANN will serve as a correction measurement for the
UKF.
3.3 UKF module
In this section the remaining part of the proposed observer will be discussed. This
is a UKF based on a kinematic model whose inputs are IMU measurements, the
pseudo-sideslip angle estimated by the ANN and the longitudinal velocity given
by direct integration with integral damping and integral value reset. For better
observer convergence, UKF output is used to correct the pseudo-sideslip angle so
that the measurement entering the UKF and its output asymptotically tend to the
same value.
3.3.1 UKF algorithm
The UKF was first proposed by Julier et al..[112] Unlike the EKF where the time
update is conducted by a linearised system through a Jacobi matrix, the UKF uses
a non-linear function model. The main idea is to use the UT to propagate the
so-called “sigma points” a group of symmetrically distributed points around the
previous estimated system states which contain the information for the expected
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mean value and variance of the system. Consider a non-linear system in discrete
time form with additive noise,
xk+1 = f(xk,uk, tk) + vk, (3.10a)
yk = g(xk, tk) + wk. (3.10b)
Where xk ∈ Rn represents the state vector, uk ∈ Rm is the input vector, yk ∈ Rq
the measurement vector. The process noise vk and measurement noise wk are
white Gaussian noises, i.e. zero mean and uncorrelated and defined as follows,
vk ∼ N (0,Rvk), (3.11a)
wk ∼ N (0,Rwk ). (3.11b)
Where Rvk and R
w
k are, respectively, the process noise and measurement noise
covariance matrices. The UKF algorithm can be presented considering the state
vector xk (random variable) having mean value x˜k and covariance Qk.
1. Initialise mean value and variance matrix as follows,
x˜0 = E[x0], (3.12a)
Q0 = E[(x0 − x˜0)(x0 − x˜0)T ]. (3.12b)
Where x˜0 is the a posteriori estimation of the expected mean value for k = 0 and
Q0 is the a posteriori estimation of the variance matrix for k = 0.
2. Calculate sigma points X k−1 ∈ Rn×(2n+1) for k ∈ {1, ...,∞} according to the
following,
X k−1 =
[
x˜k−1 x˜k−1 + Ak−1 x˜k−1 −Ak−1
]
, (3.13a)
Ak−1 =
√
(n+ λ)Qk−1, (3.13b)
λ = α2(n+ κ)− n. (3.13c)
Where λ is a scaling parameter, the constant α determines the spread of the sigma
points around xk−1 and is usually set to a small positive value. The constant κ
is a secondary scaling parameter. Many studies have been carried out to calculate
the square root of covariance matrix Qk−1. In this work Cholesky factorization
was used for which a Hermitian positive-definite matrix B can be decomposed as
B = LL+, with L being a lower triangular matrix with real and positive diagonal
terms.
3. Time update by transforming the sigma points with the non-linear functions as
follows,
X k|k−1 = f(X k−1,uk−1, tk), (3.14a)
Yk|k−1 = g(X k−1, tk). (3.14b)
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And computing the a priori estimation of the expected mean value x˜−k , variance
matrix Q−k and measurement estimation y˜
−
k ,
x˜−k =
2n∑
i=0
W
(m)
i Xi,k|k−1, (3.15a)
Q−k =
2n∑
i=0
W
(c)
i [Xi,k|k−1 − x˜−k ][Xi,k|k−1 − x˜−k ]T + Rvk, (3.15b)
y˜−k =
2n∑
i=0
W
(m)
i Yi,k|k−1. (3.15c)
Where the Wi weights are represented by,
W
(m)
0 = λ/(n+ λ), (3.16a)
W
(c)
0 = λ/(n+ λ) + (1− α2 + γ), (3.16b)
W
(m)
i = W
(c)
i = 1/{2(n+ λ)} i = 1, ..., 2n. (3.16c)
Where γ is used to incorporate prior knowledge of the distribution of the state
vector (for Gaussian distributions, γ = 2 is optimal).
4. Measurement update by computing the measurement estimation variance Qykyk
and covariance matrix Qxkyk between x˜
−
k and y˜
−
k ,
Qykyk =
2n∑
i=0
W
(c)
i [Yi,k|k−1 − yˆ−k ][Yi,k|k−1 − yˆ−k ]T + Rwk , (3.17a)
Qxkyk =
2n∑
i=0
W
(c)
i [Xi,k|k−1 − xˆ−k ][Yi,k|k−1 − yˆ−k ]T . (3.17b)
And finally, calculating the Kalman gain Kk, a posteriori estimation of expected
mean value x˜k and variance matrix Qk as follows,
Kk = QxkykQ−1ykyk , (3.18a)
x˜k = x˜−k +Kk(yk − y˜−k ), (3.18b)
Qk = Q
−
k −KkQykykKTk . (3.18c)
3.3.2 Kinematic model
Since the model used for the UKF is a pure kinematic model, it does not depend on
any tyre model. The model describes the kinematics of the vehicle’s planar motion.
Given longitudinal acceleration ax, lateral acceleration ay, yaw rate ψ˙, longitudinal
velocity vx, lateral velocity vy and sideslip angle β, a set of differential equations
can be written in the vehicle’s reference system with origin in its centre of gravity
as follows,
v˙x = ax + vyψ˙, (3.19a)
v˙y = ay − vxψ˙. (3.19b)
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From the definition of β (neglecting roll and pitch motions), vy can be expressed
as,
vy = vx tanβ. (3.20)
And consequently its derivative,
v˙y = v˙x tanβ + vx(1 + tan
2 β)β˙. (3.21)
Substituting (3.20) and (3.21) in (3.19a) and (3.19b) a new set of differential equa-
tions is obtained,
v˙x = ax + vxψ˙ tanβ, (3.22a)
β˙ =
1
vx(1 + tan
2 β)
(ay − vxψ˙ − vxψ˙ tan2 β − ax tanβ). (3.22b)
Applying some trigonometric identities, the sideslip angle kinematics can be ex-
pressed as,
β˙ =
ay
vx
cos2 β − ax
2vx
sin 2β − ψ˙. (3.23)
Thus the state vector becomes x(t) = [β], the input vector u(t) = [ax, ay, ψ˙, vx], the
measurement vector y(t) = [βˆ] with βˆ being the pseudo-sideslip angle, vx is found
by direct integration while ax, ay and ψ˙ are measured with an IMU. Applying the
UKF equations to this system, the estimated sideslip angle β˜ is obtained.
3.3.3 Longitudinal velocity observer
The longitudinal velocity is kept external to the UKF to avoid influencing the
covariance matrices and because it can be found with good precision by direct
integration using integral damping and integral reset value (DI-IDIRV) to eliminate
integration drift. First, moving average filters with a five tenths of a second window
are applied to the signals coming from the IMU. Then, integral damping is added
to obtain,
v˙x =
∫ [
ax + vxψ˙ tanβ − vx
τ
sgn(v˙x)
]
dt. (3.24)
Where τ (τ ≥ 1) represents a damping coefficient. A fourth order explicit Runge-
Kutta numerical integration is used to solve the equation. Finally, the integral
value is reset with a steady-state value. The condition for steady-state [7] is that
yaw moment must be zero. When this occurs, the steady-state longitudinal velocity
vsx can be found,
vsx =
ay
ψ˙
. (3.25)
A quasi steady-state condition is considered and “activates” at time step k in the
following way. Given the time discrete system and ψ˙(t) = [ψ˙(k−l), ψ˙(k−l+1), ..., ψ˙(k)]
comprising yaw rate at step k and yaw rate at the l previous time steps, the
following conditions must be fulfilled:
|ψ˙i| ≤  i = k − l, k − l + 1, ...k, (3.26a)
k∑
i=k−l
|ψ˙i| ≤ d. (3.26b)
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with , d ∈ R being small positive numbers. When this happens, the integral value
is reset to the steady-state value as for (3.25). This integral reset value method is
valid under the assumption that:
• the vehicle is not driving in a straight line on a flat road, in which case the
sidelip angle is in any case zero,
• the vehicle is a non-neutral steering vehicle, in which case even with external
disturbance or a banked road the sideslip angle is different to zero but no
yaw rate is generated.
Experimental results of this method and the effectiveness of the algorithm will be
shown in the next section.
Figure 3.13: Experimental setup.
3.3.4 Pseudo-sideslip angle correction
The pseudo-sideslip angle is based on supervised learning. The hyperbolic tangent
function used as transfer function in the ANN has two horizontal asymptotes. Thus,
the output of the network is saturated to the maximum and minimum value seen
during training. To increase performance of the UKF, at time step k the pseudo-
sideslip angle βˆk is corrected and a corrected pseudo-sideslip angle βˆ?k is obtained.
This is done with proportional feedback correction as follows,
βˆ?k = Ckβˆk. (3.27)
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Table 3.5: InvenSense MPU-6050 datasheet.
Parameter Value Unit Sensor
Power spectral density 400 µg/
√
Hz Acceler.
Total RMS noise 0,05 ◦/s-rms Gyrosc.
Low-frequency RMS noise 0,033 ◦/s-rms Gyrosc.
Rate noise spectral density 0,005 ◦ /s/
√
Hz Gyrosc.
where the proportional gain Ck at time step k is found with the following system
of equations,
Ck =

1, if |β˜k−1 − βˆk−1| ≥ Lk,
Uk, if Ck ≥ Uk,
β˜k−1
βˆk−1
, otherwise.
(3.28)
Since the correction is recursive, the lower saturation Lk and upper saturation Uk
are used to make the algorithm stable.
3.4 Results
In this final section, firstly the experimental setup used to obtain the real data
will be described and then the results of the algorithm will be shown for both the
longitudinal velocity and sideslip angle estimation. The benefits of the proposed
algorithm against standalone solutions will be described.
3.4.1 Experimental setup
The experimental data was obtained on a sport saloon which can be seen in
Figure 3.14.
The vehicle was equipped with a two axis non-contact optical sensor with a halo-
gen lamp for sideslip angle measurement, specifically the Kistler Correvit S-Motion
which has a measurement accuracy angle of ±0,2◦ and angle resolution of ±0,1◦.
The measurement is guaranteed with a minimum speed of ±0,1km/h and a maxi-
mum speed of±250km/h, accelerations up to±18g and angle speeds up to±300◦/s,
with a frequency of 500Hz. Since the sensor was mounted in front of the vehicle’s
front axis, the velocity measurements were shifted to the centre of gravity by means
of rigid body laws. The vehicle was also equipped with Kistler HF Sensors, an opti-
cal laser height-sensor, on both sides of the vehicle, to validate the Vi-Grade model
used to train the ANN. Additionally, a Kistler MSW Sensor, a non-contact opti-
cal steering angle sensor, was mounted behind the steering wheel to measure both
steering wheel torque and angle for numerical model validation. To measure accel-
erations and rotational velocities, the MPU-6050 three axis IMU of InvenSense was
used whose noise characteristics are shown in Table 3.5. This IMU was installed
on a Meccanica 42 M42A2C10 ECU comprising an AVR 32bit CPU, 512kB flash
memory, 64kB EEPROM and 64kB RAM with a maximum clock signal of 66MHz.
This ECU is also provided with a 4.1 bluetooth, a 30A and 40V H-bridge and two
CAN interfaces.
The acquisition system used to convert the signals is shown in Figure 3.14. It in-
cludes a Vector VN1640A CAN/LIN interface with a time stamp accuracy of 1µs
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Figure 3.14: Acquisition system.
that can acquire CAN signals at a rate up to 2Mbit/s. The testing was done at
Marzaglia (MO), Italy with professional test drivers.
The proposed algorithm was run at a frequency of 100Hz on the described exper-
imental setup. The bottleneck proved to be the CAN system which limited the
system’s performance to such frequency.
3.4.2 IMU measurements
A sample of the acquisitions obtained during testing with the IMU described above
are shown in Figure 3.15, specifically, yaw rate, longitudinal acceleration and lateral
acceleration. A moving average filter with a five tenths of a second window was
used to smoothen the inputs fed to the estimator. This filter was chosen since
it does not require much memory and is capable of smoothening high frequency
oscillations while introducing very little phase lag given the size of the time window.
The results obtained from the Meccanica 42 IMU were compared with the IMU
installed in the Correvit sensor to ensure there was no drift in the gyroscope and
accelerometer measurements. Since the Correvit sensor outputs are the longitudinal
and lateral velocities, the sideslip angle was easily calculated, while the longitudinal
velocity was used as a comparison value for the DI-IDIRV estimator. The other
IMU measurements, i.e. vertical acceleration, roll rate and pitch rate were also
filtered with the same moving average filter. These signals were used only in the
ANN and neglected for the UKF where planar motion was considered.
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Figure 3.15: IMU measurements. a) Yaw rate. b) Longitudinal acceleration. c)
Lateral acceleration.
3.4.3 Longitudinal velocity estimation
The longitudinal velocity of the vehicle was estimated based on the DI-IDIRV ob-
server. The same moving average filter used for IMU measurements was used to
filter the estimator’s feedback.
Note that since for the UKF dynamics the longitudinal velocity appears in two
terms in the denominator, it is important for the estimated longitudinal velocity to
not diverge into very small values for correct sideslip angle estimation and numer-
ical integration stability. If the estimated longitudinal velocity is larger than the
real value, the sideslip angle derivative will be a lower value than the real one. The
term with longitudinal acceleration generally contributes little to the dynamics for
normal values of sideslip angle due to the sine multiplication. The results of the
estimation can be seen in Figure 3.16 where the integral resets are also illustrated.
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Figure 3.16: Longitudinal velocity estimation.
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Table 3.6: Longitudinal velocity estimation error.
Observer MAE (m/s) RMSE (m/s) R
DI-IDIRV 0,88 1,13 0,98
With proper tuning, the integral resets correspond to the real longitudinal velocity.
Without the integral reset, the observer is highly unstable and estimated longitu-
dinal velocity quickly diverges, making sideslip angle estimation error very large.
The moving average filter applied to the inputs and the integral damping improve
numerical integration stability. The estimated velocity profile is very similar to the
measured one. Both the velocity variations and quasi steady-state behaviour are
well observed. A quantitative analysis by means of different error estimates, shown
in Table 3.6, illustrates the high efficiency. Specifically, the Mean Absolute Error
(MAE), the Root Mean Square Error (RMSE), and the correlation factor R have
been calculated. Due to the small relative magnitude of the error estimates, it can
be concluded that the proposed observer efficiently estimates longitudinal velocity
by using only IMU measurements. This is also confirmed by the results shown in
Figure 3.17. Here, the probability density function (PDF) of the velocity estima-
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Figure 3.17: Longitudinal velocity estimation error. a) Probability density function
of the estimation error. b) Real value vs estimated value.
tion error is represented. It can be noted that the error is random, not having a
normal distribution, and is between approximately -0,5m/s and 2,5m/s.
The lower boundary, equal to -0,5m/s, is very important since, as already men-
tioned, longitudinal velocity appears only as a denominator in the sideslip angle
dynamics of the UKF. Finally, it should be noted that estimated velocity is inde-
pendent of velocity magnitude.
3.4.4 Sideslip angle estimation
Having considered longitudinal velocity estimation and IMU data filtering, sideslip
angle estimation can now be discussed.
The results of the pseudo-sideslip angle, the corrected pseudo-sideslip angle and
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UKF estimated sideslip angle will be shown and compared.
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Figure 3.18: Sideslip angle estimation. a) ANN and Corrected ANN estimation.
b) ANN + UKF estimation.
Sideslip angle estimation results are shown in Figure 3.18, where for confidentiality
reasons the normalised sideslip angle has been plotted. Normalisation was done
using the maximum value of the network’s training dataset, shown in Figure 3.12.
Due to external disturbances, model uncertainty and, especially, different closed-
loop behaviours, the magnitude of the sideslip angle is often a higher value than
those found in the numerical environment. For this reason, despite great effort
to avoid ANN extrapolation, the ANN cannot correctly estimate the experimental
data in terms of magnitude. However, the sideslip angle time response given by
the ANN is still very accurate and sideslip angle variations are actually estimated
correctly. As expected, the pseudo-sideslip angle is saturated to the maximum and
minimum network training dataset value while time response is very good. Thus,
the proposed strategy for the neural network structure definition can be considered
efficient despite needing magnitude correction.
The result of the integrated ANN and UKF, shown in Figure 3.18, shows how
sideslip angle estimation is properly corrected with the proposed method. Both
time response and magnitude of the estimated sideslip angle are similar to the
measured one. Note that in the first sideslip angle variation, the sideslip angle mea-
surement given by the Correvit sensor is not coherent with the IMU measurements.
This large discontinuity would seem to indicate that the Correvit measurement is
wrong for the 20s to 23s time window. Excluding this, the proposed observer is
very efficient in its estimation. This is confirmed by an absolute error time anal-
ysis of the observer, shown in Figure 3.19, and a quantitative analysis, shown in
Table 3.7. In Figure 3.19, the real value versus the estimated value is shown on the
left while the sideslip angle error PDF is shown on the right. The table are reports
the MAE, RMSE and R values.
In addition to the quantitative analysis of the longitudinal velocity observer, the
mean value of the error µ and standard deviation σ were calculated as the error
distribution resembles a normal distribution. The corrected ANN, which depends
on the output of the UKF, also improves the estimation given by the ANN. The
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Table 3.7: Sideslip angle estimation error.
Observer MAE (deg) RMSE (deg) R µ (deg) σ (deg)
ANN 0,77 2,63 0,94 0,77 2,50
Corrected ANN 0,36 1,34 0,95 0,36 1,17
ANN + UKF 0,09 0,70 0,98 0,09 0,67
pseudo-sideslip angle correction saturation ensures that the observer’s output re-
mains stable. Since βˆ? and β˜ recursively depend on each other, the correction helps
increase speed and accuracy of the convergence of the algorithm.
For small sideslip angle values the ANN estimates very well, while for larger val-
ues estimation is incorrect. The proposed algorithm properly corrects the ANN
estimate. Since for many seconds the vehicle is in a straight line and the sideslip
angle is close to zero, the correlation factor and mean absolute error have very
good values for all observers. However, the root mean square error of the ANN
is very high. The proposed ANN + UKF shows instead very good values for all
metrics with an improvement of 73,3% on the RMSE with respect to the ANN and
of 47,7% with respect to the corrected ANN. Also the low mean error and standard
deviation show how the proposed observer estimates the sideslip angle with very
high precision.
Chapter 4
Hierarchical Robotic Controller
In this chapter the robotic controller developed is discussed in detail. The hier-
archical control scheme developed is described and particularly the vehicle models
used for the two levels and the constraint used in the NMPCs are defined as well
as the optimisation problems.
Finally, the results of the proposed controller are shown and compared with the
ones given by a commercial software. The results show some clear improvement
with respect to the current state of the art and guarantee real-time feasibility for
AD.
4.1 Modelling
In this section, all aspects concerning the vehicle models used in the control scheme
will be discussed. Specifically, the high fidelity vehicle model used for the low-level
control is described, which consists of planar dynamics, vertical dynamics, wheel
dynamics and tyre forces. Furthermore, the point-mass dynamics and acceleration
limits used in the high-level controller are discussed.
4.1.1 Vehicle model
The vehicle model used for the low-level controller is a seven degrees of freedom
model which describes the planar dynamics of the vehicle, neglecting heave, pitch
and roll motions. To properly consider vertical force tyre sensitivities and elimi-
nate algebraic loops, a dynamic formulation of both longitudinal and lateral load
transfers are used. Additionally, the variation of vertical load due to aerodynamic
effects is present in the model.
Wheel dynamics are properly modelled, including the effect of limited slip differen-
tial since at at-limit handling, the presence of a LSD heavily influences the vehicle
dynamics [113] especially during combined accelerations.
The tyres are modelled with a MF6.1 formulation comprising of all combined effects.
However, aligning and overturning moments generated by the tyres are neglected.
The engine torque is modelled considering maximum and minimum torque at the
wheel for each gear and using the envelope curve as a torque limit over the entire
range of wheel speeds. This is possible since an additional gear controller which
shifts gear at pre-determined wheel speeds is implemented. Note that this type of
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controller is based on a discrete state machine which also uses the time from the
previous gear change as a control input, this assures no oscillation between gears.
The input vector u is composed of engine torque Te, braking pedal percentage Bp
and steering wheel angle δw,
u(t) = [Te, Bp, δw] . (4.1)
The twelve-dimensional state vector is composed of positions, yaw angle, lateral
and longitudinal velocities, yaw rate, wheel speeds and vertical load transfer. Since
each state is discussed in detail further on, here only the state vector x is defined,
x(t) = [X,Y, ψ, vx, vy, ψ˙, ωfl, ωfr, ωrl, ωrr,∆Fzx ,∆Fzy ] . (4.2)
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Figure 4.1: Vehicle model scheme.
Planar dynamics
The four-wheel classic seven degrees of freedom model describes longitudinal po-
sition X, lateral position Y , and yaw angle ψ of a vehicle with respect to a fixed
reference system as well as the already defined longitudinal velocity vx, lateral ve-
locity vy and yaw rate ψ˙ with respect to a vehicle reference system with origin in
Cg and vertical axis pointing upwards. The vehicle model described is illustrated
in Figure 4.1. The equations of motion of positions and yaw angle with respect to
the fixed reference system are described as follows,
X˙ = vx cos(ψ)− vy sin(ψ) , (4.3)
Y˙ = vy cos(ψ) + vx sin(ψ) , (4.4)
ψ˙ = dψ/dt . (4.5)
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To formulate the equation of motion for the remaining states, the following sub-
scripts to refer to individual wheels are introduced: (∗)as where a ∈ {f, r} denotes
front and rear axis and s ∈ {l, r} denotes the left and right side respectively. The
front-left and front-right steering angles, respectively δfl and δfr are calculated
with Ackermann geometry [7] as follows:
δfl =
2δ(lf + lr)
2(lf + lr)− δtf , (4.6)
δfl =
2δ(lf + lr)
2(lf + lr) + δtf
. (4.7)
The steering angle δ is obtained by multiplying the steering ratio given by the
pinion-rack engagement with δw. Even though Ackermann geometry is considered
in the NMPC model, to simplify the notation in the following equations Acker-
mann steering is neglected and the left and right toe angles are considered to be
equal δfr = δfl. Considering the front and rear track tf and tr, yaw inertia Jzz,
longitudinal tyre forces Fxas and lateral tyre forces Fyas , air density ρ, front vehicle
surface S, vehicle drag coefficient Cx, the already defined front and rear wheelbase
lf and lr and vehicle mass m, and neglecting static toe, the planar dynamics can
be written as,
mv˙x = Fx −mvyψ˙ , (4.8)
mv˙y = Fy +mvxψ˙ , (4.9)
Jzzψ¨ = Mz . (4.10)
Where the total forces Fx and Fy and moment Mz acting on the vehicle are de-
scribed as,
Fx = cos(δ)(Fxfl + Fxfr )− sin(δ)(Fyfl + Fyfr ) + Fxrl + Fxrr − ρSCxv2x/2 , (4.11)
Fy = cos(δ)(Fyfl + Fyfr ) + sin(δ)(Fxfl + Fxfr ) + Fyrl + Fyrr , (4.12)
Mz = cos(δ)(Fxfr − Fxfl)tf + sin(δ)(Fxfl + Fxfr )lf+
cos(δ)(Fyfl + Fyfr )lf + sin(δ)(Fyfl − Fyrl)tf+
(Fxrr − Fxrl)tr − (Fyrl + Fyrr )lr .
(4.13)
Wheel dynamics
The forces acting on the vehicle are strongly influenced by the wheel’s dynamics.
Specifically: engine, gearbox, differential and wheels are considered in this model
comprising inertia, transmission ratio and torque distribution. A visual scheme of
the layout is shown in Figure 4.2. In the here presented model, the following ef-
fects are neglected: the clutch engagement (the clutch is considered to be one with
the gearbox) and the losses in the transmission (unitary efficiency). This allows
to model the input torque to the differential Td as a function of engine torque,
Td = Te/(τgτd), where τg and τd are the transmission ratios of the gearbox, and
differential respectively.
Since the controller will be operating mainly at at-limit handling, it is important
for the controller to predict combined adherence for each tyre to maximise per-
formance. For this reason, the model should correctly predict how slip ratio and
slip angle evolve as a consequence of the control input. Therefore, wheel speed
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Figure 4.2: Transmission layout.
ωas of each wheel needs to be correctly modelled. In this work a Rear Wheel
Drive (RWD) vehicle is used, thus, the front wheels are only affected by braking
torques, whereas the rear wheels are also influenced by engine torque. Braking
torques of each wheel are computed based on front and rear brake transfer func-
tions from brake percentage to brake torque kbf and k
b
r (i.e., depending on master
cylinder, brake disc radius, friction coefficient and number of brake pistons), front
to rear brake biases bb, differential locking percentage kdl , and wheel rolling resis-
tance Myas . To correctly model the torque of the drivetrain at each rear wheel it is
also important to consider the LSD effect, since at at-limit handling locking of the
differential occurs and torque is transferred from the faster wheel to the slower one.
Since a LSD model causes the wheel dynamics to be discontinuous, which in turn
would prohibit the use of continuous optimisation solvers, two simplifications are
necessary. First, preload is neglected and second, the hyperbolic tangent function
is used to approximate the sign function normally present in LSD models. Based
on the above-described torques, the wheel dynamics can be written as,
Jrotfl ω˙fl = −(Bpkbfbb)− FxflRfl −Myfl , (4.14)
Jrotfr ω˙fr = −(Bpkbfbb)− FxfrRfr −Myfr , (4.15)
Jrotrl ω˙rl =
1
2
Td[1− kdl tanh(ωrl − ωrr)]−Bp(1− bb)kbr − FxrlRrl −Myrl ,
(4.16)
Jrotrr ω˙rr =
1
2
Td[1 + k
d
l tanh(ωrl − ωrr)]−Bp(1− bb)kbr − FxrrRrr −Myrr .
(4.17)
Where Jrotas is the inertia of the respective wheel including the brake rotor and
drive shaft in case of the rear wheels.
Vertical dynamics
Vertical dynamics ought to be considered in the model since tyres have a non-linear
characteristic with respect to vertical forces which vary due to planar dynamics,
i.e. load transfer. However, load transfers again depend on tyre forces and thus,
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vertical forces; this causes an algebraic loop. One possible way to resolve this issue
is to introduce a dynamical system describing vertical loads. More precisely, fol-
lowing the framework in [114] a dynamical system for the longitudinal and lateral
weight transfers is formulated. Given these weight transfers, vertical load acting on
each tyre Fzas can be expressed as the sum between static vertical load Fz0as , lon-
gitudinal and lateral weight transfers ∆Fzx and ∆Fzy and downforce Flas . Hence,
the total vertical force acting on each tyre is expressed as,
Fzas = Fz0as ±∆Fzx ±∆Fzy ta/tavg + Flas . (4.18)
Where the sign in front of ∆Fzx is negative for the front wheels and positive for
the rear wheels and the sign in front of ∆Fzy is positive for the right wheels and
negative for the left wheels. To account for front to rear lateral load transfer
distribution, the lateral load transfer is multiplied by ta, which is the front track
for the front wheels’ vertical load calculation and rear track for the rear wheels’
vertical load calculation, and divided by tavg, which is the average between front
and rear track. The static vertical load for each tyre can be found with simple
geometrical considerations and is found as follows,
Fz0fl = Fz0fr =
mglr
2(lf + lr)
, Fz0rl = Fz0rr =
mglf
2(lf + lr)
. (4.19)
The aerodynamic load acting on each tyre can be expressed considering the vehicle’s
lift coefficient Cz and is given by Flas =
ρSCz
8 v
2
x.
Finally, dynamic load transfers are expressed as a first-order delay system. These
equations are characterised by a longitudinal time constant τx and lateral time
constant τy, which implicitly represent equivalent pitch and roll suspension stiffness,
and centre of gravity’s height from the ground h.
∆F˙zx =
1
τx
(
h
2(lf + lr)
Fx −∆Fzx
)
, (4.20)
∆F˙zy =
1
τy
(
h
2(tf + tr)
Fy −∆Fzy
)
. (4.21)
Actuator dynamics
A simple actuator dynamics model is considered, whereby the inputs cannot be
changed directly but the rate of change can be controlled. This corresponds to
simple integrator dynamics. This also allows the limitation of the rate of change of
the real inputs and optimise for smooth input trajectories. However, this results
in a larger state vector xˆ which also contains the (real) inputs, and the input uˆ to
the system become the rate of the inputs,
uˆ(t) = [T˙e, B˙p, δ˙w] , (4.22)
xˆ(t) = [X,Y, ψ, vx, vy, ψ˙, ωfl, ωfr, ωrl, ωrr,∆Fzx ,∆Fzy , Te, Bp, δw] . (4.23)
Note that similarly, it would also be possible to include more complex actuator
dynamics. This could be especially interesting for the steering and the engine
torque, but for computational reasons this simple integrator model is used.
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Tyre forces
Tyre forces are modelled by means of the Pacejka MF6.1 tyre model. In this for-
mulation, large camber angles and pressure changes are considered in addition to a
better rolling resistance Myas description. Overturning Mxas and aligning torques
Mzas are neglected due to the computational burden. Particularly the latter are
important for vehicle handling purposes. However, the contribution which these
give to the model is not enough to justify the increase in computation time (ap-
proximately three times higher in this control scheme due to the need to calculate
the Jacobian and the Hessian for the optimiser). Concerning forces, the entire
combined force formulation was implemented for both longitudinal and lateral be-
haviour. This is especially important since tyres represent the only component
which exchanges forces with the ground. A classic slip ratio σas and slip angle αas
formulation is used [115] which considers velocity at the wheel centre of each wheel
vcas calculated as follows,
vcfl =
√
(vx − ψ˙tf/2)2 + (vy + ψ˙lf )2 =
√
v2xcfl
+ v2ycfl
, (4.24)
vcfr =
√
(vx + ψ˙tf/2)2 + (vy + ψ˙lf )2 =
√
v2xcfr
+ v2ycfr
, (4.25)
vcrl =
√
(vx − ψ˙tr/2)2 + (vy − ψ˙lr)2 =
√
v2xcrl
+ v2ycrl
, (4.26)
vcrr =
√
(vx + ψ˙tr/2)2 + (vy − ψ˙lr)2 =
√
v2xcrr + v
2
ycrr
. (4.27)
This results in the following slip formulation,
σas =
ωasRas − vxcas cos(δas) + vycas sin(δas)
vxcas cos(δas) + vycas sin(δas)
, (4.28)
αas = tan
−1
(vycas
vxcas
)
− δas. (4.29)
The resulting adherence ellipse for the front and rear tyres for a single vertical load
is shown in Figure 4.3. The exact tyre force can be seen in the aforementioned
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Figure 4.3: Tyre combined forces.
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reference, however, tyre force results as a function of the following quantities:
Fxas = f(σas, αas, Fzas , vx, vy, ψ˙), Fyas = g(σas, αas, Fzas , vx, vy, ψ˙) . (4.30)
4.1.2 State-space transformation
The model described above can be written in state space form ˙ˆu(t) = f(xˆ(t), uˆ(t)).
With the model written in this form, time is the independent variable. However,
since the goal of the control system is to minimise how much time the vehicle takes
to complete a lap, one popular approach is to transform the model from a time-
dependent to a track-dependant (spatial) formulation. Additionally, this transfor-
mation allows for a natural formulation of obstacles and general road bounds under
varying vehicle speed.
To obtain this transformation, the reference path C must be transformed by de-
scribing it with a curvilinear abscissa approach. Thus, it can be expressed as a
function of its curvature k and the parametrisation of the curve by its arc-length
s as in Section 2.4. With this approach, the cartesian position and angular coor-
dinates X, Y , and ψ can be replaced by the longitudinal position on the reference
line s, the lateral error n and the heading angle error α. A visual scheme of this
transformation can be seen in Figure 4.4. The equation of motion of the vehicle’s
s n
θ
vx
vy
θα
ψ
reference 
path C
(X,Y)
(XC,YC)
Figure 4.4: State space transformation.
global position in the curvilinear abscissa formulation can be written as,
s˙ =
vx cos(α)− vy sin(α)
1− nk(s) , (4.31a)
n˙ = vx sin(α) + vy cos(α) , (4.31b)
α˙ = ψ˙ − vx cos(α)− vy sin(α)
1− nk(s) k(s) . (4.31c)
The system of equations is valid under the assumption that the vehicle always
stays at a lateral distance n that is smaller than the distance of the local centre
of curvature of the road, i.e. n < 1/k(s) and that the vehicle’s total velocity is
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greater than zero ||vx + vy|| > 0. Based on this state transformation the system
can now be transformed into the spatial form, where the independent variable is
no longer time but s the position along the reference path,
˙˜x(t) =
dx˜
dt
=
dx˜
ds
ds
dt
= s˙x˜′ ⇒ x˜′(s) = f(x˜(t), uˆ(t))
s˙
= f˜(x˜(s), uˆ(s)) . (4.32)
Where x˜′(s) denotes the derivative of x˜(s) with respect to s, and for the trans-
formation to be well defined it needs to hold that s˙ > 0, which is the case if the
absolute velocity is positive. Note that this transformation renders the s state
redundant, thus the state x˜(s) is given by,
x˜(s) = [n, α, vx, vy, ψ˙, ωfl, ωfr, ωrl, ωrr,∆Fzx ,∆Fzy , Te, Bp, δw] . (4.33)
4.1.3 Point-mass dynamics
The high-level controller is based on a simple point-mass model as shown in Figure 4.5.
𝑎𝑡
𝑅(𝑠)
Trajectory
Acceleration vectors
Local curvature
Centre of gravity
𝑚
𝑎𝑛
𝛾(𝑠)
Figure 4.5: Point-mass dynamics model.
The model represents a mass of which the position is always on the reference path,
thus, the curvature is always known. With the curvature at each point of the tra-
jectory and the acceleration limits of the mass, it is possible to calculate a velocity
profile.
More precisely, the velocity of a point-mass along the reference path can be de-
scribed by the following model,
dvt
dt
= at =
ft
m
− ρSCx
2m
v2t . (4.34)
Where m, ρ, S, and Cx are as defined in Section 4.1.1, at is the tangential ac-
celeration and ft is the tangential force applied to the point-mass and, therefore,
the input to the point-mass model. Furthermore, since the tangential velocity of
the point-mass is known, the centripetal acceleration an is given by an = v2t k(s).
Thus, both tangential force and centripetal acceleration are known which allows
constraining the accelerations within the limits of the vehicle, mainly the tires and
engine limits which are discussed in the next section.
However, since curvature is needed to compute centripetal acceleration, it is ben-
eficial to again transfer the system into spatial form, where s is the independent
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variable and thus k(s) is fixed. Moreover, for the given point-mass dynamics, where
lateral velocity vy and deviation from the path n are zero, the curvilinear abscissa
dynamic formulation expressed in (4.31a) simplifies in s˙ = vt. Thus, the state
transformation is significantly simpler than in the general case described in the
previous section. Additionally, similar to Section 4.1.1, an integrator actuator dy-
namics is introduced, mainly to be able to minimise (indirectly) longitudinal jerk.
Thus, the dynamics of the point-mass model in the spatial form are,
vt(s)
′ =
1
vt
(
ft
m
− ρSCx
2m
v2t
)
,
ft(s)
′ =
jt
vt
. (4.35)
The dynamics can be written in the following state space model, q(s)′ = g(q(s),w(s)),
where q(s) = [vt, ft] is the state vector and w(s) = jt is the input.
Acceleration limits
The acceleration limits of the vehicle can be represented with the gg-diagram. This
represents the vehicle’s performance limits measured at the centre of gravity under
steady-state behaviour, hence it can be used as a constraint for the point-mass
model. Since it is important for the high-level controller to not underestimate the
potential performance of the vehicle, a slightly overoptimistic approach to comput-
ing the gg-limits based on tyre models is proposed. This is achieved by neglecting
load transfer and thereby vertical force tyre sensitivity. Note that the accelera-
tion limits here described are used as a constraint only for the point-mass model
and high-level controller. Because of the structure of the hierarchical scheme, it
is intended for the point-mass model to overestimate vehicle performance when
lateral dynamics are most important and short prediction horizons are sufficient so
that the low-level controller can be free to make decisions in these situations. On
the other hand, when the dynamics are dominated by longitudinal dynamics (e.g.
braking), the high-level controller should correctly predict vehicle behaviour since
the prediction horizon required is too long for the low-level controller, thus addi-
tional acceleration limits which include longitudinal weight transfer are included.
The method runs a sweep of slip angles and slip ratios at a fixed longitudinal veloc-
ity and calculates the correspondent longitudinal and lateral tyre forces. A matrix
of tyre loads for every combined slip condition and each wheel is then obtained.
From each tyre force matrix, alpha-shapes [116] are used to calculate the convex
hull of tyre adherence ellipse, as shown on the left in Figure 4.6. The various tyre
force boundaries are then summed in the σ − α space and divided by the total
vehicle mass to find the acceleration limits of the vehicle. Note that the sum in the
σas − αas space slightly underestimates vehicle’s performance, this sum should be
done in the Fxas − Fyas space, however, the computational burden would be much
higher. At this point, another convex hull, which can be expected to be similar
to an ellipse, is obtained, as shown on the right in Figure 4.6. This represents
the acceleration limits of the vehicle. With this method, the gg-diagram is only
dependant on tyre performance, which is the theoretical maximum performance
that a vehicle can obtain. Finally due to the need for an analytical formulation, a
least squares approach is used to calculate the best fit ellipse. This ellipse equation
can be used in the MPC scheme.
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The best fit ellipse method used is based on the conic equation of the ellipse,
ax2 + bxy + cy2 + dx+ ey + f = 0. (4.36)
The model is fitted by means of a least squares approach. The ellipse equation is
obtained from the following equations,
g(x, y,A) := x2 + bxy + cy2 + dx+ ey = f. (4.37)
Where x and y are the single measurements and A is the vector of parameters to
be estimated, hence A = [a, b, c, d, e]. It is now possible to define a cost function
as follows,
JA :=(gc(xc, yc,A)− fc)T (gc(xc, yc,A)− fc)
=(XA+ fc)
T (XA) = ATXTXA+ 2fTc XA+ nf
2.
(4.38)
Where gc(xc, yc;A) is a vector which is function of all measurements, in fact, each
element is g(x, y,A),
gc(xc, yc;A) =

g(x1, y1,A1)
g(x2, y2,A2)
...
g(xn, yn,An)
 . (4.39)
X is a matrix,
X =
[
xTc xc x
T
c yc y
T
c yc xc yc
]
=

x21 x1y1 y
2
1 x1 y1
x22 x1y1 y
2
1 x2 y2
...
...
...
...
...
x2n xnyn y
2
n xn yn
 . (4.40)
Finally, fc is defined as fc = ~1f which has dimension n× 1.
The derivation of the cost function with respect to the vector of parameters A
yields in the following,
ATXTX = −fTc X = −f
( n∑
i=1
Xij
)
. (4.41)
Normalising by −f , which is unknown, yields the least squares solution Aˆ,
Aˆ =
( n∑
i=1
Xij
)
(XTX)−1. (4.42)
Now, the parameters from the conic equation need to be extracted. The first thing
to do is check if the ellipse has has a tilt. The orientation is present if the coefficient
of the term xy is not zero. If so, the tilt (φ) has to be first removed substituting x
and y with x˜ = (x cosφ+ y sinφ) and y˜ = (− sinφx+ y cosφ).
ax˜2 + bx˜y˜ + cy˜2 + dx˜+ ey˜ + f = 0. (4.43)
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Calling cφ = cosφ and sφ = sinφ the above equation can be simplified.
x2(ac2φ − bcφsφ + cs2φ) + xy(2acφsφ + b(c2φ − s2φ)− 2ccφsφ)+
y2(ac2φ + bcφsφ + cs
2
φ) + x(dcφ − esφ) + y(dsφ − ecφ) + f = 0.
(4.44)
The orientation is easily found by setting the new b coefficient equal to zero.
2acφsφ + b(c
2
φ − s2φ)− 2ccφsφ = 0 =⇒ φ =
1
2
tan−1
( b
c− a
)
. (4.45)
Now the constants cφ and sφ can be found and so can the ellipse with no tilt, which
equation is as follows,
a′x2 + c′y2 + d′x+ e′y + f ′ = 0. (4.46)
The various coefficient (a′, c′, d′, e′) are expressed below.
a′ = ac2φ − bc2φs2φ + cs2φ, (4.47)
b′ = 2acφsφ + b(c2φ − s2φ)− 2ccφsφ, (4.48)
c′ = as2φ + b(cφsφ + cc
2
φ, (4.49)
d′ = dcφ − esφ, (4.50)
e′ = dsφ + ecφ. (4.51)
Next, the non-tilted ellipse equation has to be transformed into canonical form.(x− x0
a
)2
+
(y − y0
b
)2
= 1. (4.52)
With (x0, y0) begin the ellipse centre and a and b being the ellipse sub-axis.
Using a square completion method the following can be defined,
f ′′ = −f ′ + d
′2
4a′
+
e′2
4c′
. (4.53)
Such that,
a(x− x0)2 = a′
(
x2 + x
d′
a′
+
d′
2a′
2)
, (4.54)
c(y − y0)2 = c′
(
y2 + y
e′
c′
+
e′
2c′
2)
. (4.55)
Which yields the transformations,
x0 = − d
′
2a′
, (4.56)
y0 = − e
′
2c′
, (4.57)
a =
√
|f ′′/a′|, (4.58)
b =
√
|f ′′/c′|. (4.59)
However, the vertical load tyre sensitivity cannot be neglected for all effects, mainly
when considering downforce and hard braking. Therefore, the vertical load caused
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by aerodynamic forces are considered since it can have a great effect on vehicles
with high downforce. Furthermore, the change in downforce is slow and can be ap-
proximated as purely dependant on the longitudinal velocity of the car. Thus, the
gg-diagram, including downforce effects, can be computed by solving the method
described above for different longitudinal velocities and let the gg-diagram also de-
pend on longitudinal velocity as described in Algorithm 2.
Algorithm 2: High-level acceleration limits
Data: Tyre model, Aerodynamic coefficients
Result: Acceleration ellipse
for i← vx to vx do
calculate Fzas = Fz0as + Flas (See (4.18))
for j ← αas to αas do
for k ← σas to σas do
calculate Fxas(k, j, Fzas , i, 0, 0), Fyas(k, j, Fzas , i, 0, 0) (See (4.30))
find convex hull of Fxas , Fyas matrix with α-shape (Figure 4.6)
calculate sum of external polygons in σas − αas space and divide by mass
fit best ellipse:
(
ax−ax0
a
)2
+
(
ay−ay0
b
)2
= 1
In the case of braking, considering load tyre sensitivity is especially important due
to the great load transfer obtained during braking manoeuvres and to the criticality
of such manoeuvres; these effects have to be considered to obtain a feasible velocity
profile for the lower level. However, compared to downforce it is not necessary to
change the complete gg-diagram, but the limit can be considered by bounding the
maximum longitudinal deceleration. This constraint is calculated with an iterative
process. This consists of initialising the maximum longitudinal deceleration as the
one calculated from the vehicle’s adherence ellipse. From this value, longitudinal
stationary weight transfer is calculated and, therefore, the new vertical tyre loads.
With the new loads, it is then possible to calculate the new vehicle’s maximum
deceleration. This process is repeated until the difference between the starting
vertical load and the one given by the load transfer caused by the braking effort is
smaller than a threshold λthresh. In this work, 500N is used as a threshold. This
iterative procedure is further described in Algorithm 3. Note that due to the low
downforce of the car considered these two effects can be considered separately, in
case of a high-downforce car, the deceleration limit would also depend on longitu-
dinal velocity.
Algorithm 3: Maximum deceleration
Data: Aerodynamic coefficients, Longitudinal velocity, Tyre model
Result: Maximum longitudinal deceleration
initialise ax from
(
ax−ax0
a
)2
+
(
ay−ay0
b
)2
= 1
calculate Fzas = Fz0as −∆Fzx + Flas (See (4.18))
while Fzfs − F ′zfs ≥ λthresh do
calculate a′x and ∆F ′zx given vertical loads
calculate F ′zas = Fz0as −∆F ′zx + Flas with a′x
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Figure 4.6: Acceleration limits. On the left tyre forces and α-shapes are shown,
on the right the resulting gg-diagram consisting of the tyre limits (raw and fitted
shape).
Finally, longitudinal accelerations are limited by engine power, which does depend
on longitudinal velocity and is considered in the power curve of the engine-gearbox
unit. The resulting gg-diagram is mainly dominated by the ellipsoidal shaped tyre
gg-limits as shown in Figure 4.6. This shape is cut with two bounds on the longi-
tudinal acceleration, in negative direction caused by the tyre limits under braking
(see red horizontal line in Figure 4.6) and positive direction by the engine power,
which is additionally dependent on velocity (see green shaded area in Figure 4.6).
Thus at low velocities the car can accelerate more than at higher velocities. The
resulting constraint is summarized in the set A(vt) where vt highlights that the
constraint does depend on longitudinal velocity. Note that other methods that
compute the gg-diagram exist, some even include load transfer. But this work ex-
plicitly aims for a slightly overestimated gg-diagram. With the procedure described
in this section the acceleration limits are dependant on vehicle velocity. Specifically,
the gg-diagram is calculated on a sweep of longitudinal velocities as is the longitu-
dinal acceleration constraint since it is dependant on engine power. However, the
LSD model is not included in this constraint as the acceleration limits constraint
here presented are not used in the low-level control and, as already mentioned, the
acceleration limits here described purposely overestimate the vehicle performance
especially when the dynamics are dominated by lateral dynamics.
4.2 Control scheme
In this section the proposed hierarchical control scheme will be described. In par-
ticular, first an overview of the control scheme will be discussed with details on
how the high-level and low-level controllers interact with each other. Then, the
high-level controller will be described in detail and its mathematical framework
will be shown. Finally, the low-level controller will be described and details about
its formulation will be given.
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4.2.1 Hierarchical control scheme
The proposed hierarchical control scheme is designed to overcome one of the major
issues with MPC controllers for autonomous driving applications. If the goal is to
follow a reference path, as in the proposed controller, one has to use a long predic-
tion horizon to adapt longitudinal velocity before curves to stay within the limits of
handling in a racing setting and to guarantee passenger comfort in an AD setting.
In the setting studied in this paper, where at-limit handling on a racing circuit is
of interest, the horizon needs to be long since the car can drive over 200km/h on
straights, thus the horizon needs to be several hundred meters to correctly predict
the braking point. On the other hand, one would like to use detailed vehicle models
with fast actuation times to precisely predict the vehicle’s motion, thus control-
ling the car also at at-limit handling. However, when combining a detailed vehicle
model as discussed in Section 4.1.1 with a prediction horizon of several hundred
meters, the NMPC problem takes at least several minutes to solve. Therefore, the
problem is split into a two level hierarchical controller, where the high-level NMPC
controller uses a long horizon Nh and a simple model (point-mass model discussed
in Section 4.1.3) to compute a velocity profile for the upcoming two hundred and
fifty meters. The low-level NMPC on the other hand uses a detailed vehicle model
(vehicle model discussed in Section 4.1.1), and a short prediction horizon Nl to
render the problem real-time feasible. The velocity profile from the higher level
controller is then used as a terminal velocity constraint in the lower level. This
couples the long term velocity profile form the higher level controller to the short
term precise decision-making of the lower level NMPC. The control scheme is de-
scribed in further detail in Algorithm 4.
Algorithm 4: Hierarchical control scheme
Data: Track limits, Vehicle model, Point-mass model, Constraints
Result: Optimal input sequence
initialise q0 and x˜0
for i← 1 to Nsim do
solve problem (4.61) and obtain vx = [vx,1, ..., vNh ]
calculate vx,T by interpolating vx and s = [s1, ..., sNl ]
solve problem (4.62) and obtain uˆ(t) = [T˙e, B˙p, ˙δw]
compute u(s) = [Te, Bp, δw]
apply u(s) to vehicle and calculate q0 and x˜0
For example, the terminal velocity allows the low-level NMPC to start braking at
the correct braking point without even “seeing” the next curve. The concept of the
hierarchical controller is illustrated in Figure 4.7 together with a block diagram in
Figure 4.8. Where the velocity profile found by the high-level controller is plotted
on a typical slow curve after a straight line and the point along the trajectory
at which this velocity is used as a terminal constraint for the low-level control is
shown.
The advantage of this hierarchical approach is that the high-level problem, even
with a prediction horizon of two hundred and fifty meters, can be solved within
less than a millisecond on a thread of an Intel i7-6700HQ CPU at 2.60GHz. At
the same time the horizon of the low-level problem can be reduced to below thirty
meters which allows solving the problem in approximately one hundred millisec-
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onds, thus rendering the whole hierarchical controller real-time feasible. Finally,
the higher level only determines a terminal constraint, thus the low-level NMPC
is free to optimise its own trajectory except of the terminal velocity. This allows
the vehicle really to act at at-limit handling and as a consequence, in certain areas
of the circuit, the low-level controller achieves a higher speed than the generally
optimistic high-level controller.
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Figure 4.7: Hierarchical control scheme.
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Figure 4.8: Hierarchical control scheme - block diagram.
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4.2.2 High-level controller
The high-level NMPC is designed to find the time optimal trajectory of a point-
mass particle following a reference path. The model of the point-mass particle
g(q,w) is given by (4.35), where the state q comprises tangential velocity vt and
tangential force ft and the input w is the rate of change of tangential force jt.
Note that centripetal acceleration is given by an = v2t k(s). The accelerations of
the point-mass particle are constrained to lay within A(vt), which is described
in Section 4.1.3. Where the acceleration limits come from tyre adherence limits,
braking limits and limited engine power. The minimum time objective is straight
forward to achieve since the model is formulated in the spatial form with distance
as the independent variable. Thus the minimum time objective has the following
transformation,
min
∫ sf
s0
t dξ = min
∫ sf
s0
1
s˙(ξ)
dξ , (4.60)
where s0 and sf are the start and finish position, s˙ is defined in (4.31a) and ξ is the
curvilinear abscissa integration variable. Since n, α, and vy are zero for the point-
mass model, s˙ = vt. Thus 1/s˙(ξ) further simplifies to 1/vt(ξ). Finally, the dynamics
and the cost function are discretised to transform the problem into a format such
that a NLP solver can solve the problem. The dynamics are discretised using
a fourth order Runge-Kutta method, whereas the cost integral is approximated
with a Riemann integral. Note that this approach is often referred as a multiple
shooting.
min
q,w
Nh∑
0
1
vt,k
+ wTk Rwk
s.t. q0 = q(0)
qk+1 = gd(qk, wk)[
ft,k
m
, v2t,kk(sk)
]
∈ A(vt)
vt,k > 0
wk ∈ W .
(4.61)
Where q = [q0, ..., qNh ] is the state trajectory and w = [w0, ..., wNh−1] the input
trajectory. Furthermore, is q(0) the measured state, gd(qk, wk) the discretised ver-
sion of the dynamics, vt,k > 0 is imposed to ensure that the spatial transformation
is well defined, and W represents upper and lower bounds on the input w.
4.2.3 Low-level controller
Similar to the high-level controller the goal of the low-level controller is also to follow
a path in a time optimal way. However, compared to the high-level controller, the
model consists of a seven degrees of freedom model, a full MF6.1 tyre model, a LSD
and tyre vertical load variations as described in Section 4.1.1. Furthermore, the
car can deviate from the reference path, thus constraints on lateral distance to the
path are introduced to guarantee that the car stays inside the track limits. Finally,
the terminal velocity constraint is introduced based on the optimal solution of the
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high-level controller. Thus the discrete time MPC problem can be formulated as
follows,
min
x˜,uˆ
Nl∑
k=0
jtime,k + jdyn,k + ju,k + juˆ,k + jslack,k
s.t. x˜0 = x˜(0)
x˜k+1 = f˜d(x˜k, uˆk)
nk ≥ nk − ρk , nk ≤ nk + ρk , ρ ≥ 0
x˜k ∈ X˜
uˆk ∈ Uˆ
vx,Nl ≤ vx,T .
(4.62)
Where x˜ = [x˜0, ..., x˜Nl ] is the state trajectory and uˆ = [uˆ0, ..., uˆNl−1] the input
trajectory. The cost is built up of several components, first the time minimisation
jtime,k = 1/s˙k, where s˙ is defined in (4.31). Second, regularisation costs related to
the dynamics of the car, penalising deviations from the path, angle deviations from
the path and sideslip angle, jdyn,k = dnn2k + dαα
2
k + dβ [tan
−1(vy,k/vx,k)]2, where
dn, dα, and dβ are weights. Third, ju,k = uTkRuk and juˆ,k = uˆ
T
kR∆uˆk penalise
deviations from zero in the real inputs as well as the input rates, with R and R∆
being positive definite weight matrices. Finally, jslack,k = γρ2 is the penalisation
of the slack multipliers related to the soft constraint implementation of the track
boundary constraints. Furthermore, x˜(0) is the measured state, f˜d(x˜k, uˆk) the
discretised vehicle dynamics described in Section 4.1.1, where an implicit Runge-
Kutta method is used to integrate the dynamics. The boarder constraints are
implemented as bounds n and n on the orthogonal deviation from the path n,
to avoid feasibility issues the constraints are implemented as soft constraints. X˜
and Uˆ represent bounds on all the states and inputs, explicitly on the real inputs
but also on the derivatives of the inputs. Note that the bounds on the drivetrain
torque do change depending on wheel speed of the rear axle, which approximates
the changing torque bounds due to the engine speed and gear. A plot of the wheel
torque envelopes considering each gear is shown in Figure 4.9 with the feasible re-
gion considered by the controller highlighted in grey. Note that also the maximum
and minimum torque for each gear are illustrated. This approach assumes that the
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Figure 4.9: Torque constraints.
gear which achieves the highest torques is always selected, which is a reasonable
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assumption for automatic racing and helps to avoid integer variables due to the
gear. Finally, the longitudinal velocity at the end of the horizon is limited by vx,T ,
the terminal constraint from the higher level. Note that the low-level controller is
not allowed to drive faster than the terminal velocity constraint only at the end
of the horizon while the minimum time objective is concerned about achieving the
best possible velocity.
In the above description an implicit integrator is used. This is necessary since the
wheel dynamic equations are stiff, especially under braking for low speed. To fur-
ther increase the robustness with respect to integration errors, the discretisation
distance is chosen to be adaptive. In the spatial formulation, the discretisation
distance is fixed, thus when the car is driving slower, the “discretisation time”
gets longer. Hence, integration errors are getting larger exactly when the dynam-
ics are most challenging. To counteract this effect, the discretisation distance is
adapted based on the minimal velocity of the last optimal solution. This results in
a behaviour similar to time discrete systems where the horizon length in distance
depends on velocity. In addition to adding numerical robustness, with the proposed
method the horizon grows when the velocity is higher and is shorter when the ve-
locity is lower. This is closer to what a human does since for low velocities a very
long horizon is not required. With this method, the advantages of both space and
time formulations are maintained and the algorithm is proved to be very robust to
critical situations such as wheel locking.
4.3 Results
In this section the results of the proposed algorithm will be shown and discussed.
The simulations are run on a previously validated Vi-Grade model. The con-
troller has been implemented in MATLAB on an off-the-shelf laptop with an
Intel i7-6700HQ CPU at 2.60GHz. To solve the NMPC problems, FORCES Pro
NLP solver is used [117], which is a NLP solver tailored for MPC problems exploit-
ing the given sparsity pattern, more information about the solver can be found in
the paper of Zanelli et al..[118] The low-level controller solves the optimisation at a
mean frequency of 10Hz and feeds a new input (input rate) at the same frequency.
The real input is applied at a frequency of 100Hz considering a constant (input)
rate. The high-level control runs at a mean frequency of 200Hz, however, the input
is fed to the model at the same frequency as the lower level (10Hz for the rate and
100Hz for the real input). The vehicle model runs at 1kHz. The horizon length
of the high-level controller is Nh = 250 with a discretisation distance of 1m which
results in a prediction horizon of two hundred and fifty meters while the low-level
has a horizon length of Nl = 30 with a discretisation distance of 1m at 30m/s which
resuts in a prediction horizon of thirty meters.
The simulations that will be shown in this section are those of a sport saloon driv-
ing around Hockenheim circuit. First, the outputs of the high-level controller will
be shown. Then, the results of the low-level controller of the hierarchical scheme
will be discussed. Note that the two controllers are tied together due to the feed-
back that the high-level control gets from the low-level control and the terminal
constraint that the high-level feeds to the low-level. However, for clarity of expo-
sure, the results will be initially analysed separately. The results of the high-level
control consider only the values corresponding to the terminal curvilinear abscissa
of the low-level control.
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4.3.1 High-level controller results
The goal of the high-level controller is to supply the terminal velocity constraint
to the low-level. It is important not to underestimate the vehicle’s performance.
As mentioned in the previous section, vehicle’s lateral behaviour can easily be
predicted by the low-level controller even with a short horizon since the track’s
curvature is large and smooth. On a straight line instead, it is the high-level
controller which has to dictate the terminal velocity and, more importantly, the
braking point. In fact, to correctly predict when to start braking it is important
to have very long horizons. The velocity profile which the high-level controller
calculates along the horizon should have abrupt changes in acceleration (e.g. hard
braking) since this way the low-level controller will have a realistic braking profile
as a reference.
Figure 4.10 shows the velocity profile calculated by the high-level controller by run-
ning the high-level controller in a receding horizon fashion with point-mass model
as a simulation model. The top figure shows the velocity profile while the lower fig-
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Figure 4.10: High level controller velocity profile.
ure shows both the tangential and normal acceleration profiles. The velocity profile
is very smooth and shows the typical high gradients given by a braking manoeuvre
executed by a human. Additionally, longitudinal velocity has a quadratic profile
due to aerodynamic forces. With regards to the acceleration profiles, both nor-
mal and tangential accelerations tend to the gg-diagram constraints implemented
in the controller. Since positive longitudinal acceleration is bounded with veloc-
ity, maximum longitudinal acceleration varies along the circuit. The oscillatory
profiles of the accelerations are due to the states being in a small region near the
bounds, leading the solver to oscillate around a feasible region. Since acceleration
constraints are modelled as hard constraints, when the point-mass finds itself near
to the bounds, the solver tends to push the vehicle to the limit while maintaining
the results feasible, resulting in a oscillatory profile. However, as shown in the
velocity profile, these high frequency oscillations are damped in the velocity do-
main. Therefore it can be concluded, that these high frequency fluctuations do not
influence the purpose of the controller which is to give a terminal constraint to the
lower level.
The resulting gg-diagram obtained by the high-level controller is also shown in
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Figure 4.10.
Note that the high-level controller acts at the limits of the theoretical gg-diagram
(acceleration constraints). In fact, in the acceleration space, the resulting accel-
eration profile generates a shape which is similar to the adherence ellipse shown
in Figure 4.6. Additionally, the maximum negative deceleration (braking) is sat-
urated to the value used as a constraint and found with the previously described
algorithm (Algorithm 3). On the other hand, the maximum positive acceleration
tends to follow different horizontal lines at different speeds. This is a consequence
of a velocity dependant torque constraint in the controller. For low speeds and high
lateral accelerations, which correspond to low speed corners exits, the point-mass’
acceleration limits are given by the tyre constraints rather than torque constraints.
For this reason the maximum longitudinal acceleration at high lateral acceleration
and low velocity is higher than in other areas of the state space.
4.3.2 Low-level controller results
The lower level controller is the one responsible for the real performance of the
vehicle. Assuming that the higher level did not underestimate the acceleration
limits, the terminal constraint feeds the braking point to the low-level. Thus, it
is interesting to analyse the difference in the velocity profiles obtained by the low-
level controller and the high-level controller. Note that since the high-level receives
its initial condition as a feedback from the low-level, the velocity in the predic-
tion horizon of the low-level is illustrated. The low-level has a short horizon and
solves the optimisation problem slowly while the high-level has a long horizon and
solves the problem quickly. The comparison of the velocity profiles can be seen in
Figure 4.11. Note that the high-level controller results are based on a point-mass
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Figure 4.11: Velocity profiles comparison.
model on a given trajectory. Thus, absolute velocity is equal to tangential veloc-
ity. On the other hand, the low-level controller is based on rigid body dynamics:
thus, absolute velocity comprises also lateral velocity. However, in this plot only
longitudinal velocity is shown since it is the main contribution in terms of velocity
for low sideslip angles.
It can be seen how terminal velocity and real velocity are very similar but, as ex-
pected, the real velocity is lower than the terminal constraint almost everywhere.
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However, for certain values of curvilinear abscissa, the real velocity is higher than
the terminal one. This result shows one of the advantages of using only a terminal
set for the controller instead of the profile along the entire horizon. Additionally,
the velocity profile generated by the high-level controller is far from realistic given
the model’s simplifications. Note that in the abscissa plots the proposed algorithm
proves to be effective since the real velocity follows the terminal velocity where
abrupt braking is required. However, when the vehicle is performing a curve, real
velocity is much lower than the terminal constraint. In this condition, the low-level
control, as expected, performs less than the high-level control due to lateral load
transfer and vertical tyre sensitivity. The need of a weight transfer formulation in
the low-level NMPC model is highlighted here. Longitudinal positive accelerations
are very similar for both controllers, as can be seen from the gradients of the ve-
locity profiles. To fully evaluate the performance of the controller, the gg-diagram
is shown in Figure 4.12. In this figure both the acceleration diagram and the el-
Figure 4.12: Low level controller gg-diagram.
lipse adherence of the four tyres are shown. Note that these results come from
a commercial software vehicle model which is controlled by the proposed scheme.
Analysing the acceleration diagram, it can be noted how the low-level controller
has a very similar profile to the acceleration diagram of the point-mass model.
The acceleration diagram shows how the controller is able to exploit the combined
behaviour of the vehicle where normally a lot of performance is lost. In these con-
ditions the tyres are operating in their non-linear range and every little variation
can make the vehicle loose control or performance. On the other hand, a robotic
controller based on a predictive control with a high fidelity model can maximise
vehicle’s performance. In the positive longitudinal behaviour, it can be observed
how for low speed and high lateral acceleration, once again, the peak acceleration is
given by the engine torque rather than the tyres. Finally, since the analysed vehicle
has negative downforce (as most commercial vehicles), the peak lateral acceleration
decreases with speed. Positive lateral accelerations in this circuit are more frequent
due to the circuit orientation.
In this figure tyre forces are also shown. The acceleration diagram is a direct result
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of these forces as previously explained. The advantages of considering a combined
tyre formulation, weight transfer and, more importantly, LSD formulation can be
seen in the rear tyre force plots where the maximum force is obtained in combined
slip conditions. Contrarily, the front tyres show a more symmetric behaviour.
The results of the proposed controller, in terms of acceleration diagrams, can be
compared to Vi-Driver, the standard driver used in commercial software Vi-Grade.
This driver is not a real-time driver and relies on backstepping when a simulation
does not converge. This is very advantageous for Vi-Driver since it does not have
real-time constraints in the solver. However, it is interesting to see how the results
compare. The comparison is showed in Figure 4.13. Both the high-level controller
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Figure 4.13: Comparison of gg-diagram.
and the low-level controller outperform the commercial driver. While for the high-
level this was expected, the same cannot be said for the low-level. Note that the
same vehicle, trajectory and solver for the vehicle model are used in all simula-
tions. The combined behaviour of the proposed algorithm is where performance
is most improved, showing the importance of considering the complete MF model,
comprehensive of combined formulation. Also, the low-level controller performs
very similarly to the higher level in terms of combined behaviour except for hard
braking. This is due do the fact that under hard braking, wheel dynamics become
critical for the solver since wheel under-rotation can easily occur. Overall, it can
be concluded that the proposed method shows promising results when compared
to state of the art controllers.
Besides longitudinal velocity and accelerations, it is important to analyse other
significant states of the vehicle, such as sideslip angle and yaw rate. In Figure 4.14
both of these quantities are plotted together with longitudinal velocity. These are
plotted versus time and with a colormap along the circuit. Sideslip angle gives an
idea of the lateral slipping of the vehicle. Since tyre slip angle depends on yaw
rate and sideslip angle, smaller sideslip angle implicates a greater possibility to
yaw. However, due to non-linear behaviour of the dynamics and to the non neutral
behaviour of the vehicle, the optimiser could converge to a solution where drifting
around a curve is optimal for time. This would make the vehicle unstable and would
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Figure 4.14: Velocity, sideslip angle and yaw rate of the proposed algorithm.
not be a realistic driving scenario. With the proposed controller, a cost term in
the objective function of the low-level controller ensures a bounded sideslip angle,
enhancing stability, while at the same time allowing the vehicle to drift slightly
when required. The maximum absolute value of sideslip angle obtained around the
circuit corresponds in this case to the maximum open-loop sideslip angle of the
vehicle. The highest values of sideslip angle occurs when an inversion of yaw rate
sign is required since, in such conditions, a pendulum effect is generated and the
front and rear slip angles are in counter phase so a great yaw moment is produced.
Note that the vehicle analysed is characterised by a positive stability margin. Con-
sidering yaw rate, the absolute values obtained are not excessive since the vehicle
is stable. The important thing to note is that the controller is capable of inverting
yaw rate sign without loosing control and performing agile manoeuvres.
Finally, the vehicle’s inputs are analysed, namely steering angle, drive torque and
braking percentage. As previously described, the controller calculates the rates of
these quantities. Since the solver calculates a solution every 10Hz, this guarantees
a smooth input sequence. In fact, an input rate is calculated every 10Hz, however,
the inputs are fed to the Vi-Grade model at 1kHz. Thus, during each optimisa-
tion time window, one hundred different inputs are fed to the model. This is done
with an interpolation in the optimal input sequence which the NLP solvers returns
(input rate). Furthermore, due to the input dynamics used, the real inputs have
first order hold characteristic, with the gradient of the inputs defined in (4.22).
The results of the optimisation can be seen in Figure 4.15 where, for the reasons
explained, the input sequence is very smooth. Note that in the drive torque curve,
there are various peaks given by gear changes. The cost in the objective function on
steering angle was kept very high to guarantee a smooth steering action, however,
as shown in the figure, high frequency corrections still occur when necessary. The
most critical input to calculate for the optimiser is brake percentage. This is due
to the already mentioned stiff wheel dynamics. For this reason, only seldomly does
brake percentage reach its maximum value.
Since the proposed controller is a path-following controller, it is interesting to also
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Figure 4.15: Inputs the proposed algorithm.
see how well the path is followed. Considering the coordinate transformation de-
scribed in Section 4.1.2, this can be done by analysing the lateral error and heading
angle. The high-level control cost function seen in (4.61) has a cost term jdyn,k
which comprises two path-following terms dnn2k and dαα
2
k and one stability term
dβ [tan
−1(vy,k/vx,k)]2. The cost on the path-following terms together with the time
optimality one can be tuned to obtain better or worse vehicle performance or tra-
jectory tracking. In this work these terms have been tuned to maximise vehicle
performance rather than path tracking. Despite this, as shown in Figure 4.16 the
lateral error is always under one meter and only rarely it is above half a meter.
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Figure 4.16: Lateral error and heading angle.
It is important to note how the areas on the track where the error is higher are
when lateral acceleration is at its peak, meaning that the vehicle in these areas of
the circuit is slipping and very little control authority is available since the tyres
are at the limit of their performance. This is confirmed by the plots shown in
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Figure 4.14 where yaw rate and sideslip angle (especially the latter) are highest
in the same areas. This is particularly true when an inversion of yaw rate and
sideslip angle vectors are present, meaning that the derivatives of these quantities
are higher. In these parts of the lap, slip angles tend be in counter phase and the
vehicle is hardest to control especially due to its understeering characteristic and
high inertia. Similar comments can be made for the heading angle, however, in this
case the state presents a higher frequency content in respect to the lateral error,
mainly due to the greater capacity of the vehicle to yaw compared to its capacity
to move laterally.
Since the controller solves an optimisation problem it is important to analyse also
the time required for each optimisation. The solving time (of the low-level con-
troller) is the critical one for real-time feasibility at 10Hz. Note that the inputs
are applied at a rate of 100Hz. However this is a linear interpolation between
the solution of the optimisation problem since actuator dynamics are considered.
Figure 4.17 shows the optimisation time and number of iterations for each step of
the solution.
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Figure 4.17: Optimisation time and number of iteration.
For most part of the circuit, the 10Hz target is achieved. Note that when the solver
does not converge or if the time to solve the optimisation is larger than a given
threshold, the controller applies the second step of the previous solution. It is pos-
sible to generalise this and increase the actuation frequency if necessary by using
two inputs of each optimisation instead of one. This would half the solving time
of each step and would still guarantee good results given the high fidelity model
used. This is confirmed by the fact that the mismatch between the prediction and
the model are very little and the prediction between two subsequent optimisations
is similar as shown in Figure 4.18.
To decrease the maximum solving time, the number of iterations is limited to eighty.
Note that this is reached only in corner entry during sharp braking phase. This is
mostly because of the stiff wheel dynamics previously discussed.
Finally, the torque constraints and horizon length along the track are shown in
Figure 4.19. Specifically, it is interesting to see how both the upper torque con-
straint and the lower torque constraint vary along the track. This is the result of
the torque constraint definition shown in Figure 4.9. As previously explained, these
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Figure 4.18: Difference between the applied input and the second input of previous
optimisation.
constrains are calculated based on the velocity prediction of the previous solution
of the optimisation. Once again this is possible thanks to the use of a high fidelity
model.
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Figure 4.19: Torque constraints and horizon length.
The horizon length is also shown since, as previously discussed, a variable length
prediction horizon is used based on the minimum velocity of the previous optimisa-
tion. Note how at low speeds the horizon is short while at high speeds the horizon
is long. This corresponds to how a human would behave and guarantees an increase
in both vehicle performance and numerical stability (stiff wheel dynamics).
Chapter 5
Autonomous Driving and
Passive Vehicle Dynamics
A study to evaluate the influence of autonomous driving on some classic vehicle
dynamics parameters is discussed in this chapter. The controller is still a NMPC
but a simplified version of the hierarchical controller described in the previous
chapter. Note that only the lower level is used.
Specifically, vehicle stability is put under discussion. The goal is to evaluate how
much stability is needed with AD when compared to a human driver. For this
reason, a driving simulator is used to compare various vehicle configurations and
compare the results with the ones of a robotic controller. The outcome of this study
shows interesting results in terms of how car manufacturers could design vehicles
with AD.
5.1 Vehicle stability
There are many ways to analyse the stability of a vehicle and different methods and
metrics can be found in the literature.[119] Since the goal of this work is to see the
influence of stability on autonomous vehicles, the well-known static margin SM
is used to characterize stability (under the assumptions of steady-state and linear
tyre range).[7] Despite the SM being valid only under restricted assumptions, this
simple parameter is chosen to evaluate vehicle stability since it allows the easy
categorisation of different vehicle configurations and is often the metric used by
car manufacturers. Considering the bicycle model shown in Section 3.1.1, the SM
can be defined as:
SM =
1
(lf + lr)
(lrCr − lfCf )
(Cf + Cr)
. (5.1)
Hence, considering the UG defined in (3.21):
• UG=0 → SM=0 → Neutral vehicle
• UG>0 → SM>0 → Understeering vehicle
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• UG<0 → SM<0 → Oversteering vehicle
Considering linearised lateral equations of motion of a vehicle in state space form, mV β˙(mV + Cf + Cr)β +
(
mV + Cf
lf
V + Cr
lr
V
)
ψ˙ = Cfδ
Jzψ˙ + (Cf lf + Crlr)β +
(
Cf
l2f
V + Cr
l22
V
)
ψ˙ = Cf lfδ.
(5.2)
Under the assumption of steady-state (V = 0) and constant inputs (δ = cost.) and
with x = [β, ψ˙]T being the state vector, the following linear system is obtained,
Ax˙+Bx = Cδ. (5.3)
Where,
A =
[
mV 0
0 Jz
]
, (5.4)
B =
[
Cf + Cr mV + Cf
lf
V + Cr
lr
V
Cf lf − Crlr Jz
]
, (5.5)
C =
[
Cf
Crlf
]
. (5.6)
Given constant inputs, the solution of the equation si given by,
x = x0e
λt. (5.7)
Hence, the non-trivial solution can be found as,
det(λA+B) = 0 =⇒ PTPλ2 +Qλ+R = 0, (5.8)
where,
P = mJzV, (5.9)
Q = m(Cf l
2
f + Crl
2
r) + Jz(Cf + Cr), (5.10)
R = 1/V [CfCr(lf + lr)
2 −mV 2(Cf lf − Crlr)]. (5.11)
The solutions that yield from (5.8) are the following,
λ1,2 = − Q
2P
±
√( Q
2P
)2
− R
P
. (5.12)
Given ∆ = ( Q2P )
2 − RP , three types of solutions can be found,
1. R > 0, ∆ > 0 =⇒ Q > 2√PR = Qcrit.
λ1 = −c1, λ2 = −c2 ∈ R =⇒ asymptotically stable,
2. R > 0, ∆ < 0 =⇒ Q < 2√PR = Qcrit.
λ1, λ2 = −c+ jω =⇒ oscillating asymptotically stable,
3. R < 0
λ1 = −c1 , λ2 = c2 ∈ R =⇒ statically unstable.
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Therefore, if a vehicle has an understeering characteristic (UG > 0), the coefficient
R is always positive and the vehicle is always stable, for all velocities. On the
contrary, if a vehicle has an oversteering characteristic (UG < 0), the coefficient R
is positive only below the critical velocity Vcrit. =
√
1/UG and the vehicle is stable
only for the same conditions.
An understeering vehicle is stable for all conditions whilst an oversteering vehicle
is unstable for velocities larger than the so called critical velocity.[120] To analyse
the influence of vehicle stability on vehicle performance, various configurations of
the same vehicle with different static margins are implemented in Vi-Grade. The
only variation made between the various models are tyres.
5.1.1 Tyre merging
The nominal vehicle considered is a RWD and front steering car with differentiated
front and rear tyres. The rear tyres have higher grip compared to the front ones
due to a larger width. As in the previous chapter, the Pacejka MF is used to model
tyres. Note that this model is used for both the simulator model and the one
controlled by the NMPC model. Like in the hierarchical controller, due to the need
to improve computation time, the NMPC Pacejka model neglects aligning torques
and overturning moments. As described in Section 4.1.1, despite this being a
model simplification, the increase in performance which these effects provide to the
controller are smaller with respect to the loss given by the increase in computation
time. The simplification is therefore the best compromise since: combined force
effects which are the main cause of tyre performance are still kept into consideration
and at the same time the controller is capable of performing in real-time. Starting
from the original front and rear tyres, six different tyre models can be created in
the following way. Every ith MF parameter pki (for a total of N parameters) of
the kth tyre model is obtained by interpolating linearly the correspondent ith MF
parameter of the original front pfi and rear p
r
i tyres. For every kth tyre model,
the merging factor of the interpolant line mk (merge) is varied from 0 to 1 with a
variation of 0,2 between model k and k − 1 resulting in the following formulation:
pki = (1−mk)pri +mkpfi , 0 ≤ mk ≤ 1, mk −mk−1 = 0, 2, i = 1, ..., N, (5.13)
if mk = 1⇒ pki = pfi ⇒ Original front tyre, (5.14)
if mk = 0⇒ pki = pri ⇒ Original rear tyre. (5.15)
The Pacejka parameters of the original model are found by fitting real data and
are then used to validate the vehicle model with experimental results. The goal
of the scaling process is to simulate tyres with similar compound and construction
but different size. The results of the tyre merging show that the pure longitudinal
and lateral behaviour changes both in terms of peak friction coefficient µpeak and
cornering stiffness as shown in Figure 5.1. The latter is particularly true for the
lateral behaviour where also the decay after µpeak is very low. The combined force
behaviour shown in Figure 5.2 also shows that lateral forces are more affected
by the merging operation. The lateral µypeak between the tyre with highest grip
and the one with lowest is approximately 9% whilst the longitudinal one µxpeak is
approximately only 5%.
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Figure 5.1: Tyre merging results – pure longitudinal and lateral behaviour.
5.2 Vehicle configurations
With the six tyre configurations, five different vehicle models can be created. As
previously mentioned, these vehicles have the same inertial properties, K&C char-
acteristics and geometrical features. The goal is to obtain vehicles with different
SM values and, consequently, peak performance. The various tyre models used for
the different vehicle models are shown in Table 5.1. Where the vehicle at Step00
Table 5.1: Vehicle configurations – tyre models.
Step 00 Step 02 Step 04 Step 06 Step 08
Front tyre mk 1,0 0,8 0,6 0,4 0,2
Rear tyre mk 0,2 0,4 0,6 0,8 1,0
corresponds to the vehicle with the original tyres. The open-loop behaviour of
these vehicles is analysed in both steady-state and transient manoeuvres to obtain
values of SM , peak lateral acceleration (for steady-state manoeuvres) and time
delay.
5.2.1 Steady-state
As in Section 3.1.1, the steady-state behaviour is analysed by means of a ramp
steer manoeuvre and both peak lateral acceleration and static margin are evalu-
ated and are shown in Figure 5.3. The reference value of the SM for the various
configurations is taken in the linear range of the tyres, at a lateral acceleration of
0,2g. Static margin varies from a value of +12% of the original vehicle to a value
of -8% for Step08. Hence, the vehicle goes from being stable and understeering
to being unstable and oversteering. This is the result of the merging tyre process.
For Step00, the front tyres saturate before the rear ones. The latter have a higher
peak friction coefficient and, therefore, generate a large anti-yaw moment. The
result is a vehicle with higher yaw damping (see Table 3.1), given also the higher
rear cornering stiffness. The opposite is valid for Step08. The front to rear grip
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Figure 5.2: Tyre merging results – combined force behaviour.
distribution is in favour of the front tyres and the result is a vehicle with low yaw
damping. However, the peak lateral acceleration also grows since both tyres are
close to the limit of adhesion at the same time. Consequently, the lateral accel-
eration which the vehicle can sustain is higher. The values of static margin and
peak lateral acceleration (aypeak) of the various models are shown in Table 5.2. The
variation of these quantities for the different models with respect to the original
vehicle have also been indicated.
Finally, since in the various vehicle configurations the lateral acceleration to steer-
ing angle relationship changes, due to the variation of understeering gradient, the
steering ratio of the different models is varied. This is done in such a way that
Table 5.2: Steady-state results.
Step 00 Step 02 Step 04 Step 06 Step 08
aypeak (g) 1,0 0,8 0,6 0,4 0,2
∆aypeak - +1,1% +3,5% +6,1% +9,0%
SM at 0,2g 12% 9% 3% -3% -8%
∆SM at 0,2g - -25% -75% -125% -167%
the perceived behaviour of the vehicle to a human driver would be the same for
all vehicle models in steady-state. Specifically, the steering ratio is adapted to
obtain the same lateral acceleration (0,5g) for a given steering wheel angle as in
Figure 5.4. The modified steering ratio for each configuration kist is calculated as
the ratio between the steering wheel angle of the original vehicle configuration and
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Figure 5.3: Steady-state open-loop response – static margin and peak lateral ac-
celeration.
the steering rack displacement dr at 0,5g of each ith vehicle configuration as follows,
kist =
δSTEP00w |ay=0.5g
dir|ay=0.5g
. (5.16)
5.2.2 Step response
The transient behaviour is analysed by means of a step steer manoeuvre. This is
done with the corrected steering ratio applied. With this manoeuvre the time delay
of both lateral acceleration response and yaw rate response are evaluated, results
of which can be seen in Figure 5.5. The metric to evaluate this is chosen as the
time difference ∆t between the peak value and 90% of that peak. As the vehicle’s
SM decreases, the time delay increases. The reason is that the stable vehicle’s
larger front slip angles (lower cornering stiffness) are obtained mainly with larger
toe angles, particularly in the first phase of the manoeuvre. Thus, since toe angle
Table 5.3: Step response results.
Step 00 Step 02 Step 04 Step 06 Step 08
∆tay (s) 0,51 0,52 0,56 0,61 0,70
∆say (s) 10,2 10,4 11,2 12,2 14,0
∆lagay - +1,9% +9,8% +19,6% +37,3%
∆tr (s) 0,47 0,48 0,49 0,51 0,57
∆tr (s) 9,4 9,6 9,8 10,2 11,4
∆lagr - +2,1% +4,2% +8,5% +21,3%
variation has no delay (neglecting steering dynamics), the rate of front slip angles
in the stable vehicle is greater than the one in the unstable vehicle. In the unstable
vehicle, a larger contribution to slip angle generation is given by lateral velocity
and yaw rate. Since these are the time integral of yaw moment and lateral force
which are caused by slip angles themselves, these effects are slower than toe angle
variation. The numeric values of this analysis are shown in Table 5.3. Since the
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On the left the original steering ratio. On the right the corrected steering ratio.
manoeuvre is performed with a forward velocity of 20m/s, the delays in terms of
space ∆s have been calculated and so have lag variations ∆lag with respect to the
original configuration.
5.3 Test manoeuvre
A closed-loop avoidance manoeuvre is defined which requires both large amounts
of grip and stability in order to evaluate the role of a human driver in comparison
to a robotic controller. The selected manoeuvre is visible in Figure 5.6 and is
a variation of the classic ISO double lane change manoeuvre (ISO 3888 [121]).
However, some of the parameters are varied in order to make it more similar to a
real world avoidance manoeuvre. The manoeuvre is first tested by human drivers on
the DiM installed at the Advanced Vehicle Dynamics centre at Danisi Engineering.
With the human tests it is possible to define one configuration of the manoeuvre
which exploits the limits of the reference human drivers on a highly unstable vehicle
(configuration Step08). This same scenario is then used for the autonomous vehicle.
The lane offsets and widths chosen are similar to a typical lane found on country
roads (approximately 3,75m) and are kept constant throughout the study. The
manoeuvre execution is to arrive at 100km/h (approximately 28m/s) through the
first gate and lift off the throttle after passing the last cone of the entry gate.
From then, the only input for the driver is the steering wheel until the end of the
manoeuvre. The velocity is maintained by adapting the gear ratios so that the
driver could keep full throttle in second gear and maintain the rpm limiter and
speed. The lift off adds additional instability due to the vertical load variation. To
replicate an unplanned avoidance action, the steering wheel is kept to zero until
passing the last cone, thus eliminating the anticipation of the steering manoeuvre.
The same constraints are maintained for the robotic controller which is also only
allowed to steer after the last cone. To guarantee no anticipation in the steering
action, a graphical “blocker” of approximately 2m of height which covers the entire
width of the lane is added. Additionally, the direction of the obstacle (i.e. right or
left) is completely random. The blocker makes a big difference in the manoeuvre
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with static margin.
success due to the impossibility to anticipate. In fact, with the introduction of the
blocker a large delay is introduced (approximately 0,3 – 0,5s and 8,4 – 14,0m at
28m/s). The entry width a is set to 2,6m while the avoidance length e is set to
43m. The latter is kept constant since the performance of the vehicle through the
first lane change is largely a function of the reaction time of the driver, while the
focus of this study is on the controllability rather than reaction times. The obstacle
offset b is set to 3,75m which is a typical lane width for a variety of roads including
freeways, highways and main country roads. The idea of the setup is to model an
avoidance manoeuvre whereby the entire right lane is blocked by an obstacle. The
avoidance lane width c is set to the same distance. This is different to the ISO
standard which uses the vehicle width in the lane width calculations. However,
this allows for a more road realistic situation. The second lane change represents a
secondary avoidance manoeuvre (e.g. from oncoming traffic). The recovery length
f is found to have a large impact on the results of the manoeuvre since it requires
an inversion of yaw rate vector direction which induces critical sideslip velocities,
particularly in unstable vehicles. This distance is the only variable distance within
the simulation and is swept from 35m to 20m with variations of 3m between a
test and another. Finally, the recovery lane width d is also set to 3,75m and left
constant. A summary of the geometrical features of the manoeuvre is shown in
Table 5.4.
Table 5.4: Manoeuvre geometry.
a b c d e f
Distance (m) 2,6 3,75 3,75 3,75 43 35-20
Variable no no no no no no
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Figure 5.6: DiM driver simulator.
5.4 Human driver results
Three different human drivers are used as a sample, all with significant simulator
experience. The results shown in Figure 5.8 represent the average result of the
three drivers. The tests for the human drivers are performed in the DiM always
using the same motion cueing. Manoeuvre success is defined as a passage of the
entire obstacle without touching any cones. Every combination of vehicle static
margin and recovery length is repeated ten times for each driver. This adds up to
a total of three hundred data points. A correlation coefficient of approximately -0,7
is found between the recovery length and static margin (expressed as percentage
points). Hence, every 1% decrease of static margin increases the required recovery
distance by 0,7m in the double lane change manoeuvre for this particular test con-
figuration with these reference drivers.
The vehicle with the highest peak grip (Step08) has very peculiar handling al-
though it has more lateral grip capacity, its reaction to steering inputs is extremely
slow (as expected from the results of the previous sections) to the point that any
steering manoeuvre requires anticipation. The vehicle results in being practically
unmanageable in transient changes of direction for a human driver due to the lack
of rear cornering stiffness. Human drivers have many limits in terms of controlling
a vehicle, mainly due to a low reaction time and low actuation power. Additionally,
humans are highly affected by instinct in critical situations. Finally, since human
drivers do not have an explicit formulation of the vehicle dynamics but only one
based upon experience, the vehicle dynamics cannot be exploited.
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Figure 5.7: Test manoeuvre.
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Figure 5.8: Heat map of the human results – all configurations. Green represents
success and red represents fail.
5.5 Autonomous driver results
An autonomous driver is developed to see the benefits of the “more unstable” ve-
hicle. Unlike the human driver, a model predictive controller with a long enough
prediction horizon and an accurate vehicle model takes into account the lag effects.
For this reason a NMPC is developed based on a validated seven degrees of free-
dom model. The controller sends the inputs and gets the feedback from the same
Vi-Grade vehicle model used in the DiM. Another advantage of the NMPC is that
it is possible to use constraints, which allows the use of road boundaries as con-
straints and also limits the inputs. Two types of controllers are developed: a pure
lateral one, where only the steering is actuated, and a combined lateral-longitudinal
controller, where also the throttle and brake pedals can be actuated. The former
controller is the one used to compare the benefits of different vehicle configura-
tions when driven autonomously. The latter controller is used only to evaluate the
benefits of combined slip and inputs but does not represent a comparison with the
human driver. In the MPC setup this is a straight forward extension of the lateral
controller.
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5.5.1 Controller overview
The controller developed is a NMPC based on previously developed frameworks
[87, 114] and the hierarchical controller described in the previous chapter. The
vehicle model considered is the one described in Section 4.1.1 where once again the
slip ratios and slip angles are calculated with a classic kinematic formulation and
the tyre forces are evaluated with a full MF formulation, neglecting aligning and
overturning moments.
This time, the reference path of the NMPC is the centreline between the cones in-
terpolated with a piecewise cubic Hermite interpolating polynomial.[122] However,
only after the vehicle passes the blocker are the obstacles (constraints) available
and the path generated. This way the robotic controller gets the obstacle informa-
tion at the same position as the human. Once the vehicle passes the blocker and
the reference path is available, the error input signal to the controller is different
to zero and the online optimisation of the NMPC begins. Until this point an open-
loop full throttle and no steering policy is used just like for the human.
Considering again the state-space transformation as in Section 4.1.2 and actuator
dynamics as in Section 4.1.1, the vector of states z˜(s) given by (4.33) neglecting
longitudinal controls (Bp and Te) becomes the following,
z˜(s) = [n, α, vx, vy, ψ˙, ωfl, ωfr, ωrl, ωrr,∆Fzx ,∆Fzy , δw] . (5.17)
Once again the system of equation is valid under the assumption that the vehicle
never stops (only necessary when transforming all states), i.e. ||vx + vy|| > 0, and
the vehicle always stays at a lateral distance n that is smaller than the distance of
the local centre of curvature of the road, i.e. n < 1/k(s).
This time the input vector yˆ(t) is given by the following,
yˆ(t) = [δ˙w] . (5.18)
The goal of the controller is to stay within the bounds of the road (given by the
cones) at all time. The discrete time MPC problem is very similar to the low-level
control in (4.62) but without the time optimality cost and the terminal velocity
constraint and cost. Thus it can be formulated as follows,
min
z˜,yˆ
Ng∑
k=0
jdyn,k + jy,k + jyˆ,k + jslack,k
s.t. z˜0 = z˜(0)
z˜k+1 = f˜d(z˜k, yˆk)
nk ≥ nk − ρk , nk ≤ nk + ρk , ρ ≥ 0
z˜k ∈ Z˜
yˆk ∈ Yˆ .
(5.19)
Where z˜ = [z˜0, ..., z˜Ng ] is the state trajectory and yˆ = [yˆ0, ..., yˆNg−1 ] the input tra-
jectory, Ng is the horizon length. The cost is again built up of regularization costs
related to the dynamics of the car, penalising deviations from the path, angle devia-
tions from the path and sideslip angles, jdyn,k = ηnn2k + ηαα
2
k + ηβ [tan
−1(vy/vx)]2,
where ηn, ηα, and ηβ are weights. The real inputs, composed of steering angle
only yˆ(t) = [δ˙w], have a penalisation on the deviations from zero jy,k = yTk Ryk as
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does the input rates jyˆ,k = yˆTk R∆yˆk, with R and R∆ being again positive definite
weight matrices. Once again soft constraints are implemented for the track bound-
aries and the slack multipliers are penalised jslack,k = γρ2. Moreover, z˜(0) is the
measured state, f˜d(z˜k, yˆk) the discretised vehicle dynamics. This time an explicit
Runge-Kutta method is sufficient to integrate the dynamics since no braking action
is required. The boarder constraints are implemented as bounds n and n on the
orthogonal deviation from the path n. As in the low-level of the hierarchical con-
trol, to avoid feasibility issues the constraints are implemented as soft constraints
and Z˜ and Yˆ represent bounds on all the states and inputs, explicitly on the real
inputs but also on the derivatives of the inputs.
Note that in this configuration of the controller, given different goals and the in-
creased complexity of the manoeuvre in terms of feasibility due to the extreme
instability, different tuning of the controller is required. Specifically the cost on
the reference path is smaller since it is not as important while the cost on the road
bounds are larger. As for the NMPC described in Section 4.2, Forces Pro NLP
solver is used for the implementation of the NMPC.
For the controller, only the most critical configurations are tested, thus, the ma-
noeuvre with recovery length equal to 20m and the vehicle model Step08. However,
to be able to compare the results with the human ones, also the original vehicle,
configuration Step00 is tested. One of the 7% of the success manoeuvres of the
human drivers for Step08 is selected as a reference for the comparison with the
robotic controller. Unlike the human driver, the results of the NMPC controller
are repeatable under ideal conditions. Note that, to be able to compare the passive
vehicle dynamics for autonomous driving and not the performance of the controller
itself, the controller is tuned for configuration Step08. The same tuning is then
used for Step00. However, it could be possible to improve the performance of the
original vehicle by properly tuning the controller. Note that the vehicle models are
modified in the NMPC depending on which configuration is tested since this type of
controller is highly dependent on vehicle model. The results shown in this section
have been obtained without considering any external disturbances or parameter
uncertainty, a separate study would be necessary to investigate the controller’s
performance in presence of such uncertainties. However, the goal of this research
is to analyse how the passive stability can be varied comparing a robotic controller
with a human driver and not to design the perfect autonomous driver. Therefore,
the only model uncertainty is the simplification in tyre and vehicle model.
5.5.2 Lateral controller results
The lateral controller has the steering angle δw as the only input command, the
driving torque and braking torque are kept constant and equal to zero. The steer-
ing wheel angle velocity is constrained to a value of 1000deg/s. Note that the
longitudinal equations are maintained in the controller’s equality constraints since
for this manoeuvre, particularly with the unstable vehicle, it is expected to drive at
high sideslip angles, thus combined slip effects and induced drag become relevant.
This controller is used to compare the human driver to the robotic controller. The
goal of the study is to show that with autonomous vehicles, it is possible to rethink
how commercial vehicles are designed from a passive vehicle dynamics perspective.
It is possible to increase the instability gaining performance in terms of peak grip
despite the increase of time delay. The latter is very well dealt with the NMPC
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as will be shown now. Figure 5.9 shows the outcome of the NMPC described on
a typical manoeuvre like the one previously described with the more unstable ve-
hicle. Specifically the predicted trajectory for each optimisation is showed. It is
clear how the predicted trajectory is smooth and always within the bounds even
with such an unstable vehicle.
Figure 5.9: Prediction horizon.
The steering profiles and positions in the X-Y plane are shown in Figure 5.10; as
expected, the reaction time of the controller is much faster than the human driver.
Note that the human driver and the robotic controller both start steering after
Figure 5.10: Lateral controller results – position and steering profiles.
the graphical blocker. However, the robotic controller has a faster reaction time.
In fact, the blocker does not influence the delay in the response, unlike for the
human. This greatly simplifies the manoeuvre for the controller as it is not re-
quired to increase the steering angle and incur into high sideslip angles, especially
for the unstable vehicle. While for the human driver the steering profile for the
stable vehicle is much smoother than the unstable one, for the NMPC the unstable
vehicle has a much smoother profile. This is due to the fact that the controller is
predictive, hence future time delays are modeled. Thus, since the unstable model
has very little yaw damping due to the low rear cornering stiffness, its turning ca-
pacity is very high, this allows the controller to actually anticipate the manoeuvre
and steer less. On the other hand, the stable vehicle is harder to drive for the con-
troller since the controllable front wheels are near the saturation and have lower
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grip, additionally to high yaw damping given by the rear axle. As a result, the
unstable configuration maintains a greater distance from the cones compared to
the stable one. Also note that the controller tuning is obtained using the unstable
vehicle, thus proper tuning could improve the performance of the stable vehicle.
The peaks and pits of the steering profiles of the controller are more numerous
compared to the human driver. This is the big advantage of having a motor with
high power controlling the steering wheel instead of a human. However, this also
results in a very unnatural way of driving. Each steering manoeuvre has in fact a
counter steering input to stabilise the vehicle. One of the key aspects is that the
human driver necessitates high lateral acceleration due to the delays, this is visible
in the plots in Figure 5.11. Contrarily, the lateral accelerations of the controller
Figure 5.11: Lateral controller results – lateral acceleration, yaw rate and sideslip
angle profiles.
are far from the vehicle’s full potential because of the prediction horizon. Also,
although yaw rate for the robotic controller oscillates a lot resulting in a jerkier
manoeuvre, the maximum and average values are much lower. As expected, even
with a smoother steering angle profile, the unstable configuration for the controller
reaches higher yaw rates and sideslip angles in the second avoidance manoeuvre
where the yaw rate vector sign inversion and high sideslip velocities are required.
The human driver and robotic controller for the two configurations are compared in
Figure 5.12 using different metrics and plotting them in a spider plot. In particular,
it is interesting to notice the different steering requests for the various cases |δ|mean
and |δ|max, how much lateral acceleration is needed to complete the manoeuvre and
how much grip is consequently still available |ay|mean and |ay|max and, finally, how
much the vehicle is actually turning and slipping with the given steering profile
|ψ˙|mean, |ψ˙|max, |β|mean and |β|max. The results show that the unstable vehicle
controlled by the NMPC has better values compared to both to the stable vehicle
driven by the robotic controller and the human driver in both configurations.
5.5.3 Combined controller results
Since the maximum lateral acceleration of the lateral controller is far from the peak,
in this section the additional control authority of a combined controller is tested to
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Figure 5.12: Lateral controller results – spider plot.
evaluate an improvement in performance. The execution of the manoeuvre is still
the same, with the lift off at the last cone and start of the inputs only after the
blocker. However, this time the controller can also brake or accelerate. Thus, the
input vector is again uˆ(t) and the state vector is x˜(s) as in Section 4.2.3.
To assure the vehicle completes the manoeuvre in the minimum time possible (to
exploit the vehicle’s performance and avoiding the vehicle from stopping), a term
is added to the NMPC cost function, yielding in the following,
min
x˜,uˆ
Ng∑
k=0
jdyn,k + ju,k + juˆ,k + jslack,k + jvel,k
s.t. x˜0 = x˜(0)
x˜k+1 = f˜d(x˜k, uˆk)
nk ≥ nk − ρk , nk ≤ nk + ρk , ρ ≥ 0
x˜k ∈ X˜
uˆk ∈ Uˆ .
(5.20)
The additional cost jvel,k = ζ(vx,k − vx,init)2 penalises deviations in the vehicle’s
forward velocity vx,k from the speed at the beginning of the manoeuvre vx,init, with
ζ being a weight. Once again, the tuning of the controller is done on configuration
Step08.
During the first steering manoeuvre, the combined controller reaches higher steering
angles, lateral accelerations, sideslip angles and yaw rates. This is due to the
controller braking as it enters the other lane. This induces an even larger weight
transfer, reducing yaw damping. However, because the front tyres are working
under combined slip and the cornering stiffness is lower, the steering angle requested
is higher. The steering angle profiles of the combined controllers can be seen in
Figure 5.13 and are smoother than the pure lateral ones due to the combined
effects (which gives induced yaw moments) and the possibility of varying speed
with longitudinal controls. During the second avoidance, the sideslip angle and
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Figure 5.13: Combined controller results – position and steering profiles.
yaw rate of the combined controller on the unstable vehicle, visible in Figure 5.14,
reaches much higher values than the lateral controller. This is because after the
Figure 5.14: Combined controller results – lateral acceleration, yaw rate and sideslip
angle profiles.
first braking manoeuvre, the controller forces the vehicle to accelerate reducing the
lateral force produced by the rear tyres. The combined controller spider plot is
shown in Figure 5.15 and looks very similar to the one of the human driver shown
in Figure 5.12 but with a similar steering values to the lateral controller spider plot.
However, even if the accelerations are very similar, the sideslip angle and yaw rate
are much lower, showing that even with an unstable vehicle, the robotic controller
is capable of maintaining high controllability. The combined controller spider plots
are larger than the lateral controller ones, since the manoeuvre execution time for
the former is significantly lower than the latter and more grip is used. Furthermore,
the combined controller on the unstable vehicle has a lower execution time and
higher accelerations than the stable vehicle controlled by the NMPC. The velocity
profiles together with the accelerating torque and brake percentage are represented
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Figure 5.15: Combined controller results – spider plot comparing.
in Figure 5.16. Note that in the accelerating torque profile, only the closed-loop
torque is represented. However, as shown in the longitudinal velocity profile, the
throttle is kept fully open until the visual blocker is reached by the vehicle.
Figure 5.16: Combined controller – torque, brake percentage and longitudinal ve-
locity profiles.

Chapter 6
Conclusion and Outlook
This research has presented a mathematical framework for autonomous driving at
the limits of handling. The framework comprises of the vehicle’s state estimation,
a novel robotic controller and a study on the influence of autonomous driving on
passive vehicle dynamics. All three topics are separate areas of development, but
all are linked and necessary when studying self driving vehicles.
The observer is based on an integrated ANN and UKF method and uses only IMU
measurements. Numerical data is used to train the ANN, drastically reducing the
cost of development. An algorithm to define the best neural network structure was
proposed and experimental results show that the algorithm is effective. In fact, the
deployed ANN found with the described method predicted the sideslip angle time
response of a real vehicle accurately despite underestimating its magnitude due to
extrapolation. This is caused by different closed-loop behaviour of the real driver
and the one used during training together with model uncertainty.
Therefore, a novel integrated ANN and UKF observer that uses a kinematic model
is presented which corrects the sideslip angle estimation of the neural network. The
kinematic model uses longitudinal velocity which is observed with direct integra-
tion with integral damping and integral value reset.
With the described method the UKF is independent of vehicle and tyre models.
An additional strategy to improve the convergence and accuracy of the observer is
presented which consists of a correction of the pseudo-sideslip angle predicted by
the ANN and used as a measurement by the UKF.
This final virtual sensor shows very good results on experimental data.
Next the hierarchical control scheme was presented. This is made of two levels:
first is the high-level NMPC which is based on a point-mass particle of which
the state equations are space dependent and which travels on the reference path.
The NMPCs constraints are given by a tyre based gg-diagram, a maximum torque
deployed by the engine and a maximum deceleration which the point-mass can
deliver. This controller can solve the optimisation problem in under ten millisec-
onds using horizons of several hundred meters. The outcome of is a velocity profile
which main goal is to predict the braking point. The second is the low-level NMPC
which, unlike the former, is based on a high fidelity model. Specifically a seven
degrees freedom vehicle model transformed into space dependant equations with
vertical dynamics, LSD model and with Pacejka MF6.1 tyre model including com-
bined force effects. Since the model has very little mismatch with the real vehicle,
the input sequence found by the controllers brings the vehicle to its limits while
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solving the optimisation problem in approximately one hundred milliseconds with
a horizon length of a few tenths of meters. Since actuator dynamics are included
in the NMPC model, the inputs to the vehicle model are then applied every ten
milliseconds. Despite the short horizon the feasibility is guaranteed by the use of a
terminal velocity constraint which is extrapolated by the velocity profile calculated
by the higher level controller. This interaction between the two levels is especially
important in manoeuvres when hard braking is required. This also makes the con-
troller robust and capable of completing a lap of a circuit in a time optimal manner.
The proposed hierarchical controller is solved on a minimum curvature trajectory.
However, given the receding horizon strategy of the terminal constraint it could
be applied to any trajectory. With this scheme it is possible to correctly predict
the vehicle dynamics thanks to the use of high-fidelity models while solving a time
optimal autonomous driving problem in real-time thanks to the possibility of using
short horizons.
Finally, this research presented a study on the influence of autonomous driving on
passive vehicle dynamics stability. The dependancy of manoeuvre geometry and
vehicle stability on the ability to perform a closed-loop avoidance manoeuvre was
highlighted with a sweep of tests completed by both human drivers and NMPC
controllers. The predictive control outperformed the human driver thanks to its
knowledge on the vehicle dynamics and its evolution by means of a receding hori-
zon strategy. This can guarantee a prediction, thus anticipation, of time delays
and unstable behaviour. The outcome of the simulations and simulator runs were
that the robotic controller completed all of the tests successfully unlike the (ex-
pert) human drivers. However, when driving an unstable vehicle, even the NMPC
required controlling the inputs in a very unnatural way in order to keep the vehicle
response sufficiently damped. When given the possibility of controlling both the
longitudinal and the lateral dynamics to the robotic controller the results improved
even further. The results obtained could open up new possibilities in the design of
passive vehicle dynamics. It could be particularly interesting to vary the passive
stability of a vehicle by means of active controls (e.g. active anti-rollbars) and
adapting it the specific driving situation.
All the key areas of this research were based on an in depth analysis of the litera-
ture. The presented algorithms and methods represent an addition to the state of
the art in terms vehicle performance and real-time control systems application.
Appendix A
ANN Transfer Function
In this appendix the hyperbolic tangent transfer function ANN described in Chapter 3
will be compared to a radial basis transfer function ANN. Particularly, the results of
the ANN with structure found by means of Algorithm 1 will be shown. To compare
and evaluate the results, the networks with the lowest overall RMSE are discussed.
The results of the networks are analysed on the test set showed in Table 3.4. The
specific manoeuvres are listed in Table A.1. The neural networks are analysed for
Table A.1: Test set manoeuvre description.
Manoeuver type Manoeuver Parameter 1 Value 1 Parameter 2 Value 2
Sine steer Sine LF 01 Steer. freq. 1, 0Hz Steer. ampl. 10 deg
Sine steer Sine LF 02 Steer. freq. 1, 0Hz Steer. ampl. 25 deg
Sine steer Sine LF 03 Steer. freq. 1, 0Hz Steer. ampl. 40 deg
Sine steer Sine LF 04 Steer. freq. 1, 0Hz Steer. ampl. 55 deg
Sine steer Sine HF 01 Steer. freq. 3, 0Hz Steer. ampl. 10 deg
Sine steer Sine HF 02 Steer. freq. 3, 0Hz Steer. ampl. 25 deg
Sine steer Sine HF 03 Steer. freq. 3, 0Hz Steer. ampl. 40 deg
Sine steer Sine HF 04 Steer. freq. 3, 0Hz Steer. ampl. 55 deg
Step steer Step 01 Step dur. 0, 2s Steer. angle 10 deg
Step steer Step 02 Step dur. 0, 2s Steer. angle 25 deg
Step steer Step 03 Step dur. 0, 2s Steer. angle 40 deg
Step steer Step 04 Step dur. 0, 2s Steer. angle 55 deg
Circuit Circuit 01 Max lat. acc. 0, 1g Max long. acc. 0, 1g
Circuit Circuit 02 Max lat. acc. 0, 4g Max long. acc. 0, 4g
Circuit Circuit 03 Max lat. acc. 0, 7g Max long. acc. 0, 7g
Circuit Circuit 04 Max lat. acc. 1, 0g Max long. acc. 1, 0g
each single test manoeuvre, hence, for steady-state behaviour, transient behaviour
and frequency response of the vehicle. All the results shown in the rest of this ap-
pendix consider normalised values of sideslip angle respect to the maximum value
in all manoeuvres. The values of RMSE are absolute.
Sine steer
The first manoeuvre which is analysed is the frequency response. As explained in
Chapter 3, for different frequencies, a different response can be expected, both in
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Figure A.1: Low frequency sine steer manoeuvre estimation – hyperbolic tangent.
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Figure A.2: Low frequency sine steer manoeuvre estimation – radial basis.
terms of amplitude and phase. For these reasons, different outputs will correspond
to certain inputs, especially considering the phase lag variation between the inputs
and the sideslip angle. Therefore, both a low frequency and high frequency sine
steer manoeuvre are analysed. Also, a different steering angle is applied for the two
frequencies. This allows to evaluate dynamics excited with different steering wheel
velocity profiles and, mostly, exploit the tyre saturation region. The low frequency
estimation of the hyperbolic tangent transfer function network and radial basis
transfer function network can be seen respectively in Figure A.1 and Figure A.2.
In both cases the estimated value follows the trend very well, for both phase and
amplitude. The resulting loss functions are in fact very low. The radial basis trans-
fer function network shows also a higher frequency mode other than the excited
frequency, resulting in a greater oscillation, especially at the peak value. In this
case, for higher steering angles, the performance decreases slightly for both net-
works. The same analysis can be done for high frequency sine steer manoeuvres,
the results for the two networks are shown in Figure A.3 and Figure A.4.
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Figure A.3: High frequency sine steer manoeuvre estimation – hyperbolic tangent.
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Figure A.4: High frequency sine steer manoeuvre estimation – radial basis.
In this case, the hyperbolic tangent transfer function network still shows better
loss function values, mainly due to the peak values which are overestimated by the
radial basis transfer function network. For low steering angles, however, the for-
mer network shows poor results. This is because the amplitude of the input signals
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are very low, even more than the noise given by the sensor. Therefore, although
the relative error might be large, the absolute value is still very low and so is the
RMSE. For these low values, no kind of sideslip controller is required. Since the
amplitude of the sideslip angle is so low, this error is more than acceptable as it is
much lower than the loss function goal.
Step steer
A step steer manoeuvre can characterise both transient and steady-state behaviour
of a vehicle.
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Figure A.5: Step steer manoeuvre estimation – hyperbolic tangent.
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Figure A.6: Step steer manoeuvre estimation – radial basis.
It is interesting to see how the network approximates the undershoot, overshoot
and steady-state value of sideslip angle at different levels of steering angle. The
higher the steering angle, the larger the overshoot and undershoot (due to a faster
steering wheel velocity) and the larger the non-linearity given by the tyre forces.
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The networks estimation of the step steer can be seen in Figure A.5 and Figure A.6
respectively. Once again, the estimated value of the hyperbolic tangent transfer
function is closer to the real value than the estimated value of the radial basis
transfer function. In this case, even for very low steering angles, the estimation is
very good. The values of RMSE are very low for all step durations. Also, as in the
sine steer manoeuvres, the radial basis estimator has a higher frequency mode which
sums up to the excited mode, particularly for higher amplitudes of sideslip angle.
The hyperbolic tangent network, approximates very well the undershoot, overshoot
and steady-state values. The trend of the estimated overshoot looks like the one
of high steering angles even when the system is excited for low steering angles,
meaning that the network slightly overfits the data in this condition. Viceversa,
the undershoot is estimated very well for all steering angle amplitudes, except for
a very small sign inversion in the beginning of the manoeuvre, which in absolute
value is lower than 0, 01 degrees. For medium steering angle amplitudes, even
the hyperbolic tangent network shows a higher frequency mode which disappears
for lower and higher excitations. For these excitation amplitudes, the transient
behaviour is very good even for a very a very aggressive step input in terms of time
as the one analysed.
Circuit
Finally, the estimation is analysed on a circuit. Since the tyres are generating
combined forces of high entity, the errors are expected to be the highest since the
non-linearities and coupling between states will be enhanced. Different levels of
maximum accelerations around the circuit are tested.
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Figure A.7: Circuit manoeuvre estimation – hyperbolic tangent.
The results of the two networks can be seen in Figure A.7 and Figure A.8. In
this case, the hyperbolic tangent network estimation is much better respect to the
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Figure A.8: Circuit manoeuvre estimation – radial basis.
radial basis one. At maximum acceleration level, the hyperbolic tangent RMSE
is approximately 21% lower than the radial basis one. In the radial basis network
case, the highest acceleration training set circuit estimation is what makes the ra-
dial basis network fail the break condition in Algorithm 1 at step four. Because
of the presence of higher frequency content in the radial basis network, the results
are far from the real value in many areas of the circuit. On the other hand, the
hyperbolic tangent network follows very well the trend of the real value, for all
acceleration conditions. In very few conditions the network does not approximate
sideslip angle properly, however, because of the continuous transient manoeuvres
during a circuit lap and considering all the information on frequency behaviour
and step response previously analysed for the transient behaviour, the hyperbolic
tangent neural network shows much better results in combined acceleration situa-
tions.
Figure A.9: Comparison between different training methods.
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Comparison
A final comparison between the hyperbolic tangent and radial basis networks can be
done. The results of the two networks are compared by evaluating the loss function
on the manoeuvres of Table A.1. A boxplot of these results is shown in Figure A.9.
The hyperbolic tangent network, besides having a better loss function average, also
has a smaller deviation, except for low amplitude steering angles at high frequency
steering manoeuvres. Concerning these manoeuvres, it is interesting to notice that
although the time plot of Figure A.3 and Figure A.4 show a better visual result for
the radial basis network, the overall boxplot is better for the hyperbolic tangent
network. This is because the results shown in the aforementioned figures are the
ones found with Algorithm 1 which have the lowest overall RMSE considering
the same ANN structure but with five different initial conditions. However, the
boxplots shows the error of all five initial conditions. In this case the radial basis
network shown in the time plots, in addition to being the one with best loss function
value, slightly overfits the results of that specific manoeuvre unlike the hyperbolic
tangent network with best performance. Overall, the hyperbolic tangential transfer
function is more appropriate for sideslip angle estimation.

Appendix B
Piecewise Cubic Hermite
Spline
Let [a, b] be an interval divided in N subintervals with N + 1 nodes and N − 1
internal nodes (N + 1 − 2). A cubic polynomial can be found for each of these
subintervals.
Piecewise Cubic Hermite polynomials
Considering p3,N (x) as the combination of these polynomials, a set of constraints
can be defined such that p3,N (x) and its first derivatives p′3,N (x) are continuous at
the interior nodes. With this set of constraints, for each of the N intervals there
are four unknowns. However, there are 2(N − 1) equation thanks to the p3,N (x)
and p′3,N (x) continuity condition yielding in 4N − 2(N − 1) = 2(N + 1) degrees of
freedom which means specifying the function value f and f ′ its derivative at all
N + 1 nodes. 4N − 2(N − 1) = 2(N + 1) prescribe f(xi) and f ′(xi) at i = 0, ..., N ,
where f can be represented in terms of Hermite basis functions h(0)i (x) and h
(1)
i (x)
as follows,
f(x) ≈ h(x) =
N∑
i=0
f(xi)h
(0)
i (x) +
N∑
i=0
f(xi)h
(1)
i (x). (B.1)
Where the superscript indicates the derivative order and the subscript the subin-
terval, {
h0i (xj) = δij and
d
dxh
(1)
i (xj) = δij ,
d
dxh
0
i (xj) = 0 and h
(0)
i (xj) = 0.
(B.2)
Considering the interval [−1, 1], Lagrange basis functions can be constructed,
N1a (ζ) =
1
2
(1 + ζaζ) : N
1
a (ζb) = δab, ζa,b = ±1. (B.3)
Where the following can be defined,
h
(0)
1 (ζ) = (α1ζ + β1)[N
1
1 (ζ)]
2; h
(0)
2 (ζ) = (α2ζ + β2)[N
1
2 (ζ)]
2, (B.4)
h
(1)
1 (ζ) = (γ1ζ + δ1)[N
1
1 (ζ)]
2; h
(1)
2 (ζ) = (γ2ζ + δ2)[N
1
2 (ζ)]
2. (B.5)
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The coefficients αi, βi and δi can be found using (B.2) as follows,
1 = h
(0)
1 (−1) = β1 − α1, (B.6)
0 = h0
′
1 (−1) = α11 + (β1 − α1)
2
2
(1− (−1))(−1)
2
= 2α1 − β1, (B.7)
0 = h
(1)
1 (−1) = δ1 − γ1, (B.8)
1 = h
(1)
1 (−1) = 2γ1 − δ1. (B.9)
Hence α1 = δ1 = γ1 = 1 and β1 = 2, thus,
h
(0)
1 (ζ) =
1
4
(2 + ζ)(1− ζ)2, (B.10)
h
(0)
2 (ζ) =
1
4
(2− ζ)(1− ζ)2, (B.11)
h
(1)
1 (ζ) =
1
4
(1 + ζ)(1− ζ)2, (B.12)
h
(1)
2 (ζ) =
1
4
(ζ − 1)(1 + ζ)2. (B.13)
This concept can be extended considering a generic interval [xi, xi+1] by using the
following linear transformation,
x(ζ) = xiN
(1)
1 (ζ) + xi+1N
(1)
2 (ζ)
= xi
1
2
(1− ζ) + xi+1 1
2
(1 + ζ)
=
(xi + xi+1
2
)
+
(xi+1 − xi
2
)
ζ.
(B.14)
This transformation can be inverted yielding in the following,
ζ(x) =
2x− (xi + xi+1)
(xi+1 − xi) =
2x− (xi + xi+1)
∆xi
. (B.15)
Thus some further simplification can be done,
1 + ζ = xi+1−xi+2x−xi−xi+1xi+1−xi =
2(x−xi)
xi+1−xi =⇒ 2 + ζ =
∆xi+2(x−xi)
∆xi
,
1− ζ = 2(xi+1−x)xi+1−xi =⇒ 2− ζ =
∆xi+2(xi+1−x)
∆xi
.
(B.16)
Thus the basis functions can be found,
h
(0)
i (x) =
[∆xi + 2(x− xi)](xi+1 − x)2
∆x3i
, (B.17)
h
(0)
i+1(x) =
[∆xi + 2(xi+1 − x)](x− xi)2
∆x3i
, (B.18)
h
(1)
i (x) =
(x− xi)(xi+1 − x)2
∆x2i
, (B.19)
h
(1)
i+1(x) =
(xi+1 − x)(x− xi)2
∆x2i
. (B.20)
(B.21)
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Piecewise Cubic Spline interpolation
Considering now cubic splines an additional condition is added and p3,N (x), p′3,N (x)
and p′′3,N (x) have to be continuous at the interior points. This yields in 4N −
3(N − 1) = N + 3 = N + 1 + 2. Which means specifying f at all the N + 1
internal nodes and adding two conditions which are, for so-called natural splines,
p′′2(x0) = 0 = p
′′
3(xN ).
The Hermite cubic basis expansion can be used as a starting point. However, in
addition to the Piecewise Cubic Hermite polynomials described in the previous
section, other continuity conditions are required at the N − 1 internal nodes. Also,
since f ′(xi) are not known in the case of splines, other conditions are imposed. Let
us consider the interval [xk, xk+1], the following expression can be written,
s(x) =fk
[∆xk + 2(x− xk)](xk+1 − x)2]
∆x2k
+ fk+1
[∆xk + 2(xk+1 − x)](x− xk)2]
∆x3k
+s′k
(x− xk)(xk+1 − x)2
∆x2k
+ s′k+1
(x− xk+1)(x− xk)2
∆x2k
.
(B.22)
The unknown quantities s′k and s
′
k+1 replace f
′
k and f
′
k+1 of the Hermite expansion
and can be found with a system of equations defined by imposing the continuity
at the N − 1 internal nodes of s′′(x). Note that the condition of continuity on
the first order derivatives is guaranteed by the choice of basis functions. Imposing
the second order derivative continuity at xk on the two intervals [xk−1, xk] and
[xk, xk+1] the following can be obtained,
∆xks
′
k−1+2(∆xk+∆xk−1)s
′
k+∆xk−1s
′
k+1 = 3(f [xk, xk+1]∆xk−1+f [xk−1, xk]∆xk).
(B.23)
The described equations guarantee the N − 1 conditions, however, as already men-
tioned, two more conditions are required which can given by imposing f ′0 = s′0 and
s′N = f
′
N and imposing uniform intervals such that ∆xk = ∆x, thus the following
tridiagonal system of equations is obtained,
4 1 0 . . . 0
1 4 1 0 . . . 0
0 1 4 1
0
. . .
...
...
. . .
0
1
0 . . . 0 1 4


s′1
s′2
...
s′N−1

= 3

f [x1, x2] + f [x0, x1]
f [x2, x3] + f [x1, x2]
...
f [xN−1, xN ] + f [xN−2, xN−1]

−

s′0
...
s′N

. (B.24)
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