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Quadrature operators are useful for obtaining the modulating phase f in interferometry and temporal signals
in electrical communications. In carrier-frequency interferometry and electrical communications, one uses
the Hilbert transform to obtain the quadrature of the signal. In these cases the Hilbert transform gives the
desired quadrature because the modulating phase is monotonically increasing. We propose an n-dimensional
quadrature operator that transforms cos(f) into 2sin(f) regardless of the frequency spectrum of the signal.
With the quadrature of the phase-modulated signal, one can easily calculate the value of f over all the domain
of interest. Our quadrature operator is composed of two n-dimensional vector fields: One is related to the
gradient of the image normalized with respect to local frequency magnitude, and the other is related to the sign
of the local frequency of the signal. The inner product of these two vector fields gives us the desired quadra-
ture signal. This quadrature operator is derived in the image space by use of differential vector calculus and
in the frequency domain by use of a n-dimensional generalization of the Hilbert transform. A robust numeri-
cal algorithm is given to find the modulating phase of two-dimensional single-image closed-fringe interfero-
grams by use of the ideas put forward. © 2003 Optical Society of America
OCIS codes: 2650, 3180, 5050, 6160.1. INTRODUCTION
Recently a number of researchers1–5 have contributed to
the understanding and development of methods to esti-
mate the modulating phase of a single-image interfero-
gram having closed fringes. As is well understood today,
this is a problem for which a unique solution does not ex-
ist; so, additional constraints must be added in order to
find a unique solution. The most widely used additional
constraint is to consider the modulating phase to be
smooth. Using this smoothness constraint, one is able to
demodulate a single fringe pattern by minimizing a non-
linear global cost function as in Ref. 3 or by locally mini-
mizing a nonlinear cost function and then propagating its
solution by following the fringes of the interferogram as
in the case of the regularized phase-tracking (RPT)
algorithm.2 In the RPT case the local phase and fre-
quency are estimated simultaneously.
The problem of finding the quadrature signal of a single
closed-fringe interferogram may also be achieved by fac-
torizing the whole task into two separate problems,
namely, finding the orientation of the fringes and their lo-
cal frequency. As far as we know, this was first proposed
by Marroquin et al.,4 who proposed two separate cost
functions to obtain the orientation and the local frequency
independently. The phase-estimation problem may also1084-7529/2003/050925-10$15.00 ©be factorized by use of the RPT by scanning the interfero-
gram, following the path defined by its fringes.2 By do-
ing this, one is able to somewhat decouple the local phase
estimation (which is almost constant along the fringes of
the image) from its local frequency (fringe orientation).
This two-dimensional (2D) scanning strategy is shown to
be more robust than a scanning strategy independent of
the form of the interferogram’s fringes, such as a row-by-
row scanning.
On the other hand, efforts have been made for estimat-
ing the modulating phase of a single-image closed-fringe
interferogram by the use of a linear operator.1,5 This
seems to be a very good approach, since if it were possible
to find such an operator, this process would be as easy as
demodulating a carrier-frequency interferogram.6 Un-
fortunately, as we show in this paper, such a linear sys-
tem does not exist. In contrast, what does exist5 is a lin-
ear operator that gives the quadrature signal in a direct
way, once and only once; the orientation of the fringes is
already estimated (which is not a trivial process).
The first well-known study that uses a linear operator
(the Hilbert transform) to obtain the modulating phase of
a single-image closed-fringe interferogram was made by
Kreis.1 He used a 2D generalized Hilbert operator H28
$ • % to find the modulating phase of the interferogram.2003 Optical Society of America
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proach is twofold. First, the recovered phase has spuri-
ous ringing effects along paths where the magnitude of
the phase gradient is close to zero, owing to the hard dis-
continuity of the H28$ • % operator at the origin. Second,
the recovered phase is always monotonically increasing
even though the actual modulating phase may be non-
monotonic.
In this paper we present a quadrature operator that is
composed of two vector fields; one is related to the image
gradient normalized with respect to the local frequency
magnitude, and the other, which we call nf , is related to
the orientation angle of the fringes of the interferogram.
We also present examples of the application of this opera-
tor to the demodulation of computer-simulated fringe pat-
terns and to an experimentally obtained interferogram.
Finally, we compare the performance of our numerical al-




The Hilbert transform in one dimension, H1$ • %, is a very
useful mathematical tool to obtain the quadrature of a
single-frequency sinusoidal signal. According to Ref. 7,
the Hilbert transforms of cosine and sine functions with a
linear increasing phase are
H1@cos~v0x !# 5 2sin~v0x ! for v0 . 0;
(1)
H1@sin~v0x !# 5 cos~v0x !
because of this, we may have the (wrong) impression that
the Hilbert transform H1$ • % always gives the quadra-
ture of a cosine signal. The transforming properties of
the Hilbert operator become clear by looking at the form
of the frequency response of H1$ • % as applied to a real
function g(x) 5 cos@ f(x)#, which is7




where the Fourier transform is represented by F $•% and
ĝ~u ! 5 F $ g~x !%. (3)
The Hilbert transform still renders the expected result
(the quadrature signal) when it is applied to a more com-
plicated carrier-frequency signal, that is,
H1$cos@v0x 1 c ~x !#% 5 2sin@v0x 1 c ~x !#, (4)





. 0, ;x. (5)
In this case this cosine signal has its two spectral lobes
well separated, and the H1$ • % operator may be used to
recover the modulating phase c (x) of the signal. This is
the reason why the Fourier method is so widely used to
find the modulating phase of carrier-frequency interfero-
grams.Unfortunately, Eq. (4) will not hold if condition (5) is
not satisfied, i.e., if the phase-modulating signal is not a
monotonically increasing function of x. As is demon-
strated in Section 3, without a carrier, one needs to know
the sign of the local frequency to obtain the expected
quadrature signal. Therefore, in general, to obtain the
one-dimensional (1D) quadrature of cos(f), one needs to
use the following formula, which relates the 1D quadra-





H1$cos~f !% 5 2sin~f !, (6)
where the x dependence of f(x) was omitted for clarity.
The result of applying Q1$ • % is a reduction to H1$ • %
only when the local frequency v 5 df/dx of the signal is
everywhere greater than zero, so that the ratio v/uvu
equals 1 over the whole domain of interest. In general, to
obtain the quadrature signal of the cosine of a nonmono-
tonic function f(x), one needs to know the sign of the lo-
cal spatial frequency to correct the sign of the signal ob-




A straightforward generalization for the 1D Hilbert trans-
form has been used in optical signal processing as a com-
ponent of the Schlieren phase analysis method.8 This 2D
Hilbert transform generalization is also the one used by
Kreis1 to find the modulating phase of a closed-fringe in-
terferogram.
To describe it, let us start by considering a 2D fringe
pattern with carrier frequency. This is normally repre-
sented as
Ia~x, y ! 5 a~x, y ! 1 b~x, y !cos@ c~x, y ! 1 u0x 1 v0y#.
(7)
This equation represents a fringe pattern Ia(x, y) that
depends on a 2D phase c (x, y) plus a phase plane. The
function a(x, y) is a low-frequency signal that represents
the background illumination. The function b(x, y) is
also a low-frequency signal that represents the slowly
varying contrast of the fringes. The two carrier frequen-
cies u0 and v0 are assumed to be greater than the maxi-
mum spatial frequency of the modulating signal along the
x and y directions, that is,
u0 . U]c ~x, y !
]x
U, v0 . U]c ~x, y !
]y
U, ;~x, y !.
(8)
Now let us assume that we can eliminate the background
illumination a(x, y), so our fringe pattern will be reduced
to
I~x, y ! 5 b~x, y !cos@ c~x, y ! 1 u0x 1 v0y#, (9)
and this fringe pattern may be rewritten as
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b~x, y !
2
(exp$i@2c ~x, y ! 2 u0x 2 v0y#%
1 exp$i@ c~x, y ! 1 u0x 1 v0y#%). (10)
The Fourier transform of this signal may be represented
as
Î~u, v ! 5 12 @ f2~u, v ! 1 f1~u, v !#, (11)
where f1(u, v) and f2(u, v) are the Fourier transforms of
the corresponding complex exponential terms multiplied
by the contrast function b(x, y). Because of conditions
(8), this signal is composed of two well-separated spectral
lobes, corresponding to the signals f1(u, v), which lies ex-
clusively in the positive side of the half-plane u0u 1 v0v
5 0, and f2(u, v), which lies in the negative side. One
may obtain the quadrature of the interferogram by filter-
ing this signal using the following operator:
H28$I~x, y !% 5 2b~x, y !sin@ c~x, y ! 1 u0x 1 v0y#
5 F 21H 2 iv0 • quv0 • qu @ f1~u, v ! 1 f2~u, v !#J ,
(12)
where
v0 5 u0e1 1 v0e2 , q 5 ue1 1 ve2 , (13)
where e1 and e2 are the unit vectors along the u and v
spectral coordinates. The result of applying this 2D form
of the Hilbert transform H28$ • % to the fringe pattern co-
incides with the expected quadrature signal, because the
input interferogram has its two spectral lobes well sepa-
rated and the H28$ • % transform is reduced in one dimen-
sion, to the one given in Section 2. If this spectral sepa-
ration condition is not satisfied, however, the result of
applying H28$ • % will not give the expected quadrature
signal.
The Schlieren transform S$ • % uses H28$ • % in the fol-
lowing way:
S$ Î~u, v !% 5 12 @1 1 H28$ Î~u, v !%#
5 U~u, v ! 1 iV~u, v !, (14)
where the (u, v) space is the Fourier transform space of
the R2 5 (x, y) plane. In the optical laboratory this fil-
ter S$ • % is easily implemented simply by blocking out
(with a knife edge, for example) half of the spectral do-
main along the line given by v0 • q 5 0. The estimated
phase c (x, y) is then obtained from
c ~x, y ! 1 u0x 1 v0y 5 tan
21F Im~A !Re~A ! G , (15)
where
A~x, y ! 5 F 21$U~u, v ! 1 iV~u, v !%. (16)
Note that, because of conditions (8), the phase obtained by
this relation is always monotonic owing to the phase car-
rier. Therefore, when the Schlieren operator S$ • % is
used to obtain the phase of a closed-fringe interferogram,
the estimated phase does not represent the actual non-
monotonic modulating phase; also, the estimated phase in
this case has serious spurious ringing effects along thepath where this phase is stationary. However, in the
case of carrier-frequency-interferogram phase demodula-
tion by use of the Schlieren operator, S$ • % works per-




In this section we will present a general n-dimensional
quadrature transform that works well for closed fringes,
as well as for carrier-frequency interferograms. Since it
works for any dimension, it may also be useful for pro-
cessing spatiotemporal (three-dimensional) fringe pat-
terns that arise in fast transient optical metrology, for ex-
ample. Moreover, the result of this section will also
permit us to obtain as special case the 1D result stated in
Section 2.
The aim of an n-dimensional quadrature operator Qn
$ • % is to transform a given fringe pattern into its quadra-
ture, which may be represented by
Qn$b~r!cos@ f~r!#% 5 2b~r!sin@ f~r!#, (17)
where r 5 (x1,..., xn) is the n-dimensional vector posi-
tion. Using this quadrature signal, one can easily deter-
mine the phase f(r) modulo 2p over the whole domain of
interest.
The first step toward obtaining the quadrature signal is
to obtain the gradient of the fringe pattern, which is
¹I~r! 5 cos@ f~r!#¹b~r! 1 b~r!¹$cos@ f~r!#%. (18)
Given that in most practical situations the contrast b(r)
is a low-frequency signal, the first term in this equation
may be negligible with respect to the second one, so that
one obtains
¹I~r! ' b~r!¹$cos@ f~r!#%; (19)
hereafter we will assume this approximation is valid, so
the approximation sign will be replaced by an equal sign.
Of course, for the special case of a constant contrast
b(r) 5 b0 , the above mathematical relation is exact.
Applying the chain rule for differentiation, we obtain
¹I~r! 5 2b~r!sin@ f~r!#¹f~r!. (20)
If it were possible to know the actual sign and magnitude
of the local frequency ¹f(r), one could use this informa-
tion as
¹I~r! • ¹f~r! 5 2b~r!sin@ f~r!#u¹f~r!u2, (21)
and the quadrature signal would be obtained by dividing
both sides of this equation by the squared magnitude of





5 2b~r!sin@ f~r!#. (22)
We start by noticing that the equation for Qn$ • % is a
little bit tricky because, as far as we know, there is no lin-
ear system that can be applied to our fringe pattern I(r)
to give us ¹f(r) in a direct way. In the following we pro-
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where nf 5 nf(r) is a unit vector normal to the corre-
sponding isophase contour, which points in the direction
of ¹f. This mathematical relation is the desired quadra-
ture operator and the main result of this paper. In the
remainder of the paper we will discuss some properties of
this operator as well as several techniques that may be
used to numerically calculate it as a computer program
that can be used to demodulate single- or multiple-closed
fringe interferograms.
In two dimensions, the vector nf points in the direction
u2p , which we call the fringe orientation angle, which is
given by












From this relation, one can obtain the cosine and sine of
the local fringe orientation:















This relation may be generalized to higher dimensions.
For example, in three dimensions, one obtains
nf 5
¹f~x, y, z !
u¹f~x, y, z !u
5 cos a2p~x, y, z !i 1 cos b2p~x, y, z !j
1 cos g2p~x, y, z !k, (27)
where i, j, and k, are the unit vectors along the x, y, and z
coordinates and a, b, and g are the direction cosines of the
normal vector nf . As can be seen, the use of direction
cosines permits one to extend the concept of 2D fringe ori-
entation to higher dimensions. If we know the following
property of direction cosines,
cos2@a2p~x, y, z !# 1 cos
2@b2p~x, y, z !#
1 cos2@g2p~x, y, z !# 5 1, (28)
any two direction cosines or, equivalently, two orientation
angles, are needed to obtain the third one. In general, in
an n-dimensional space, one would need to obtain the ori-
entation of (n 2 1) angles. Conversely, knowing the
magnitude and sign of the phase gradient, one can findthe direction cosines of the fringe’s orientation. Unfortu-
nately, there is no direct way (e.g., a linear transforma-
tion) to obtain nf from a single-image fringe pattern con-
taining closed fringes. That is because there is a
fundamental ambiguity in the global sign of the recovered
phase. So, in general, one decides arbitrarily the sign of
the phase at a given seed point, and afterward one propa-
gates that phase solution throughout the entire interfero-
gram.
One can see that the quadrature operator of Eq. (23) re-
duces, in one dimension, to the form for Q1$ • % stated in
Section 2. In Subsection 4.A we give a numerical tech-
nique for calculating the quadrature operator of a closed-
fringe interferogram I(x, y). In Subsection 4.B we show
another alternative for calculating ¹I/u¹f u as a linear op-
erator whose Fourier transform corresponds to n Reisz
transforms9 along each spectral coordinate. We denote
this operator by Hn$ • %, given that this is another pos-
sible generalization of the 1D Hilbert transform. This
generalization of H1$ • % is different from the 2D gener-
alization used in the Schlieren method mentioned in Sec-
tion 3.
A. Numerical Method to Calculate the Quadrature of a
Two-Dimensional Signal Q2$I(x, y)%
In this subsection we will use the ideas put forward in
this paper to propose a practical numerical method to de-
modulate a single closed-fringe interferogram. For the
reader’s convenience, let us first recall the form of our
quadrature operator in two dimensions:







we can see that there are several ways to calculate Q2
$ • %. The orientation term ¹f/u¹fu, as we mentioned, is
by far the most difficult term to estimate. To calculate
¹f/u¹fu, we recommend using the Quiroga et al.10 tech-
nique outlined in Subsection 4.C. In contrast, the term
¹I/u¹f u is easier to compute. A possible way to find
¹I/u¹f u is to estimate u¹fu and ¹I directly from the
fringe pattern. Another possibility, which is very easy to
implement and is the one used in this subsection, is to cal-
culate just ¹I instead of calculating ¹I/u¹f u by use of
centered first-order differences. Obviously, ¹I and
¹I/u¹f u will differ when u¹fuÞ1.0, so a final adjustment
will be necessary. By doing this, one obtains
nf~x, y ! • ¹I~x, y ! 5 u¹f~x, y !usin@ f~x, y !#, (30)
where we have assumed that the fringe pattern is nor-
malized so that b(x, y) 5 1 and its fringe orientation
modulo 2p (¹f/u¹fu) has been already estimated. We can
see that the signal in the left-hand side of Eq. (30) is pro-
portional to the quadrature signal; therefore the phase
obtained by
f 0~x, y ! 5 tan21Fnf~x, y ! • ¹I~x, y !I~x, y ! G
5 tan21H u¹f~x, y !usin@ f~x, y !#cos@ f~x, y !# J (31)
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u¹fuÞ1, but, fortunately, it is in the correct branch of the
tan21( • ) function. The correct phase value may there-
fore be found as the solution to the nonlinear equation
f~x, y ! 5 cos@ f~x, y !# 2 I~x, y ! 5 0, (32)
which is closest to the phase value f 0(x, y) obtained
above. The value for f 0(x, y) is used as an initial guess
in an iterative algorithm that moves closer to the real
modulating phase. This may be done pixel by pixel by
use of the very efficient iterative Halley method,11 which
is an improved version of the Newton–Raphson tech-
nique; the iteration is given by
f k 1 1~x, y ! 5 f k~x, y !
2
2f~x, y !ff~x, y !
2ff
2~x, y ! 1 fff~x, y !f~x, y !
,
k 5 0, 1, 2,..., (33)
where ff(x, y) and fff(x, y) are the first and second de-
rivatives of f(x, y) with respect to f, which gives
f k 1 1~x, y !
5 f k~x, y !
1
2f~x, y !sin@ fk~x, y !#
2 sin2@ fk~x, y !# 2 cos@ fk~x, y !#f~x, y !
,
k 5 0, 1, 2,.... (34)
This recursive formula is very stable and extremely effi-
cient given that the value f k 1 1(x, y) approaches the
searched for solution f(x, y); the formula triples the
number of accurate significant figures at each iteration.
So, on average, approximately two iterations per pixel are
needed to correct the estimated phase.
One might think that to solve Eq. (32) one needs only to
evaluate
f~x, y ! 5 cos21@I~x, y !#. (35)
The problem with this solution is that our resultant
f(x, y) will be obtained modulo p, and this is not what
we are looking for, so we end up at the beginning of our
problem. In contrast, what we need is the nonmonotonic
solution for f(x, y) modulo 2p, which is obtained by the
proposed method.
B. Fourier Transform Method to Calculate the Vector
Field ¹IÕz¹f z
In this subsection we show how the vector field ¹I/u¹f u
may also be calculated using the Fourier transform. This
Fourier operator acting on I(x, y) may be seen as a
n-dimensional generalization of the 1D Hilbert transform.
We will show this in two dimensions, but it may be readily
extended to n dimensions. We start by writing a math-
ematical generalization of the 2D Hilbert transform, and
we then demonstrate that this Fourier-transformed ker-
nel is approximately equal to our operator ¹I/u¹f u. The
2D generalization of the Hilbert transform that we will






e2GF $b cos~f !%J ,
(36)
where we define F 21(ae1 1 be2) 5 F 21(a)e1
1 F 21(b)e2 . Note that the operator H2$ • % is a real-
valued vector field, since the functions 2iuF @b cos(f )#
and 2ivF @b cos(f )# are Hermitian. This linear operator
is the vectorial sum of two Reisz transforms9 along each
coordinate in the spectral space. This H2$ • % operator is
equivalent to the spiral operator presented by Larkin
et al.5 when vectors e1 and e2 are replaced by 1 and i, re-
spectively (note that if this substitution is performed
H2$ • % would be complex valued, but it is not a vector
field). We have found, however, that from a computa-
tional viewpoint, Eq. (36) is better behaved because of the
numerical cross talk between real and imaginary parts
that takes place when a single Fourier transform is per-
formed. Equation (36) may be rewritten as
H2$I~x, y !% 5 F 21HF @¹I~x, y !#
~u2 1 v2!1/2 J . (37)
Using the approximation stated in Appendix A, we may
write Eq. (37) as
H2$I~x, y !% ' F 21XF H ¹I~x, y !
@vx
2~x, y ! 1 vy
2~x, y !#1/2J C,
(38)
which finally gives




given that this relation is stated in vectorial form, it is
valid in any dimension in Euclidean space. As can be
seen from Appendix A, the approximation used to trans-
form Eq. (37) into relation (38) is more accurate when the
modulating phase f(x, y) varies slowly. The result
stated in relation (39) may be used to demonstrate that
the vortex operator5 is an approximation to the quadra-
ture transform Q2$ • % proposed in this paper. As shown
in Appendix A, this approximation is valid only for a
smooth modulating phase.
According to what has been presented in this subsec-
tion, we have, at least, the following two alternative ways
to calculate this particular n-dimensional generalization





Hn$I~r!% ' F 21F 2 ququ Î~u!G , (41)
where u is a point in the n-dimensional spectral space.
The variables r and q are the position vectors in the spec-
tral and the image domains, respectively, which are given
by
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Note that this Hn$ • % generalization transform also re-
duces to the 1D Hilbert transform when it is applied to a
1D signal.
C. Numerical Method to Calculate the Vector Field
nf(x, y)
As we have shown in Subsection 4.B, the most critical
part in computing the quadrature of a fringe pattern I(r)
is the estimation of the fringe orientation field nf
5 ¹f/u¹f u. As we mentioned, it is impossible to find a
linear system to calculate this vector field directly from
the interferogram. The reason is that f(x, y) is wrapped
by the observation process [cos(f)], so we do not have di-
rect access to it (otherwise, our problem would be solved).
What we do have access to, from a single-image interfero-
gram I(x, y), is the fringe orientation modulo p. This
orientation angle must be unwrapped to obtain the
searched-for orientation modulo 2p.
For the reader’s convenience, in this subsection we
briefly outline the main ideas behind the technique pro-
posed by Quiroga et al.10 to unwrap the fringe orientation
angle modulo p to obtain the required orientation angle
modulo 2p. The orientation angle modulo p may be eas-
ily found from the interferogram irradiance by




This formula is valid, provided that the fringe pattern
I(x, y) has been previously normalized, which means
that the amplitude-modulation term b(x, y) is almost
constant over the whole region of interest.
The relation between the fringe orientation angle up
modulo p with the modulo 2p orientation angle u2p is
up 5 u2p 1 kp, (44)
where k is an integer. Using this relation, one may write
2up 5 2u2p 1 2kp 5 W~2u2p!. (45)
This result states that the value for 2up is indistinguish-
able from that for the wrapped angle W(2u2p). There-
fore it is possible to obtain the unwrapped u2p by unwrap-
ping W(2up) and finally dividing the unwrapped signal
2u2p by 2.
However, the unwrapping of 2up cannot be carried out
by standard path-independent techniques12 because in
the presence of closed fringes it is not a consistent field:
It may be easily verified that the sum of wrapped differ-
ences of 2up along any closed path that contains a center
of closed fringes will be nonzero (in fact, it will be close to
4p), which is a sufficient condition for path dependency in
the unwrapping process.13 One useful path-dependent
strategy is to unwrap the signal 2up following the fringes
of the interferogram. In this way, one normally encircles
(avoids) the discontinuity point at the center of the closed
fringes until its surroundings has been unwrapped.10
Because of the large noise normally encountered in prac-
tice for 2up (owing to the ratio of two derivatives), one
must use robust path-dependent strategies. The algo-
rithm that best fits these requirements is the unwrapping
algorithm based on the RPT.14 A detailed account of thefringe’s orientation angle unwrapping, along with inter-
esting examples, is given by Quiroga et al. in Ref. 10.
5. DISCUSSION
The main contribution of this paper is the expression of
the quadrature operator as the dot product of two vector
fields [Eq. (23)]. A particular case in which this idea is
implicit is the Vortex transform proposed by Larkin,5 al-
though in that case it is treated as the product of two
complex-valued fields. Here we generalize it in an im-
portant way: By giving explicit vectorial formulas for the
characterization of these two fields, we not only make the
extension to higher dimensions direct but also open the
possibility for using other methods for the computation of
each one of these components, which may be more effi-
cient or exhibit a better behavior or both. Thus we show
in this paper that there are several ways to compute the
vector field ¹I/u¹f u. One possibility is estimating ¹I
and u¹fu separately and then combining their outcome. A
second one is to use ¹I as a coarse approximation to this
field and then correct the phase estimate, using a pixel-
wise iterative procedure (as in Subsection 4.A). A third
way is the use of Fourier transform techniques (as in Sub-
section 4.B), which in the special 2D case is equivalent to
Larkin et al.’s spiral filter.5 We believe, however, that
the vectorial representation is preferable, both from a
theoretical viewpoint (since the generalization to higher
dimensions becomes direct) and from a computational
one; Eq. (36) is better behaved because of the numerical
cross talk between real and imaginary parts that takes
place when a single Fourier transform is performed. As
we will show in Section 5, the best results are obtained by
the space-domain method of Subsection 4.A. Because of
its mathematical form, the H2$ • % operator given by rela-
tion (39) gives unreliable results in places where the local
frequency magnitude is close to zero; in contrast, these
distortions are automatically and efficiently corrected by
the pixelwise Halley iterations of Eq. (34).
The most difficult part of the whole process is the esti-
mation of the orientation angle modulo 2p from its orien-
tation modulo p, and this last step is the main reason why
the estimation of the quadrature of single-image inter-
ferograms with closed fringes is most difficult. In any
case, it seems hopeless to reach the phase-demodulation
robustness of phase stepping or carrier-frequency inter-
ferometry when a single closed-fringe interferogram is
analyzed; the reason is that we have infinitely many so-
lutions compatible with the observations in this case.
One might be tempted to say that the quadrature op-
erator Qn$ • % proposed here, as well as the vortex opera-
tor in Ref. 5 are direct methods for estimating the quadra-
ture of a single image with closed fringes. We feel that
the word ‘‘direct’’ is not accurate here because it might be
interpreted as meaning that, with these techniques, one
may demodulate a single closed-fringe interferogram as
easily as in the case of carrier-frequency interferometry,
but unfortunately this is not the case. The reasons are
that the vortex operator, as well as the quadrature opera-
tor presented in this paper, readily gives the quadrature
of the signal once and only once, the orientation of the
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and the estimation of the fringe orientation modulo 2p
from a single closed-fringe pattern is a process that is far
from direct.
Once nf is known, one may even use the form of the 2D
Hilbert transform H28$ • % contained in the Schlieren op-





H28$cos~f !% 5 2sin~f !,
(46)
where the vector v0 5 u0i 1 v0j is the chosen filtering di-
rection that is used by the operator H28$ • %. This for-
mula for Q28$ • % is just a 2D application of the 1D
quadrature operator presented in Section 2. It has, how-
ever, a drawback: The H28$ • % operator severely distorts
the quadrature signal obtained because of the hard spec-
tral discontinuity of the associated filter. As one may
see, the n-dimensional quadrature operator is not unique;
in our opinion, Q28$ • % is more difficult to evaluate nu-
merically than Q2$ • %. The fact that several quadrature
operators Q are possible, however, opens the possibility of
finding other quadrature operators better suited for nu-
merical estimation.
Finally, one may realize that the solution to the prob-
lem of demodulating a single interferogram in two dimen-
sions may also be obtained directly from Eq. (20) [with
b(r) 5 1.0], i.e., by solving the following set of nonlinear









1 Iy 5 0,
where Ix(x, y) and Iy(x, y) are the partials of the inter-
ferogram I(x, y) with respect to coordinates x and y, the
amplitude modulation of the interferogram b(x, y)
' 1.0 has been normalized, and the spatial (x, y) depen-
dence was omitted for clarity purposes. The form of this
set of partial differential equations may stimulate our
imagination to find alternative ways or systems to de-
modulate interferograms. Among these demodulating
systems, one might think of powerful nonlinear finite-
element methods to find an approximate solution to this
set of equations.
6. EXPERIMENTAL RESULTS
We begin by considering the noiseless computer-
generated fringe pattern of Fig. 1(a). We show this noise-
free example to appreciate the form of the signals in-
volved in the estimation of the modulating phase f(x, y)
of a single-image interferogram containing closed fringes.
Figure 1(a) shows the input fringe pattern, and Fig. 1(b)
shows its demodulated wrapped phase. Figures 1(c) and
1(d) show the two centered first-order differences Ix and
Iy along the x and y coordinates, respectively. The fringe
orientation angle modulo p is shown in Fig. 1(e); the
darker gray level corresponds to 0 rad, and the lightergray level corresponds to p rad. This is the orientation
angle that is directly observable from the interferogram
I(x, y). This orientation angle is wrapped modulo p,
which means that the fringe’s orientation angle will have
the same value at two points situated near and symmetri-
cally away from the center of a given set of closed fringes.
Its unwrapped fringe orientation angle (modulo 2p) is
shown in Fig. 1(f), obtained with the method proposed by
Quiroga et al.10 As can be seen from Fig. 1(e), this fringe
orientation angle cannot be unwrapped by use of path-
independent unwrapping techniques because the orienta-
tion modulo p has three essential phase discontinuities.13
These discontinuities must be preserved, and that is why
an unwrapping strategy that follows the fringes is the
best way to unwrap this signal.
Our next example is the demodulation of an experimen-
tally obtained fringe pattern that is shown in Fig. 2(a).
These fringes were obtained from a shearing interferom-
eter by use of electronic speckle-pattern interferometry
(ESPI). Figure 2(b) shows the fringe orientation modulo
2p that was obtained by unwrapping the orientation
modulo p estimated from the ESPI image. The angle’s
Fig. 1. Demodulation steps that use the algorithm proposed in
Subsection 4.A applied to a noiseless computer-generated inter-
ferogram. (a) Fringe pattern, (b) recovered phase, (c) and (d) the
two components of ¹I, (e) fringe orientation angle modulo p, (f)
fringe orientation angle modulo 2p.
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rithm by Quiroga et al.10; that is, the fringe orientation
was unwrapped following the fringes of the interfero-
gram. Figures 2(c) and 2(d) show the signals obtained by
use of first-order centered differences to approximate the
gradient ¹I(x, y). Figure 2(e) shows the recovered nf
• ¹I signal. Although this signal is orthogonal to the
fringe pattern in Fig. 2(a), it is not everywhere in quadra-
ture with it. As consequence, the recovered phase from
Figs. 2(a) and 2(e) will have some small distortion that
can be removed with the Halley algorithm discussed in
Subsection 4.A to finally obtain the phase shown in Fig.
2(f ).
Finally, we have calculated the quadrature signal of the
noiseless computer-generated fringe pattern sin(x2 1 y2)
[i.e., cos(x2 1 y2)], using the method of Subsection 4.A to
compare it with the vortex operator proposed by Larkin
et al.5 and the quadrature operator using the Schlieren
filter [Eq. (46)]. In Fig. 3(a) we show the ideal quadra-
ture signal. Figure 3(b) shows the quadrature signal ob-
Fig. 2. Demodulation of an experimentally obtained speckle-
gram. (a) The fringe pattern; (b) the estimated fringe orienta-
tion angle modulo 2p; (c) and (d) the two components of ¹I; (e)
the recovered signal nf • ¹I; (f ) the recovered phase after the
pixelwise adjustment by use of the Halley method.tained with the numerical algorithm outlined in Subsec-
tion 4.A; one can see that this result is identical to the
expected quadrature signal because of the pointwise ad-
justment by use of the Halley recursion formula. As one
can see, the vortex operator distorts the recovered phase
[Fig. 3(c)] on regions of very low spatial frequency. Fi-
nally, Fig. 3(d) shows the quadrature operator that uses
the Schlieren filter; this quadrature formula renders the
lowest quality result for the reasons explained above.
Note that it may also be possible to construct a hybrid al-
gorithm that uses the vortex operator in a first step, fol-
lowed by the Halley pointwise adjustment. This algo-
rithm should also give a distortion-free reconstruction.
7. CONCLUSIONS
We have presented a quadrature operator that, when ap-
plied to a single interferogram, gives its quadrature im-
age Q$b cos(f )% 5 2b sin(f ). This result holds true even
when the spectrum of the fringes is not well separated,
i.e., for single closed-fringe interferograms. We have also
shown that this quadrature operator Q$I% can be ex-
pressed as the vectorial inner product of two vector fields.
One of them, i.e., ¹I/u¹f u, may be regarded as an
n-dimensional generalization of the Hilbert transform
Hn$ • % of the interferogram, and the other one is the ori-
entation of the fringes nf 5 ¹f/u¹f u. In this way, our
quadrature operator may be expressed as Q$I%
5 nf–Hn$I% in any dimension.
We have also pointed out that the critical step in ob-
taining the quadrature of the interferogram Q$I% is the
estimation of the fringe orientation nf 5 ¹f/u¹f u. This
Fig. 3. Errors obtained with the vortex operator against the de-
modulation algorithm proposed by use of a noiseless computer-
generated interferogram. (a) Desired quadrature signal, (b)
quadrature signal obtained with the numerical algorithm pro-
posed in Subsection 4.A, (c) quadrature signal obtained with the
vortex operator, (d) quadrature signal obtained by use of the op-
erator of Eq. (46).
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interferogram irradiance because the cosine function
wraps the required signal f. Given that the wrapped ori-
entation modulo p has essential discontinuities that must
be preserved, path-dependent unwrapping processes are
necessary to obtain the fringe’s orientation modulo 2p.
Regarding Hn$ • %, we have presented two practical al-
gorithms for its estimation: One is a frequency-domain
method, which is closely related to the spiral operator
presented in Ref. 5, and the other is a space-domain
method based on a pixelwise correction of a phase esti-
mate that is directly obtained from the image gradient.
We have shown experimentally that this second method
works quite well, even in the presence of moderately high
measurement noise (e.g., the ESPI image of Fig. 2), and
has the additional advantage of avoiding the phase distor-
tions that frequency-domain methods introduce in places
where low frequency dominates.
APPENDIX A
In this appendix we prove in an intuitive way the follow-
ing approximation:
H@vx~x, y !, vy~x, y !#I~x, y ! ' F 21$H~u, v ! Î~u, v !%,
(A1)
where Î(u, v) 5 F $I(x, y)% is the 2D Fourier transform
of I(x, y) of the fringe pattern given by
I~x, y ! 5 b~x, y !cos@ f~x, y !# (A2)
and the signals vx(x, y) and vy(x, y) are the local spatial
frequencies of the fringe pattern given by
vx~x, y ! 5
]f~x, y !
]x





Let us start by considering the following fringe-signal
decomposition as a sum of mutually exclusive squared re-
gions and the local phase f(x, y) expanded as a linear
phase by use of Taylor-series expansion. This gives
b~x, y !cos@ f~x, y !#
' (
n,m
u~x 2 n, y 2 m !b~n, m !cos@ f~n, m !
1 vx~n, m !~x 2 n ! 1 vy~n, m !~ y 2 m !], (A4)
where the symbol u(x 2 n, y 2 m) is a squared window,
centered at coordinates (n, m), that equals 1 inside the
window and zero otherwise. The value b(n, m) is the
fringe contrast evaluated at (n, m); the argument of the
cosine function is a phase plane p(x, y, n, m) oriented
according to @vx(n, m),vy(n, m)# within the spatial re-
gion around (n, m) and limited by u(x 2 n, y 2 m). If
we pass this signal through a linear spatial filter having a
frequency response H(u, v), we may write its response
approximately asF 21@H~u, v !I~u, v !#
' (
n,m
u~x 2 n, y 2 m !b~n, m !H@vx~n, m !,vy~n, m !#
3 cos@ p~x, y, n, m !#, (A5)
where p(x, y, n, m) equals the linear Taylor expansion
of f(x, y) around the point (n, m):
p~x, y, n, m ! 5 f~n, m ! 1 vx~n, m !~x 2 n !
1 vy~n, m !~ y 2 m !. (A6)
An intuitive explanation of this is that inside of a given
squared window u(x 2 n, y 2 m) one has a spatially
monochromatic fringe pattern, so its filtered amplitude
depends only on its spatial-frequency content along the x
and y directions (vx , vy). Therefore
F 21$H~u, v !F @I~x, y !#% ' H@vx~x, y !,vy~x, y !#I~x, y !.
(A7)
This result is exact only if the fringe pattern is just a
modulated phase plane. Conversely, this result is less
accurate when the modulated phase f(x, y) changes
abruptly within the domain of interest. This result may
not surprise us given that this is the principle behind
analog electronic spectrum analyzers and old broadcast
FM demodulators that used passive RLC electrical net-
works such as the balanced slope FM detector.15
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