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This thesis consists of theoretical studies of superconducting qubits, and trapped
bosons and fermions at ultracold temperature. In superconducting qubits I analyze
the resonant properties and decoherence behavior of dc SQUID phase qubits, in
which one junction acts as a phase qubit and the rest of the device provides iso-
lation from dissipation and noise in the bias lead. Typically qubit states in phase
qubits are detected by tunneling it to the voltage state. I propose an alternate
non-destructive readout mechanism which relies on the difference in the magnetic
flux through the SQUID loop due to state of the qubit. I also study decoherence
effects in a dc SQUID phase qubit caused by the isolation circuit. When the fre-
quency of the qubit is at least two times larger than the resonance frequency of
the isolation circuit, I find that the decoherence time of the qubit is two orders of
magnitude larger than the typical ohmic regime, where the frequency of the qubit
is much smaller than the resonance frequency of the isolation circuit. This theory is
extended to other similar superconducting quantum devices and has been applied
to experiments from the group at the University of Maryland. I also demonstrate,
theoretically, vacuum Rabi oscillations, analogous to circuit-QED, in superconduct-
ing qubits coupled to an environment with resonance. The result obtained gives an
exact analytical expression for coherent oscillation of state between the system (the
qubit) and the environment with resonance.
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They exhibit a ‘wedding cake structure’ of alternating Mott shells with different
number of bosons per site. In regions between the Mott shells, a superfluid phase
emerges at low temperatures which at higher temperatures becomes a normal Bose
liquid. Using finite-temperature quantum field theoretic techniques, I find analyt-
ically the properties of the superfluid, Bose liquid, and Mott insulating regions.
This includes the finite temperature order parameter equation for the superfluid
phase, excitation spectrum, Berezinskii-Kosterlitz-Thouless transition temperature
and vortex-antivortex pair formation (in the two dimensional case), finite temper-
ature compressibility and density - density correlation function. I also study inter-
acting mixtures of ultracold bosonic and fermionic atoms in harmonically confined
optical lattices. For a suitable choice of parameters I find emergence of superfluid
and Fermi liquid (non-insulating) regions out of Bose-Mott and Fermi-band insula-
tors, due to finite boson and fermion hopping. I also propose a possible experiment
for the detection of superfluid and Fermi liquid shells through the use of Gauss-
Laguerre and Gaussian beams followed by Bragg spectroscopy.
Another area I explore is ultracold heteronuclear molecules such as KRb, RbCs
and NaCs. I obtain the finite and zero-temperature phase diagram of bosons in-
teracting via short range repulsive interactions and long-ranged isotropic dipolar
interactions in two-dimensions. I build an analytical model for such systems that
describes a first order quantum phase transition at zero temperature from a triangu-
lar crystalline phase (analogous to Wigner crystal phase of electrons) to superfluid
phase. At finite temperature the crystalline phase melts, due to topological defects,
to a hexatic phase where translational order is destroyed but hexagonal orientational
order is preserved. Further temperature increase leads to the melting of the hexatic
phase into a normal dipolar Bose liquid.
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Ever since its discovery, quantum mechanics has been used to describe a wide
range of physical systems and has become the foundation of different branches of
physics including condensed matter, atomic-molecular-optical and particle physics.
However, until recently, our ability to control and exploit quantum phenomena in
matter was at a very primitive stage. Two seminal experiments which heralded an
era of systematic study and control of coherent quantum phenomena are: realization
of the first Bose Einstein condensates by Cornell, Wieman and Ketterle in 1995 [1, 2],
and the demonstration of the first superconducting qubit by Nakamura and co-
workers in 1999 [3]. The former led to the exciting field of ultracold atoms where
quantum many-body physics of interacting bosonic and fermionic systems can be
experimentally studied. The later gave rise to the field of superconducting qubits
where macroscopic electrical circuits can be viewed as artificial atoms which can
be controlled and manipulated quantum mechanically. In this thesis I will present
my research in these two different areas of quantum physics. My first area will be
the study of theoretical models of ultracold atoms which are relevant to condensed
matter systems. Second is the study of quantum decoherence in superconducting
qubits.
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In this introductory chapter I will review certain aspects of Superconducting
QUantum Interference Devices (SQUIDs) and atomic Bose-Einstein Condensates
(BECs). In Sec. 1.1 I will review why SQUIDs are very well suited to study
superposition of macroscopically distinct quantum states. This makes them a very
good candidate for a qubit in a quantum computer [4]. In Sec. 1.2 I will describe
two key features of Bose-Einstein condensates viz. symmetry breaking and off-
diagonal long range order. These two properties are manifested as superfluidity
and macroscopic quantum coherence. In Sec 1.3 I will try to connect these two
systems (SQUIDs and BECs) and describe how the Josephson effect, which is the
central phenomenon that governs the dynamics of SQUIDs, can be observed in
BECs. In particular I will discuss how one can study an interference of two different
macroscopic BEC wave functions. Finally I will conclude in Sec 1.4 with a layout
for the rest of the thesis.
1.2 Macroscopic quantum phenomena in SQUIDs
The goal of preparing a macroscopic object in a quantum mechanical superpo-
sition of macroscopically-distinct states is one which has been consciously pursued
for the last twenty years. In fact, experiments directly or indirectly related to this
question have been carried out on quantum optics [5], magnetic systems [6], meso-
scopic grains [3], dislocations [7] and other systems. However, the area in which
this program has been most systematically pursued is that of electronic devices in-
corporating the Josephson effect, and recently a milestone in this area has been
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passed with a couple of experiments [8, 9] which give a very strong evidence that
macroscopic quantum coherence (MQC) has indeed been obtained in such systems.
What distinguishes SQUIDS from these other candidate systems for macro-
scopic quantum coherence? First, Josephson device experiments are on a single
physical system subjected to repeated trials under the same conditions; by contrast,
in an experiment to look for MQC in (e.g.) biomolecules, one typically measures the
summed response of a large number of independent and equivalent systems. While
it is certainly possible to look for the effects of (e.g.) quantum tunneling out of a
metastable well at the single-grain or single molecular level, any evidence of MQC
as such has not been claimed at this level. Although this ‘time ensemble’ aspect is of
no special relevance so long as one is interested only in verifying that the predictions
of quantum mechanics continue to work at the relevant level of ‘macroscopicness’,
it becomes crucial both in the context of quantum computing and testing the limits
of quantum theory.
The second feature which distinguishes the SQUID system is simply that the
physics of the relevant degree of freedom (in this case the trapped flux or circulating
current) is believed to be extremely well understood at the classical level, to the
extent that all the parameters relevant to MQC can be independently measured in
experiments which stay within the (quasi-) classical regime. By contrast, in most
other candidate systems there are a number of parameters and/or effects which
can affect the MQC behavior quantitatively, and which have to be guessed at since
independent measurement is not usually possible.
For the purposes of illustration I shall consider the very simplest system rele-
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vant to the observation of MQC, namely a single ring closed with a single Josephson
junction (“a SQUID”) and subject to an external flux Φa which for present pur-
pose I treat as a classical control parameter. A schematic for such a device is
shown in Fig. 1.1. For such a system the dynamical variable is the trapped flux Φ
(or equivalently the circulating current I) and the macroscopically distinct states
whose quantum superposition we seek to produce correspond to the values of Φ
which differ by a flux quanta φ0 = h/2e, where e is the charge of an electron.
Figure 1.1: A rf SQUID loop with Josephson junction J with critical current Ic,
inductance L, and external flux Φa. The effective capacitance across the junction is
C, and the current induced is I.
Let me first provide a classical description for this system [10]. In this de-
scription, one can treat Φ as completely analogous to the position variable x of a
particle moving in one dimensional potential. In this picture the role of particle
mass is played by the effective capacitance C of the junction and the potential U(Φ)
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in which it moves is a sum of the self inductance term of the form (Φ − Φa)2/2L
(L = self inductance of the ring) and a coupling term of the form Icφ0/2πΦ due
to the Josephson junction. This simple model appears to describe rather well the
dynamics of the flux in the classical regime, that is the regime where we expect the
effects of treating Φ as a quantum mechanical operator to be unimportant.
To extend the description to the quantum regime, the standard procedure
is to impose a canonical commutation relation between the dynamical coordinate
Φ and its conjugate momentum pΦ ≡ ∂L/∂Φ̇ (where L is the Lagrangian). For
the observation of MQC, we need to adjust the parameters L, Ic, and Φa so that
U(Φ) has two nearly degenerate minima. The crucial step in this argument is of
course the interpretation of the commutation relation [p̂Φ, Φ̂] = i~. One can ask the
following two questions as posed by Leggett [10]. First, exactly what is it about the
classical equation of motion which assures us that it is legitimate to quantize it at
all? Can one quantize the equations of mathematical economics? If not, why not?
Second, does it matter that the form of U(Φ) which enters is itself a consequence of
considerations which are essentially quantum mechanical in nature? Is one somehow
in the danger of quantizing the same thing twice?
In response to the first question, Leggett argues that if we believe quantum
mechanics at all, we believe that there is a set of coordinates {xi} such that their
canonically conjugate momentum can be defined, and that for this set of coordinates,
at least, the quantization procedure implicit in the requirement pi → −i~(∂/∂xi)
is legitimate. At the same time, it is well known that this canonical quantiza-
tion procedure is invariant under any (nonsingular) transformation to a new set of
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coordinates, and we regard Φ, together with a large set of other unspecified coordi-
nates, as forming just such a new coordinate set. Consequently the interpretation of
pφ ≡ ∂L/∂Φ̇, is legitimate. At what level of ‘macroscopicness’ does the quantizing
of an Hamiltonian becomes illegitimate is still a matter of extensive debate [11].
In response to the second question, Leggett draws an analogy between the
procedure one is implicitly following here and the familiar procedure used in the
case of diatomic molecules. In the latter case, typically, one first holds the relative
position R of the nuclei fixed and solves the Schrödinger equation for the electrons,
obtaining thereby some electronic energy E(R) which contains all the effects of
quantum mechanics as applied to the electrons. One then treats the quantity E(R)
as a part of the effective potential for the nuclear motion, and solves for the classical
vibrational motion in this potential. Finally one quantizes this classical motion to
obtain the familiar quantized vibrational levels. The procedure that one follows in
quantizing the motion of a SQUID is essentially the same.
So far, the discussion has proceeded by analogy with the description of a single
isolated one-particle system. However, an important property which distinguishes
the ‘macroscopic’ coordinates characteristic of condensed matter systems from the
simple one-particle coordinates is that the former are inevitably coupled strongly to
other degrees of freedom. Thus it is necessary to build into the description from the
start some account of the interaction of the flux with all the other relevant degrees
of freedom. From general notions concerning the effects of system environment in-
teraction, one would expect that in the quantum regime, one important effect of the
latter would be to ‘decohere’ superpositions of states corresponding to appreciably
6
different values of Φ, and thereby to tend to wash out the phenomenon of MQC.
This issue will be discussed in great detail later on in this thesis.
1.3 Many body quantum coherence in Bose condensates
Bose Einstein Condensation (BEC) represents the classic example of many
body quantum coherence, and a genuinely quantum-statistical phase transition in
that it occurs without the help of interaction (Einstein called it “condensation with-
out attraction” [12]). Long range order, symmetry breaking, and order parameter
are key concepts underlying the phenomenon of BEC [13]. To understand these con-
cepts let me first consider an ideal Bose gas. In an ideal Bose gas at sufficiently low
temperature, we get a Bose-Einstein condensate in which the lowest energy state
with momentum p = 0 becomes occupied by a macroscopic number of particles.
This macroscopic occupation suggests an expression of the total atom density n
in terms of an integral over the momenta p of the number of particles occupying










eβ(p2/2m−µ) − 1 (1.2)
where n0 is the density of particles in the condensate state with p = 0, and n
(reg)
p
is the occupation number of particles in the momentum states with p 6= 0. Finally,
β = 1/kT , T is the temperature, k is Boltzmann constant, m is the particle mass,
and µ is the chemical potential, .
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There exists a critical temperature TBEC below which an ideal Bose gas ex-
hibits BEC and when the chemical potential µ = 0. At such temperatures, the

















At high temperature T > TBEC there is no condensate which means n0 = 0. The
question we shall discuss below is how this behavior is modified by the presence
of weak interatomic interactions. This problem, due to the existence of a simple
analytical method, serves well to illustrate the new features of Bose condensation
of interacting particles: spontaneous symmetry breaking and the off-diagonal long-
range order.
1.3.1 Spontaneous symmetry breaking and off-diagonal long range
order
The Hamiltonian for a weakly interacting Bose gas with a short-range inter-













1ζ(x) is the Riemann zeta function.
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in dimension D = 3. The operator φ̂†(r) is the Bose field operator which creates a
particle at position r, and φ̂(r) is the Bose field operator which destroys a particle
at position r. The coupling constant λ is the two particle scattering amplitude in
the Born approximation and is equal to 4π~2a/m where a is the s-wave scattering
length.
Let N be the total number of particles. At zero temperature, the BEC state is
characterized by occupation of the zero momentum state where p = ~k = 0 by all N
particles. Such a state is denoted by |BEC〉N = (a†k=0)N |vac〉 where the operator a
†
k
creates a particle in momentum state k and |vac〉 is the vacuum state. The operator




The formula given above, at large N , suggests replacing the number state |BEC〉N
by a coherent state |BEC〉 such that ak=0|BEC〉 =
√
N |BEC〉. This can be
achieved if the BEC state is understood as a coherent state, and the Hamiltonian
given by Eq. (1.6) is considered in the Fock space [16] where all particle numbers are
allowed. Such an approach gives results equivalent to that of the problem with fixed
particle number N in the limit N → ∞ since for a coherent state the quantum un-
certainty in the number of particles δN =
√
N ≪ N . Upon such a replacement, the









where V is the system volume and n is the number density of particles.









which have the desired property φ̂|φ〉 = φ|φ〉. These states do not correspond to
any specific number of particles, in fact they are characterized by a distribution of





kak, while the Hamiltonian given by Eq. (1.6) commutes with N̂ .
One has to understand why the BEC state apparently does not respect the particle
number conservation.
We start by noting that
eiγN̂ |φ〉 = |eiγφ〉 (1.9)
and
eiγN̂He−iγN̂ = H (1.10)
i.e. the operator eiγN̂ , applied to |φ〉, produces a state of the same energy as that
of |φ〉 but with a phase shifted by γ. Since the overlap of coherent states obeys
|〈φ′|φ〉|2 = e−V |φ′−φ|2, any two different states |φ〉, |φ′〉 are orthogonal in the limit
V → ∞. Thus the states with different phase factors, |φ〉, |eiγφ〉, are macroscopically
distinct. This observation demonstrates that the BEC states form a degenerate
manifold parameterized by a phase variable 0 < γ < 2π.
To clarify the origin of this degeneracy let us find the state |φ〉 that provides
minimum energy given the Hamiltonian given by Eq. (1.6). Taking a minimum
at fixed particle density can be done by adding to H a term proportional to N̂ ,
H → H− µN̂ . Taking the expectation value, we obtain
U(φ) = 〈φ|H − µN̂ |φ〉 = λ
2
|φ|4 − µ|φ|2 (1.11)
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- the so called Mexican hat potential. The energy minima are found on the circle
|φ|2 = µ/λ i.e. the phase of φ is arbitrary, while the modulus |φ| is fixed, thereby
giving a relation between the density and the chemical potential µ = λn.
The macroscopic Hamiltonian given by Eq. (1.6) has global U(1) symmetry,
since it is invariant under adding a constant phase factor to the wavefunction of
the system, φ̂ → eiγ φ̂. The ground states, however, do not possess this symmetry:
adding a phase factor to the state |φ〉 produces a different ground state. This
phenomenon, called spontaneous symmetry breaking, is absent in the non-interacting
ideal Bose gas. In the interacting system, the U(1) symmetry breaking has a very
fundamental consequence: it leads to superfluidity [13].
A system whose gauge symmetry has been spontaneously broken can be de-
scribed by an order parameter that behaves in many aspects like a macroscopic
wave function Ψ(r). In the simplest cases, the order parameter reduces to a com-
plex scalar, Ψ(r) =
√
n(r)eiγ(r), where n(r) is the “superfluid density” and γ(r) is
the phase. For Bose-Einstein condensates of dilute alkali gases, Ψ(r) is the wave
function of the macroscopically occupied one-atom state.
There is yet another way to understand the phenomenon of U(1) symmetry
breaking, due to Penrose and Onsager [14], that does not require consideration of
the states with fluctuating particle number. Given the ground state |Φλ〉 of the
weakly interacting Bose gas described by Eq. (1.6), we can get the reduced density
matrix
R(x, x′) = 〈Φλ|φ̂†(x′)φ̂(x)|Φλ〉. (1.12)
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Using the translational invariance, once expects that the quantity R(x, x′) will de-
pend only on the distance x − x′ between the two points. By going to Fourier








nk = 〈Φλ|â†kâk|Φλ〉 (1.14)
In a Bose condensate, the particle distribution nk has singularity at k = 0,
nk = n0(2π)
3δ(k) + f(k) (1.15)
where f(k) is a smooth function. Accordingly the density matrix in Eq. (1.12) has
two terms,
R(x, x′) = n0 + f̃(x− x′), (1.16)
with





The constant n0 is independent of point of separation, and the second part, f̃(x−x′),
vanishes at large |x− x′|.
In ordinary liquids all correlations vanish at several interatomic distance.
Thus a density matrix that does not vanish at large point separation represents
an anomaly. The finite limit n0 = lim|x−x′|→∞〈Φλ|φ̂†(x′)φ̂(x)|Φλ〉 suggests that the
quantities φ̂(x), φ̂†(x′) in some sense have finite expectation values 〈φ̂(x)〉 = eiγ√n0
with fixed modulus, but an undetermined phase. The name off diagonal long range
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order or ODLRO, associated with this phenomenon, expresses the fact that in the
density matrix the ordering is revealed by the behavior of the off-diagonal component
R(x, x′)|x−x′|→∞.
1.4 Macroscopic quantum interference in atomic BECs
Bose Einstein condensates, along with other exotic quantum many body phe-
nomena like superconductivity, superfluidity, the Josephson effects, and the integer
quantum Hall effects are examples of macroscopic quantum phenomena. However,
they cannot be viewed as direct examples of superposition of macroscopically dis-
tinct states. I will now review certain aspects of macroscopic quantum interference in
BECs. The essential idea is borrowed from the Josephson effect in superconductors
which governs the dynamics of SQUIDs.
1.4.1 Josephson effect
Josephson predicted [15] that, between two weakly linked superconductors of
phases γ1 and γ2, a non-dissipative particle (Cooper pair) current flows between
them whose value is I(γ) = Ic sin γ, where Ic is the critical current and
γ = γ2 − γ1 ≡
∫ 2
1
dr · ∇γ(r) (1.18)
is the relative phase. He also predicted that in presence of non-zero chemical poten-
tial difference µ = µ2 − µ1, the relative phase rotates as γ̇ = −µ/~. The Josephson
relations can be obtained from very general considerations and can be applied to any
macroscopic wave functions, like the Gross-Pitaevskii [13] wave function of BECs.
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They can be obtained as the equations of motion of the “pendulum Hamiltonian”





where EJ = ~Ic is the Josephson coupling energy, N̄ is the number of transferred
particles across the weak link, and Ec ≡ ∂µ/∂N̄ is the capacitive energy due to
interactions. In the absence of external constraints, µ = EcN̄ . For trapped BECs,
Ec can be obtained to a good accuracy from the Thomas-Fermi (TF) calculation of
the chemical potential.
When both Ec and kBT are ≪ EJ , the Josephson pendulum Hamiltonian






is the Josephson plasma frequency.
1.4.2 Josephson effect in a BEC in a double well potential
It is possible to create two Bose condensates which are spatially separated by
a double well potential. The barrier in between the two wells can be viewed as
a weak link between the two condensates and one can study Josephson effect in
such systems. Furthermore high-contrast matter-wave interference can be observed
after switching off the potential and letting the condensates expand and overlap.
Such an experiment was performed [17] by evaporatively cooling sodium atoms in a
double-well potential formed by magnetic and optical forces.
To model such a system let me consider a symmetric double-well single particle
potential V (r) with minima at r1 and r2, and with no loss of generality I set V (r1) =
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V (r2) = 0. I assume the potential is such that the two lowest states are closely
spaced and well separated from higher levels of the potential, and that many particle
interactions do not significantly change this situation. This assumption permits a
two-mode approximation to the many-body description of the system. To proceed
I expand the potential around each minimum as
V (r) = Ṽ 2(r− rj) + ... (1.21)
where j assumes values 1, 2, and Ṽ 2(r − rj) is the parabolic approximation to the
potential in the vicinity of each minimum. I now define the state u0(r) as the
normalized single-particle ground-state mode of the local potential Ṽ (r), with energy
E0, and define the local mode solutions of the individual wells u1,2(r) = u0(r− r1,2).
These local modes are not exactly orthogonal, but we may write
∫
d3ru∗j(r)uk(r) = δjk + ǫ(1− δjk), (1.22)
where j and k assume values 1, 2. Here ǫ is the overlap between the modes of
opposite wells. If the position uncertainty in the state u0(r) is much less than the
separation of the minima of the global potential V (r), then ǫ ≪ 1, and first-order
perturbation theory, with ǫ as an expansion parameter, will suffice. In first-order
perturbation theory the modes are determined to order ǫ0, which ignores inter-well
coupling, in which case the local modes may be treated as orthogonal. The energy
eigenstates of the global double-well potential may then be approximated as the




[u1(r)± u2(r)] , (1.23)
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V (r)− Ṽ (2)(r− r1)
]
u2(r). (1.24)
The tunneling frequency ωR between the two minima is then given by the energy
level splitting of these two lowest states, ωR = 2R/~. The matrix element R, which
is of order ǫ, describes the coupling between the local modes.











φ̂†(x)φ̂†(x)φ̂(x)φ̂(x) + V (r)
)
(1.25)
where m, λ, and φ̂ are defined below Eq. (1.6). In the two-mode approximation we
expand the field operators in terms of the local modes and introduce the Heisenberg




so that [cj , c
†
k] = δjk to order ǫ
0. Then retaining terms up to order ǫ, the many-body
Hamiltonian reduces to the following two-mode approximation [18]:




















d3r|u0(r)|4 is the effective mode volume of each
well. Here we have retained only self-phase modulation arising from self-interaction
within each well since the cross-interaction terms involve matrix elements such as
(λ/2)
∫
d3r|u1r|2|u2(r)|2, which are of order ǫ2 compared to the self-phase modu-
lation matrix elements E ′c, and should therefore be consistently neglected to first
order. Particle number conservation requires c†1c1 + c
†
2c2 = N = 2N0, where N is
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the sum of the number of atoms in each mode. We also define N1 as the number of
atoms in mode 1 and N2 as the number of atoms in mode 2. Also N1,2 = N0 ± N̄ ,
where N̄ is the number of transferred particles from one mode to another,
To establish the connection with the pendulum Hamiltonian given by Eq. (1.19),
we define the number eigenstates |N̄〉 ≡ |N1N2〉 where N̄ can be viewed as the num-
ber of transferred particles across the barrier. Using this definition we get





N0(N0 + 1)− N̄(N̄ + 1). (1.28)




. Noting that the particle number
eigenstates admit a phase representation





we get the non-rigid pendulum Hamiltonian,
H ′ ≈ −N0~ωR
√















1.4.3 Rabi, Josephson, and Fock regimes
A clear limitation of the standard pendulum Hamiltonian given by Eq. (1.19)
is that, in the non-interacting limit Ec → 0, the dynamics are suppressed and the
Josephson plasma frequency for small collective oscillations vanishes. However, this
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contradicts our physical notion that non-interacting atoms should indeed exhibit
some dynamics. For instance, under the effect of the Hamiltonian given by Eq.
(1.27), an atom initially prepared in state |1〉 = c†1|0〉 will undergo Rabi oscillations
between states |1〉 and |2〉 = c†2|0〉 with frequency ωR. Thus Eq. (1.27) provides a
more unified description which views collective Josephson behavior and single atom
Rabi oscillations as particular cases of more general dynamics [19]. It is thus clear
that, for a given interaction strength, the double BEC system can be driven con-
tinuously from the Josephson to the Rabi regime by varying ωR, something feasible
experimentally [20]. This is analogous to how Gross-Pitaevskii equation of a many
boson system reduces for zero interaction to the Schrödinger equation. The crossover
between collective Josephson and individual Rabi dynamics cannot be studied in a
single sample of a superconductor or a superfluid, because the interactions cannot
be tuned experimentally. It is a nice feature of a BEC that it allows us to study the
crossover between these two qualitatively different dynamical regimes in an elegant
fashion.
In the limit of very strong interactions, quantum fluctuations of the phase
dominate, the Josephson coupling becomes a small perturbation, and the relative
particle number is approximately a good quantum number. This is the Fock regime,
where the particle number eigenstates (Fock states) are stationary states.
In summary, the magnitude of the ‘charging’ energy E ′c distinguishes three
regimes:
1. E ′c ≪ ~ωR/N0 (Rabi)
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2. ~ωR/N0 ≪ E ′c ≪ No~ωR (Josephson)
3. N0~ωR ≪ E ′c (Fock)
To a reader familiar with superconducting qubits, one might identify these
three regimes as the BEC analogue of phase, flux, and charge qubit in the same
order as above. However, in case of superconducting qubits, the crossover from one
regime to another cannot be studied in the same sample.
1.5 Outline of thesis
In rest of the thesis I will present my results on six different problems on which
I have been working. The chapters are entirely independent of each other and the
reader might feel free to flip over to the chapters of interest. The essential theme
remains exploring, theoretically, quantum coherent features in superconducting cir-
cuits, and trapped bosons and fermions at ultracold temperature.
In chapter 2 I analyze the behavior of a dc superconducting quantum interfer-
ence device phase qubit in which one junction acts as a phase qubit and the rest of
the device provides isolation from dissipation and noise in the bias leads. Ignoring
dissipation, I find the two-dimensional Hamiltonian of the system and use numeri-
cal methods and a cubic approximation to solve the Schrödinger’s equation for the
eigenstates, energy levels, tunneling rates, and expectation value of the currents in
the junctions. Using these results, I investigate how well this design provides isola-
tion while preserving the characteristics of a phase qubit. In addition, I show that
the expectation value of current flowing through the isolation junction depends on
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the state of the qubit and can be used for nondestructive read out of the qubit state.
In chapter 3 I study decoherence effects in qubits coupled to environments
that exhibit resonant frequencies in their spectral function. I model the coupling
of the qubit to its environment via the Caldeira-Leggett formulation of quantum
dissipation/decoherence, and study the simplest example of decoherence effects in
circuits with resonances such as a dc SQUID phase qubit in the presence of an
isolation circuit which is designed to enhance the coherence time. I emphasize that
the spectral density of the environment is strongly dependent on the circuit design,
and can be engineered to produce longer decoherence times. I begin with a general
discussion of superconducting qubits such as the flux qubit, the Cooper pair box and
the phase qubit and show that in these kinds of systems appropriate circuit design
can greatly modify the spectral density of the environment and lead to enhancement
of decoherence times. In the particular case of the phase qubit, for instance, I show
that when the frequency of the qubit is at least two times larger than the resonance
frequency of the environmental spectral density, the decoherence time of the qubit
is a few orders of magnitude larger than that of the typical ohmic regime, where the
frequency of the qubit is much smaller than the resonance frequency of the spectral
density. In addition, I demonstrate that the environment does not only affect the
decoherence time, but also the frequency of the transition itself, which is shifted
from its environment-free value. Second, I show that when the qubit frequency is
nearly the same as the resonant frequency of the environmental spectral density,
an oscillatory non-Markovian decay emerges, as the qubit and its environment self-
generate Rabi oscillations of characteristic time scales shorter than the decoherence
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time.
In chapter 4 I study weakly interacting atomic or molecular bosons in quan-
tum degenerate regime and trapped in harmonically confined optical lattices, that
exhibit a wedding cake structure consisting of insulating (Mott) shells. I find that
superfluid regions emerge between Mott shells as a result of fluctuations due to fi-
nite hopping. I find that the order parameter equation in the superfluid regions
is not of the Gross-Pitaeviskii type except near the insulator to superfluid bound-
aries. I obtain the excitation spectra in the Mott and superfluid regions, and I show
that the superfluid shells possess low energy sound modes with spatially dependent
sound velocity described by a local index of refraction directly related to the local
superfluid density. Lastly, I discuss the Berezinskii-Kosterlitz-Thouless transition
and vortex-antivortex pairs in thin (wide) superfluid shells (rings) limited by three
(two) dimensional Mott regions.
In chapter 5 I describe interacting mixtures of ultracold bosonic and fermionic
atoms in harmonically confined optical lattices. For a suitable choice of parameters
I study the emergence of superfluid and Fermi liquid (non-insulating) regions out
of Bose-Mott and Fermi-band insulators, due to finite boson and fermion hopping.
I obtain the shell structure for the system and show that angular momentum can
be transferred to the non-insulating regions from Laguerre-Gaussian beams, which
combined with Bragg spectroscopy can reveal all superfluid and Fermi liquid shells.
In chapter 6 I discuss the finite temperature phase diagram of two-dimensional
dipolar bosons as a function of the interaction strength. I identify the stable phases
as dipolar superfluid (DSF), dipolar Wigner crystal (DWC), dipolar hexatic fluid
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(DHF), and dipolar normal fluid (DNF). I also show that other interesting phases
like dipolar supersolid (DSS) and dipolar hexatic superfluid (DHSF) are at least
metastable, and can potentially be reached by thermal quenching. In particular,
for large densities or strong dipolar interactions, I find that the DWC exists at low
temperatures, but melts into a DHF at higher temperatures, where translational
crystalline order is destroyed but orientational order is preserved. Upon further in-
crease in temperature the DHF phase melts into the DNF, where both orientational
and translational lattice order are absent. Lastly, I discuss the static structure factor
for some of the stable phases and show that they can be identified via optical Bragg
scattering measurements.
In chapter 7 I extend the work presented in chapter 4 to a finite temperature
theory. I calculate the finite temperature order parameter and the critical tempera-
ture of the superfluid regions, as well as the local entropy (within the local density
approximation) for the entire system using two different approaches. First, I use a
mean field local density approximation where the superfluid regions are considered
as a two level system. Next, I use a more accurate ‘slave fermion’ method which I
explain in detail. The results of the later indicate that the mean-field local density
approximation alone overestimates the critical temperature for superfluidity, and
that when quantum fluctuations are included, the critical temperature drops typi-
cally by a factor of three. In current experiments, the temperature is much greater
than the critical temperature of the superfluid regions. I propose an experiment to
reduce the temperature lower than the critical temperature of the superfluid regions
by removing the high entropy atoms analogous to evaporation cooling.
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Finally, in chapter 8, I present my conclusions and future directions.
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Chapter 2
Quantum behavior of dc SQUID phase qubit
2.1 Introduction
There are currently several types of superconducting devices that are being
actively investigated for use as quantum bits (see references [21] to [38]). These
devices can be grouped into three broad classes: charge, flux and phase qubits,
according to which dynamical variable is most sharply defined and which basis
states are used. In this chapter I will examine the quantum behavior of the dc
Superconducting Quantum Interference Device (SQUID) phase qubit, investigate
the optimization of the device and discuss how well this design provides isolation
while preserving the characteristics of a phase qubit. This type of phase qubit [21,
22, 29, 30] was first proposed by Martinis et al. [22] and has two junctions in a
superconducting loop, just as in a conventional dc SQUID [31, 32].
The quantum behavior of dc SQUIDs has been of interest for nearly three
decades. Much early research was driven by the desire to construct quantum lim-
ited amplifiers and magnetic sensors [33] as well as understanding intrinsic quantum
mechanical effects in the SQUID [34]. However, most of this prior work on ampli-
fiers and sensors involved SQUIDs that were shunted with resistors and biased into
a finite-voltage power-dissipating state to achieve a non-hysteretic response. In con-
trast, for use as a qubit, one needs to understand the behavior of SQUID’s that are
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in the low-dissipation limit (no resistive shunt across the junctions) and the device
is biased in the zero-voltage state. In particular, we need to understand how to
choose the device parameters and arrange the bias so that the device is well-isolated
from its leads.
The dc SQUID phase qubit is one type of phase qubit. The archetypal or ideal
phase qubit is just a single Josephson tunnel junction connected to a current bias
source (see Fig. 2.1) [21]. The behavior of an ideal phase qubit is analogous to that
of a ball trapped in a tilted washboard potential [see Fig. 2.2], where the position is
proportional to the phase difference across the junction, the size of the ripples in the
potential is proportional to the junction’s critical current, the tilt is proportional
to the applied current, and the mass of the ball is proportional to the junction’s
capacitance [10]. Quantization of the system yields discrete metastable energy levels
as well as a continuum of levels [10]. If the junction capacitance and critical current
are sufficiently large, and the tilt not too large, the metastable levels have classically
a well-defined phase (hence the name ”phase qubit”), corresponding to the ball being
trapped in one well of the potential and the lossless flow of supercurrent through
the tunnel junction. The two lowest meta-stable energy levels in a well can be
used as qubit states (|0〉 and |1〉) and their separation in energy can be tuned by
changing the bias current. The continuum states correspond to the ball rolling down
the potential and a voltage being developed across the junction. The qubit states
can decay via quantum tunneling to the continuum, with |1〉 escaping two or three
orders of magnitude faster than |0〉, thus monitoring the decay rate allows sensitive
detection of the state.
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Figure 2.1: Schematic of a phase qubit. I is the bias current, J is the Josephson
junction, and C is the equivalent capacitance across the junction.
Figure 2.2: Tilted washboard potential U of the phase qubit (Fig. 2.1) as a function
of γ.
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The phase qubit has some potentially significant advantages, including sim-
plicity, the ability to tune the transition frequency and a fast built-in read-out
capability. However, there are also significant problems with this simple design.
1. While the ability to tune the transition frequency by applying a bias current
is very useful, fluctuations in the bias current will cause fluctuations in the
transition frequency, leading to dephasing and inhomogeneous broadening.
2. Wire leads are needed to connect the bias current source, which is typically
at room temperature, to the junction, which must be cooled to milli-kelvin
temperatures. These leads will present a dissipative impedance to the junction,
decreasing the excited state lifetime T1 and producing a short coherence time.
3. While tunneling to the voltage state can provide a fast, high-fidelity readout
of the state, it is a highly intrusive measurement that not only causes the
qubit state to leave the computational basis, but also causes the dissipation
of relatively large amounts of energy at the junction.
4. Dielectric loss and two-level charge fluctuators in the tunnel barrier, the sub-
strate or nearby insulation layers, or critical current fluctuators in the tunnel
junction barrier, can all lead to significant dissipation and dephasing, limiting
the coherence time of the device [35].
The main idea behind the design of the dc SQUID phase qubit [22] is to over-
come the first two problems by inserting a broad-band inductive isolation network
between the qubit junction and the bias leads. Overcoming the third problem re-
27
quires implementing a state readout technique, such as microwave reflectometry,
that does not require tunneling to the voltage state. Here we will examine another
possible approach to non-destructive read-out in this device. Overcoming the fourth
problem will require the use of low-loss materials with a low density of defects, es-
pecially in the tunnel barrier [35].
Other approaches are possible. One example is operating at a “sweet spot”,
i.e. at a bias current where the first derivative of the potential with respect to
the bias current is zero. At such values the transition frequency is independent of
current to first order, and one can minimize decoherence from current fluctuations.
In the phase qubit this requires biasing the device at zero current and choosing
the device parameters to maintain sufficient anharmonicity. This is the approach
taken in the transmon [36]. Such an approach could be used in conjunction with
broad-band isolation. However, since removing the ability to apply bias current will
sacrifice tunabilty, one needs to consider the trade-off involved.
Figure 2.3 shows a circuit schematic of the dc SQUID phase qubit. In this
device, junction J1 is assumed to behave like a phase qubit and the rest of the
circuit is used to provide isolation from dissipation and low-frequency bias-current
noise. The lowest two energy levels of junction J1, labeled |0〉 and |1〉, are used as
the qubit states. An external current source provides a bias current I to the circuit
and a second current source supplies current If to mutual inductance M in order
to apply a flux Φa = MIf to the SQUID loop. The mutual inductance M must be
small enough to ensure that too much noise does not couple to the SQUID via this
coil. The second junction J2 is called the isolation junction and is used to provide
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Figure 2.3: Schematic of dc SQUID phase qubit. The circuit contains two Joseph-
son junctions J1 and J2, with junction capacitance C1 and C2, respectively. The
inductances of the two arms of the SQUID are L1 and L2. The current source I
biases the two junctions, while an external flux Φa is provided by the current source
If through the mutual inductance M . The currents flowing through the right and
left arms of the SQUID are I1 and I2 respectively.
a state readout capability, for example via tunneling to the voltage state.
To protect junction J1 from fluctuations in the bias current I, the inductances
L1 and L2 are chosen so that L1 ≫ L2; L1 and L2 act like an inductive current
divider. To bias J1 and set the spacing between energy levels, both currents I and
If are applied. Since L1 >> L2, when I is applied most of the current goes through
junction J2, leaving J1 unbiased. If positive flux Φa is then applied to the SQUID, a
circulating current is induced that opposes the initial applied flux. If just the right
magnitude of flux is applied, this produces a current flow through J2 that exactly
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cancels the current due to the bias current I, and leaves current flowing just in J1.
In this situation, the effective current flowing through the qubit junction J1 is I
while any fluctuation in the bias current mainly flows through the isolation junction
J2.
In the next section, I will discuss the SQUID Hamiltonian and potential energy
for typical bias conditions. In contrast to earlier work, my analysis treats both
junctions quantum mechanically. In Section 2.3, I will develop a cubic approximation
for the potential and in Section 2.4 I will discuss numerical solutions of Schrödinger’s
equation for the exact Hamiltonian. In Section 2.5 I will compare the energy levels
found using these two approaches and conclude that the results are very nearly the
same under typical bias conditions. In Section 2.6, I will analyze how well the qubit
junction is isolated from current noise and compare my results to classical analysis
of the circuit. In Section 2.7, I will identify novel features in the coupling between
the state of the qubit and the circulating current, and discuss the implications of
this for non-destructive state readout. Finally, I conclude with a brief summary.
The work presented in this chapter is a longer version of Ref. [54].
2.2 The circuit Hamiltonian and the effective potential
Consider the dc SQUID circuit shown in Fig. 2.3. Its dynamics are described
by the Lagrangian










2 − U(γ1, γ2) (2.1)
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where mi = (Φ0/2π)
2Ci is the effective mass of the i -th junction, Φ0=h/2e is the
flux quantum, Ci is the capacitance of the i-th junction, andγ1 and γ2 are the gauge
invariant phase differences across junctions J1 and J2. The potential energy term U
is

























where Eji = I0iΦ0/2π is the Josephson energy for the i-th junction, and I0i is the
critical current of the i-th junction. Note that in this expression, we have assumed
for simplicity that the mutual inductance between the arms of the SQUID can be
neglected, so that the total inductance of the SQUID loop is L = L1 +L2 [31]. The
first two terms in the Lagrangian are just the energy stored in the two junction









where and V1 and V2 are the voltages across junctions J1 and J2 respectively.
Given the Lagrangian, we can now use Euler-Lagrange equation to find the































The left hand side of Eq. (2.6) can be simplified by using the flux-phase relation for
the SQUID loop [31],
γ1 = γ2 +
2π
Φ0
(−L1I1 + L2I2 + Φa) . (2.7)
where I1 and I2 are the currents flowing through the J1 and J2 arms of the SQUID
loop, respectively (see Fig. 2.3). From current conservation, the bias current must
divide between the two arms of the SQUID, so I = I1 + I2. Using this and the flux














and Eq. (2.6) can then be put in the simple form-




This is just what one would expect when current conservation is applied to the J1
arm of the SQUID; i.e. the current in the J1 arm of the SQUID is the sum of the
supercurrent current through junction J1 (from the dc Josephson relation this is just
I01 sin γ1) and the displacement current C1V̇1 through the capacitor C1.
































and we can write Eq. (2.10) as




Again, this is just what one would expect when current conservation is applied to
the J2 arm of the SQUID. Thus, the Lagrangian given by Eq. (2.1) yields equations
of motion (2.6) and (2.10), and these are just the expected coupled equations of
motion for the junction phases γ1 and γ2 in a dc SQUID.
The Hamiltonian of the dc SQUID can now be written as






+ U(γ1, γ2), (2.13)
where the canonical momenta are found from pi = ∂L/∂γ̇i = miγ̇i. Using the
standard prescription of quantum mechanics, we identify pi = −i~∂/∂γi and γi as
operators.
To proceed, we now assume that the external flux Φa and the bias current I
are changed simultaneously such that Φa = L1I. This simultaneous ramping of the
applied flux and the current is done in experiments so that the static applied current
mainly flows through J1 while leaving J2 unbiased, as discussed above. In this case,
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the Josephson inductance [37] of the isolation junction J2 is a minimum and one
obtains the highest isolation of the qubit junction J1 from current noise in the bias
leads. With this assumption the terms in the potential U that are proportional to
just γ2 cancel and we find
U(γ1, γ2) = −EJ1 cos γ1 − EJ1
I
I01
γ1 − EJ2 cos γ2 + EL (γ1 − γ2)2 , (2.14)
where EL = (Φ0/2π)
2 /2L sets the scale for the inductive coupling energy between
the two junctions and we have ignored an offset term that does not depend on γ1
and γ2. Of course if there are fluctuations in the current I that are independent
of fluctuations in Φa, then Eq. (2.14) would not be appropriate. We consider this
situation below in Section 2.6.
Figure 2.4: 2D surface plot of the potential U for the dc SQUID phase qubit with
the parameters in Table 1 and I = 17.00mA.
Figures 2.4, 2.5, and 2.6 show different views of the two-dimensional potential
U given by Eq. (2.14). The parameters for the simulation are listed in Table 1, and
34
I01(mA) 17.75 I02(mA) 6.40
C1 (pF) 4.44 C2 (pF) 2.22











β 39.83 κ0 0.0040
fp1 (GHz) 16.42 fp2 (GHz) 14.88
EL/h
(GHz)
24.22 g12 (GHz) 24.22
rI 7182 M (pH) 16.0
Table 2.1: dc SQUID phase qubit parameters used in the calculations.
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they correspond to typical values used in experiments. In particular, the device is
biased with I/I01 = 0.95 and simultaneously biased with external flux as described
above. For the region of γ1 and γ2 shown in the figure the potential is dominated by
a washboard potential along γ1 [see Fig 2.6], just as in the ideal phase qubit and a
parabolic potential along γ2 [see Fig. 2.5]. The depths of the local minima are very
different along the two directions. For these conditions, wells are 25 times shallower
along the γ1 direction than along the γ2 direction. Along γ1 the potential near a
local minimum behaves like a harmonic potential with a significant additional cubic
term, while along γ2 it acts as a simple harmonic potential with a much smaller
anharmonic component. The potential U also contains coupling between γ1 and γ2
Figure 2.5: Cross-section of U along γ2 for γ1 = 0 with the parameters in Table 1
and I = 17.00mA. The numbers label the individual wells.
that is proportional to EL. Since the overall energy scale of the Hamiltonian is set









where β = L (I01 + I02) is the SQUID modulation parameter. Thus we see that
increasing the loop inductance L and critical currents of the junctions causes the
coupling between the junctions to decrease and that the weakest coupling is achieved
for β ≫ 1. In this limit, if the critical currents are not too different, the loop will
be able to trap a persistent circulating current and a corresponding trapped flux.
There will be a maximum number of such persistent current states equal to the
number of wells in the potential U , depending on L and the smaller of the two
critical currents, with the trapped flux in different states differing by approximately
nwΦ0, where nw is an integer equal to the difference in well index. For example
in Fig. 2.5 the difference in trapped flux between well 1 and 8 would be 7Φ0. We
note that for the best isolation from the bias leads, the device would be run with
no circulating current, corresponding to nw = 0 in Fig 2.5 and no current through
the isolation junction J2. High flux states, up to nw = ±8 in the case of Fig. 2.5,
correspond to loading J2 with current which increases its Josephson inductance
and reduces the isolation. For phase qubits we are mainly interested in the limit
Ej1 ≈ Ej2 ≫ e2/2C1 ≈ e2/2C2. In this limit the junction phases are typically
well-localized in a given well. Experimentally, the system can be initialized in any
of the local minima [38, 39] and the behavior depends on which well is chosen. The
position and depth of each minimum depends on the bias current. For a particular
well, the minimum disappears at a critical bias current Ic. In general, this bias
critical current is not equal to either the critical current I01 or I02 of the individual
junctions. In Fig. 2.7(a) we show the critical bias current Ic for different wells along
the γ2 direction, while remaining in the well closest to γ1 = 0. It is the value of
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Figure 2.6: (a) Cross-section of U along γ1 for γ2 = 0. (b) Cross-section of U
along γ1 for γ2 = 0 showing a single well. Parameters are same as in Table 1 and
I = 17.00mA
Ic where a particular minimum of the potential U reduces to a saddle point and is
calculated numerically. The nearly linear dependence of the critical current with
well number is a consequence of the large loop inductance, which gives an effective
small coupling between γ1 and γ2; the different minima correspond to circulating
currents in the SQUID loop that differ by about Φ0/L.
In Fig. 2.7(b) we show the plasma frequency ω2 of the isolation junction as a
function of well number along γ2, where m2ω
2
2 = d
2U (γ1, γ2) /dγ
2
2 at the minima. In
the absence of the small coupling term EL (γ1 − γ2)2, the minima along γ2 would be
spaced by 2π and the plasma frequency ω2 would be independent of the well index.
The coupling term causes the distance between the minima to decrease, producing
a quadratic decrease of ω2 with increase in well index number.
38
Figure 2.7: (a) Critical current Ic vs. well number along γ2. (b) Plasma frequency
ω2/2π vs. well number along γ2. For both graphs the well-numbers are from Fig. 2.5.
2.3 Cubic approximation
It is not possible to obtain exact analytical solutions to the Schrödinger’s
equation for the Hamiltonian given by Eq. (2.13). However, since phase qubits are
in the limit Ej1 ≈ Ej2 ≫ e2/2C1 ≈ e2/2C2, the junction phases can be relatively
well-localized in a given well. Useful approximate results can then be found by
making an expansion of the potential near a local minimum (γm1 , γ
m
2 ) of the well
and truncating at the cubic terms [44]. For I near the critical current Ic of this well,
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g12 = −2EL, (2.20)
γ∗1 = arccos (−2EL/EJ1) , (2.21)
γm2 ≈ 2πk + 2EL (γ∗1 − 2π k) /EJ2, (2.22)





(γ∗1 − γm2 ) . (2.23)
where the integer k is the well index, and Ic is the critical bias current. The cubic
term in (γ1 − γm1 ) is proportional to γ1 while the coupling between γ1γ2 is propor-
tional to g12. Since EL ≪ EJ1, Eq. 2.21 implies under typical bias condition that γ∗1 ,
which is the critical value of γ1 at which the washboard minima turns into a saddle
point, is close to π/2 and sin γ∗1 ≈ 1. We note that in this truncated Hamiltonian,
the (γ1 − γ2) coupling term has been retained exactly, and the higher order terms in
(γ1 − γm1 ) and (γ2 − γm2 ) that have been dropped are about 3 orders of magnitude
smaller than the coupling term.
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Equations (2.16) to (2.23) reproduce the nearly linear dependence of the
numerically-determined critical current with well index along γ2, as seen in Fig. 2.2(a),
as well as the quadratic dependence of the plasma frequency shown in Fig. 2.2(b).
Deviations from the quadratic behavior, however, are significant for larger well-
number index. Also, the expression for ω1 given in Eq. (2.17) has some similarities
to the single qubit case [30], but in fact has a different form and differs quantitatively.
The eigenvalues and eigenfunctions of the Hamiltonian H̄ can be found by
treating the cubic and linear coupling terms as small perturbations to the rest of
the Hamiltonian, and then applying second-order time-independent perturbation
theory [44]. Tunneling rates can then be determined using the WKB (Wentzel-
Kramers-Brillouin) approximation.


















2 (γ2 − γm2 )2
+ g12 (γ1 − γm1 ) (γ2 − γm2 ) + U(γm1 , γm2 ), (2.24)
as in Eq. (2.16), where for notational convenience we set γm1 = γ
m
2 = 0. For a
typical dc SQUID phase qubit, the g12 term is a small perturbation to the rest of
the Hamiltonian; this term couples the phases γ1 and γ2 together. If we neglect this
term the Hamiltonian separates. The motion along the γ2 direction is harmonic,
whereas that along γ1 also has a cubic term proportional to g1. The eigenstates of
this uncoupled Hamiltonian up to second order in g1 are denoted by |n,m〉 = |n〉|m〉
where n is the excitation in the qubit junction andm is the excitation in the isolation
junction.
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The corresponding eigenenergies of this uncoupled Hamiltonian up to second


































The tunneling rates of the metastable energy levels of the cubic Hamiltonian can be












where Ns = 1/ (54λ
2) is approximately the number of harmonic oscillator states with
energy below the barrier of the cubic potential. The tunneling rate is independent
of the state in the γ2 direction. The above expression can be improved upon when






1 + A exp (36Ns/5)
(2.28)
where the fitting parameter A turns out to be independent of n andm and can be de-
termined from the exact numerical tunneling rates. Thus, the complex eigenenergies
of the Hamiltonian H with the coupling κ set to zero are En,m − i~Γn,m/2.
For non-zero k, we can compute corrections to the uncoupled eigenenergies

















where the sum excludes n′m′ = nm. The matrix elements in Eq. 2.29 reduce to
simple products such as 〈n|γ1|n′〉〈m|γ2|m′〉, where the matrix elements of γ2 are
determined by the properties of harmonic oscillator solutions. Up to second order





2λ2/8, γ0,2 = −λ/
√
2, γ0,3 = 3
√
3λ2/8, γ1,1 = 9λ/2, γ1,2 = 1 + 11λ
2/2, and
γ2,2 = 15λ/2, for example [44].
2.4 Numerical simulations
For comparison, we also numerically solved Schrödinger’s equation for the
Hamiltonian H given by Eqs. (2.13-2.14) and obtained the energy levels, tunneling
rates, and the wave function of the various resonant states. For this numerical
simulation, we used the method of complex scaling [40]. In this method we make
the substitutions γ → γeiθ and pγ → pγe−iθ for both γ1 and γ2, using the same
angle θ in the Hamiltonian, and find the complex eigenvalues and eigenvectors of the
resulting non-Hermitian Hamiltonian. This transformation allows Gamow–Siegert
states [41] (subject to outgoing boundary wave conditions) to be calculated in a
finite basis set. The complex eigenvalues are of the form E − i~Γ/2, where the real
part is the energy of the metastable state and the imaginary part gives the tunneling
rate Γ. To discretize the Hamiltonian we use a two dimensional harmonic oscillator
basis localized about the relevant potential minimum with frequencies equal to the
plasma frequencies along γ1 andγ2. We find convergence up to 0.1% is reached for
a basis set of 30× 30 harmonic oscillator states.
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Figure 2.8: (a) Energy levels and (b) tunneling rates for different metastable states
for well k = 0 as a function of bias current I. Symbols are from numerical calcula-
tion of the full 2D Hamiltonian using complex scaling, while the solid curves show
analytical calculation where coupling between the two junctions is ignored. Dashed
curves in panel b) show results from second-order perturbation theory. States are
labeled by the ket |n,m〉, where the first index represents the qubit junction state
and the second the isolation junction state. The dashed vertical lines in panel b)
indicate avoided level crossings in the corresponding energy levels (see text).
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Figure 2.9: (a) Energy levels and (b) tunneling rates for various metastable states
for well k = 8 as a function of bias current I. The meaning of the symbols etc. is as
in Fig. 2.8
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2.5 Comparison between numerical simulations and perturbation re-
sults
The symbols in Fig. 2.8(a) show calculated energy levels vs. bias current I for
the k = 0 well, as found from the numerical simulation using complex scaling. In
this case, we have set the coupling between the junctions to κ0 = 0.004 (see Table
1 for the rest of the device parameters) and assumed simultaneous flux and current
ramping. For comparison, the solid curves show results for the energy levels when
κ0 = 0, calculated from the analytical results for single junctions. As expected since
the numerical simulations were done for quite weak coupling, the results from these
two calculations are virtually identical on this scale.
In Fig. 2.8, the bias current runs from I = 0.90Ic to 0.97Ic, i.e. close to
the critical current of 17.82 µA of the k = 0 well. These currents correspond to
reasonable conditions for reading out the state by a tunneling measurement, such as
the experiments in ref. [22]. We note that this critical current exceeds I01 = 17.75µA
because some of the applied current is diverted through junction J2; even with
a simultaneous flux and current ramp, the change in Josephson inductance with
current causes some imbalance. The eigenstates are labeled by state |n,m〉 where
n is the excitation in the qubit junction and m is the excitation in the isolation
junction.
In Fig. 2.8(a) only the states |00〉 and |10〉 lie below the top of the saddle
point of the two-dimensional potential, which might suggest that only these state
have a lifetime that is long compared to the oscillation period of the harmonic trap.
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This, however, is not true. States with one excitation in the isolation junction, i.e.
|01〉 and |11〉, are also long lived against tunneling. This is because the isolation
junction is well described by a harmonic potential and the coupling between the two
junctions is small. The state |20〉 also lives relatively long, but only because it lies
just slightly above the barrier.
Figure 2.8(a) also shows two examples of crossings in the energy level diagram.
These are actually avoided crossings, although the splitting is too small to be seen
on this scale. At each crossing, an excited state of the qubit junction (n = 3 or 4) is
in resonance with a state with one excitation (m = 1) in the isolation junction. Since
the coupling constant κ0 is small, the mixing is small and the resulting splittings
are very small (approximately 6MHz). As a result, in an experiment where the
current is being swept, it will be relatively easy to be nonadiabatic with respect to
the crossings.
The symbols in Fig. 2.8(b) show the corresponding tunneling rate versus cur-
rent for the different states, as found from the numerical simulations using complex
scaling. Again, the solid curves show results when the coupling κ0 = 0, found using
the analytical results for single junctions given in Sec. 2.3. We note that there is no
discernible difference between the coupled and uncoupled results, except for states
|01〉 and |11〉 where the isolation junction is excited. For these excited states of the
isolation junction, the perturbative effects of the coupling term are needed because
the tunneling rates are sensitive to even small mixings with highly-excited levels of
the qubit junction. Here the |01〉 state mixes with |30〉 while the |11〉 state mixes
with |40〉 [see Fig. 2.8(a)]. For comparison, the dashed curves show the results when
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the coupling term is included using second order perturbation theory; we find excel-
lent agreement with complex scaling. From these results, we conclude that as long
as we stay away from the very narrow avoided crossings, the dc SQUID phase qubit
behaves much like a single phase qubit and the coupling can be safely ignored.
Figure 2.9 shows energy levels and tunneling rates for well k = 8 along the
γ2 direction. The critical current is reduced from the k = 0 value of 17.82 mA to
just 13.02 µA. As shown in Fig. 2.7 the plasma frequency along the γ2 direction
decreases with well number, hence, avoided crossing between energy levels occur
at smaller energies. In fact, the |01〉 state now avoids the |20〉 state and the |11〉
avoids |30〉. The effects of coupling are stronger than they were for k = 0 and this
is reflected in the more gradual changes in the tunneling rates with current I near
the avoided crossings. Consequently, as well number k increases, the circuit behaves
less and less like an ideal phase qubit.
2.6 Response of the system to low frequency noise
Low frequency bias current noise can be a significant source of spectral reso-
nance broadening and decoherence in phase qubits [22, 29, 30]. In addition, the bias
leads present a dissipative impedance to the junction that decreases the lifetime of
excited states. The main idea behind the design of the dc SQUID phase qubit is to
use L1 and L2 as an inductive isolation network that steps up the lead impedance
and prevent current noise from reaching the qubit. Here we examine how well this
design works and what effects it produces on the qubit junction.
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To understand how well the qubit junction is isolated from current noise, we
first consider the classical description. When a small change ∆I is made in the bias
current I, the external flux is held fixed at L1I. Provided the fluctuations are slow
enough that the displacement current in the junction capacitors can be neglected,
the change ∆I1 in the current through the qubit junction can be found by treating
the circuit as an inductive current divider. We find
∆I1 =
(L2 + LJ2)∆I
L+ LJ1 + LJ2
(2.30)
where LJi = Φ0/2π I0i cos γ
m
i is the Josephson inductance of i-th junction. From












For large rI , the qubit junction is well-isolated from current noise in the leads. For
the parameters shown in Table 1, L+ LJ1 + LJ2 ≈ 3.4nH ≫ L2 + LJ2 ≈ 40pH , so
that rI ≈ 7000, and the network is quite effective at filtering out current fluctuations.
To understand the effect of the network on dissipation, we now assume that
the current bias leads have a real impedance Z0 ≈ 50Ω. The network steps up
this impedance so that the effective parallel impedance Zeff that shunts the qubit






















L1 + L2 + LJ2
L2 + LJ2
)2
Z0 = rIZ0 (2.33)
and Leff is the effective parallel shunting inductance
Leff =












∼= L1 + L2 + LJ2. (2.34)
For typical parameters and the low frequencies of interest, the frequency dependent











where R1 accounts for any resistance shunting the junction that is from sources
other than the leads.
Finally, if we ignore the inductive network, the frequency at which the phase






















is the plasma frequency of the isolated junction when it is not biased. Including the
rest of the circuit produces a small shift in the plasma frequency due to the shunting
















2ω1 (L1 + L2 + LJ2)C1
. (2.38)
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where in the last approximation we neglected the contribution of the small correction


















L+ LJ1 + LJ2
To perform a quantum analysis of this situation, we now assume that the fluctuations
∆I are slow enough that time-independent perturbation theory can be used. We
are interested in the situation where the current noise is not accompanied by a
simultaneous fluctuation in the external flux. In this case, the Hamiltonian picks













As we have seen in Sec 2.2, the SQUID’s Hamiltonian is well approximated by a
cubic potential along γ1 and a simple harmonic potential along γ2 with a small
coupling proportional to κ0. With this Hamiltonian and the matrix elements listed
in Sec 2.3, we can find analytical expressions for level shifts due to the perturbation
∆H . The corrections to the energy of the ground and first excited state of the qubit
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〈n1|γ2 − γm2 |n0〉




for n = 0 and 1, respectively. In this equation we have only retained terms propor-






















































We note that Eq. (2.42) is also valid for uncompensated low-frequency changes in
the flux ∆Φa if ∆I is replaced by ∆Φa/L2 = M∆If/L2. The typical experimental
value of M is given in Table 1 which is of the same order of magnitude as L2. It
is chosen to be sufficiently small to ensure that flux noise does not couple to the
SQUID via this coil. For values we have chosen ∆Φa/L2 = 0.8∆If . Thus the effect
of flux noise is of the same order of magnitude as the current noise.
We can now define the quantum mechanical response function rq through
∆ω1 = (E10 −E00) /~rq∆I/I. In Fig. 2.10 we compare the classical and quantum
mechanical response functions for well number 0 and 8 as a function of I/Ic. We see
that the classical and quantum responses are nearly the same for currents I/Ic <
0.97. For smaller well index, the two curves agree over an even wider range of
I/Ic. Both functions increase with current and are on the order of 1 for I/Ic ≈
0.990. Hence only for currents less than 0.990Ic does the isolation scheme work well.
Furthermore in higher wells, the isolation becomes worse for the same value of I/Ic.
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Figure 2.10: Absolute value of the response functions rc and rq as a function of
current for well number k = 0 and 8. Points are obtained by exact numerical
calculation, solid lines are from perturbation theory (see Sec 2.6) and dashed line
shows predictions from classical analysis.
Thus, the best isolation is achieved in the lowest well number; this is just what is
expected from the classical analysis since this minimizes the Josephson inductance
of the isolation junction. It is worth noting that by preparing the system in different
wells, we can control the sensitivity of the system to bias current noise, and this is
of considerable practical value in determining whether noise is entering the system
through the leads [42].
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2.7 State dependent current redistribution
In this section we examine how the state of the qubit determines the current
flowing through both arms of the SQUID. Figure 7 shows the expectation value of
the current flowing through the isolation junction 〈I2〉 as a function of I for well
number 0 for four eigenstates of the Hamiltonian, i.e. |00〉, |10〉, |01〉 and |11〉. We
find that the current changes on the order of a few nA when the qubit junction is in
an excited state, while it is virtually independent of the excitation in the isolation
junction. The current 〈I2〉 increases with bias current for all states. We have also
studied the dependence of 〈I2〉 on the well number along the γ2 direction. The
results are qualitatively the same except that the actual current is offset or shifted
by Φ0/L ≈ 1µA as we go from one well to the next.
As evident from fig. 2.11, the difference in 〈I2〉 between the ground state and
the first excited state persists even when I is very small, i.e. in a regime where
1/Γ ≈ ∞. So if we can measure this small change in 〈I2〉 which is of the order of few
nA, in that regime, the measurement will be non - destructive in so far as the qubit
remains in its well or within the Hilbert space. This is in stark contrast to current
schemes of measurement in phase qubits by tunneling the qubit through the barrier
thereby destroying it completely. For the parameters used for the simulation, a very
sensitive detector would be needed; the current only changes by a few nA in going
from the ground state to the excited state, and one typically would like to read out
the state in a few ns. The natural choice would be to use a second SQUID to detect
the flux generated by this current. Another way is to use the so called Josephson
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Figure 2.11: Expectation value of the current 〈I2〉 flowing through the isolation
junction as a function of I for well number 0. The points are numerical calcula-
tions based on the exact 2D Hamiltonian whereas the solid lines correspond to an
analytical calculation with Hamiltonian H̄ without the coupling term (see Eq. 2.24).
Bifurcation Amplifier [43] device to detect small changes in 〈I2〉.
2.8 Conclusions
In conclusion, I analyzed the behavior of a dc SQUID phase qubit in which
one junction acts as a phase qubit and the rest of the device provides isolation from
dissipation and noise in the bias leads. I found the two-dimensional Hamiltonian
of the system and used numerical methods and a cubic approximation to solve
Schrödinger’s equation for the eigenstates, energy levels, and tunneling rates. Using
these results, I found that the dc SQUID phase qubit is well isolated from low
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frequency bias current noise and behaves as a single phase qubit when the parameters
and the bias current are chosen correctly. I also examined the state-dependent
redistribution of current between the two arms of the SQUID and noted that in
principle this can be used for non-destructive readout.
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Chapter 3
Decoherence in superconducting qubits: A Caldeira-Leggett
approach
3.1 Introduction
The possibility of using quantum mechanics to manipulate information ef-
ficiently has lead, through advances in technology, to the plausibility of building
a quantum computer using two-level systems, also called quantum bits or qubits.
Several schemes have been proposed as attempts to manipulate qubits in atomic,
molecular and optical physics (AMO), and condensed matter physics (CMP), how-
ever it is still very difficult to implement a scheme that gives both long decoherence
times and is scalable.
In AMO, the most promising schemes are trapped ion systems [45], and ul-
tracold atoms in optical lattices [46]. On the CMP side, the pursuit of solid state
qubits has been quite promising in spin systems [47, 48] and superconducting de-
vices [24, 21, 49]. While the manipulation of qubits in AMO has relied on the
existence of qubits in a lattice of ions or ultra-cold atoms and the use of lasers, the
manipulation of qubits in CMP has relied on the NMR techniques (spin qubits) and
the Josephson effect (superconducting qubits). Integrating qubits into a full quan-
tum computer requires a deeper understanding of decoherence effects in a single
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qubit and how different qubits couple.
In AMO systems Rabi oscillations in single qubits have been observed over
time scales of miliseconds since each qubit can be made quite isolated from its envi-
ronment [45], however it has been very difficult to implement multi-qubit states as
the coupling between different qubits is not yet fully controllable. On the other hand,
in superconducting qubits Rabi oscillations have been observed [24, 35] over shorter
time scales (500ns), since these qubits are coupled to many environmental degreees
of freedom, and require very careful circuit design. For superconducting qubits, it
has been shown experimentally [35] that sources of decoherence from two-level states
within the insulating barrier of a Josephson junction can be significantly reduced
by using better dielectrics and fabricating junctions of small area (. 10 µm2).
In this chapter, I will use the Caldeira-Leggett formulation of quantum dis-
sipation to analyze decoherence effects of superconducting qubits coupled to envi-
ronments that exhibit a resonance in their spectral density. Here, I will show first
how the characteristic spontaneous emission (relaxation) lifetimes T1 for flux [9, 51],
phase [22] and charge [36] qubits can be substantially enhanced, when each of them
is coupled to an environment with a resonance, provided that the frequency of op-
eration of the qubit is about twice as large as the frequency of the environmental
resonance. Second, I will show that the coupling to the environment does not only
cause decoherence, but also changes the qubit frequency. Lastly, I will show that
when the qubit frequency is nearly the same as the resonant frequency of the en-
vironmental spectral density, an oscillatory non-Markovian decay emerges, as the
qubit and its environment self-generate Rabi oscillations of characteristic time scales
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shorter than the decoherence time. This chapter is a longer version of the work pre-
sented in Ref. [52, 53].
The chapter is organized as follows. In Sec. 3.2, I will derive the environmen-
tal spectral density for flux, phase, and charge qubits when each of them is coupled
to an environment with a resonance. In Sec. 3.3, I will use the Caldeira-Leggett
formulation of quantum dissipation to derive the Bloch-Redfield equations and to
calculate the decoherence and relaxation times of these qubits. There, for the par-
ticular case of the phase qubit, I will show that when the frequency of the qubit is
at least two times larger than the resonance frequency of the environmental spectral
density, the decoherence time of the qubit is a few orders of magnitude larger than
that of the typical ohmic regime, where the frequency of the qubit is much smaller
than the resonance frequency of the spectral density. In Sec. 3.4, I will calculate the
renormalization of the qubit frequency due to dressing of the two-level system with
environmental degrees of freedom. In Sec. 3.5, I will derive an essentially exact non-
perturbative master equation, when these systems are near resonance and where
the rotating wave approximation can be applied. My results indicate that when the
qubit frequency is nearly the same as the resonant frequency of the environmental
spectral density, an oscillatory non-Markovian decay emerges, as the qubit and its
environment self-generate Rabi oscillations of characteristic time scales shorter than
the decoherence time. Finally, I will present my conclusions in Sec. 3.6.
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3.2 Spectral densities of superconducting qubits with environmental
resonances
In this section, we discuss three examples of superconducting qubits coupled to
environments (circuits) which have resonances in their spectral functions. We begin










Figure 3.1: Flux qubit measured by a dc SQUID blue line. The qubit corresponds to
the inner SQUID loop with critical current Ic and capacitance CJ for both Joseph-
son junctions denoted by the large × symbol. The inner SQUID is shunted by a
capacitance Cs, and environmental resistance R and is biased by a ramping current
Ib. The outer dc-SQUID loop has junction capacitance C0 and critical current Ic0.
In Fig. 3.1, we show a flux qubit (inner-loop), which is measured by a dc
SQUID (outer loop). To study the decoherence and relaxation time scales in such
a system it is necessary to understand how noise is transferred from from the outer
dc-SQUID to the qubit.
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For the circuit displayed in Fig. 3.1, the classical equation of motion for the










dt′Y (t− t′)φ̇(t′) = 0 (3.1)
where φ is the gauge invariant phase across the Josephson junction of the dc SQUID,
Ic0 is the critical current of its junction, Φ0 = h/2e is the flux quantum, and I is
the total induced current. The last term in Eq. (3.1) is the dissipation term due to
effective admittance Y (ω) felt by the outer dc-SQUID [55]. In this case the total





















Here φp = (φ1 + φ2) and φm = (φ2 − φ1) are the sum and difference of the gauge
invariant phases φ1 and φ2 across the junctions of the inner SQUID, Ldc is the self-
inductance of the inner SQUID, and J1 is the bilinear coupling between φm and
φp at the potential energy minimum. The term δφ0 = πMqIcir/Φ0, where Icir is
the circulating current of the localized states of the qubit (described in terms of
Pauli matrix σz), andMq is the mutual inductance between the qubit and the outer
dc-SQUID.
For the charge qubit coupled to a transmission line resonator [57, 36] shown












Here, Vg is the gate voltage, Cg is the gate capacitance, LJ and CJ are the Josephson
inductance and capacitance respectively, Z(ω) is the effective impedance seen by the
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Figure 3.2: Circuit diagram of the Cooper-pair box. The superconducting island
(large ×) is connected to a large reservoir through a Josephson junction with Joseph-
son energy EJ and capacitance CJ . The voltage bias Vg is provided through a res-
onator (cavity) having environmental impedance Z(ω), which is connected to the
gate capacitance Cg as shown.
In Fig. 3.3, we show the circuit for a phase qubit corresponding to an asymmet-
ric dc-SQUID [22, 29]. The circuit elements inside the dashed box form an isolation
network which serves two purposes: a) it prevents current noise from reaching the
qubit junction; b) it is used as a measurement tool.










dt′Y (t− t′)γ̇(t′) = 0, (3.4)
where C0 is the capacitance, Ic0 is the critical current, and γ is the phase difference
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across the Josephson junction J (large × in Fig. 3.3), while I is the bias current,
and Φ0 = h/2e is the flux quantum. The last term of Eq. (3.4) can be written
as iωY (ω)γ(ω) in Fourier space. The admittance function Y (ω) can be modeled
as two additive terms Y (ω) = Yiso(ω) + Yint(ω). The first contribution Yiso(ω) is
the admittance that results when a transmission line of characteristic impedance
R is attached to the isolation junction (here represented by a capacitance C and a
Josephson inductance L) and an isolation inductance L1. Thus, Yiso(ω) = Z
−1
iso(ω)
where Ziso(ω) = (iωL1)+[R
−1 + iωC + (iωL)−1]
−1
is the impedance of the isolation
network shown in Fig. 3.3. The replacement of the isolation junction by an LC circuit
is justified because under standard operating conditions the external flux Φa varies to
cancel the current flowing through the isolation junction making it zero biased [22].
Thus, the isolation junction behaves as a harmonic oscillator with inductance L
which is chosen to be much smaller than L1. The second contribution Yint(ω) is an
internal admittance representing the local environment of the qubit junction, such
as defects in the oxide barrier, quasiparticle tunneling, or the substrate, and can
be modeled by Yint(ω) = (R0 + iωL0)
−1, where R0 is the resistance and L0 is the
inductance of the qubit as shown in Fig. 3.3.
The equations of motion described in Eqs. (3.1), (3.3), and (3.4), can be all










written in terms of Pauli matrices σi (with i = x, y, z) and boson operators bk and














Figure 3.3: Schematic drawing of a phase qubit with an RLC isolation circuit. The
phase qubit is shown inside the solid red box, the RLC isolation circuit is shown
inside the dashed box to the left, and the internal admittance circuit is shown inside
the dashed box to the right.
(system) described by states |0〉 and |1〉 with energy difference ~ω01. The second
term corresponds to the isolation network (bath) represented by a bath of bosons,
where bk and b
†
k are the annihilation and creation operator of the k-th bath mode
with frequency ωk. The third term is the system-bath (SB) Hamiltonian which
corresponds to the coupling between the environment and the qubit.
At the charge degeneracy point for the charge qubit (gate charge Ng = 0),
at the flux degeneracy point (external flux Φext = πΦ0) for the flux qubit, and at













where v = φ for the flux qubit, v = Q for the charge qubit, and v = γ for the phase
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λ2kδ (ω − ωk) (3.7)
has dimensions of energy and can be written as












For the flux qubit circuit shown in Fig. 3.1, the shunt capacitance Cs is used
to control the environment, while the Ohmic resistance of the circuit is modelled by









when ωm ≫ max(Ω1, ω01), and when the dc SQUID is far away from the switching
point to be modelled by an ideal inductance LJ . The inner oscillator frequency
ωm =
√
2/LdcCJ and the qubit frequency is ω01. The external oscillator frequency
Ω1 =
√
2πIeffc /CsΦ0[1− (Ib/Ieffc )2]1/4, (3.11)
and plays the role of the resonant frequency, where Ic is the critical current for









reflects the low frequency behavior. The coupling between the flux qubit and the
outer dc SQUID emerges from the interaction of the persistent current Icir of the
qubit and the bias current Ib of the dc SQUID via their mutual inductance Mq.
The spectral density for the charge qubit shown in Fig. 3.2 is obtained via
Eq. (3.9) by determining the real part of the impedance Z(ω). In this case, we need
to solve for the normal modes of the resonator and transmission lines, including






(ω − Ω2)2 + (Γ2/2)2
, (3.13)
where Ω2 is the resonator frequency, ℓ is resonator length, c is the capacitance per
unit length of the transmission line. The quantity Γ2 = Ω2/Q where Q is the quality
factor of the cavity.
For the phase qubit shown in Fig. 3.3, the spectral density J(ω) is given by
Eq. (3.8), and can be written in the compact form J(ω) = Jiso(ω) + Jint(ω). The







(1− ω2/Ω2)2 + 4ω2Γ2/Ω4
, (3.14)
where α = L2/ [(L+ L1)









is essentially the resonance frequency, and Γ = 1/(2CR) plays the role of resonance
width. Here, we used L1 ≫ L corresponding to the relevant experimental regime.
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reduces to a Drude term with characteristic frequency Ω2/2Γ ≈ R/L. The internal











is a Drude term with characteristic frequency R0/L0. Notice that Jint(ω) also has













Having discussed the spectral functions of the environment of three different
types of superconducting qubits and their corresponding circuits, we move next to
the discussion of the decoherence properties within the Bloch-Redfield description
of the time evolution of the density matrix.
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3.3 Bloch-Redfield equations: decoherence properties
In this section, we investigate the relaxation T1 and decoherence T2 times,
for the three types of superconducting qubits (flux, charge and phase) described in
section 3.2. In order to obtain T1 and T2, we write the Bloch-Redfield equations [55]




for the density matrix ρnm of the spin-boson Hamiltonian in Eq. (3.5) and (3.6)
derived in the Born-Markov limit [55]. Here all indices take the values 0 and 1
corresponding to the ground and excited states of the qubit, respectively, while
ωnm = (En − Em)/~ is the frequency difference between states n and m. The
Redfield rate tensor is





































where we used the transition probability |〈0|ν|1〉|2 = [Mω01]−1 to define the variable
M , which has dimensions of mass × area (or energy × squared-time) and is refered
to as the mass of the qubit. For the flux and phase qubits, the mass is M ≡
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(Φ0/2π)
2C0, where C0 is the capacitance of the qubit. For the charge qubit, the
mass is M ≡ ~e/I0, where I0 is the critical current. The frequency ω01 is the qubit
frequency.
The physical interpretation of T−11 is as follows. For the system to make a
transition it needs to exchange energy E = ~ω01 with the environment using a
single boson. The factor coth(~ω01/kBT ) = n(ω01)+ 1+n(ω01) captures the sum of
the rates for emission (proportional to n(ω01) + 1) and absorption (proportional to
n(ω01) of a boson), where n(ω01) = [exp(~ω01/kBT )− 1]−1 is the Bose function.
Similarly, the decoherence rate given by the off-diagonal elements of the re-










where the dephasing rate
1
Tφ





This contribution originates from dephasing processes which randomize the phases
while keeping energy constant, i.e., transitions from a state into itself. Hence, they
exchange zero energy with the environment and J(0) enters. The prefactor measures
which fraction of the total environmental noise leads to fluctuations of the energy
splitting, such that only the components of noise which are diagonal in the basis of
energy eigenstates leads to pure dephasing [59]. This effect, is thus complementary
to that of the off-diagonal transition matrix element 〈0|ν|1〉 which appears in T1. The
zero frequency argument is a consequence of the Markov approximation. Typically,
Tφ ≫ T1. This can be seen for example, in the Hamiltonian of the phase qubit,
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where 〈0|γ|0〉 ∼ 〈1|γ|1〉 ∼ ∂3U/∂γ3 is the cubic correction to the potential of the
phase qubit.
In Fig. 3.4, T1 is plotted for the phase qubit as a function of the qubit fre-
quency ω01 in the case of spectral densities describing an RLC [Eq. (3.14)] or
Drude [Eq. (3.18)] isolation network at fixed temperatures T = 0 (main figure)
and T = 50mK (inset), with Jint(ω) = 0 corresponding to R0 → ∞. In the limit of





From the main plot of Fig. 3.4 several important points can be extracted. First, in
the low frequency regime (ω01 ≪ Ω) the RL (Drude) and RLC environments produce
essentially the same relaxation time T1,RLC(0) = T1,RL(0) = T1,0 ≈ (L1/L)2RC0,
because both systems are ohmic. Second, near resonance (ω01 ≈ Ω), T1,RLC is
substantially reduced because the qubit is resonantly coupled to its environment
producing a distinct non-ohmic behavior. Third, for (ω01 > Ω), T1 grows very
rapidly in the RLC case. Notice that for ω01 >
√
2Ω, the RLC relaxation time
T1,RLC is always larger than T1,RL. Furthermore, in the limit of ω01 ≫ max{Ω, 2Γ},










Thus, T1,RLC is always much larger than T1,RL for sufficiently large ω01. For param-
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Figure 3.4: T1 (in seconds) as a function of qubit frequency ω01. The solid red curves
describe the phase qubit with RLC isolation network (Fig. 3.3) with parameters
R = 50 ohms, L1 = 3.9nH, L = 2.25pH, C = 2.22pF, and qubit parameters
C0 = 4.44pF, R0 = ∞ and L0 = 0. The dashed curves correspond to an RL isolation
network with the same parameters, except that C = 0. Main figure (T = 0), inset
(T = 50mK) with Ω = 141× 109 rad/sec.
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eters in the experimental range (Fig. 3.4), T1,RLC is two orders of magnitude larger
than T1,RL, indicating a clear advantage of the RLC environment shown in Fig 3.1
over the standard ohmic RL environment. Thermal effects are shown in the inset of
Fig. 3.4, where T = 50mK is a characteristic experimental temperature [61]. Typical
values of T1 at low frequencies vary from 10
−5s at T = 0 to 10−6s at T = 50mK,
while the high frequency values remain essentially unchanged as thermal effects are
not important for ~ω01 ≫ kBT .

















Figure 3.5: T1 (in nanoseconds) as a function of qubit frequency ω01. The solid
red curves describe a phase qubit with RLC isolation network (Fig. 3.3) with same
parameters of Fig. 3.2 except that R0 = 5000 ohms. The dashed curves correspond
to an RL isolation network with the same parameters of the RLC network, except
that C = 0. Main figure (T = 0), inset (T = 50mK) with Ω = 141× 109 rad/sec.
In the preceeding analysis we neglected the effect of the local environment
by setting Yint(ω) = 0. As a result, the low-frequency value of T1 is substantially
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larger than obtained in experiment [22, 61]. By modeling the local environment with
R0 = 5000 ohms and L0 = 0, we obtain the T1 versus ω01 plot shown in Fig. 3.5.
Notice that this value of R0 brings T1 to values close to 20ns at T = 0. The message
to extract from Figs. 3.4 and 3.5 is that increasing R0 as much as possible and
increasing the qubit frequency ω01 from 0.1Ω to 2Ω at fixed low temperature can
produce a large increase in T1.
Having discussed the decoherence properties caused by environments with res-
onances for the case of superconducting qubits, we discuss next how the environment
shifts (renormalizes) the qubit frequency for the same systems.
3.4 Frequency renormalization
In this section, we discuss another effect of the environment on qubit proper-
ties, in addition to dephasing and relaxation. The environment also renormalizes
(shifts) the qubit frequency ω01 by dressing the two-state system with environmental
degrees of freedom. This is similar to the physics of the Lamb shift or the Franck
Condon effect. In our case, the transition frequency E = ω01 is renormalized ac-
cording to ER = E+δE, where δE = −ImR1010 in terms of the Redfield rate tensor.









E2 − ω2 [E coth(βω/2)− ω] , (3.31)
where P denotes the Cauchy principal value, and β = 1/kBT . Notice that δE is
analogous to the energy shift obtained in second order perturbation theory, which
collects all processes in which a virtual boson is emitted and reabsorbed, such that
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no trace is left in the environment. The integral in Eq. (3.31) can be calculated
by extending the integration to the complete real axis, closing the countour in the
upper complex plane, and applying the residue theorem.
3.4.1 Phase and flux qubits
For phase and flux qubit discussed above, upon summation over all residues









E2 − (σΩ+ iΓ)2 ×
[




where G(x) = ψ(1 + βx/2π) + ψ(βx/2π) involves the digamma function ψ, and
K = α(Φ0/2π)
2 for phase qubit [see Eq. (3.14)], and K = α1 [see Eq. (3.10)] for
the flux qubit. Although, we use a compact notation involving complex functions,
the energy correction δE is real. Notice that δE changes sign at ω ≃ E, leading
to an upward shift (renormalization) of E if most of the spectral weight of J(ω) is
above E (corresponding to E < Ω) whereas E shifts downward in the opposite case.
Physically, this corresponds to level repulsion between the spin and the oscillators
in the environment. This result is consistent with usual second-order perturbation
theory for energies. If the spectral weight J(ω) is concentrated at frequency ω = Ω,
then the sign changes of δE happens at E ≃ Ω, leading to a rather sharp structure
in δE(Ω), and in ER(Ω).
In the limit of low temperatures (T → 0), we can replace the function G
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where Ω̃ = Ω − Γ2/Ω. In the underdamped limit Ω ≫ Γ, one approximates the
logarithm by log |Ω/E| − iσπ/2 and rewrite the result as ER = E + δE, with
δE = δEΩ + δEres. The first term of δE contains a logarithmic contribution which









where Ω̃ ≈ Ω. This contribution changes sign from an upward shift at E > Ω̃ to a
downward shift at E < Ω̃ as expected from the general arguments described above.
The other contribution to δE takes into account the enormous spectral weight





A term of this kind persists even in the absence of damping of the external oscillator.
This term vanishes linearly with E at low energies, but undergoes the expected sign
change near resonance E ≈ Ω, in which vicinity, a substantial renormalization also
occurs.
As an illustration of the qualitative results discussed in this section, we show in
Fig. 3.6 the frequency shift (renormalization) of the phase qubit with RLC isolation
network described in Fig. 3.3. We make the identification E = ω01 and δE = δω01.
Near resonance ω01 ≈ Ω, we find a frequency renormalization of about 2% which is
due to the term δEres.
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Figure 3.6: Renormalization of energy splitting for the phase qubit with RLC isola-
tion network (Fig. 3.3) for the parameters R = 50 ohms, L1 = 3.9nH, L = 2.25pH,
C = 2.22pF, and qubit parameters C0 = 4.44pF, R0 = 5000 ohms and L0 = 0,
T = 0, and Ω = 141× 109 rad/sec. Parameters are same as in Ref. [54].
Next, we discuss briefly the frequency renormalization of charge qubits due to
environmental effects.
3.4.2 Charge qubits
For charge qubits with spectral density given by Eq. (3.13), the energy renor-
malization δE obtained in Eq. (3.31) can be also calculated using complex integra-
tion techniques. In the low temperature limit (T → 0) there are two contributions
to
δE = δEΩ + δEres. (3.36)
76


































Just like the phase and flux qubit, the frequeny renormalization term due to the
spectral weight of the resonance δEres is much larger than the logarithmic con-
tribution δEΩ. While δEres undergoes a sign change from negative to positive at
E =
√




Having concluded the discussion of the frequency renormalization (shift) of
superconducting qubits due to coupling to environments with resonant frequency
Ω, we discuss next the behavior of superconducting qubits coupled to the same
environments, when the qubit frequency ω01 is close to Ω, where essentially exact
solutions are possible.
3.5 Non-Markovian behavior near resonance
The Bloch-Redfield equations described in Eq. (3.21) capture the long time
behavior of the density matrix, but can not describe the short time behavior of the
system in particular near a resonance condition ω01 ≈ Ω, where the environmental
spectral density J(ω ≈ Ω) is very large. In this case, only the environmental modes
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with ωk = Ω couple strongly to the two-level system, like a two-level atom interacting
with an electromagnetic field cavity mode that has a finite lifetime. Thus, next we
derive the time evolution of the state of the flux, phase and charge qubits when the
qubit frequency is close to an environmental resonance.
First, we restrict the Hamiltonian described in Eqs. (3.5) and (3.6) only to
boson modes with ωk ≈ Ω ≈ ω01. When ωk ≈ Ω ≈ ω01, the Hamiltonian shown
in Eqs. (3.5) and (3.6) can be solved in the rotating wave approximation using the
complete basis set of system-bath product states |ψ0〉 = |0〉S⊗|0〉B; |ψ1〉 = |1〉S⊗|0〉B;
|ψk〉 = |0〉S⊗|k〉B, where |0〉S and |1〉S are the states of the qubit, |k〉B are the states
of the bath, and ⊗ means tensor product. Notice that the states |1〉S ⊗ |k〉B are
absent in the basis set within the rotating wave approximation and that the state
of the total system at any time is




with probability amplitudes c0, c1(t), and ck(t). The amplitude c0 is constant, while
the amplitudes c1(t) and ck(t) are time dependent. Assuming that there are no
excited bath modes at t = 0, we impose the initial condition ck(0) = 0, and use the









dωJ(ω) exp [i(ω01 − ω)τ ]
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is subject to the condition Trρ(t) = 1, or more explicitly |c0|2 +
∑
k |ck(t)|2 =
1− |c1(t)|2, which shows that the time dynamics of ρ(t) is fully determined by c1(t)
for a specified value of c0.
3.5.1 Phase and flux qubits
For phase and flux qubita with spectral densities given by Eq. (3.14) and











where K = α(Φ0/2π)
2 for phase qubit [see Eq. (3.14], and K = α1 [see Eq. (3.10)]
for the flux qubit. This reveals a resonance at ω = Ω̃ with linewidth Γ, implying that
any internal off-resonance contribution to J(ω), such as Jint(ω = Ω̃) in the case of
the phase qubit coupled to an RLC environment, can be neglected for any non-zero
value of the resistance R0. In this case, the spectral density J(ω) dominated by the
resonant contribution J(ω) ≈ Jiso(ω) ≈ Jres(ω). It is very important to emphasize,
that even though Jres(ω) is rewritten explicitly in terms of its poles in the complex
plane, a simple inspection of Eq. (3.43) shows that Jres(ω) is real.




(s+ Γ− iω01)2 + Ω2 − Γ2
s [(s+ Γ− iω01)2 + Ω2 − Γ2]− κΩ4πi/Γ
}
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where L−1{F (s)} is the inverse Laplace transform of F (s), and κ = K×(Φ0/2π)2 ≈
1/(ω01T1,0).
In Fig. 3.7, we plot the density matrix element ρ11 = |c1(t)|2 as a function of
time for the dc SQUID phase qubit described in Fig 3.3. The plot contains curves for
three different values of resistance, assuming that the qubit is initially (time t = 0)
in its excited state where ρ11(0) = 1. We consider the experimentally relevant weak
dissipation limit of Γ ≪ ω01 ≈ Ω. Since Γ = 1/(2CR) the width of the resonance
in the spectral density shown in Eq. (3.43) is smaller for larger values of R. Thus,
for large R, the RLC environment transfers energy resonantly back and forth to
the qubit and induces Rabi-oscillations with an effective time dependent decay rate
γ(t) = −2R{ċ1(t)/c1(t)} 1.
These environmentally-induced Rabi oscillations are a clear signature of the
non-Markovian behavior [55] produced by the RLC environment, and are completely
absent in the RL environment because the energy from the qubits is quickly dis-
sipated without being temporarily stored. In the RL environment the decay in
time of ρ11(t) has the characteristic non-oscillatory Markovian behavior. These
environmentally-induced Rabi oscillations are generic features of circuits with res-
onances in the real part of the admittance. The frequency of the Rabi oscillations
ΩRa =
√
πκΩ3/2Γ is independent of the resistance since ΩRa ≈ Ω
√
πL2C/L21C0,
and has the value of ΩRa = 2πfRa ≈ 360 × 106 rad/sec in Fig. 3.7. This effect is
similar to the so-called circuit quantum electrodynamics which has been of great
experimental interest recently [27, 62, 63]
1R(z) is the real part of the complex variable z.
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Figure 3.7: Population of the excited state of the dc SQUID phase qubit (Fig. 3.3)
as a function of time ρ11(t), with ρ11(t = 0) = 1 for R = 50 ohms (solid black
curve), 350 ohms (dotted blue curve), and R = 550 ohms (dashed red curve), and
L1 = 3.9nH, L = 2.25pH, C = 2.22pF, C0 = 4.44pF, R0 = ∞ and L0 = 0.
Next, we discuss briefly the non-Markovian dynamics for charged qubits.
3.5.2 Charge qubits
For charge qubits, the spectral density in Eq. (3.13) can be rewritten in terms







ω − Ω2 + σiΓ2/2
. (3.44)


















Γ22/4− 8πe2Ω2/lc. Notice that the frequency ∆ can be complex, so it














where Ωc = 8πe
2/ℓc. In the underdamped case where Ω2 ≫ Γ2/2, provided that




Since cosh(iθ) = cos(θ) and sinh(iθ) = i sin(θ), where θ = (
√
ΩcΩ2)t/2 in the
present case, it becomes clear that an oscillatory decay of the state emerges in the
underdamped regime. In this regime, the period of oscillation is just τ = 4π/
√
ΩcΩ2.
Having completed our discussion of environmentally-induced Rabi oscillations
and its markedly non-markovian characteristic, we are ready to conclude.
3.6 Conclusions
In conclusion, I analyzed decoherence effects in qubits coupled to environ-
ments containing resonances in their spectral function, and I identified a crucial role
played by the design of isolation circuits on decoherence properties. Furthermore,
I found that the decoherence time of qubits can be two orders of magnitude larger
than their typical low-frequency ohmic-regime, provided that the frequency of the
qubit is about two times larger than the resonance frequency of the environmental
resonance (isolation circuit in the phase qubit case). I also studied the frequency
renormalization (shift) of the qubit described by a two-level system due to dressing
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of the energy levels by the environmental degrees of freedom. I found that the fre-
quency shift changes sign across the resonance frequency and is largest at resonance
(about 2%). Lastly, I showed that when the qubit frequency is close to a resonance
of the environment, the non-oscillatory Markovian decay of the excited state popu-
lation of the qubit, gives in to an oscillatory non-Markovian decay, as the qubit and
its environment self-generate Rabi oscillations of characteristic time scales shorter
than the decoherence time. In particular, I discussed as a concrete example the
decoherence properties of a dc SQUID phase qubit coupled with an environmental
RLC circuit possesing a resonance in its spectral function, where numbers compat-
ible with current experiments were used to estimate the environmental effects on
decoherence properties [54, 61].
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Chapter 4
Superfluid and Mott Insulating shells of bosons in harmonically
confined optical lattices
4.1 Introduction
The recent experimental discovery of Bose-Mott insulating phases in optical
lattices has generated an explosion of research in the ultra-cold atom community
(see [64] for a recent review), and has helped to merge two major branches of physics:
atomic-molecular-optical and condensed matter physics. Most experiments thus far
have relied on measuring the momentum distribution of the atoms after switching
off the trap confining the atoms to infer the existence of a superfluid to insulator
transition [65, 66, 67]. However, very recently, two experimental groups [68, 69]
have used spatially selective microwave spectroscopy to probe in situ the superfluid-
to-insulator transition of 87Rb in a three dimensional (3D) optical lattice with a
harmonic envelope. In these experiments, the shell structure of the Bose-Mott in-
sulating states was revealed for very deep lattices [70]. Regions of filling fraction
n = 1 through n = 5 (n = 1 through n = 3) were mapped in the experimental
work of Ref. [68] (Ref. [69]). Their observations in three-dimensional optical lattices
lead to the confirmation of the Mott-insulating shell structure consisting of “Mott
plateaus” with abrupt transitions between any two sucessive shells as proposed in
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two dimensional (2D) [70] optical lattices.
One of the next frontiers for ultra-cold bosons in optical lattices is the search
for superfluid regions separating Mott-insulating shells. Even though the Mott shell
structure was determined recently using microwave spectroscopy [68, 69], any evi-
dence of superfluid shells has remained elusive, and awaits an experimental break-
through. Thus, my main motivation is to describe the most important signatures
of superfluid shells with the hope that they will be detected experimentally, and
for this purpose, I determine the existence of superfluid regions, their sizes, their
excitation spectra and I propose a specific detection scheme for them. This chapter
is a longer version of the work presented in Ref. [71].
To study the emergence of superfluid shells and their properties, I will de-
scribe 2D and 3D optical lattices of atomic or molecular bosons in harmonically
confining potentials, and treat the boson hopping perturbatively by starting from
Mott insulating states. My main results are as follows. Between Mott regions of
filling fraction n and n+1, superfluid shells emerge as a result of fluctuations due to
finite hopping. However, standard perturbation theory [73] breaks down in the pres-
ence of a harmonic potential since superfluid shells emerge at the boundary between
two locally degenerate Mott regions. Because of this local degeneracy, I will use a
nearly-degenerate perturbation approach developed here. The finite hopping breaks
the local energy degeneracy of neighboring Mott shells, determines the size of the
superfluid regions and is responsible for the quasiparticle, sound and vortex excita-
tions. In addition, because superfluid shells emerge between two locally degenerate
insulating regions, the local energy is non-analytic in the hopping (or order param-
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eter), and the equation of motion for the superfluid is not of the Gross-Pitaeviskii
type. This situation is therefore quite distinct from the non-degenerate perturba-
tion theory discussed in the context of lattices without a harmonic potential [73],
and from trapped bosons without a lattice [74], where the superfluid phase can be
described by a Gross-Pitaeviskii equation, since it emerges from a non-degenerate
insulating or normal ground state, respectively.
Furthermore, I will describe quasiparticle, sound and vortex excitations in the
superfluid regions. I will show that the energy cost to add a boson in superfluid
shells is much smaller then to add a boson in the filled Mott regions. In addition, I
will show that the superfluid shells possess low energy sound modes with spatially
dependent sound velocity described by a local index of refraction directly related to
the local superfluid density. Since the order parameter must vanish at the boundaries
of the superfluid shells, both the superfluid density and sound velocity also vanish.
For 3D optical lattices, when superfluid regions are thin (nearly 2D) spherical or
ellipsoidal shells, I will also obtain bound vortex-antivortex excitations below the
Berezinski-Kosterlitz-Thouless (BKT) transition temperature [75, 76] and show that
the BKT temperature is different for each superfluid region. Finally, I propose the
use of Laguerre-Gaussian beams and Bragg spectroscopy techniques for the detection
of superfluid shells. Since Laguerre-Gaussian beams can transfer angular momentum
to the superfluid regions and generate stable supercurrents, subsequent use of Bragg
spectroscopy can selectively identify superfluid shell regions which are rotating with
resonant velocities.
The remainder of the chapter is organized as follows. In Sec. 4.2, I present
86
the Bose-Hubbard Hamiltonian in a harmonic trap. In Sec. 4.3, I analyze the emer-
gence of an alternating superfluid and Mott shell structure, comparing two different
approaches involving non-degenerate and nearly-degenerate perturbation theory. I
show that degenerate perturbation theory breaks down, since the superfluid regions
emerge between two locally degenerate Mott shells. I also obtain the order param-
eter equation, the characteristic sizes of the superfluid and Mott regions, the local
filling fraction and the local compressibility. In the same section, I also find that
the superfluid order parameter that emerges between two Mott shells is not of the
Gross-Pitaeviskii type, except very close to the insulating boundaries. In Sec. 4.4,
I describe quasiparticle, sound and vortex excitations in the superfluid regions, and
quasiparticle and quasihole excitations in the Mott regions for completeness. In
Sec. 4.5, I propose an experiment using Laguerre-Gaussian beams and Bragg spec-
troscopy, which can be performed in order to visualize the existence of superfluid
shells. Lastly, I state my conclusions in Sec. 4.6.
4.2 Bose-Hubbard Hamiltonian
To describe the physics of alternating insulating and superfluid shells of atomic
or molecular bosons in optical lattices, we use the lattice Bose-Hubbard Hamiltonian




























is the harmonically confining potential, a is the lattice spacing, and c†r is the creation
operator for a boson at site r. Here, the vector r = (x, y, z), and the distance
ρ =
√
x2 + y2. The anisotropic confining potential V (r) becomes isotropic when
Ωρ = Ωz. Furthermore, t is the hopping parameter and U is the interaction strength,
which we assume to be repulsive (positive). The sum in the first term on the right
hand side of Eq. 4.1 is restricted to nearest neighbors. The harmonic trap makes
the system inhomogenous and introduces interesting properties which are absent in
homogenous Bose-Hubbard systems [77, 73].
For bosons in a homogeneous optical lattice, the Bose-Hubbard model without
the harmonic confining potential can be used. In this case, it is well known that an
integer number of particles on each site describes an insulating state for sufficiently
large U (U ≫ t). This is because the on-site interaction U makes it energetically
unfavorable for a particle to move from one site to another. In this situation the
system is in what is known as the Mott insulator phase [78]. However, if the quan-
tum expectation of the number of bosons per site is non-integer, the extra bosons
can move more easily, at a small energy cost, because their interaction energy is es-
sentially the same on every site. For this reason, a system with non-integer number
of bosons on each site is a superfluid at zero temperature [77].
Recently, several Mott-insulator shells of bosons were detected in optical lat-
tices [68, 69], which are inevitably inhomogenous, and thus require a model that
includes the effects of the harmonic part of the confining potential. This can be
modeled by the inhomogenous Bose-Hubbard hamiltonian described in Eq. (4.1).
In this case, one can either be in a regime where the entire system is superfluid or
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in a regime where the system exhibits a shell structure of alternating Mott-insulator
and superfluid regions. The existence of this shell structure has been shown numer-
ically [70], but the lack of analytical progress has hindered a true understanding of
the emergence and properties of these shells.
A simple argument for the emergence of the shell structure can be made by
inspection of the standard phase diagram of the homogenous Bose-Hubbard model
shown in Fig. 4.1 upon the substitution of µ → µr. In an inhomogenous system,
the effective local chemical potential µr is spatially varying. Thus, in the regions
where the number density n(r) is not an integer, a superfluid shell emerges, and in
the regions where n(r) is an integer, a Mott-insulator shell appears.
Even though a simple argument for the existence of the shell structure can
be made, many questions need to be seriously addressed. For instance, what are
the characteristic order parameter, dimensions and excitations of each superfluid
shell? Thus, we begin our presentation by discussing next the emergence of the
Mott-insulator and superfluid shell structure.
4.3 Emergence of the shell structure
A standard approach to analyse such bosonic systems is to use the Bogoli-
ubov mean field approximation. However, as shown in [73], this approximation fails
to predict the expected phase transition since it treats the interactions only ap-
proximately. Hence, instead of using the Bogoliubov approximation, we generalize a
method found in the literature [77, 73], by introducing a local mean field theory that
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Figure 4.1: Phase diagram of the homogeneous Bose Hubbard model. For the
inhomogeneous Bose Hubbard system, the dashed red line indicates the values of
the local chemical potential µr that the system exhibits from µr = 2.5U (Fig 4.4)
or µr = 2.2U (Fig 4.5) at the center of the trap to µr = 0 at the edge of the trap
for t = 1.25× 10−2U . This figure indicates how the system exhibits an alternating
stucture of Mott and superfluid shells
.
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treats the interactions exactly and approximates the kinetic energy of the atoms in
the optical lattice. We introduce the local superfluid order parameter ψr = 〈cr〉. We
can now construct a consistent local mean field theory by susbstituting the operator
c†rcr+a → 〈c†r〉cr+a + c†r〈cr+a〉 − 〈c†r〉〈cr+a〉, leading to an effective local Hamiltonian







rψr+a − ψ∗rψr+a), (4.3)




n̂r(n̂r − 1)− µrn̂r, (4.4)
where n̂r = c
†
rcr is the number operator. For t = 0, the shell structure for Mott-




n(n− 1)− µrn, (4.5)
when (n − 1)U < µr < nU . Since E0,n+1(r)− E0,n(r) = nU − µr, the change from
a Mott shell with filling fraction n to n + 1 occurs at the degeneracy condition




where Ωn = 2(µ− nU). The relation µr = nU determines the shape and size of the
boundary between the n and n+1 shells. For instance, in the case of the anisotropic











with principal axes aρ = a
√
Ωn/Ωρ, and az = a
√
Ωn/Ωz. However, near this region




In this section, we show how the hopping term in Eq. (4.3) affects the ground
state energy of the system. Qualitatively one can see that the kinetic energy con-
trolled by t lifts the degeneracy of the system at µr = nU and in the process
introduces a superfluid order parameter in a region of finite width depending on
parameters n, t,Ω and U .
To obtain analytical insight into the emergence of superfluid shells, we make
first a continuum approximation through the Taylor expansion




where repeated indices indicate summation, δi = ∂/∂ri, and i = {1, 2, 3} with
r1 = x, r2 = y, and r3 = z. This should be true in the limit where the order
parameter is smoothly varying at a length scale much greater than the unit lattice
spacing a. Under this approximation the effective local Hamiltonian becomes
Heffr = H0,n(r)− cr∆∗(r)− c†r∆(r) + Λ(r) (4.9)
where ∆(r) = ztψ(r) + ta2∇2ψ(r) reflects the amplitude for the creation of a single




[∆(r)ψ∗(r) + ∆∗(r)ψ(r)] (4.10)
reflects the local mean-field energy shift. ∆∗(r) is complex cojugate of ∆(r). Here
z = 2d is the number of nearest-neighbor sites (coordination number) depending on
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the lattice dimension d. Within this approximation, a simple analytical treatment
of the emergence of superfluid shells is possible, as discussed next.
4.3.2 Nearly degenerate perturbation theory
We focus our attention now on the Mott regions with integer boson filling n
and n + 1 and the superfluid shell that emerges between them. In the limit where
U ≫ t we can restrict our Hilbert space to number-basis states |n〉 and |n + 1〉
at each site. Any contribution of other states to the local energy will be of the
order of t2/U . The hopping term in Eq. (4.3) affects the ground state energy of
the system by removing the local degeneracy of E0,n+1(r) and E0,n(r) at µr = nU .
To illustrate this point, we use the continuum approximation described above and









n+ 1∆∗(r) E0,n+1(r) + Λ(r)

 , (4.11)
where ∆(r) and Λ(r) is defined in Eq. 4.10. Notice that t 6= 0 has two effects.
First, it changes the local energies E0,n(r) and E0,n+1(r) of the Mott shells n and
n+1 through Λ(r). Second, it mixes the two Mott regions through the off-diagonal
term
√
n + 1∆(r) and its hermitian conjugate. Thus, the physics near the boundary
between the n and n + 1 Mott regions is described by an effective local two-level
system with diagonal (Λ(r)) and off-diagonal (
√
n+ 1∆(r)) perturbations.
The eigenvalues of Eq. (4.11) are given by,
E±(r) = Es(r)±
√
(Ed(r))2 + (n+ 1) |∆(r)|2, (4.12)
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where Es(r) = [E0,n+1(r) + E0,n(r)] /2 + Λ(r) is proportional to the sum of the di-
agonal terms, and Ed(r) = [E0,n+1(r)− E0,n(r)] /2 = (nU − µr)/2 is proportional
to their difference. These local eigenvalues are illustrated schematically in Fig. 4.2,
where the local energies E0,n(r) and E0,n+1(r) are shown together with the eigenval-
ues E±(r). The radii Rn,± indicated in the figure correspond to the locations where
∆(r) = 0.




drE−(r), where L is the characteristic linear dimension of the system.
The order parameter equation (OPE) is determined by minimization of E with
respect to ψ∗(r) leading to




|Ed(r)|2 + (n+ 1) |∆(r)|2
= 0. (4.13)
Notice that the OPE is not of the Gross-Pitaeviskii (GP) type, since the superfluid
regions emerge from local fluctuations between nearly degenerate neighboring Mott
shells. This non-Gross-Pitaeviskii equation arises from the non-analytic structure
of the local energy E−(r), because of the spatial local degeneracy of Mott shells
with filling factor n and n + 1, from which the superfluid emerges. The present
situation is thus quite distinct from the case of bosons in a lattice without trapping
potentials [73] or trapped bosons without a lattice [74], where the Gross-Pitaeviskii
equation describes the order parameter |Ψ(r)|2.
The zeroth order solution of this equation with ∆(r) = ztψ(r) leads to the
spatially dependent order parameter
|ψ(r)|2 = n+ 1
4









Figure 4.2: Schematic plot of local energies E0,n(r) and E0,n+1(r) showing the de-
generate radius Rc,n. This local energy degeneracy is lifted by the the presence of a
finite hopping t, which leads to an avoided level crossing shown as dashed red curve,
and to the emergence of a superfluid region with inner radius Rn,− and outer radius
Rn,+
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Since |ψ(r)|2 ≥ 0, it implies that |nU − µr| ≤ (n + 1)zt in the superfluid region.
Thus the inner radius Rn,− and the outer radius Rn,+ of the superfluid shell between
the n and n + 1 Mott regions is obtained by setting |ψ(r)|2 = 0 leading to
Rn,± = Rc,n
√





for a spherically symmetric harmonic potential V (r) = Ω(r/a)2/2, where Rc,n is
defined above. Our notation to describe the Mott-superfluid boundaries is illustrated
in Fig. 4.3.
Equation 4.15 shows explicitly that t splits the spatial degeneracy of the n and
n + 1 Mott shells at r = Rc,n (or µr = nU) by introducing a superfluid region of
thickness
∆Rn = Rn,+ −Rn,−. (4.16)
In the case of non-spherical harmonic potential V (r) = Ωρ(ρ/a)
2/2+Ωz(z/a)
2/2
the shell regions are ellipsoidal instead of spherical. Notice that ∆Rn depends
strongly on filling fraction n, the ratio zt/Ω and the chemical potential µ through
Rc,n.






− nU − µr
2zt(n + 1)
(4.17)
in the same region interpolates between n+1 for r . Rn,− and n for r & Rn,+, while
the chemical potential µ is fixed by the total number of particles N =
∫
drn(r).
In Fig. 4.4, n(r), |ψ(r)|2, and Rn,± are shown for the Mott and superfluid






Figure 4.3: Schematic plot of superfluid regions, shown in red, and the Mott regions,
shown in white. The radius Rc,n separates Mott shells with filling factor n and n+1
for t = 0. The superfluid regions have inner radius Rn,− and outer radius Rn,+ and


















Figure 4.4: a) Shell structure of Mott and superfluids regions in a 2D square optical
lattice with harmonic envelope as a function of radius r/a for t 6= 0. The superfluid
regions are shown in red whereas the Mott regions are shown in white. The black
circles indicate the Mott boundaries Rc,n at t = 0. b) The local filling factor n(r) is
shown in solid lines for t 6= 0 and in dashed lined for (t = 0). The red curve shows
the local superfluid order parameter |ψ(r)|2. The parameters are Ω = 6 × 10−6U ,
t = 1.25× 10−2U and µ = 2.5U .
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parameters, three Mott and three superfluid shells emerge. It is very important to
emphasize that in the superfluid regions the order parameter |ψ(r)|2 is not identical
to n(r) since the OPE equation is not of the Gross-Pitaeviskii type. While the order
parameter ψ(r) vanishes at the boundaries Rn,± between the superfluid and Mott
shells, and reaches the maximum value |ψ(r)|2max = (n + 1)/4, when µr = nU , the
average particle density n(r) interpolates harmonically between Mott shells n + 1
and n, having the average value of n+1/2 when µr = nU . Furthermore, we show in
Fig. 4.5 that when t = 1.25× 10−2U , and Ω = 6× 10−6U , and µ = 2.2U the central
shell is superfluid, and the order parameter has a local minimum at the origin of the
harmonic trap. As µ increases, this minimum is reduced to zero at a critical value,
and the n = 3 Mott shell emerges. This property of the emergence of a Mott shell
from the center of the trap by supressing the superfluid order parameter at that
region is a generic feature, and can be inferred directly from the phase diagram of









of the superfluid shells is non-zero, in contrast to the incompressible (κ = 0) n and
n+1 Mott shells for r < Rn,− and r > Rn,+, respectively. The local compressibility
indicates the presence of large (small) excitation energies in the Mott (superfluid)
regions, as discussed later.
We note that only near the edges of the superfluid region (where r ≈ Rn,±


















Figure 4.5: a) Shell structure of Mott and superfluids regions in a 2D square optical
lattice with harmonic envelope as a function of radius r/a for t 6= 0. The superfluid
regions are shown in red whereas the Mott regions are shown in white. The black
circles indicate the Mott boundaries Rc,n at t = 0. b) The local filling factor n(r) is
shown in solid lines for t 6= 0 and in dashed lined for (t = 0). The red curve shows
the local superfluid order parameter |ψ(r)|2. The parameters are Ω = 6 × 10−6U ,






∇2 + Veff(r) + geff |ψ(r)|2
)
ψ(r) = 0. (4.19)
Here, ~ = 1, meff = 1/2a
2t is exactly the boson band mass due to the optical lattice,
Veff(r) = |nU−µr|/(n+1)−zt is the effective potential, and geff = 2zt/(n+1) is the
effective interaction. Notice that Veff(r) ≤ 0 and vanishes at the boundaries Rn,± of
the superfluid region since |nU−µr| = zt(n+1) there. Furthermore, geff = zt/(n+1)
is small in comparison to U , indicating that the superfluid near the edges is weakly
interacting, and more so as the Mott index n increases. When t → 0 (meff → ∞)
then |ψ(r)|2 = −Veff/geff leading to the correct limiting behavior of Eq. 4.13 near
r ≈ Rn,±.
As discussed above, our nearly-degenerate perturbation theory method pro-
vides a good description of the emergence of superfluid shells. This method is
a generalization of the perturbation theory developed in [73, 77] for the uniform
case, which was believed not to be extendable to describe the emergence of super-
fluid in harmonically confined optical lattices [79]. To clarify when the standard
theory developed in [73, 77] breaks down, we compare next the results from our
nearly-degenerate perturbation theory with the non-degenerate case when applied
to emergence of superfluid regions betwen Mott shells with fillings n and n + 1.
4.3.3 Non-degenerate perturbation theory
When the local energies for Mott phase with n bosons per site with energy
E0,n(r) = Un(n−1)/2−µrn, and Mott phase with n+1 bosons per site with energy
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E0,n+1(r) = U(n+1)n/2−µr(n+1), are away from the degeneracy region µr = nU ,







where |m〉 denotes the unperturbed wave function of the excited state with eigen-
value E0,m. Here, V = −cr∆∗(r) − c†r∆(r) couples only to states with one more
or one less atom than in the ground-state, and represents the perturbation to the
Hamiltonian H0,n(r) defined in Eq. 4.4. The, fourth order correction can also be
calculated using higher-order perturbation theory [73], and leads to the Ginzburg-
Landau energy
En = a0 + Λ(r) + a2|∆(r)|2 + a4|∆(r)|4, (4.21)
The coefficients a0, a2 and a4 are all functions of parameters n, U, µr, and t. The
term a0 corresponds to the unperturbed energy E0,n(r) described in Eq. 4.5 and
associated with the unperturbed Hamiltonian H0,n defined in Eq. 4.4, while Λ(r) is
the energy shift shown in Eqs. 4.9 and 4.10, which contains spatial derivatives of
the order parameter field ψ(r).
















[U(n− 1)− µr]2 [U(2n− 3)− 2µr]
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is always positive and is essentially identical to the homogeneous non-degenerate
limit [73] except for the replacement of µ → µr. However, the inherent inhomo-
geneity of the trap potential manifests itself in the local energy for the superfluid
regions (Eq. 4.21) through the spatial dependence of the coefficients a0, a2, and an
and through the spatial derivatives of ψ(r) contained in Λ(r). Thus, we define the
local Ginzbug-Landau energy difference ∆En = En−a0, which, in terms of the order
parameter ψ, becomes
∆En = −ta2ψ∗∇2ψ + a2z2t2 |ψ(r)|2 + a4z4t4 |ψ( r)|4. (4.24)
Here, we retained only terms up fourth order in ψ, and up to second order in
derivatives of ψ.
Minimizing ∆En to zeroth order in the spatial derivatives of ψ, leads to
|ψ(r)|2 = − a2
2a4z2t2
, (4.25)
and setting |ψ(r)| = 0 (or a2 = 0) leads to the local chemical potential
2µ±r = U(2n− 1)− zt±
√
U2 − 2U(2n + 1)zt + z2t2, (4.26)
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which determines the inner and outer radii of the Mott shell with filling n, where
the order parameter |ψ(r)|2 = 0 vanishes. Solving Eq. 4.26 gives the smaller radius

















calculated to order t2/U . Here, Rn,+ > Rc,n, and Rn−1,− < Rc,n−1, where Rc,n radius
of the Mott shell with filling n when t = 0, as defined in Eq. 4.6. Notice that the
size of the Mott region ∆Rn,Mott = Rn−1,− − Rn,+ always decreases with increasing
t from its value Rc,n−1 − Rc,n at t = 0, showing that superfluid regions emerge at
the expense of shrinking the Mott insulator shells.
The corresponding radii defining the superfluid region between the Mott shells
with filling factors n and n+ 1 are precisely Rn,+ and Rn,−, where Rn,± are defined
in Eq. 4.15. Thus, to order t2/U2, the thickness of the superfluid shells ∆Rn is again
given by Eq. 4.16, and we recover the results obtained from our nearly-degenerate
perturbation theory.
Furthermore, minimization of ∆En (Eq. 4.24) with respect to ψ reduces to the
same Gross-Pitaeviskii equation described in Eq. 4.19 near the boundaries Rn,+ and
Rn,−, where the order parameter ψ(r) vanishes. The mapping near the boundaries
is a2t→ 1/2meff , a2z2t2 → Veff(r), and a4z4t4 → geff .
In Fig. 4.6 we compare the results of the non-degenerate perturbation theory
with that of our nearly-degenerate perturbation theory for small values of t/U . The
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Figure 4.6: The squared amplitude of the superfluid order parameter |ψ(r)|2 is shown
as a solid line (red) for the nearly degenerate case, and as a dashed line (gray) for
the non-degenerate case. Notice that near the boundaries where ψ(r) ≈ 0, both
methods agree and describe the superfluid accurately. However, at the center of the
superfluid shell, the non-degenerate method breaks down. The parameters are same
as in Fig. 4.4, and we show the order parameter for the inner most superfluid shell,
between n = 2 and n = 3 Mott shells.
parameters used are the same as in Fig. 4.4 and we show the results only for the
innermost superfluid shell, between n = 2 and n = 3 Mott shells. Notice that
the non-degenerate perturbation theory is correct only very close to the boundaries
between the superfluid and Mott regions where ψ(r) is small, but fails to describe the
superfluid phase at the center of the superfluid shell corresponding to the degeneracy
region.
Having, discussed the non-degenerate perturbation approach and its break-
down, we analyze next the excitation spectrum in the Mott and superfluids regions.
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4.4 Excitations in Mott and superfluid regions
In this section, we discuss relevant excitations in the Mott and superfluid re-
gions, and we use the method of functional integrals to obtain quasiparticle and
quasihole excitations in the Mott shells and sound and vortex excitations in the
superfluid shells. Eventhough, we are mostly interested in excitations of the super-
fluid regions, for completeness, we also present excitations in the Mott shells to be
discussed next.
4.4.1 Quasiparticle and quasihole excitations
in the Mott regions
The excitation spectrum in the Mott shells can be obtained using the functional
















. Here D indicates
functional differential. In each Mott shell we introduce a Hubbard-Stratonovich
field Ψ to take into account fluctuations due to the presence of finite hopping, and











to quadratic order in Ψ† and Ψ, where k, k′ are momentum labels, ω are Matsubara
frequencies [73], and



































Figure 4.7: a) Quasiparticle Eqp (solid line), quasihole Eqh (dashed line),and Mott
gap Eg (red) energies for k = 0 versus r/a. b) Sound velocity for the outermost
superfluid ring versus r/a. Same parameters as in Fig. 4.4
.
with E1(r) = nU − µr, E2(r) = (n − 1)U − µr, and The poles of Gkk′(iω, r) are
found upon the analytical continuation iω = ω + iδ, leading to the local excitation
energies








ǫ2k − (4n+ 2)ǫkU + U2
where the +(−) sign labels quasiparticle (quasihole) excitations. The energy to add
a quasiparticle is Eqp = ω+, while the energy to add a quasihole is Eqh = −ω−.
Figure 4.7a shows the quasiparticle and quasihole energies of the Mott phase
as a function of position r. The energy cost to create a quasiparticle (quasi-
hole) is minimum (maximum) at the trap center and increases (decreases) radi-
ally, while the Mott-Hubbard gap Eg = mink(Eqp + Eqh) is large and independent
of r. Thus, Eg = mink
√
ǫ2k − 4(n+ 2)ǫkU + U2, which leads to the final result
Eg =
√
(zt)2 − 4(n+ 2)ztU + U2. This expression indicates that it is easier to cre-
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ate a quasiparticle-quasihole excitation inside higher n Mott shells. The horizontal
solid (red) line in Fig. 4.7a also shows this tendency. Since this gap is reduced with
increasing n the Mott-insulator gets weaker and thus more susceptible to superfluid
fluctuations. Notice that Eg vanishes when zt/U = (2n+1)± 2
√
n(n + 1), but the
physical solution for the critical value of zt/U corresponds to the largest value, and
thus the plus (+) sign.
It should be noted that excitations within an individual Mott shell are related
to the results obtained by non-degenerate perturbation theory for the case without
a harmonic trap [73] via the substitution of the chemical potential by the local
chemical potential, which includes the trap. However, the luxury of using degenerate
perturbation theory with a local chemical potential does not apply to the superfluid
shells between Mott regions n and n+ 1, as discussed next.
4.4.2 Excitations in superfluid regions
While non-degenerate perturbation theory is sufficient to describe approxi-
mately excitations in the Mott regions with fixed filling n, it fails to describe ap-
proximately excitations in the superfluid shells, which emerge between locally de-
generate Mott shells with filling n and n + 1, and depend strongly on the correct
order parameter obtained from the nearly-degenerate perturbation theory. Even-
though the creation of quasiparticle-quasihole excitations in the Mott regions can
be energetically costly, the creation of single quasiparticle excitations, sound waves
and vortex excitations in the superfluid shells are more easily accessible, as we shall
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discuss next.
Single quasiparticle excitations: The single quasiparticle excitation energy can
be read off from Eq. 4.12, since the first excited state ofHeffr is E+(r), and the ground
state is E−(r). The local energy difference is ∆E = E+(r)−E−(r) is independant of
r. This can be seen from the expression ∆E = 2
√
|Ed(r)|2 + (n+ 1) |∆(r)|2, when
the approximate result ∆(r) ≈ tzψ(r) is used in combination with Eq. 4.14 and with
the definition Ed(r) = [E0,n+1(r)−E0,n(r)] /2 = (nU − µr)/2. The final answer is
∆E ≈ (n + 1)tz, which indicates that energy cost of adding a quasiparticle in the
superfluid shell is small in comparison to the cost of adding a quasiparticle in the
Mott region.
It is also interesting to analyze the eigenvectors of the local Hamiltonian de-









and reduces to the vector (0, 1)T corresponding to the energy En of the Mott phase










and reduces to the vector (1, 0)T 1 corresponding to the energy En+1 of the Mott
phase with filling n+ 1, when ∆ → 0.
However, the most interesting excitations in the superfluid regions are collec-
tive in nature. We will discuss next the collective sound excitations and later the
1T is transpose of the matrix
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appearance of vortices.
Sound velocity: The excitation spectrum of collective modes in the super-
fluid region can also be calculated using the functional integral method. First we
introduce the Hubbard-Stratonovich field ψ which now corresponds to the order
parameter in the superfluid region. Second we use an amplitude-phase representa-
tion ψ(r, τ) = |ψ(r, τ)| exp [iϕ(r, τ)] and apply the nearly degenerate perturbation
theory described earlier to integrate out the boson fields c† and c. Thus, we obtain











to quadratic order in the phase variable for the superfluid region between the n and
n + 1 Mott shells. Here, we assumed that |ψ(r, τ)| is τ -independent at the saddle
point. The coefficient κ is the compressibility of the superfluid described in Eq. 4.18,




F (|ψ|, n, t)
G(|ψ|, n, t) − 2ta
2 |ψ|2 δij, (4.32)
where the numerator of the first term is
F (|ψ|, n, t) = t
(
4z|ψ|2δij + 4|ψ|∇2|ψ|δij − 2∂i|ψ|∂j|ψ|
)
and the denominator of the first term is
G(|ψ|, n, t) =
√
(nU − µr)2/4 + (n+ 1)t2Γ(|ψ|),
with the function
Γ(|ψ|) = z2|ψ|2 + 2|ψ|∇|ψ|+ (∇2|ψ|)2.
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The complex structure of the superfluid density tensor is a direct consequence of
the non-Gross-Pitaeviskii nature of the order parameter equation (Eq. 4.13).
Insight can be gained into the structure of the local superfluid density tensor
by neglecting the gradient terms involving |ψ|, which in combination with Eq. 4.14
produces a local superfluid density tensor
ρs(r) = ρii = 2ta
2|ψ(r)|2, (4.33)
which vanishes at the Mott boundaries Rn,±. This local superfluid density tensor has
been described previously in Refs. [72] and [79], however the more general expression
shown in Eq. 4.32 goes beyond the mean field approximation presented in the pseudo-









leading to a local sound velocity c(r) =
√
ρs(r)/κ, which in terms of the order pa-
rameter reads c(r) = 2
√
(n + 1)zta|ψ(r)|. The local speed of sound has it maximal
value at |ψ(r)|max = (
√
n+ 1)/2, and the superfluid region behaves as a medium of








Notice that χ(r) → ∞ at the Mott boundaries where |ψ(r)| = 0, indicating that
the sound waves of the superfluid do not propagate into the Mott regions. A plot of
the local sound velocity is shown in Fig. 4.7b for the superfluid region between the
n = 1 and n = 0 Mott shells. From the phase-only effective action for the superfluid
region, we can also investigate the vortex excitations, which are discussed next.
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Vortices and antivortices: Next, we explore vortex solutions in two cases where
spontaneous vortex-antivortex pairs can appear as indicators of the Berezinski-
Kosterlitz-Thouless (BKT) transition [75, 76]. Case I corresponds to a 3D system,
where the superfluid regions are very thin ∆Rn ≪ Rc,n, leading to essentially a
two-dimensional superfluid in curved space. Case II corresponds to a 2D system,
where the superfluid regions are thick rings ∆Rn ∼ Rc,n, leading to essentially a
two-dimensional superfluid subject to boundary conditions.
In a flat space two-dimensional system stationary vortex solutions must satisfy
∮
∇ϕ ·dl = 2πm, where m = ±1,±2, ... is the vorticity (topological charge) and ∇ϕ
is the superfluid velocity. The standard vortex solution in cylindrical coordinates is





This situation is analogous to a two-dimensional linear dielectric material where the
displacement field is
D = ∇ϕ× ẑ = ǫ(r)E, (4.37)
with dielectric function ǫ(r) = 1/ [2πρ(r)]. Notice that the dieletric function diverges
at the superfluid boundaries, since ρs(r) → 0 in those regions. In this language F





drD · E. (4.38)






where ri is the location of the vortex (or antivortex) of vorticity mi.
In case I the superfluid state appears below TBKT ≈ πρ̃s(r = Rc,n)/2, where
ρ̃s = ρs/a
2 has dimensions of energy. In this limit ρ̃s(r = Rc,n) = (n+1)t/2 and the
critical temperature of the superfluid shell between the n and n + 1 Mott regions
depends on the index n. Notice, however that such estimate is reasonable only when
the radius of the shells are sufficiently large. The solution for a vortex-antivortex
(VA) pair in curved two-dimensional space is














where Rc,n = a
√
2(µ− nU)/Ω is the radius of the superfluid shell, and b is the VA
size. A three-dimensional view of the velocity field ∇ϕ(θ, φ) is shown in Fig. 4.8.
When the superfluid shell has a small thickness ∆Rn then TBKT ≈ πt(n+1)∆Rn/6a,
while the vortex-antivortex pair has an approximate solution of the same form as
above which interpolates between ϕ(r = Rn,−, θ, φ) and ϕ(r = Rn,+, θ, φ).
In case II the superfluid regions are rings bounded by Rn,− and Rn,+, and one
can use the Coulomb gas analogy described above, conformal mapping techniques
and proper boundary conditions to obtain vortex-antivortex solutions. The creation
of vortex-antivortex pairs are energetically quite costly when ∆Rn ≪ Rc,n, due to
strong confinement effects of the boundaries, thus we do not expect a BKT-type
superfluid transition to occur until ∆Rn is substantially large (∼ Rc,n). Only in this
limit, we expect a BKT transition with TBKT ≈ π〈ρ̃s〉/2, where 〈ρ̃s〉/2 is the surface
area average of ρ̃s(r).
Having analyized the excitation spectra in the insulator and superfluid regions,
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Figure 4.8: Three-dimensional view of a vortex-antivortex pair in 2D superfluid shell
separating two 3D Mott regions.
we discuss next some possible experimental detection schemes for the superfluid
shells.
4.5 Detection of superfluid shells
Eventhough the use of tomographic microwave techniques has allowed the
detection of several Mott regions [68, 69], it has been quite challenging to detect su-
perfluid shells. In this section, we propose a possible experiment for the detection of
superfluid shells through the use of Laguerre-Gaussian and Gaussian beams followed
by Bragg spectroscopy. The idea is that Laguerre-Gaussian and Gaussian beams can
tranfer angular momentum to the atoms in the superfluid phase without transfer-
ring linear momentum, while the Mott insulator regions do not absorb the angular
momentum due to the presence of a large gap in their excitation spectrum. In this
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situation, we can use Bragg spectroscopy to detect the existence of the superfluid
since the technique is sensitive to the velocity of the atoms in the superfluid phase.
When the frequencies of the beams used in Bragg spectroscopy are correctly chosen
some of the rotating atoms in the superfluid regions acquire extra momentum, are
kicked out of their shells and can be imaged.
The Laguerre-Gaussian technique has been sucessfully used to rotate super-
fluid sodium atoms 23Na in a mexican hat potential [80, 81]. The technique used was
a two step process, where initially a Laguerre-Gaussian beam transferred both linear
and angular momentum to atoms, and a second Gaussian beam canceled the linear
momentum transfer leaving each trapped atom with exactly one unit of angular
momentum. In this manner, the atoms participating in superfluidity rotate without
dissipation, and when the trap is released, the superfluid region expands, but does
not fill the center of the cloud, thus maintaining a toroidal structure throughout
time of flight. Furthermore, Bragg spectroscopy was used to detect the sense of
rotation of vortices within a vortex lattice of sodium BEC [82] and to observe the
persistent flow of Bose-condensed Sodium atoms in toroidal traps [83].
The Laguerre-Gaussian technique and Bragg spectroscopy may also be used
to detect superfluid shells of bosons in harmonically confined optical lattices. How-
ever, the situation here is slightly different because of the existence of Mott shells
and multiple superfluid regions. To illustrate this, we discuss the simpler case of a
nearly two-dimensional configuration, where the harmonic trap is very tight along
the z-direction, loose along the x- and y- directions and only two superfluid shells are
present. Upon application of the Laguerre-Gaussian technique along the z-direction,
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angular momentum transfer occurs essentially to the atoms in the superfluid phase,
imposing a rotating superfluid current with a well defined superfluid velocity profile,
while the Mott regions remain unchanged due to their large gap in the excitation
spectrum. The angular momentum transfer is chosen to occur along the z direction
generating superfluid currents in the x-y plane, and the amount of angular momen-
tum transfer is assumed to be ~ for each atom that absorbed a Laguerre-Gaussian
photon with l = 1. Next, we use Bragg spectroscopy with counter-propagating
beams along the x-direction to detect the sense of rotation and determine the re-
gions of superfluid rings with well defined velocities. If there is sufficient optical
resolution and signal-to-noise ratio, then the experiment may be performed in situ,
otherwise Bragg spectroscopy measurements can be performed in time-of-flight.
A schematic plot of the detection of superfluid shells using Bragg spectroscopy
can be found in Fig. 4.9, which shows two superfluid shells rotating counter-clockwise
and two counter propagating beams applied along the x direction. As can be seen
in Fig. 4.9 the right(left)-going beam has frequency ω(ω′) and linear momentum
k(k′). The bose atoms undergo a transition from the internal state with energy ǫi
to the internal state ǫf . In the following analysis, we retain ~, instead of setting
~ = 1. Applying momentum conservation, we can easily obtain that the final linear
momentum of the atoms in the superfluid region is pf = pi+~(k+k
′)x̂, in terms of
the initial linear momentum of the photons ~kx̂ and -~k′x̂. Thus, the Bragg beams















Figure 4.9: Schematic plot for the detection of superfluid shells using Bragg spec-
troscopy. The angles θ1 and θ2 indicate the locations of strongest momentum transfer
from the Bragg beams (large green arrows) to the rotating superfluid shells of radii
R1 and R2. The gray arrows indicate the sense of rotation of the superfluid shells.
conservation condition





In the equation above vx is the component of the velocity vi = pi/m along the
x direction. Notice that vx can also be written as vx = vi sin θ where θ is the angle
between the Bragg beams and the velocity vi of the atoms in the superfluid shell
and vi = pi/m is the magnitude of vi. For an atom carrying one unit of angular
momentum, the superfluid velocity is vi = ~θ̂/mr. Therefore, within a superfluid
shell at position r = R atoms get a linear momentum kick of ~(k + k′)x̂ when the
velocity vx = ~ sin θ/mR satisfies the condition given in Eq. 4.40. This leads to
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two Bragg angles θ = − sin−1(mRvx/~), and π − θ for each superfluid shell. As
can be seen in Fig. 4.9 the Bragg angles are θ1 and π − θ1 for the outer superfluid
shell labelled by R1, and are θ2 and π − θ2 for the inner superfluid shell labelled by
R2. The regions with same velocity vx are identified by the condition sin θ1/R1 =
sin θ2/R2 = mvx/~. Once these atoms are kicked out of their respective superfluid
shells, they form two small clouds, which can be detected by direct imaging. Thus,
if there is sufficient optical resolution and signal-to-noise ratio, the experiment may
be performed in situ, otherwise Bragg spectroscopy measurements can be performed
in time-of-flight. These clouds also carry the information about the sense of rotation
of the superfluid shells and their velocity profile, and one can in principle extract
this information from the resulting images.
Having discussed our proposal for the experimental detection of superfluid
shells in harmonically confined optical lattices, we present next our conclusions.
4.6 Conclusions
I studied 2D and 3D optical lattices of atomic or molecular bosons in har-
monically confining potentials, and showed that between the Mott regions of filling
fraction n and n+1, superfluid shells emerge as a result of fluctuations due to finite
hopping. I showed that standard non-degenerate perturbation theory can not be
used to describe the superfluid shells that emerge between Mott regions of filling
fraction n and n+ 1, since these Mott shells are locally degenerate at their bound-
aries when the hopping is zero. I found that the presence of finite hopping breaks
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the local energy degeneracy of neighboring Mott shells, determines the size of the
superfluid regions as shown in Fig 4.4, and is responsible for quasiparticles, sound
and vortex excitations in the superfluid regions.
In addition, because superfluid shells emerge between two locally degenerate
insulating regions, the local energy is non-analytic in the hopping (or order param-
eter), and the equation of motion for the superfluid is not of the Gross-Pitaeviskii
type. The superfluid state analyzed here is then distinct from that obtained within
non-degenerate perturbation theory in the context of lattices without a harmonic
potential potential [73], or trapped bosons without a lattice [74], where the su-
perfluid can be described by a Gross-Pitaeviskii equation, since it emerges from a
non-degenerate insulating or normal ground state, respectively.
Within my nearly-degenerate perturbation theory approach I obtained the
quasiparticle, sound and vortex excitations in the superfluid regions. I showed that
the sound excitations have a spatially dependent sound velocity, which vanishes
between the superfluid and Mott shells. Furthermore, I obtained bound vortex-
antivortex solutions (as shown in Fig 4.8 below the Berezinski-Kosterlitz-Thouless
(BKT) transition when superfluid regions are thin (nearly 2D) spherical (or ellip-
soidal) shells. Finally, I discussed that the emergence of these superfluid regions




Superfluid and Fermi liquid phases of Bose-Fermi mixtures in optical
lattices
5.1 Introduction
Fermi and Bose degenerate quantum gases and liquids display several remark-
able macroscopic quantum phenomena. For instance, superfluidity is known to exist
in neutral liquids such as 4He (boson) and in 3He (fermion), as well as in a variety of
electronic materials that exhibit superconductivity. The role of quantum statistics
and interactions is of fundamental importance to understand the phases emerging
from purely bosonic or purely fermionic systems, and a substantial amount of un-
derstanding of these individual Bose or Fermi systems can be found in the atomic
and condensed matter physics literature. However, new frontiers can be explored
when mixtures of bosons and fermions are produced in harmonic traps or optical
lattices.
An important example of the richness of quantum degenerate Bose-Fermi mix-
tures was revealed in 4He - 3He mixtures where for fixed 4He concentration the crit-
ical temperature for superfluidity is reduced as the 3He concentration is increased,
and below the critical temperature a tricritical point phase separation appears [84].
In this Bose-Fermi mixture, essentially the only control parameter of interest is the
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ratio between the concentration of 4He and 3He.
In atomic physics, a spectacular degree of control has been achieved in Bose-
Fermi mixtures, where not only the ratio between the concentration of bosons and
fermions can be adjusted, but also the interactions between fermions and bosons can
be controlled through the use of Feshbach resonances [85], as demonstrated in mix-
tures of harmonically trapped Bose-Fermi mixtures of 40K and 87Rb. Furthermore,
these same atoms have been succesfully loaded into optical lattices [86] and have
produced a system that has no counterpart in standard condensed matter systems.
By controlling the depths of optical lattices we can change not only the interactions
between boson and fermions, but also their hopping from site to site, thus allowing
the exploration of a very rich phase space, where supersolid and phase separated
states have been suggested [87]. The list of Bose-Fermi mixtures in atomic physics
is growing, and include systems where the masses are close like 6Li and 7Li, 39K and
40K, or 172Yb and 173Yb; or systems where the masses are quite different like 6Li and
40K, 7Li and 39K, 6Li and 23Na, 6Li and 87Rb, 40K and 23Na, or 40K and 87Rb. This
suggests a wide possibility of regimes that can be reached by tuning interactions,
concentration and geometry, which is not is possible in ordinary condensed matter
physics.
A few studies of quantum phases of Bose-Fermi mixtures have focused on ho-
mogeneous three dimensional systems with [89, 90], and without optical lattices [88].
However, only one effort focused on harmonically confined optical lattices [92]. Most
of the descriptions of Bose-Fermi mixtures in optical lattices have relied on numeri-
cal methods using either Gutzwiller projection [89, 92] or quantum Monte Carlo [90]
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techniques. In this chapter, I present a fully analytical theory of boson and spin
polarized fermion mixtures in harmonically confined optical lattices by using degen-
erate perturbation theory for finite hopping in conjunction with the local density
approximation. This chapter provides insight into the phase diagram of Bose-Fermi
mixtures, and into the detection of superfluid and Fermi liquid shells at low tem-
peratures. It is a longer version of the work presented in Ref. [91].
In this chapter I will analyse in detail the regime where the hopping parame-
ters of bosons and fermions are comparable and the repulsion between bosons and
fermions is a substantial fraction of the boson-boson repulsion. In this case, the
system presents regions of (I) coexisting Bose-Mott and Fermi-band insulator, (II)
coexisting Bose-Mott insulator and Fermi liquid, (III) Bose-Mott insulator, and (IV)
Bose superfluid, as shown in Fig. 5.1. I will compute analytically the boundaries
between various phases, and obtain the spatially dependent boson and fermions
filling fractions in each region. Although one can envisage other situations where,
for example, one can have coexistence of superfluid and Fermi band insulator, I
confine my discussion to the situations above for the sake of simplicity. Finally, I
propose a detection method of the shell strucuture of Bose-Fermi mixtures by using
Laguerre-Gaussian beams [93] and Bragg spectroscopy [82], where angular momen-
tum is transferred only to regions with extended states such as the superfluid and
Fermi-liquid shells.
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5.2 Bose-Fermi Hubbard Hamiltonian
To describe Bose-Fermi mixtures in harmonically confined square (2D) or cubic
(3D) optical lattices we start with the Hamiltonian
























rfr′ are the kinetic energies of





the bosonic and fermionic creation operators at site r. Here, the lattice sites for
bosons and fermions are assumed to be the same, but the hopping parameters can
be different. The number operators are n̂B(r) = b
†
rbr and n̂F (r) = f
†
rfr, and the
corresponding local chemical potentials are µF (r) = µF − VF (r) and µB(r) = µB −
VB(r), where VF (r) = ΩF (r/a)
2/2 and VB(r) = ΩB(r/a)
2/2 are the harmonically
confining potentials and µF and µB are the chemical potentials for fermions and
bosons. The origin of the lattice with spacing a is chosen to be at the minimum of
the harmonically confining potential. The terms containing UBB (UBF ) represent
the boson-boson (boson-fermion) interaction. Note that the fermions have zero
onsite interaction energy (within the Bose-Hubbard model) due to Pauli’s exclusion
principle, and only have exchange interaction.
When tB = tF = 0, the Hamiltonian Ĥ = Ĥ0 is a sum of single-site contribu-
tions, and the eigenstates are tensor products of number states with state vectors
|ψ〉 = |nB,0, nB,1, · · · 〉|nF,0, nF,1, · · · 〉, with nB,r = 0, 1, 2, ... and nF,r = 0, 1 represent-
ing the occupation number of bosons and fermions at site r, respectively. At site r
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the local energy is EnB ,nF (r) = UBBnB(nB−1)/2+UBFnBnF −µB(r)nB−µF (r)nF .
For the ground state wavefunction the number of bosons at site r is determined
by max(0, ⌊(UBB + µB(r))/2UBB⌋) if EnB,0(r) < EnB ,1(r) and max(0, ⌊(UBB +
µB(r)− UBF )/2UBB⌋) otherwise. Similarly, the number of fermions per site is zero
if EnB ,0(r) < EnB ,1(r) and one otherwise. The symbol ⌊· · ·⌋ is the floor function.1
In the ground state solution shells (nB, nF ) with nB bosons and nF fermions
are formed by those lattice sites r for which the local energy is the same. For our
harmonic traps these shells are nearly spherically symmetric. The boundary between
shells (nB, nF ) and (nB+1, nF ) is determined by EnB ,nF (r) = EnB+1,nF (r), leading
to the radius RB,nB ,nF = a
√
ΩnB ,nF /ΩB, where ΩnB ,nF = 2(µB − nBUBB − nFUBF ).
Similarly, the boundary between shells with occupation numbers (nB, 0) and (nB, 1)
is determined by equating the local energies EnB ,nF (r) and EnB ,nF+1(r), leading to
the radius RF,nB = a
√
2(µF − nBUBF )/ΩF . We consider the number of particles to
be sufficiently large such that the radii of the boundaries are much larger than the
lattice spacing a.
5.3 Finite hopping: perturbative treatment
Next, we begin our discussion of finite hoppings by taking first tB 6= 0, with
tF = 0. The Bose superfluid region emerges due to kinetic fluctuations at the
boundaries between the (nB, nF ) and (nB + 1, nF ) shells. At this boundary the
local energy EnB+1,nF (r) is degenerate with EnB ,nF (r). To describe the emergence of
1floor(x) = ⌊x⌋ is the largest integer not greater than x.
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superfluid regions, we introduce the order parameter for superfluidity ψB,j via the
transformation b†ibj → ψ∗B,ibj+b†iψB,j−ψ∗B,iψB,j , and then for analytical convenience
make the continuum approximation ψ(r+a) = ψ(r)+ai∂iψ(r)+(1/2)aiaj∂i∂jψ(r).
In the limit of UBB ≫ tB, we can restrict our Hilbert space to the number
basis states |nB, nF 〉 and |nB + 1, nF 〉, as any contribution from other basis states
to the local energy is of order t2B/UBB. The hopping term tB affects the energies
EnB+1,nF (r) and EnB ,nF (r) by removing their degeneracy, thus creating finite-width











∗(r) EnB+1,nF (r) + Λ(r)

 , (5.1)
where Λ(r) = 1
2
(∆(r)ψ∗(r) + cc) and ∆(r) = tB(zψ(r) + a
2∇2ψ(r)). Here, z is the
coordination number which depends on the lattice dimension d.




2 + (nB + 1) |∆(r)|2,
where Es(r) =
[
EnB+1,nF )(r) + EnB,nF (r)
]
/2 + Λ(r) is proportional to the sum of
the diagonal terms, and Ed(r) = [EnB+1,nF (r)− EnB,nF (r)] /2 = (nBUBB+nFUBF −
µB(r)/2 is proportional to their difference. Notice that E−(r) is the lowest local





5.4 Order parameter and compressibility
The order parameter equation (OPE) is determined by minimization of E with
respect to ψ∗(r) leading to




|Ed(r)|2 + (nB + 1) |∆(r)|2
= 0. (5.2)
Notice that the OPE is not of the Gross-Pitaeviskii (GP) type, since the superfluid
regions emerge from local fluctuations between neighboring Mott shells. Ignoring the
spatial derivatives of ψ in Eq. (5.2) leads to the spatially dependent order parameter
|ψ(r)|2 = nB + 1
4




Since |ψ(r)|2 ≥ 0, hence |nBUBB + nFUBF − µB,r| ≤ (nB + 1)ztB, and the inner
RnB ,nF ,− and outer RnB ,nF ,+ radii for the superfluid shell between the (nB, nF ) and
(nB + 1, nF ) Mott regions are obtained by setting |ψ(r)|2 = 0 leading to
RnB,nF ,± = RB,nB,nF
√





This relation shows explicitly that tB splits the spatial degeneracy of the (nB, nF )
and (nB + 1, nF ) insulating shells at r = Rc,nB,nF or µB(r) = nBUBB + nFUBF
by introducing a superfluid region of width ∆RnB ,nF = RnB ,nF ,+ − RnB,nF ,−. (See
Fig. 5.1 for characteristic widths).







− nBUBB + nFUBF − µB(r)
2ztB(nB + 1)
in the same region interpolates between nB + 1 for r . RnB ,nF ,− and n for r &




drn(r). The local bosonic compressibility κB(r) = ∂nB(r)/∂µB = 1/2ztB(nB+
1) of the superfluid shells is non-zero, in contrast to the incompressible (κB = 0)
(nB, nF ) and (nB + 1, nF ) insulating shells for r < RnB ,nF ,− and r > RnB ,nF ,+,
respectively.
Now, we consider finite tF . In order to have a tractable theory we assume that
the shell boundaries of the bosons and fermions are well separated. This allows us to
investigate the Fermi liquid near the shell boundary of the fermions in the presence
of a Bose-Mott insulator with nB bosons per site. Furthermore, if we assume that





dǫD(ǫ)f [ǫ− µeffF (r)] (5.4)
where f [x] is the Fermi function at temperature T , and D(ǫ) =
∑
k δ(ǫ − ǫk) is
the density of fermion states with energy dispersion ǫk = −2tF
∑d
ℓ cos(kℓa). The
effective chemical potential µeffF (r) = µF (r) − nBUBF accounts for the effect of the
bosons. The band minimum and maximum of ǫk are ǫmin = −2dtF and ǫmax = 2dtF ,
respectively. Thus, the Fermi liquid region is limited by the boundaries ǫmin ≤
µF (r) ≤ ǫmax, leading to RF,± = RF,nB
√
1± 2ztF a2/ΩFR2F,nB for the inner RF,−
and outer RF,+ radius of the FL shell. The width of the FL region is ∆RF,nB =
RF,+−RF,−. (See Fig. 5.1 for characteristic widths). The isothermal compressibility
of the FL region is κF (r) = ∂nF (r)/∂µF , which leads at zero temperature to κF (r) =
0 outside the FL shell, indicating the presence of insulating regions and κF (r) =
D[µF (r)] inside the FL shell, indicating the presence of conducting regions. The
127
superfluid and FL shells for finite tB and tF , and their density profiles are shown in
Fig. 5.1 for the two-dimensional case.
5.5 Detection of superfluid and Fermi liquid shells
Next, we propose an experiment to detect superfluid and Fermi liquid shells
in Bose-Fermi mixtures using a combination of Gaussian and Laguerre-Gaussian
beams followed by Bragg spectroscopy. To illustrate the idea, we discuss the sim-
pler case of a nearly two-dimensional configuration, where the harmonic trap is very
tight along the z-direction, loose along the x- and y- directions. Upon application
of Gaussian and Laguerre-Gaussian beams along the z-direction, only angular mo-
mentum is transferred to the atoms in the conducting phases (superfluid or Fermi
liquid), imposing a rotating current with a well defined velocity profile, while the
insulating regions do not absorb angular momentum due to their large gap in the
excitation spectrum.
To probe the rotating superfluid and Fermi liquid phases we propose the use of
two counter-propagating Bragg beams applied in the xy plane along the x direction,
as indicated in Fig. 5.2.
The Bragg beams transfer a net linear momentum ~(k + k′)x to the atoms of
mass m which satisfy the energy conservation condition





where vx is the component of the velocity v(r) = p(r)/m along the x direction and
ǫi and ǫf are the experimentally accessible energies of the initial and final internal
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states atom. For an atom carrying one unit of angular momentum, the velocity is
vi = ~θ̂/mr. Therefore, within a conducting shell with radius r = R atoms get a
linear momentum kick of ~(k+ k′)x̂ when the velocity vx = ~ sin θ/mR satisfies the
condition given in Eq. (5.5). This leads to two Bragg angles θ = − sin−1(mRvx/~),
and π − θ for each conducting shell. As can be seen in Fig. 5.2, the Bragg angles
are θ1 and π− θ1 for the outer superfluid shell labelled by R1, and are θ2 and π− θ2
for the fermi liquid shell labelled by R2. Once these atoms are kicked out of the
conducting shells, they form two small expanding clouds, which can be detected by
direct absorption imaging.
Next, we discuss the time scales over which the rotation in the conducting
regions persist and can be detected experimentally. In the case of the superfluid re-
gion we use the Landau criterion to show that the velocity imposed to the superfluid
through the angular momentum transfer is much smaller than the local sound veloc-
ity c(r) =
√
ρs(r)/κ, where ρs(r) = 2tBa
2|ψ(r)|2 is the local superfluid density, and
κ is the compressibility. Thus, c(r) = 2
√
(nB + 1)zta|ψ(r)| vanishes at the insulator
boundaries where |ψ(r)| = 0, and only close to the edge of the superfluid regions the
local rotational speed v(r) = ~/mr exceeds c(r), which means that essentially all
the superfluid region can be detected and the angular momentum transferred does
not decay over time scales of at least seconds, limited by the lifetime of the trapped
system.
In the case of the Fermi liquid region, the time scale over which the flow of the
fermions persist in presence of the Bose-Mott insulator background can be calculated
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from the imaginary part of the fermionic self-energy






GB(q1)GB(q2)GF (k + q1 − q2),
where k = (k, iω) and qi = (qi, iνi), with ω (νi) are fermionic (bosonic) Matsubara
frequencies and T is temperature. The bare inverse bosonic propagator in the Bose-
Mott phase is










where E1(r) = (nB − 1)UBB − µB(r), E2(r) = (nB − 2)UBB − µB(r) and ǫq =
−2tB
∑d
ℓ cos(kℓa). The bare inverse fermionic propagator in the Fermi liquid phase
is G−1F (k, r) = i~ω − ǫF (k, r), where ǫF (k, r) = ǫF (k) − µF (r). For nB = 1 and
T = 0, the imaginary part of the fermionic self-energy is
ImΣF (k, r) = −πU2BF [F (~ω) + F (−~ω)] , (5.6)
where F (~ω) = Θ(~ω)Θ(−~ω+µB(r))D(~ω+µF (r)), Θ is the Heaviside step func-
tion, and D(ǫ) is the fermion density of states. For a two-dimensional Fermi liquid
shell, there is a Van Hove singularity in D(ǫ) at half filling. The expression in
Eq. (5.6) is independent of momentum, since the dominant excitations in the Bose-
Mott region are number-conserving and low-momentum particle-hole excitations,
but strongly dependent on position through µB(r) and µF (r), leading to a charac-
teristic decay time τr = −h/ImΣ(k, r). For the parameters used in Fig. 5.1, (with
UBF/h = 1 kHz) the time scale for the persistence of the flow near the edges (away
from the Van Hove singularity) is τr ≈ 13 ms. However, near the center of the Fermi
liquid region (close to the Van Hove singularity) τr is extremely short, indicating
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that it is much easier to detect fermions at the edge than at the center of Fermi
liquid shells.
5.6 Conclusions
I have discussed the phase diagram of Bose-Fermi mixtures in harmonically
confined optical lattices in the regime where the hopping parameters of bosons
and fermions are comparable and the repulsion between bosons and fermions is a
substantial fraction of the boson-boson repulsion. I showed that the system exhibits
regions of (I) coexisting Bose-Mott and Fermi-band insulator, (II) coexisting Bose-
Mott insulator and Fermi liquid, (III) Bose-Mott insulator, and (IV) Bose-superfluid.
I have calculated analytically the boundaries between these phases and obtained the
spatially dependent filling fraction for each region. Finally, I proposed a detection
method of the superfluid and Fermi liquid shells of Bose-Fermi mixtures by using














Figure 5.1: (a) Shell structure of Bose-Fermi mixtures in harmonically confined
optical lattices showing a coexisting Bose-Mott and Fermi-band insulator region
at the center (nB = 1, nF = 1), a coexisting Bose-Mott insulator and Fermi liquid
region (in blue), a Bose-Mott insulator region (nB = 1, nF = 0), and Bose-Superfluid
region at the edge (in red). (b) filling factors for fermions shown as the solid dark
blue curve and for bosons shown at the dashed red curve. The solid parabolic curve
in light blue shows the order parameter in the superfluid region. The parameters
used are tF = tB = 0.0325UBB, UBF = 0.1UBB , µB = 0.8UBB, µF = 0.4UBB and
ΩF = ΩB = 8 × 10−6UBB , which are representative of Bose-Fermi mixtures with
nearly the same mass such as 6Li and 7Li, 39K and 40K, or 172Yb and 173Yb. For
the parameters chosen, the widths of the superfluid and FL shells are several times















Figure 5.2: Schematic plot for the detection of outer red superfluid and inner blue
Fermi liquid shells using Bragg spectroscopy. The angles θ1 and θ2 indicate the
locations of strongest momentum transfer from the Bragg beams (large green arrows)
to the rotating superfluid and Fermi liquid shells of radii R1 and R2. The gray arrows
indicate the sense of rotation of the conducting shells.
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Chapter 6
Hexatic, Wigner crystal, and superfluid phases of dipolar bosons
6.1 Introduction
One of the next frontiers in ultracold atomic and molecular physics is the study
of ultracold heteronuclear molecules such as KRb [94, 95], RbCs [96], and NaCs [97],
which can be produced using Feshbach resonances observed in mixtures of two types
of alkali atoms [98, 99, 100]. Thus, ultracold heteronuclear molecules consisting of
Bose-Bose, Bose-Fermi, or Fermi-Fermi atom pairs offer many new opportunities
because of their internal degrees of freedom [101, 102, 103, 104, 105] such as their
permanent electric dipole moments.
The dipolar interaction between heteronuclear molecules is highly anisotropic
in three dimensions having attractive and repulsive contributions. This makes it gen-
erally quite difficult to identify stable phases with good accuracy. In the particular
case of bosonic heteronuclear molecules (Bose-Bose or Fermi-Fermi) the attractive
part of the dipolar interaction may lead to undesired instabilities of the dipolar gas.
However, the situation in two dimensions (2D) can be quite different, and arguably
more interesting, as the dipolar interaction can be made to be purely repulsive by
the application of suitable static electric or microwave fields. In the case of bosonic
dipolar molecules, several stable and metastable many body phases of 2D systems
may be found.
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In this chapter, I will obtain the finite and zero-temperature phase diagram of
bosons interacting via short-range repulsive interactions U and long-ranged dipolar
interactions ED in two dimensions. For weakly repulsive values of U , and small
values of ED, I find a dipolar superfluid phase (DSF) of the Berezinskii-Kosterlitz-
Thouless (BKT) type, which upon increasing values of ED becomes a dipolar Wigner
crystal (DWC) forming a triangular lattice. Numerical evidence for the existence
of the DWC phase was obtained recently in Quantum Monte Carlo simulations of
dipolar boson systems at zero temperature [106, 107, 108]. Here, however, I develop
an analytical variational theory that accounts not only for the superfluid to DWC
phase transition at zero temperature, but also for the finite temperature melting
of the DWC into a dipolar hexatic fluid (DHF) [109, 112], where crystalline trans-
lational order is destroyed but hexagonal orientational order is preserved. Further
temperature increase leads to the melting of the hexatic phase into a dipolar normal
fluid (DNF). I also find that the dipolar supersolid phase (DSS), exhibiting both
superfluid and crystalline order, always has higher energy than the DWC, but is at
least metastable, thus being accessible using thermal quenching. Lastly, I show that
measurements of optical Bragg scattering can identify the DWC and DHF phases.
This chapter is a longer version of the work presented in Ref. [110].
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6.2 Hamiltonian
To describe the phases of interacting dipolar bosons in 2D, we start with the
continuum Hamiltonian

















〈i,j〉Uδ(xi − xj), and the sum over 〈i, j〉 indicates the sum over all
pairs of molecules. The first term of H corresponds to the kinetic energy, the second
to dipolar interactions, and the third (Vloc) to the local (short-range) interaction.
6.2.1 Dipolar Wigner crystal phase
We begin our discussion of different ground states by analyzing first the dipolar
Wigner crystal (DWC) phase. In this phase the dipolar interactions are dominant
in comparison to the kinetic energy and local energy terms, such that the system
crystallizes into a triangular lattice in two dimensions (2D). Thus, our variational

















πσ is a normalized Gaussian centered at the lattice site ai
and variance σ2. We define the separation between neighboring lattice sites to be
a, and express the boson density as ρ = 2/(
√
3a2). In addition, we introduce the
dimensionless parameters rD = 2mDρ
1/2/~2 (rU = 2mU/~
2) as the ratio of the char-
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acteristic dipolar energy ED = Dρ
3/2 (local energy EU = Uρ) and kinetic energy
K = ~2ρ/2m.
The variational wavefunction described in Eq. (6.2) is expected to be good for
rD ≫ 1, where the dipole-dipole interaction is much larger than the kinetic energy,
and can be used to compute analytically the average kinetic, local and dipolar
energies in terms of the variational parameter α = σ/a, where σ is the Gaussian
width and a is the lattice spacing.
Let us first calculate the norm of this wave function.




























Here {ãi} denotes a set of all lattice sites, and N is the number of atoms. Thus,








with Ga = e−a
2/2σ2 . We can now compute the kinetic energy,

























The local potential energy is given by,























Similarly the dipole interaction energy is,



























Now to evaluate the integrals in Eq. (6.8) and in Eq. (6.9) we will consider
only the following permutations which will have leading order contribution to the
potential energy.
P0 : P1234.........N → P1234...........N etc. (no permutation)
P1 : P1234.........N → P2134...........N etc. (one exchange) (6.10)
P2 : P1234.........N → P2143...........N etc. (two exchanges).
We will now derive explicit expressions for Eqs. (6.5), (6.8) and (6.9) using the
permutations above. From the equation for the norm given in Eq. (6.5), and using
permutations P0, P1, P2 described in Eq. (6.10) we get,

















The local potential energy term is derived as follows. Let us first go back
to Eq. (6.8). We will only consider terms with no exchanges or one exchange in
the potential energy integral in the right hand side of Eq. (6.8) and all possible
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exchanges in the other integrals. Thus,






































































































Similarly the dipole interaction energy is given by,































































































One can easily see that the integrals in the last line of Eq. (6.13) are divergent.
However assuming that the Gaussian wavefunctions are further suppressed around
the region of overlap by additional corrections, we will only consider the integrals
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G(ai−aj) + F (α)

 (6.16)




















We will now evaluate the Gaussian summations taking into account up to
























The dipolar Wigner crystal is only expected for 0 < α < 1. We will hereafter
consider the thermodynamic limit where N → ∞, V → ∞, and N/V = ρ. The
square of the lattice spacing a2 = 2/
√
3ρ and σ = αa. In this thermodynamic limit,



























Dρ3/2 [P (α) + F (α)] (6.21)
where F (α) = (1 + 9α2/2 + 225α4/8 + 3675α6/16), and A = 1.8393 is a numerical
constant. In general, P (α) and F (α) are represented by an infinite series in the
variational parameter α, but the series is rapidly convergent for 0 < α < 1, such
that the first few terms are sufficient for the discussion of the total average energy
EDWC = 〈Ψ|H|Ψ〉DWC. The minimization of EDWC with respect to α leads to the
minima illustrated in Fig. 6.1, for rU = 0 and a few values of rD. For small values
of rU the transition is shifted towards lower values of rD (not shown in Fig. 6.1).
6.2.2 Superfluid phase
The superfluid phase is more easily described by writing our original Hamil-
tonian in Eq. (6.1) in second quantized notation, H = K + V, with the kinetic
energy




























Figure 6.1: Plots of the dipolar Wigner crystal energy EDWC in units of the dipolar
energy ED versus the inverse of the variational parameter α for rD = 10 (blue dot-
dashed line), rD = 13.1 (red dotted line), rD = 17 (green solid line). The horizontal
(black dot-dashed line) is the energy EDSF for a uniform superfluid.
and Φ†(x) is the bosonic field operator which creates a dipolar molecule at position
x. Describing the superfluid phase by the average 〈Φ†(x)〉 = 〈Φ(x)〉 = √ρ leads to










by assuming that the dipolar potential Vdip(r) = D/r
3 is unscreened for length scales
r ≥ r0, and screened to Vdip(r) = D/r30 for length scales r < r0, where r0 ≈ 0.62a.
This choice of r0 gives the zero temperature quantum phase transition from DWC
phase to DSF phase at rD = 13.1 which is obtained from the finite temperature
calculations.
In Fig. 6.1, the energy of the DSF phase is shown and compared with that of
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the DWC phase. In absence of any long range dipolar interaction, the BKT tran-
sition temperature from superfluid to normal phase is given by T 0BKT = π~
2/2ma2.
In presence of long range dipolar interaction, the BKT transition temperature is
modified to [114] T = T 0BKT
(√
α2 + 1− α
)
where T 0BKT = π~
2/2ma2 is the BKT
temperature for a weakly interacting Bose gas, α = 2mD/(4π3/2~2a0), and a0 is the
size of the dipolar molecules. In the high density limit we assume ρ1/2a0 ≈ 1.
Next, we discuss the melting of the Wigner crystal phase, which occurs in
two stages. First the dipolar Wigner crystal melts into a hexatic fluid, which does
not have translational order, but preserves rotational order. The melting occurs via
the Kosterlitz-Thouless-Nelson-Halperin-Young (KTNHY) dislocation proliferation
mechanism [112, 113]. Second, the dipolar hexatic fluid transforms itself into the
dipolar normal fluid by losing its rotational order at a higher temperature.
6.3 Melting from Wigner crystal to hexatic phase
To study the melting of the DWC phase, we need to calculate its elastic en-
ergy. This calculation can be performed by using a semiclassical approximation to
the quantum-mechanical method for the calculation of elastic energies [115]. The
essential idea is to stretch the many-body wavefunction Ψ(x1,x2, ...) on each particle
coordinate as xi,α → xi,α + ǫαβxiβ (where repeated indices indicate summation and
α = {x, y} and β = {x, y}), and expand up to second order in the strain tensor ǫαβ .
Under this transformation the wave function becomes







where ǫ is the matrix with elements ǫαβ , and the prefactor preserves the normaliza-
tion of ψǫ. The expectation value of H with respect to ψǫ involves an integral over



















ψ∗(x)V ((1 + ǫ)x)ψ(x)dx (6.27)
where ψǫ has been replaced by ψ using Eq. (6.26). The variational principle requires





























(〈ψ |xiγxiβ∇iδV∇iαV |ψ〉+ δαδpiβpiγ) ǫδγǫαβ
(6.29)














(xi − xj)α(xi − xj)β(xi − xj)γ(xi − xj)δ









(xi − xj)α(xi − xj)β(xi − xj)γ(xi − xj)δ




where V ′(x,x′) = ∇xV , and i = {x, y} and j = {x, y} and 〈· · ·〉 = 〈ψ| · · · |ψ〉. Here
we have omitted the explicit reference to ψ. This form is symmetric i.e., torque free,
and is manifestly dependent only upon the relative position of particles.
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where µ = 15
√
3D/4a5 and λ = 3µ are the unrenormalized Lamé coefficients, and











uα(x) being the displacement from equilibrium position.
We follow Ref. [112], and decompose the strain tensor ǫαβ(x) into a regular
(smoothly varying) φαβ(x) and a singular (dislocation) dαβ(x) contribution. Using















where µ̄ = µa2/T and λ̄ = λa2/T . Additionally the Hamiltonian for the singular














where bα is the alpha-component of the Burger’s vector b defined by the contour
integral of the displacement field u around the dislocation:
∫
du = ab(x). Also, the
coefficient K = K0a
2/T , is related to the unrenormalized Lamé constants through
K0 = 4µ(µ + λ)/(2µ + λ), and Ec = (η + 1)KT/8π is the core energy associated
with a dislocation of core diameter ηa, while the interaction coefficient is





[x− x′]α [x− x′]β
|x− x′|2 (6.34)
To obtain the critical temperature for the melting Th of the dipolar Wigner
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= 3πy2(l)eK(l)/8π (F0(l) + F1(l)) ,
of the Hamiltonian Hreg, where Fn(l) = In (K(l)/8π), with In(x) being the modified
Bessel function of order n. These equations need to be solved self-consistently with


















of the dislocation Hamiltonian Hdis. All flow equations are accurate to order y
3,









6.4 Transition from hexatic to normal phase
As the dipolar Wigner crystal melts at Th, translational order disappears but
orientational order is preserved, with the emergence of the hexatic order parameter
Ψ6(x) = e
6iθ(x). The bond-angle field θ(x) between the location of the center of
masses of the dipolar bosons (heteronuclear molecules) is related to the displacement
field u(x) by θ(x) = [∂xuy(x)− ∂yux(x)] /2. The elastic energy for such a situation
can be also obtained using a semiclassical approximation to the method of Ref. [115],














Figure 6.2: Finite temperature phase diagram of T/ED versus rD showing the dipo-
lar superfluid (DSS), dipolar Wigner crystal (DWC), dipolar hexatic (DHF) and
dipolar normal fluid (DNF) phases.
rotated ri,α → Mαβri,β, where Mαβ is a local rotation matrix (tensor). For the








where Γ6 ≈ 2Ec is the phase stiffness of the hexatic phase, which is directly related
to the dislocation core energy Ec = 1.1KT/8π. The critical temperature for the
disappearance of hexatic order and the emergence of the normal phase Tn is then
determined by the RG flow of the 2D-XY model [116], which leads to the condition
Γ6(Tn) = 72Tn/π. The algebraic decay of orientational order is then destroyed at
temperature Tn by the dissociation of pairs of ±π/3 disclinations, which play the
role of vortices and anti-vortices of the standard 2D-XY model.
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6.5 The phase diagram
In Fig. 6.2 we show the melting temperature Th separating the DWC and DHF
phases and the melting temperature Tn separating the DHF and DNF phases as a
function of rD. When rD → ∞, we obtain Th → 0.06ED, and Tn → 0.11ED. With
decrease in rD, Th and Tn increases due to delocalization of the wave function of
the dipoles which results in higher energy of the phases. We also show the BKT
transition temperature between DSF and DNF phases. The point of intersection
between the BKT curve and the Tn curve gives the value of rD = rQM = 13.1
at which the zero temperature phase transition between DSF and DWC occurs.
This is because any other scenario would entail a phase transition between DSF and
DHF (or DWC) on increase of temperature which is thermodynamically unfavorable.
Existing Monte Carlo results give rQM ≈ 30 [106, 107, 108], Th ≈ 0.077ED, and
Tn ≈ 0.081ED [111].
6.6 Supersolid phase
Starting from the Hamiltonian defined in the superfluid section we seek a
variational solution








for the supersolid phase, where the Gaussian functions Gai,σss(x) form a triangu-
lar lattice of side ass. The normalization condition is
∫
dx|Φ̃ss(x)|2/V = ρ, while
σss = βass is the gaussian width and β is the corresponding variational param-
eter. The supersolid order parameter Φ̃ss(x) describes a non-uniform superfluid
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with both off-diagonal long-range order due to broken U(1) symmetry and diag-
onal long-range order due to the discrete lattice symmetry. When ρsf ≫ ρss, the
energy is essentially that of a superfluid, and when ρsf ≪ ρss, the average kinetic
energy is Kdss = N
√
3~2ρ/(4mβ2), while the total potential energy is Vdss = V1+V2,
where V1 = N3
√
3UρP (β)/(2πβ2) + N
√
3Uρ/8πβ2 is the local potential energy









Dρ/(2r0) is the dipolar
energy.
We find that the total energy Edss = Kdss + Vdss of the dipolar supersolid
(DSS) phase is always higher than the total energy EDWC of the dipolar Wigner
crystal for the same values of parameters. Thus, the transition from the superfluid
to the supersolid phase does not occur within our variational ansatz, even if we
include additional correlations via Jastrow factors [107]. Additionally, we find that
the supersolid phase is at least metastable, since Ess has a minimum that could be
reached upon thermal quenching. Results in [108] indicate that the zero temperature
ground state itself might be supersolid close to the DSF-DWC transition, although
no conclusive evidence was found.
6.7 Experimental characterization of various phases
The various phases proposed here can be characterized by the measurement
of their density-density correlations [108, 117], as reflected in the structure factor
S(q) = 〈n(q)n(−q)〉, where n(q) is the Fourier transform of the density operator




Figure 6.3: Bragg scattering patterns near the first reciprocal vectors for a) the
dipolar Wigner crystal phase and for b) the dipolar hexatic fluid phase.
The most dramatic effects in the structure factor are found in dipolar Wigner
crystal phase where S(q) ∼ |q − G|−2+ν(G,T ) revealing the power law behavior
characteristic of two dimensions in the vicinity of the reciprocal lattice (Bragg)
vectors G. The first Bragg vector has magnitude |G1| = 4π/
√
3a, and the Bragg
scattering pattern then exhibits 6-fold symmetry below the melting temperature Tm
as shown in Fig. 6.3a. The exponent ν(G, T ) = (|G1|/4π)(T/µ∗)(3µ∗+λ∗)/(2µ∗+λ∗)
is related to the renormalized Lamé coefficients µ∗ and λ∗. This reflects the power
law decay of the correlation function C(G,R) ∼ |R|−ν(G,T ), which is the Fourier
transform of S(q). The profile of S(q) for the dipolar hexatic phase corresponding
to a melted dipolar Wigner crystal with orientational order is characterized by the
hexagonal pattern shown in Fig. 6.3b.
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6.8 Conclusions
I described some of the possible phases of dipolar bosons in two dimensions, in-
cluding superfluid, supersolid, Wigner crystal, hexatic and normal fluids. Within my
variational approach I concluded that the supersolid has always higher free energy
than the Wigner crystal or hexatic fluid in the same region. However, the supersolid
phase is at least metastable, and thus may be reached via thermal quenching, and
probed via Bragg scattering. Furthermore, I showed that dipolar Wigner crystal
does not melt directly into a normal fluid, but presents a two-stage melting first
into a hexatic phase which preserves orientational order, and then into a normal
fluid upon further increase in temperature. Finally, I indicated the experimental
signatures of stable phases with translational or orientational order in a Bragg spec-
troscopy measurement that detect the static structure factor.
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Chapter 7
Quantum fluctuations, entropy removal and non-equilibrium cooling
of bosons in harmonically confined optical lattices
7.1 Introduction
Storing ultracold quantum gases in optical lattices has opened innovative ma-
nipulation and control possibilities, in many cases creating structures far beyond
those currently achievable in typical condensed-matter physics systems. Amazingly,
strong correlation effects can be observed in dilute atomic gases despite the densities
of the particles in the trapping potentials being more than five orders of magnitude
less than that of the air surrounding us! Ultracold quantum gases in optical lattices
can in fact be considered as quantum simulators, as Feynman originally conceived
for a quantum computer: a powerful simulator in which a highly controllable quan-
tum system can be used to simulate the dynamical behavior of another complex
quantum system. As a simulator, an optical lattice offers remarkably clean access
to a particular Hamiltonian and thereby serves as a model system for testing fun-
damental theoretical concepts, at times providing textbook examples of quantum
many-body effects.
Typically, experiments are performed in the regime where the quantum gas is
in a tight binding band. A necessary condition for reaching the strongly correlated
152
regime is that the lattice gas must achieve quantum degeneracy in this narrow band.
This can be very challenging, as the temperature for quantum degeneracy can be
several orders of magnitude lower than that in the bulk [118].
As shown in [71] bosons in harmonically confined optical lattices exhibit alter-
nating superfluid and Mott insulating regions and can be described very well using
the Bose-Hubbard model. This model has three parameters of interest, viz. the on-
site interaction term U , the tunneling t, and the temperature T . The total number
of atoms N and the harmonic trap frequency Ω determine the phase boundaries
and the nature of the Mott and superfluid shells. In current experiments typically
t≪ T ≪ U , whereas the critical temperature Tc of the superfluid regions is expected
to be . t.
In this chapter I extend the work presented in chapter 4 to a finite temperature
theory. Here I will calculate the finite temperature order parameter and the critical
temperature of the superfluid regions, as well as the local entropy (within the local
density approximation) for the entire system using two different approaches. First, I
will use a mean field local density approximation [119] where the superfluid regions
are considered as a two level system. Next, I will use a more accurate slave fermion
method [120]. The results of the later indicate that the mean-field local density ap-
proximation alone overestimates the critical temperature for superfluidity, and that
when quantum fluctuations are included, the critical temperature drops typically
by a factor of three. Thus, to study the superfluid regions, it becomes necessary to
reduce the temperature much further than originally thought within the mean-field
local density approximation [119].
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In current experiments on bosons, one typically starts with a magnetic trap
and then turns on a lattice adiabatically to bring the system into the Mott regime.
The adiabatic turning-on of the optical lattice leads to compression of the Bose gas
which causes heating and an increase of temperature [119]. However, essentially all
the entropy of the Bose gas is now confined to the regions between the Mott shells
which for temperatures t≪ T ≪ U are normal (non-superfluid) [119]. To reduce the
temperature to values T < t in order to access the superfluid regions, this entropy
must be either removed or rearranged as in an adiabatic expansion process [119].
The disadvantage of the adiabatic expansion process is that the confining potential of
the Hamiltonian must be changed to produce the desired reduction of temperature,
which means that the new system is different from the original. I will describe
a cooling method using entropy removal, in which the system remains the same
after rethermalization, but the number of particles is reduced. While the adiabatic
expansion is a thermodynamic procedure, entropy removal method is done via a
non-equilibrium process followed by rethermalization to a lower temperature.
The rest of this chapter is organized as follows. In Sec. 7.2 I will derive the
thermodynamic potential using a mean field local density approximation (LDA)
approach. Using this thermodynamic potential I will calculate the entropy, order
parameter equation, compressibility, number density, and the critical temperature.
In Sec 7.3 I will introduce the slave fermion method, and calculate the thermody-
namic potential using this method. In Sec. 7.3.1 I will describe the slave fermion
method. In Sec. 7.3.2 I will describe the Hubbard-Stratonovich method to decouple
the tunneling term in the Bose-Hubbard Hamiltonian. In Sec. 7.3.3 I will use the
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mean field approximation within the slave fermion technique to derive the thermo-
dynamic potential. In Sec 7.3.4 I will calculate the thermodynamic potential beyond
the mean field approximation by including quasiparticle excitations perturbatively.
In Sec 7.3.5 I will describe under what limit the thermodynamic potential derived
using slave fermion and mean field LDA methods are equivalent. In Sec. 7.4 I
will discuss my results and the figures. In Sec 7.5 I will describe a non-equilibrium
cooling method to reduce the temperature of these systems. Finally I will state my
conclusions in Sec. 7.6.
7.2 Mean-field local density approximation

















where 〈i, j〉 denotes the sum over nearest neighbors, tij are the hoping parameters,
µi = µ−Vi is the local chemical potential with µ being the global chemical potential
and Vi is the harmonically confining trap potential.
Within the local density approximation (LDA) in the limit of t≪ U the local
grand-canonical partition function describing superfluid regions between two Mott
shells [71] with p and p+ 1 atoms per site is
ZTL(r) = e−βE+(r) + e−βE−(r), (7.2)
where E±(r) = Es(r)±
√
[Ed(r)]
2 + (p+ 1)|∆(r)|2 correspond to the local energies
describing the superfluid region between the p-th and (p+ 1)-th Mott phase, where
155
∆(r) 6= 0. The term Es(r) = [Ep+1(r) + Ep(r)] /2 + Λ(r) where Ep(r) = Up(p −
1)/2−µrp and Λ and ∆ are functions of the order parameter [71]. The corresponding
local thermodynamic potential is ΩTL(r) = −T lnZTL(r). Using Eq.(7.2), we get



















































































Note that the expressions for the number density and the compressibility ignores
the contribution from the collective modes and hence should be valid only near or
above critical temperature when ψ ≈ 0.
We will now consider two different temperature regimes viz. T > Tc(r) and
T . Tc where Tc(r) is the spatially dependent critical temperature of the superfluid
shells.
Case 1: T > Tc(r) In this regime, ψ = 0 which implies















Figure 7.1: The number density of atoms per site in 2D between n = 2 and n = 0
Mott states. The parameters used are t = 0.0125U , U = 1, and temperature


















































Case 2: T . Tc(r). In this regime the order parameter ψ is small which implies
that we can still ignore the contribution of the thermally excited collective modes
to the thermodynamic potential, which can be assumed to be heavily damped. We
will begin by calculating the order parameter equation. This can be obtained by
minimizing ΩTL with respect to ψ
∗(r). Before we do that we will make the approxi-
mation of ignoring the spatial derivatives of ψ such that ∆(r) = ztψ(r). This leads
to (∂Es(r)/∂ψ
∗(r))µ,V,T = ztψ(r) and (∂α(r)/∂ψ
∗(r))µ,V,T = (p+ 1)z
2t2ψ(r)/2α(r).



























Figure 7.2: The local entropy in 2D between n = 2 and n = 0 Mott states. The
parameters used are the same as in Fig. 7.1.
The finite temperature order parameter equation (7.12) can be solved numerically
to find α(r) which can be plugged in Eqs.( 7.5) and (7.6) to calculate the number
density and compressibility respectively.
7.3 Functional integral approach
The big problem with the standard LDA approach is that quantum and ther-
mal fluctuation effects are not easy to implement, and the standard theory tends to
over-estimate the critical temperature for superfluidity and the entropy at low tem-
peratures. Thus any attempt to use the standard theory as a guide for thermometry
will lead to inaccurate and misleading results. In order to improve on the standard
results when t≪ U and to develop a regular perturbation theory around this limit
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we will use a functional integral approach [121].
Let us first summarize the main challenges we have to face in this process.
First, as one can easily see, the Hamiltonian can be divided into the local part
which involves the onsite interaction and the chemical potential and the non local
term which involves the tunneling. In the limit where t = 0, the local term can
be solved exactly as it is diagonal in local number basis. However if we want to
use coherent state functional integral technique with only the local part of the
Hamiltonian contributing to the bare action, we have to figure out a way to deal with
the term which is quartic in the creation and annihilation operators. This is done
using the well known slave particle technique [122]. I will briefly summarize below
how the slave particle technique works. Slave particles can either be bosonic or
fermionic. I will explain why, in our problem, it is more appropriate to use the slave
fermion method rather than the slave boson. To deal with the hopping term we will
use the Hubbard-Stratonovich transformation [121]. With these two mathematical
steps we can derive the action for the system.
7.3.1 Slave - fermion technique
Consider a single site of our lattice. If the creation and annihilation operators
for the bosons are denoted by â†i and âi, respectively, we can form the number
operator N̂i = â
†
i âi which counts the number of bosons at the site i. In the slave
particle formalism, for any occupation number a pair of annihilation and creation
operators is introduced that create and annihilate the state with precisely that
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given integer number of particles. The original occupation number state |ni〉 are
now decomposed as |n0i , n1i , . . .〉 where nαi is the eigenvalue of the number operator
n̂αi ≡ (âαi )†âαi formed by the pair of creation (âαi )† and annihilation âαi operators
that create and annihilate bosons of type α at the site i. The operator (âαi )
† may







= δα,βδi,j or the (slave)








As it stands, this decomposition is certainly not unique for slave bosons. For
example, the original state |2〉 could be written as |0, 0, 1, 0, . . .〉 or as |0, 2, 0, . . .〉.
Such a state is prohibited by construction in slave fermions because of Pauli’s exclu-
sion principle. Also, states like |0, 1, 1, 0. . . .〉 where two of the slaves particles states
are simultaneously occupied are prohibited both in slave fermions and slave bosons.
Our Hilbert space thus greatly increases. To make sure that every occupation occurs
only once we have to introduce an additional constraint, namely
∑
α
n̂αj = 1 (7.14)
for every site j. This constraint thus makes sure that there is always just one slave
particle per site. Because in the positive U Bose-Hubbard model bosons on the same
site repel each other, high on-site occupation numbers are disfavored.
Since we are interested in Mott regions with p particles per site and super-
fluid regions that emerge between p and p+ 1 Mott shells, slave fermions are more
appropriate. So henceforth, we will only consider the slave operators to be fermionic.
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α(α− 1)n̂αi , (7.15)
with the additional constraint given by Eq. (7.14). We see that the quartic term in
the original Bose-Hubbard Hamiltonian has been replaced by one that is quadratic
in the slave-particle creation and annihilation operators, which is the essential mo-
tivation behind the introduction of slave particles.
Next we will perform the two-level approximation under which we will confine
our Hilbert space to that of the slave fermions |nip〉 and |nip+1〉. This is appropriate
when we are looking at only the superfluid region that emerges between two Mott
























Note that in the slave fermion formalism, the tunneling term automatically satisfies
the constraint n̂p + n̂p+1 = 1.
Now that we have introduced the slave-fermion method and derived its rep-
resentation of the Bose-Hubbard model, we want to turn the Hamiltonian into an
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action for the imaginary time evolution. Using the standard recipe [121] we find

































where Eip+1 = Up(p+1)/2−µi(p+1) and β = 1/kBT is the inverse thermal energy.
7.3.2 Hubbard-Stratonovich transformation
Although we have simplified the interaction term, the hopping term has be-
come more complicated. By performing a Hubbard-Stratonovich transformation
on the above action we can decouple the hopping term in a similar manner. This
introduces a field Φ into the action which, as we will see, may be identified with
the superfluid order parameter. The Hubbard-Stratonovich transformation basically



























Since a complete square can be added to the action without changing the physics
we see that this procedure allows us to decouple the hopping term.
We now perform a Fourier transform on all fields,







and so on. Here Ns is the number of lattice sites. If we also carry out the remaining
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integrals and sums we find












































The expression ǫk = 2t
∑d
j=1 cos (kja), where a is the lattice constant of the square















We will now make a local density approximation which allows the replacement of
µq,n/
√
Ns~β with µiδk,qδn,n′. This approximation is valid as long as the change in
the harmonic trap potential between adjacent sites is very small compared to any
other energy scale (t, U , or µ), of the problem.
This reduces the action to















































Now, since apk,n and a
p+1































The action derived above is accurate so long as the approximations above hold (for
a superfluid region between two Mott shells with p and p+1 particles per site) with







7.3.3 Mean field theory
In this section we will make the mean field approximation
φq,n′−n/
√
Ns~β = ψδq0δnn′ and derive within that approximation the thermody-
namic potential. We will show how within this approximation, the action given by
Eq (7.23) gives us the results obtained from the mean field theory derived in Sec. 7.2
in the limit t = 0 where the problem is exactly solvable. We first rewrite the action
S0[ψ, ψ


























((pU − µi)/2)2 + (α + 1)z2t2|ψ|2. The thermodynamic
potential is thus defined as


















E ′− − i~ωn
]}
(7.26)
After performing the Matsubara summation, one gets,























One can easily check that in the limit of t = 0 (or equivalently at a temperature
much higher than the critical temperature where ψ = 0) one gets a thermodynamic
potential same as in Eq. (7.3) (upto a constant term −T log 2) , as should be the
case.
7.3.4 Beyond mean field theory
We will now compute the Bogoliubov dispersion relation for the superfluid
phase. If we add fluctuation in φq,n′−n = ψδq0δnn′ + δφq,n + δφ−q,−n, to the order
parameter, then the action is described by,
S[φq,n, φ
∗






















−G−1 (q, iωn) + 4Λ|ψ|2 2Λ|ψ|2









which is also the dispersion relation, and
















where Γ = ((pU −µi)/2)2+(p+1)z2t2|ψ|2. The Fermi functions n′± = (1+ eβE
′
±)−1.
Thus, after including the fourth order gaussian correction to the order parameter,
the thermodynamic potential is given by,




















Tr ln ~βG (q, iωn) . (7.32)
7.3.5 Equivalence with mean field LDA approach
The thermodynamic potential given by Eq. (7.27) derived using the slave
fermion method is equivalent to that derived using the mean field LDA method
given by Eq. (7.3) only in the limit t = 0 and/or ψ = 0. Under what limit is the
slave fermion method equivalent to the mean field LDA method? In this section we
will show that:
1. If one takes into account the constraint n̂pi + n̂
p+1
i = 1 not exactly but only in
the mean field sense and
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Figure 7.3: The local critical temperature in 2D between n = 2 and n = 0Mott shells
calculated using slave fermion (black solid), slave fermion with gaussian fluctuations
(black dashed), and mean field LDA method (blue). The parameters used are t =
0.0125U and U = 1.
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2. if one takes the high temperature limit where the Fermi function is replaced
by the Boltzmann function
the two methods are equivalent. This indicates that the slave fermion method is
more accurate than the mean field LDA method. An implicit way to take into




















i −1)dτ . (7.33)
After taking the Fourier transform of the action, we get























































where the matrix M(iωn) is Fourier transform of the matrix M = ~∂/∂τ −µi + pU .
Furthermore, λ = (λ0,0/
√
Ns~β), ǫk = 2t
∑d
j=1 cos (kja), where a is the lattice
constant of the square lattice with Ns lattice sites. For completeness we point out



















Figure 7.4: The order parameter in 2D between n = 2 and n = 1 Mott shells.
The parameters used are t = 0.0125U , U = 1, and temperature T = 0.015U . The
black solid curve is calculated using slave fermionic theory, the black dashed curve
using slave fermion with gaussian fluctuations, and blue curve using mean field LDA
theory.
We will now make the approximation that the λ field is time and position indepen-
dent. This softens the constraint by replacing the general constraint field λi(τ) with
a time and position independent field λ. By neglecting the position dependence we
enforce the constraint only on the sum of all lattice sites. Doing this we are only
left with the λ0,0 contribution in Eq. (7.34), which can then be added to the matrix
M . The path-integral over the constraint field then reduces to an ordinary integral.
After making the two-level approximation, the action reduces to,
170
S[Φ∗,Φ, ap∗, ap, ap+1
∗








































Now, since apk,n and a
p+1




































We will now show how in the mean field and high temperature limit, the action
derived above gives us the results obtained from the mean field LDA method. Within
the approximation, φq,n′−n/
√
Ns~β = ψδq0δnn′, the action becomes:
S0[ψ, ψ




{ln [E+ − iλ− i~ωn] + ln [E− − iλ− i~ωn]} (7.39)
The factor E± = −(2p+1)/2µ+p2/2U±
√
((pU − µi)/2)2 + (p+ 1)z2t2|ψ|2 is same
as that in Eq. (7.2. The thermodynamic potential is thus defined as














Now, we should have
dΩ
dλ









We will choose −iβλ such that
dΩ
dλ
= 0 ≡ 1− (n− + n+) (7.42)
where we have defined n+ = f(E+ − iλ) which is the occupation of the np+1 slave
fermions and n− = f(E−+ iλ) which is the occupation of the n
p slave fermions. f(·)
is the Fermi function.
If we are in the high temperature limit, we replace the Fermi function by
Boltzmann function, which gives n+ = e
−(E+−iλ)β and n− = e
−(E−−iλ)β. Since
n+ + n− = 1, we get e
−iλ = e−βE+ + e−βE−. In this limit,
Ω[ψ, ψ∗, λ] = Nszt|ψ|2 + iNsλ
−Ns
β
{−β (E− − iλ)− β (E+ − iλ)} (7.43)
Putting e−iλ = e−βE+ + e−βE−, we get Ω = −T logZTL same as Eq. (7.3).
7.4 Analytical results
Given the thermodynamic potential as in Eq. 7.32, one can calculate the en-
tropy S = −∂Ω/∂T (with volume V and chemical potential µ kept fixed), the
number density n(r) = −∂ΩTL/∂µ, the order parameter equation by minimizing
ΩTL with respect to ψ
∗(r), and the critical temperature by putting ψ = 0 in the
order parameter equation and solving for T . We will now discuss our results for the
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Figure 7.5: The local entropy in 2D between n = 2 and n = 1 Mott state using the
slave fermion approach upto fourth order gaussian correction in φq (dashed) and
spin wave spectrum (solid). The parameters used are t = 0.0125U , U = 1, and
temperature T = 0.02U .
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entropy, order parameter, critical temperature, and the critical density of the sys-
tem. In Fig. 7.1 we show the number density of atoms per site in 2D between n = 2
and n = 0 Mott states as a function of the chemical potential (instead of position).
The parameters used are t = 0.0125U , U = 1, and temperature T = 0.05U much
above the critical temperature. At this temperature the order parameter ψ = 0,
and the system exhibits Mott shells with normal (fluid) interlayers. The normal
regions are given by non-integer number density per site. Note that at this tem-
perature, the mean field LDA method and the slave fermion method are equivalent.
The width of the normal regions increase with increase in temperature. In Fig. 7.2
we show the local entropy of the system as a function of the chemical potential.
The parameters used are same as in Fig. 7.1. As expected, most of the entropy
contribution comes from the normal regions, whereas the Mott regions almost have
zero entropy. In Fig. 7.3 we show the critical temperature of the superfluid regions
using three different methods: the slave fermion (black solid), slave fermion with
gaussian fluctuations (black dashed), and mean field LDA method in blue/gray. The
parameters used are U = 1 and t = 0.0125U . The mean field LDA overestimates the
critical temperature. Taking into account quantum fluctuations by the slave fermion
method reduces the estimated critical temperature by a factor of two (at the center
of the superfluid regions). We see only a slight decrease in critical temperature if
the gaussian fluctuations are included on top of the slave fermion method, indicat-
ing that the method is quite good at the mean field level. As expected the critical
temperature Tc . t. In Fig. 7.4 we show the order parameter in 2D of the superfluid
shell between n = 2 and n = 1 Mott states. The parameters used are t = 0.0125U ,
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U = 1, and temperature T = 0.015U . The black solid curve is calculated using slave
fermionic theory, the black dashed curve using slave fermion with gaussian fluctu-
ations, and the blue/gray using classical theory. As expected the order parameter
is suppressed when we take quantum fluctuations into account. In Fig. 7.5 we show
the local entropy in 2D between n = 2 and n = 1 Mott state using the slave fermion
approach upto fourth order correction in q (blue) and spin wave spectrum [119].
The parameters used are t = 0.0125U , U = 1, and temperature T = 0.02U . Here
we take into account contribution to entropy due to quasiparticle excitations. The
double peak structure indicates that it is easier to generate quasiparticles near the
edges rather than at the center of the superfluid shells [119].
7.5 Non-equilibrium cooling
As indicated by Fig. 7.2, since the boson number fluctuates in the normal
shells between the Mott shells, they have much higher entropy density than the Mott
shells at temperature T < U , and are the sources of entropy at low temperature.
Therefore, a much lower temperature can be achieved by getting rid of the atoms in
these conducting shells, and letting the remaining atoms to rethermalize. Below we
propose a scheme for getting rid of the atoms in these conducting shells and show
that this leads to final temperature T . t. In current experiments t ≪ T ≪ U ,
whereas the critical temperature of the superfluid shells are Tc . t. Thus our
method will enable experimentalists to observe the superfluid shells between the
Mott shells [71].
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In current experiments, the optical lattices are constructed from red detuned
lasers where atoms are sitting in the region where the laser intensity is high. The




frequency ω0. However, due to the Gaussian profile of the laser beam, the laser
itself will also produce a confining harmonic potential. When these two potentials
are properly aligned, the frequency ω of the total harmonic trap (V (r) =Mω2r2/2)
exceeds ω0, and is given by





where w is the waist of the laser beam.
We will first discuss the cooling scheme in three dimensions. Our strategy
is to trap the atoms in a given positive m state, and subsequently getting rid of
the normal atoms using the RF-knife technique used in evaporation cooling, which
excites the normal atoms to the antitrapped negative m state. For this the overall
trap should be mostly magnetic with a very weak optical component to it. For
example if one has a strong magnetic field such that ω0 = 2π×90Hz and we choose
a blue detuned lasers with waist w = 65µm and V0 = 12ER, ER = h× 3.2kHz, the
optical trap would be repulsive and 15 times weaker than the magnetic trap. Note
that even though the optical trap is weak and repulsive, V0 = 12ER gives a hopping
term t 0.01U . Since the trap is magnetic, it selectively traps the positive m states.
Hence, using a RF knife of frequencies in resonance with that of the atoms in the
normal regions (estimated theoretically as discussed above) we can excite the atoms
to the negative m state. This is illustrated in Fig. 7.6. The excited atoms see a
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Figure 7.6: The energy levels of the F = 1 trapped atoms for different m levels as
a function of site index. The cooling technique employs RF knives that selectively
takes the atoms in normal phase, shown as dashed (red) curve, to antitrapped
m = −1 state.
repulsive magnetic field and gets thrown out of the system. As it gets out of the
system it will scatter with the stationary Mott atoms. However, the Mott atoms
are in an insulator state with a large gap energy U ≈ 1kHz and remains unaffected
by the atoms getting out of the trap. In two dimensions one has to be more careful
in using the technique described above. This is because in current experiments, the
2D layers of atoms are achieved by switching on an optical lattice on a 3D trapped
atoms along the z axis. Hence, the atoms are strongly confined optically along the
z - axis and one has to employ the RF-knife along the x− y plane.
Once the normal atoms gets thrown out, the remaining atoms then rether-
malize to a lower temperature. The new temperature can be calculated as follows.
Suppose we started with a temperature T and with N number of atoms. From this
and using the values of U and t one can calculate the average energy 〈E〉. Just
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after getting rid of the atoms in the conducting phase we know the new number
of atoms N̄ and new average energy 〈Ē〉. Using the rules of microcanonical sta-
tistical mechanics, one can calculate the new configuration of the system that will
maximize the local entropy 〈S̄〉. One can then calculate the new temperature us-
ing 1/T̄ = ∂S/∂〈E〉. In Fig. 7.7 we show the number density of atoms per site in
3D between n = 2 and n = 0 Mott states using the slave fermion approach upto
fourth order correction in φq. The parameters used are t = 0.0125U , and U = 1.
The temperature T = 0.1U and µ = 1.4 for dashed curve. After entropy removal
which kicks out atoms in the normal phase between n = 0.8 and n = 0.2 and atoms
between n = 1.2 and n = 1.8, the new temperature is T = 0.03U and µ = 1.23 and
the new density distribution shown in solid.
7.6 Conclusions
To conclude, I developed a finite temperature theory for superfluid bosons in
harmonically confined optical lattices, that emerge in between the Mott insulating
shells. Using this method I calculated various thermodynamic quantities like the en-
tropy, number density, order parameter equation, etc. for this system. I showed that
the mean-field local density approximation alone overestimates the critical temper-
ature for superfluidity of harmonically confined bosons in optical lattices, and that
when quantum fluctuations are included, the critical temperature drops typically by
a factor of three. In current experiments t ≪ T ≪ U where as the critical temper-
ature Tc . t. Thus, to study the superfluid regions, it becomes necessary to reduce
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Figure 7.7: The number density of atoms per site in 3D between n = 2 and n =
0 Mott states using the slave fermion approach with Gaussian corrections. The
parameters used are t = 0.0125U , and U = 1. The harmonic trap potential is
1/2Ωr2 where Ω = 10−5U . The temperature T = 0.1U and µ = 1.4 for dashed
curve. After entropy removal which kicks out atoms in the normal phase between
n = 0.8 and n = 0.2 and atoms between n = 1.2 and n = 1.8, the new temperature
is T = 0.03U and µ = 1.23. The new density distribution is shown in red.
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the temperature much further than originally thought within the mean-field local
density approximation. Essentially all the entropy of the Bose gas is confined to
the regions between the Mott shells which for temperatures U ≪ T ≪ t are normal
(non-superfluid). To reduce the temperature to values T < t in order to access the
superfluid regions, this entropy must be either removed or rearranged as in an adi-
abatic expansion process. I discussed a non-equilibrium cooling method employing
entropy removal, under which the system rethermalizes to a lower temperature.
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Chapter 8
Summary and future directions
In this thesis I have presented my research in two different areas of quantum
physics. My first area is the study of theoretical models of ultracold atoms which are
relevant to condensed matter systems. Second is the study of quantum decoherence
in superconducting qubits.
8.1 Superconducting qubits
Recent developments in the field of superconducting qubits include demon-
stration of high coherence time of the order of a few microseconds, non-dispersive
readout [123], and circuit quantum electrodynamics(QED) [27]. In chapter 2 I ana-
lyzed the resonant properties and decoherence behavior of dc SQUID phase qubits,
in which one junction acts as a phase qubit and the rest of the device provides
isolation from dissipation and noise in the bias lead. This chapter is an extended
version of the work presented in Ref. [54]. Ignoring dissipation, I found the two-
dimensional Hamiltonian of the system and used numerical methods and a cubic
approximation [44] to solve Schrödingers equation for the eigenstates, energy levels,
tunneling rates, and expectation value of the currents in the junctions. Using these
results, I investigated how well this design provides isolation while preserving the
characteristics of a phase qubit.
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Typically qubit states in phase qubits are detected by tunneling it to the
voltage state [22]. Although this can provide a fast, high-fidelity readout, it is
a highly intrusive measurement that not only causes the qubit state to leave the
computational basis, but also causes the dissipation of relatively large amounts
of energy at the junction. I have proposed an alternate non-destructive readout
mechanism which relies on the difference in the magnetic flux through the SQUID
loop due to state of the qubit.
I would like to better understand the nature of the switching measurement in
superconducting phase qubits. What is the measurement operator when one detects
by switching the qubit to the voltage state? This question has not been carefully
answered in the literature. How to understand the junction bifurcation amplifier
(JBA) method for measurement in phase qubits in a fully quantum mechanical sense
as opposed to treating the resonator classically [43]? Also, since in real experiments
one either ramps the bias current continuously or sends a sudden pulse of bias
current, is it okay to perform a time independent analysis, as has always been done
in the past [44]?
In chapter 3 I studied decoherence effects in a dc SQUID phase qubit caused
by the isolation circuit. This chapter is an extended version of the work presented
in Ref. [50, 53]. The coupling between the SQUID phase qubit and its environ-
ment was modeled via the Caldeira-Leggett formulation [124] of quantum dissipa-
tion/decoherence, where the spectral density of the environment is related to the
admittance of the isolation circuit. When the frequency of the qubit is at least two
times larger than the resonance frequency of the isolation circuit, I found that the
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decoherence time of the qubit is two orders of magnitude larger than in the typical
ohmic regime, where the frequency of the qubit is much smaller than the resonance
frequency of the isolation circuit. Aspects of this can be extended to other similar
superconducting quantum devices and have been applied to experiments from the
group at the University of Maryland [38, 61, 125].
In chapter 3 I have theoretically predicted vacuum Rabi oscillations, analogous
to circuit-QED [27], in dc SQUID phase qubits. The result obtained gives an exact
analytical expression for the Rabi oscillation of the qubit due to the coupling with the
resonator (the isolation junction). This work can be extended to similar experiments
in the field of circuit-QED [27, 126].
A natural extension of this work would be to understand the quantum me-
chanical nature of the two level systems that have been observed experimentally
as a prime source of decoherence [127]. Can it be understood under the Caldiera-
Leggett formalism? How can one formulate a Hamiltonian to explain 1/f noise [128]?
The vacuum Rabi oscillations that we have demonstrated are analogous to circuit
QED. Can we achieve a strong coupling between the resonator (photon) and the
qubit (atom) such that the bare coupling is stronger than the fine structure con-




Due to recent experimental breakthroughs, we can now study many body sys-
tems of interacting bosonic and fermionic atoms and molecules where the interaction
strengths can be experimentally tuned. Such systems have been previously consid-
ered as models for condensed matter systems, and thus the field of ultracold atoms
has helped to merge atomic-molecular-optical and condensed matter physics [129].
One such merger is the recent experimental discovery of Bose-Mott insulat-
ing phases in optical lattices. These Bose-Mott insulators have exhibited a quan-
tum phase transition to a superfluid phase as the potential depth of the lattice
is decreased [65]. Lattices are produced optically by the interference of counter-
propagating laser beams, which creates a spatially periodic intensity pattern. This
quantum phase transition of interacting bosons in lattice was first proposed by
Fisher et al. in 1989 [77]. However, as in most condensed matter models, the model
studied consisted of a homogeneous lattice.
One of my focus areas has been the physics of bosons in harmonically con-
fined optical lattices. My research in this area is described in chapters 4 and 7.
These chapters are an extended version of the work presented in Ref. [71]. Bosons
in harmonically confined optical lattices system exhibits a ‘wedding cake structure’
of alternating Mott shells with different number of bosons per site [70]. In regions
between the Mott shells, a superfluid phase emerges at low temperatures which at
higher temperatures becomes a normal Bose liquid. Using finite temperature quan-
tum field theoretic techniques, I calculated analytically the properties of the super-
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fluid, Bose liquid, and Mott insulating regions. These calculations include the finite
temperature order parameter equation for the superfluid phase, excitation spec-
trum, Berezinskii-Kosterlitz-Thouless transition temperature and vortex-antivortex
pair formation in the two dimensional case, finite temperature compressibility and
density - density correlation function. In current experiments, the temperature is
much higher than the critical temperature of the superfluid shells.
In chapter 7 I proposed a cooling technique that can be used to achieve much
lower temperatures in such systems. This technique relies on the RF knife method
used currently for evaporation cooling which removes high entropy atoms from the
system.
There are several questions that remain unanswered. We showed that the
superfluid shells in between the Mott shells do not follow the Gross-Pitaevskii equa-
tion, and the free energy cannot be expressed in terms of the order parameter in
the Gross-Pitaevskii form. This leads to the question, what is the nature of the
phase transition? How can one formulate the quantum critical field theory for such
systems?
In recent experiments tomographic microwave techniques have allowed the
detection of several Mott regions for trapped 87Rb atoms in optical lattice [68].
However, it has been quite challenging to detect the superfluid shells. In chapter 4,
I proposed a possible experiment for the detection of superfluid shells through the
use of Gauss-Laguerre and Gaussian beams followed by Bragg spectroscopy. The
idea is that Gauss-Laguerre and Gaussian beams can transfer angular momentum
to the atoms in superfluid phase without transferring linear momentum, and that
185
Bragg spectroscopy can detect their existence since the technique is only sensitive
to the velocity of the atoms in the superfluid phase.
Another interesting development in the field of ultracold atoms are experiments
involving mixture of bosons and fermions loaded into optical lattices [85, 86] . Such
a system has no counterpart in standard condensed matter systems. A spectacular
degree of control has been achieved, where not only the ratio between concentrations
of bosons and fermions can be adjusted, but also the interactions between fermions
and bosons can be controlled through the use of Feshbach resonances. In chapter
5 I studied interacting mixtures of ultracold bosonic and fermionic atoms in har-
monically confined optical lattices. This chapter is an extended version of the work
presented in Ref. [91]. For a suitable choice of parameters I found emergence of su-
perfluid and Fermi liquid (non-insulating) regions out of Bose-Mott and Fermi-band
insulators, due to finite boson and fermion hopping.
In chapter 5 I have carefully avoided the situation where the Fermi liquid and
the superfluid regions overlap. A natural extension to this problem would be to
understand what happens when they do overlap? Do new phases of matter emerge?
How can they be detected?
Another frontier in ultracold atomic and molecular physics is the study of ul-
tracold heteronuclear molecules such as KRb [94, 95], RbCs [96], and NaCs [97].
These molecules, consisting of Bose-Bose, Bose-Fermi, or Fermi-Fermi atom pairs,
offer many new opportunities because of their internal degrees of freedom such as
their permanent electric dipole moment. In chapter 6 I obtained the finite and
zero-temperature phase diagram of bosons interacting via short range repulsive in-
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teractions and long-ranged isotropic dipolar interactions in two-dimensions. This
chapter is an extended version of the work presented in Ref. [110]. The dipolar
interaction can be made to be purely repulsive and isotropic in two dimensions by
the application of suitable static electric or microwave fields. I built an analytical
model for such systems that describes a first order quantum phase transition at
zero temperature from a triangular crystalline phase (analogous to Wigner crystal
phase of electrons [130]) to superfluid phase. At finite temperature the crystalline
phase melts, due to topological defects, to a hexatic phase where translational order
is destroyed but hexagonal orientational order is preserved. Further temperature
increase leads to the melting of the hexatic phase into a normal dipolar Bose liquid.
An important question that I did not address is what is the nature of the zero
temperature phase transition from dipolar Wigner crystal to dipolar superfluid.
It is an interesting phase transition because it goes from one broken symmetry
state (diagonal long range order) to another (off-diagonal long range order). How
can one explain this phase transition phenomenologically in the Ginzburg-Landau
sense [131]? Can one prove that the phase transition is first order? Why do not we
have a situation where both orders coexists and one has a supersolid phase? Will
longer range interactions lead to a supersolid phase?
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[66] Thilo Stöferle, Henning Moritz, Christian Schori, Michael Köhl, and Tilman
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D. Phillips, Phys. Rev. Lett. 99, 260401 (2007).
[94] Jeremy M. Sage, Sunil Sainis, Thomas Bergeman, and David DeMille, Phys.
Rev. Lett. 94, 203001 (2005).
[95] D. Wang, J. Qi, M. F. Stone, O. Nikolayeva, H. Wang, B. Hattaway, S. D.
Gensemer, P. L. Gould, E. E. Eyler, and W. C. Stwalley, Phys. Rev. Lett. 93,
243005 (2004).
[96] A. J. Kerman, Jeremy M. Sage, Sunil Sainis, Thomas Bergeman, and David
DeMille, Phys. Rev. Lett. 92, 153001 (2004).
[97] C. Haimberger, J. Kleinert, M. Bhattacharya, and N. P. Bigelow, Phys. Rev.
A 70, 021402(R) (2004).
[98] C. A. Stan, M. W. Zwierlein, C. H. Schunck, S. M. F. Raupach, and W. Ketterle,
Phy. Rev. Lett. 93, 143001 (2004).
[99] S. Inouye, J. Goldwin, M. L. Olsen, C. Ticknor, J. L. Bohn, and D. S. Jin,
Phys. Rev. Lett. 93, 183201 (2004).
[100] F. Ferlaino, Chiara DErrico, Giacomo Roati, Matteo Zaccanti, Massimo In-
guscio, and Giovanni Modugno, Phys. Rev. A 73, 040702(R) (2006).
[101] K. Goral, Kazimierz Rzazewski, and Tilman Pfau, Phys. Rev. A 61, 051601(R)
(2000).
[102] L. Santos, G. V. Shlyapnikov, P. Zoller, and M. Lewenstein, Phys. Rev. Lett.
85, 1791 (2000).
[103] M. A. Baranov, M. S. Marenko, Val. S. Rychkov, and G. V. Shlyapnikov,
Phys. Rev. A 66, 013606 (2002).
194
[104] T. Rieger, T. Junglen, S. A. Rangwala, P. W. H. Pinkse, and G. Rempe, Phys.
Rev. Lett. 95, 173002 (2005).
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