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Abstract
In this paper, an efficient divide-and-conquer (DC) algorithm is proposed for
the symmetric tridiagonal matrices based on ScaLAPACK and the hierar-
chically semiseparable (HSS) matrices. HSS is an important type of rank-
structured matrices. Most time of the DC algorithm is cost by computing the
eigenvectors via the matrix-matrix multiplications (MMM). In our parallel
hybrid DC (PHDC) algorithm, MMM is accelerated by using the HSS matrix
techniques when the intermediate matrix is large. All the HSS algorithms
are done via the package STRUMPACK. PHDC has been tested by using many
different matrices. Compared with the DC implementation in MKL, PHDC
can be faster for some matrices with few deflations when using hundreds of
processes. However, the gains decrease as the number of processes increases.
The comparisons of PHDC with ELPA (the Eigenvalue soLvers for Petascale
Applications library) are similar. PHDC is usually slower than MKL and
ELPA when using 300 or more processes on Tianhe-2 supercomputer.
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1. Introduction
The symmetric tridiagonal eigenvalue problems are usually solved by the
divide and conquer (DC) algorithm both on shared memory multicore plat-
forms and parallel distributed memory machines. The DC algorithm is fast
and stable, and well-studied in numerous references [13, 4, 25, 18, 15, 38]. It
is now the default method in LAPACK [1] and ScaLAPACK [12] when the
eigenvectors of a symmetric tridiagonal matrix are required.
Recently, the authors [27] used the hierarchically semiseparable (HSS)
matrices [8] to accelerate the tridiagonal DC in LAPACK, and obtained about
6x speedups in comparison with that in LAPACK for some large matrices on
a shared memory multicore platform. The bidiagonal and banded DC algo-
rithms for the SVD problem are accelerated similarly [26, 28]. The main point
is that some intermediate eigenvector matrices are rank-structured matrices
[8, 20]. The HSS matrices are used to approximate them and then use fast
HSS algorithms to update the eigenvectors. HSS is an important type of rank-
structured matrices, and others include H-matrix [20], H2-matrix [22], qua-
siseparable [14] and sequentially semiseparable (SSS) [7, 19]. In this paper,
we extend the techniques used in [26, 27] to the distributed memory environ-
ment, try to accelerate the tridiagonal DC algorithm in ScaLAPACK [12]. To
integrate HSS algorithms into ScaLAPACK routines, an efficient distributed
HSS construction routine and an HSS matrix multiplication routine are re-
quired. In our experiments, we use the routines in STRUMPACK (STRUc-
tured Matrices PACKage) package [36], which is designed for computations
with both sparse and dense structured matrices. The current STRUMPACK
has two main components: dense matrix computation package and sparse di-
rect solver and preconditioner. In this work we only use its dense matrix
operation part1. It is written in C++ using OpenMP and MPI parallism,
uses HSS matrices, and it implements a parallel HSS construction algorithm
with randomized sampling [35, 24]. Note that some routines are available
for sequential HSS algorithms [43, 10] or parallel HSS algorithms on shared
memory platforms such as HSSPACK [28]2. But STRUMPACK is the only
1The current version is STRUMPACK-Dense-1.1.1, which is available at http://portal.
nersc.gov/project/sparse/strumpack/
2Some Fortran and Matlab codes are available at Jianlin Xia’s homepage, http://www.
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available one for the distributed parallel HSS algorithms. More details about
it and HSS matrices will be introduced in section 2.
The ScaLAPACK routine implements the rank-one update of Cuppen’s
DC algorithm [13]. We briefly introduce the main processes. Assume that T
is a symmetric tridiagonal matrix,
T “
¨˚
˚˝˚˚a1 b1b1 . . . . . .
. . . aN´1 bN´1
bN´1 aN
‹˛‹‹‹‚. (1)
Cuppen introduced the decomposition
T “
ˆ
T1
T2
˙
` bkvvT , (2)
where T1 P Rkˆk and v “ r0, . . . , 0, 1, 1, 0, . . . , 0sT with ones at the k-th and
pk ` 1q-th entries. Let T1 “ Q1D1QT1 be T2 “ Q2D2QT2 be eigen decomposi-
tions, and then (1) can be written as
T “ Q `D ` bkzzT ˘QT , (3)
whereQ “ diagpQ1, Q2q, D “ diagpD1, D2q and z “ QTv “
ˆ
last column of QT1
first column of QT2
˙
.
The problem is reduced to computing the spectral decomposition of the di-
agonal plus rank-one
D ` bkuuT “ pQΛ pQT . (4)
By Theorem 2.1 in [13], the eigenvalues λi of matrix D ` bkzzT are the root
of the secular equation
fpλq “ 1` bk z
2
k
dk ´ λ “ 0,
where zk and dk are the kth component of z and the kth diagonal entry of D,
respectively, and its corresponding eigenvector is given by qˆi “ pD ´ λiq´1z.
The eigenvectors simply computed this way may loss orthogonality. To ensure
math.purdue.edu/˜xiaj/, and HSSPACK is available at GitHub.
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orthogonality, Sorensen and Tang [37] proposed to use extended precision.
While, the implementation in ScaLAPACK uses the Lo¨wner theorem ap-
proach, instead of the extended precision approach [37]. The extra precision
approach was used by Gates and Arbenz [15] in their implementation.
Remark 1. The extra precision approach is “embarrassingly” parallel
with each eigenvalue and eigenvector computed without communication, but
it is not portable in some platform. The Lo¨wner approach requires informa-
tion about all the eigenvalues, requiring a broadcast. However, the length
of communication message is Opnq which is trivial compared with the Opn2q
communication of eigenvectors.
The excellent performance of the DC algorithm is partially due to defla-
tion [4, 13], which happens in two cases. If the entry zi of z are negligible or
zero, the corresponding pλi, qˆiq is already an eigenpair of T . Similarly, if two
eigenvalues in D are identical then one entry of z can be transformed to zero
by applying a sequence of plane rotations. All the deflated eigenvalues would
be permuted to back of D by a permutation matrix, so do the corresponding
eigenvectors. Then (3) reduces to, after deflation,
T “ QpGP q
ˆ
D¯ ` bkz¯z¯T
D¯d
˙
pGP qTQT , (5)
where G is the product of all rotations, and P is a permutation matrix and
D¯d are the deflated eigenvalues.
According to (4), the eigenvectors of T are computed as
U “ QpGP q
ˆpQ
Id
˙
“
„ˆ
Q1
Q2
˙
GP
ˆ pQ
Id
˙
. (6)
To improve efficiency, Gu [17] suggested a permutation strategy for reorga-
nizing the data structure of the orthogonal matrices, which has been used in
ScaLAPACK. The matrix in square brackets is permuted as
ˆ
Q11 Q12 0 Q14
0 Q22 Q23 Q24
˙
,
where the first and third block columns contain the eigenvectors that have
not been affected by deflation, the fourth block column contains the deflated
eigenvectors, and the second block column contains the remaining columns.
Then, the computation of U can be done by two parallel matrix-matrix
products (calling PBLAS PDGEMM) involving parts of pQ and the matrices`
Q11 Q12
˘
,
`
Q22 Q23
˘
. Another factor that contributes to the excellent
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performance of DC is that most operations can take advantage of highly
optimized matrix-matrix products.
When there are few deflations, the size of matrix pQ in (6) will be large, and
most time of DC would be cost by the matrix-matrix multiplication in (6),
which is confirmed by the results of Example 2 in section 2.2. Furthermore,
it is well-known that matrix pQ defined as in (4) is a Cauchy-like matrix with
off-diagonally low rank property, see [18, 27]. Therefore, we simply use an
HSS matrix to approximate pQ and use HSS matrix-matrix multiplication
routine in STRUMPACK to compute the eigenvector matrix U in (6). Since
HSS matrix multiplications require much fewer floating point operations than
the plain matrix-matrix multiplication, PDGEMM, this approach makes the DC
algorithm in ScaLAPACK much faster. More details are included section 2.2
and numerical results are shown in section 3.
2. HSS matrices and STRUMPACK
The HSS matrix is an important type of rank-structured matrices. A
matrix is called rank-structured if the ranks of all off-diagonal blocks are
relatively small compared to the size of matrix. Other rank-structured ma-
trices include H-matrix [20, 23], H2-matrix [22, 21], quasiseparable matrices
[14, 40], and sequentially semiseparable (SSS) [5, 6] matrices. We mostly
follow the notation used in [35] and [41, 27] to introduce HSS.
Both HSS representations and algorithms rely on a tree T . For simplicity,
we assume it is a binary tree, name it HSS tree, and the generalization is
straightforward. Assume that I “ t1, 2, . . . , Nu and N is the dimension of
matrix A. Each node i of T is associated with a contiguous subset of I, ti,
satisfying the following conditions:
• ti1 Y ti2 “ ti and ti1 X ti2 “ H, for a parent node i with left child i1 and
right child i2;
• YiPLN ti “ I, where LN denotes the set of all leaf nodes;
• trootpT q “ I, rootpT q denotes the root of T .
We assume T is postordered. That means the ordering of a nonleaf node
i satisfies i1 ă i2 ă i, where i1 is its left child and i2 is its right child.
Figure 1(a) shows an HSS tree with three levels and ti associated with each
node i.
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Figure 1: A three level postordering tree T and the HSS blocks of Node 2
A block row or column excluding the diagonal block is called an HSS
block row or column, denoted by
Hrowi “ AtiˆpIztiq, Hcoli “ ApIztiqˆti ,
associated with node i. We simply call them HSS blocks. For an HSS matrix,
HSS blocks are assumed to be numerically low-rank. Figure 1(b) shows the
HSS blocks corresponding to node 2. We name the maximum (numerical)
rank of all the HSS blocks by HSS rank.
For each node i in T , it associates with four generators pDi, pUi, pVi and
Bi, which are matrices, such that
pDi “ A|tiˆti “
« pDi1 pUi1Bi1 pV Ti2pUi2Bi2 pV Ti1 pDi2
ff
,
pUi “ «pUi1 pUi2
ff
Ui, pVi “ «pVi1 pVi2
ff
Vi.
(7)
For a leaf node i, pDi “ Di, pUi “ Ui, pVi “ Vi. A 4ˆ 4 (block) HSS matrix A
can be written as
A “
»——–
„
D1 U1B1V
T
2
U2B2V
T
1 D2
 pU3B3pV T6
pU6B6pV T3 „ D4 U4B4V T5U5B5V T4 D5

fiffiffifl , (8)
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and Figure 1(a) shows its corresponding postordering HSS tree. The HSS
representation (7) is equivalent to the representations in [36, 9, 8, 42].
To take advantage of the fast HSS algorithms, we need to construct an
HSS matrix first. There exist many HSS construction algorithms such as
using SVD [9], RRQR(rank revealing QR) [41], and so on. Most of these
algorithms cost in OpN2rq flops, where N is the dimension of matrix and r is
its HSS rank. In [35], a randomized HSS construction algorithm (RandHSS) is
proposed, which combines random sampling with interpolative decomposition
(ID), see [11, 24, 30]. The cost of RandHSS can be reduced to OpNrq flops if
there exists a fast matrix-vector multiplication algorithm in order of OpNq
flops. STRUMPACK also uses this algorithm to construct HSS matrices. For
completeness, RandHSS is restated in Algorithm 1.
Algorithm 1. (Randomized HSS construction algorithm) Given a ma-
trix A and integers r and p, generate two N ˆ pr` pq Gaussian random ma-
trices Ωp1q and Ωp2q, and then compute matrices Y “ AΩp1q and Z “ ATΩp2q.
do ` “ L, ¨ ¨ ¨ , 1
for node i at level `
if i is a leaf node,
1. Di “ Ati,ti ;
2. compute Φi “ Yi ´DiΩp1qi , Θi “ Zi ´DTi Ωp2qi ;
3. compute the ID of Φi « UiΦi|I˜i , Θi « ViΘi|J˜i ;
4. compute pYi “ V Ti Ωp1qi , pZi “ UTi Ωp2qi ;
else
1. store generators Bi1 “ ApI˜i1 , J˜i2q, Bi2 “ ApI˜i2 , J˜i1q;
2. compute Φi “
«
Φi1 |I˜i1 ´Bi1 pYi2
Φi2 |I˜i2 ´Bi2 pYi1
ff
, Θi “
«
Θi1 |J˜i1 ´BTi2 pZi2
Θi2 |J˜i2 ´BTi1 pZi1
ff
;
3. compute the ID of Φi « UiΦi|I˜i , Θi « ViΘi|J˜i ;
4. Compute pYi “ V Ti
«pYi1pYi2
ff
, pZi “ UTi
«pZi1pZi2
ff
;
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end if
end for
end do
For the root node i, store Bi1 “ ApI˜i1 , J˜i2q, Bi2 “ ApI˜i2 , J˜i1q.
The parameter r in Algorithm 1 is an estimate of the HSS rank of A, which
would be chosen adaptively in STRUMPACK [36], and p is the oversampling
parameter, usually equals to 10 or 20, see [24]. After matrix A is represented
in its HSS form, there exist fast algorithms for multiplying it with a vector
in OpNrq flops [32, 5]. Therefore, multiplying an HSS matrix with another
N ˆ N matrix only costs in OpN2rq flops. Note that the general matrix-
matrix multiplication algorithm PDGEMM costs in OpN3q flops.
2.1. STRUMPACK
STRUMPACK is an abbreviation of STRUctured Matrices PACKage, de-
signed for computations with sparse and dense structured matrices. It is
based on some parallel HSS algorithms using randomization [36, 16].
Comparing with ScaLAPACK, STRUMPACK requires more memory,
since besides the original matrix it also stores the random vectors and the
samples, and the generators of HSS matrix. The memory overhead increases
as the HSS rank increases. Therefore, STRUMPACK is suitable for matrices
with low off-diagonal ranks. For the our eigenvalue problems, we are fortu-
nate that the HSS rank of intermediate eigenvector matrices appeared in the
DC algorithm is not large, usually less than 100. Through the experiments
in section 3, we let the compression threshold of constructing HSS be 1.0e-
14, to keep the orthogonality of computed eigenvectors. One advantage of
STRUMPACK is that it requires much fewer operations than the classical
algorithms by exploiting the off-diagonally low rank property.
Another property of STRUMPACAK, the same as other packages that
explores low-rank structures (H-matrices [3] and Block Low-Rank represen-
tations), is irregular computational patterns, dealing with irregular and im-
balanced taskflows and manipulating a collection of small matrices instead of
one large one. HSS algorithms requires a lower asymptotic complexity, but
the flop rate with HSS is often lower than with traditional matrix-matrix
multiplications, BLAS3 kernels. We expect HSS algorithms to have good
performances for problems with large size. Therefore, we only use HSS algo-
rithms when the problem size is large enough, just as in [26, 27].
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The HSS construction algorithm in STRUMPACK uses randomized sam-
pling algorithm combined with Interpolative Decomposition (ID) [30, 11],
first proposed in [35]. For this randomized algorithm, the HSS rank needs
to be estimated in advance, which is difficult to be estimated accurately. An
adaptive sampling mechanism is proposed in STRUMPACK, and its basic
idea [36] is ‘to start with a low number of random vectors d, and when-
ever the rank found during Interpolative Decomposition is too large, d is
increased’. To control the communication cost, we use a little more sample
vectors (p “ 100) and let inc rand HSS relatively large which is a parameter
for constructing HSS matrix in STRUMPACK.
In this work, we mainly use two STRUMPACK driver routines: the par-
allel HSS construction and parallel HSS matrix multiplication routines. We
use these two routines to replace the general matrix-matrix multiplication
routine PDGEMM in hope of achieving good speedups for large matrices. We
test the efficiency and scalability of STRUMPACK by using an HSS matrix
firstly appeared in the test routine of STRUMPACK [36].
Example 1. We use two nˆ n Toeplitz matrices, which have been used
in [36]. In this example we assume n “ 20, 000. The first one is defined as
ai,i “ n2 and ai,j “ i ´ j for i ‰ j, which is diagonally dominant and yields
very low HSS rank (about 2). The second one is defined as ai,i “ pi26d2 and
ai,j “ p´1qi´jpi´jq2d2 , which is a kinetic energy matrix from quantum chemistry [36],
d “ 0.1 is a discretization parameter. This matrix has slightly larger HSS
rank (about 160).
Table 1: The comparisons of HSS matrix multiplication with PDGEMM
4 16 64 121 256 676
PDGEMM 185.33 53.58 13.42 8.02 3.79 1.89
Mat1
Const 6.18 2.39 1.21 1.24 1.29 2.89
Multi 16.64 11.65 3.72 2.46 1.78 1.75
Speedup 8.12 3.82 2.72 2.17 1.23 0.41
Mat2
Const 4.57 1.80 0.96 1.20 1.23 2.68
Multi 15.42 11.10 3.46 2.29 1.71 1.58
Speedup 9.27 4.15 3.04 2.30 1.29 0.44
From the results in Table 1, the HSS matrix multiplication implemented in
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STRUMPACK can be more than 1.2x times faster than PDGEMM when the used
processes are around 256. The speedups are even better when using fewer
processes. But, the HSS construction and matrix multiplication algorithms
are not as scalable as PDGEMM, and they become slower than PDGEMM
when using more processes, for example more than 676. Therefore, it sug-
gests to use no more than 256 processes when combining STRUMPACK with
ScaLAPACK. The execution time highly depends on many factors, such as
parameters NB, block HSS, etc. The results in Table 1 were obtained by
choosing NB “ 64 and block HSS “ 512. Note that we did not try to find
the optimal parameters.
2.2. Combining DC with HSS
In this section we show more details of combining HSS matrix techniques
with ScaLAPACK. As mentioned before, the central idea is to replace PDGEMM
by the HSS matrix multiplication algorithms. The eigenvectors are updated
in the ScaLAPACK routine PDLAED1, and therefore we modify it and call
STRUMPACK routines in it instead of PDGEMM.
Note that after applying permutations to Q in (6), matrix pQ should also
be permuted accordingly. From the results in [18, 27, 26], we know that pQ
is a Cauchy-like matrix and off-diagonally low-rank, the numerical rank is
usually around 50-100. When combining with HSS, we would not use Gu’s
idea since permutation may destroy the off-diagonally low-rank structure ofpQ in (6). We need to modify the ScaLAPACK routine PDLAED2, and only
when the size of deflated matrix D¯ in (5) is large enough, HSS techniques are
used, otherwise use Gu’s idea. Denote the size of D¯ by K, and it depends
the architecture of particular parallel computers, and may be different for
different computers.
Most work of DC is spent on the first two top-levels matrix-matrix mul-
tiplications. The first top-level takes nearly 50% when using 256 processes
or fewer, see the results in Table 2 and also the results in [2]. Therefore, we
could expect at most 2x speedup when replacing PDGEMM with parallel HSS
matrix multiplications.
In this subsection, we fist use an example to show the off-diagonally low-
rank property of pQ in (4). Here we assume that the dimension of D is
N “ 1000, and the diagonal entries of D satisfy di “ iN , i “ 1, . . . , N , bk “ 1
and u is a normalized random vector in (4). Then the singular values of
matrix pQp1 : m,m ` 1 : Nq are illustrated in Figure 2(b) with m “ 500.
From it, we get that the singular values decay very quickly.
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(a) Matrix pQ
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(b) Singular values of pQp1 :
m,m` 1 : Nq
Figure 2: The off-diagonally low-rank property of pQ
Example 2. We use a symmetric tridiagonal matrix to show the percent-
age of time cost by the top level matrix-matrix multiplications. The diagonal
entries of tridiagonal matrix A are all two and its off-diagonal entries are all
one. The size of this matrix is n “ 20, 000.
Table 2: The percentage of time cost by the first top-level matrix-matrix multiplications
4 16 36 64 121 256 576 1024
Top One 59.80 44.13 30.29 16.92 9.23 4.77 1.09 0.53
Total 108.04 77.06 52.78 30.04 17.70 10.00 6.20 6.22
Percent(%) 55.35 57.2 57.39 56.32 52.15 47.70 17.58 8.52
The results in Table 2 are obtained by using optimization flags "-O2
-C -qopenmp -mavx", and linked with multi-threaded Intel MKL. From the
results in it, we can see that the top-one level matrix-matrix multiplications
can take half of the total time cost by PDSTEDC in some case. Since PDGEMM
in MKL has very good scalability, the percentage of top-one level matrix
multiplications decreases as the number of processes increases. This example
also implies that we are better not to use more than 256 processes in our
numerical experiments.
3. Numerical results
All the results are obtained on Tianhe-2 supercomputer [29, 31], located
in Guangzhou, China. It employs accelerator based architectures and each
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compute node is equipped with two Intel Xeon E5-2692 CPUs and three
Intel Xeon Phi accelerators based on the many-integrated-core (MIC) archi-
tectures. In our experiments we only use CPU cores.
Example 3. We use some ‘difficult’ matrices [34] for the DC algorithm,
for which few or no eigenvalues are deflated. Examples include the Clement-
type, Hermite-type and Toeplitz-type matrices, which are defined as follows.
The Clement-type matrix [34] is given by
T “ tridiag
¨˝ ?
n
a
2pn´ 1q apn´ 1q2 ?n
0 0 . . . 0 0?
n
a
2pn´ 1q apn´ 1q2 ?n ‚˛, (9)
where the off-diagonal entries are
a
ipn` 1´ iq, i “ 1, . . . , n.
The Hermite-type matrix is given as [34],
T “ tridiag
¨˝ ?
1
?
2
?
n´ 2 ?n´ 1
0 0 . . . 0 0?
1
?
2
?
n´ 2 ?n´ 1
‚˛. (10)
The Toeplitz-type matrix is defined as [34],
T “ tridiag
¨˝
1 1 1 1
2 2 . . . 2 2
1 2 1 1
‚˛. (11)
For the results of strong scaling, we let the dimension be n=30, 000, and
use HSS techniques only when the size of secular equation is larger than
K “ 20, 000. The results for strong scaling are shown in Figure 3(a). The
speedups of PHDC over ScaLAPACK are reported in Table 3, and shown in
Figure 3(b). We can see that PHDC is about 1.4 times faster than PDSTEDC
in MKL when using 120 processes or fewer.
The orthogonality of the computed eigenvectors by PHDC are in the
same order as those by ScaLAPACK, which are shown in Table 4. The
orthogonality of matrix Q is defined as }I ´ QQT }max, where } ‚ }max is the
maximum absolute value of entries of p‚q.
Example 4. In [39], Tygert shows that the spherical harmonic trans-
form (SHT) can be accelerated using the tridiagonal DC algorithm and one
12
Table 3: The strong scaling of PHDC compared with Intel MKL
Matrix
Number of Processes
4 16 64 121 256
Clement 2.45 1.91 1.58 1.42 1.14
Hermite 1.92 1.43 1.30 1.22 1.00
Toeplitz 2.30 1.92 1.58 1.43 1.26
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(a) The strong scaling of PHDC
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(b) The speedups of PHDC over ScaLA-
PACK
Figure 3: The results for the difficult matrices
Table 4: The orthogonality of the computed eigenvectors by PHDC
Matrix
Number of Processes
4 16 64 121 256
Clement 1.6e-13 1.6e-13 1.6e-13 1.6e-13 1.6e-13
Hermite 3.6e-13 3.6e-13 3.6e-13 3.6e-13 3.6e-13
Toeplitz 2.9e-13 2.9e-13 2.9e-13 2.9e-13 2.9e-13
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symmetric tridiagonal matrix is defined as follows,
Ajk “
$’’’&’’’%
cm`2j´2, k “ j ´ 1
dm`2j, k “ j
cm`2j, k “ j ` 1
0, otherwise,
(12)
for j, k “ 0, 1, . . . , n´ 1, where
cl “
d
pl ´m` 1qpl ´m` 2qpl `m` 1qpl `m` 2q
p2l ` 1qp2l ` 3q2p2l ` 5q , dl “
2lpl ` 1q ´ 2m2 ´ 1
p2l ´ 1qp2l ` 3q ,
for l “ m,m ` 1,m ` 2, . . . . Assume that the dimension of this matrix is
n “ 30, 000 and m “ n. The execution times of using PHDC and PDSTEDC
are reported in Table 5.
Table 5: The execution time of PHDC and PDSTEDC for SHT
Method
Number of Processes
4 16 64 121 256
PDSTEDC 475.00 139.09 39.66 25.82 16.87
PHDC 224.97 88.58 28.53 20.12 14.71
Speedup 2.11 1.57 1.39 1.28 1.15
3.1. Comparison with other implementations
Different from ScaLAPACK, the ELPA routines [2, 33] do not rely on
BLACS, all communication between different processors is handled by direct
calls to a MPI library, where ELPA stands for Eigenvalue soLver for Petas-
cale Applications. For its communications, ELPA relies on two separate sets
of MPI communicators, row communicators and column communicators, re-
spectively (connecting either the processors that handle the same rows or
the same columns). For the tridiagonal eigensolver, ELPA implements its
own matrix-matrix multiplications, does not use PBLAS routine PDGEMM. It
is known that ELPA has better scalability and is faster than MKL [2, 33].
Example 5. We use the same matrices as in Example 3 to test ELPA,
and compare it with the newly proposed algorithm PHDC. The running
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times of ELPA are shown in Table 6. Figure 4 shows the speedups of PHDC
over ELPA. PHDC is faster than ELPA since it requires fewer floating point
operations. However, its scalability is worse than ELPA, and PHDC becomes
slower than ELPA when using more than 200 processes.
Table 6: The execution time of ELPA for different matrices
Matrix
Number of Processes
4 16 64 121 256
Clement 487.63 137.43 40.36 25.61 12.49
Hermite 363.94 117.61 34.58 21.18 10.89
Toeplitz 509.32 141.57 39.55 25.62 12.67
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Figure 4: The speedups of PHDC over ELPA for the difficult matrices
4. Conclusions
By combining ScaLAPACK with STRUMPACK, we propose a hybrid
tridiagonal DC algorithm for the symmetric eigenvalue problems, which can
be faster than the classical DC algorithm implemented in ScaLAPACK when
using about 200 processes. The central idea is to relpace PDGEMM by the
HSS matrix multiplication algorithms, since HSS matrix algorithms require
15
fewer flops than PDGEMM. Numerical results show that the scalability of HSS
matrix algorithms is not as good as PDGEMM. The proposed PHDC algorithm
in this work becomes slower than the classical DC algorithm when using more
processes.
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