Abstract. We show a polynomial-time algorithm for testing c-planarity of embedded flat clustered graphs with at most two vertices per cluster on each face.
Introduction
A clustered graph C(G, T ) consists of a graph G(V, E), called underlying graph, and of a rooted tree T , called inclusion tree, representing a cluster hierarchy on V . The vertices in V are the leaves of T , and the inner nodes of T , except for the root, are called clusters. The vertices that are descendants of a cluster α in T belong to α or are in α. A c-planar drawing of C is a planar drawing of G together with a representation of each cluster α as a simple connected region R α enclosing all and only the vertices that are in α; further, the boundaries of no two such regions R α and R β intersect; finally, only the edges connecting vertices in α to vertices not in α cross the boundary of R α , and each does so only once. A clustered graph is c-planar if it admits a c-planar drawing.
Clustered graphs find numerous applications in computer science [22] , thus theoretical questions on clustered graphs have been deeply investigated. From the visualization perspective, the most intriguing question is to determine the complexity of testing c-planarity of clustered graphs. Unlike for other planarity variants [21] , like upward planarity [14] and partial embedding planarity [2] , the complexity of testing c-planarity remains unknown since the problem was posed nearly two decades ago [13] .
Polynomial-time algorithms to test the c-planarity of a clustered graph C are known if C belongs to special classes of clustered graphs [7] [8] [9] [10] [11] 13, 15, 16, 18, 19] , including cconnected clustered graphs, that are clustered graphs C(G, T ) in which, for each cluster α, the subgraph G[α] of G induced by the vertices in α is connected [8, 10, 13] . Effective ILP formulations and FPT algorithms for testing c-planarity have been presented [5, 6] . Generalizations of the c-planarity testing problem have also been considered [1, 3, 12] .
An important variant of the c-planarity testing problem is the one in which the clustered graph C(G, T ) is flat and embedded. That is, every cluster is a child of the root of T and a planar embedding for G (an order of the edges incident to each vertex) is fixed in advance; then, the c-planarity testing problem asks whether a c-planar drawing exists in which G has the prescribed planar embedding. This setting can be highly regarded for several reasons. First, several NP-hard graph drawing problems are polynomialtime solvable in the fixed embedding scenario, e.g., upward planarity testing [4, 14] and bend minimization in orthogonal drawings [14, 23] . Second, testing c-planarity of embedded flat clustered graphs generalizes testing c-planarity of triconnected flat clustered graphs. Third, testing c-planarity of embedded flat clustered graphs is strongly related to a seemingly different problem, that we call planar set of spanning trees in topological multigraphs (PSSTTM): Given a non-planar topological multigraph A with k connected components A 1 , . . . , A k , do spanning trees S 1 , . . . , S k of A 1 , . . . , A k exist such that no two edges in i S i cross? Starting from an embedded flat clustered graph C(G, T ), an instance A of the PSSTTM problem can be constructed that admits a solution if and only if C(G, T ) is c-planar: A is composed of the edges that can be inserted inside the faces of G between vertices of the same cluster, where each cluster defines a multigraph A i . The PSSTTM problem is NP-hard, even if k = 1 [20] .
Testing c-planarity of an embedded flat clustered graph C(G, T ) is a polynomialtime solvable problem if G has no face with more than five vertices and, more in general, if C is a single-conflict clustered graph [11] , i.e., the instance A of the PSSTTM problem associated with C is such that each edge has at most one crossing. A polynomial-time algorithm is also known for testing c-planarity of embedded flat clustered graphs such that the graph induced by each cluster has at most two connected components [17] . Finally, the c-planarity of clustered cycles with at most three clusters [9] or with each cluster containing at most three vertices [19] can be tested in polynomial time.
Contribution and outline.
In this paper we show how to test c-planarity in cubic time for embedded flat clustered graphs C(G, T ) such that at most two vertices of each cluster are incident to any face of G. While this setting might seem unnatural at a first glance, its study led to a deep (in our opinion) exploration of some combinatorial properties of highly non-planar topological graphs. Namely, every instance A of the PSSTTM problem arising from our setting is such that there exists no sequence e 1 , e 2 , . . . , e h of edges in A with e 1 and e h in the same connected component of A and with e i crossing e i+1 , for every 1 ≤ i ≤ h − 1; these instances might contain a quadratic number of crossings, which is not the case for single-conflict clustered graphs [11] . Within our setting, performing all the "trivial local" tests and simplifications results in the rise of nice global structures, called α-donuts, whose study was interesting to us.
The paper is organized as follows. In Section 2 we introduce some preliminaries; in Section 3 we give an outline of our algorithm; in Section 4 we describe our algorithm and prove its correctness; finally, in Section 5 we conclude.
Saturators, Con-Edges, and Spanning Trees
A natural approach to test c-planarity of a clustered graph C(G(V, E), T ) is to search for a saturator for C. A set S ⊆ V × V is a saturator for C if C ′ (G ′ (V, E ∪ S), T ) is a c-connected c-planar clustered graph. Determining the existence of a saturator for C is equivalent to testing the c-planarity of C [13] . Thus, the core of the problem consists of determining S so that G ′ [α] is connected, for each α ∈ T , and so that G ′ is planar.
In the context of embedded flat clustered graphs (see Fig. 1 (a)), the problem of finding saturators becomes seemingly simpler. Since the embedding of G is fixed, the edges in S can only be embedded inside the faces of G, in order to guarantee the planarity of G ′ . This implies that, for any two edges e 1 and e 2 that can be inserted inside a face f of G, it is known a priori whether e 1 and e 2 can be both in S, namely only if their end-vertices do not alternate along the boundary of f . Also, S can be assumed to contain only edges connecting vertices that belong to the same cluster, as edges connecting vertices belonging to different clusters "do not help" to connect any cluster. For the same reason, S can be assumed to contain only edges connecting vertices belonging to distinct connected components of G[α], for each cluster α.
Consider a face f of G and let B f = (o 1 , . . . , o k ) be the clockwise order of the occurrences of vertices along the boundary of f , where o i and o j might be occurrences of the same vertex u (this might happen if u is a cut-vertex of G). A con-edge (short for connectivity-edge) is a pair of occurrences (o i , o j ) of distinct vertices both belonging to a cluster α, both incident to f , and belonging to different connected components of G[α] (see Fig. 1(b) ). If there are ℓ distinct pairs of occurrences of vertices u and v along a single face f , then there are ℓ con-edges connecting u and v in f , one for each pair of occurrences. A con-edge for α is a con-edge connecting vertices in a cluster α. Two con-edges e and e ′ in f have a conflict or cross (we write e ⊗ e ′ ) if the occurrences in e alternate with the occurrences in e ′ along the boundary of f .
The multigraph A of the con-edges is an embedded multigraph that is defined as follows. Starting from G, insert all the con-edges inside the faces of G; then, for each cluster α and for each connected component
into a single vertex; finally, remove all the edges of G. See Fig. 1(c) . With a slight abuse of notation, we denote by A both the multigraph of the con-edges and the set of its edges. For each cluster α, we denote by A[α] the subgraph of A induced by the con-edges for α. A planar set of spanning trees for A is a set S ⊆ A such that: (i) for each cluster α, the subset S[α] of S induced by the con-edges for α is a tree that spans the vertices belonging to α; and (ii) there exist no two edges in S that have a conflict. See Fig. 1(d) . The PSSTTM problem asks whether a planar set of spanning trees for A exists.
The following lemma relates the c-planarity problem for embedded flat clustered graphs to the PSSTTM problem.
Lemma 1 ( [11]
). An embedded flat clustered graph C(G, T ) is c-planar if and only if: (1) G is planar; (2) there exists a face f in G such that when f is chosen as outer face for G no cycle composed of vertices of the same cluster encloses a vertex of a different cluster; and (3) a planar set of spanning trees for A exists.
We now introduce the concept of conflict graph K A , which is defined as follows. Graph K A has a vertex for each con-edge in A and has an edge (e, e ′ ) if e ⊗ e ′ . In the remainder of the paper we will show how to decide whether a set of planar spanning trees for A exists by assuming that the following property holds for A.
Property 1. No two con-edges for the same cluster belong to the same connected component of K A .
We now show that A can be assumed w.l.o.g. to satisfy Property 1, given that C(G, T ) has at most two vertices per cluster incident to each face of G. Consider any face f of G and any cluster ̺ such that two vertices u ̺ and v ̺ of ̺ are incident to f .
First, no con-edge for ̺ in A that connects a pair of vertices different from (u ̺ , v ̺ ) belongs to the connected component of K A containing (u ̺ , v ̺ ), given that no vertex of ̺ different from u ̺ and v ̺ is incident to f . However, it might be the case that several con-edges (u ̺ , v ̺ ) belong to the same connected component of K A , which happens if u ̺ , or v ̺ , or both have several occurrences on the boundary of f . We show a simple reduction that gets rid of these multiple con-edges.
Denote by B f = (o 1 , o 2 , . . . , o k ) the clockwise order of the occurrences of vertices along the boundary of f and assume w.l.o.g. that o i , o j , and o ℓ are occurrences of u ̺ , u ̺ , and v ̺ , respectively, with 1 ≤ i < j < ℓ ≤ k.
Suppose that there exist occurrences o p and o q in B f of vertices x and y belonging to a cluster τ with τ = ̺, with i < p < j, and with j < q < ℓ, as in Fig. 2(a) . We claim that, if any planar set S of spanning trees for A exists, then S does not contain the con-edge e ̺ = (u ̺ , v ̺ ) connecting the occurrence o j of u ̺ and the occurrence o ℓ of v ̺ . Namely, all the con-edges (x, y) have a conflict with e ̺ ; moreover, the con-edges (x, y) form a separating set for A[τ ], hence at least one of them belongs to S. Thus, e ̺ / ∈ S, and this edge can be removed from A, as in Fig. 2(b) . Similar reductions can be performed if ℓ < q ≤ k or 1 ≤ q < i, and by exchanging the roles of u ̺ and v ̺ .
Rename the vertex occurrences in B f so that o 1 and o a are the first and the last occurrence of u ̺ in B f , and so that o b and o c are the first and the last occurrence of v ̺ in B f , with 1 ≤ a < b ≤ c < k. If no two occurrences o p and o q in B f as described above exist, the only con-edges (u ̺ , v ̺ ) left are crossed by con-edges connecting occurrences o p and o q of vertices x and y in τ , respectively, such that a < p < b and c < q ≤ k. That is, any two con-edges (u ̺ , v ̺ ) cross the same set of con-edges for clusters different from ̺ (see Fig. 2(c) ). Hence, a single edge (u ̺ , v ̺ ) can be kept in A, and all the other con-edges (u ̺ , v ̺ ) can be removed from A (see Fig. 2(d) ).
After repeating this reduction for all the con-edges in A, an equivalent instance is eventually obtained in which Property 1 is satisfied by A. Observe that the described simplification can be easily performed in O(|C| 2 ) time. Thus, we get the following: Proof. Consider any embedded flat clustered graph C with at most two vertices per cluster on each face. Conditions (1) and (2) in Lemma 1 can be tested in O(|C|) time (see [11] ); hence, testing the c-planarity of C is equivalent to solve the PSSTTM problem for A. Finally, as described before the lemma, there exists an O(|C| 2 )-time algorithm that modifies multigraph A so that it satisfies Property 1.
Before proceeding with the description of the algorithm, we state a direct consequence of Property 1 that will be useful in the upcoming proofs. Refer to Fig. 3 . Consider a set F ⊆ A of con-edges all belonging to the same connected component of K A and such that all their end-vertices are incident to the outer face of the subgraph of A induced by F . Let ∆ F be the set of clusters that have con-edges in F . Then, it is possible to draw a closed curve C that passes through the end-vertices of all the edges in F , that contains all the con-edges in F in its interior, and all the other con-edges for clusters in ∆ F in its exterior. 
Algorithm Outline
In this section we give an outline of our algorithm for testing the existence of a planar set S of spanning trees for A, where we assume that no two con-edges for the same cluster belong to the same connected component of K A .
Our algorithm repeatedly tries to detect certain substructures in A. When it does find one of such substructures, the algorithm either "simplifies" A or concludes that A does not admit any planar set of spanning trees. For example, if a cluster α exists such that A[α] is not connected, then the algorithm concludes that no planar set of spanning trees exists and terminates; as another example, if conflicting con-edges e α and e β for clusters α and β exist in A such that e α is a bridge for A[α], then the algorithm determines that e α has to be in S and that e β can be assumed not to be in S.
If the algorithm determines that certain edges have to be in S or can be assumed not to be in S, these edges are contracted or removed, respectively. Given a set A ′ ⊆ A, the operation of removing A ′ from A consists of updating A := A \ A ′ . Given a set A ′ ⊆ A, the operation of contracting the edges in A ′ consists of identifying the endvertices of each con-edge e in A ′ (all the con-edges different from e and incident to the end-vertices of e remain in A), and of updating A := A \ A ′ . The edges in A ′ are removed from A (contracted in A) only when this operation does not alter the possibility of finding a planar set of spanning trees for A. Also, contractions are only applied to con-edges that cross no other con-edges; hence after any contraction graph K A only changes because of the removal of the isolated vertices corresponding to the contracted edges.
As a consequence of a removal or of a contraction operation, the number of edges in A decreases, that is, A is "simplified". After any simplification due to the detection of a certain substructure in A, the algorithm will run again all previous tests for the detection of the other substructures. In fact, it is possible that a certain substructure arises from performing a simplification on A (e.g., a bridge might be present in A after a set of edges has been removed from A). Since detecting each substructure that leads to a simplification in A can be performed in quadratic time, and since the initial size of A is linear in the size of C, the algorithm has a cubic running time.
If none of the four tests (called TEST 1-4) and none of the eight simplifications (called , that will be fully described in Section 4, applies to A, then A is a single-conflict multigraph. That is, each con-edge in A crosses at most one con-edge in A. A linear-time algorithm for deciding the existence of a planar set of spanning trees in a single-conflict multigraph A is known [11] . Hence, our algorithm uses that algorithm [11] to conclude the test of the existence of a planar set of spanning trees in A. A pseudo-code description of our algorithm is presented in Algorithm 1.
Algorithm
To ease the reading and avoid text duplication, when introducing a new lemma we always assume, without making it explicit, that all the previously defined simplifications do not apply, and that all the previously defined tests fail. Also, we do not make explicit the removal and contraction operations that we perform, as they straight-forwardly follow from the statement of each lemma. Refer also to the description in Algorithm 1.
Algorithm 1
Testing for the existence of a planar set S of spanning trees for A. The comments specify each test and simplification, and the lemma proving its correctness.
1: S = ∅; 2: while ∃ con-edge that crosses more than one con-edge in A do 3:
if ∃ cluster α such that A[α] is disconnected then 4:
return "∄ planar set of spanning trees for A" ⊲ TEST 1 (L3) 5:
if ∃ e that is a bridge of A[α] then 6:
Remove L1(e) from A, insert e in S, contract e in A, goto (2) ⊲ SIMPL. 1 (L4)
return "∄ planar set of spanning trees for A" ⊲ TEST 2 (L6) 9:
if ∃ con-edge e that is a self-loop then 10:
Remove e from A, goto (2) ⊲ SIMPL. 2 (L7) 11:
if ∃ con-edge e ∈ A that does not cross any con-edge in A then 12:
Insert e in S, contract e in A, goto (2) 
and
eµ ⊗ eν , and
Let j be the minimal integer satisfying (1) Proof. Suppose, for a contradiction, that a planar set S of spanning trees for A exists such that e / ∈ S. Then A[α] \ {e} is disconnected. By Lemma 3, no planar set of spanning trees for A \ {e} exists, a contradiction.
The following lemma is used massively in the remainder of the paper.
Lemma 5.
Let e α , e β ∈ A be con-edges such that e α ⊗ e β . Let S be a planar set of spanning trees for A and suppose that e α / ∈ S. Then, e β ∈ S.
Proof. Assume, for a contradiction, that S contains neither e α nor e β . Then, there exists a path P α ∋ e α (P β ∋ e β ) all of whose edges belong to S connecting the endvertices of e α (resp. of e β ). Consider the cycle C α composed of P α and e α . We have that P β cannot cross C α . In fact, P β cannot cross P α , as both such paths are composed of con-edges in S, and it cannot cross e α by Property 1, given that e α ⊗e β and e β / ∈ P β . However, the end-vertices of e β are on different sides of C α , hence by the Jordan curve theorem P β does cross C α , a contradiction.
The algorithm continues with the following test.
Lemma 6 (TEST 2). If the conflict graph K A is not bipartite, then there exists no planar set S of spanning trees for A.
Proof. Assume, for a contradiction, that K A is not bipartite and that S exists. Let e 1 , . . . , e 2k+1 , e 2k+2 = e 1 be a cycle in K A with an odd number of vertices (recall that vertices in K A are con-edges in A). Suppose that e 1 ∈ S. Then, by repeated applications of Lemma 5 and of the fact that S does not contain two conflicting edges, we get e 2 / ∈ S, e 3 ∈ S, e 4 / ∈ S, e 5 ∈ S, . . . , e 2k+1 ∈ S, e 2k+2 = e 1 / ∈ S, a contradiction. The case in which e 1 / ∈ S can be discussed analogously.
The contraction of con-edges in A that have been chosen to be in S might lead to self-loops in A, a situation that is dealt with in the following.
Lemma 7 (SIMPLIFICATION 2)
. Let e ∈ A be a self-loop. Then, for every planar set S of spanning trees for A, we have e / ∈ S.
Proof. Since a tree does not contain any self-loop, the lemma follows.
Next, we show a simplification that can be performed if a con-edge exists in A that does not have a conflict with any other con-edge in A. Proof. Let S be any planar set of spanning trees for A. If e ∈ S, then there is nothing to prove. Suppose that e / ∈ S. Since e does not cross any con-edge in A, we have that S ∪ {e} does not contain any two conflicting edges. Denote by α the cluster e is a con-edge for. Since S[α] is a spanning tree, S[α] ∪ {e} contains a cycle C. Since we can assume that SIMPLIFICATION 2 does not apply to A (it would have been performed before applying this lemma), we have that C contains at least one edge e ′ different from e. Then, S ∪ {e} \ {e ′ } is a planar set of spanning trees for A.
In the next three lemmata we deal with the following setting. Assume that there exist con-edges e α , e β , e γ ∈ A for distinct clusters α, β, and γ, respectively, such that e α ⊗ e β and e α ⊗ e γ . Since TEST 2 fails on A, e β does not cross e γ . Let C α be any of the two facial cycles of A[α] incident to e α , where a facial cycle of A[α] is a simple cycle all of whose edges appear on the boundary of a single face of A[α]. Assume w.l.o.g. that e α is crossed first by e β and then by e γ when C α is traversed clockwise. See Fig. 4(a) .
The next lemma presents a condition in which we can delete an edge e a from A.
Lemma 9 (SIMPLIFICATION 4).
Suppose that there exists no con-edge of C α different from e α that has a conflict with both a con-edge for β and a con-edge for γ. Then, for every planar set S of spanning trees for A, we have e α / ∈ S.
Proof. Denote by u α and v α (by u β and v β , by u γ and v γ ) the end-vertices of e α (resp. of e β , resp. of e γ ). By Property 1, it is possible to draw a closed curve C passing through u α , u β , u γ , v α , v γ , and v β in (w.l.o.g.) clockwise order, containing edges e α , e β , and e γ in its interior, and containing every other con-edge for α, β, and γ in its exterior. See Fig. 5 .
Suppose, for a contradiction, that there exists a planar set S of spanning trees for A such that e α ∈ S. Then, there exists a path P β (P γ ) all of whose edges belong to S connecting u β and v β (resp. u γ and v γ ). Since u β and v β are on different sides of C α , by the Jordan curve theorem P β crosses a con-edge e ′ α = e α of C α . Since no con-edge of C α different from e α has a conflict with both a con-edge for β and a con-edge for γ, it follows that e ′ α does not cross P γ . Consider the cycle D composed of P β , of P γ , of the path P u in C between u β and u γ not containing u α , and of the path P v in C between v β and v γ not containing v α . There exist vertices of α on both sides of cycle D (e.g., the end-vertices of e ′ α ). However, no con-edge g α for α in S can cross D. In fact, g α cannot cross P β and P γ , as such paths are composed of con-edges in S, and it cannot cross P u and P v by construction of C. It follows that S does not connect α, a contradiction to the fact that S is a planar set of spanning trees for A. Proof. Denote by u α and v α (by u β and v β , by u γ and v γ ) the end-vertices of e α (resp. of e β , resp. of e γ ). By Property 1, it is possible to draw a closed curve C passing through u α , u β , u γ , v α , v γ , and v β in this clockwise order, containing edges e α , e β , and e γ in its interior, and containing every other con-edge for α, β, and γ in its exterior.
Lemma 10 (TEST 3). Suppose that there exist con-edges e
Denote by u edges belong to S connecting u β and u ′ β . We claim that this path contains v β . Indeed, if P u β does not contain v β , then it crosses the path connecting u α and v α in T α , thus contradicting the fact that S is a planar set of spanning trees. An analogous proof shows that P . However, no conedge g γ for γ in S can cross D. In fact, g γ cannot cross P u α or P u β , as such paths are composed of con-edges in S, and it cannot cross P u and P ′ u by construction of C and C ′ . It follows that S does not connect γ, a contradiction to the fact that S is a planar set of spanning trees.
, that e α ∈ S. Refer to Fig. 6(b) . Consider the path P β (P γ ) all of whose edges belong to S connecting u β and v β (resp. u γ and v γ ). Consider the cycle C β composed of P β and e β . We have that no conedge g γ for γ in S can cross C β . In fact, g γ cannot cross P β , as such a path is composed of con-edges in S, and it cannot cross e β by Property 1, given that e β and e γ belong to the same connected component of K A and do not cross, as otherwise TEST 2 would succeed on A. It follows that C β has u γ and u ′ γ on the same side, as otherwise S would not connect γ, a contradiction to the fact that S is a planar set of spanning trees. Since u γ and u ′ γ are on the same side of C β , it follows that u α is on one side of C β (call it the small side of C β ), while v α , u ′ α , and v ′ α are on the other side (call it the large side of C β ). Analogously, the cycle C γ composed of P γ and e γ has v α on one side (call it the small side of C γ ), and u α , u ′ α , and v ′ α on the other side (call it the large side of C γ ). Observe that the small side of C β and the small side of C γ are disjoint, as otherwise P β intersects C γ or P γ intersects C β . Now consider the cycle D composed of P β , of P γ , of the path P u in C between u β and u γ not containing u α , and of the path P v in C between v β and v γ not containing v α . Cycle D contains vertices of α on both sides. Namely, it contains u α and v α on one side (the side of D containing the small side of C β and the small side of C γ ), and u ′ α and v ′ α on the other side. However, no con-edge g α for α in S crosses D. In fact, g α cannot cross P β and P γ , as such paths are composed of con-edges in S, and it cannot cross P u and P v by construction of C. It follows that S does not connect α, a contradiction to the fact that S is a planar set of spanning trees. Proof. Denote by u α and v α (by u β and v β , by u γ and v γ ) the end-vertices of e α (resp. of e β , resp. of e γ ). By Property 1, it is possible to draw a closed curve C passing through u α , u β , u γ , v α , v γ , and v β in this clockwise order, containing edges e α , e β , and e γ in its interior, and containing every other con-edge for α, β, and γ in its exterior.
Lemma 11 (TEST 4). Suppose that con-edges e
Denote by u intersect a con-edge for γ, as otherwise by construction of C ′′ con-edge e ′′ α would have a conflict with a con-edge for γ, which contradicts the assumptions. Assume that P ′′ a does not cross any con-edge for γ, the other case being analogous.
Consider the cycle D composed of P 1 α , of P u β , of P ′′ a , and of the path P u in C between u α and u β not containing u γ . Cycle D contains vertices of γ on both sides (e.g., u γ and u ′ γ ). However, no con-edge g γ for γ in S crosses D. In fact, g γ cannot cross P 1 α or P u β , as such paths are composed of con-edges in S, it cannot cross P u by construction of C, and it cannot cross P ′′ a by assumption. It follows that S does not connect γ, a contradiction to the fact that S is a planar set of spanning trees for A. it crosses the path connecting u α and v α in T α , thus contradicting the fact that S is a planar set of spanning trees for A.
Consider the cycle D composed of P u β , of the path P u in C between u α and u β not containing u γ , of the path connecting u α and x α in T α , of P ′′ α , and of P ′′ a . Cycle D contains vertices of γ on both sides (e.g., u γ and u ′ γ ). However, no con-edge g γ for γ in S can cross D. In fact, g γ cannot cross P u β , the path connecting u α and x α in T α , or P ′′ α , as such paths are composed of con-edges in S, it cannot cross P u by construction of C, and it cannot cross P ′′ a by assumption. It follows that S does not connect γ, a contradiction to the fact that S is a planar set of spanning trees for A. Consider the path P β (P γ ) all of whose edges belong to S connecting u β and v β (resp. u γ and v γ ). Consider the cycle C β composed of P β and e β . We have that no conedge g γ for γ in S crosses C β . In fact, g γ cannot cross P β , as such a path is composed of con-edges in S, and it cannot cross e β by Property 1, given that e β and e γ belong to the same connected component of K A and do not cross, as otherwise TEST 2 would succeed on A. It follows that C β has u γ and u ′ γ on the same side, as otherwise S would not connect γ, a contradiction to the fact that S is a planar set of spanning trees for A. Since u γ and u ′ γ are on the same side of C β , it follows that u α is on one side of C β (call it the small side of C β ), while v α and u ′ α are on the other side (call it the large side of C β ). Observe that, differently from the proof of Lemma 10, it might be the case that v ′ α is in the small side of C β , if P β contains con-edge (u
). An analogous argument proves that the cycle C γ composed of P γ and e γ has v α on one side (call it the small side of C γ ), and u α , u ′ α , and v ′ α on the other side (call it the large side of C γ ). Observe that the small side of C β and the small side of C γ are disjoint, as otherwise P β intersects C γ or P γ intersects C β . Now consider the cycle D composed of P β , of P γ , of the path P u in C between u β and u γ not containing u α , and of the path P v in C between v β and v γ not containing v α . Cycle D contains vertices of α on both sides. Namely, it contains u α and v α on one side (the side of D containing the small side of C β and the small side of C γ ), and u ′ α on the other side. However, no con-edge g α for α in S can cross D. In fact, g α cannot cross P β and P γ , as such paths are composed of con-edges in S, and it cannot cross P u Fig. 9 . The α-donut for eα. Only the con-edges of C 1 α , . . . , C k α , the con-edges for β1, . . . , βm crossing the spokes of the α-donut for α, the con-edges for β1 and βm inside the faces delimited by C and P v by construction of C. It follows that S does not connect α, a contradiction to the fact that S is a planar set of spanning trees for A.
If SIMPLIFICATIONS 1-4 do not apply to A and TESTS 1-4 fail on A, then the con-edges for a cluster α that are crossed by con-edges for (at least) two other clusters have a nice structure, that we call α-donut (see Fig. 9 ).
Consider a con-edge e α ∈ A for α crossing con-edges e β1 , . . . , e βm for clusters β 1 , . . . , β m , with m ≥ 2. An α-donut for e α consists of a sequence e We have the following.
Lemma 12.
For every con-edge e α ∈ A for α, there exists an α-donut for e α .
Proof. Let, w.l.o.g., e Consider facial cycle C However, this implies that TEST 4 succeeds on A, with α, β 1 , and β 3 playing the roles of α, β, and γ, respectively, in the statement of Lemma 11, a contradiction. Thus, we get that g The argument in the previous paragraph can be repeated for each β j , with j = 4, 5, . . . , m, with α, β 1 , β j−1 , and β j playing the roles of α, β 1 , β 2 , and β 3 . This leads to conclude that e . We have that no con-edge g βm for β m in S crosses C x β1 . In fact, g βm cannot cross P x β1 , as such a path is composed of con-edges in S, and it cannot cross e x β1 by Property 1, given that e x . It follows that S does not connect α, a contradiction to the fact that S is a planar set of spanning trees for A.
Consider a con-edge e for a cluster α. The conflicting structure M (e) of e is a sequence of sets H 0 (e), L 1 (e), H 1 (e), L 2 (e), H 2 (e), . . . of con-edges which correspond to the layers of a BFS traversal starting at e of the connected component of K A containing e. That is: H 0 (e) = {e}; then, for i ≥ 1, L i (e) is the set of con-edges that cross con-edges in H i−1 (e) and that are not in L i−1 (e), and H i (e) is the set of con-edges that cross con-edges in L i (e) and that are not in H i−1 (e).
We now study the conflicting structures of the spokes e 1 α , . . . , e k α of the α-donut for a con-edge e α for α. No two edges in a set H i (e α ) or in a set L i (e α ) have a conflict, as otherwise TEST 2 would succeed. Also, by Lemma 5, any planar set S of spanning trees for A contains either all the edges in i H i (e α ) or all the edges in i L i (e α ).
Assume that e α has a conflict with at least two con-edges for other clusters. For any 1 ≤ i ≤ k, we say that e 1. e is a con-edge for a cluster ̺ if and only if δ(e) is a con-edge for ̺, for every e ∈ M (e i α ); 2. e ∈ H j (e Observe that the isomorphism of two conflicting structures can be tested efficiently. We will prove in the following four lemmata that by examining the conflicting structures for the spokes of the α-donut for e α , a decision on whether some spoke is or is not in S can be taken without loss of generality. We start with the following: First, we prove that no two con-edges in S ′ have a conflict. Since S is a planar set of spanning trees for A, no two con-edges in S ′ ∩S have a conflict. Consider any con-edge e ∈ L j (e i α ), for some j ≥ 1, and consider any con-edge g ∈ S ′ . If g does not belong to M (e ′ . It can be analogously proved that no edge e ∈ H j (e i+1 α ), for some j ≥ 1, crosses any con-edge g ∈ S ′ . Second, we prove that, for each cluster µ, the graph induced by the con-edges in S ′ [µ] is a tree that spans the vertices in µ. This is trivially proved for every cluster µ that has no con-edge in M (e δ(h i j )) and it does not cross h i j (resp. δ(h i j )), as otherwise TEST 2 would succeed on A, hence it does not cross any con-edge for µ. Also, we have that no con-edge g τ for τ in S crosses C i+1 µ . In fact, g τ cannot cross P i+1 µ , as such a path is composed of con-edges in S, and it cannot cross δ(h Fig. 13(a) ), then all of h vertices of α on both sides (e.g., the end-vertices of e * α ). However, no con-edge g α for α in S crosses C i γ . In fact, g α cannot cross P i γ , as such a path is composed of con-edges in S, and it cannot cross e Observe that Simplification 7 can be applied in the case in which the α-donut for e α has at least three spokes. Namely, in that case, by Lemmata 13 and 16 all the spokes different from e i α and e i+1 α can be removed from A. Next, assume that there exists an α-donut with exactly two spokes e 1 α and e 2 α . Consider the smallest j ≥ 1 such that one of the following holds:
1. there exist con-edges e µ ∈ L j (e a α ) and e ν ∈ H j−1 (e a α ) for clusters µ and ν, resp., such that e µ ⊗ e ν , and there exists no con-edge g µ ∈ L j (e b α ) for µ such that g µ ⊗ g ν with g ν con-edge for ν in H j−1 (e b α ), for some a, b ∈ {1, 2} with a = b; or 2. there exist con-edges e µ ∈ H j (e a α ) and e ν ∈ L j (e a α ) for clusters µ and ν, resp., such that e µ ⊗e ν , and there exists no con-edge g µ ∈ H j (e b α ) for µ such that g µ ⊗g ν with g ν con-edge for ν in L j (e b α ), for some a, b ∈ {1, 2} with a = b.
We have the following.
Lemma 17 (SIMPLIFICATION 8).
Assume that a planar set S of spanning trees for A exists. Then, e µ ∈ S.
Proof. We prove the lemma in the case in which j is determined by (1), i.e. there exist con-edges e µ ∈ L j (e a α ) and e ν ∈ H j−1 (e a α ) for clusters µ and ν, respectively, such that e µ ⊗ e ν , and there exists no con-edge g µ ∈ L j (e b α ) for µ such that g µ ⊗ g ν with g ν ∈ H j−1 (e b α ) con-edge for ν, for some a, b ∈ {1, 2} with a = b. The proof for the case in which the value of j is determined by (2) is analogous. Refer to Fig. 16 . 
All these edges exist by definition of conflicting structure and by the minimality of j. Observe that g
First, we argue that no con-edge g µ for µ exists such that g µ ⊗ g h j−1 . That is, not only g µ is not in L j (e b α ), but no con-edge g µ for µ such that g µ ⊗ g clusters µ and τ , respectively, such that g µ ⊗ g τ (in fact, g τ is any edge in H j−2 (e b α ) that crosses g µ ; this edge exists by definition of conflicting structure), and there exists no con-edge l µ ∈ L j−1 (e a α ) for µ such that l µ ⊗ l τ with l τ ∈ H j−2 (e a α ) con-edge for τ , since by Property 1 no con-edge for µ different from e µ belongs to M (e a α ). Now suppose, for a contradiction, that a planar set S of spanning trees for A exists with e µ / ∈ S. Since no two conflicting edges both belong to S and by Lemma 5, we have that e We now prove that our simplifications form a "complete set".
Lemma 18.
Suppose that SIMPLIFICATIONS 1-8 do not apply to A and that TESTS 1-4 fail on A. Then, every con-edge in A crosses exactly one con-edge in A.
Proof. Since SIMPLIFICATION 2 and SIMPLIFICATION 3 do not apply to A, every con-edge in A has a conflict with at least one con-edge in A. Hence, we need to prove that there exists no con-edge in A that has a conflict with two or more con-edges in A. Suppose, for a contradiction, that there exists a con-edge e α ∈ A for a cluster α that has a conflict with con-edges for clusters β 1 , . . . , β m , for some m ≥ 2.
Since SIMPLIFICATIONS 1-4 do not apply to A and TESTS 1-4 fail on A, by Lemma 12 there exists an α-donut D α having e α as one of its spokes.
Suppose first that D α has more than two spokes. Consider any two spokes e has a conflict with a con-edge for γ, then SIMPLIFICATION 7 applies to A. In both cases, we get a contradiction to the fact that SIMPLIFICATIONS 1-8 do not apply to A.
Suppose next that D α has exactly two spokes e Otherwise, consider a minimal index j such that either (1) there exists a con-edge e µ ∈ L j (e a α ) for a cluster µ that crosses a con-edge e ν ∈ H j−1 (e a α ) for a cluster ν, and there exists no con-edge g µ ∈ L j (e b α ) for µ that crosses a con-edge g ν ∈ H j−1 (e b α ) for ν, for some a, b ∈ {1, 2} with a = b, or (2) there exists a con-edge e µ ∈ H j (e a α ) for a cluster µ that crosses a con-edge e ν ∈ L j (e a α ) for a cluster ν, and there exists no con-edge g µ ∈ H j (e b α ) for µ that crosses a con-edge g ν ∈ L j (e b α ) for ν, for some a, b ∈ {1, 2} with a = b. Observe that (1) or (2) has to apply (as otherwise e A linear-time algorithm to determine whether a planar set S of spanning trees exists for a single-conflict graph is known [11] . We thus finally get: Proof. The multigraph A of the con-edges can be easily constructed in O(|C| 2 ) time, so that A has O(|C|) vertices and edges and satisfies Property 1. By Lemma 2, it suffices to show how to solve the PSSTTM problem for A in O(|C| 3 ) time. Algorithm 1 correctly determines whether a planar set S of spanning trees for A exists, by Lemmata 3-18. By suitably equipping each con-edge e in A with pointers to the edges in A that have a conflict with e, it can be easily tested in O(|A| 2 ) time whether the pre-conditions of each of SIMPLIFICATIONS 1-8 and TESTS 1-4 are satisfied; also, the actual simplifications, that is, removing and contracting edges in A, can be performed in O(|A|) time. Furthermore, the algorithm in [11] runs in O(|A|) time. Since the number of performed tests and simplifications is in O(|A|), the total running time is O(|A| 3 ), and hence O(|C| 3 ).
Conclusions
We presented a polynomial-time algorithm for testing c-planarity of embedded flat clustered graphs with at most two vertices per cluster on each face. An interesting extension of our results would be to devise an FPT algorithm to test the c-planarity of embedded flat clustered graphs, where the parameter is the maximum number k of vertices of the same cluster on the same face. Even an algorithm with running time n O(f (k)) seems to be an elusive goal. Several key lemmata (e.g. Lemmata 5 and 6) do not apply if k > 2, hence a deeper study of the combinatorial properties of embedded flat clustered graphs may be necessary.
