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Abstract
We obtain uniform, with respect to t asymptotic formulas for the eigenvalues of
the operators generated in [0, 1] by the Mathieu-Hill equation with a complex-valued
potential and by the t−periodic boundary conditions. Then using it we investigate the
non-self-adjoint Mathieu-Hill operator H generated in (−∞,∞) by the same equation
and establish the necessary and sufficient conditions for the potential for which H has
no spectral singularity at infinity and it is an asymptotically spectral operator.
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1 Introduction
Let L(q) be the Hill operator generated in L2(−∞,∞) by the expression
l(y) = −y′′ + qy, (1)
where q is a complex-valued summable function on [0, 1] and q(x + 1) = q(x). It is well-
known that (see [8-10]) the spectrum S(L(q)) of the operator L(q) is the union of the spectra
S(Lt(q)) of the operators Lt(q) for t ∈ (−pi, pi], where Lt(q) is the operator generated in
L2[0, 1] by (1) and the boundary conditions
y(1) = eity(0), y′(1) = eity′(0). (2)
The spectrum of Lt(q) consist of the eigenvalues that are the roots of
F (λ) = 2 cos t, (3)
where F (λ) = ϕ′(1, λ)+θ(1, λ), ϕ and θ are the solutions of the equation l(y) = λy satisfying
the initial conditions θ(0, λ) = ϕ′(0, λ) = 1 and θ′(0, λ) = ϕ(0, λ) = 0.
The operators Lt(q) and L(q) are denoted by Ht and H respectively when
q(x) = ae−i2pix + bei2pix, (4)
where a and b are the nonzero complex numbers. In the cases t = 0 and t = pi the operator
Ht was investigated by Djakov and Mitjagin [2-5]. In [16] we have found the conditions
on the potential (4) such that all eigenvalues of the periodic, antiperiodic, Dirichlet, and
Neumann boundary value problems are simple. In this paper we consider the operators H
and Ht for all values of t ∈ (−pi, pi]. First, we obtain the asymptotic formulas, uniform with
respect to t in some intervals, for the eigenvalues of the operatorsHt. (Note that, the formula
1
2f(k, t) = O(h(k)) is said to be uniform with respect to t in a set I if there exist positive
constants M and N, independent of t, such that | f(k, t)) |< M | h(k) | for all t ∈ I and
| k |≥ N). Then using these asymptotic formulas, we investigate the spectral singularities
and the asymptotic spectrality of the operator H .
Note that the spectral singularities of the operator L(q) are the points of its spectrum
in neighborhoods of which the projections of L(q) are not uniformly bounded (see [7] and
[12]). McGarvey [9] proved that L(q) is a spectral operator if and only if the projections of
the operators Lt(q) are bounded uniformly with respect to t in (−pi, pi]. Recently, Gesztezy
and Tkachenko [6,7] proved two versions of a criterion for the Hill operator L(q) with q ∈
L2[0, 1] to be a spectral operator of scalar type, in sense of Danford, one analytic and one
geometric. The analytic version was stated in term of the solutions of Hill’s equation. The
geometric version of the criterion uses algebraic and geometric properties of the spectra of
periodic/antiperiodic and Dirichlet boundary value problems.
The problem of describing explicitly, for which potentials q the Hill operators L(q) are
spectral operators appears to have been open for about 50 years. Moreover, the discussed
papers show that the set of potentials q for which L(q) is spectral is a small subset of the
periodic functions and it is very hard to describe explicitly the required subset. In paper
[14] we found the explicit conditions on the potential q such that L(q) is an asymptotically
spectral operator and in [17] we constructed the spectral expansion for the asymptotically
spectral operator. In this paper we find a criterion for asymptotic spectrality of H stated
in term of the potential (4).
The paper consists of 5 sections. In Section 2 we present some preliminary facts, from
[13, 14, 3], which are needed in the following. In Section 3 we obtain some general results
for Lt(q) with locally integrable potential q. In Section 4 using the results of Section 3 we
obtain the uniform asymptotic formulas for the operators Ht. In Section 5, as a main result
of this paper, we find the necessary and sufficient conditions on numbers a and b for which
H has no spectral singularity at infinity and it is an asymptotically spectral operator.
2 Preliminary Facts
In this section we present some results of [13, 14, 3] which are used for the proof of the main
results of the paper. We use the following results of [13].
Theorem 2 of [13]. The eigenvalues λn(t) and eigenfunctions Ψn,t of the operators
Lt(q) for t 6= 0, pi, satisfy the following asymptotic formulas
λn(t) = (2pin+ t)
2 +O(n−1 ln |n|), Ψn,t(x) = ei(2pin+t)x +O(n−1). (5)
for n→∞. For any fixed number ρ ∈ (0, pi/2), these asymptotic formulas are uniform with
respect to t in [ρ, pi − ρ]. Moreover, there exists a positive number N(ρ), independent of t,
such that the eigenvalues λn(t) for t ∈ [ρ, pi − ρ] and | n |> N(ρ) are simple.
In the paper [14] we obtained the uniform asymptotic formulas in the more complicated
case t ∈ [0, ρ] ∪ [pi − ρ, pi], when the potential q satisfies the following conditions:
q ∈ W p1 [0, 1], q(k)(0) = q(k)(1), qn ∼ q−n, (qn)−1 = O(ns+1)
for k = 0, 1, ..., s− 1 with some s ≤ p and at least one of the inequalities Re qnq−n ≥ 0 and
| Im qnq−n |≥ ε | qnq−n | hold for some ε > 0, where
qn =: (q, e
i2pinx) =:
∫ 1
0
q(x)e−i2pinxdx (6)
3is the Fourier coefficient of q and an ∼ bn means that an = O(bn) and bn = O(an). It is clear
that these results of [14] can not be used for the potential (4). However, we use Remark 2.1
and lot of formulas of [14] that are listed in Remark 1 and as formulas (10)-(25).
Remark 1 In Remark 2.1 of [14] we proved that here exists a positive integer N(0) such
that the disk U(n, t, ρ) =: {λ ∈ C : ∣∣λ− (2pin+ t)2∣∣ ≤ 15pinρ} for t ∈ [0, ρ], where 15piρ < 1,
and n > N(0) contains two eigenvalues (counting with multiplicities) denoted by λn,1(t) and
λn,2(t) and these eigenvalues can be chosen as a continuous function of t on the interval [0, ρ].
In addition to these eigenvalues, the operator Lt(q) for t ∈ [0, ρ] has only 2N+1 eigenvalues
denoted by λk(t) for k = 0,±1,±2, ...,±N (see Remark 2.1 of [14]). Similarly, there exists
a positive integer N(pi) such that the disk U(n, t, ρ) for t ∈ [pi− ρ, pi] and n > N(pi) contains
two eigenvalues (counting with multiplicities) denoted again by λn,1(t) and λn,2(t) that are
continuous function of t on the interval [pi − ρ, pi].
Thus for n > N =: max {N(ρ), N(0), N(pi)} , the eigenvalues λn,1(t) and λn,2(t) are
continuous on [0, ρ] ∪ [pi − ρ, pi] and for| n |> N the eigenvalue λn(t), defined by (5), is
continuous on [ρ, pi − ρ]. Moreover, by Theorem 2 of [13] there exist only two eigenvalues
λ−n(ρ) and λn(ρ) of the operator Lρ(q) lying in the disk U(n, ρ, ρ). Therefore these 2 eigen-
values coincides with the eigenvalues λn,1(ρ) and λn,2(ρ). By (5) Re(λ−n(ρ)) < Re(λn(ρ)).
Let λn,2(ρ)) be the eigenvalue whose real part is larger. Then
λn,1(ρ) = λ−n(ρ), λn,2(t) = λn(ρ). (7)
In the same way we obtain that
λn,1(pi − ρ) = λn(pi − ρ), λn,2(pi − ρ) = λ−(n+1)(pi − ρ) (8)
if λn,2(pi−ρ)) is the eigenvalue whose real part is larger. Let Γ−n be the union of the following
continuous curves {λn−1,2(t) : t ∈ [pi − ρ, pi]} , {λ−n(t) : t ∈ [ρ, pi − ρ]} and {λn,1(t) : t ∈ [0, ρ]} .
By (7) and (8) these curve are connected and Γ−n is a continuous curve. Similarly, the
curve Γn which is the union of the curves {λn,2(t) : t ∈ [0, ρ]} , {λn(t) : t ∈ [ρ, pi − ρ]} and
{λn,1(t) : t ∈ [pi − ρ, pi]} is a continuous curve.
Let us redenote λn,1(t) and λn,2(t) by λ−n(t) and λn(t) respectively for n > N and
t ∈ [0, ρ]. Similarly redenote λn,1(t) and λn,2(t) by λn(t) and λ−n−1(t) respectively for
n > N and t ∈ [pi − ρ, pi]. In this notation we have Γn = {λn(t) : t ∈ [0, pi]} for |n| > N. In
this paper we use both notations: λn(t) and λn,j(t).
One can readily see that∣∣λ− (2pi(n− k) + t)2∣∣ > |k| |2n− k| , ∀λ ∈ U(n, t, ρ) (9)
for k 6= 0, 2n and t ∈ [0, ρ], where n > N .
In [14] to obtain the uniform, with respect to t ∈ [0, ρ], asymptotic formulas for the
eigenvalues λn,j(t) we used (9) and the iteration of the formula
(λn,j(t)− (2pin+ t)2)(Ψn,j,t, ei(2pin+t)x) = (qΨn,j,t, ei(2pin+t)x), (10)
where Ψn,j,t is any normalized eigenfunction corresponding to λn,j(t). Iterating (10) infinite
times we got the following formula
(λn,j(t)− (2pin+ t)2 −A(λn,j(t), t))un,j(t) = (q2n +B(λn,j(t), t))vn,j(t), (11)
4where un,j(t) = (Ψn,j,t, e
i(2pin+t)x), vn,j(t) = (Ψn,j,t, e
i(−2pin+t)x),
A(λ, t) =
∞∑
k=1
ak(λ, t), B(λ, t) =
∞∑
k=1
bk(λ, t), (12)
ak(λ, t) =
∑
n1,n2,...,nk
q−n1−n2−...−nk
k∏
s=1
qns
(
λ− (2pi(n− n1 − ..− ns) + t)2
)−1
, (13)
bk(λ, t) =
∑
n1,n2,...,nk
q2n−n1−n2−...−nk
k∏
s=1
qns
(
λ− (2pi(n− n1 − ..− ns) + t)2
)−1
(14)
for λ ∈ U(n, t, ρ) (see (37) of [14]).
Similarly, we obtained the formula
(λn,j(t)− (−2pin+ t)2 −A′(λn,j(t), t))vn,j(t) = (q−2n +B′(λn,j(t), t))un,j(t), (15)
where
A′(λ, t) =
∞∑
k=1
a′k(λ, t), B
′(λ, t) =
∞∑
k=1
b′k(λ, t), (16)
a′k(λ, t) =
∑
n1,n2,...,nk
q−n1−n2−...−nk
k∏
s=1
qns
(
λ− (2pi(n+ n1 + ..+ ns)− t)2
)−1
, (17)
b′k(λ, t) =
∑
n1,n2,...,nk
q−2n−n1−n2−...−nk
k∏
s=1
qns
(
λ− (2pi(n+ n1 + ..+ ns)− t)2
)−1
(18)
for λ ∈ U(n, t, ρ) (see (38) of [14]).
The sums in (13), (14) and (17), (18) are taken under conditions n1+n2+ ...+ns 6= 0, 2n
and n1 + n2 + ...+ ns 6= 0,−2n respectively, where s = 1, 2, ...
Moreover, it was proved [14] that the equalities
ak(λ, t), bk(λ, t), a
′
k(λ, t), b
′
k(λ, t) = O
(
(n−1 ln |n|)k) (19)
hold uniformly for t ∈ [0, ρ] and λ ∈ U(n, t, ρ) (see (34) and (36) of [14]), and derivatives of
these functions with respect to λ are O(n−k−1) (see the proof of Lemma 2.5) which imply
that the functions A(λ, t), A′(λ, t), B(λ, t) and B′(λ, t) are analytic on U(n, t, ρ). Moreover,
there exists a constant K such that
| A(λ, t) |< Kn−1, | A′(λ, t) |< Kn−1, | B(λ, t) |< Kn−1, | B′(λ, t) |< Kn−1, (20)
| A(λ, t) −A(µ, t) |< Kn−2 | λ− µ |, | A′(λ, t)−A′(µ, t) |< Kn−2 | λ− µ |, (21)
| B(λ, t)−B(µ, t) |< Kn−2 | λ− µ |, | B′(λ, t)−B′(µ, t) |< Kn−2 | λ− µ |, (22)
| C(λ, t) |< tKn−1, | C(λ, t)) − C(µ, t)) |< tKn−2 | λ− µ | (23)
for all n > N, t ∈ [0, ρ] and λ, µ ∈ U(n, t, ρ), where N and U(n, t, ρ) are defined in Remark
1, and C(λ, t) = 12 (A(λ, t) −A′(λ, t)) (see Lemma 2.3 and Lemma 2.5 of [14]).
In this paper we use also the following, uniform with respect to t ∈ [0, ρ], equalities from
[14] (see (26)-(28) of [14]) for the normalized eigenfunction Ψn,j,t:
Ψn,j,t(x) = un,j(t)e
i(2pin+t)x + vn,j(t)e
i(−2pin+t)x + hn,j,t(x), (24)
(hn,j,t, e
i(±2pin+t)x) = 0, ‖hn,j,t‖ = O(n−1), |un,j(t)|2 + |vn,j(t)|2 = 1 +O(n−2). (25)
5Besides we use formula (55) of [3] about estimations of B(λ, 0) and B′(λ, 0) as follows:
Let the potential q has the form (4), λ = (2pin)2 + z, where |z| < 1, and
pn1,n2,...,nk(λ, 0) = q2n−n1−n2−...−nk
k∏
s=1
qns
(
λ− (2pi(n− n1 − ..− ns))2
)−1
(26)
be summands of bk(λ, t) for t = 0 (see (14)). Then using (55) of [3] with q ≥ 2 and the
estimation ∑
q≥2
(
n+2q
q
)( |ab|
n2
)q
= O(n−2)
of [3] (see the estimation after formula (55) of [3]) and taking into account that if k changes
from 2n+ 3 to ∞, then the number q of steps= −2 (that is, in our notations the number
of indices n1, n2, ..., nk of (26) that are equal to 1) changes from 2 to ∞, we obtain
∞∑
k=2n+3
∑
n1,n2,...,nk
|pn1,n2,...,nk(λ, 0)| = b2n−1(λ, 0)O(n−2). (27)
3 Some General Results for Lt(q) with q ∈ L1[0, 1]
First, in Theorem 1, we consider the cases: t = 0 and t = pi which correspond to the periodic
and antiperiodic boundary conditions (see (2)). These cases were considered by Djakov and
Mitjagin in [2, 3] and [4, 5] for q ∈ L2[0, 1] and q ∈ H−1[0, 1] in detail. We obtain similar
results by the methods of our papers [1, 11] for q ∈ L1[0, 1] and use the following terminology
of [11]. If the set of the Jordan chains of L0(q) is infinite, then we consider the Riesz basis
property of the normal system of eigenfunction and associated function (EAF), defined in
[11] as follows. In the case when the large eigenvalue has geometric multiplicity 2, we choose
the pair of normalized eigenfunctions so that they are mutually orthogonal. In the case
when only one eigenfunction ϕ corresponds to the double eigenvalue λ, we assume that
‖ϕ‖ = 1 and choose the associated function to be orthogonal to ϕ (it is uniquely defined by
this condition). If the set of the Jordan chains is finite, then one do not need to consider
the specially chosen normal system of EAF. Therefore, in this case, instead of the normal
system of EAF we use the system of root functions.
For brevity, we discuss only the periodic problem and denote λn,j(t), A(λn,j(t), t)),
B(λn,j(t), t)), A
′(λn,j(t), t)), B
′(λn,j(t), t)) for t = 0 (see (11) and (15)) by λn,j , A(λn,j),
B(λn,j), A
′(λn,j), B
′(λn,j) respectively. The antiperiodic problem is similar to the periodic
problem. One can readily see from (11), (15), (20) and Remark 1 that
λn,j(t) ∈ d−(r(n), t) ∪ d+(r(n), t) ⊂ U(n, t, ρ), (28)
for all n > N, t ∈ [0, ρ], where r(n) = max{|q2n| , |q−2n|} + 2Kn−1 and d±(r(n), t) is the
disk with center (±2pin+ t)2 and radius r(n). Indeed if |un,j(t)| ≥ |vn,j(t)| , then using (11)
(if |vn,j(t)| > |un,j(t)| , then using (15)) and (20) we get (28).
In the case t = 0 the disks d−(r(n), t) and d+(r(n), t) are the same and are denoted by
d(r(n)). The set of indices n > N for which the periodic eigenvalues lying in d(r(n)) are
simple (double) is denoted by N1 (N2). If n ∈ N2 then λn,1 = λn,2 and these eigenvalues
are redenoted by λn.
Theorem 1 Let q ∈ L1[0, 1] and N be a large number defined in Remark 1.
(a) If n ∈ N2 and the inequality
| q2n +B(λ) | + | q−2n +B′(λ) |6= 0, (29)
6holds for λ = λn, then the geometric multiplicity of the eigenvalue λn is 1.
(b) Suppose for n > N there exists an eigenvalue of L0(q) lying in d(r(n)) and denoted,
for simplicity of notation, by λn,1 such that (29) for λ = λn,1 holds. Then the normal system
of EAF of L0(q) forms a Riesz basis if and only if
q2n +B(λn,1) ∼ q−2n +B′(λn,1). (30)
(c) If (29) for λ = λn,1, where n > N, and (30) hold, then the large periodic eigenvalues
are simple and the system of root functions of L0(q) forms a Riesz basis.
Proof. (a) Suppose that there exist 2 eigenfunctions corresponding to λn. Then one can
choose the eigenfunction Ψn such that
(
Ψn, e
i2pinx
)
= 0. This with (11) and (25) implies
that q2n + B(λn) = 0. In the same way we prove that q−2n + B
′(λn) = 0. The last two
equalities contradict (29).
(b) If (29) for λ = λn,1 and (30) hold, then one can readily see that
q−2n +B(λn,1) 6= 0, q−2n +B′(λn,1) 6= 0. (31)
These with formulas (11), (15) and (25) imply that
un,1(t)vn,1(t) 6= 0 (32)
for t = 0. Indeed, if un,1(0) = 0 then by (25) vn,1(0) 6= 0 and by (11) q2n + B(λn,1) = 0
which contradicts (31). Similarly, if vn,1(0) = 0 then by (25) and (15) q−2n + B
′(λn,1) = 0
which again contradicts (31). By (31) and (32) the right-hand sides of (11) and (15) for
t = 0 are not zero. Therefore, dividing (11) and (15) side by side and using the equality
A(λn,1) = A
′(λn,1) (see the proof of Lemma 3 of [11]), we get
q−2n +B
′(λn,1)
q2n +B(λn,1)
=
u2n,1(0)
v2n,1(0)
. (33)
Then, by (30) and (25) we have
un,1(0) ∼ vn,1(0) ∼ 1 (34)
which implies that the set of the Jordan chains is finite (see the end of page 118 of [1]).
Thus, if (29) and (30) hold, then the large periodic eigenvalues are simple. Moreover, by
Theorem 1 of [11] the relation (34) implies that the normal system of EAF of L0(q) form a
Riesz basis.
Now suppose that (29) for λ = λn,1 holds and the normal system of EAF of L0(q) form
a Riesz basis. By Theorem 1 of [11] the set of the Jordan chains is finite and (34) holds. On
the other hand, at least one of the summands in (29) for λ = λn,1 are not zero. Suppose,
without less of generality, that q2n +B(λn,1) 6= 0. Then, using (11), (15) for t = 0 and (34)
we see that equality (33) holds (see the proof of (33)). Therefore, using (34) we obtain (30).
(c) The simplicity of the large periodic eigenvalues is proved in (b). Therefore it is enough
to note that in this case the Riesz basis property of the root functions follows from the Riesz
basis property of the normal system of EAF.
Now, we consider the case t ∈ [0, ρ].
Theorem 2 A number λ ∈ U(n, t, ρ) is an eigenvalue of Lt(q) for t ∈ [0, ρ] and n > N,
where U(n, t, ρ) and N are defined in Remark 1, if and only if
(λ− (2pin+ t)2−A(λ, t))(λ− (2pin− t)2−A′(λ, t)) = (q2n+B(λ, t))(q−2n+B′(λ, t)). (35)
7Moreover λ ∈ U(n, t, ρ) is a double eigenvalue of Lt if and only if it is a double root of (35).
Proof. If un,j(t) = 0, then by (25) we have vn,j(t) 6= 0. Therefore, (11) and (15) imply
that q2n +B(λn,j(t), t) = 0 and λn,j(t)− (−2pin+ t)2 −A′(λn,j(t), t) = 0, that is, the right-
hand side and the left-hand side of (35) vanish when λ is replaced by λn,j(t). Hence λn,j(t)
satisfies (35). In the same way we prove that if vn,j(t) = 0 then λn,j(t) is a root of (35).
It remains to consider the case un,j(t)vn,j(t) 6= 0. In this case multiplying (11) and (15) side
by side and canceling un,j(t)vn,j(t) we get an equality obtained from (35) by replacing λ
with λn,j(t). Thus, in any case λn,j(t) is a root of (35).
Now we prove that the roots of (35) lying in U(n, t, ρ) are the eigenvalues of Lt(q). Let
F (λ, t, ) be the left-hand side minus the right-hand side of (35). Using (20) one can easily
verify that the inequality
| F (λ, t, )−G(λ, t) |<| G(λ, t) |, (36)
where G(λ, t) = (λ − (2pin + t)2)(λ − (2pin − t)2), holds for all λ from the boundary of
U(n, t, ρ). Since the function (λ − (2pin + t)2)(λ − (2pin − t)2) has two roots in the set
U(n, t, ρ), by the Rouche’s theorem from (36) we obtain that F (λ, t, ) has two roots in the
same set. Thus Lt(q) has two eigenvalue (counting with multiplicities) lying in U(n, t, ρ)
(see Remark 1) that are the roots of (35). On the other hand, (35) has preciously two roots
(counting with multiplicities) in U(n, t, ρ). Therefore λ ∈ U(n, t, ρ) is an eigenvalue of Lt(q)
if and only if (35) holds.
If λ ∈ U(n, t, ρ) is a double eigenvalue of Lt(q), then by Remark 1 Lt(q) has no other
eigenvalues in U(n, t, ρ) and hence (35) has no other roots. This implies that λ is a double
root of (35). By the same argument one can prove that if λ is a double root of (35) then it
is a double eigenvalue of Lt(q)
One can readily verify that equation (35) can be written in the form
(λ− (2pin+ t)2 − 1
2
(A+A′) + 4pint)2 = D, (37)
where
D(λ, t) = (4pint)2 + q2nq−2n + 8pintC + C
2 + q2nB
′ + q−2nB +BB
′ (38)
and, for brevity, we denote C(λ, t), B(λ, t), A(λ, t) etc. by C, B, A etc. It is clear that λ
is a root of (37) if and only if it satisfies at least one of the equations
λ− (2pin+ t)2 − 1
2
(A(λ, t) +A′(λ, t)) + 4pint = −
√
D(λ, t) (39)
and
λ− (2pin+ t)2 − 1
2
(A(λ, t) +A′(λ, t)) + 4pint =
√
D(λ, t), (40)
where √
D =
√
|D|e(argD)/2, − pi < argD ≤ pi. (41)
Remark 2 It is clear from the construction of D(λ, t) that this function is continuous with
respect to (λ, t) for t ∈ [0, ρ] and λ ∈ U(n, t, ρ). Moreover, by Remark 1 the eigenvalues
λn,1(t) and λn,2(t) continuously depend on t ∈ [0, ρ]. Therefore D(λn,j(t), t) for n > N and
j = 1, 2 is a continuous functions of t ∈ [0, ρ]. By (38), (23), (12), (16) and (19) we have
D(λn,j(ρ), ρ) = (4pint)
2 + o(1), A(λn,j(ρ), ρ) +A
′(λn,j(ρ), ρ) = o(1)
as n→∞. Therefore by (7) and Theorem 2 of [13] the eigenvalues λn,1(ρ) and λn,2(ρ) are
simple, λn,1(ρ), satisfies (39) and λn,2(ρ) satisfies (40). If λn,1(t) and λn,2(t) are simple
8for t ∈ [t0, ρ], where 0 ≤ t0 ≤ ρ, then these functions are analytic function on [t0, ρ] and
λn,1(t) 6= λn,2(t) for all t ∈ [t0, ρ].
Theorem 3 Suppose that
√
D(λn,j(t), t)) continuously depends on t at [t0, ρ] and
D(λn,j(t), t) 6= 0, ∀t ∈ [t0, ρ] (42)
for n > N and j = 1, 2, where ρ and N are defined in Remark 1 and
√
D is defined in (41)
and 0 ≤ t0 ≤ ρ. Then for t ∈ [t0, ρ] the eigenvalues λn,1(t) and λn,2(t) defined in Remark 1
are simple, λn,1(t) satisfies (39) and λn,2(t), satisfies (40). That is
λn,j(t) = (2pin+ t)
2 +
1
2
(A(λn,j , t) +A
′(λn,j , t))− 4pint+ (−1)j
√
D(λn,j , t) (43)
for t ∈ [t0, ρ], n > N and j = 1, 2.
Proof. By Remark 2, the eigenvalues λn,1(ρ) and λn,2(ρ) are simple, λn,1(ρ) satisfies (39)
and λn,2(ρ) satisfies (40). Let us we prove that λn,1(t) satisfies (39) for all t ∈ [t0, ρ]. Suppose
to the contrary that this claim is not true. Then there exists t ∈ [t0, ρ) and the sequences
pn → t and qn → t, where one of them may be a constant sequence, such that λn,1(pn) and
λn,1(qn) satisfy (39) and (40) respectively. Using the continuity of
√
(D(λn,j(t), t)), we con-
clude that λn,1(t) satisfies both (39) and (40). However, it is possible only if D(λn,1(t), t) = 0
which contradicts (42). Hence λn,1(t) satisfies (39) for all t ∈ [t0, ρ]. In the same way we
prove that λn,2(t) satisfies (40) for all t ∈ [t0, ρ]. If λn,1(t) = λn,2(t) for some value of
t ∈ [t0, ρ], that is if λn,j(t) is a double eigenvalue then it satisfies both (39) and (40) which
again contradicts (42)
4 On the Operator Ht for t ∈ (−pi, pi].
In this section we study the operator Ht for t ∈ [0, ρ]. Note that we consider only the case
t ∈ [0, ρ] due to the following reason. The case t ∈ [ρ, pi − ρ] was considered in [13]. The
case t ∈ [pi − ρ, pi] is similar to the case t ∈ [0, ρ] and we explain it in Remark 3. Besides,
the eigenvalues of H−t coincides with the eigenvalues of Ht.
When the potential q has the form (4) then by (6)
q−1 = a, q1 = b, qn = 0, ∀n 6= ±1 (44)
and hence formulas (11), (15), (37) and (38) have the form
(λn,j(t)− (2pin+ t)2 −A(λn,j(t), t))un,j(t) = B(λn,j(t), t)vn,j(t), (45)
(λn,j(t)− (−2pin+ t)2 −A′(λn,j(t), t))vn,j(t) = B′(λn,j(t), t)un,j(t), (46)
(λ− (2pin+ t)2 − 1
2
(A(λ, t) +A′(λ, t)) + 4pint)2 = D(λ, t), (47)
D(λ, t) = (4pint+ C(λ, t))2 +B(λ, t)B′(λ, t). (48)
Moreover, by Theorem 2, λ ∈ U(n, t, ρ) is a double eigenvalue of Ht if and only if it satisfies
(47) and the equation
2(λ− (2pin+ t)2 − 1
2
(A+A′) + 4pint)2(1− 1
2
∂
∂λ
(A+A′)) =
∂
∂λ
(D(λ, t)). (49)
9By, (28) and (44) λn,j(t) ∈ d−(2Kn−1, t)∪d+(2Kn−1, t) ⊂ U(n, t, ρ). Therefore the formula
λn,j(t) = (2pin)
2 +O(n−1) (50)
holds uniformly, with respect to t ∈ [0, n−2], for j = 1, 2, i.e., there exist positive constants
M and N such that | λn,j(t)− (2pin)2 |< Mn−1 for n ≥ N and t ∈ [0, n−2].
Let us consider the functions taking part in (45)-(48). From (44) we see that the indices
in formulas (13), (14) for the case (4) satisfy the conditions
{n1, n2, ..., nk} ⊂ {−1, 1}, n1 + n2 + ...+ ns 6= 0, 2n, (51)
{n1, n2, ..., nk, 2n− n1 − n2 − ...− nk} ⊂ {−1, 1}, n1 + n2 + ...+ ns 6= 0, 2n (52)
for s = 1, 2, ..., k respectively. Hence, by (44) q−n1−n2−...−nk = 0 if k is an even number.
Therefore, by (13) and (17)
a2m(λ, t) = 0, a
′
2m(λ, t) = 0, ∀m = 1, 2, ... (53)
Since the indices n1, n2, ..., nk take two values (see (51)) the number of the summands in
the right-hand side of (13) is not more than 2k. Clearly, these summands for k = 2m − 1
have the form
ak(λ, n1, n2, ..., nk, t) =: (ab)
m ∏
s=1,2,...,k
(
λ− (2pi(n− n1 − n2 − ...− ns) + t)2
)−1
(see (13) and (51)). Therefore, we have
a2m−1(λn,j(t), t) = (4ab)
mO(n−2m+1). (54)
If t ∈ [0, n−2], then one can readily see that
a1(λn,j , t) =
ab
(2pin)2 +O(n−1)− (2pi(n− 1))2 +
ab
(2pin)2 +O(n−1)− (2pi(n+ 1))2
=
ab
2pi(2pi(2n− 1) −
ab
2pi(2pi(2n+ 1)
+O(
1
n3
) = O(
1
n2
).
The same estimations for a′2m−1(λn,j(t), t) and a
′
1(λn,j(t), t) hold respectively. Thus, by
(12), (16), (19) and (53), we have
A(λn,j(t), t) = O(n
−2), A′(λn,j(t), t) = O(n
−2), ∀t ∈ [0, n−2]. (55)
Now we study the functions B(λ, t) and B′(λ, t) (see (12), (14) and (16), (18)). First let
us consider b2n−1(λ, t). If k = 2n− 1, then by (52) n1 = n2 = ... = n2k−1 = 1. Using this
and (44) in (14) for k = 2n− 1, we obtain
b2n−1(λ, t) = b
2n
2n−1∏
s=1
(
λ− (2pi(n− s) + t)2)−1 . (56)
If k < 2n− 1 or k = 2m, then, by (44), q2n−n1−n2−...−nk = 0 and by (14)
bk(λ, t) = 0. (57)
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In the same way, from (18) we obtain
b′2n−1(λ, t) = a
2n
2n−1∏
s=1
(
λ− (2pi(n− s)− t)2)−1 , b′k(λn,j(t), t) = 0 (58)
for k < 2n− 1 or k = 2m. Now, (19), (57) and (58) imply that the equalities
B(λ, t) = O
(
n−5
)
, B′(λ, t) = O
(
n−5
)
(59)
hold uniformly for t ∈ [0, ρ] and λ ∈ U(n, t, ρ). From (45) and (46) (if |un,j(t)| ≥ |vn,j(t)|
then use (45) and if |vn,j(t)| > |un,j(t)| then use (46)) by using (55) and (59) we obtain that
the formula
λn,j(t) = (2pin)
2 +O(n−2) (60)
holds uniformly, with respect to t ∈ [0, n−3], for j = 1, 2.
More detail estimations of B and B′ are given in the following lemma.
Lemma 1 If q has the form (4), then the formulas
B(λ, t) = βn
(
1 +O(n−2)
)
, B′(λ, t) = αn
(
1 +O(n−2)
)
, (61)
∂
∂λ
(B′(λ, t)B(λ, t)) ∼ αnβnn−1 ln |n| (62)
hold uniformly for
t ∈ [0, n−3], λ = (2pin)2 +O(n−2), (63)
where βn = b
2n
(
(2pi)2n−1(2n− 1)!)−2 and αn = a2n ((2pi)2n−1(2n− 1)!)−2 .
Proof. Using (56) and (58) by direct calculations we get
b2n−1((2pin)
2, 0) = βn, b
′
2n−1((2pin)
2, 0) = αn. (64)
If 1 ≤ s ≤ 2n− 1 then for any (λ, t) satisfying (63) there exists λ1 = (2pin)2 +O(n−2) and
λ2 = (2pin)
2 +O(n−2) such that
| λ1 − (2pi(n− s))2 |<| λ− (2pi(n− s) + t)2 |<| λ2 − (2pi(n− s))2 | . (65)
Therefore from (56) we obtain that
|b2n−1(λ1, 0)| < |b2n−1(λ, t)| < |b2n−1(λ2, 0)| . (66)
On the other hand, differentiating (56) with respect to λ, we conclude that
∂
∂λ
(b2n−1((2pin)
2, 0)) = b2n−1((2pin)
2, 0)
2n−1∑
s=1
1 +O(n−1)
s(2n− s) . (67)
Now taking into account that the last summation is of order n−1 ln |n| and using (64), we
get
∂
∂λ
b2n−1((2pin)
2, 0)) ∼ βnn−1 ln |n| . (68)
Arguing as above one can easily see that the m-th derivative, where m = 2, 3, ..., of
b2n−1(λ, 0) is O(βn). Hence using the Taylor series of b2n−1(λ, 0) for λ = (2pin)
2 + O(n−2)
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about (2pin)2, we obtain b2n−1(λi, 0) = βn(1 +O(n
−2)), ∀i = 1, 2. This with (66) yields
b2n−1(λ, t) = βn(1 +O(n
−2)) (69)
for all (λ, t) satisfying (63). In the same way, we get
∂
∂λ
b′2n−1((2pin)
2, 0)) ∼ αn( lnn
n
), b′2n−1(λ, t) = αn(1 +O(n
−2)). (70)
Now let us consider b2n+1(λ, t). By (52) the indices n1, n2, ..., n2n+1 taking part in
b2n+1(λ, t) are 1 except one, say ns+1 = −1, where s = 2, 3, ..., 2n − 1. Moreover, if
ns+1 = −1, then n1 + n2 + ...+ ns+1 = n1 + n2 + ...+ ns−1 = s− 1 and
n1 + n2 + ...+ ns+2 = n1 + n2 + ...+ ns = s. Therefore, by (14), b2n+1(λ, t) for
λ = (2pin)2 +O(n−1), t ∈ [0, n−3] (71)
has the form
b2n−1(λ, t)
2n−1∑
s=2
ab
(2pin)2 − (2pi(n− s+ 1))2 +O(n−1))(2pin)2 − (2pi(n− s))2 + O(n−1)) .
One can easily see that the last sum is O(n−2). Thus we have
b2n+1(λ, t) = b2n−1(λ, t)O(n
−2) = βnO(n
−2)) (72)
for all (λ, t) satisfying (71).
Now let us estimate bk(λ, t) for k > 2n + 1. Since the sums in (14) are taken under
conditions (52), we conclude that 1 ≤ n1 + n2 + · · · + ns ≤ 2n − 1. Using this instead of
1 ≤ s ≤ 2n− 1 and repeating the proof of (66) we obtain that for any (λ, t) satisfying (71)
there exists λ3 = (2pin)
2 +O(n−1) and λ4 = (2pin)
2 +O(n−1) such that
|pn1,n2,...,nk(λ3, 0)| < |pn1,n2,...,nk(λ, t)| < |pn1,n2,...,nk(λ4, 0)| , ∀k < 2n− 1,
where pn1,n2,...,nk(λ, 0) is defined in (26). This with (27) and (72) implies that
∞∑
k=2n+1
|bk(λ, t)| = βnO(n−2) (73)
for all (λ, t) satisfying (71). In the same way, we obtain
∞∑
k=2n+1
|b′k(λ, t)| = αnO(n−2). (74)
Thus (61) follows from (69), (70), (73) and (74).
Now we prove (62). It follows from (73), (74) and the Cauchy inequality that
∂
∂λ
(
∞∑
k=2n+1
bk(λ, t)) = βnO(n
−1),
∂
∂λ
(
∞∑
k=2n+1
b′k(λ, t)) = αnO(n
−1). (75)
Therefore (62) follows from (68) and (70).
In the case (4) formula (61) with (44) implies that the inequality (29) for λ = λn,j(0) holds
and the relation (30) holds if and only if | a |=| b | . On the other hand, the large eigenvalues
of H0 and Hpi are simple (see, for example, theorems 11 and 12 of [16] and Theorem 1 of
12
[15]). Therefore, taking into account that, if the number of multiple eigenvalues is finite
then Riesz basis property of the root functions follows from the Riesz basis property of the
normal system of EAF we get the following consequence of Theorem 1.
Corollary 1 The root functions of H0 form a Riesz basis if and only if | a |=| b | . The
statement continue to hold if H0 is replaced by Hpi which can be proved in the same way.
These result were obtained by Djakov and Mitjagin [3] by the other method.
From Lemma 1 it easily follows also the following statement.
Proposition 1 If λn,j(t) for t ∈ [0, ρ] is a multiple eigenvalue of Ht then
(4pint)2 = −βnαn
(
1 +O(n−2)
)
. (76)
Proof. If λn,1(t) = λn,2(t) =: λn(t) is a multiple eigenvalue, then as it is noted in the
beginning of this section, it satisfies (47) and (49) from which we obtain
4D(λn(t), t)
(
1− 1
2
∂
∂λ
(A(λn(t), t) +A
′(λn(t), t))
)2
=
(
∂
∂λ
D(λn(t), t)
)2
. (77)
By (21) and (23) we have
∂
∂λ
(A(λn(t), t) +A
′(λn(t), t)) = O(n
−2), (78)
(4pint+ C(λn(t), t))
2 = (4pint)2(1 +O(n−2)), (79)
∂
∂λ
(4pint+ C(λn(t), t))
2 = (4pint)2(1 +O(n−2))O(n−3) (80)
for t ∈ [0, ρ]. On the other hand it follows from (59) and (22) that
B(λn(t), t)B
′(λn(t), t) = O(n
−10),
∂
∂λ
(B′(λn(t), t)B(λn(t), t)) = O(n
−7). (81)
Therefore from (48) and (79)-(81) we obtain
D((λn(t), t)) = (4pint)
2(1 +O(n−2)) +O(n−10) (82)
and
∂
∂λ
(D(λn(t), t)) = (4pint)
2(1 +O(n−2))O(n−3) +O(n−7). (83)
Using the equalities (78), (82) and (83) in (77) we get
4(4pint)2(1 +O(n−2)) = (4pint)2O(n−4) +O(n−8). (84)
Hence, we have t ∈ [0, n−3]. Then by (60), t and λ =: λn(t) satisfy (63) and by Lemma 1
B(λn(t), t) = βn
(
1 +O(n−2)
)
, B′(λn(t), t) = αn
(
1 +O(n−2)
)
, (85)
∂
∂λ
(B′(λn(t), t)B(λn(t), t)) ∼ αnβnn−1 ln |n| . (86)
Therefore by (48), (79) and (80) we have
D((λn(t), t)) = (4pint)
2(1 +O(n−2)) + βnαn
(
1 +O(n−2)
)
(87)
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and
∂
∂λ
(D(λn(t), t)) = (4pint)
2(1 +O(n−2))O(n−3) +O(αnβnn
−1 ln |n|). (88)
Now using (78), (87) and (88) in (77) we obtain
(4pint)2(1 +O(n−2)) + βnαn
(
1 +O(n−2)
)
= (4pint)2O(n−4) +
(
O(αnβnn
−1 ln |n|))2
which implies (76)
Now we are ready to prove the main result of this section by using Theorem 3. In formula
(87) the terms O(n−2) do not depend on t, that is, there exists c > 0 such that these terms
satisfy the inequality ∣∣O(n−2)∣∣ < cn−2. (89)
Theorem 4 Let S be the set of integer n > N such that
− pi + 3cn−2 ≤ arg(βnαn) ≤ pi − 3cn−2 (90)
and {tn : n > N} be a sequence defined as follows: tn = 0 if n ∈ S and
(4pintn)
2(1 − cn−2) = −(1 + cn−2 + n−3)Re(βnαn) (91)
if n /∈ S, where c is defined in (89). Then the eigenvalues λn,1(t) and λn,2(t) defined in
Remark 1 are simple and satisfy (43) for t ∈ [tn, ρ].
Proof. Let n /∈ S. It follows from (48), (59) and (79) that if t ≥ n−3 then
ReD(λn,j(t), t)) > 0. (92)
If t ∈ [0, n−3] then we have formula (87). Since the terms O(n−2) in (87) satisfy (89) we
have the following estimate for the real part of the first term in the right-hand side of (87):
Re((4pint)2(1 +O(n−2))) > (4pint)2(1− cn−2) ≥ (4pintn)2(1− cn−2) (93)
for t ∈ [tn, n−3]. On the other hand if n /∈ S then by the definition of S (90) does not hold,
which implies that βnαn = − |(βnαn)| eiθ, |θ| < 3cn−2 and hence
Im(βnαn) = O(n
−2)Re(βnαn). (94)
Using this and (89), we obtain the following estimate for the real part of the second term in
the right-hand side of (87):∣∣Re(βnαn (1 +O(n−2)))∣∣ < (1 + cn−2 + n−3) |Re(βnαn)| .
Therefore it follows from (93), (91) and (87) that (92) holds for t ∈ [tn, n−3] , n > N and
n /∈ S. Thus (92) is true for all t ∈ [tn, ρ]. Hence
√
D(λn,j(t), t)) is well-defined and by
Remark 2 it continuously depends on t. Therefore the proof follows from Theorem 3.
Now consider the case n ∈ S. By (89) we have
−cn−2 − n−3 < arg(1 +O(n−2)) < cn−2 + n−3
Using (94) and (89) we obtain
−pi + 2cn−2 − n−3 < arg(βnαn
(
1 +O(n−2)
)
) < pi − 2cn−2 + n−3,
−cn−2 − n−3 < arg((4pint)2(1 +O(n−2))) < cn−2 + n−3
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and the acute angle between the vectors (4pint)2((1 + O(n−2)) and βnαn
(
1 +O(n−2)
)
is
less than pi. Therefore by the parallelogram law of vector addition we have
−pi < arg(D(λn,j(t), t)) < pi, D(λn,j(t), t)) 6= 0
for t ∈ [0, ρ]. Thus the proof again follows from Theorem 3
Corollary 2 Suppose that
inf
q,p∈N
{| 2qα− (2p− 1) |} 6= 0, (95)
where α = pi−1 arg(ab). Then for all n > N the eigenvalues λn,1(t) and λn,2(t) defined in
Remark 1 are simple and satisfy (43) for t ∈ [0, ρ].
Proof. By (95) that there exists ε > 0 such that −pi + ε < arg((ab)2n) < pi − ε for all
n ∈ N. Hence by the definition of βn and αn (see Lemma 1)
− pi + ε < arg(αnβn) < pi − ε, (96)
that is, (90) holds for all n > N. Therefore the proof follows from Theorem 4
Remark 3 Let A˜, B˜, A˜′, B˜′ and C˜ be the functions obtained from A, B, A′, B′ and C
by replacing ak, a
′
k, bk, b
′
k with a˜k, a˜
′
k, b˜k, b˜
′
k , where a˜k, a˜
′
k, b˜k, b˜
′
k differ from ak, a
′
k, bk, b
′
k
respectively, in the following sense. The sums in the expressions for a˜k, a˜
′
k, b˜k, b˜
′
k are taken
under condition n1+n2+ ...+ns 6= 0,±(2n+1) instead of the condition n1+n2+ ...+ns 6=
0,±2n for s = 1, 2, ..., k. In b˜k, b˜′k the multiplicand q±2n−n1−n2−...−nk of bk, b′k is replaced by
q±(2n+1)−n1−n2−...−nk. To consider the case t ∈ [pi − ρ, pi] instead of (11), (15) we use
(λn,j(t)− (2pin+ t)2 − A˜(λn,j(t), t))un,j(t) = (q2n+1 + B˜(λn,j(t), t))vn,j(t), (97)
(λn,j(t)− (−2pi(n+ 1) + t)2 − A˜′(λn,j(t), t))vn,j(t) = (q−2n−1 + B˜′(λn,j(t), t))un,j(t) (98)
and repeat the investigation of the case t ∈ [0, ρ]. Note that instead of (9) for k 6= 0, 2n using
the same inequality for k 6= 0, 2n+ 1 and t ∈ [pi − ρ, pi] from (10) we obtain (97) and (98)
instead of (11) and (15). In the case t ∈ [pi − ρ, pi] instead of (43) we obtain
λn,j(t) = (2pin+ t)
2 − 2pi(2n+ 1)(t− pi) + 1
2
(A˜
′
+ A˜) + (−1)j
√
D˜(λn,j(t), t)), (99)
where D˜ =
(
2pi(2n+ 1)(t− pi) + C˜
)2
+B˜ B˜′. Similarly, instead of (61), (76), (91) and (95)
we obtain respectively the following relations
B˜(λ, t) = β˜n
(
1 +O(n−2)
)
, B˜′(λ, t) = α˜n
(
1 +O(n−2)
)
,
(2pi(2n+ 1)(t− pi))2 = −β˜nα˜n
(
1 +O(n−2)
)
,
(2pi(2n+ 1)(t˜n − pi))2(1− cn−2) = −(1 + cn−2 + n−3)Re(β˜nα˜n),
inf
q,p∈N
{| (2q + 1)α− (2p− 1) |} 6= 0,
where β˜n = b
2n+1
(
(2pi)2n(2n)!
)−2
, α˜n = a
2n+1
(
(2pi)2n(2n)!
)−2
, t˜n ∈ [pi − ρ, pi] and Propo-
sition 1, Theorem 4, Corollary 2 continue to hold under the corresponding replacement.
As we noted in Section 2 (see Theorem 2 of [13] and Remark 1) the large eigenvalues
of Ht for t ∈ [ρ, pi − ρ] consist of the simple eigenvalues λn(t) for |n| > N satisfying the,
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uniform with respect to t in [ρ, pi − ρ], asymptotic formula (5). Thus by Theorem 4 and by
the just noted similar investigation, the eigenvalues λn,j(t) for n > N, j = 1, 2 and t ∈
[tn, ρ]∪ [pi − ρ, t˜n] and the eigenvalues λn(t) for t ∈ [ρ, pi − ρ] and |n| > N are simple..
These eigenvalues satisfy (43), (5) and (99) for t ∈ [tn, ρ], t ∈ [ρ, pi − ρ] and t ∈ [pi − ρ, t˜n]
respectively.
5 Asymptotic Analysis of H
In this section we investigate the operator H generated in L2(−∞,∞) by (1) when the
potential q has the form (4). Since the spectrum S(H) of H is the union of the spectra
S(Ht) of the operators Ht for t ∈ (−pi, pi], due to the notations of Remark 1, Γn for n > N
are the part of S(H) lying in the neighborhood of infinity. Here we consider only this part
of the spectrum.
Following [7, 12], we define the projections and the spectral singularities of H as follows.
A closed arc γ =: {z ∈ C : z = λ(t), t ∈ [α, β]} with λ(t) continuous on the closed interval
[α, β], analytic in an open neighborhood of [α, β] and F (λ(t)) = 2 cos t,
∂F (λ(t))
∂λ
6= 0, ∀t ∈ [α, β], λ′(t) 6= 0, ∀t ∈ (α, β)
is called a regular spectral arc of H, where F (λ) is defined in (3). The projection P (γ)
corresponding to the regular spectral arc γ is defined by
P (γ)f =
1
2pi
∫
γ
(Φ+(x, λ)F−(λ, f) + Φ−(x, λ)F+(λ, f))
ϕ(1, λ)
p(λ)
dλ, (100)
where Φ±(x, λ) =: θ(x, λ) + (ϕ(1, λ))
−1(e±it − θ(1, λ))ϕ(x, λ) is the Floquet solution,
F±(λ, f) =
∫
R
f(x)Φ±(x, λ)dx,
p(λ) =
√
4− F 2(λ) and the functions θ(x, λ) and ϕ(x, λ) are defined in (3). Moreover, for
the norm of the projections P (γ) corresponding to the regular spectral arc γ defined in (100)
we use the formula
‖ P (γ) ‖= sup
t∈[α,β]
| d(λ(t)) |−1 (101)
of [12] (see Theorem 2 of [12] or Proposition 1 of [17]), where d(λ(t)) = (Ψλ(t),Ψ
∗
λ(t)), Ψλ(t)
and Ψ∗λ(t) are the normalized eigenfunctions of Ht and H
∗
t corresponding to λ(t) and λ(t)
respectively. In [14] and [17] the following definitions were given
Definition 1 We say that λ ∈ S(H) is a spectral singularity of H if for all ε > 0 there
exists a sequence {γn} of the regular spectral arcs γn ⊂ {z ∈ C :| z − λ |< ε} such that
lim
n→∞
‖ P (γn) ‖=∞. (102)
Definition 2 We say that the operator H has a spectral singularity at infinity if there exists
a sequence {γn} of the regular spectral arcs such that d(0, γn) → ∞ as n → ∞ and (102)
holds, where d(0, γn) is the distance from the point (0, 0) to the arc γn.
Definition 3 The operator H is said to be an asymptotically spectral operator if there exists
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a positive constant C such that
sup
σ∈R(C)
(ess sup
t∈(−pi,pi]
‖ e(t, σ) ‖) <∞,
where R(C) is the ring consisting of all sets which are the finite union of the half closed
rectangles lying in {λ ∈ C :| λ |> C} and e(t, σ) is the spectral projection defined by contour
integration of the resolvent of Ht over σ.
Remark 4 Since the large eigenvalues of H0 and Hpi are simple, Theorem 1 of [17] for the
operator H can be written as follows: The following statements are equivalent
(a) The operator H has no spectral singularity at infinity.
(b) H is an asymptotically spectral operator.
(c) There exist constant c1 and N such that for all | n |> N and t ∈ (−pi, pi] the
eigenvalues λn(t) are simple and
| dn(t) |−1< c1 (103)
where dn(t) = (Ψn,t,Ψ
∗
n,t), Ψn,t and Ψ
∗
n,t are the normalized eigenfunctions of Ht and H
∗
t
corresponding to the eigenvalues λn(t) and λn(t) respectively.
Note that if λn(t) is a simple eigenvalue then the normalized eigenfunctions Ψn,t and
Ψ∗n,t are determined uniquely up to constant of modulus 1. Therefore | dn(t) | is uniquely
defined and is the norm of the projection defined by integration of the resolvent of the operator
Ht over a closed contour containing only the simple eigenvalue λn(t) . Moreover | dn | is
continuous at t if λn(t) is a simple eigenvalue.
The following proposition follows from Remark 4, Definition 2 and (101).
Proposition 2 The operator H has a spectral singularities at infinity if and only if there
exists a sequence of pairs {(nk, tk)} such that λnk(tk) is a simple eigenvalue and
lim
k→∞
dnk(tk) = 0, (104)
where nk ∈ Z and tk ∈ (−pi, pi].
As it was noted in [3] (see page 539 of [3]) if | a |6=| b |, then it follows from [3] and
[7] that H is not a spectral operator. This fact and the following more general fact easily
follows from the formulas of Section 4.
Proposition 3 If | a |6=| b |, then the operator H has the spectral singularity at infinity and
hence is not an asymptotically spectral operator.
Proof. Suppose, without loss of generality, that | a |<| b | . As was noted in Remark
4 the large periodic eigenvalues λn(0) are simple. Due to (44) the formulas (11), (15) and
(25) for t = 0 have the forms
(λn(0)− (2pin)2 −A(λn(0), 0))un = B(λn(0), 0))vn,
(λn(0)− (2pin)2 −A′(λn(0), 0))un = B′(λn(0), 0))vn, |un|2 + |vn|2 = 1 +O(n−2)
where un = (Ψn,0, e
i2pinx), vn = (Ψn,0, e
−i2pinx). Moreover, by (61), B(λn(0), 0)) and
B′(λn(0), 0)) are nonzero numbers and
B(λn(0), 0))
B′(λn(0), 0))
= O((| a | / | b |)n) = O(n−2).
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Using these equalities and arguing as in the proof of (33) we obtain
un = vnO(n
−1), Ψn,0(x) = ce
−i2pinx +O(n−1),
where | c |= 1 and Ψn,0(x) is the normalized eigenfunction corresponding to λn(0). Replacing
a and b by b and a respectively, in the same way we obtain
Ψ∗n,0(x) = ce
i2pinx +O(n−1).
Thus (Ψn,0,Ψ
∗
n,0(x))→ 0 as n→∞ and hence the proof follows from Proposition 2.
Thus if | a |6=| b |, then H is not a spectral operator. The inverse statement is not true.
If | a |=| b | then in the Theorem 6 we will find the necessary and sufficient conditions on
ab for the H to be the asymptotically spectral operator. To prove this main result of this
paper we first prove some preliminary propositions.
Theorem 5 Suppose| a |=| b | and
inf
q,p∈N
{| qα− (2p− 1) |} 6= 0, (105)
where α = pi−1 arg(ab). Then there exists N such that for |n| > N the component Γn of
the spectrum S(H) of the operator H is a separated simple analytic arc with the end points
λn(0) and λn(pi). These components do not contain spectral singularities. In other words,
the number of the spectral singularities of H is finite.
Proof. Corollary 2, Theorem 2 of [13], and Remark 3 immediately imply that the
eigenvalues λn(t) for |n| > N and t ∈ (−pi, pi] are simple. Therefore for |n| > N the
component Γn of the spectrum of the operator H is a separated simple analytic arc with
the end points λn(0) and λn(pi). It is well-known that the spectral singularities of H are
contained in the set of multiple eigenvalues of Ht (see [7,12]). Hence, Γn for |n| > N does
not contain the spectral singularities. On the other hand, the multiple eigenvalues are the
zeros of the entire function dF (λ)dλ , where F (λ) is defined in (3). Since the entire function
has a finite number of roots on the bounded sets the number of the spectral singularities of
H is finite
Now using Theorems 4, 5, Corollary 2, Proposition 2 and the following equalities we
prove the main results of the paper. By Theorem 4 λn,j satisfies (43) for j = 1, 2 and
t ∈ [tn, ρ]. Using it in (45) and (46) we obtain
(−C(λn,1(t), t)− 4pint−
√
D(λn,1(t), t))un,1(t) = B(λn,1(t), t)vn,1(t), (106)
(−C(λn,2(t), t)− 4pint+
√
D(λn,2(t), t))un,2(t) = B(λn,2(t), t)vn,2(t), (107)
(C(λn,1(t), t) + 4pint−
√
D(λn,1(t), t))vn,1(t) = B
′(λn,1(t), t)un,1(t), (108)
(C(λn,2(t), t) + 4pint+
√
D(λn,2(t), t))vn,2(t) = B
′(λn,2(t), t)un,2(t) (109)
for t ∈ [tn, ρ].
Since the boundary condition (2) is self-adjoint we have (Ht(q))
∗ = Ht(q). Therefore, all
formulas and theorems obtained for Ht are true for H
∗
t if we replace a and b by b and a
respectively. For instance, (24) and (25) hold for the operator H∗t and hence we have
Ψ∗n,j,t(x) = u
∗
n,j(t)e
i(2pin+t)x + v∗n,j(t)e
i(−2pin+t)x + h∗n,j,t(x), (110)
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(h∗n,j,t, e
i(±2pin+t)x) = 0,
∥∥h∗n,j,t∥∥ = O( 1n ), ∣∣u∗n,j(t)∣∣2 + ∣∣v∗n,j(t)∣∣2 = 1 +O( 1n2 ). (111)
Note that if (105) holds then tn = 0, that is, (106)-(109) are satisfied for t ∈ [0, ρ]. For
| n |> N it follows from (24), (25), (110) and (111) that
(Ψn,j,t,Ψ
∗
n,j,t) = un,j(t)u
∗
n,j(t) + vn,j(t)v
∗
n,j(t) +O(n
−1). (112)
Moreover, by Theorem 4, λn,1(t) 6= λn,2(t) for t ∈ [tn, ρ] which imply that
(Ψn,2,t,Ψ
∗
n,1,t) = un,2(t)u
∗
n,1(t) + vn,2(t)v
∗
n,1(t) +O(n
−1) = 0. (113)
Theorem 6 (Main Result) If | a |=| b | and α = pi−1 arg(ab), then:
(a) The operator H has no the spectral singularity at infinity and is an asymptotically
spectral operator if and only if (105) holds.
(b) Let α be a rational number, that is, α = mq where m and q are irreducible integers.
The operator H has no the spectral singularity at infinity and is an asymptotically spectral
operator if and only if m is an even integer.
Let α be an irrational number. Then H has the spectral singularity at infinity and
is not an asymptotically spectral operator if and only if there exists a sequence of pairs
{(qk, pk)} ⊂ N2 such that
| α− 2pk − 1
qk
|= o( 1
qk
), (114)
where 2pk − 1 and qk are irreducible integers.
It is clear that (b) follows from (a). The sufficiency of Theorem 6(a) follows from Remark
4 and the following.
Lemma 2 If | a |=| b | and (105) holds, then (103) is satisfied.
Proof. If t ∈ [n−3, ρ], then by (79), (48) and (59) the coefficient of un,1(t) in (106) is
essentially greater than the coefficient of vn,1(t). Therefore from (24) and (25) we get
Ψn,1,t(x) = e
−i(2pin+t)x +O(n−1).
In the same way we obtain that Ψ∗n,1,t satisfies the same formula and hence the equality
(Ψn,j,t,Ψ
∗
n,j,t) = 1 +O(n
−1) (115)
holds uniformly for t ∈ [n−3, ρ] and j = 1.
Now suppose that t ∈ [0, n−3]. First consider the case nt ≥| αn |, where αn is defined
in Lemma 1. Then using (79), (85), (87) and taking into account that | αn |=| βn | when
| a |=| b | from (106) we get | un,1(t) |< 16 | vn,1(t) | . This with (25) gives | un,1(t) |< 15 ,
| vn,1(t) |> 45 . Similarly, | u∗n,1(t) |< 15 and | v∗n,1(t) |> 45 . Therefore, by (112) we have
| (Ψn,j,t,Ψ∗n,j,t) |>
1
2
(116)
for j = 1. In the same way we prove (115) and (116) for j = 2.
Now, consider the case nt <| αn | . Using (79) and (87) one can easily see that if
nt = o(| αn |) then both of the number
− C(λn,1, t)− 4pint−
√
D(λn,1, t), C(λn,1, t) + 4pint−
√
D(λn,1, t), (117)
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if nt ∼ βn then at least one of the numbers in (117) are of order αn. Hence (106) and (108)
imply that un,1(t) ∼ vn,1(t). In the same way we obtain un,2(t) ∼ vn,2(t). Thus, by (25)
un,1(t) ∼ vn,1(t) ∼ un,2(t) ∼ vn,2(t) ∼ 1. (118)
Similarly
u∗n,1(t) ∼ v∗n,1(t) ∼ u∗n,2(t) ∼ v∗n,2(t) ∼ 1. (119)
Using (118), (79) and (87) from (108) and (109) we obtain that
un,1
vn,1
=
C(λn,1, t) + 4pint−
√
D(λn,1, t)
B′(λn,1(t), t)
=
4pint[1]−
√
4pint[1] + αnβn[1]
αn
[1], (120)
un,2
vn,2
=
C(λn,2, t) + 4pint+
√
D(λn,2, t)
B′(λn,2(t), t)
=
4pint[1] +
√
4pint[1] + αnβn[1]
αn
[1], (121)
where, for brevity 1 + O(n−2) is denoted by [1]. On the other hand using (112) and (113)
and taking into account (118) and (119) we get
(Ψn,1,t,Ψ
∗
n,1,t) = vn,1(t)v
∗
n,1(t)(1 +
un,1(t)u∗n,1(t)
vn,1(t)v∗n,1(t)
) +O(n−1) = (122)
vn,1(t)v∗n,1(t)(1 −
un,1(t)vn,2(t)
vn,1(t)un,2(t)
) +O(n−1)).
This with (120) and (121) implies that
(Ψn,1,t,Ψ
∗
n,1,t) = vn,1(t)v
∗
n,1(t)
(
1− 4pint[1]−
√
(4pint)2[1] + αnβn[1]
4pint[1] +
√
(4pint)2[1] + αnβn[1]
[1]
)
= (123)
vn,1(t)v∗n,1(t)
(
2
√
(4pint)2[1] + αnβn[1]
4pint[1] +
√
(4pint)2[1] + αnβn[1]
[1]
)
If (4pint)2 = o(αnβn) then the last fraction is 2 + o(1) and hence (103) holds.
It remains to consider the case (4pint)2 ∼ (αnβn). If (105) holds then we have inequality
(96). Therefore we have (4pint)2[1] + αnβn[1] ∼ αnβn. Moreover, one can easily verify that
4pint[1] +
√
(4pint)2[1] + αnβn[1] = 4pint(1 +
√
1 + (4pint)−2αnβn + o(1)) ∼ (αnβn).
Using these relations in (123) we get (103) in this case. Thus (103) for t ∈ [0, ρ] is proved.
In the same way, by using Remark 3, we prove (103) for t ∈ [pi − ρ, pi] and it follows from
(5) for t ∈ [ρ, pi − ρ]
The proof of the necessity of Theorem 6(a) follows from Proposition 2 and the following
Lemma 3 If | a |=| b | and
inf
q,p∈N
{| qα− (2p− 1) |} = 0, (124)
where α = pi−1 arg(ab), then there exists a sequence of pairs {(nk, tk)} satisfying (104),
where nk ∈ Z, tk ∈ [0, pi] and λnk(tk) is a simple eigenvalue
Proof. If (124) holds then there exists a sequence of pairs {(qk, pk)} such that qkα −
(2pk−1)→ 0. First suppose that the sequence {qk} contains infinite number of even number.
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Then one can easily verify that there exists a sequence {nk} satisfying
Im((ab)2nk) = o((ab)2nk ) (125)
and
lim
k→∞
sgn(Re((ab)2nk)) = −1. (126)
By Theorem 4, for the sequence {tnk} defined by (91) and now, for simplicity, redenoted by
{tk} the eigenvalues λnk,j(tk) are simple and the following relations hold
(4pinktk)
2 = −Re(βnkαnk)(1 + o(1)) = −(βnkαnk)(1 + o(1)),
(4pinktk)
2 + (βnkαnk) = o(β
2
nk), 4pinktk ∼ βnk ∼ αnk . (127)
This with (87) implies that
√
D(λnk,j , tk) = o(βnk) for j = 1, 2. Then by (79) we have
C(λnk,j , tk) + 4pinktk ±
√
D(λnkj , tk) = 4pinktk(1 + o(1)). (128)
Using (61), (127) and (128) in (106) and (107) and taking into account (25) we obtain
unk,1(t) ∼ vnk,1(t) ∼ unk,2(t) ∼ vnk,2(t) ∼ 1,
lim
k→∞
vnk,1(tk)
unk,1(tk)
= lim
k→∞
vnk,2(tk)
unk,2(tk)
.
This with (112) and (113) implies that (104) holds. In the same way we prove (104) when
{qk} contains infinite number of odd number.
Remark 5 The main result of this paper shows that the asymptotic spectrality of H depends
on arg(ab), while we have proved in [15] that its spectrum depends on ab.
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