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a b s t r a c t
We show that there exist translations between polymorphic λ-calculus and a subsystem
of minimal logic with existential types, which form a Galois insertion (embedding).
The translation from polymorphic λ-calculus into the existential type system is the so-
called call-by-name CPS-translation that can be expounded as an adjoint from the neat
connection. The construction of an inverse translation is investigated from a viewpoint
of residuated mappings. The duality appears not only in the reduction relations but also
in the proof structures, such as paths between the source and the target calculi. From
a programming point of view, this result means that abstract data types can interpret
polymorphic functions under the CPS-translation. We may regard abstract data types as
a dual notion of polymorphic functions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Galois connections arise, even if we are not aware of it, inmany parts of computer science [18,23]. For instance, examples
from logics are demonstrated in Backhouse [1], where provability or implication relation is a partial order on the set of
formulae. Other kinds of examples come from reduction systems, which are shown by Danvy and Lawall [5] and Sabry and
Wadler [26], where reduction relation forms a preorder over terms.
On the other hand, the term CPS-translation, in general, denotes a program translationmethod into continuation passing
style that is the meaning of the program as a function taking the rest of the computation. The method has been studied for
program transformation, definitional interpreter, denotational semantics, and so on [24].
We prove that there exist translations between polymorphic λ-calculus λ2 (Girard-Reynolds) and a subsystem of min-
imal logic λ∃ with existential types, which form a Galois connection and moreover a Galois insertion (embedding). The
translation from λ2 into λ∃ is the so-called call-by-name CPS-translation [21,25] that can be expounded as the adjoint of
the inverse translation. From a programming point of view, this result also means that abstract data types [17] can inter-
pret polymorphic functions under the CPS-translation. We may regard the notion of abstract data types as a dual notion of
polymorphic functions.
Our main interest is a neat connection and proof duality between polymorphic types (2nd order universally quantified
formulae) and existential types (2nd order existentially quantified formulae). It is logically quite natural like De Morgan’s
duality, and computationally still interesting, since dual of polymorphic functions with universal type can be regarded as
abstract data types with existential type [17]. Although one can guess the existence of such a duality from the work of
Filinski [6] or Selinger [27], instead of systems based on classical logic like [20,27,31], even intuitionistic systems can enjoy
that polymorphic types can be interpreted by existential types. That is, computationally polymorphic function λX .M with
universal type ∀X .A can be viewed, under the CPS-translation *, as an abstract data type abstype X with a :A∗ is a inM∗
with type ∃X .A∗ = (∀X .A)∗ for free a. This interpretation also contains proof duality, such that the universal formulae
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introduction rule is interpreted by the use of the existential formulae elimination rule, and the universal elimination by
the existential introduction. Moreover, with respect to reduction relations, we established not only a Galois connection but
also a Galois insertion (embedding) from polymorphic λ-calculus (Girard-Reynolds) into the calculus with existential types.
From the neat connection between the calculi, the fundamental properties such as normalization and Church–Rosser are
related each other.
Our target calculus λ∃ is a fragment of intuitionistic logic consisting of falsity⊥, negation¬, conjunction∧ and 2nd order
existential quantifier ∃. Lafont, Reus and Streicher [14] introduced the¬,∧-fragment called LJ− and the novel call-by-name
CPS-translation. Under the translation, they derived a nice semantics of non-functional features in functional programming.
The CPS-translation by Lafont1 and the corresponding continuation semantics had a great influence directly or indirectly
on the studies of both continuation semantics of classical logic by Hofmann and Streicher [12] and Streicher and Reus [28],
and duality on calculi by Selinger [27] and Wadler [31]. The novel property of the syntactic translation [14,12,28,27] is that
the CPS-translation can validate the η-rule by the use of surjective pairing, compared with the traditional CPS-translation
naïvely based on Plotkin [21]. In this sense, products (∧) as a primitive notion is required as observed in [8], since encoded
pairs by Church–Rosser λ-calculi with the β-rule cannot be surjective as proved by Klop [2,4].
In the related area of classical logic, there have been a number of noteworthy investigations, as cited above, including
Hofmann and Streicher [12], Streicher and Reus [28], Selinger [27], Wadler [31], and so on. All of the work study the
equational correspondence between monomorphic or type-free source and target calculi. On the other hand, our study
is on the reduction correspondence of polymorphic calculus. The syntactic translation is the same as those of [14] and hence
as [12,28,27]. The following technical points on the translation are distinct from the existing ones: An atomic type X is
translated to its negation¬X in [14]. However, we translate atomic X to X∗ = X , since the translation * must commute with
type-substitutions under the presence of 2nd-order quantifiers. Instead of projections pii for products [14,12,28,27,31], we
newly adopt pair-binding let-expressions (not syntactic sugar) whose use plays an important rôle specifically for technical
points of an inverse translation as mentioned below.
This paper is a revised and extended version of the conference papers [9,10]. The following material is new or improved:
The first paper [9] provided an injective CPS-translation for type-free and extensional λµ-calculus of Parigot [20] along
the definition of [12], and studied the completeness of the translation by the technique of Sabry and Felleisen [25]. The
completeness is established syntactically by an inverse translation, which requires the heavy use of the η-rule of the source
and involves technically messy points in [9]. The reason is that a target calculus with projections makes it possible to
execute partial evaluation, in the sense that projections over a continuation (a pair of a denotation and a continuation)
can be performed even though continuation components are not given. For instance, the CPS-translation [[ ]] in [14,12,9]
interprets λ-term λx1 . . . xm.xM1 . . .Mn as λa.x〈[[M1]], . . . , [[Mn]], pim2 (a)〉 under the following substitution:
[x1 := pi1(a), x2 := pi1(pi2(a)), . . . , xm := pi1(pim−12 (a))].
And λµ-term λx.µa.[b]z is interpreted as λa.(λx.λa.zb)(pi1a)(pi2a) which is β-reduced to λa.zb. The λ-term λa.zb is
backward translated to µa.[b]z, where the λµ-term µa.[b]z is extensionally equal to the first term λx.µa.[b]z. Our idea
is, instead of pii, to take pair-binding let-expressions, which block or suspend projections until two components of
a continuation are, in fact, given. In other words, the substitution information above is kept as an expression in the
let-expressions. The use of the let-expressions distinguishes the denotation of λx.µa.[b]z from that of µa.[b]z unless
extensional, and moreover, gives an elegant and uniform approach to conjunction and existential eliminations.
The second paper [10] has provided a call-by-name CPS-translation for non-extensional λ2, in order to establish a Galois
connectionwith respect to reduction relations. For the theoremof proof duality,we have introduced the notion of dual paths,
where dual paths form duality with respect to the so-called paths [22]. Then the reversal of a path in normal deductions of
λ2 corresponds, under the CPS-translation, to a collection of dual paths in the translated deductions. This paper introduces
much simpler CPS-translation for the extensional λ2-calculus by removing redundant negations, and derived a natural form
of proof duality (Theorem 4) such that the reversal of a path in λ2 deductions corresponds to one path in the translated
deductions, and vice versa. Since the translation is not surjective either, following the idea of the universe of CPS-terms [25],
a subclass of the target called Univ is inductively defined for an inverse translation. It is an improved point that for any term
P ∈Univ there uniquely exists a λ2-termM such that the βη-normal form of P is syntactically equal to the CPS-translation
ofM . The statement is proved by induction on P , and then an inverse translation can be extracted from the inductive proof.
In this way, we show that the translation and its inverse form a Galois connection, and equivalently that the CPS-translation
can be regarded as an adjoint.
The article is organized as follows: Firstly, Section 2 provides our source and target calculi, respectively, denoted by
λ2 and λ∃. Section 3 is devoted to the CPS-translation * from λ2 into λ∃. An inverse of CPS-translation is established as the
composition of βη-normalization function and an auxiliary function extracted from an inductive proof of the key statement.
Here we demonstrate that the CPS-translation can be expounded as a lower adjoint of the inverse translation, and the
translations constitute a Galois insertion (embedding) from λ2 into λ∃. Section 4 gives typing relation correspondence
between λ2 and λ∃, and shows proof duality such that the reversal of a path in a deduction of λ2 becomes a path in the
translated deduction of λ∃ under the CPS-translation, and vice versa. And finally, Section 5 summarizes the main ideas and
results as well as further investigation.
1 According to the literature, Y. Lafont: Negation versus implication. Draft (1991) is known as an original idea of the ¬,∧-fragment.
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2. Source and target calculi
2.1. Source calculus: λ2
We introduce our source calculus of 2nd order λ-calculus (Girard-Reynolds), denoted by λ2. For simplicity, we adopt its
domain-free style [13,7] for terms, and proof terms (well-typed terms) in the style of domain-free are discussed in Section 4.
Definition 1 (λ2-Types).
A ::= X | (A⇒ A) | ∀X .A
Definition 2 (λ2-Terms).
Λ2 3 M ::= x | (λx.M) | (MM) | (λX .M) | (MA)
It is assumed that the calculus λ2 has countably infinite sets of type variables and term variables.
Definition 3 (Reduction Rules).
(β) (λx.M1)M2 → M1[x := M2];
(η) λx.Mx→ M , if x 6∈ FV (M);
(βt) (λX .M)A→ M[X := A];
(ηt) λX .MX → M , if X 6∈ FV (M).
The set of free variables in M is denoted by FV (M). Outermost parentheses may be omitted from the expressions, and
other convention on notation follows Barendregt [2]. We writeλ2 for the reflexive and transitive closure of the one step
reduction relation→λ2 that is the compatible closure of (β), (βt), (η) and (ηt), and→+λ2 for the transitive closure of→λ2.
We often writeR or→R for a subrelation ofλ2 or→λ2, respectively, restricted to the reduction rules R ⊆ {β, η, βt , ηt}.
We may write simply (β) for either (β) or (βt), and (η) for either (η) or (ηt), if clear from the context. We employ the
notation≡ to indicate the syntactic identity under renaming of bound variables.
2.2. Target calculus: λ∃
We next define our target calculus denoted by λ∃, which is logically a subsystem of minimal logic consisting of falsity
⊥, negation ¬, conjunction ∧ and 2nd order existential quantification ∃. The polymorphic calculus λ2 has enough power
to encode, impredicatively, the connectives⊥,¬,∧, ∃ in terms of→ and ∀ [22]. In this sense, the target calculus λ∃ can be
regarded as an internal calculus of λ2. However, it turns out that λ2 can be Galois embedded into λ∃.
Definition 4 (λ∃-Types).
A ::= ⊥ | X | ¬A | (A ∧ A) | ∃X .A
A subset of the whole set of λ∃-types is defined as follows, and this λ∃-type is called a CPS-type.
Definition 5 (CPS-Types).
A ::= X | (¬A ∧ A) | ∃X .A
As mentioned in Introduction, let-expressions are used instead of projections pi , which gives a uniform approach to
conjunction and existential types.2
Definition 6 (λ∃-Terms).
Λ∃ 3 M ::= x | (λx.M) | (MM) | (let 〈x, x〉 = M inM) | 〈M,M〉
| (let 〈X, x〉 = M inM) | 〈A,M〉
It is assumed that the calculus λ∃ also has countably infinite sets of type variables and terms variables.
Definition 7 (Reduction Rules).
(β) (λx.M1)M2 → M1[x := M2];
(η) λx.Mx→ M , if x 6∈ FV (M);
(let∧) (let 〈x1, x2〉 = 〈M1,M2〉 inM)→ M[x1 := M1, x2 := M2];
(let∧η ) (let 〈x1, x2〉 = M1 inM[z := 〈x1, x2〉])→ M[z := M1], if x1, x2 6∈ FV (M);
(let∃) (let 〈X, x〉 = 〈A,M1〉 inM)→ M[X := A, x := M1];
(let∃η ) (let 〈X, x〉 = M1 inM[z := 〈X, x〉])→ M[z := M1], if X, x 6∈ FV (M2).
We also write simply (let) for either (let∧) or (let∃), and (letη) for (let∧η ) or (let∃η ). Similarly we writeλ∃ and
→+
λ∃ as done for λ2.
2 The conference version [10] of this paper includes another explanation for the CPS target calculus λ∃ with let-expressions.
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3. CPS-translation and Galois connection
3.1. CPS-translation * fromΛ2 intoΛ∃
We define a translation, so-called modified CPS-translation * from λ2-terms to λ∃-terms, and from λ2-types to λ∃-types.
This translation preserves not only reduction relations but also typing relations introduced later. Every property in this
section holds for type-free λ-terms without type restrictions. For readability of the definition and some intuition, the next
section, in advance, shows the typing relation such that if Γ `λ2 M : A then ¬Γ ∗, a :A∗ `λ∃ M∗ : ⊥.
Definition 8 (Translation *).
(1) X∗ = X ,
(2) (A1 ⇒ A2)∗ = (¬A∗1 ∧ A∗2),
(3) (∀X .A)∗ = ∃X .A∗;
(1) x∗ = (xa),
(2) (λx.M)∗ = (let 〈x, a〉 = a inM∗),
(3) (M1M2)∗ =
{
M∗1 [a := 〈x, a〉] ifM2 ≡ x,
M∗1 [a := 〈λa.M∗2 , a〉] otherwise,
(4) (λX .M)∗ = (let 〈X, a〉 = a inM∗),
(5) (MA)∗ = M∗[a := 〈A∗, a〉].
It is assumed that the translation * constitutes a one-to-one mapping between λ2-type variables and CPS-type variables.
In each case above, a fresh and free variable a is introduced, which is called a continuation variable. We remark thatM∗
contains exactly one free occurrence of a continuation variable a that is also called a linear variable.We also note thatM∗ has
neither β-redex nor η-redex. Let λX .M have type ∀X .A. Then, under the translation, polymorphic function λX .M becomes
an abstract data type (λX .M)∗ that is
abstype X with a : A∗ is a inM∗
in a familiar notation, where free a has type ∃X .A∗.
Lemma 9. We have M∗1 [x := λa.M∗2 ] βη (M1[x := M2])∗.
In addition, M∗1 [x := λa.M∗2 ] β (M1[x := M2])∗ provided that M2 is not a variable.
Proof. By induction on the structure ofM1. 
Proposition 10 (Monotone *). If we have M1 →λ2 M2, then M∗1 →+λ∃ M∗2 .
To be more precise, if M1 →β M2, then M∗1 →+letβη M∗2 . And if M1 →η M2, then M∗1 →letη M∗2 .
Proof. By induction on the derivation of→λ2. 
3.2. Inverse translation as residual
To begin with, basic terminology is given here following [3]. By an ordered set 〈A,v〉, we mean a set A on which there is
defined a partial orderv. Let 〈A1,v1〉 and 〈A2,v2〉 be ordered sets, then we say that a mapping f : A1 → A2 is monotone,
if x v1 y implies f (x) v2 f (y) for any x, y ∈ A1. A direct image under f is denoted by f [X] for every X ⊆ A1, and an inverse
image is denoted by f←[Y ] for every Y ⊆ A2. A subset B ⊆ A is a down-set of an ordered set 〈A,v〉, if y v x together with
y ∈ A and x ∈ B implies y ∈ B. By a principal down-set, we mean a down-set of the form {y ∈ A | y v x} denoted by ↓ x. A
mapping f : A→ B is said to be residuated, if for any y ∈ B there exists x ∈ A such that ↓ x = f←[↓ y]. That is, the inverse
image under f of every principal down-set of B is a principal down-set of A.
The main problem is how to define or expound an inverse translation. Sabry and Felleisen [25] have defined the universe
of CPS terms, to say, cps(Λ) = {P | M∗  P for someM ∈ Λ}, for mapping canonical CPS terms back to the original ones.
In our terminology, for P ∈ cps(Λ), the downset ↓P def= {Q | P  Q } is a subset of cps(Λ), and ↓P2 ⊆ ↓P1 if P1  P2. From
the definition, for each P ∈ cps(Λ) there exists some M ∈ Λ such that M∗  P . If we have M∗ ≡ P , then the inverse of P ,
denoted by P], can be defined asM fortunately. Otherwise, wewould take an approximation P1 ∈↓P to P such that P → P1,
where ↓P1 ⊆ ↓P . Then there also existsM1 ∈ Λ such thatM∗1  P1, and this process could be continued to find an inverse
of P . The inverse can be given by the greatest M such that P  M∗, if exists. A residuated CPS-translation * guarantees the
existence of the inverse. That is, for any P ∈cps(Λ) there existsM∈Λ such that ↓M = [↓P]∗←.
In order to give an inverse translation, first we provide the mutual inductive definition for denotations Univ and
continuationsC, as follows.We here adopt two kinds of variables for terms. One is for linear continuation variables denoted
by a, a1, a2, . . ., and the other simply called term variables are denoted by x, y, z, x1, x2, . . .. Let A∗ be a CPS-type.
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Definition 11 (Univ and C).
a ∈ C
C ∈ C
〈x, C〉 ∈ C
P ∈ Univ C ∈ C
〈λa.P, C〉 ∈ C
C ∈ C
〈A∗, C〉 ∈ C
C ∈ C
xC ∈ Univ
C ∈ C P ∈ Univ
(λa.P)C ∈ Univ
C ∈ C P ∈ Univ
(let 〈x, a〉 = C in P) ∈ Univ
C ∈ C P ∈ Univ
(let 〈X, a〉 = C in P) ∈ Univ
It is assume that the translation * constitutes a one-to-one mapping between λ2-term variables and term variables in
Univ or C.
We write 〈R1, R2, . . . , Rn, a〉 for 〈R1, 〈R2, . . . , 〈Rn, a〉〉〉with n ≥ 1, and 〈a〉 for awith n = 0. Here, C ∈ C is in the form of
〈R1, . . . , Rn, a〉where Ri (1 ≤ i ≤ n) is x, λa.P with P ∈ Univ, or CPS-type A∗. We explicitly mention that C ∈ C has exactly
one occurrence of free variable a such that C ≡ 〈R1, . . . , Rn, a〉 with n ≥ 0. Each P ∈ Univ also has exactly one occurrence
of free variable a in such C as a proper subterm of P .
The inductively defined sets Univ,C ⊆ Λ∃ are indeed down-sets with respect toλ∃ .
Lemma 12 (Down-sets).
(1) If we have P1 ∈ Univ and P1 λ∃ P2, then P2 ∈ Univ.
(2) If we have C1 ∈ C and C1 λ∃ C2, then C2 ∈ C.
Proof. Let P, P1 ∈ Univ and C, C1 ∈ C. Then we have P[a := C1], P[x := λa.P1], P[X := A∗] ∈ Univ, and C[a := C1],
C[x := λa.P1], C[X := A∗] ∈ C. 
Hence, both Univ and C are closed underλ∃ , and the binary relationλ∃ is well-defined over Univ and C as well.
Proposition 13 (βη SN and Church–Rosser of Univ and C).
Any term P ∈Univ ∪ C is strongly normalizing and Church–Rosser with respect to βη-reductions. That is,
(1) For any P ∈Univ ∪ C, there is no infinite reduction sequence of→βη starting with P.
(2) For any P, P1, P2∈Univ (or C), if we have P βη P1 and P βη P2, then there exists some P3∈Univ (or C, respectively,) such
that P1 βη P3 and P2 βη P3.
Proof.
(1) Since every λ-abstraction λa.P with P ∈ Univ is linear, for any P1 →βη P2, the contractum P2 has less length than that
of P1.
(2) Univ (orC) is weak Church–Rosserwith respect to→βη , and hence the property of Church–Rosser holds fromNewman’s
Lemma. 
From the strong normalization and the Church–Rosser properties, we write ⇓βη P for the unique βη-normal form of P ,
and a normalization function can be defined as follows, where χ is used for either x or X .
Definition 14 (βη-normalization ⇓βη).
(1) For P ∈ Univ:
(a) ⇓βη (xC) = x(⇓βη C)
(b) ⇓βη ((λa.P)C) = ⇓βη (P[a := C])
(c) ⇓βη (let 〈χ, a〉 = C in P) = (let 〈χ, a〉 = (⇓βη C) in (⇓βη P))
(2) For C ∈ C:
⇓βη 〈R1, . . . , Rn, a〉 = 〈⇓βη R1, . . . ,⇓βη Rn, a〉, where
(a) case R of x:
⇓βη x = x
(b) case R of λa.P:
(i) ⇓βη (λa.P) = x, if ⇓βη P ≡ xa;
(ii) ⇓βη (λa.P) = λa.(⇓βη P), otherwise
(c) case R of A∗:
⇓βη A∗ = A∗
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The following grammar gives the shape of βη-normal forms Pnf , P ′nf ∈ Univnf ⊆ Univ and Cnf ∈ Cnf ⊆ C, where a is a
linear continuation variable and A∗ is a CPS-type:
Pnf ::= xCnf | (let 〈χ, a〉 = Cnf in Pnf )
Cnf ::= a | 〈x, Cnf 〉 | 〈λa.P ′nf , Cnf 〉 | 〈A∗, Cnf 〉
provided that P ′nf 6≡ xa.
Now we prove our key proposition for an inverse translation.
Proposition 15 (Key Proposition:Λ2 ∼= Univ/=βη). For any P ∈Univ, there uniquely exists M∈Λ2 such that ⇓βη P ≡ M∗.
Proof. First observe that for any CPS-type B, there uniquely exists λ2-type A such that B ≡ A∗ where * is the CPS-translation.
So we write B] for the λ2-type.
Nowweprove the statement that for anyβη-normal form Pnf ∈ Univnf , there uniquely existsM ∈ Λ2 such that Pnf ≡ M∗,
from which an auxiliary translation \ : Univnf → Λ2 can be extracted. Then an inverse translation ] : Univ → Λ2 can be
established as the composition ] =⇓βη ◦ \.
By induction on the structure of Pnf ∈ Univnf , we prove the statement.
(1) Case Pnf of x〈R1, . . . , Rn, a〉:
We have xN1 . . .Nn ∈ [Univnf ]∗← as follows:
(a) If Ri ≡ x then take x as Ni.
(b) If Ri ≡ A∗ then take A∗] as Ni.
(c) If Ri ≡ λa.P ′nf then there uniquely exists Ni ∈ Λ2 together with N∗i ≡ P ′nf , by the induction hypothesis.
Hence, for x〈R1, . . . , Rn, a〉 ∈ Univnf , there uniquely exists xN1 . . .Nn ∈ Λ2 such that x〈R1, . . . , Rn, a〉 ≡ (xN1 . . .Nn)∗.
(2) Case of (let 〈χ, a〉 = 〈R1, . . . , Rn, a〉 in Pnf ):
We have (λχ.M0)N1 . . .Nn ∈ [Univnf ]∗←, such that there uniquely exists M0 ∈ Λ2 together with M∗0 ≡ Pnf , by
the induction hypothesis. For the others N1, . . . ,Nn, follow the same pattern as the cases (a), (b) and (c) above.
Hence, for (let 〈χ, a〉 = 〈R1, . . . , Rn, a〉 in Pnf ) ∈ Univnf , there uniquely exists (λχ.M0)N1 . . .Nn ∈ Λ2 such that
(let 〈χ, a〉 = 〈R1, . . . , Rn, a〉 in Pnf ) ≡ ((λχ.M0)N1 . . .Nn)∗.
Thus we have obtained an inverse translation \ from Univnf toΛ2.
(1) (x〈R1, . . . , Rn, a〉)\ = xR\1 . . . R\n;
(2) (let 〈χ, a〉 = 〈R1, . . . , Rn, a〉 in Pnf )\ = (λχ.P\nf )R\1 . . . R\n;
(3) x\ = x, (λa.P ′nf )\ = P ′\nf , (A∗)\ = A∗].
Finally, an inverse translation ] from Univ toΛ2 is established as the composition of the normalization function⇓βη and
the function \ extracted, which completes the proof and provides the witness for the key proposition. 
We remark that for P ∈ Univ, if ⇓βη P = xa, then (⇓βη P)\ = (xa)\ = x and ⇓βη ◦ \(λa.P) = (⇓βη (λa.P))\ = x\ = x.
Otherwise,⇓βη ◦ \(λa.P) = (λa. ⇓βη P)\ = (⇓βη P)\. Thus, we have (λa.P)] = P] for P ∈ Univ. Hence, the extracted function
] = ⇓βη ◦ \ turns out to be \, together with the β-reduction case of ((λa.P)C)] = (P[a := C])].
The inverse translation ] can be rewritten in terms of a hole [ ] as follows [11], where C][R] denotes a term obtained by
replacing the hole in C][ ]with R. We note that (P[a := C])] = C][P]].
Definition 16 (Inverse Translation ]).
(1) (xC)] = C][x],
(2) ((λa.P)C)] = C][P]],
(3) (let 〈x, a〉 = C in P)] = C][λx.P]],
(4) (let 〈X, a〉 = C in P)] = C][λX .P]] for P ∈Univ;
(5) a] = [ ],
(6) 〈x, C〉] = C][[ ]x],
(7) 〈λa.P, C〉] = C][[ ]P]],
(8) 〈A∗, C〉] = C][[ ](A∗)]] for C ∈C;
(9) X] = X , (¬A1 ∧ A2)] = (A]1 ⇒ A]2), (∃X .A)] = ∀X .A] for CPS-types.
Note that we have C] = [ ]R]1 . . . R]n with left associativity, if C ∈C is in the form of 〈R1, . . . , Rn, a〉. Note also that (A∗)] ≡ A
for λ2-type A.
Corollary 17 (Composition of * and ]).
(1) For any P ∈Univ, we have P βη (P])∗.
(2) For any M∈Λ2, we have (M∗)] ≡ M.
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Proof.
(1) We have P βη (⇓βη P), and ⇓βη P ≡ (P])∗ from Proposition 15. Therefore, P βη (P])∗ holds for any P ∈ Univ.
(2) From the definition of *, the termM∗ has neither β-redex nor η-redex. Hence, ⇓βη (M∗) ≡ M∗ holds, and then
(M∗)] ≡ M for anyM ∈ Λ2. 
Lemma 18 (Monotone ]). The above mapping ] : Univ→ Λ2 is monotone.
Proof. It is enough to show the following properties for P1, P2 ∈ Univ.
(1) If we have P1 →βη P2, then P]1 ≡ P]2 .
(2) If we have P1 →let P2, then P]1 →β P]2 .
(3) If we have P1 →letη P2, then P]1 →η P]2 .
(1) is indeed clear from Proposition 15.
In fact, (2) is proved by substitution lemmata as follows.
(a) For P ∈Univ and C, C1∈C, we have
(P[a := C1])] = C]1 [P]] and (C[a := C1])] = C]1 [C]].
(b) For P, P1∈Univ and C ∈C, we have
(P[x := λa.P1])] = P][x := P]1], (C[x := λa.P1])] = C][x := P]1], (P[X := A∗])] = P][X := A∗]], and
(C[X := A∗])] = C][X := A∗]].
(3) Let (let 〈x, a′〉 = C in P[a := 〈x, a′〉]) ∈ Univ, where C ∈ C and x, a′ 6∈ FV (P) with P ∈ Univ. Then we have the
following (η)-reduction:
(let 〈x, a′〉 = C in P[a := 〈x, a′〉])]




= (P[a := C])] 
3.3. Galois connection and CPS-translation as adjoint
The obtained result is summarized in terms of a residuated mapping or equivalently a Galois connection between Λ2
and Univ.
Theorem 1 (Galois Connection (Residuated CPS-translation)).
The CPS-translation ∗ is residuated with ]. That is, for any P ∈ Univ, we have
↓(P]) = {M ∈ Λ2 | P λ∃ M∗}.
In other words, 〈Λ2,Univ, ∗, ]〉 forms a Galois connection. That is, for M∈Λ2 and P ∈Univ,
P] λ2 M if and only if P λ∃ M
∗.
Proof. Let M ∈ ↓(P]). Then we have that P] λ2 M , and that (P])∗ λ∃ M∗ by Proposition 10 (Monotone ∗). Hence, we
have that P λ∃ M∗ by Corollary 17.
In turn, let M ∈ [↓ P]∗←. Then we have that P] λ2 (M∗)] by Lemma 18 (Monotone ]). Therefore, Corollary 17 proves
that P] λ2 M , that is,M ∈ ↓(P]).
The equivalence to the Galois connection style is clear as well. 
As by-products, we derived the following properties on λ2-terms and λ∃-terms. In particular, it follows that the strong
normalization property of λ∃ is as hard as that of λ2.
Corollary 19.
(1) Λ2 is strongly normalizing if and only if Univ is strongly normalizing.
(2) Λ2 is weakly normalizing if and only if Univ is weakly normalizing.
(3) Λ2 is Church–Rosser if and only if Univ is Church–Rosser.
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(4) Up to renaming of bound variables, there is exactly one inverse translation from Univ back toΛ2, satisfying Corollary 17 and
Lemma 18(1).
(5) Let ↓λ∃ [Λ2]∗ be the down-set generated by [Λ2]∗, i.e.,↓λ∃ [Λ2]∗ = {P | M∗ λ∃ P for some M ∈ Λ2}.
Let ↑βη [Λ2]∗ be the up-set generated by [Λ2]∗, i.e.,
↑βη [Λ2]∗ = {P ∈ Univ | P βη M∗ for some M ∈ Λ2}.
Then we have ↓λ∃ [Λ2]∗ ⊆ Univ = ↑βη [Λ2]∗.
Proof. (1) For any M1,M2 ∈ Λ2, if M1 →λ2 M2, then we have M∗1 →+λ∃ M∗2 from Proposition 10. Hence, strong
normalization of terms inΛ∃ ⊇ Univ implies that ofΛ2.
On the other hand, if Univ has an infinite reduction sequence of→λ∃ , then the sequence should contain an infinite
reduction sequence consisting of →let,letη , since →βη in Univ is strongly normalizing from Proposition 13. From
Lemma 18, nowΛ2 has an infinite reduction sequence of→βη . Hence, strong normalization ofΛ2 implies that of Univ.
(2) From the monotone translations and the composition between Λ2 and Univ, together with the one-to-one
correspondence between normal forms inΛ2 and those in Univ.
(3) The Church–Rosser correspondence is a general consequence from the Galois connection betweenΛ2 and Univ.
(4) We have P]1 ≡ P]2 for any P ∈ Univ, even if we had two inverse translations ]1 and ]2. Because we have P βη P]1∗ for
any P ∈Univ from Corollary 17 (1). Hence, we have P]2 ≡ (P]1∗)]2 ≡ P]1 from Lemma 18 (1) and Corollary 17 (2).
(5) For any M ∈ Λ2, we have M∗ ∈ Univ, and Univ is a down-set with respect to λ∃ from Lemma 12. Then we have↓λ∃ [Λ2]∗ ⊆ Univ.
For any P ∈ Univ, we have P] ∈ Λ2 and P βη P]∗ from Corollary 17. Hence, P ∈ ↑βη [Λ2]∗ holds true. The inverse
direction is clear, and therefore we have Univ = ↑βη [Λ2]∗. 
We note thatΛ∃ itself is not Church–Rosser. LetM be the following λ∃-term.
M ≡ λk.(let 〈x1, x2〉 = k in
〈let 〈x1, x2〉 = 〈x1, x2〉 in x1, let 〈x1, x2〉 = 〈x1, x2〉 in x2〉)
Then, in fact, we have the following reductions:
M →let∧η λk.〈let 〈x1, x2〉 = k in x1, let 〈x1, x2〉 = k in x2〉
M →let λk.(let 〈x1, x2〉 = k in 〈x1, x2〉)
→let∧η λk.k
The example above shows that even a well-typed term of λ∃ is not Church–Rosser, in general. Indeed, the termM has type
(A ∧ A)⇒ (A ∧ A).
We also remark that⊆ is strict in Corollary 19 (5). For instance,
xa ∈ ↓λ∃ [Λ2]∗ and (λa.xa)a ∈ Univ, but (λa.xa)a 6∈ ↓λ∃ [Λ2]∗.
4. Proof duality
4.1. Typing relation correspondence
From now on, we consider proof terms (well-typed terms) in the style of domain-free. We give type assignment rules for
λ2 and λ∃, respectively, as follows.
λ2:
x :A ∈ Γ
Γ ` x : A (var)
Γ , x :A1 ` M : A2
Γ ` λx.M : A1 ⇒ A2 (⇒ I)
Γ ` M1 : A1 ⇒ A2 Γ ` M2 : A1
Γ ` M1M2 : A2 (⇒ E)
Γ ` M : A
Γ ` λX .M : ∀X .A (∀I)
? Γ ` M : ∀X .A
Γ ` MA1 : A[X := A1] (∀E)
where (∀I)? denotes the eigenvariable condition X 6∈ FV (Γ ).
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λ∃:
x :A ∈ Γ
Γ ` x : A (var)
Γ , x :A ` M : ⊥
Γ ` λx.M : ¬A (¬I)
Γ ` M1 : ¬A Γ ` M2 : A
Γ ` M1M2 : ⊥ (¬E)
Γ ` M1 : A1 Γ ` M2 : A2
Γ ` 〈M1,M2〉 : A1 ∧ A2 (∧I)
Γ ` M1 : A1 ∧ A2 Γ , x1 :A1, x2 :A2 ` M : A
Γ ` let 〈x1, x2〉 = M1 inM : A (∧E)
Γ ` M : A[X := A1]
Γ ` 〈A1,M〉 : ∃X .A (∃I)
Γ ` M1 : ∃X .A1 Γ , x :A1 ` M : A
Γ ` let 〈X, x〉 = M1 inM : A (∃E)
?
where (∃E)? denotes the eigenvariable condition X 6∈ FV (Γ , A).
In order for C ∈ C to have CPS-types, we enforce the image of * on each type of λ∃, which is similar to the contraction
translation [19] but different from it in the case where types are not in the form of CPS-types.3
Definition 20 (Enforcing e from λ∃-Types to CPS-Types).
(1) X e = X ,
(2) ⊥e = Z where Z is a fixed and fresh type variable used nowhere else,
(3) (¬A)e = Ae,
(4) (¬A1 ∧ A2)e = (¬Ae1 ∧ Ae2),
(5) (A1 ∧ A2)e = (¬Ae1 ∧ Ae2) unless λ∃-type A1 is a negation,
(6) (∃X .A)e = ∃X .Ae.
We remark that Be ≡ B for any CPS-type B, and that A∗e ≡ A∗ for any λ2-type A.
Lemma 21. For λ∃-types A, A1, we have (A[X := A1])e = Ae[X := Ae1] where X 6≡ Z.
Proof. By induction on the structure of λ∃-type A. We show two essential cases here.
(1) Case A of an atomic type:
The statement holds for each case A of X , Y 6≡ X , or⊥.
(2) Case A of A2 ∧ A3:
(a) Subcase A2 of a negation (A2 ≡ ¬A4):
(¬A4[X := A1] ∧ A3[X := A1])e= ¬(A4[X := A1])e ∧ (A3[X := A1])e= ¬Ae4[X := Ae1] ∧ Ae3[X := Ae1] by the induction hypotheses= (¬Ae4 ∧ Ae3)[X := Ae1]= (¬A4 ∧ A3)e[X := Ae1]
(b) Otherwise (A2 is not a negation):
(i) Case where A2 ≡ X and A1 is a negation (A1 ≡ ¬A4):
(X[X := ¬A4] ∧ A3[X := A1])e= (¬A4 ∧ A3[X := A1])e= ¬Ae4 ∧ (A3[X := A1])e= ¬Ae4 ∧ Ae3[X := Ae1] by the induction hypothesis= (¬X ∧ Ae3)[X := Ae1]= (X ∧ A3)e[X := Ae1]
(ii) Otherwise (A2 6≡ X or A1 6≡ ¬A4):
(A2[X := A1] ∧ A3[X := A1])e= ¬(A2[X := A1])e ∧ (A3[X := A1])e= ¬Ae2[X := Ae1] ∧ Ae3[X := Ae1] by the induction hypotheses= (¬Ae2 ∧ Ae3)[X := Ae1]= (A2 ∧ A3)e[X := Ae1] 
Let V be either x or λa.P with P ∈ Univ. We are interested only in deductions of λ∃, in which each C ∈ C has type A for
some CPS-type A, and each V has type¬A for some CPS-type A. Such a deduction of λ∃ is called a decorated deduction with
CPS-types. In order to obtain decorated deductions from arbitrary deductions of λ∃, except for ⊥ introduced by (¬E), we
decorate each type in λ∃-deductions with CPS-types by enforcing.
3 Enforcing works as well even if restricted only to monomorphic types without existential types.
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Proposition 22 (Decorating with CPS-Types). Let P ∈ Univ and C ∈ C, and suppose that the linear continuation variable a free
in P or C has type A in the ‘‘If ’’ parts of the following statements:
(1) If we have Γ , a :A `λ∃ P : ⊥, then¬Γ e, a :Ae `λ∃ P : ⊥.
(2) If we have Γ , a :A `λ∃ C : A1, then ¬Γ e, a :Ae `λ∃ C : Ae1.
(3) If we have Γ `λ∃ V : A1, then ¬Γ e `λ∃ V : ¬Ae1.
Proof. By induction on the derivations. We show four cases here. The other cases can be verified similarly.
(1) Case of (¬E), where P is (VC):
The judgment Γ , a : A `λ∃ VC : ⊥ is derived from Γ , a : A `λ∃ V : ¬A1 and Γ , a : A `λ∃ C : A1 for some A1, where
a ∈ FV (C) but a 6∈ FV (V ). From the induction hypotheses, we have ¬Γ e `λ∃ V : ¬(¬A1)e and ¬Γ e, a : Ae `λ∃ C : Ae1,
where¬(¬A1)e = ¬Ae1. Hence, we have ¬Γ e, a :Ae `λ∃ VC : ⊥ by (¬E).
(2) Case of (∧I), where C is 〈V , C1〉:
The judgment Γ , a : A `λ∃ 〈V , C1〉 : A1 ∧ A2 is derived from Γ , a : A `λ∃ V : A1 and Γ , a : A `λ∃ C1 : A2, where
a ∈ FV (C1) but a 6∈ FV (V ). From the induction hypothesis, we have ¬Γ e `λ∃ V : ¬Ae1 and ¬Γ e, a : Ae `λ∃ C1 : Ae2.
Hence, we have ¬Γ e, a :Ae `λ∃ 〈V , C1〉 : ¬Ae1 ∧ Ae2 by (∧I), where (A1 ∧ A2)e = ¬Ae1 ∧ Ae2.
(3) Case of (∧E), where P is (let 〈x1, a1〉 = C in P1):
The judgment Γ , a : A `λ∃ let 〈x1, a1〉 = C in P1 : ⊥ is derived from Γ , a : A `λ∃ C : A1 ∧ A2 and judgment
Γ , a :A, x1 :A1, a1 :A2 `λ∃ P1 : ⊥, where a1 ∈ FV (P1) and a ∈ FV (C) but a 6∈ FV (P1). From the induction hypotheses, we
have¬Γ e, a :Ae `λ∃ C : (A1 ∧ A2)e and¬Γ e, x1 :¬Ae1, a1 :Ae2 `λ∃ P1 : ⊥, where (A1 ∧ A2)e = ¬Ae1 ∧ Ae2. Hence, we have¬Γ e, a :A `λ∃ let 〈x1, a1〉 = C in P1 : ⊥ by (∧E).
(4) Case of (∃I), where C is 〈A∗1, C1〉:
The judgment Γ , a : A `λ∃ 〈A∗1, C1〉 : ∃X .A2 is derived from Γ , a : A `λ∃ C1 : A2[X := A∗1]. The induction hypothesis
gives ¬Γ e, a : Ae `λ∃ C1 : (A2[X := A∗1])e, where (A2[X := A∗1])e = Ae2[X := A∗e1 ] and A∗e1 ≡ A∗1 . Hence, we have¬Γ e, a :Ae `λ∃ 〈A∗1, C1〉 : ∃X .Ae2 by (∃I). 
We remark that from the above proof, it follows that the decorated deductions of ¬Γ e, a :Ae `λ∃ P : ⊥; ¬Γ e, a :Ae `λ∃
C : Ae1; and ¬Γ e `λ∃ V : ¬Ae1 have the same deduction trees as those before enforcing, since the exactly same inference
rules are applied. That is, enforcing simply decorates non CPS-types with CPS-types, without changing whole deduction
structure. Decorated deductions are back translated to λ2-deductions via the inverse translation.
Proposition 23 (Back Translation). Let P ∈ Univ and C ∈ C, and suppose that the linear continuation variable a free in P or C
has type Ae in the ‘‘If ’’ parts of the following statements:
(1) If we have a decorated deduction of ¬Γ e, a :Ae `λ∃ P : ⊥, then Γ e] `λ2 P] : Ae].
(2) If we have a decorated deduction of ¬Γ e, a :Ae `λ∃ C : Ae1, then Γ e], x :Ae]1 `λ2 (xC)] : Ae], where x is a fresh term variable.
Proof. By simultaneous induction on the derivations. We show some of the cases here. The other cases can be verified
similarly.
(1) Case P of (let 〈X, a2〉 = C1 in P1):
The judgment ¬Γ e, a : Ae `λ∃ let 〈X, a2〉 = C1 in P1 : ⊥ is derived from ¬Γ e, a : Ae `λ∃ C1 : ∃X .Ae2 and¬Γ e, a : Ae, a2 : Ae2 `λ∃ P1 : ⊥ by (∃E), where a ∈ FV (C1) and a2 ∈ FV (P1) but a 6∈ FV (P1). From the induction
hypotheses, we have Γ e], x :∀X .Ae]2 `λ2 C]1 [x] : Ae] and Γ e] `λ2 P]1 : Ae]2 , where X 6∈ FV (Γ e, Ae) = FV (Γ e], Ae]). Hence,
we have Γ e] `λ2 C]1 [λX .P]1] : Ae] by (∀I).
(2) Case C of 〈λa1.P1, C1〉:
The judgment ¬Γ e, a : Ae `λ∃ 〈λa1.P1, C1〉 : ¬Ae1 ∧ Ae2 is derived from ¬Γ e, a1 : Ae1 `λ∃ P1 : ⊥ and ¬Γ e, a :
Ae `λ∃ C1 : Ae2 by (¬I) and (∃E), where a1 ∈ FV (P1) and a ∈ FV (C1). From the induction hypotheses, we have
Γ e] `λ2 P]1 : Ae]1 and Γ e], x : Ae]2 `λ2 C]1 [x] : Ae]. Hence, we have Γ e], x : (Ae]1 ⇒ Ae]2 ) `λ2 C]1 [xP]1] : Ae] by (⇒ E),
where (x〈λa.P1, C1〉)] = 〈λa.P1, C1〉][x] = C]1 [xP]1].
(3) Case C of 〈A∗2, C1〉:
The judgment ¬Γ e, a : Ae `λ∃ 〈A∗2, C1〉 : ∃X .Ae1 is derived from ¬Γ e, a : Ae `λ∃ C1 : Ae1[X := A∗2] by (∃I), where
a ∈ FV (C1). From the induction hypothesis, we have Γ e], x : (Ae1[X := A∗2])] `λ2 C]1 [x] : Ae], where (Ae1[X :=
A∗2])] = Ae]1 [X := A∗]2 ]. Therefore, we derive the judgment Γ e], x : ∀X .Ae]1 `λ2 C]1 [xA∗]2 ] : Ae] by (∀E), where
(x〈A∗2, C1〉)] = C]1 [xA∗]2 ]. 
Theorem 2 (Typing Relation Correspondence). Γ `λ2 M : A if and only if ¬Γ ∗, a :A∗ `λ∃ M∗ : ⊥
Proof. If we have Γ `λ2 M : A, then ¬Γ ∗, a : A∗ `λ∃ M∗ : ⊥ by induction on the derivation. We show some of the cases
here. The other cases can be confirmed similarly.
(1) Case of (∀I):
Suppose that Γ `λ2 λX .M : ∀X .A is derived from Γ `λ2 M : A with X 6∈ FV (Γ ). The induction hypothesis gives
¬Γ ∗, a : A∗ `λ∃ M∗ : ⊥, and then an application of (∃E)? derives, under the eigenvariable condition, the judgment¬Γ ∗, a :∃X .A∗ `λ∃ let 〈X, a〉 = a inM∗ : ⊥.
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(2) Case of (∀E):
Suppose that an application of (∀E) derives Γ `λ2 MA1 : A[X := A1] from Γ `λ2 M : ∀X .A. From the in-
duction hypothesis, we have the judgement ¬Γ ∗, a : ∃X .A∗ `λ∃ M∗ : ⊥, and then an application of (∃I) derives¬Γ ∗, a :A∗[X := A∗1] `λ∃ M∗[a := 〈A∗1, a〉] : ⊥.
In turn, if we have ¬Γ ∗, a :A∗ `λ∃ M∗ : ⊥, then, from Proposition 22, we also have ¬(¬Γ ∗)e, a :A∗e `λ∃ M∗ : ⊥. Here,
A∗e ≡ A∗ and ¬(¬Γ ∗)e = ¬(Γ ∗)e = ¬Γ ∗. Hence, from Proposition 23 above, we have (Γ ∗)] `λ2 (M∗)] : (A∗)], where
(M∗)] ≡ M , (A∗)] ≡ A and (Γ ∗)] = Γ . 
We define equivalence relationsM1 = M2 on proof terms of λ2 and λ∃, respectively.
Γ ` M1 : A M1  M2
Γ ` M1 = M2 : A
Γ ` M2 = M1 : A
Γ ` M1 = M2 : A
Γ ` M1 = M2 : A Γ ` M2 = M3 : A
Γ ` M1 = M3 : A
Proposition 24 (Conservativity). Let P1, P2 ∈ Univ, and suppose that the linear continuation variable a free in P1 and P2 has
type A∗ in the ‘‘If ’’ part of the following statement.
If we have¬Γ ∗, a :A∗ `λ∃ P1 = P2 : ⊥, then Γ `λ2 P]1 = P]2 : A.
Proof. Suppose that¬Γ ∗, a :A∗ `λ∃ P1 = P2 : ⊥. Proof terms inUniv are Church–Rosser, sinceλ2-terms are Church–Rosser.
Thus we have a common term P ∈ Univ such that P1 λ∃ P and P2 λ∃ P . Hence, from Proposition 23 and Lemma 18, we
have Γ `λ2 P]1 : Awith P]1 λ2 P], and Γ `λ2 P]2 : Awith P]2 λ2 P]. Therefore, we have Γ `λ2 P]1 = P]2 : A. 
Theorem 3 (Equational Correspondence). Γ `λ2 M1 = M2 : A if and only if ¬Γ ∗, a :A∗ `λ∃ M∗1 = M∗2 : ⊥.
Proof. The only if part is clear, and the if part follows from the above proposition. 
4.2. Duality on formulae, proofs and paths
We demonstrate duality on a sequence of formulae from the viewpoint of proof structures. We follow Prawitz’s basic no-
tion on natural deduction [22], although our (∧E) is another version from the choice of the let-expressions, as mentioned
in Introduction. The following deductionΠS shows that we have
`λ2 S : (A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C ,
where S ≡ λx.λy.λz.xz(yz)with x : (A⇒ B⇒ C), y : (A⇒ B), and z : A.
[A⇒ B⇒ C]3 [A]1






A⇒ C (⇒ I)1
(A⇒ B)⇒ A⇒ C (⇒ I)
2
(A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C (⇒ I)
3
A top-formula is a formula occurrence that does not stand immediately below any formula occurrence in a deduction. The
above deduction ΠS has four occurrences of top-formulae, A, A ⇒ B, and A ⇒ B ⇒ C . The end-formula is the formula
occurrence that does not stand immediately above any formula occurrence in a deduction. The deduction above has the
end-formula of (A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C . On the elimination rules, (⇒ E), (∀E), (¬E), (∧E) or (∃E), the leftmost
occurrence among the premises is called a major premise. The other premise is called a minor premise. The deduction ΠS
above, for instance, has the occurrence of a major premise A ⇒ B ⇒ C and that of a minor premise A on the application
of the left (⇒ E). In the deduction ΠS above, each occurrence of top-formulae enclosed by [ ]i is said to be discharged by
(⇒ I)i where i = 1, 2, 3.
As proved by Theorem 2, the CPS-translation gives a :F∗ `λ∃ S∗ : ⊥,
where F ≡ ((A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C),
and S∗ ≡ (let 〈x, y, z, a3〉 = a in x〈z, 〈λa.y〈z, a〉, a3〉〉)
with x : ¬(A⇒ B⇒ C)∗, y : ¬(A⇒ B)∗, z : ¬A∗, and a3 : C∗.
Here, we write simply, for instance, let 〈x, y, z, a3〉 = a in P
for let 〈x, a1〉 = a in let 〈y, a2〉 = a1 in let 〈z, a3〉 = a2 in P .
Following the previous section, we note that a normal form of λ2-term, to say λχ1. . . . .λχn.xN1 . . .Nm, has a one-to-one
correspondence to the normal form let 〈χ1, . . . , χn, a〉 = a in x〈N∗1 , . . . ,N∗m, a〉, where χ is either a term variable or
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a type variable, and Ni is a term or a type. In fact, the following deduction Π∗S shows that a : F∗ `λ∃ S∗ : ⊥, where













¬B∗ ∧ C∗ (∧I)





Following Prawitz [22], we define the notion of paths together with names of inference rules (R), where an introduction rule
is denoted by (I), and an elimination is by (E).
Definition 25 (Path). A sequence consisting of formulae Ai or inference rules (Ri)
A1(R1)A2(R2) . . . An−1(Rn−1)An
is called a path in a deductionΠ of λ2 or λ∃, if it satisfies the following conditions:
(1) A1 is a top-formula inΠ , which is not discharged by an application of (∧E) or (∃E);
(2) Ai and Ai+1 (i < n) have one of the following conditions:
(a) Ai is the major premise of an application (Ri) of (∧E) or (∃E), and Ai+1 is an assumption discharged by (Ri), or
(b) Ai is either
(i) the minor premise of an application (Ri) of (∧E) or (∃E),
(ii) the premise of an application (Ri) of (I), or
(iii) the major premise of an application (Ri) of (⇒ E) or (¬E),
and Ai+1 is the formula occurrence immediately below Ai by the application (Ri); and
(3) An is either a minor premise of (⇒ E) or (¬E), or the end-formula of the deductionΠ .4
We call a path a main path if the path ends with the end-formula of the deduction. We assign an order to each path
pi , denoted by ord(pi). A main path has the order 0. A path that ends with a minor premise of an application (⇒ E) or
(¬E) has order (n + 1) if the corresponding major premise of this application belongs to a path with order n. For the path
pi ≡ A1(R1)A2(R2) . . . An−1(Rn−1)An, a length of the path is defined by len(pi) = n.
In addition to formulae correspondence between λ2 and λ∃, we define the following inference rules correspondence
between the calculi:
(⇒ I)∗ = (∧E), (⇒ E)∗ = (∧I), (∀I)∗ = (∃E), (∀E)∗ = (∃I);
(∧E)] = (⇒ I), (∧I)] = (⇒ E), (∃E)] = (∀I), (∃I)] = (∀E).
For the path pi ≡ A1(R1)A2(R2) . . . An−1(Rn−1)An, the reversal pi∗ under the translation * is defined as follows:
pi∗ ≡ A∗n(Rn−1)∗A∗n−1 . . . (R2)∗A∗2(R1)∗A∗1
A path A1(R1)A2(R2) . . . An−1(Rn−1)An in a deduction of λ∃ is said to be a C-path, if each Ai is in the form of CPS-types. For the
path pi ≡ A1(R1)A2(R2) . . . An−1(Rn−1)An, the reversal pi ] under the inverse translation ] is defined as follows:
pi ] ≡ A]n(Rn−1)]A]n−1 . . . (R2)]A]2(R1)]A]1
We note that pi ] is well-defined for C-paths. The previous example ofΠS contains four paths as follows:
(1) Main path pi0 with order 0:
pi0 ≡ (A⇒ B⇒ C)(⇒ E)(B⇒ C)(⇒ E)C(⇒ I)(A⇒ C)(⇒ I)
((A⇒ B)⇒ A⇒ C)(⇒ I)((A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C)
(2) pi1 with order 1:
pi1 ≡ A
4 In the case where Ai is the major premise of an application of (∧E) or (∃E), and its minor premises never appear in Π (vacuous discharge), we set
An = Ai .
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(3) pi2 with order 1:
pi2 ≡ (A⇒ B)(⇒ E)B
(4) pi3 with order 2:
pi3 ≡ A
On the other hand, the translated deduction Π∗S contains six paths, two of which are C-paths. We show here three of
them:
(1) Main path pi4 with order 0:
pi4 ≡ ((A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C)∗(∧E)4
¬(A⇒ B⇒ C)∗(¬E)⊥(∧E)2⊥(∧E)3⊥(∧E)4⊥
(2) pi8 with order 1:
pi8 ≡ ((A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C)∗(∧E)4
((A⇒ B)⇒ A⇒ C)∗(∧E)3(A⇒ C)∗(∧E)2C∗
(∧I)(¬B∗ ∧ C∗)(∧I)(¬A∗ ∧ ¬B∗ ∧ C∗)
(3) pi9 with order 2:
pi9 ≡ B∗(∧I)(¬A∗ ∧ B∗)
One finds that pi8 has the following structure:
((A⇒ B⇒ C)⇒ (A⇒ B)⇒ A⇒ C)∗(⇒ I)∗
((A⇒ B)⇒ A⇒ C)∗(⇒ I)∗(A⇒ C)∗(⇒ I)∗C∗
(⇒ E)∗(B⇒ C)∗(⇒ E)∗(A⇒ B⇒ C)∗,
that is, pi∗0 = pi8 and pi0 = pi ]8 . And similarly, we have pi∗2 = pi9 and pi2 = pi ]9 .
Now we prove our main theorem that shows proof duality, such that the reversal of a path in λ2-deduction becomes,
under the CPS-translation, a C-path in λ∃-deduction as well, and vice versa.
Theorem 4 (Proof Duality).
(1) For every path pi in a deductionΠ of Γ `λ2 M : A, the reversal pi∗ is a path contained in the deductionΣ of¬Γ ∗, a :A∗ `λ∃
M∗ : ⊥, provided that len(pi) > 1 or ord(pi) = 0.
(2) For every C-path pi in a deduction Σ of ¬Γ ∗, a : A∗ `λ∃ P : ⊥, the reversal pi ] is a path contained in the deduction Π of
Γ `λ2 P] : A.
(3) For every path pi ′ in a deduction of Γ `λ2 M : A with the proviso that len(pi ′) > 1 or ord(pi ′) = 0, there exists a path pi in
the deduction of ¬Γ ∗, a :A∗ `λ∃ P : ⊥, such that pi ′ = pi ].
Proof.
(1) By induction on the length of the deductionΠ . We show three cases here, and the other cases can be verified similarly.
(a) CaseM of x, where ord(pi) = 0 and len(pi) = 1:
x : ¬A∗ a : A∗
xa : ⊥ (¬E)
Then we have the path pi∗ = A∗.
(b) CaseM of (M1M2):
Suppose that we have the following deductionΠ . Let pi0 = pi1 (A1 ⇒ A2) (⇒E) A2 where pi1 is a path inΠ1, and
pi2 = pi3A1 where pi3 is a path inΠ2:
Π1
M1 : A1 ⇒ A2
Π2
M2 : A1
M1M2 : A2 (⇒E)
From the induction hypotheses, for any path inΠ1 orΠ2 with the condition, we have the reversal path inΣ1 orΣ2






〈λa.M∗2 , a〉 : ¬A∗1 ∧ A∗2
(∧I)
Σ1
M∗1 [a := 〈λa.M∗2 , a〉] : ⊥
where pi∗0 = A∗2(⇒ E)∗(A1 ⇒ A2)∗pi∗1 and pi∗2 = A∗1pi∗3 by the induction hypotheses. Hence, the reversal pi∗0 becomes
a path contained in the deduction.
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(c) CaseM of (λx.M1):
Suppose that we have the following deductionΠ , and let pi = pi1A2(⇒ I)(A1 ⇒ A2)where pi1 is a path inΠ1:[x : A1]
Π1
M1 : A2
λx.M1 : A1 ⇒ A2 (⇒ I)
From the induction hypothesis, for any path inΠ1 with the condition, we have the reversal path inΣ1 below:
a : ¬A∗1 ∧ A∗2
[x : ¬A∗1] [a : A∗2]
Σ1
M∗1 : ⊥
let 〈x, a〉 = a inM∗1 : ⊥
(∧E)
where pi∗ = (A1 ⇒ A2)∗(⇒ I)∗A∗2pi∗1 from the induction hypothesis. Hence, the reversal pi∗ becomes a path
contained in the deduction.
(2) Following Propositions 22 and 23, we obtain Γ `λ2 P] : A from ¬Γ ∗, a : A∗ `λ∃ P : ⊥. In the process of decorating
through the proof Proposition 22, C-paths in the deduction Σ of ¬Γ ∗, a : A∗ `λ∃ P : ⊥ remain unchanged even in the
decorated deduction, since (A∗)e ≡ A∗ under enforcing.
We prove (2) by induction on the length of the decorated deduction of Σ . We show here three cases, and the other
cases can be confirmed similarly.
(a) Case P of (let 〈x, a〉 = C1 in P1) by (∧E):
a : A∗
Σ1
C1 : ¬A∗1 ∧ A∗2
[x : ¬A∗1] [a : A∗2]
Σ2
P1 : ⊥
let 〈x, a〉 = C1 in P1 : ⊥ (∧E)
Here, suppose that we have the C-path pi = pi1(¬A∗1 ∧ A∗2)(∧E)A∗2pi2, where pi1 is a part of the C-path, ending with¬A∗1 ∧ A∗2 inΣ1, and pi2 is a part of the C-path, beginning with A∗2 inΣ2. From Propositions 22 and 23, the following
deductions are obtained, respectively:






where for any C-path in Σ1 or Σ2, the reversal is a path contained in Π1 or Π2, respectively, by the induction
hypothesis. In particular, Π1 contains the reversal path pi
]
1 , and Π2 does the reversal path pi
]
2 . Thus, the reversal
pi ] = pi ]2A2 (⇒ I) (A1 ⇒ A2)pi ]1 is a path contained in the deduction below:[x : A1]
Π2
P]1 : A2
λx.P]1 : A1 ⇒ A2
(⇒ I)
Π1[x := λx.P]1]
C]1 [λx.P]1] : A





〈x1, C1〉 : ¬A∗1 ∧ A∗2
(∧I)





where the reversal pi ]1 is a path contained in Π1, by the induction hypothesis. Thus, the reversal pi
] = (A1 ⇒ A2)
(⇒ E)A2pi ]1 is a path contained in the deduction below:
x : A1 ⇒ A2 x1 : A1
xx1 : A2 (⇒ E)
Π1[x := xx1]
C]1 [xx1] : A








〈λa.P1, C1〉 : ¬A∗1 ∧ A∗2
(∧I)
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where the reversal pi ]2 is a path contained in Π2, and for each C-path in Σ1, the reversal is a path contained in Π1,
respectively, by the induction hypotheses. Thus, the reversal pi ] = (A1 ⇒ A2)(⇒ E)A2pi ]2 is a path contained in the
deduction below:







(3) For the path pi ′ = A1(R1)A2(R2) . . . An−1(Rn−1)An in a deduction of Γ `λ2 M : A, we take, as pi , the C-path pi ′∗ =
A∗n(Rn−1)∗A∗n−1 . . . (R1)∗A
∗
1 contained in that of ¬Γ ∗, a : A∗ `λ∃ M∗ : ⊥. Then we have pi ] = pi ′∗] = pi ′, since A∗]i ≡ Ai
and (Ri)∗] = Ri for each i. 
Remarked that for a path pi beginning with a top-formula A1 and ending with a conclusion A, we have the reversal path
pi∗ beginning with the top-formula A∗ and ending with A∗1 . We have that `λ2 M : A iff `λ∃ λa.M∗ : ¬A∗, and hence,
the reversal of the main path in the deduction of `λ2 M : A corresponds to the C-path beginning with A∗ in the deduction
of `λ∃ λa.M∗ : ¬A∗, and vice versa. The CPS-translation establishes not only duality on reduction correspondence and De
Morgan’s duality, but also interesting duality on proof structures between λ2 and λ∃.
The side condition in (1) above concerns a technical matter. Since the definition of the translation says that (Mx)∗ =
M∗[a := 〈x, a〉], we have no corresponding path for a path pi with len(pi) = 1 and ord(pi) > 0, see pi1 and pi3 in the previous
exampleΠS . Although the definition of the translation can be simplified as (Mx)∗ = M∗[a := 〈λa.xa, a〉] for removing the
side condition, this simplification might involve an extra η-redex.
5. Concluding remarks
The target calculus λ∃ can be regarded as a subsystem of λ2, in the sense of the impredicative encoding of ⊥, ∧ and ∃.
Along the line of Theorem 2 (typing relation correspondence), however, we have the correspondence that Γ `λ2 M : A for
someM ∈ Λ2 if and only if¬Γ ∗ `λ∃ λa.P : ¬A∗ for some P ∈ Univ. This correspondence does not imply the undecidability
of the inhabitation problem of λ∃, where it is undecidable for λ2 [15]. Indeed, the inhabitation problem of λ∃ itself should
be decidable [29]. The translation * still works for an embedding from classical logic into minimal logic. A number of logical
embeddings are investigated, for instance, Gödel-Gentzen, Kolmogorov, Kuroda, et al. It is well-known [16] that call-by-
name CPS-translation is logically related to Kolmogorov’s negative translation, and call-by-value translation is to Kuroda’s
translation. Our embedding can be regarded as a component of Gödel-Gentzen negative translation g .
(1) Xg = ¬¬X if X is a type variable, and⊥g = ⊥;
(2) (A1 ⇒ A2)g = (Ag1 ⇒ Ag2);
(3) (∀X .A)g = ∀X .Ag .
Let f be a negative translation such that X f = ¬X if X is a type variable, and the other cases are the same as those of
Gödel-Gentzen translation. Then we have Ag = (Af )f . We remark that the formulae Af and¬¬Af are logically equivalent in
minimal logic [30], denoted by `m Af ↔ ¬¬Af . It is also proved by a simple induction that we have `m ¬A∗ ↔ Af . In this
sense, our call-by-name translation * is related to Gödel-Gentzen negative translation rather than Kolmogorov.
On the other hand, Kuroda’s negative translation q gives a call-by-value translation.
(1) Xq = X ,
(2) (A1 ⇒ A2)q = (Aq1 ⇒ ¬¬Aq2),
(3) (∀X .A)q = ∀X .¬¬Aq.
Here, we have `m (Aq1 ⇒ ¬¬Aq2) ↔ ¬(Aq1 ∧ ¬Aq2), and `m ∀X .¬¬Aq ↔ ¬∃X .¬Aq as well. This means that one can
similarly consider λ∃ as a target of call-by-value translation. Following the study on call-by-value polymorphic λµ-calculus
[7], take its intuitionistic fragment as a source and λ∃ as a target, then indeed the call-by-value CPS translation q has the
monotonic property with respect to the call-by-value reductions (βv) and (ηv). The subject of the call-by-value translation
will be discussed elsewhere.
In the previous conference version [10], we have provided yet another call-by-name CPS-translation • for non-
extensional λ2.
(1) X• = X ,
(2) (A1 ⇒ A2)• = ¬(¬¬A•1 ∧ ¬A•2),
(3) (∀X .A)• = ¬∃X .¬A•.
K. Fujita / Theoretical Computer Science 411 (2010) 324–340 339
The definition • is exactly equivalent to Kolmogorov’s negative translation, and moreover we have `m ¬¬A• ↔ Ag , since
we have `m ¬(¬¬A•1 ∧ ¬A•2)↔ (¬¬A•1 ⇒ ¬¬A•2) and `m ¬∃X .¬A• ↔ ∀X .¬¬A•. For proof duality, we have introduced
the notion of dual paths, where dual paths form a duality with respect to the so-called paths. On the other hand, related
to the component of Gödel-Gentzen translation, this paper introduces optimized CPS-translation for the extensional λ2-
calculus, and derives a natural form of proof duality that is based on the reversal provability relation such that `λ2 M : A if
and only if a :A∗ `λ∃ M∗ : ⊥. From the viewpoint of the Curry-Howard isomorphism, the proof duality means a correlation
between proof terms, such that λ-abstraction (Introduction rule) corresponds to let-expression (Elimination rule), and
an application (E) to a pair 〈 , 〉 (I). Moreover, the reduction relations→β and→η of λ2, respectively, correspond to the
proper reductions→let and→letη of λ∃ under the translation, which essentially perform substitutions induced by original
redexes, as depicted by the following diagram.
M1 ≡ M∗]1 ∈ Λ2
]←−−−−−−−−− ∗−−−−−−−−−→ Λ∃ 3 M∗1yβ ylet
M2 ≡ P] ∈ Λ2 ]←−−−−−−−−− Λ∃ 3 P
‖
yβη
M2 ∈ Λ2 ]←−−−−−−−−− ∗−−−−−−−−−→ Λ∃ 3 M∗2 ≡ P]∗
The rôle of βη in λ∃ is the so-called administrative reduction under the translation. The task is completely separated
syntactically by the use of pair-binding let-expressions as a primitive notion. In this sense, λ∃-calculus gives an interesting
perspective to computation and proof theory as a simple framework.
The simple framework can serve as a basis for extensions with control operators, recursion, and so on. For instance,
this framework has been applied for analyzing parametricity in the system of Parighot’s λµ-calculus [20] (λ2 plus control
operators) in [11]. Even in the context of control operators, the CPS-translation * is sound and complete with respect to the
equational theory of the λµ-calculus, whose syntactic analysis will appear in a forthcoming paper withMasahito Hasegawa.
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