Abstract In the present work we prove a Nikol'ski inequality for trigonometric polynomials and Ul'yanov type inequalities for functions in Lebesgue spaces with Muckenhoupt weights. Realization result and Jackson inequalities are obtained. Simultaneous approximation by polynomials is considered. Some uniform norm inequalities are transferred to weighted Lebesgue space.
Introduction and results
Ul'yanov inequalities ( [41] ) are compare the modulus of smoothness ω r (·, t) p (the best approximation orders E n (f ) p or norms · p ) in different L p spaces. Since these inequalities give several embedding and interpolation results, the investigation of such inequalities is important for applications ( [9, 16, 22, 23, 26, 37, 38] ). The following such an inequality
was proved in [10, 41] for f ∈ L p , 0 < p < q ≤ ∞, θ :
, k ∈ N and q * := q , q < ∞,
with a positive constant independent of f and t. Here, and in what follows, A ≪ B mean that A/B is less or equal to some constant, independent of essential parameters. The main purpose of this work is to give full weighted analog of the inequality (1) for functions in the weighted Lebesgue spaces L p,γ when the weight γ belongs to the Muckenhoupt's class A p , when 1 < p < ∞ ( [17] ) and class S 1 ( [28, 33] ) when p = 1 (briefly γ ∈ AS 1 p ). In general, the weighted Lebesgue spaces L p,γ are not invariant under the usual translation f (·) → f (· + v) for v ∈ R. So the modulus of smoothness ω k (·, t) p , used in (1), is not applicable in weighted spaces. For weighted Lebesgue spaces we require a different definition of modulus of smoothness. We will consider the following one sided Steklov mean p . In Theorem 16 it is proved that there exists a constant C 1 > 0, independent of f and v, such that T v f p,γ ≤ C 1 f p,γ holds for 1 ≤ p ≤ ∞, γ ∈ AS 1 p , f ∈ L p,γ . For a weight γ on T, we denote by L p,γ , 1 ≤ p ≤ ∞ the class of real valued measurable functions, defined on T, such that T |f (x)| p γ (x) dx < ∞ for 1 ≤ p < ∞ and esssup x∈T |f (x)| < ∞ for p = ∞.
For f ∈ L p,γ , 1 ≤ p ≤ ∞ we set
and f ∞,γ := f ∞ = esssup x∈T |f (x)| .
When γ ≡ 1 we will set L p := L p,γ . Here, and in what follows, capital letters C,C i , · · · (i = 1, 2, · · · ) will stand for certain positive constants and these will not change in different places.
In the present work, to prove weighted Ul'yanov type inequality (1) we will use the modulus of smoothness
of order k ∈ N in L p,γ , 1 ≤ p ≤ ∞, γ ∈ AS 1 p , where I is the identity operator. The main result of this work is the following Ul'yanov type inequality.
Then there is a positive constant, independent of f and δ, so that the following inequality
holds with q * of (2).
In non-weighted Lebesgue spaces L p and using the usual modulus of smoothness ω k (f, ·) q , Theorem 1 was proved in [41] for k = 1; in [10] for 0 < p < q ≤ ∞.
To obtain above Theorem 1 we need to get Nikol'ski type inequality, Equivalence of Ω r with Peetre's K -functional K r , Jackson inequality and realization result. 1
• It is well known that using A ∞ (see (23) ) weights γ Mastroianni and Totik ( [30] ) obtained Nikol'ski type inequality in the following form
where 1 ≤ q < p ≤ ∞ and U n is a trigonometric polynomial of degree not greater than n ∈ N. Nevertheless we obtain in this paper that, in right hand side of (4), γ p/q can be replaced by γ. Version (5) is required to obtain Ul'yanov type inequalities.
Theorem 2 Let 1 ≤ q ≤ p ≤ ∞, γ ∈ A ∞ , U n be a real trigonometric polynomial of degree not greater than n ∈ N of the form U n (x) = n k=1 (a k cos kx + b k sin kx), (a k , b k ∈ R). Then Nikol'ski type inequality
holds.
2
• Let X be a Banach space with norm · X . By X r we denote the class of functions f ∈ X such that f (r−1) is absolutely continuous and f (r) ∈ X. When r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS 1 p and X = L p,γ we will denote W r p,γ := X r . We define Peetre's K -functional
, v > 0, and K r (f, v, p, γ) := K r (f, v, L p,γ ) Lp,γ for r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS 1 p , v > 0 and f ∈ L p,γ .
If A (t) ≪ B (t) and B (t) ≪ A (t), we will write A (t) ≈ B (t) .
One of the main results of this paper is the following theorem, which contains an equivalence of Ω r and K r .
holds for t ≥ 0, where the equivalence constants are depend only on r, p and Muckenhoupt constant [γ] Ap .
When γ ≡ 1 and p ∈ [1, ∞] (3) in L p was considered in [8] and there it was proved that
• Third we need Jackson type inequalities of trigonometric approximation in weighted Lebesgue spaces. There is rich theory in the classical translation invariant case Homogenous Banach Spaces (HBS) (see e.g. [8, 32, 44] ([5, 20, 33, 35, 36] ).
One purpose of this work is to obtain Jackson and Stechkin type theorems of trigonometric approximation of functions in weighted Lebesgue spaces L p,γ with 1 ≤ p ≤ ∞, γ ∈ AS 1 p . Modulus of smoothness we use is (3). Since (3) has not supremum in its definition, Jackson type inequalities obtained so far can be improved in some sense.
The studies on Jackson type inequalities in L p,γ , 1 < p < ∞, γ ∈ A p or in L p(x) , 1 ≤ ess inf x∈T p (x) ≤ ess sup x∈T p (x) < ∞, were investigated by several mathematicians. For example in 1986 ( [13] 
holds for n ∈ N, with constant depending only on p, r and [γ] Ap where Π n is the class of real trigonometric polynomials of degree not greater than n,
In 1997 ( [27] ) Ky obtained the following estimate:
holds for n, r ∈ N, with constant depending only on p, r and [γ] Ap , wherě
In variable exponent case, recently ( [36, 42] ) Sharapudinov and Volosivets obtained that
holds for n ∈ N, with constant depending only on p, r, wherê
Instead of modulus of smoothness used in (7) or (8) , in the present work, we will consider more natural modulus of smoothness
and
Our main result on Jackson inequality, given below, refines the Jackson type estimates (8) and (7). Weighted cases p = 1 or p = ∞ were not considered in [13, 27, 36, 42] .
holds for n ∈ N with a constant depending only on p, r and [γ] Ap .
For the case γ ≡ 1, 1 ≤ p ≤ ∞, in L p the last inequality was obtained ( [40] ) in 1968 by Trigub for r = 1 ≤ p ≤ ∞, by Ditzian and Ivanov ( [8] ) for r ∈ N, 1 ≤ p ≤ ∞.
holds with some constant depending only on p, r and [γ] Ap .
4
• Realization functional R r (f, 1/n, p, γ) is defined as
where r ∈ N, U ∈ Π n is the (near) best approximating polynomial for 1
holds for n ∈ N, where the equivalence constants are depend only on r, p and [γ] Ap .
5
• Ul'yanov inequalities are also relate norms · p,γ and the best approximation orders E n (f ) p,γ in different L p,γ spaces.
are hold for j ∈ N.
The last inequality was obtained in [41] for k = 1, 1 ≤ p < q ≤ ∞ and γ ≡ 1 using the usual modulus of smoothness ω k (f, ·) p . Theorem 7 has been proved in [10] for k ∈ N, 1 ≤ p < q ≤ ∞, using non-weighted Lebesgue space norm and usual modulus of smoothness. 6
• Also we can construct, in Theorem 31, a trigonometric polynomial
with some constant depend only on p, k and [γ] p . 7
• Salem-Stechkin type inverse estimates for r ∈ N is given below.
and f ∈ L p,γ . Then the inequality
holds with some positive constant depending only on k, p and [γ] Ap .
As a corollary of direct and inverse inequalities (9) and (15) we have Marchaud type inequality.
Then there is a positive constant, depend only on k, p and [γ] Ap so that
For the cases γ ≡ 1, 1 ≤ p ≤ ∞, non-weighted version of the last inequality was proved in [24] for the classical Lebesgue spaces. 8
We extend k λ to R : =(−∞, ∞) with period 2π. In this case Steklov operator S λ f is represented as
We obtain in Theorem 10 that the family {S λ,τ f } 1≤λ<∞ of the translation S λ,τ f (x) :
p , is uniformly bounded for γ > 0, |τ | ≤ πλ −γ . We estimate its operator norm with respect to essential parameters as follows.
Theorem 10
We suppose that γ is a 2π-periodic weight on T so that γ belongs to the class AS
is uniformly bounded (in λ and τ ) in L p,γ :
We prove some inequalities on the simultaneous approximation in Theorems 36 and 43. Let n, r ∈ N, 1 ≤ p ≤ ∞, k = 0, 1, . . . , r, and u * n ∈ Π n be a near best approximating polynomial for f ∈ W r p,γ . Then
and there exists a Φ ∈ Π 2n−1 such that
9
• We obtain the following constructive description of the Lipschitz class Lipβ (p, γ) of Definition 39. If 0 < β, then
10
• Another part of the work concentrate on the main properties of (3). For example we obtain that (3) has the following properties.
where constants are dependent only on k, p and [γ] Ap .
(6) implies the following properties of (3).
where ⌊z⌋ := max {y ∈ Z : y ≤ z}, with constants depending only on k, p and [γ] Ap . 
for a.e. x ∈ T. Then, for any ε > 0 one can find a h 0 ≤ 1 such that
and define, with h 0 of (18),
12
• For some inequalities of the simultaneous approximation problem, we consider the uniform boundedness of some family of convolution type operators, with kernels having some specific properties. Let λ ≥ 1, k λ = k λ (x) be 2π-periodic, essentially bounded function defined on T, such that
for some constants C 3 , C 4 , C 5 and ρ ∈ [1/2, 1], which are independent of λ. We define the class of operators
Then class of operators
be 2π-periodic, essentially bounded function defined on T, such that (21) to hold. We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS
Specific examples of kernels satisfying the conditions (21) are, among others, Steklov (1 = ρ), Poisson (1 = ρ), Cesàro (α/ (α + 1) = ρ), Jackson (3/4 = ρ) and Fejér kernels (1/2 = ρ). Such type conditions on kernel and operators were investigated for variable exponent Lebesgue spaces L p(x) in [34] . In the weighted variable exponent Lebesgue spaces L p(x),γ see [33] for a variant of Theorem 15.
Weights
A function γ : T→ [0, ∞] will be called weight if γ is measurable and positive a.e. on T. An integrable, 2π-periodic weight function γ, defined on T, satisfies the doubling property (in short γ ∈ D) if the doubling condition
holds for all intervals I in T, where C 6 is a constant independent of I, γ(A) := A γ(t)dt for A ⊂ T, 2I is the interval with midpoint at the midpoint of I and with twice enlarged the length of I.
A doubling weight γ is said to satisfy the A ∞ condition (shortly γ ∈ A ∞ ) if there are C 7 > 0 and p 0 > 1 such that
for any interval I of T, and any measurable set E of T with E ⊇ I. Here mes(A) is the Lebesgue measure of the set A ⊂ T.
A weight γ belongs to the class
hold with some constants [γ] 1 and C 8 independent of J.
holds with some (Muckenhoupt) constant [γ] p independent of J.
Densities of harmonic measures in relation to the Lebesgue surface measure on the boundaries of sufficiently regular domains satisfy the condition A p . Some other examples are given e.g. in the article [11, p.2097] .
It is known that (26)⇒(23)⇒ (22) . A weight function γ satisfies the AS
Muckenhoupt weights have many applications in the theory of integral operators, Harmonic analysis and the theory of function spaces (see, for example [15] ).
Operator norm of one sided Steklov mean
In this section we will consider the uniform boundedness of the family of Steklov oper-
If q > 1, then there exists a r ∈ (1, q) so that
Theorem 16
Auxiliary results
By Theorem 16 we have
Proof of Lemma 17. Let k = 1. Since
using generalized Minkowski's inequality for integrals and uniformly boundedness of T v we get
Let k ≥ 2 and set g (·) :
Therefore,
Lemma 19 For v > 0 and f ∈ C [T] the following inequalities
are hold.
were obtained in [8] . We outline the proof (27) for
Now Theorems 3.4 and 4.1 of [8] imply that
Inequalities (28) give
Theorem 21 Let 1 ≤ p < ∞ and γ be a weight on T. Then
for f ∈ L p,γ with γ * of (19) . 
Proof of Lemma 13. Let us suppose that u, u 1 ∈ I h 0 and ε > 0. When u 1 → 0 we have x + u + u 1 → x + u and
Then there exists a δ > 0 so that
Hence,
holds for some constant independent of h, v and f .
Proof of Lemma 22.
In this case, by (29) and Lemma 13 max u∈I h 0
On the other hand, for any ε > 0 and appropriately chosen G ∈ L q,γ * with T |f (x) G (x)| γ (x) dx ≥ f p,γ − ε and G q,γ * = 1, one can get
for any ζ > 0. Since ε, ζ > 0 are arbitrary we obtain max u∈I h 0
and hence
We consider the operator ( [27, 36] 
Proof of Lemma 23. If f ∈ L p,γ , using generalized Minkowski's integral inequality and Lemma 22 we obtain
Remark 24 Note that, the function R v f is absolutely continuous ( [36] ) and differentiable a.e. on T.
Proof of Lemma 25. The first result follows from
For the second one we find
Proof of Lemma 26. By ([36, p. 426]) we know that
If f ∈ L p,γ , using (34) we obtain
One can find by Lemma 22 and generalized Minkowski's integral inequality
Proof of Lemma 27. For r = 2, by Lemma 25,
and the result (35) follows. For r = 3, by Lemma 25,
and (35) holds. Let (35) holds for k ∈ N:
Then, for k + 1, (36) and Lemma 25 implies that
Let n ∈ N and
be the Jackson operator (polynomial) where J 2,n is the Jackson kernel
It is known that ([12, p.147])
Lemma 28
We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS
holds for n ∈ N.
Proof of Lemma 28. From (37), Theorem 16, and (39) below, we have
Hence, required inequality (38) holds. As a corollary of Lemma 28 we have
Jackson kernel J 2,n satisfies the relations
and properties (21) are satisfied with λ = n, ρ = 3/4. Now, Theorem 15 gives 1 p , then the sequence of Jackson operators {D n f } 1≤n<∞ is uniformly bounded (in n) in L p,γ :
Theorem 31 We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS
holds with some constant depending only on p, k and [γ] p .
Proof of Theorem 31. From (32), (38), Lemma 30 we get
which is give (40) .
p and U n ∈ T n , and n ∈ N. Then
holds with some constant dependent only on p, r and [γ] p where F n p,γ→p,γ is the operator norm of Fejér mean
we obtain the Bernstein's inequality
But, the first arithmetic mean (Fejér) kernel
Here C 11 is an absolute constant from [45, p.90, (3.10)]. Hence
and (42) holds with
Then
be the Fourier series of f ∈ W A k (x, f ) , n = 0, 1, 2, . . . be the partial sum of the Fourier series (44). We define, for n ∈ N ∪ {0}, De la Vallée-Poussin mean as
using (43) we get
where V n Lp,γ→Lp,γ ≤ 3C 12 .
Theorem 34 For every
Proof of Theorem 34. We will use the classical approach. Suppose that Θ n ∈ T n , E n (f ′ ) p,γ = f ′ − Θ n p,γ and β/2 is the constant term of Θ n , namely,
We get
We set u n ∈ T n so that u
The last inequality gives
As a corollary of the last lemma we have
Corollary 35
holds with C 14 := (1 + 3C 12 ) C 13 .
Proof of Corollary 35. Let
u * n ∈ T n , E n (f ) p,γ ≥ f − u * n p,γ . We have f − V n (f, ·) p,γ ≤ f − u * n + u * n − V n (f, ·) p,γ ≤ E n (f ) p,γ + V n (u * n , ·) − V n (f, ·) p,γ ≤ E n (f ) p,γ + 3C 12 f − u * n p,γ ≤ (1 + 3C 12 ) E n (f ) p,γ ≤ C 14 1 n r E n f (r) p,γ .
Theorem 36
We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS 
holds for any u * n ∈ T n satisfying E n (f ) p,γ ≥ f − u * n p,γ , with a constant depending only on p, r and [γ] p .
Proof of Theorem 36. Let q ∈ T n and E n f
and the proof of Theorem 36 is completed with
We define ( [42] ) the operator
for any f ∈ W r p,γ ( [42] ). In the particular case, if 0 ≤ l ≤ 1, r ∈ N, and g
Proof of Theorem 37.
and there exists a h 0 ∈ (0, h) so that (Mean Value Theorem for integrals)
Then max
Using Theorem 14
has already been proven in Corollary 18.)
Theorem 38 If
then, for any f ∈ L p,γ , we get
Definition 39
We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS 1 p . For 0 < β we define
Theorem 40 Let 0 < β. Under the conditions of Theorem 4, we have
Proofs of the results
We need the following theorem for the proof of Theorem 2.
Theorem 41 [30, Th. 5.4] Let γ be an A ∞ weight, 1 ≤ p < ∞ and Λ 0 , C 0 , c 0 three positive constants. Then there is a constant C (depending only on Λ 0 , C 0 , c 0 , the A ∞ constant of γ and p) such that the following holds. For n = 1, 2, 3, · · · let E n be arbitrary measurable subsets of T such that for all points of T, except possibly for points in a set of measure at most Λ 0 /n, we have
Then for every trigonometric polynomial U n of degree at most n we have
Note that here the set E n need not have to have small measure, in fact, they can have measure≥2π − c. Proof of Theorem 2. Let n ∈ N and U n (x) = n k=1 (a k cos kx + b k sin kx) be in the class T n . We set M := sup {U n (x) : x ∈ T}. Taking ε ∈ (0, M) so close to 0 such that the set
We take T := sup ξ∈T\G * |U n (ξ)| . Then
Since γ ∈ A ∞ there exist C 7 and p 0 > 1 so that
and, hence,
On the other hand
Lemma 42 Let 1 ≤ p < q ≤ ∞, γ ∈ A ∞ , U n is the near best approximating trigonometric polynomial for the function f ∈ L p,γ . Then for any m, n ∈ N the following inequality holds
Proof of Lemma 42. Using inequality (5) this can be proved by the same lines of the proof of Lemma 4.2 in [10] . The constant in (47) is
where
and p 0 is given in (23) .
and f ∈ L p,γ . Since
from Lemma 23 and (33) we find
and taking infimum on g ∈ W 1 p,γ in the last inequality we get
and the equivalence of (I − T v ) f p,γ with K 1 (f, v, p, γ) p,γ is established. Now we will consider the case r > 1. For r = 2, 3, . . . we consider the operator ( [2, 13] )
r f p,γ , recursive procedure gives
On the other hand, using (33) , Lemmas 27 and 25, recursively,
by Theorem 10.
On the other hand, for any ε, η > 0 and appropriately chosen G ∈ L q,γ * with
Since ε, η > 0 are arbitrary we have
This gives required result. Proof of Theorem 4. Let n, r ∈ N. For g ∈ W r p,γ we have by Lemma 35 that
.
Taking infimum in the last inequality with respect to g ∈ W r p,γ , one can get, by (50),
as required.
Proof of Theorem 5. Using Theorem 4 we obtain
Proof of Theorem 6. Let U n be the near best approximating trigonometric polynomial to f. By Theorem 4 and (46)
For the reverse of the last inequality we get
and R r (f, 1/n, p, γ) ≈ Ω r (f, 1/n) p,γ .
Theorem 43
We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class AS 1 p . Let n, r, l ∈ N, 1 ≤ p ≤ ∞ and f ∈ W r p,γ . Then there exists a Φ ∈ T 2n−1 such that for all k = 0, 1, . . . , r
in case γ ∈ A p , 1 < p < ∞. In our case of 1 ≤ p ≤ ∞ and γ ∈ AS 1 p , we can outline the proof of Theorem 8 with concrete constants: Let U n ∈ T n be the best approximating polynomial of f and let m ∈ N. We choose n with 2 m ≤ n < 2 m+1 . Then
we get
It is easily seen that
we have
the last two inequalities complete the proof. Proof of Corollary 9.
Proof of Theorem 38. For the proof we use Theorem 8. As for constants we have:
Proof of Theorem 40. "⇒" part is a corollary of Theorems 4 and 38:
"⇐" part is a corollary of Theorem 38. Proof of Theorem 11. (16) is corollary of Theorem 16. Since
Proof of Theorem 16. Let 1 < p < ∞, N := ⌊1/v⌋, x k := (kv − 1) π and
where the length of U k is mes (U k ) = |x k+1 − x k | = πv. Minkowski's inequality for integrals give
Furthermore, for p = 1, the proof goes similarly and Furthermore, for p = 1, the proof goes similarly. .
