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Abstract
When we investigate a type system, it is helpful if we can establish the
well-foundedness of types or terms with respect to a certain hierarchy, and
the Extended Calculus of Constructions (called ECC, defined and studied
comprehensively in [1]) is no exception. However, under a very natural
hierarchy relation, the well-foundedness of terms does not hold generally.
In this article, the well-foundedness are established for two natural families
of terms (namely, types in a valid context and terms having normal forms).
Also, we give an independent proof of the existence of principal types in
ECC since it is used in the proof of well-foundedness of types in a valid
context although it is often proved by utilizing the well-foundedness of
terms, which would make our argument circular if adopted.
1 Introduction
When we investigate a type system, it is helpful to prove the well-foundedness
of types or terms with respect to a certain hierarchy, and this strategy is taken in
[1], too, in order to study the Extended Calculus of Constructions (called ECC).
However, under a very natural hierarchy relation (namely, the one which was
defined in [1]), the well-foundedness of terms does not hold generally in the
system. This fact was already noticed by Luo.Z in 2001 (unpublished), and at
the same time, it was clarified by him that Lemma 3.5 and Corollary 3.8 in [1]
were incorrect. However, the two statements are used only for establishing the
existence of principal types of objects in a valid context, and he was made aware
of the fact that it can actually be proved without utilizing the two incorrect
statements. Later, in 2019, the authors rediscovered counterexamples for the
two statements (which were exactly the same as Luo.Z had constructed) without
the knowledge of his unpublished works, and found some variations of well-
foundedness of types or terms which are indeed true, and proved them on our
own.
In this article, first we will give counterexamples to Lemma 3.5 and Corollary
3.8 in [1] . Then, well-foundedness are established for two natural families
of terms (namely, types in a valid context and terms having normal forms).
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Also, following Luo’s unpublished work stated above, we give a precise proof
of the existence of principal types in ECC since it is used in the proof of our
first version of well-foundedness (it plays an important role in proving quasi-
normalisation) although it is often proved by utilizing the well-foundedness of
terms, which would make our argument circular if adopted.
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3 Proofs of well-foundedness of  with addi-
tional condition
Following the notation of [1], we assume ǫ as an environment.
In order to show the well-foundedness of type cumulativity, the following
statement would play a key role if it could be established (since the claim would
reduce the well-foundedness of  to that of i);
Claim 3.0.1. Let A1, A2, B1, B2 be terms, and i ∈ ω. Then,
A1  A2 ≺i B1  B2 ⇒ A1 i A2&B1 i B2.
However, as for ECC, the claim does not hold;
Proposition 3.1. Let
C := Σx : (Σy : Prop.Prop).P rop = (Prop × Prop)× Prop
A := Σx : (Σy : Prop.T ype0).P rop = (Prop × Type0)× Prop
B := Σx : (Σy : Prop.T ype0).T ype0 = (Prop× Type0)× Type0
Then, C  A ≺1 B, but C 1 A does not hold.
Proof. By definition, C  A 1 B holds. Also, by the Church-Rosser theorem,
A and B are not computationally equal.
Suppose C 1 A holds. By the Church-Rosser theorem, it turns out that
the case (c) of the definition of 1 is applied, hence, using the Church-Rosser
theorem again, we get
Σy : Prop.Prop 0 Σy : Prop.T ype0.
However, since the both of them are in their normal forms, this is impossible
because of the Church-Rosser theorem and the definition of 0.
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Does the well-foundedness hold, then? Considering arbitrary terms of ECC,
unfortunately it fails:
Proposition 3.2. There exists an infinite decreasing sequence of terms A0 ≻
A1 ≻ . . ..
Proof. Let a term α be
α := λy.(Σx : Type0.yy)
Then,
αα ≃ Σx : Type0.(αα)
holds. Using this and the Church-Rosser theorem again and again, we can get
the following infinite decreasing sequence.
αα ≃ Σx : Type0.(αα)
≻ Σx : Prop.(αα)
≃ Σx : Prop.(Σx : Type0.(αα))
≻ Σx : Prop.(Σx : Prop.(αα)) . . .
However, the term α above is clearly not “well-typed.” Hence, imposing some
regularity on the terms, we can get the desired well-foundedness. We will show
two specific cases in which the well-foundedness actually hold.
The first one restricts the terms to ǫ-types:
Theorem 3.3. (well-foundedness)
There is no infinite decreasing sequence of ǫ-types A0 ≻ A1 ≻ . . . An ≻ . . . .
Proof. We can assume every An(n ∈ ω) is a quasi-normal form by [1]. We prove
this lemma by induction on the structure of quasi-normal form A0.
Case(1): If A0 ≡ U(universe), it is obvious that the statement is holds.
Case(2): Suppose A0 is a base term and if A0  A1 , then A0 ≃ A1 by the
property of the cumulativity relation.
Case(3): Assume A0 ≡ Πx : A0.B0 and A0 ≻ A1 ≻ . . . An ≻ . . . holds. By the
property of cumulativity relation, every An is a form of Πx : Bn.Cn such that
C0 ≻ C1 ≻ · · · ≻ Cn ≻ . . . , which contradicts the induction hypothesis.
Case(4): Assume A0 ≡ Σx : A0.B0 and A0 ≻ A1 ≻ . . . An ≻ . . . holds. By the
property of cumulativity relation, every An is a form of Σx : Bn.Cn. By the
assumption and the property of cumulativity relation, B0 ≻ B1 ≻ . . . Bn ≻ . . .
or C0 ≻ C1 ≻ . . . Cn ≻ . . . hold, which contradicts the induction hypothesis.
The next one restricts the terms to just normalisable ones (hence, the result
depends only on the syntax of terms and the definition of the type cumulativity.
Especially, the proof system does not matter):
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Theorem 3.4. There is no infinite decreasing sequence of terms {An}n∈ω such
that each An has a normal form.
To show this, we will define some notions and establish their basic properties.
Definition 3.1. Let T be the set of all terms which have normal forms.
Then, the following stratification of T is defined:
Π0 := Σ0 := T \ {A ∈ T | A has Π or Σ as its outermost symbol.}
Πn+1 := {Πx : A1.A2 ∈ T | ∃k, l ≤ n (A1 ∈ Πk ∪ Σk)&(A2 ∈ Πl ∪ Σl)&(k + l = n)}
Σn+1 := {Σx : A1.A2 ∈ T | ∃k, l ≤ n (A1 ∈ Πk ∪ Σk)&(A2 ∈ Πl ∪ Σl)&(k + l = n)}
(where S denotes the closure of S with respect to conversions.)
The following properties are verified:
Lemma 3.5. 1. ∀n ∈ ω. Πn,Σn ⊂ T .
2. Let n ∈ ω, and M,N ∈ T . Then, the following holds:
N ≃M,M ∈ Πn ⇒ N ∈ Πn
This also holds for Σn.
3. T =
⋃
n∈ω(Πn ∪Σn).
4. ∀n ≥ 1. Πn ∩ Σn = ∅.
5. Let i, j ∈ ω. Then, the following holds;
M ∈ Πi, N ∈ Πj ,M ≃ N ⇒ i = j
6. Let i, j ∈ ω. Then, the following holds;
M ∈ Σi, N ∈ Σj ,M ≃ N ⇒ i = j
Proof. (1), (2) : clear.
(3) : By (1), it suffices to show that every A ∈ T is in Πn or Σn for some n ∈ ω.
This can be proved by induction on the construction of the normal form of A.
When A is convertible to a constant or variable, A ∈ Π0 = Σ0 by Church-
Rosser Theorem.
Similarly, when the normal form of A is in the form of (λx :M.N) or 〈M,N〉B
(whereM , N and B are in their normal forms), A ∈ Π0 = Σ0 by Church-Rosser
Theorem.
Similar arguments can be applied to the case when the normal form of A is in
the form of MN or πi(M) (whereM and N are in their normal forms, i = 1, 2),
since they do not form redexes.
When the normal form of A is in the form of Πx :M.N or Σx :M.N (where
M , N are in their normal forms), then, by the induction hypothesis,M ∈ Πk∪Σk
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and N ∈ Πl ∪Σl for some k, l ∈ ω. Hence, A ∈ Πk+l+1 ∪ Σk+l+1.
(4) : This easily follows from Church-Rosser Theorem.
(5) : This can be proved by induction on i.
When i = 0, the statement follows immediately from the definitions of Πn’s.
When i > 0, suppose M ≃ N and M ∈ Πi, N ∈ Πj . Since the case j = 0 has
already been dealt with, we may assume that j > 0. Then, M and N can be
written as:
M ≃ Πx :M1.M2, N ≃ Πx : N1.N2
(where M1 ∈ Πk1 , M2 ∈ Πk2 for some k1, k2 such that k1 + k2 = i − 1, and
N1 ∈ Πl1 , N2 ∈ Πl2 for some l1, l2 such that l1 + l2 = j − 1)
Since M ≃ N , using Church-Rosser theorem, we get M1 ≃ N1 and M2 ≃ N2.
Hence, k1 = l1 and k2 = l2 follow from the induction hypothesis. Therefore,
i = k1 + k2 + 1 = l1 + l2 + 1 = j.
(6): This can be proved analogously to (5).
Now, we are ready to prove Theorem 3.4.
Proof of Theorem 3.4. We will define a map
ϕ : T → ω
such that A ≺ B ⇒ ϕ(A) < ϕ(B). Then, the well-foundedness of ω will imply
that of T .
For T ∈ T , ϕ(T ) ∈ ω is defined as follows:
1. Consider the case in which T ∈ Π0 = Σ0.
(a) When T ≃ Prop, ϕ(T ) := 2.
(b) When T ≃ Typej (where j ∈ ω), ϕ(T ) := 3 + j.
(c) Otherwise, ϕ(T ) := 1.
ϕ is well-defined on Π0 = Σ0 by Church-Rosser Theorem, and clearly ϕ is
invariant with respect to conversions.
2. Suppose ϕ has been defined on
⋃
j≤n(Πj∪Σj), and is invariant with respect
to conversions. Consider the case in which T ∈ Πn+1. T can be written as
T ≃ Πx : A.B (where A ∈ Πk ∪Σk and B ∈ Πl ∪Σl for some k, l ∈ ω such
that k + l = n). Using this, let ϕ(T ) := ϕ(A)ϕ(B) (this value does not
depend on the choice of A and B. Suppose T ≃ Πx : A′.B′. Then, we get
A ≃ A′ and B ≃ B′ by Church-Rosser Theorem. Since ϕ is invariant with
respect to conversions on
⋃
j≤n(Πj∪Σj), ϕ(A) = ϕ(A
′) and ϕ(B) = ϕ(B′)
hold).
The case in which T ∈ Σn+1 is to be dealt with similarly.
The argument that showed the well-definedness of ϕ on Πn+1 ∪ Σn+1
also show the invariance of ϕ with respect to conversions. Notice also that
ϕ is a function on
⋃
j≤n+1(Πj ∪ Σj) since Πi’s, Σi’s (i ≥ 1) and Π0 = Σ0
are mutually disjoint by Lemma 3.5 (4), (5), (6).
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Now, ϕ : T → ω has been defined. Let us show that M ≺ N implies
ϕ(M) < ϕ(N) for M,N ∈ T . It suffices to show the following claim by in-
duction on i:
Let i ∈ ω and M,N ∈ T . Then, M ≺i N implies ϕ(M) < ϕ(N).
When i = 0, M ≺i N means M and N are both universes and M ≺ N . Hence,
ϕ(M) < ϕ(N) by the definition of ϕ.
When i > 0, M ≺i N means “M ≺i−1 N , or M ≃ Qx : M1.M2&N ≃
Qx : N1.N2 (where Mj i−1 Nj for each j, Mj ≺i−1 Nj for some j, and
Q = Π or Σ).” In the former case, the claim follows from the induction hy-
pothesis. In the latter case, M1,M2, N1, N2 ∈ T since M,N ∈ T and Church-
Rosser Theorem. Since M1 ≺i−1 N1 or M2 ≺i−1 N2 (else, M ≃ N), we get
ϕ(M1)ϕ(M2) < ϕ(N1)ϕ(N2) by induction hypothesis (notice that the value of
ϕ is always positive). By the definition of ϕ, it means ϕ(M) < ϕ(N) (to show
that ϕ(M) = ϕ(M1)ϕ(M2) etc, we use Church-Rosser Theorem again).
This ends the proof.
4 Existence of Principal types
In this section, we will prove (without using well-foundedness established
above) that for every valid context Γ, each Γ- object has a principal type. Also,
the arguments below exhibits how to compute them.
4.1 Preliminaries
Lemma 4.1. If A  A′, then for every variable x and term N we have
[N/x]A  [N/x]A′.
Lemma 4.2. For every term A and universe U with A  U , there is a universe
U ′  U such that A ≃ U ′.
Notation 4.1. We write Type−1 for Prop and Type for Typej for some j ≥ 0.
We put * to the references of theorems from [1] (i.e., Theorem 1.1* means
the theorem 1.1 in [1]).
4.2 Proofs
To prove the existence of the principal type of every Γ-object, we restrict the
type derivation system of ECC to the system we call ECC− defined as follows.
Definition 4.1. The rules of ECC− are those of ECC with (Π2)(Σ)(app)(pair)(
) replaced by the following:
Γ ⊢ A : Typej Γ, x : A ⊢ B : Typek
(Π2′) (l = max{j, k, 0}&k ≥ 0)
Γ ⊢ Πx : A.B : Typel
Γ ⊢ A : Typej Γ, x : A ⊢ B : Typek
(Σ′) (l = max{j, k, 0})
Γ ⊢ Σx : A.B : Typel
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Γ ⊢M : Πx : A.B Γ ⊢ N : A′(app′) (A′  A)
Γ ⊢MN : [N/x]B
Γ ⊢M : A Γ ⊢ N : C Γ, x : A′ ⊢ B′ : Type
(pair′) (A  A′, C  [M/x]B′)
Γ ⊢ 〈M,N〉Σx:A′.B′ : Σx : A
′.B′
In addition, the following scheme (≃)ρ is added:
Γ ⊢M : A(≃)ρ (A ≃ A′, and ρ is an ECC-derivation of Γ ⊢ A′ : Type)
Γ ⊢M : A′
(notice that when (≃)ρ is applied, an ECC-derivation ρ must be specified).
It is easy to see that an ECC−-derivation can be naturally simulated by an
ECC-derivation:
Definition 4.2. For an ECC−-derivation θ, F(θ) denotes an ECC-derivation
constructed inductively as follows:
1. Replace (Π2′) such as
... δ1
Γ ⊢ A : Typej
... δ2
Γ, x : A ⊢ B : Typek
(Π2′) (l = max{j, k, 0}&k ≥ 0)
Γ ⊢ Πx : A.B : Typel
with (Π2) as follows:
... F(δ1)
Γ ⊢ A : Typej
... δ3
Γ ⊢ Typel : Type
()
Γ ⊢ A : Typel
... F(δ2)
Γ, x : A ⊢ B : Typek
... δ4
Γ, x : A ⊢ Typel : Type
()
Γ, x : A ⊢ B : Typel
(Π2)
Γ ⊢ Πx : A.B : Typel
(δ3, δ4 above can be obtained by (Ax)(T ) and Lemma 3.12* for ECC).
2. Replace (Σ′) with (Σ) in a similar way.
3. Replace (app′) such as
... δ1
Γ ⊢M : Πx : A.B
... δ2
Γ ⊢ N : A′(app′) (A′  A)
Γ ⊢MN : [N/x]B
with (app) as follows:
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... F(δ1)
Γ ⊢M : Πx : A.B
... F(δ2)
Γ ⊢ N : A′
... δ3
Γ ⊢ A : Type
()
Γ ⊢ N : A (app)
Γ ⊢MN : [N/x]B
(an appropriate δ3 exists by the following reason; first, F(δ1) and Theo-
rem 3.15* for ECC yields an ECC-derivation of Γ ⊢ Πx : A.B : U where
U denotes some universe. Then, it can easily be verified that this deriva-
tion has a subderivation which says Γ ⊢ A : U ′ where U ′ denots another
universe).
4. Replace (pair′) with (pair) in a similar way.
5. Replace instances of (≃)ρ such as
...δ
Γ ⊢M : A(≃)ρ (A ≃ A′, and ρ is an ECC-derivation of Γ ⊢ A′ : Type)
Γ ⊢M : A′
with
...F(δ)
Γ ⊢M : A
... ρ
Γ ⊢ A′ : Type
()
Γ ⊢M : A′
Note that F(θ) has the same conclusion as θ.
Also, it is easy to verify Lemma 3.10* for ECC− (just apply Lemma 3.10
for ECC to F(θ)). We omit proofs.
In ECC−, every Γ-object has a unique type modulo conversion.
Proposition 4.3. In ECC−, Γ ⊢M : A and Γ ⊢M : A′ implies A ≃ A′.
Proof. We prove by induction of the sum of the heights of the given two deriva-
tion trees. If one of the derivation ends with (≃)ρ, then we can directly apply
the induction hypothesis. Thus, we may assume that neither of the last rules is
not (≃)ρ. The only pairs of rules which can be applied to a term of the same
form is (Π1) & (Π2′). However, if they are the last two rules, then there would
be a contradiction to the induction hypothesis (Prop ≃ Type). Therefore, we
may assume that the last rules of the two derivations are the same.
If the last rules are among (Ax)(C)(T )(Π1), then the assertion immediately
follows (note that Chuch-Rosser Theorem implies C ≃ D ⇒ C ≡ D). The cases
(Π2′)(Σ′) follow from the induction hypothesis and the definitions of the rules.
For the rules (λ)(π1) one can use the fact that Π[Σ]x : A.B ≃ Π[Σ]x : A′.B′ ⇔
A ≃ A′&B ≃ B′. Similarly, for (app′)(π2) we note that B ≃ B′ ⇒ [N/x]B ≃
[N/x]B′ holds. As for (var), A ≡ A′ follows from Lemma 3.10* for ECC−. The
rest is (pair′), which, by definition, always assign the same type B to a term
〈M,N〉B.
8
The existence of the principal type for every Γ-object is an immediate con-
sequence of the next proposition:
Proposition 4.4. Every derivation tree
...
∆ ⊢ α : τ
of ECC can be transformed into an ECC−-derivation of the following form:
... F(θ)
∆ ⊢ α : τ ′
... η
∆ ⊢ τ : Type
()
∆ ⊢ α : τ
where θ is an ECC−-derivation deriving ∆ ⊢ α : τ ′, η is an ECC-derivation
deriving ∆ ⊢ τ : Type, and τ ′  τ (recall that Type denotes some Typej).
Proof. The proof is by induction on the height of the given derivation tree of
ECC.
If the last rule in the derivation is (Ax), it is obvious.
Suppose the last rule is (C). The given derivation tree has the following form:
...
Γ ⊢ A : Typej
(C)
Γ, x : A ⊢ Prop : Type0
Applying the induction hypothesis, we get
... F(θ)
Γ ⊢ A : X
... η
Γ ⊢ Typej : Type
()
Γ ⊢ A : Typej
Noting that X  Typej yields X ≃ Typek for some k ≤ j, we get an ECC−-
derivation θ′:
... θ
Γ ⊢ A : X (≃)ρ
Γ ⊢ A : Typek
(C)
Γ ⊢ Prop : Type0
(An appropriate ρ can be obtained by (Ax)(T ) and Lemma3.12* for ECC).
Now,
... F(θ′)
Γ ⊢ Prop : Type0
... η′
Γ ⊢ Type0 : Type
()
Γ ⊢ Prop : Type0
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(η′ is obtained by (Ax)(T ) and Lemma 3.12* for ECC) gives the desired trans-
formation.
The case (T )(var)(Π1) are dealt with similarly.
Consider the case (Σ′). The given derivation has a form of:
...
Γ ⊢ A : Typej
...
Γ, x : A ⊢ B : Typej
(Σ)
Γ ⊢ Σx : A.BTypej
By the induction hypothesis, we get:
... F(θ1)
Γ ⊢ A : X1
... η1
Γ ⊢ Typej : Type
()
Γ ⊢ A : Typej
and
... F(θ2)
Γ, x : A ⊢ B : X2
... η2
Γ, x : A ⊢ Typej : Type
()
Γ, x : A ⊢ B : Typej
As in the previous argument, X1 ≃ Typek and X2 ≃ Typel for some k, l ≤ j.
Using these, we get the following ECC−-derivation θ′:
... θ1
Γ ⊢ A : X1 (≃)ρ1Γ ⊢ A : Typek
... θ2
Γ, x : A ⊢ B : X2
(≃)ρ2Γ, x : A ⊢ B : Typel
(Σ′)
Γ ⊢ Σx : A.B : Typemax{0,k,l}
(again, ρ1, ρ2 can be obtained by (Ax)(T ) and Lemma 3.12* for ECC). Now,
the following gives the desired transformation:
... F(θ′)
Γ ⊢ Σx : A.B : Typemax{0,k,l}
... η′
Γ ⊢ Typej : Type
()
Γ ⊢ Σx : A.B : Typej
(η′ is obtained by Lemma 3.12* for ECC).
The case (Π2′) can be dealt with similarly.
As for the case (λ), the given derivation in in the form of:
...
Γ, x : A ⊢M : B
(λ)
Γ ⊢ λx : A.M : Πx : A.B
By the induction hypothesis, we get:
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... F(θ)
Γ, x : A ⊢M : B′
... η
Γ, x : A ⊢ B : Type
()
Γ ⊢M : B
So, we get the following ECC−-derivation θ′:
... θ
Γ, x : A ⊢M : B′
Γ ⊢ λx : A.M : Πx : A.B′
Now, the following gives the desired transformation:
... F(θ′)
Γ ⊢ λx : A.M : Πx : A.B′
... η′
Γ ⊢ Πx : A.B : Type
()
Γ ⊢ λx : A.M : Πx : A.B
(Note that Πx : A.B′  Πx : A.B follows from B′  B. Also, η′ can be obtained
by applying Theorem 3.15* to the given ECC-derivation above).
Consider the case (pair). The given ECC-derivation is as follows:
...
Γ ⊢M : A
...
Γ ⊢ N : [M/x]B
...
Γ, x : A ⊢ B : Typej
Γ ⊢ 〈M,N〉Σx:A.B : Σx : A.B
The induction hypothesis yields the trees:
... F(θ1)
Γ ⊢M : A′
... η1
Γ ⊢ A : Type
()
Γ ⊢M : A
... F(θ2)
Γ ⊢ N : B′
... η2
Γ ⊢ [M/x]B : Type
()
Γ ⊢ N : [M/x]B
... F(θ3)
Γ, x : A ⊢ B : X
... η3
Γ, x : A ⊢ Typej : Type
()
Γ ⊢ B : Typej
(again, X ≃ Typek for some k ≤ j). Hence, we get the following ECC
−-
derivation θ′:
... θ1
Γ ⊢M : A′
... θ2
Γ ⊢ N : B′
... θ3
Γ, x : A ⊢ B : X
(≃)ρ
Γ, x : A ⊢ B : Typek
(pair′)
Γ ⊢ 〈M,N〉Σx:A.B : Σx : A.B
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(again, ρ is obtained by (Ax)(T ) and Lemma 3.12* for ECC). Now, the follow-
ing gives the desired transformation:
... F(θ′)
Γ ⊢ 〈M,N〉Σx:A.B : Σx : A.B
... η′
Γ ⊢ Σx : A.B : Type
()
〈M,N〉Σx:A.B : Σx : A.B
(Note that η′ can be obtained by applying Lemma 3.15* to the given ECC-
derivation above).
Consider the case (app).
...
Γ ⊢M : Πx : A.B
...
Γ ⊢ N : A (app)
Γ ⊢MN : [N/x]B
By the induction hypothesis, we get:
... F(θ1)
Γ ⊢M : X1
... η1
Γ ⊢ Πx : A.B : Type
()
Γ ⊢M : Πx : A.B
and
... F(θ2)
Γ ⊢ N : X2
... η2
Γ ⊢ A : Type
()
Γ ⊢ N : A
(since X1  Πx : A.B, X1 ≃ Πx : A.B1 for some B1  B. Using Church-
Rosser Theorem, we may assume that X1 ⊲ Πx : A.B1). Since F(θ1) derives
Γ ⊢M : X1, X1 is a Γ-type by Lemma 3.15 for ECC. Hence, Πx : A.B1 is also
a Γ-type because of Theorem 3.16* for ECC. Now, we can get the following
ECC−-derivation θ′:
... θ1
Γ ⊢M : X1 (≃)ρ
Γ ⊢M : Πx : A.B1
... θ2
Γ ⊢ N : X2 (app′)
Γ ⊢MN : [N/x]B1
(An appropriate ρ exists since Πx : A.B1 is a Γ-type in ECC). Then, the
following derivation gives the desired transformation:
... F(θ′)
Γ ⊢MN : [N/x]B1
... η′
Γ ⊢ [N/x]B : Type
()
Γ ⊢MN : [N/x]B
12
(η′ is obtained by applying Theorem 3.15* to the given ECC-derivation. Note
that [N/x]B1  [N/x]B).
The cases (π1)(π2) can be dealt with in similar ways.
As for the case (), the given derivation is as follows:
...
Γ ⊢M : A
... η′
Γ ⊢ B : Type
()
Γ ⊢M : B
By the induction hypothesis, we get:
... F(θ)
Γ ⊢M : A′
... η
Γ ⊢ A : Type
()
Γ ⊢M : A
Since A′  A  B, we get
... F(θ)
Γ ⊢M : A′
... η′
Γ ⊢ B : Type
()
Γ ⊢M : B
This completes the proof.
Theorem 4.5. In ECC, every Γ-object has a principal type.
Proof. Assume that Γ ⊢ α : τ can be derived in ECC. Then, by Proposition
4.4, we can obtain a derivation in the form of:
... F(θ)
Γ ⊢ α : τ ′
... η
Γ ⊢ τ : Type
()
Γ ⊢ α : τ
(where θ is an ECC− derivation deriving Γ ⊢ α : τ ′, η is an ECC-derivation
deriving Γ ⊢ τ : Type, and τ ′  τ).
Let us show that this τ ′ is the principal type of α in Γ. Indeed, if Γ ⊢ α : σ
can be derived in ECC, then Proposition 4.4 yields an ECC-derivation of the
following form:
... F(θ2)
Γ ⊢ α : σ′
...
Γ ⊢ σ : Type
()
Γ ⊢ α : σ
(where θ2 is an ECC
−-derivation).
Then, using Proposition 4.3, we get τ ′ ≃ σ′  σ.
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