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ABSTRACT
This dissertation is focused on a general purpose new framework for machine
intelligence based on adaptive dynamic programming (ADP) design. This research
is significantly important for developing self-adaptive intelligent system that are
highly robust and fault-tolerant to uncertain and unstructured environments. Generally, there are two key components toward building truly self-adaptive systems:
fundamental understanding of brain intelligence and complex engineering designs.
This dissertation will focus on general purpose computational intelligence methodologies from a biological inspired perspective, and develop a new self-learning machine intelligent system online over time. Furthermore, this new approach will also
be explored on wide critical engineering applications.
Specifically, a new framework, named “goal representation adaptive dynamic
programming (GrADP)”, is proposed and introduced in this dissertation. It is
regarded as the foundation of building intelligent systems through internal reward
learning, goal representation and state-action association. Unlike the traditional
ADP design with an action network and a critic network, this new approach integrates an additional network, called the reference (or goal) network, such that to
build a general internal reinforcement signal. Unlike the traditional fixed or predefined reinforcement learning signal, this new design can adaptively update the
internal reinforcement representation over time and thus facilitate the system’s
learning and optimization to accomplish the ultimate goals.
The original contribution of this research is to integrate an adaptive goal
representation design into ADP framework rather than engineering hand-crafted
reward functions in literature. This is the first time that the reward signal is
presented in a general mapping function by the observation of system variables
over time. This is also an important step towards a general purpose self-adaptive

learning system based on ADP designs. Generally, ADP family has three major
categories: heuristic dynamic programming (HDP), dual heuristic dynamic programming (DHP), and globalized dual heuristic dynamic programming (GDHP).
In this research, goal representation principle has been integrated into each design, and verified with promising optimization and learning results. To this end,
goal representation heuristic dynamic programming (GrHDP), goal representation
dual heuristic dynamic programming (GrDHP), and goal representation globalized dual heuristic dynamic programming (Gr-GDHP), are successfully proposed
and developed as a new GrADP family. Further studies of GrADP approaches
from toy problems to real-world applications have been provided in comparison
with several other classical control and reinforcement learning approaches. The
rigorous mathematical analysis and stability assurance have also been provided to
address the convergence and boundedness issues, which are the theoretical assurance for this new integrated design. In summary, this is the first time that the
new GrADP design framework has been proposed and described explicitly with its
family members. The numerical simulation verification, engineering applications
and also theoretical results are provided to study each of the new architecture
design from different viewpoints.
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CHAPTER 1
Introduction
1.1

Motivations and Inspirations
Brain intelligence and animal intelligence are very important biological in-

spiration to develop truly self-adaptive systems to such a level of intelligence in
certain perspectives [1, 2, 3]. Although many important fundamental researches
and critical engineering applications have been successfully developed, there is
still a long way to achieve the general-purpose intelligent machine in an engineering way. One of the key challenges is how to design the intelligent systems to
have the capacity to learn, predict and optimize over time, in order to achieve the
ultimate goals [4, 5, 6, 7, 8]. In this dissertation, a new data-driven framework
based on adaptive dynamic programming (ADP) will be proposed to help the intelligent system to learning to optimize online in the uncertain and unstructured
environment. A further hierarchical data-driven framework will also be provided
to mimic brain intelligence to help achieve the long-term goal through multi-stage
internal short-term goals from a biological viewpoint.
In the traditional ADP and reinforcement learning (RL) design, the reinforcement signal feedback is usually set as a fixed formula, such as a binary value or the
quadratic functions. These are defined according to designers’ past experience and
the prior knowledge of the systems under control. For instance, in two important
editorial research books [9, 10], many researchers and professors are designing the
reward feedback based on their knowledge of the system, including several complex
engineering problems. Other research works [11, 12, 13, 14] connected this reward
design with the control problem and thus define it as a quadratic function (or the
integration in a continuous time format). Although promising results have been
reported, there is still an opportunity to address this issue from a more general
1

way [15, 16, 17].
To this end, I am motivated to introduce a general-purpose reinforcement signal representation that is applicable for general systems without any prior knowledge and past experience. This general reinforcement signal feedback design will
be able to help providing an adaptive internal goal guidance online over time, in
order to best fit the online operation environment. For example, if the objectives
change over time, the reinforcement signal feedback should also be adjusted to
fit the new objective [18, 19, 20]. Or, if there are some disturbances or noises
during the operation, the reinforcement signal feedback should also be adjusted
to provide the best representation. More importantly, I am inspired by biological
systems that have multi-level and multi-stage internal goals to accomplish, in order to achieve the long-term goal [21, 22, 23]. For instance, if an animal wants to
survive in a hostile environment, it needs to consider the trade-off between getting
the food and escaping from a hunter. Motivated by such observations, a multilevel reinforcement signal representation is proposed to build a value system that
can facilitate the development of hierarchical internal goal representation. The
learning and association in both top-down and bottom-up pathways to support
this intelligent decision-making process is also discussed here. Based on all these
literature search and biological inspiration, a new adaptive learning framework for
machine intelligence based on adaptive dynamic programming is introduced in this
dissertation.
1.2

Significance of Self-Adaptive System Designs
This is the first time that a self-adaptive reinforcement signal design has been

proposed and demonstrated in the community of ADP and RL. The significance
of the results provided in this dissertation is summarized as following:
• This research proposes a new self-adaptive learning architecture for machine
2

intelligence based on adaptive dynamic programming technique. The online
learning for the internal reinforcement signal is conducted with environment
uncertainties over time. This architecture is a very important step ahead for
the general-purpose machine intelligent system designs.
• Multi-stage hierarchical reinforcement signal representation has been proposed to handle the multi-stage short-term goals in the biological systems, in
order to accomplish long-term objectives. This is the first time that multistage reinforcement signals design have been proposed based on adaptive
dynamic programming architecture.
• The reinforcement signal representation, also called goal representation, is
fully applied to the existing designs in adaptive dynamic programming family.
It is thus called goal representation adaptive dynamic programming (GrADP)
design family. Such designs have been applied in several critical engineering
applications to mimic certain level of human brain and animal behaviors.
1.3

Research Objectives
The objective of this dissertation is focused on designing general-purpose in-

telligent systems that are capable to learn to optimize the decision-making process
in an unknown environment, based on the biological inspired multi-stage internal
goal representations. It is very important to justify the objectives of this integrated framework via different types of ADP architectures onto the various critical
engineering applications:
• The goal representation design could be able to learn proper internal reward
through the interaction with the environment adaptively, rather than a fixed
reward formula all the way over time.
• This designed system could be able to learn near-optimal control policy in
3

unknown environment under disturbances, noises and uncertainties. The
control policy could be better fitted through the online adjustment.
• The designed hierarchical goal representation could be able to provide multistage internal reward signals for the intelligent systems, to mimic certain-level
of intelligence in biological systems.
• The proposed new framework could be able to be implemented in scalable
hardware embedded systems, including FGPA board and GPU board, bring
such intelligence into real-world applications.
1.4

Dissertation Organization
This dissertation will be organized as following:
Chapter 2 provides the background of my research and literature review in

current community. It further provides the introduction Markov decision process,
reinforcement learning, and the ADP design family.
Chapter 3 focuses on a new internal goal representation design based on the
traditional ADP architecture. An additional reference/goal network has been
added into this structure, and the performance is verified through two balancing
benchmarks.
Chapter 4 discusses a new tracking control scheme based on the dual-critic
ADP architecture (i.e., critic and reference networks). The design and implementation of dual-critic network, action network and tracking filter are presented. The
comparative performance is also provided via several tracking examples.
Chapter 5 presents the integration of a general utility function representation
onto the DHP design. The explicit internal utility function is provided by the goal
network and thus its derivatives can be adaptively adjusted. The learning capacity
of the proposed DHP design is improved and demonstrated via the commonly used
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balancing benchmarks.
Chapter 6 further provides the integration of multi-level goal representation
design onto HDP architecture, which is also called hierarchical HDP design. This
hierarchical design is demonstrated with the significant control improvement in
comparison with classical HDP and goal representation HDP designs from certain
perspectives.
Chapter 7 provides the applications of the proposed goal representation adaptive dynamic programming design family from toy problems (maze navigation), to
real-world applications (multi-machine power system stability and control).
Chapter 8 concludes the dissertation and also discusses the future directions
of this self-adaptive learning framework based on adaptive dynamic programming.
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CHAPTER 2
Background and Literature Discussion
2.1

Introduction
Markov decision process (MDP) is a long-standing research topic in decision

making models in stochastic process [24, 25, 26]. Value function (or state-action
pair) is usually used to evaluate how good it is of the agent for a given state. If
the state and the action spaces are finite, then it is called finite MDP, which is
particularly important to the theory of reinforcement learning [27, 28, 16].
In this chapter, the background of both MDP and reinforcement learning
will be introduced. The design architectures and differences of both model-based
and model-free ADP will be discussed. I will also discuss the current literature
review of the ADP designs among three major categories, i.e., heuristic dynamic
programming, dual heuristic dynamic programming and globalized dual heuristic
dynamic programming, as the background of this research.
2.2

Markov Decision Process (MDP) and Reinforcement learning (RL)
A Markov decision process is denoted as a tuple X, U, r, P , where X is the

state space, U is the action space, P is the transition probability and r is the
reward feedback [29, 2, 30]. For instance, given any state and action, x and u, the
probability of each possible next state x0 is defined as
u
0
Pxx
0 = Pr{xt+1 = x |xt = x, ut = u}.

(2.1)

While the expected value of the next reward is defined as
u
0
Rxx
0 = E{rt+1 |xt = x, ut = u, xt+1 = x }.

(2.2)

Solving a reinforcement learning task means finding a policy that achieves the
maximum reward feedback in the long-run. There is always at least one policy
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that is better or equal than any other policies, and this is call optimal optimal
policy [31, 32, 33]. In literature, π is defined as policy and π ∗ is denoted as the
optimal policy (although there may be more than one). The value of a state x
under a policy π is defined as
∞
nX
o
k
V (x) = Eπ {Rt |xt = x} = Eπ
{{γ rk+1 |xt = x}} .
π

(2.3)

k=0

where Eπ is the expected value given that the agent follows policy π. The objective
∗

in this process is to find the optimal policy π ∗ so that to achieve the optimal V π (x)
as
V ∗ (x) = max V π (x) = max
π

u

o
Xn
 u
u
π∗
Pxx
(x0 ) .
0 Rxx0 + γV

(2.4)

x0

In optimal control area [34, 35, 2], Bellman’s optimality principle suggests
that an optimal policy can be built for the “tail subproblem” involving the last
stage and extended backward until that the optimal strategy is built for the entire
process. With the notations in (2.1) and (2.2), Bellman’s optimality equation for
Q∗ can be written as
Q∗ (x, u) =

X

h
i
u
u
∗ 0
0
Pxx
0 Rxx0 + γ max Q (x , u ) .
0
u

x0

(2.5)

where Q∗ (x, u) refers to the value function of the current state x and Q∗ (x0 , u0 )
refers to the value function of the possible next state x0 . Equations (2.4) and (2.5)
are actually two forms of Bellman optimality presentations.
In past decades, RL, especially Q-learning and temporal difference (TD) learning, has been employed to solve Bellman’s equation in MDP. For instance, in [36],
a robust reinforcement learning approach, basically Q-learning approach, was proposed to help the agent to find the optimal control policy with minimum cost.
In addition, “Dyna-Q” learning architecture was later introduced in [37]. This
architecture can be integrated with trial-and-error (reinforcement) learning and
execution-time planning, into a single process operation alternately on the world
7

and on a learned model of the world. Furthermore, TD(λ) was also developed to
improve the convergence speed on solving MDP problems in [38, 39, 24, 40, 41].
Meanwhile, ADP has demonstrated the capability to find the optimal control policy over time and solve the Bellman’s equation in a principle way. High-level
understanding of ADP [42, 43, 44, 45, 46, 47], implied that ADP approaches could
be able to learn and optimize the control policy over time, and find the solution
for Bellman’s optimality equation efficiently. Various ADP architectures, including heuristic dynamic programming (HDP), dual heuristic dynamic programming
(DHP), and globalized dual heuristic dynamic programming (GDHP) (together
with their action-dependent (AD) versions), have been proposed in [48, 29] to seek
the optimal policy over time. It has also been demonstrated that HDP has the
similar learning and association principle with the Q-learning algorithm.
2.3 Adaptive Dynamic Programming (ADP) Family
2.3.1 Model-Based and Model-Free Designs
In this ADP design family, there are usually two major architectures: modelbased ADP architecture and model-free ADP architecture. In the model-based
architecture, a model-network is used to predict the future system variables and
the corresponding future value function (or future derivatives of value function).
Moreover, this model network is also used to connect action and critic networks
during the back-propagation process. In the model-free architecture, the temporal
difference error will be achieved by the current time step and the previous time
step. In this case, there is no need to use the model network to predict for the
future system variables (or the future vale function). The back-propagation process
is thus simplified without any usage of model network. Such model-free HDP has
also been regarded as the equivalence to the classical Q-learning approach. More
importantly, both versions have been used for various real-world applications with
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successful results, and also been applied on the ADP design family. For instance,
the online model-free HDP was developed in [49, 50, 51], where the authors took
the advantages of the potential scalability of the adaptive critic designs and the
intuitiveness of Q-learning. It is also an online learning scheme that simultaneously
updates the value function and the control policy. The model-based HDP was also
proposed with rigorous convergence proof to solve the optimal control problem
for discrete-time nonlinear systems [52]. For model-based DHP/GDHP design,
the authors in [12, 53] introduced that the efficient learning can be achieved with
different weights for different error terms on the auto-lander helicopter problem.
In [54, 55, 56], the authors also demonstrated the convergence analysis for modelbased DHP/GDHP in terms of cost function and control law.
2.3.2

Heuristic Dynamic Programming (HDP)

Heuristic dynamic programming is the most basic architecture in the ADP
family [57, 58]. There are usually two networks in model-free heuristic dynamic
programming design, as presented in Fig. 2.1. An action network is used to provide
the control action to the system, and a critic network is used to evaluate the control
performance over time. For example, the action network will generate the control
action u based on the observation of the system variables x. The critic network
will evaluate the performance of this control policy based on the reinforcement
signal feedback r from the environment. Meanwhile, the value function J will
be approximated by the critic network. As presented in Fig. 2.1, the objective
function of critic network will be provided by the temporal difference between
current step and previous step in Bellman’s equation, denoted as
ec (t) = αJ(t) − [J(t − 1) − r(t)]
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(2.6)

The objective function for the action network is to minimize the total cost (or
maximize the total reward), denoted as
ea (t) = J(t) − Uc

(2.7)

where Uc is the ultimate (expected) cost function and J function is expected to
approach this expected value.

Figure 2.1. The schematic diagram of typical model-free HDP structure.

2.3.3

Dual Heuristic Dynamic Programming (DHP)

Dual heuristic dynamic programming belongs to the advanced ADP design
[59, 60]. As presented in Fig. 2.2, there are still one action network and one
critic network in the design, and the action network is used to generate control
actions. Yet, the critic network is used to approximate the derivatives of the value
function λ rather than value function itself. The evaluation criteria is said to be
more accurate in this case. Usually, there is a model network in DHP design. This
model network is required to be trained offline based on the input and output data
from the system, and then applied online to predict the future system variables
(e.g., x̂(t + 1) and û(t + 1)). In the backward process, the model network is
also used as a bridge to connect the weights propagation from critic network to
action network. Note that, the partial derivatives of value function is defined as
λ = [ ∂J(t)
∂x(t)

∂J(t)
].
∂u(t)

Thus the error function of critic network is defined as
ec (t) =

∂J(t)
∂J(t + 1)
∂r(t)
−α
−
∂Y (t)
∂Y (t)
∂Y (t)
10

(2.8)

where Y (t) = [x(t)

u(t)]T . The error function of action network can be directly

obtained from λ as
ea (t) = α

ˆ + 1)
∂ J(t
∂u(t)

(2.9)

In recent literature, model-free DHP has also been proposed with finite difference technique on various balancing examples [61]. This approach has also been
demonstrated with efficient computational time cost.

Figure 2.2. The schematic diagram of typical DHP structure.

2.3.4

Globalized Dual Heuristic Dynamic Programming (GDHP)

Globalized dual heuristic dynamic programming is the most advanced ADP
design [59, 60]. As seen from Fig. 2.3, it has very similar structure with DHP,
i.e., it has an action network to generate control action, yet a critic network to
approximate both the value function and its derivatives (one may see that there
are two dash lines to). Model network is also usually applied in GDHP design, as
it is used to predict the future system variables and the corresponding future value
function (with its derivatives). Though GDHP is regarded to be the most accurate
ADP learning control approach, it generally has more computational cost and
complicated learning algorithms than those with HDP and DHP. The error function
of critic (action) network is the error combination of the previously introduced
HDP and DHP designs, and thus the learning algorithm is more complicated. It is
always a tradoff to choose between advanced ADP designs (i.e., DHP and GDHP)
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and basic ADP design (i.e., HDP) for a specific system.

Figure 2.3. The schematic diagram of typical GDHP structure.

2.4

Summary
This chapter presents the background knowledge and literature discussion for

adaptive dynamic programming and reinforcement learning, which are both deeply
indebted to the idea of Markov decision processes from the field of optimal control.
The background of learning and association (i.e., state-action pair) in decisionmaking process is provided. The fundamental principles of reinforcement learning
and adaptive dynamic programming are also discussed. Three major architectures
in adaptive dynamic programming are introduced to solve the Bellman’s equation
and find the optimal control policies.
In the rest of this dissertation, new ADP architectures are proposed based
on the presented knowledge and principle in this chapter, and improved learning
control results from toy problems to real-world applications will also be provided.
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CHAPTER 3
A New Internal Goal Representation Framework
3.1

Introduction
In this chapter, a novel adaptive dynamic programming architecture with

three neural networks, i.e., an action network, a critic network, and a reference
network, is developed with internal goal-representation technique for online learning and optimization [62, 63]. Unlike the traditional ADP design with two neural
networks (i.e., an action network and a critic network), this approach integrates
the third neural network, called the reference network, into the actor-critic design
framework. The motivation is to build a general-purpose (internal) reinforcement
signal to facilitate learning and optimization overtime [6, 7, 5]. The detailed design procedure and its associated learning algorithm are provided to explain how
the effective learning and optimization can be achieved. Furthermore, the learning control performance on two commonly used balancing benchmarks are also
presented.
3.2

A Three-Network ADP Architecture
Fig. 3.1 shows the proposed ADP architecture with goal representation net-

work [62, 63]. Compared to the existing ADP architectures [64, 65, 66, 67], the key
idea is to integrate another neural network, the reference network, to provide the
internal reinforcement signal (internal goal representation) s(t). By introducing
such a reference network to represent the system’s internal goal, this architecture
provides a new way to adaptively estimate the internal reinforcement signal instead of crafted by hands. This is the most important contribution of this work
when compared to the existing ADP designs. From a mathematical point of view,
this new architecture presents two major differences compared with that of the
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existing ADP designs. First, the critic network has one more additional input s(t)
from the reference network. Second, the optimization error function and learning
in the reference network and critic network are different: The error function of
the reference network is related to the primary reinforcement signal r(t), whereas
for the critic network, it is related to the internal reinforcement signal s(t). Both
of these characteristics will change the parameters tuning and adaptation. Note
that another characteristic of this method is that it shares the advantage of no
requirement of a system model to predict the future system state, as proposed in
the important ADP architecture in [68, 69]. This means similar to the architecture
in [68], the proposed approach also stores the previous cost-to-go value to obtain
the temporal difference for training at any time instance. This enables the online
learning, association, and optimization over time.

Figure 3.1. The proposed ADP architecture with internal goal representation.

14

3.3

Learning and Optimization Algorithms
From Fig. 3.1 one can see, there are three paths to tune the parameters of

the three types of networks. The action network in this architecture is similar
to the classic ADP approach to indirectly backpropagate the error between the
desired ultimate objective Uc and the J function from the critic network [68][70].
Therefore, the error function Ea (t) used to update the parameters in the action
network can be defined as (path 1 in Fig. 3.1):

ea (t) = J(t) − Uc (t);

1
Ea (t) = e2a (t).
2

(3.1)

The key of this architecture relies on the learning and adapting process for the
reference network and critic network. As the primary reinforcement signal r(t) is
presented to the reference network, the secondary (also called internal) reinforcement signal s(t) is adapted to provide a more informative internal reinforcement
representation to the critic network, which in turn is used to provide a better approximation of the J(t). In this way, the primary reinforcement signal r(t) is in a
higher hierarchical level and can be a simple binary signal to represent “good” or
“bad”, or “success” or “failure”, while the secondary reinforcement signal s(t) can
be a more informative continuous values for improved learning and generalization
performance. Therefore, the error function Ef (t) used to update the parameters
in the reference network can be defined as (path 2 in Fig. 3.1):

ef (t) = αJ(t) − [J(t − 1) − r(t)];

1
Ef (t) = e2f (t).
2

(3.2)

Once the reference network outputs the s(t) signal, it will be used as an input
to the critic network, and also used to define the error function to adjust the
parameters of the critic network (path 3 in Fig. 3.2).
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ec (t) = αJ(t) − [J(t − 1) − s(t)];

1
Ec (t) = e2c (t).
2

(3.3)

In this architecture, the chain backpropagation rule is used for training and
adaptation of the parameters of all three networks. Fig. 3.2 shows the three
backpropagation paths used to adapt the parameters in the three networks.

Figure 3.2. Parameters adaptation and tuning based on backpropagation
In this figure, the optimization error functions for the action network Ea ,
reference network Ef , and critic network Ec are defined in equations (3.1), (3.2)
and (3.3), respectively.

Therefore, chain backpropagation can be calculated

through the three data paths as highlighted in Fig. 3.2. Briefly speaking, the high
level conceptual calculation on this can be summarized as follows.

Path 1 For action network:
∂Ea (t)
∂Ea (t) ∂J(t) ∂u(t)
=
∂wa (t)
∂J(t) ∂u(t) ∂wa (t)
Path 2 For reference network:
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(3.4)

(a)

(b)

Figure 3.3. Design of the three networks with nonlinear neural network: (a) Reference network design; (b) Critic network design

∂Ef (t)
∂Ef (t) ∂J(t) ∂s(t)
=
∂wf (t)
∂J(t) ∂s(t) ∂wf (t)

(3.5)

Path 3 For critic network:
∂Ec (t) ∂J(t)
∂Ec (t)
=
∂wc (t)
∂J(t) ∂wc (t)
3.3.1

(3.6)

Learning in Goal Network

Fig. 3.3(a) shows the reference network used in this design with a 3-layer
nonlinear architecture (with 1 hidden layer). To calculate the backpropagation,
we first need to define the reference network output s(t) as follows.

s(t) =

k(t) =

1 − exp−k(t)
.
1 + exp−k(t)

Nh
X

(2)

wfi (t)yi (t),

i=1
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(3.7)

(3.8)

yi (t) =

zi (t) =

1 − exp−zi (t)
,
1 + exp−zi (t)

n+1
X

(1)

wfi, j (t)xj (t),

i = 1, . . . , Nh

i = 1, . . . , Nh

(3.9)

(3.10)

j=1

Where zi is the ith hidden node input of the reference network and yi is the
corresponding output of the hidden node, k is the input to the output node of the
reference network before the sigmoid function, Nh is the number of hidden neurons
of the reference network, and (n + 1) is the total number of inputs to the reference
network including the action value u(t) from the action network.
To apply the backpropagation rule, one can refer to Fig. 3.2 and equations
(3.2) and (3.5). Specifically, since the output s(t) is an input to the critic network,
backpropagation can be applied here through the chain rule (path 2) to adapt the
parameters Wf . This procedure is illustrated as follows.

(2)

(1) ∆wf : Reference network weight adjustment for the hidden to the output
layer.

(2)

∆wfi = ηf (t)[−

∂Ef (t)
(2)
∂wfi (t)

=

∂Ef (t)
(2)

]

(3.11)

∂wfi (t)

∂Ef (t) ∂J(t) ∂s(t) ∂k(t)
∂J(t) ∂s(t) ∂k(t) ∂wf(2) (t)
i

(3.12)

Nh
X
1
1
= αef (t) ·
[wc(2)
(t) (1 − p2i (t))wc(1)
(t)] · (1 − (s(t))2 ) · yi (t)
i
i, n+2
2
2
i=1
(1)

(2) ∆wf : Reference network weight adjustments for the input to the hidden layer.

(1)

∆wfi, j = ηf (t)[−
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∂Ef (t)
(1)

∂wfi, j (t)

]

(3.13)

∂Ef (t)
(1)
∂wfi, j (t)

=

∂Ef (t) ∂J(t) ∂s(t) ∂k(t) ∂yi (t) ∂zi (t)
∂J(t) ∂s(t) ∂k(t) ∂yi (t) ∂zi (t) ∂wf(1) (t)

(3.14)

i, j

= αef (t) ·

Nh
X

1
1
(2)
(t)] · (1 − (s(t))2 ) · wfi (t)
[wc(2)
(t) (1 − p2i (t))wc(1)
i, n+2
i
2
2
i=1

1
· (1 − yi2 (t)) · xj (t)
2
Once the reference network provides the secondary reinforcement signal s(t)
to the critic network, one can adapt the parameters in the critic network.
3.3.2

Learning in Critic Network

Fig. 3.3(b) shows the critic network used in our current design with a 3-layer
nonlinear architecture (with 1 hidden layer). To calculate the backpropagation,
we first need to define the critic network output J(t) as follows.

J(t) =

Nh
X

wc(2)
(t)pi (t),
i

(3.15)

i=1

pi (t) =

qi (t) =

1 − exp−qi (t)
,
1 + exp−qi (t)

n+2
X

wc(1)
(t)xj (t),
i, j

i = 1, . . . , Nh

i = 1, . . . , Nh

(3.16)

(3.17)

j=1

Where qi and pi are the input and output of the ith hidden node of the critic
network, respectively, and (n + 2) is the total number of inputs to the critic network including the action value u(t) from the action network and the secondary
reinforcement signal s(t) from the reference network.
By applying chain backpropagation rule (path 3), the procedure of adapting
parameters in the critic network is summarized as follows.
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(2)

(1) ∆wc : Critic network weight adjustments for the hidden to the output layer.

∆wc(2)
= ηc (t)[−
i

∂Ec (t)
(2)
∂wci (t)

=

∂Ec (t)
(2)

]

(3.18)

∂wci (t)

∂Ec (t) ∂J(t)
= αec (t) · pi (t)
∂J(t) ∂wc(2)
i (t)

(3.19)

(1)

(2) ∆wc : Critic network weight adjustments for the input to the hidden layer.

∆wc(1)
= ηc (t)[−
i, j

∂Ec (t)
(1)
∂wci, j (t)

3.4

=

∂Ec (t)
(1)

]

(3.20)

∂wci, j (t)

1
∂Ec (t) ∂J(t) ∂pi (t) ∂qi (t)
(t) · (1 − p2i (t)) · xj (t)
= αec (t) · wc(2)
i
(1)
∂J(t) ∂pi (t) ∂qi (t) ∂wci, j (t)
2
(3.21)

Simulation Studies
The proposed three-network algorithm has been implemented on a cart-pole

balancing problem, which is the same as that in [68]. The ultimate goal here is
to control the force applied on the cart to move it either left or right to keep the
balance of the single pole mounted on the cart. The system function of the model
is described as following:

2

2

∂ θ/∂t =

g sin θ +

∂ 2 x/∂t2 =

cos θ[−F −mlθ̇2 sin θ+µc sgn(ẋ)]
mc +m
4
θ2
l( 3 − mmcos
)
c +m

−

µp θ̇
ml

F + ml[θ̇2 sin θ − θ̈ cos θ] − µc sgn(ẋ)
mc + m

(3.22)

(3.23)

where the acceleration g = 9.8m/s2 , the mass of the cart mc = 1.0kg, the mass
of the pole m = 0.1kg, half-pole length l = 0.5m, the coefficient of friction of the
cart µ = 0.0005 and the coefficient of friction the pole µp = 0.000002. The force
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F applied to the cart is either 10 Newtons or −10 Newtons, and the sgn function
in equation (3.23) is defined as following:

 1, x > 0
0, x = 0
sgn(x) =

−1, x < 0

(3.24)

The state vector in this system model is


Q = x θ ẋ θ̇

(3.25)

In current case study, the same criteria as those in [68] are adopted to evaluate
the performance of our control approach. That is to say a pole is considered fallen
when the angular is outside the range of [−12◦ , 12◦ ] or the cart if beyond the range
of [−2.4, 2.4]m. Note that F ,which applied to the cart, is binary while the control
action u(t), which fed into critic network, is continuous value.
3.4.1

Cart-Pole Balancing Example

In order to evaluate the statistic performance of our proposed approach, 100
independent runs are set to this task with different initial state conditions. Specifically, the angular and angular velocity of the pole in each of these initial states are
uniformly generated within [−0.1◦ , 0.1◦ ] and [−0.5, 0.5]∗180/pi rad/s respectively,
while the position and velocity of the cart are both 0. We hope these different initial conditions will provide a comprehensive understanding of our approach.
Table 3.1. Summary of the parameters used in cart-pole balancing task
Para. lc (0) la (0) lr (0)
value 0.3
0.3
0.3

lc (f )
0.001

la (f )
0.001

lr (f )
0.001

*
*

Para.
value

Tc
0.05

Ta
0.005

Tr
0.05

α
0.95

Nc
80

Na
100

Nr
50

The parameters in our simulation are summarized in Table 3.1 and the notations are defined as following:
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lc (0) : initial learning rate of the critic network;
la (0) : initial learning rate of the action network;
lr (0) : initial learning rate of the reference network;
lc (k) : learning rate of the critic network which is decreased by 0.05 every 5
time step until it reach lc (f ) and stay thereafter;
la (k) : learning rate of the action network which is decreased by 0.05 every 5
time step until it reach la (f ) and stay thereafter;
lr (k) : learning rate of the reference network which is decreased by 0.05 every
5 time step until it reach lr (f ) and stay thereafter;
Nc : internal cycle of the critic network;
Na : internal cycle of the action network;
Nr : internal cycle of the reference network;
Tc : internal training error threshold for the critic network;
Ta : internal training error threshold for the action network;
Tr : internal training error threshold for the reference network;

For comparative study, the proposed approach and the ADP approach in [68]
Table 3.2. Performance evaluation on case I: cart-pole balancing task.
The 2nd and the 3rd columns are with our proposed method, while the
4th and the 5th columns are the results from existing approach
Noise type
Noise free
Uniform 5% a.∗
Uniform 10% a.
Uniform 5% s.†
Uniform 10% s.
Gaussian σ 2 (0.1) s.
Gaussian σ 2 (0.2) s.
∗
†

Success rate
100 %
100 %
100 %
100 %
100 %
100 %
100 %

] of trial
13.7
16.1
20.6
12.6
14.4
15.0
21.3

a. : actuators are subject to the noise
s. : sensors are subject to the noise
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Success rate
100 %
100 %
100 %
100 %
100 %
100 %
100 %

] of trial
6
8
14
32
54
164
193

are tested under the same parameter setting. These results are summarized in
Table 3.2. For fair comparison, the noise disturbances are also added in the simulation. From these results, the proposed approach can provide competitive results,
especially under the uniform noise and Gaussian noise on sensors. Note that under noise free condition and uniform noise on actuator (both 5% and 10%), the
approach in [68] can provide better results. This might indicate the proposed threenetwork ADP approach is more robust and can work effectively under relatively
large level of noises.
3.4.2

Triple-Link Inverted Pendulum Balancing Example

The three-network approach mentioned above is now tested on triple-link inverted pendulum, which is unstable with multivariables and exhibits non-negligible
nonlinearities. This kind of pendulum is frequently used to evaluate the performance of new control strategies. Here we consider the same system model as in
[68]. Fig.3.4 shows a schematic diagram depicting the notations used.

Figure 3.4. Definition of notation used in the system equations for the triple link
inverted pendulum benchmark
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The nonlinear dynamic equations of this system can be expressed as:
F (q)

d2 q
dq dq
= −G(q, ) − H(q) + L(q, u)
2
dt
dt dt

(3.26)

where



A1
A2 cos(θ1 )
A3 cos(θ2 )
A4 cos(θ3 )
 A9 cos(θ1 )
A10
A11 cos(θ1 − θ2 ) A12 cos(θ1 − θ3 ) 

F (q) = 
 A18 cos(θ2 ) A19 cos(θ1 − θ2 )
A20
A21 cos(θ2 − θ3 ) 
A28 cos(θ3 ) A29 cos(θ1 − θ3 ) A30 cos(θ2 − θ3 )
A31
(3.27)

A5
A6 sin(θ1 )θ˙1
A7 sin(θ2 )θ˙2
A8 sin(θ3 )θ˙3
 0
dq
A13
A14 sin(θ1 −θ2 )θ˙2 +A15
A16 sin(θ1 −θ3 )θ˙3
G(q, ) = 
 0 A22 sin(θ1 −θ2 )θ˙2 +A23
A24
A25 sin(θ2 −θ3 )θ̇3 +A26
dt
˙
˙
0
A33 sin(θ1 −θ3 )θ1
A35 sin(θ2 −θ3 )θ2 +A36
A32
(3.28)



x
 θ1 

q=
 θ2 
θ3


0
 A17 sin(θ ) 
1 
H(q)= 
 A27 sin(θ2 ) 
A34 sin(θ3 )

Ks u − sgn(x)µx A37
 −sgn(θ1 )µ1 A38
L(q, u) = 
 −sgn(θ2 )µ2 A39
−sgn(θ3 )µ3 A40


(3.29)

(3.30)






(3.31)

Note that all the µ here is the Coulomb friction coefficient for links and is not
linearizable. In this simulation, µx = 0.07, µ1 = µ2 = µ3 = 0.003, and Ai are all
available in Table 3.3. The parameters in Table 3.3 are defined in the following:
L1 : 0.43m, total length of the 1st link;
L2 : 0.33m, total length of the 2nd link;
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Table 3.3. System constants for the triple link inverted pendulum problem
Constant

Value

Constant

Value

A1

M + m1 + m2 + m3

A2

m1 l1 + (m2 + m3 )L1

A3

m2 l2 + m3 L2

A4

m3 l3

A5

Cc

A6

−m1 l1 − (m2 + m3 )L1

A7

−(m2 l2 + m3 L2 )

A8

−m3 l3

A9

m1 l1 + (m2 + m3 )L1

A10

I1 + m2 l12 + (m2 + m3 )L21

A11

(m2 l2 + m3 L2 )L1

A12

m3 l3 L1

A13

C1 + C2

A14

(m2 l2 + m3 L2 )L1

A15

−C2

A16

m3 l3 L1

A17

−g(m1 l1 + m2 L1 + m3 L1 )

A18

m2 l2 + m3 L2

A19

(m2 l2 + m3 L2 )L1

A20

I2 + m3 L22 + m2 l22

A21

m3 l3 L2

A22

−(m2 l2 + m3 L2 )L1

A23

−C2

A24

C2 + C3

A25

m3 l3 L2

A26

−C3

A27

−g(m2 l2 + m3 L2 )

A28

m3 l3

A29

m3 l3 L1

A30

m3 l3 L2

A31

I3 + m3 l32

A32

C3

A33

−m3 l3 L1

A34

−gm3 l3

A35

−m3 l3 L2

A36

−C3

A37

1.3

A38

0.506

A39

0.219

A40

0.568
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L3 : 0.13m, total length of the 3rd link;
l1 : 0.37m, length from mount joint to the center of gravity of 1st link;
l2 : 0.3m, length from 1st joint to the center of gravity of 2nd link;
l3 : 0.05m, length from 2nd joint to the center of gravity of 3rd link;
m1 : 0.4506kg, mass of the 1st link;
m2 : 0.219kg, mass of the 2nd link;
m3 : 0.0568kg, mass of the 3rd link;
M : 1.014kg, mass of the whole cart;
g : 9.8m/s2 , acceleration of gravity;
I1 : 0.0042kgm2 , mass moment of inertia of the 1st link about its center of
gravity;
I2 : 0.0012kgm2 , mass moment of inertia of the 2nd link about its center of
gravity;
I3 : 0.00010609kgm2 , mass moment of inertia of the 3ird link about its center
of gravity;
Cc : 5.5N ms, dynamic friction coefficient between the cart and the track;
C1 : 0.00026875N ms, dynamic friction coefficient for the 1st link;
C2 : 0.00026875N ms, dynamic friction coefficient for the 2nd link;
C3 : 0.00026875N ms, dynamic friction coefficient for the 3rd link;

In this case, the only control unit u (in voltage), generated by the action
network, is converted into force by an analog amplifier (with gain Ks = 24.7125
Newtons/volt) to the DC servo motor. Each link here only rotates in a vertical
plane, and the sample time interval is chosen to be 5ms. In order to better show the
performance of the proposed three network algorithm with Runge-Kutta methods,
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the system equations are transformed into the state-space forms as follows:
Q̇(t) = f (Q (t) , u (t))


f(Q(t), u(t)) =

(3.32)

 

04×4
I4×4
04×1
+
04×4 −F−1 (Q(t))G(Q(t))
−F−1 (Q(t))[H(Q(t)) − L(Q(t), u(t))]
(3.33)

and


Q = x θ1 θ2 θ3 ẋ θ˙1 θ˙2 θ˙3

(3.34)

Specific physical meanings for these eight state variables are illustrated in the
Fig.3.4. They are:
a) x, position of the cart on the track;
b) θ1 , vertical angle of the 1st link joint to the cart;
c) θ2 , vertical angle of the 2nd link joint to the 1st link;
d) θ3 , vertical angle of the 3rd link joint to the 2nd link;
e) ẋ, cart velocity;
f) θ˙1 , angular velocity of θ1 ;
g) θ˙2 ,angular velocity of θ2 ;
h) θ˙3 , angular velocity of θ3 .
Environment Setup
In this experimental setup, the constraints for the triple-linked inverted pendulum are: 1) The cart track extends 1.0 meter to both sides from the center
point; 2) The voltage applied to the motor should be within [−30, 30]V ; 3) Each
link angle should be within the range of [−20◦ , 20◦ ] with respect to the vertical axis.
Here, condition 2) is guaranteed by using a sigmoid function. While for the other
two conditions, if either one fails or both fail, the system will be provided with an
external reinforcement signal r = −1 at the moment of failure, otherwise r = 0
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all the time. Based on this external reinforcement signal, the three-network ADP
approach will automatically and adaptively develop an internal reinforcement signal to facilitate the learning and optimization process over time. For performance
assessment, the same criteria as in [68] are adopted for this triple-linked inverted
pendulum in this case study.
One hundred runs in this current study are conducted. Similarly as cart-pole
problem, for different runs, here I will use different initial starting states. Specifically, I set the three angles and angle velocity of the triple links to be uniformly
within the range of [−1◦ , 1◦ ] and [−0.50, 0.50] ∗ 180/pi rad/s, respectively. As
for x and ẋ, their initial states are set to zero. The critic network is chosen as a
10-20-1 multi-layer perceptron (MLP) neural network structure [71, 72]. That is
to say there are 10 input neurons, 20 hidden layer neurons, and 1 output neuron in
this neural network. The action neural network is chosen as 8-14-1 MLP structure
and the reference network is set as 9-14-1 MLP structure. The learning parameters
such as learning rate, internal cycle, and internal training error threshold for the
action network, reference network, and critic network are presented in Table 3.4.
Table 3.4. Summary of the parameters used in triple-link inverted pendulum balancing task
Para.
value

lc (0)
0.3

la (0)
0.3

lr (0)
0.3

lc (f )
0.001

la (f )
0.001

lr (f )
0.001

*
*

Para.
value

Nc
80

Na
100

Nr
50

Tc
0.05

Ta
0.005

Tr
0.05

α
0.95

Simulation Analysis
Summary of the simulation results with different noise conditions are presented
in Table 3.5. Comparing with those in [68], the proposed three-network ADP
architecture can achieve competitive results in this case as well. To observe how
the proposed approach performs under this task, here I present a snapshot of the
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Figure 3.5. Statistics of the successful runs. (a) Number of required trials for the
successful runs. (b) Histogram the statistics.

statistics of different runs under noise free condition. Fig. 3.5(a) shows the number
of required trials for each successful run, and Fig. 3.5(b) shows the corresponding
histogram information. The three angles and angle velocities of the triple links are
set to be uniformly within the range of [−1◦ , 1◦ ] and [−0.50, 0.50] ∗ 180/pi rad/s,
respectively, and the initial states of x and ẋ are set to zero.
Table 3.5. Performance evaluation on case II: triple-link balancing task. The 2nd
and the 3rd columns are with our proposed method, while the 4th and the 5th
columns are the results from existing approach
Noise type
Success rate ] of trial Success rate ] of trial
Noise free
99 %
571.4
97 %
1194
Uniform 5% a.
99 %
596.9
92 %
1239
Uniform 10% a.
99 %
673.1
84 %
1852
Uniform 5% s.
99 %
620.1
89 %
1317
Uniform 10% s.
99 %
657.9
80 %
1712
2
Gaussian σ (0.1) s. 80 %
1170.4
85 %
1508
2
Gaussian σ (0.2) s. 50 %
1372.2
76 %
1993

To further analyze how the proposed ADP structure can accomplish the control task, Fig. 3.6(a) to 3.6(h) show a typical trajectory on the task for all the
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Figure 3.6. Typical trajectory on the triple-link inverted pendulum balancing task.
(a) The position x of the cart. (b) The 1st joint angle of the triple link pendulum.
(c) The 2st joint angle of the triple link pendulum. (d) The 3st joint angle of the
triple link pendulum. (e) The velocity of the cart. (b) The angular velocity of
the 1st joint angle of the triple link pendulum. (c) The angular velocity of the 2st
joint angle of the triple link pendulum. (d) The angular velocity of the 3st joint
angle of the triple link pendulum.
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Figure 3.7. Typical histogram on the triple-link inverted pendulum balancing task.
(a) The histogram of position x of the cart. (b) The histogram of the 1st joint
angle of the triple link pendulum. (c) The histogram of the 2st joint angle of the
triple link pendulum. (d) The histogram of the 3st joint angle of the triple link
pendulum.

state variables under noise free condition, namely the the position x of the cart
(3.6(a)), the first, second, and third joint angle of the triple link pendulum (3.6(b)
to 3.6(d)), the velocity of the cart 3.6(e), and the angular velocity of the first,
second, and third joint angle of the triple link pendulum (3.6(f) to 3.6(h)). The
corresponding histogram information for the position x and three joint angle information are also shown in Fig. 3.7(a) to Fig. 3.7(d). All these results clearly
indicate that the proposed ADP approach can effectively control the system to
achieve desired states during the online learning process.
Furthermore, since the main objective of the reference network is to provide
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Figure 3.8. Typical trajectory of cost-to-go and control action signal on the triplelink inverted pendulum balancing task. (a) The cost-to-go signal on the task. (b)
The control action signal on the task.

an internal reinforcement signal to facilitate the learning and optimization in the
ADP structure, I further analyze how the J value and control action u looks like
in this case. Fig. 3.8(a) shows a snapshot of the convergence of the J value during
the learning process, and Fig. 3.8(b) shows another snapshot of the control action
u during a typical successful run. Both figures also clearly demonstrate that our
proposed approach can effectively accomplish the control performance in this case.
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3.5

Summary
A three-network ADP architecture with an action network, a critic network,

and a reference network, for adaptive learning, control, and optimization is presented here. The key idea of this approach is the introduction of a new reference
network (will be called goal network in the remaining of this dissertation) to develop internal goal-representation to facilitate learning and optimization. It provides an effective way to adaptively and automatically build the internal goal representations for the intelligent systems. A detailed design architecture and learning
algorithm is presented, followed by detailed simulation analysis on two benchmark
tasks (i.e., balancing a cart-pole model and a triple-link inverted pendulum model)
to demonstrate the effectiveness of our approach. In the next chapter, I am going to further demonstrate its adaptive learning mechanism in an tracking control
problem.
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CHAPTER 4
Goal Representation Design for Heuristic Dynamic Programming
(GrHDP) Architecture
4.1

Introduction
A “Dual” critic network technique is integrated into the ADP architecture, and

this new architecture is called goal representation heuristic dynamic programming
(GrHDP) design [73, 74]. Specifically, an alternative choice rather than crafting
the reinforcement signal manually from priori knowledge is proposed. The overall
adaptive learning performance has been tested on two tracking control benchmarks
with a tracking filter. For comparative studies, the tracking performance with the
typical HDP is also presented to justify the improved performance. Furthermore,
a virtual reality (VR) platform is provided to demonstrate the real-time simulation under different disturbance situations. Detailed Lyapunov stability analysis
for the proposed approach is presented to support the proposed structure from a
theoretical point of view (see Appendix A).
4.2

Design of GrHDP for Tracking Control
The schematic diagram of this proposed idea is presented in Fig.4.1. The

action network is kept the same as that in [68, 51]. While for the critic network,
I integrate with one reference network (also called goal network) and therefore
there are two networks in the dual-critic network block as presented in Fig.4.2.
The tracking filter is added to show the performance on tracking control problem.
The following of this section will introduce the dual critic network block and the
tracking filter, respectively.
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Figure 4.1. Architecture design of the proposed HDP approach with a tracking
filter.
4.2.1

Design of Dual-Critic Network

The motivation of this dual critic network (goal representation) design is in
two-fold: one is to provide an internal goal guidance for the critic network; the other
one is to help approximate the cost-to-go adaptive, since the internal reinforcement
signal works as one of the input vectors for the critic network.
From the system-level view in Fig.4.1, we can see that the parameters in dual
critic network block can not only be tuned by external signal, but also be adjusted
by itself. Specifically, the reference (goal) network in the top of the block is tuned
by the error function with the external reward signal, while the critic network in the
bottom of the block is tuned by the error function with the internal reinforcement
signal. As presented in Fig.4.2, the reference network observes a regular reward
signal r(k) (usually a binary value) from external environment and provides the
critic network with a detailed internal reinforcement signal s(k) (usually a contin-

35

Figure 4.2. Description of the dual critic network.
uous value) by justifying the system state vectors X(k) and control action u(k).
In order to approximate the value function J(k) well, the critic network keeps the
same inputs as the reference network in addition with the internal signal s(k).
Moreover, s(k) also contributes in the error function of the critic network as the
dash line showed inside the block. Since the s(k) can be automatically adjusted
according to the state vectors X(k) and the control action u(k), we regard it as
an adaptive reinforcement signal. In summary, the key idea of this “dual critic”
design is to use the reference network to automatically and adaptively generate the
internal goal signal, rather than hand-crafted in the traditional HDP approaches,
to guide the decision-making process for the optimal action at any time instance
to accomplish the final goal. This reference network can also actively interact
with the critic network and action network, either directly (for critic network) or
indirectly (for action network), to support the action selection in a principled way.
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Figure 4.3. Description of the tracking filter.
4.2.2

Design of Tracking Filter

In order to demonstrate the improvement of the proposed dual-critic (GrHDP)
controller, I would like to test it on nonlinear tracking control problem with a
tracking filter as presented in Fig.4.1. The inner structure of the tracking filter is
presented in Fig.4.3, which was motivated from [75] and later developed in [51, 76].
The nonlinear system function is defined in a general form as that.
x(k + 1) = f (x(k)) + u(k) + d(k) .
where

f (x(k))

[ x1 (k) x2 (k)

is

the

x3 (k) ...

nonlinear

system

function,

(4.1)
x(k)

=

xn (k) ] and xi (k) ∈ < is the state value for

the ith dimension at time instance k. u(k) is the control action. And d(k) is the
disturbance bounded in [−dm , dm ], where dm is a constant value.
The nonlinear system function f (x(k)) is assumed unknown in the simulation
and can be approximated by the action network here. The approximation value
is denoted as fˆ(x(k)), which works as one of the inputs of the filter. Moreover,
the inputs of the filter also include the current state vector X(k) and the desired
trajectory value xd (k) and xd (k + 1) as presented in Fig.4.3. The error e(k) is
defined with the difference between the current state value and the desired value
37

as follows.
e(k) = x(k) − xd (k).

(4.2)

and the filtered tracking error ē(k) is defined as
ē(k) = e(k) + λ1 en−1 (k) + ... + λn−1 e1 (k).

(4.3)

Where en−1 (k),...,e1 (k) are the past error values, which mean that en−i (k) = en (k−
i), i = 0, 1, ...n − 1, n ∈ <. For brevity, we define ∧ = [λn−1 , λn−2 , ..., λ1 ],
where λi ∈ <. Therefore, (4.3) can be re-written as
ē(k) = [∧ I]e(k).

(4.4)

Again, we can rewrite (4.3) for time instance k + 1 as,
ē(k + 1) = e(k + 1) + λ1 en−1 (k + 1) + ... + λn−1 e1 (k + 1).

(4.5)

Substitute (4.1) into (4.5), we will get
ē(k + 1) =f (x(k)) − xd (k + 1) + λ1 en−1 (k + 1) + ...
+ λn−1 e1 (k + 1) + u(k) + d(k)
(4.6)
=f (x(k)) − xd (k + 1) + λ1 en (k) + ...
+ λn−1 e2 (k) + u(k) + d(k).
Similar as that in [51, 76], we define that the control sequence
u(k) = xd (k + 1) − fˆ(x(k)) + kv ē(k) − λ1 en (k)−
(4.7)
... − λn−1 e2 (k).
Substitute (4.7) into (4.6), we will get that
ē(k + 1) = Kv ē(k) − f˜(x(k)) + d(k).

(4.8)

where f˜(x(k)) is the nonlinear system function approximation error given by
f˜(x(k)) = f (x(k)) − fˆ(x(k)).

(4.9)

and Kv is the gain value. Assuming that f˜(x(k)) is bounded, the system will be
stable if 0 < Kvmax < 1, where Kvmax is the maximum eigenvalue of Kv [76].
38

4.2.3

Design of Reinforcement Signals

As it is mentioned above, there are two types of reinforcement signals in our
proposed approach. One is the external reinforcement signal which comes from
the environment, and the other one is internal reinforcement signal which comes
from the reference network and works as an internal goal that guides the system’s
behavior specifically.
External reinforcement signal r(k) is defined according to the current filtered
tracking error ē(k)
r(k) =



r1 (k) r2 (k) , ..., rm (k)



∈ <m .

(4.10)

with

ri (k) =

0,
−1,

if kēi (k)k ≤ c
if kēi (k)k ≥ c

, i = 1, 2, 3, ..., m.

(4.11)

where k·k represents Euclidean vector 2-norm and c is the constant threshold for
the filtered tracking error. The binary value “0” represents “good” for the tracking
performance while “-1” means “poor”.
The internal reinforcement signal s(k) is the output of reference network
bounded in [−1, 1] and can be adaptively adjusted as the system states change.
At the feed-forward stage, the internal signal works as one of the inputs for the
critic network. At the feed-backward stage, the parameters in the critic network
are tuned by the error function with s(k). Therefore, the internal reinforcement
signal s(k) closely connects the reference network and the critic network as a whole
block.
4.3

Association and Implementation
In this section, the procedures to implement the proposed GrHDP (dual critic

network HDP) approach with a tracking filter is presented. A brief pseudo-code
(Algorithm 1) is provided for the implementation steps. Multilayer perceptron
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(MLP) neural network has been one of the most popular techniques to approximate
the nonlinear function in the ADP community [77, 12, 78]. Thus, in this design,
MLP is used for the neural network implementation.
4.3.1

Learning and Optimization in Dual Critic Network

Compared with the typical HDP design in [68], the learning and optimization
of the critic network here is associated with the reference network as presented in
Fig.4.4. At the forward stage, the reference network obtains the inputs of the state
vector X(k) and the control action u(k) and provides an internal reinforcement
signal s(k) for the critic network. Then the critic network updates the cost-to-go
signal J(k). At the backward stage, the reference network will first be tuned by the
error function (4.15) with r(k) and the updated cost-to-go signal J(k). After this is
done, the reference network will provide the updated internal reinforcement signal
s(k) for the critic network, which will then be adjusted with the error function
(4.12). The learning process will repeat until the terminal conditions are satisfied.
Pseudo-code in Algorithm1 shows exactly this learning procedure.

Figure 4.4. Learning schematic in dual critic network.
The error function of the critic network is defined as follows.
ec (k) = αJ(k) − [J(k − 1) − s(k)];
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1
Ec (k) = e2c (k).
2

(4.12)

where

J(k) = ωc(1) (k) · φ ωc(2) (k) · xc (k) .
(1)

(4.13)

(2)

and ωc (k) and ωc (k) refer the weights of input to hidden layer and hidden to
output layer in critic network, respectively. xc (k) is the input vector of the critic
network and it contains the state vector X(k), the control action u(k) and the
internal signal s(k). φ is for sigmoid function that refines the output into the
range of [−1, 1]. And



(1)
(2)
s(k) = φ ωr (k) · φ ωr (k) · xr (k) .
(1)

(4.14)

(2)

and ωr (k) and ωr (k) refer the weights of input to hidden layer and hidden
to output layer in reference network, respectively. xr (k) is the input vector of
reference network and it contains the state vector X(k) and the control action
u(k).
The error function of the reference network is defined as follows.
er (k) = αJ(k) − [J(k − 1) − r(k)];

1
Er (k) = e2r (k).
2

(4.15)

Given that the state vector X(k) has n elements and the control action u(k)
is a single control unit, the inputs for the reference network and the critic network
will be (n + 1) and (n + 2), as presented in Fig.4.5(a) and Fig.4.5(b), respectively.
Chain backpropagation rule is employed for the neural networks to learn and adapt
their weights.
1) Ref erence N etwork : The reference network is introduced here to provide
an internal goal representation for the critic network. The internal goal s(k) is
defined as follows:

s(k) =

1 − exp−l(k)
.
1 + exp−l(k)
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(4.16)

(a)

(b)

Figure 4.5. (a) The neural network structure of the reference network; (b) The
neural network structure of the critic network.

l(k) =

Nrh
X

wr(2)
(t)yi (k),
i

(4.17)

i=1

1 − exp−zi (k)
,
yi (k) =
1 + exp−zi (k)

zi (k) =

n+1
X

wr(1)
(t)xrj (k),
i, j

i = 1, . . . , Nrh

i = 1, . . . , Nrh

(4.18)

(4.19)

j=1

Where zi is the input of the ith hidden node and yi is the corresponding output
of this hidden node after the sigmoid function, l is the input to the output node,
Nrh is the number of hidden neurons in the reference network, and xrj is the input
vector of the reference network, which has (n + 1) input nodes as presented in
Fig.4.5(a).
The procedure of backpropagation rule applied to the reference network is
illustrated as follows.

(2)

(i) ∆wr : Reference network weights adjustment from hidden layer to output layer.

∆wr(2)
(k) = ηr (k)[−
i
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∂Er (k)
(2)

∂wri (k)

]

(4.20)

where ηr (k) is the learning rate of the reference network at time instance k, and

∂Er (k)
(2)

∂wri (k)

=

∂Er (k) ∂J(k) ∂s(k) ∂l(k)
∂J(k) ∂s(k) ∂l(k) ∂wr(2)
i (k)

1
= αer (k) · (1 − (s(k))2 ) · yi (k)
2
N
rh
X
1
[wc(2)
·
(k) (1 − p2i (k))wc(1)
(k)]
i
i, n+2
2
i=1

(4.21)

(1)

(ii) ∆wr : Reference network weights adjustment from input layer to hidden layer.

(k) = ηr (k)[−
∆wr(1)
i, j

∂Er (k)
(1)
∂wri, j (t)

=

∂Er (k)
(1)

]

(4.22)

∂wri, j (k)

∂Er (k) ∂J(k) ∂s(k) ∂l(k) ∂yi (k) ∂zi (k)
∂J(k) ∂s(k) ∂l(k) ∂yi (k) ∂zi (k) ∂wr(1)
i, j (k)

1
1
= αer (k) · (1 − yi2 (k)) · xrj (k) · (1 − (s(k))2 )
2
2
Nrh
X
1
(k)]
·wr(2)
(k) ·
[wc(2)
(k) (1 − p2i (k))wc(1)
i, n+2
i
i
2
i=1

(4.23)

Once the internal goal s(k) is updated in reference network, we can adapt the
weights tuning in the critic network.
2) Critic N etwork : In literature, the critic network is applied to approximate
the cost function and its inputs normally contain state vector X(k) and control unit
u(k). Here we add one more input with the internal goal s(k) and hope that s(k)
can provide the critic network with detailed goal representation that contributes
to the system’s decision making. The cost-to-go signal J(k) is defined as follows.

J(k) =

Nch
X

wc(2)
(k)pi (k),
i

(4.24)

i=1

1 − exp−qi (k)
pi (k) =
,
1 + exp−qi (k)
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i = 1, . . . , Nch

(4.25)

qi (k) =

n+2
X

wc(1)
(k)xcj (k),
i, j

i = 1, . . . , Nch

(4.26)

j=1

Where qi and pi are the input and output of the ith hidden node in the critic
network, respectively, and xcj is inputs vector of the critic network with n + 2
nodes as presented in Fig.4.5(b).
The procedure of backpropagation rule applied to the critic network is
provided as follows.

(2)

(i) ∆wc : Critic network weights adjustment from hidden layer to output layer.

∆wc(2)
(k) = ηc (k)[−
i

∂Ec (k)
(2)

]

(4.27)

∂wci (k)

where ηc (k) is the learning rate of the critic network at time instance k.
∂Ec (k)
(2)
∂wci (k)

=

∂Ec (k) ∂J(k)
= αec (k) · pi (k)
∂J(k) ∂wc(2)
i (k)

(4.28)

(1)

(ii) ∆wc : Critic network weights adjustment from input layer to hidden layer.

∆wc(1)
(k) = ηc (k)[−
i, j

∂Ec (k)
(1)

∂wci, j (k)

=

∂Ec (k)
(1)

]

(4.29)

∂wci, j (k)

∂Ec (t) ∂J(k) ∂pi (k) ∂qi (k)
∂J(k) ∂pi (k) ∂qi (k) ∂wc(1)
i, j (k)

(4.30)

1
= αec (k) · wc(2)
(k) · (1 − p2i (k))xcj (k)
i
2
[Algorithm 1]: Outline of Implementation of Dual Critic Network HDP

/ ∗ s ⇐ Ref N et (x, u, wr ), internal goal representation with the reference
network;
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Ref N et: the reference network;
wr : weights of the Ref N et;
s: internal goal signal;

J ⇐ CritN et (x, u, s, wc ), total cost-to-go signal approximated by the critic
network;
CritN et: the critic network;
wc : weights of the CritN et;
J:total cost-to-go signal, the output of the critic network; */

1) while ¬T erminalContion do
2)

Initiate x, wr , wc ;

3)

repeat

4)

Obtain the updated action u and apply to the system;

5)

Obtain the updated state X and immediate external reward r;

6)

Update the error function Er based on (4.15);

7)

Employ backpropagation rules (4.20)-(4.23) to minimize Er till the

T erminalContion1;
8)

Update the error function Ec based on (4.12);

9)

Employ backpropagation rules (4.27)-(4.30) to minimize Ec till the

T erminalContion2;
10)

until CurrentState ∈
/ threshold

11) end while
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4.3.2

Interaction in Action Network and Tracking Filter

The control action is generated by the tracking filter as expressed in Fig.4.6(b).
The action network here is to approximate the nonlinear system function f (x(k))
and the approximation error f˜(x(k)) is added in the error function of the action
network. Note that f˜(x(k)) can not be obtained directly, since f (x(k)) is assumed
unknown. The model network is commonly used in the ADP designs for tracking
control [79, 80]. The same technique is applied to predict the state vector x̂(k + 1)
and get ēˆ(k + 1). Then f˜(x(k)) can be got from equation 4.9.
The error function of the action network is defined as follows.
1
Ea (k) = e2a (k).
2

ea = J(k) + f˜(k);

(4.31)

The nonlinear system function fˆ(x(k)) can be obtained as follows.
1 − exp(−v(k))
fˆ(x(k)) =
.
1 + exp(−v(k))
v(k) =

Nah
X

(4.32)

wa(2)
(k)gi (k).
i

(4.33)

i=1

1 − exp(−hi (k))
. i = 1, . . . , Nah
1 + exp(−hi (k))
n
X
hi (k) =
wa(1)
(k)xaj (k). i = 1, . . . , Nah
i,j
gi (k) =

(4.34)
(4.35)

j=1

where hi and gi are the input and output of the ith hidden node in the action
network, v is the input for the output node. fˆ is the output of the action network,
Nah is the total number of the hidden nodes in the action network. And xaj is the
input vector of the action network presented in Fig.4.6(a). Note that the weights
tuning of the action network should consider the tracking filter as well.
(2)

(i) ∆wa : Action network weights adjustment from hidden layer to output layer.

∆wa(2)
(k) = ηa (k)[−
i
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∂Ea (k)
(2)

∂wai (k)

]

(4.36)

where ηa (k) is the learning rate of the action network at time instance k. And

∂Ea (k)
(2)
∂wai

=

(k)

∂Ea (k) ∂J (k) ∂u (k) ∂v (k)
∂J (k) ∂u (k) ∂v (k) ∂wa(2)
i (k)

(4.37)




1
2
=ea (k) − 1 − fˆ (k) gi (k)
2
)
(N


ch
X

1
(k)
1 − p2i (k) wc(1)
·
wc(2)
(k)
i
i,(n+1)
2
i=1
(1)

(i) ∆wa : Action network weights adjustment from input layer to hidden layer.

∆wa(1)
(k) = ηa (k)[−
i, j

∂Ea (k)
(1)
∂waij

(k)

=

∂Ea (k)
(1)

]

(4.38)

∂wai, j (k)

∂Ea (k) ∂J (k) ∂u (k) ∂v (k)
·
∂J (k) ∂u (k) ∂v (k) ∂gi (k)
∂gi (k) ∂hi (k)
(4.39)
∂hi (k) ∂wa(1)
ij (k)



Nah 
X

1
(2)
(1)
2
=
wcl (k) wcl,(n+1) (k)
1 − pl (k) ea (k)
2
l=1

 

 1

1
2
2
(2)
wai (k) xaj (k)
1 − fˆ (k)
1 − gi (k)
2
2

(4.40)

Similar to [68, 77], the normalization of the weights will be employed during the learning and adaptation for all the networks used here. The weights are
confined into proper range by
wr (k + 1) =

wr (k) + ∆wr (k)
,
a
{a = max(|aij |)| ∀aij ∈ wr (k) + ∆wr (k)} (4.41)
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(a)

(b)

Figure 4.6. (a) The neural network structure of the action network; (b) The control
action generator.
wc (k + 1) =

wc (k) + ∆wc (k)
,
b
{b = max(|bij |)| ∀bij ∈ wc (k) + ∆wc (k)} (4.42)

wa (k + 1) =

wa (k) + ∆wa (k)
,
c
{c = max(|cij |)| ∀cij ∈ wa (k) + ∆wa (k)} (4.43)

4.4

Simulation Studies
In this section, two numerical simulations are conducted based on the same

system function. The motivation is to compare the tracking performance between
the proposed approach and the typical HDP approach in [51], which is originally
from [68]. The system function is defined with the general nonlinear form as
follows.
x1 (k + 1) = x2 (k)
x2 (k + 1) = f (x(k)) + u(k) + d(k)

(4.44)

4
x1
2
·(
) + x2 (k)
2
11 1 + x2
5

(4.45)

where
f (x(k)) = −

where f (x(k)) is assumed to be unknown in the tracking process. Instead, the
approximation value fˆ(x(k)) can be obtained from the action network. And d(k)
is the disturbance here.
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4.4.1

Tracking Control Problem with Disturbance

The objective for this example is to track the sinusoid signal with some
harmonic signals on x2 .

The desired signal function is defined as x2d =

sin(ωkT )cos(2ωkT + τ ), where ω = 0.2rad/s and τ = π/2. Set the sample interval T = 50ms and the total simulation time here to be 150s. In literature,
people normally add noise or disturbance in the simulation to see how robustness
of the proposed approach can be, like in [76, 40, 46]. The similar techniques as
that in [76] are adopted. Disturbance d(k) = 1.5 is introduced at k = 1200, corresponding to t = 60s. Otherwise, it is set to be 0. The input vector X is defined
as Xin (k) = [e(k − 1) e(k) x2d (k − 1) x2d (k)], where e(k) = x2 (k) − x2d (k).
The structures of the action network, reference network and critic network are
4 − 4 − 1 (i.e. the network has 4 input nodes, 4 hidden nodes and 1 output node),
5 − 4 − 1, and 6 − 4 − 1, respectively. The parameters we used in the simulation
are summarized as in Table 4.1.
Table 4.1. Summary of the parameters used in the simulation study one
Para.
value

ηc
5e − 3

ηa
8e − 3

ηr
2.5e − 3

Kv
0.1

λ
0.2

c
1.5e − 3

*
*

Para.
value

Nc
40

Na
150

Nr
50

Tc
1e − 4

Ta
1e − 5

Tr
1e − 5

α
0.95

where
α : discount factor;
c : threshold on mean square error;
ηc : initial learning rate of the critic network;
ηa : initial learning rate of the action network;
ηr : initial learning rate of the reference network;
Nc : internal cycle of the critic network;
Na : internal cycle of the action network;
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Nr : internal cycle of the reference network;
Tc : internal training error threshold for the critic network;
Ta : internal training error threshold for the action network;
Tr : internal training error threshold for the reference network;

The learning rates will drop once the tracking performance is “good” over
time. Specifically, the mean square error (MSE) as expressed in (4.46) is first
compared with a certain threshold c
N
1 X
(x − xd )2
M SE =
N i=1

(4.46)

where x is the state vector, xd is the desired tracking signal, and N is a preset
integer.
If M SE < threshold, then the learning rate will be divided by a certain number and the new threshold can be calculated by dividing another certain number
correspondingly. This kind of evaluation will repeat during the whole process of
the tracking control. The detailed implementation are presented in Algorithm2
from line 24 to 32.
2
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Figure 4.7. The typical tracking performance with our proposed approach.
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Figure 4.8. The typical tracking performance with HDP approach
For comparative study, the simulation with both approaches under the same
parameters and environment settings are provided. The weights in the neural
networks used in both approaches are randomly selected from [−1, 1]. The starting
point of the state vector is (0, 1.5), which is the same for both approaches. The
typical tracking performance with both the proposed approach and the typical
HDP approach are presented in Fig.4.7 and Fig.4.8, respectively. From Fig.4.7, it
is clear to see that the tracking signal (solid line) can exactly follow the desired
signal (dash line) within 1s. In addition, the tracking signal can also quickly go
back to the “right track” after the disturbance at 60s. On the other hand, the
tracking signal with the typical HDP approach can only follow the desired signal
after 10s. Moreover, the tracking signal need more time (13s) to go back to track
the desired signal after the disturbance. From this example, the proposed approach
not only shows faster learning process than the typical HDP approach, but also
shows better robustness for disturbance.
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4.4.2

Adaptive Signal Tracking Control Problem

In order to show the adaptiveness of the proposed approach, another numerical
example is conducted to track the signal that would change from saw signal to
square signal and finally to sinusoid signal. The same system function and the
environment settings are used as above, except for d(k) is set to be white Gaussian
noise with a standard deviation of 0.005 for all k. The objective is to track the
desired signal with the state vector x2 . The desired tracking signal is defined as

A · (1 − t − T20 ), 0 < t < T0








A · (1 − t − 3T2 0 ), T0 < t < 2T0







−A, 2T0 < t < 3T0 or 4T0 < t < 5T0
x2d =
(4.47)




A, 3T0 < t < 4T0 or 5T0 < t < 6T0








A · sin(ωt), 6T0 < t < 7.5T0



where t = kT , k is the step number and T is the sample time (T = 50ms). And
A = 0.95 is the amplitude of the signal. T0 = 40s is taken as the time internal
that each signal last (i.e. the signal will change after T0 ).
The difficulty of this task is that the controller need to learn to track the
desired signal, which will change over time, under the white Gaussian noise. Fig.4.9
shows the typical tracking performance with the proposed approach and one can
clearly see the good transient tracking performance when the signal changes. While
in Fig. 4.10, the HDP controller takes about 50s to learn to follow the saw signal
and also spends much time to learn when the desired signal change to a rectangular
signal. In addition, this traditional controller also requires about 20s to catch up
after that the desired signal changes to sinusoid signal. This phenomenon indicates
that the proposed approach shows better adaptiveness on this tracking problem
than the typical HDP approach under noisy condition.
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Figure 4.9. The typical tracking performance with our proposed approach.
4.4.3

Real-Time Tracking Control for Ball and Beam System

Instead of testing on two numerical cases, the proposed approach is tested
on a continues benchmark of ball-and-beam tracking problem [81, 82]. There are
many versions of this benchmark and here the model in Fig.4.11 is adopted. The
system contains a long beam that can be tilted by a servo or electric motor with
a ball rolling back and forth on the top of the beam. In this system, the driver is
located in the center of the beam. The angle of the beam to the horizonal axis is
measured by an incremental encoder and the position of the ball can be obtained
with the cameras mounted on the top of system. This proposed approach will
learn to track the desired signal with the position of the ball.
From [81], the motion equations from Lagrange equation is obtained as following:
(m +

1
Ib 0
2
)ẍ
+
(mr
+
I
)
α̈ − mx0 α̇2 = mg(sin α)
b
r2
r

(4.48)

[m(x0 )2 + Ib + Iω ]α̈ + (2mẋ0 x0 + bl2 )α̇ + Kl2 α+
1
(mr2 + Ib ) ẍ0 − mgx0 (cos α) = ul(cos α)
r
where
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(4.49)
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Figure 4.10. The typical tracking performance with HDP approach.
m : 0.0162kg, the mass of the ball;
r : 0.02m, the roll radius of the ball;
Ib : 4.32 × 10−5 kg · m2 , the inertia moment of the ball;
b : 1Ns /m, the friction coefficient of the drive mechanics;
l : 0.48m, the radius of force application;
lω : 0.5m, the radius of beam;
K : 0.001N/m, the stiffness of the drive mechanics;
g : 9.8N/kg, the gravity;
Iω : 0.14025kg · m2 , the inertia moment of the beam;
u : the force of the drive mechanics;

In order to simplify the system model function, it is defined that x1 = x0
represents the position of the ball, x2 = ẋ0 represents the velocity the ball, x3 = α
is the angle of the beam with respect to the horizontal axis, and x4 = α̇ is the
angular velocity of the beam. Therefore, the state vector can be defined as X =
[x1 x2 x3 x4 ]. In this way, the system function (4.48) and (4.49) can be transformed
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Figure 4.11. A schematic diagram of ball-and-beam system
into the following forms:
(m +

1
Ib
)ẋ2 + (mr2 + Ib ) ẋ4 = mx1 x24 + mg(sin x3 )
2
r
r

1
(mr2 + Ib ) ẋ2 + [mx21 + Ib + Iω ]ẋ4 = (ul + mgx1 ) cos x3
r
2

(4.50)

(4.51)

2

−(2mx2 x1 + bl )x4 − Kl x3
To be more clear, it is written in equations (4.50)and (4.51) with the specific value
of all the parameters mentioned above into the approximate nonlinear state-space
equations as following:
ẋ1 = x2

(4.52)

ẋ2 = 1.717 sin(x3 )

(4.53)

ẋ3 = x4

(4.54)

ẋ4 = −0.241x4 + 0.157x1 cos(x3 ) + 0.5 cos(x3 ) · u

(4.55)

The objective is to track the sinusoid signal x1d = 0.1 sin(ωt) with the position
of ball (x1 ), where ω = 0.1. This task requires the controller to not only keep
the balance of the ball on the beam, but also track the desired signal using the
position of the ball (x1 ). That is to say, if x1 is out of bound ([−0.48, 0.48]m), or
55

x3 exceed the angular velocity tolerance ([0.24, 0.24]rad/s), we will reset the ball
to the initial starting point ([0 0 0 0]). Since the learning process of the neural
network is continuous, it is assumed that the weights can be carried on when
the task is reset. Interested readers may also find that this is a continuous-time
benchmark rather the discrete-time case above. As discussed in existing literature
[68, 77, 62], the continuous time system model can be called by ode45 function in
Matlab with the step size 0.02s. The parameters used in this case are summarized
in the Table 4.2, and 5% uniform noise is also added on the sensor of x1 to show
the tracking performance under noisy condition.
Table 4.2. Summary of the parameters used in the simulation study two
Para.
value

ηc
0.02

ηa
0.01

ηr
0.05

Kv
0.05

λ
0.1

c
5e − 5

*
*

Para.
value

Nc
100

Na
200

Nr
200

Tc
1e − 4

Ta
1e − 5

Tr
1e − 5

α
0.95
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Figure 4.12. The typical tracking performance with our proposed approach.
Fig.4.12 and Fig.4.13 present the tracking performance with the proposed
approach and the typical HDP approach, respectively. Fig.4.12 clearly shows that
the ball is out of bound at the very beginning, but can quickly tracking the desired
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Figure 4.13. The typical tracking performance with HDP approach
signal within one period. The oscillation of the tracking signal (solid line) in
the first period shows the learning process of the controller with the proposed
approach. While for Fig.4.13, one can see that the ball is out of bound for many
times before it can track the desired signal. In other words, the controller spends
the whole first period to learn to control the ball and it learns after about 80s.
The simulation results show that the controller with our proposed approach has
better noise tolerance than that with the typical HDP approach.
To provide more accurate assessment of the tracking performance, I summarize the quantitative measurements in terms of tracking error for the first two
examples and the third example (i.e., the ball and beam benchmark). The evaluaP T
tion function in [79] is defined as P ER = N
0 e (k)e(k), where e(k) is the tracking
error in Fig.4.3 and N refers the number of step in the simulation. The P ER for
4.4.1, 4.4.2 and 4.4.3 are summarized in Table 4.3.
Table 4.3. Summary of total tracking error for the simulation cases
number
GrHDP
HDP

example1
7.454
223.9

example2
9.292
712.8
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ballandbeam
3.761
54.49

From the results in this table, the proposed GrHDP (dual-critic design) can
achieve much lower PER (total tracking error) [65, 83, 84] than that with typical
HDP approach. The results also confirm that the proposed structure with the
informative and adaptive reinforcement signal can outperform the typical HDP
structure in terms of tracking accuracy.
4.4.4

Virtual Reality Demonstration with Unknown Disturbances

The proposed approach is further applied for the algorithm on virtual reality
(VR) environment to show real-time simulation of the approach with the interaction of environment. VR can enable powerful human-computer interactions,
and it is interesting to observe how the proposed algorithm works on the real
time simulation without the requirement of setting up of the real physical system
[85, 86, 87, 88]. Here I would like to demonstrate the tracking performance of
the proposed approach on the ball and beam benchmark [89, 90, 91]. Also the
disturbances are added to see how robust can the proposed approach perform.
The VR platform is developed as in Fig.4.14, where one can see that the ball
and beam system is in the center of the scene and the state vectors (x1 and x3 ) are
displayed in the upper-left table of the figure. In order to be more realistic, I add
a disturbance option (upper-center) in the simulation. That is to say that the user
can apply whatever disturbance between −8N to 8N onto the ball whenever they
want, and the corresponding force will be applied to the system and also displayed
on the upper-right table.
Real time simulation result on the tracking problem with our proposed approach is presented in Fig.4.15, where one can clearly see the online learning process. In other words, the first period of signal is like a distorted sin wave while the
signal in second period almost track the desired sin signal. At about 64s, we added
a 2.1N disturbance on the ball and we can see that the controller spent about two
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periods to learn to get back to the right track.

Figure 4.14. The schematics of virtual reality demonstration platform.

Figure 4.15. The typical tracking performance with the proposed approach in
VR/Simulation platform

4.5

Summary
This Chapter introduces a novel ADP structure that integrates a reference

(goal) network into the original critic network, and thus formulates a dual critic
network design. The reference network provides the critic network with an internal
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goal representation, which helps to approximate the total cost-to-go signal over
time. Unlike the predefined reward signal from the (external) environment, this
internal goal signal can be adjusted adaptively with regard to the system state and
the control action online. Compared with the typical HDP design under the same
simulation environment settings, the proposed GrHDP approach can achieve better
tracking performance in terms of learning time and the accumulated tracking error.
A real-time simulation is also demonstrated in a VR platform. In the next chapter,
the goal representation technique is further applied on advanced ADP designs.
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CHAPTER 5
Goal Representation Design for Dual Heuristic Dynamic Programming
(GrDHP) Architecture
5.1

Introduction
A general utility function representation (also called reward or reinforcement

signal in the previous chapters) is proposed to provide the required derivable and
adjustable utility function for the dual heuristic dynamic programming (DHP) design. Traditionally, the DHP design requires to define the engineering designed
utility function offline and conduct the derivation manually [59, 92, 93]. Here, the
goal network is used to provide this general mapping between the system states
and the derivatives of the utility function automatically. With this proposed architecture, the required derivatives of the utility function can be directly obtained
from the goal network. Thus, this architecture is called goal presentation DHP
(GrDHP) design [94, 95]. The control performance of both the GrDHP and the
traditional DHP approaches is provided under the same environment and parameter settings. The statistical simulation results and the snapshot of the system
variables are presented to demonstrate the improved learning and controlling performance.
5.2

Design of the GrDHP Framework
The conceptual diagram of the GrDHP approach is presented in Fig.5.1. The

dash line in the middle is used to distinguish the typical DHP architecture from
the proposed goal representation network. From this figure, one can see that the
action network observes the system states and provides the control action for the
dynamic system/environment. Compared with the traditional DHP design, the
goal network can directly provide the required derivatives of the utility function
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for the critic network, which will in turns, help the system’s decision making process
in the action network.
In this design, we apply a model network to predict the future system states.
Subsequently, the predicted partial derivatives of both the value function and the
internal goal can be obtained at the current time step. Therefore, we can achieve
the temporal difference (TD) errors for the derivatives of both the value function
and the internal goal signal between the current time step and the future time
step. In addition, the model network is also used to connect the critic/goal and the
action networks, so that the backpropagation paths can be realized. We note that
the building and the training of model network are the same as that in literature
[96, 12, 65].

Figure 5.1. The conceptual diagram of the GrDHP architecture. Solid arrows refer
to the signal paths, while the dash arrows refer to the backpropagation paths.
Fig. 5.2 is provided to show the learning process of the GrDHP design, where λ
represents the partial derivatives of the value function and g represents the partial
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Figure 5.2. The learning flowchart in the GrDHP design. The neural networks
are represented with their corresponding weights and these weights are carried
on throughout the learning process. The subscript number under each parameter
(e.g., r) refers to time step.
derivatives of the internal utility function. The signal flowing steps are described
as following:
1. At t = 1, x1 is observed from the system/environment and u1 can be obtained
through the action network. Then λ1 and g1 are obtained through the critic
network and the goal network, respectively;
2. The predicted system state x̂2 is provided by the model network, with the
input x1 and u1 ;
3. The subsequently predicted λ̂2 and ĝ2 are obtained through the critic and
the goal networks, respectively;
4. The external reward/utility r1 is given based on the system state. If the
system fails, another run will be started from step 1);
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5. The temporal difference errors are obtained between time step 1 and 2 (e.g.,
λ1 and λ̂2 ). The weights in the goal, the critic and the action networks are
updated accordingly;
6. At t = 2, x2 is observed from the output of the system. The neural network
weights are carried on from the last time step to this time step;
7. The signal u2 , x2 and their estimated values for the next step are obtained
through the similar paths as those in t = 1. The weights are updated through
the temporal difference errors accordingly;
8. The learning process will be terminated when the time step satisfies the
maximum requirement.
In the GrHDP design [62, 4], the goal network is introduced to provide an
internal reinforcement/goal signal for the critic network. In contrast with the traditional HDP design, this internal reinforcement signal can be adaptively tuned
over time rather than the fixed discrete reward values (“0” or “-1”) or other predefined reward functions. The theoretical assurance and the stability analysis of this
GrHDP design were investigated and demonstrated in [73, 97, 74]. Following this
trend, the goal network is integrated into the DHP design. Within this GrDHP
structure, the goal network is used to approximate the required partial derivatives
of the internal reinforcement/utility signal for the critic network. Meanwhile, the
critic network is still employed to approximate the partial derivatives of the value
function. The same as that in previous chapters, the outputs of the goal network
are feeded into the critic network, so that they can help the approximation of the
derivatives of the value function over time. In this design, a neural network is used
to implement the general utility function representation (i.e., the goal network).
Moreover, the derivatives of utility function (i.e., the outputs of the goal network)
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Figure 5.3. The proposed architecture of the GrDHP design. Solid/Bolded arrows
refer to the signals/vectors and dash arrows refer to the weights tuning paths.
∂r(t)
∂r(t)
and ∂u(t)
refer to the partial derivatives of the external reward/utility w.r.t
∂x(t)
the system state x(t) and the control action u(t), respectively.The block DER
implements (5.9).
are updated over time. Note that although the goal and the critic network look
similar, they are conducting different approximation and online learning process.
5.3

Learning Process of the GrDHP Design
Fig. 5.3 presents the schematic diagram of this GrDHP design. The error

function and the weights tuning path for each neural network are included in
the figure. The inputs for the critic network include the outputs from the goal
network, so that the goal network and the critic network can be closely connected.
The outputs for the critic network are still the partial derivatives of the value
function with respect to (w.r.t.) the system states and the control action. In the
following of this section, the designs of the goal, the critic and the action networks
are provided with the error function and the weights tuning rule, respectively.
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5.3.1

Design of Goal Representation in HDP

Goal representation design has been introduced into the ADP field in recent
years. It has been demonstrated in Chapter 4 and 3 that an integrated reference
network (also called the goal network) could help to improve the control performance, compared with the traditional HDP design. The reference/goal network
is assigned to learn from the external reinforcement signal and provides the critic
network with detailed internal reinforcement signal. In addition, this internal reinforcement signal can be adaptively tuned by the goal network over time. More
discussions and simulation studies about this internal reinforcement signal are provided in [73, 97, 98]. GrHDP is thus named for this integration of the goal network
onto the traditional HDP framework.
Among these papers, the internal reinforcement signal is generally defined as
s(t) = f (x(t), u(t)), and the value function is defined as J(t) = f (x(t), u(t), s(t)).
x and u are the system state and the control action, respectively. s represents the
internal goal, which is also the output of the goal network. In the model-free HDP
design, the error function of the goal network is defined as
eg (t) = αs(t) − [s(t − 1) − r(t)]

(5.1)

and the error function of the critic network is defined as
ec (t) = αJ(t) − [J(t − 1) − s(t)]

(5.2)

where α is the discount factor. The objective for the action network is to provide
the control action that can minimize the total cost over time. We note that equations (5.1) and (5.2) are based on the model-free GrHDP design. While for the
model-base GrDHP design, the error functions are usually based on the temporal
difference errors between t and t + 1.
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5.3.2

Design of General Utility Representation in DHP

To keep the consistence of the previous chapters, the similar terminology is
used here. The goal network is adopted to approximate the required partial derivatives of the internal reinforcement signal w.r.t the system variables and the control
action. These partial derivatives can directly contribute to the error function of
the critic network. The outputs of the goal network are defined as
g(t) =

h ∂s(t) ∂s(t) i
∂s(t)
=
.
∂Y (t)
∂x(t) ∂u(t)

(5.3)

where Y (t) = [x(t) u(t)]T . Thus, g(t) can also be written as
g(t) = [g x (t) g u (t)].
∂s(t)
where g x (t) = [ ∂x
1 (t)

∂s(t)
∂x2 (t)

∂s(t)
... ... ∂x∂s(t)
] and g u (t) = [ ∂u
1 (t)
M (t)

(5.4)
∂s(t)
∂u2 (t)

... ... ∂u∂s(t)
]. M
N (t)

and N refer to the dimensions of the x and u, respectively.The error function for
the goal network is defined as
eg (t) =

∂s(t + 1)
∂r(t)
∂s(t)
−α
−
∂Y (t)
∂Y (t)
∂Y (t)

(5.5)

1
E g (t) = eTg (t)eg (t)
2

(5.6)

and

Equation (5.5) is actually obtained from equation (5.1) (by taking the partial
derivatives w.r.t. to the input Y ). Here the s(t) signal is the same internal reinforcement signal as that in [73, 97]. ∂(·)/∂Y (t) is a vector including partial
derivatives of the scalar (·) w.r.t. the components in Y . The online learning of
the goal network is to minimize the squared error E g (t) by updating the weights
with the gradient descent method as

ω g (t + 1) = ω g (t) + ∆ω g (t)
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(5.7)

"
DER =

∂ x̂(t+1) ∂u(t)
· ∂x(t) + ∂ x̂(t+1)
∂u(t)
∂x(t)
∂ û(t+1)
∂ x̂(t+1) ∂u(t)
·
(
·
+ ∂ x̂(t+1)
)
∂ x̂(t+1)
∂u(t)
∂x(t)
∂x(t)

∂ x̂(t+1)
∂u(t)
∂ û(t+1) ∂ x̂(t+1)
· ∂u(t)
∂ x̂(t+1)

#
.

(5.9)

where



∂E g (t)
∆ω g (t) =ηg −
∂ω g (t)
 

∂s(t)
∂s(t + 1)
∂r(t)
=ηg −
−α
−
∂Y (t)
∂Y (t)
∂Y (t)

2
∂s (t)
·
∂Y (t)∂ω g (t)

(5.8)

where ω g and ηg refer to the weights and the learning rate in the goal network,
respectively. The model network is employed to predict the future system state,
so that the û(t + 1) and the ĝ(t + 1) can be obtained subsequently. The forward
temporal difference error can thus be achieved to update the weights in the goal
network. In Fig.5.3, the block “DER” is adopted to realize the error function
for both the goal and the critic networks and it is defined as in equation (5.9).
Therefore, one can realize

ŝ(t+1)
Y (t)

in (5.5) with matrix calculation as

∂ŝ(t + 1)
= ĝ(t + 1) · DER.
∂Y (t)

(5.10)

Substituting (5.10) into (5.5), the weights updating rules can be obtained in
(5.8) and thus the learning in the goal network can be conducted.
5.3.3

Online Learning in Critic Network

As discussed in Chapter 4, the critic network was designed to approximate
the discounted total internal reward/cost-to-go and the error function for the critic
network was defined with TD error backward (i.e., with time instance t and t − 1)
as (5.2). The third term in this error function is internal reward signal s rather
than external reward signal r in literature.
For the GrDHP design here, the similar error function is defined for the critic
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network with TD error forward (i.e., with time instance t and t + 1) as
ec (t) =

∂J(t + 1)
∂s(t)
∂J(t)
−α
−
∂Y (t)
∂Y (t)
∂Y (t)

(5.11)

1
E c (t) = ec T (t)ec (t)
2

(5.12)

and

The online learning of the critic network is to minimize the squared error E c (t)
by updating the weights with the gradient descent as
ω c (t + 1) = ω c (t) + ∆ω c (t)

(5.13)

where



∂E c (t)
∆ω c (t) =ηc −
∂ω (t)

  c
∂J(t + 1)
∂s(t)
∂J(t)
=ηc −
−α
−
∂Y (t)
∂Y (t)
∂Y (t)

2
∂J (t)
·
∂Y (t)∂ω c (t)

(5.14)

where ω c and ηc refer to the weights and the learning rate of the critic network,
respectively. The outputs for the critic network are defined as
λ(t) =
∂J(t)
where λx (t) = [ ∂x
1 (t)

h ∂J(t) ∂J(t) i
∂J(t)
=
= [λx (t) λu (t)].
∂Y (t)
∂x(t) ∂u(t)
∂J(t)
∂x2 (t)

∂J(t)
... ... ∂x∂J(t)
] and λu (t) = [ ∂u
1 (t)
M (t)

∂J(t)
∂u2 (t)

(5.15)
∂J(t)
... ... ∂u
].
N (t)

As the first and the third term in (5.11) can be directly obtained from the critic
network and the goal network respectively, here I only provide the formula to
obtain the second term in (5.11). The second term in (5.11) can be calculated in
the similar way using block “DER”. Thus, the

ˆ
∂ J(t+1)
∂Y (t)

can be obtained as

ˆ + 1)
∂ J(t
= λ̂(t + 1) · DER.
∂Y (t)

(5.16)

Substituting (5.16) into (5.14), the weight updating rules in the critic network can
also be completed.
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5.3.4

Online Learning in Action Network

In the traditional DHP design, the error function of the action network is
usually defined as ea (t) =

∂r(t)
∂u(t)

ˆ

+ α ∂ J(t+1)
[99, 12, 100, 101]. Since the goal network
∂u(t)

is used to provide the partial derivative of the internal goal function with respect
to the input vector,
as

∂s(t)
.
∂u(t)

∂r(t)
∂u(t)

can be replaced with part of the output from goal network

Therefore, the error function for action network is defined as
ea (t) =

ˆ + 1)
∂s(t)
∂ J(t
+α
∂u(t)
∂u(t)

1
E a (t) = eTa (t)ea (t)
2

(5.17)
(5.18)

and the gradient descent method is used to tune the weights in the action network
as
ω a (t + 1) = ω a (t) + ∆ω a (t)

(5.19)


∂E a (t)
∆ω a (t) =ηa −
∂ω a (t)
 
ˆ + 1) 
∂s(t)
∂ J(t
=ηa −
+α
∂u(t)
∂u(t)

∂ Jˆ2 (t + 1)
·
∂u(t)∂ω a (t)

(5.20)

where


where ω a and ηa refer to the weights and the learning rate of the action network,
respectively. For

∂s(t)
∂u(t)

in (5.17), it can be directly obtained from the goal network

as
∂s(t)
= g u (t).
∂u(t)
Since

ˆ
∂ J(t+1)
∂u(t)

(5.21)

can be obtained from (5.16), the weights tuning in the action network

is completed.
5.4

Simulation Studies
In this section, two well-known study cases are conducted for both the GrDHP

and the traditional DHP approaches. For fair comparisons, both approaches are
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tested based on the same environment and parameter settings. The external reward/utility function is set as the quadratic form that r = xT Qx + uT Ru, where
Q and R are the identity matrices with appropriate dimensions. The goal network
will learn the mapping (goal representation) between the system state and the
partial derivatives of the internal utility function.
5.4.1

Ball and Beam Balancing Example

The system function of the ball and beam and the parameters used in this
study are identical as those in Chapter 4. The simulations are based on 100 runs
with a maximum of 1000 consecutive trials in each run. It would be considered
successful if the last trial (trial number less than 1000) of the run lasted 10000
time steps. That is to say that, if the controller is unable to learn to balance the
ball on the beam for 10000 time steps for any of the 1000 consecutive trials, this
run is regarded as unsuccessful. The ball is considered fallen if the x1 is running
out of [−0.48m, 0.48m] or if x3 is running out of [−0.24rad, 0.24rad]. A starting
force F = 10N is applied on the system at t = 1. The ball will be balanced on
the beam with the control force provided by the action network thereafter. In
addition, the initial values of x1 and x3 are uniformly distributed in [−0.2m, 0.2m]
and [−0.15rad, 0.15rad], respectively. Different uniform noises are added to the
system state (i.e., observed system state) as follows: let x be the observed state
variable. If the noise level is 5%, then the sampled state value that fed into the
learning controller should be x + 0.05x ∗ random(−1, 1).
The multi-layer perceptron (MLP) structure for the action, the critic and the
goal networks are 4-8-1 (i.e., the neural network has 4 input nodes, 8 hidden nodes
and 1 output node), 10-18-5, 5-10-5, respectively. The weights in the goal, the
critic and the action networks are updated until they satisfy with their internal
criteria Ng /Tg , Nc /Tc , Na /Ta , respectively. For example, the action network is
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updated at most Na cycles in each time step until the squared error (objective
function in (5.18)) is tuned under the threshold Ta . In this case study, we set
Ng = 80, Nc = 80 and Nc = 100 and the squared error thresholds are set as
Tg = Tc = Ta = 1e − 6. The discounted factor is set as α = 0.95. The learning rate
for the action network is initialized as ηa (0) = 0.3 and will be dropped 0.05 every
10 steps. The value of this learning rate is reset to 0.005 if it is a non-positive
value after dropping. It is assumed that the goal and the critic networks have the
same settings as those in the action network. Moreover, we use the same training
method for the goal, the critic and the action networks and test their final learned
policies online [102, 101].

Figure 5.4. Comparison of the statistical results on the ball-and-beam balancing
task with both the GrDHP and the DHP approaches.
Simulation results are presented in Fig. 5.4. Both the GrDHP and the DHP
approaches can obtain 100% successful rate to balance the ball on the beam under various noise conditions. Comparing with the DHP approach, the GrDHP
approach requires less average number of trials to success under the same noise
setting. This may indicate that the GrDHP approach can improve the control performance on this task in terms of the required average number of trials. In order
72

0.06

0.04

0.04

0.02
0

x2

x1

0.02
0
−0.02

−0.02
−0.04
0

500

1000
1500
time steps

−0.04
0

2000

0.05

0.4

0

0.2

x4

0.6

x3

0.1

−0.05
−0.1
0

500

1000
1500
time steps

2000

500

1000
1500
time steps

2000

0

500

1000
1500
time steps

2000

−0.2
0

Figure 5.5. Typical trajectories of the state vectors in the first 2000 time steps in
a typical successful trial.
to numerically analyze the learning time for both approaches, we measure the time
cost for the backpropagation calculation in each successful run/trial (i.e., we only
count the backpropagation calculation time in the neural networks in the successful run/trial and take the average value). The GrDHP approach has three types
of neural network and requires 0.0102ms to generate each action per time step,
while the DHP approach has two types of neural network and needs 0.0090ms per
action generation (the simulations are conducted in Matlab 2013a based on Sun
Server with 16GB memory, Intel Xeon CPU, 3.60GHz). Fig.5.5 shows the trajectories of the state vectors in a typical successful trial with the GrDHP approach.
That the amplitude of the x1 (m) and x3 (rad) gradually converge to zero shows
the learning and controlling during the first 2000 time steps of the simulation. In
addition, Fig.5.6 indicates the learning process in the goal network and also shows
the convergence of the weights in a typical successful trial. From the simulation
results, the GrDHP approach shows promising performance in the learning and
controlling process.
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Figure 5.6. The weights evolution of the goal network in the first 1000 steps in a
typical successful trial.
5.4.2

Triple-link Inverted Pendulum Balancing Example

The triple-link inverted pendulum system model is the same as that in Chapter
3. The simulations are based on 100 runs with a maximum of 3000 consecutive
trials in each run. It would be considered successful if the last trial (trial number
less than 3000) of the run lasted 10000 time steps. This indicates that if the
controller is unable to learn to balance the triple-link inverted pendulum on the
cart for 10000 time steps for any of the 3000 consecutive trials, this run is regarded
as unsuccessful. The pendulum is considered fallen if the x is running out of
[−0.1m, 0.1m] or if any of θ is running out of [−0.35rad, 0.35rad]. The MLP
structures for the goal, the critic and the action network are 9-14-9 (i.e., the neural
network has 9 input nodes, 14 hidden nodes and 9 output node), 18-24-9, and 814-1, respectively. The only control u generated by the action network is converted
into a force by an analog amplifier through a conversion gain Ks (in Newton/volt).
In this simulation, Ks = 24.7125 N/V. We assume that each link could only rotate
in the vertical place and the position sensor is fixed to the top of each link. For
the other parameter settings, we keep the same as those in section 5.4.1.
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Figure 5.7. Typical trajectories of the angles in a successful trial under the condition of noise free.
Simulation results are summarized in Table 5.1. Under different types of noise,
the GrDHP approach can outperform the DHP approach in terms of both the
successful rate and the required average number of trials. The typical trajectories
of the angles in a successful trial under the condition of noise free are provided
in Fig.5.7. The steady-state of three joint angles can be obtained after learning
in a few hundred steps. The corresponding λ values are provided in Fig.5.8. The
typical trajectory of the control force (Newton) applied on the cart is provided
in Fig.5.9, and the histogram of this control force is also presented in Fig.5.10.
The simulation results presented in this case study have again demonstrated the
control capabilities of the GrDHP design. It is worth to point out that the angle
variations are significantly smaller than those using the HDP design in [68].
5.5

Discussion of Advanced GrADP Designs
Goal representation adaptive dynamic programming (GrADP) design has been

proposed and studied with various simulation examples and many real applications
in the smart grid area [4, 103, 62, 73, 97, 104]. Specifically, in the goal representation HDP design, the goal network is introduced to provide the secondary/internal
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Figure 5.8. Typical trajectories of the λ (corresponding to the angles in Fig.5.7)
in a successful trial under the condition of noise free.
reinforcement signal s(t) (also known as the internal goal signal in later publications) for the critic network. This s signal can provide a more informative and
specific internal reinforcement representation for the critic network, and thus help
the value function approximation in the learning process. We have investigated
the reasons for this ADP design to work better than other ADP designs, with
information of higher-order derivatives better approximated being one of the keys
for the improved performance. We have implemented the hierarchical HDP design
with three goal networks, and conducted the simulation on the ball and beam
balancing benchmarks in [105, 106]. We compared the performance among the
traditional HDP, GrHDP and the hierarchical HDP designs under the same environment settings (i.e., noise conditions). The hierarchical HDP design actually
achieve the best performance in terms of both the successful rate and the required
average number of trials. We also did the t-test for the required average number
of trials, and the hierarchical HDP design showed significant improvement with
high confidence level. The stability analysis and mathematical foundation of this
GrHDP controller has been studied and investigated in [73, 74]. The conditions
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Table 5.1. Comparison of the statistical simulation
results on the triple-link inverted pendulum balancing
task with the DHP and the GrDHP approaches.
Noise type
Noise free
Uniform 5% a.∗
Uniform 10% a.
Uniform 5% x.†
Uniform 10% x.

DHP
SR
100 %
80 %
43 %
79 %
58 %

Mean
20.3
169.8
203.4
130.1
197.7

GrDHP
SR
Mean
100 %
11.6
98 %
62.7
95 %
89.9
91 %
60.0
86 %
144.6

a.∗ : actuator sensor noise
x.† : position sensor noise
SR : successful rate
Mean : required average number of trials
and constraints for the key parameters used in the learning and optimization process were provided and justified. Furthermore, the Robbins-Monro algorithm has
been adopted to analyze the theoretical characteristics for the GrHDP design on
maze navigation examples. Faster convergent speed with respect to the sum of
squared errors were observed, comparing to three other traditional reinforcement
learning algorithms [97, 98]. A more rigorous convergence analysis of both the
internal reward signal and the value function is under investigation.
In this GrDHP design, the derivatives

∂r
∂Y

are indeed needed to be specified

when implementing this ADP architecture. However, the function s and its derivatives g (i.e., g =

∂s
∂Y

) are generated internally within the GrDHP design, and those

are used to drive the critic network learning in the absence of any r or

∂r
∂Y

. More-

over, since the goal network is built with the mapping between the system state and
the internal reinforcement signal (or its derivatives), this s (or g) signal could be
adaptively tuned over time. We have observed that in a simple cart-pole inverted
pendulum balancing process, the reward could always be zero (“0” for success and
“-1” for failure) as long as the inverted pendulum is balanced (no matter where
the cart is). Comparing with the cart close to the boundary of the track, the cart
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Figure 5.9. The typical trajectory of the control force (Newton) applied on the
cart in a successful trial under the condition of noise free.
in the origin is more satisfactory. However, in both cases, the traditional ADP
controller can only receive zero reward. We have demonstrated that our proposed
GrHDP can provide an informative non-zero internal reward signal when the inverted pendulum is balanced with the cart not at the origin [105]. This specific
non-zero internal reward signal helps to drive the learning process of the critic
network.
In this chapter, we follow our previous work and build the general mapping
between the system states and the required derivatives of the utility function. The
relationship for this general mapping can be described as

∂s(t)
= Fg x(t), u(t), wg (t)
∂Y (t)
where Fg refers to the neural network mapping in the goal network, and

(5.22)
∂s(t)
∂Y (t)

refers

to the partial derivatives of the internal reinforcement signal s w.r.t the input Y .
From (5.22), one can also see that

∂s(t)
∂Y (t)

could be adaptively adjusted when the

weights wg is updated according to the objective function in (5.6). In this design,
we integrate such a general mapping (i.e., the goal network) into the DHP design
with the motivation to help the system’s decision making process.
78

3500

3000

2500

2000

1500

1000

500

0
−1000

−800

−600

−400

−200
0
200
Force (Newton)

400

600

800

1000

Figure 5.10. The histogram of the control force (Newton) applied on the cart
(corresponding to the trajectory in Fig.5.9).
From a mathematical viewpoint, there are two major differences for this
GrDHP design comparing to the traditional DHP design. First, the optimization error function for the critic network is different: the error function for the
critic network is related to the derivatives of the internal reward/utility function
∂s(t)
,
∂Y (t)

which is provided by the goal network within the GrDHP structure; second,

the outputs of the goal network are set as the inputs for the critic network, so that
the goal network could support the approximation of the derivatives of the value
function by the critic network. The idea is to use a neural network mapping to
build such an internal reward/utility representation through the association and
anticipation in the learning process. Generally, the use of the derivatives as the
optimization criterion, rather than the optimization criterion itself, is regarded as
being more critical to seek the optimal solution [12, 107, 108]. In the traditional
DHP design, the required derivatives of the utility function are obtained from the
pre-defined utility function, which is domain-oriented. It has a potential problem
that a pre-defined utility function relies on the prior experience and can not be
adjusted over time. The proposed GrDHP approach has an important advantage
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over the traditional DHP design in terms of the required partial derivatives of the
utility function. In our proposed design, approximation of these derivatives results
in direct outputs from the goal network within the GrDHP structure. Moreover,
the outputs of the goal network can be adaptively adjusted over time. Working on
a rigorous proof of the advantages is currently in progress, but interested readers
can refer to our previous theoretical works on GrHDP for justification [73, 74, 97]
and refer to Chapter 5.4 for experimental demonstration.
Among the recent publications on GDHP design, one of the simplest implementation has been proposed as taking the combinations/advantages of HDP and
DHP designs. That is, the critic network is used to approximate both the value
function and its derivatives. The objective function for the critic network has thus
been assigned as the combinations of both designs [12, 107, 108]. It is also possible to assign different weighted factor for these two objective functions to tune
the critic network over time. In [54, 42, 55], it is compared with the performance
of GDHP, DHP and HDP approaches on numerical examples, and also addressed
the convergence of both the value function and its derivatives. Following by previous designs in Chapter 3 and Chapter 4, it is very possible to introduce the
goal representation design into GDHP architecture. In this Gr-GDHP design, the
goal network can not only provide the internal reward signal, but also its partial
derivatives for the critic network. So that the critic network can obtain an adaptive (internal) reward within the Gr-GDHP structure, and also realize its objective
function with the direct output (i.e., required partial derivatives of the internal reward signal) of the goal network. It is expected that such advanced ADP design
can achieve the most accurate learning control results.
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5.6

Summary
This chapter provides an advanced ADP design, namely GrDHP design. The

previously developed approach featuring the goal representation network is first
provided, as there is a strong connection between the GrHDP and GrDHP designs. Then the error functions for the goal, the critic and the action networks,
are provided respectively. Two case studies demonstrate successful control performance of GrDHP approach in comparison with the existing DHP design. Further
research work on Gr-GDHP is also pointed out as the critical direction to complete
such GrADP design family.
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CHAPTER 6
Hierarchical Goal Representation Heuristic Dynamic Programming
Design
6.1

Introduction
This is an advanced research work from Chapter 3. It is interesting to see how

multiple goal representation works, and what is the mechanism between each goal
network (internal goal signals) [105, 106]. In this chapter, a hierarchical structure
of goal networks is integrated into HDP design. The multi-goal networks not
only interact with themselves as a whole unit, but also contribute to the value
function approximation in critic network. The control performance is evaluated
on the ball-and-beam balancing benchmark under noise-free and various noisy
conditions. Simulation results demonstrate the significant improvement of this
hierarchial HDP approach.
6.2

Design of Hierarchical HDP Structure
The schematic of the hierarchical HDP design is presented in Fig.6.1, where

one can see that the typical model-free action dependent HDP is maintained the
same as in [68]. The main contribution is to introduce the goal generator with
hierarchical neural networks to cascade the external reinforcement signal and provide the critic network with hopefully improved internal goal representation of the
external reinforcement signal. The goal generator can critique the system’s behaviors and the control action, and then generate the adjustable internal goal signal
automatically. In the following subsections, the learning and adaptation of the
goal generator networks, the critic network and the action network are presented
respectively.
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Figure 6.1. The schematic of hierarchical HDP structure
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Figure 6.2. Cascading weights tuning path inside the goal generator
6.2.1

Learning and Adaptation in Hierarchical Goal Networks

From Fig.6.2, one can see that the parameters in the goal generator networks
are adjusted independently. The top goal generator network l will first learn to
approximate the discounted total future reward-to-go based on r, and then provide
the goal generator network l − 1 with the updated internal reinforcement signal
sl . In this way, r provides a top-down guidance for the sl . The internal goal sl
should follow the “guidance” that the external reinforcement signal r provides.
When m = 1, the internal goal s1 will follow the guidance of s2 through the goal
generator network 1, and pass the goal information to the critic network. The
goal generator networks form a cascade to represent the external reinforcement r
internally. Here we would like to note that the input of the goal generator network l
only contains the state vectors and the control value, while the other goal generator
network m (1 ≤ m < l) takes the state vectors, control action and the internal
goal sm+1 as the inputs.
Consider the top neural network l in the goal generator first. The output of
this network is to approximate the discounted total future reward. Specifically, it
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approximates Rl (t) at time instance t
Rl (t) = r(t + 1) + αr(t + 2) + α2 r(t + 3) + ...

(6.1)

where Rl (t) is the future accumulative reward/cost-to-go value at the time instance
t, α is the discount factor (0 < α < 1) for the infinite Markov decision process
(MDP), and r(t + 1) is the external reinforcement signal value at time t + 1. The
goal generator networks m (1 ≤ m < l) are to approximate the total future internal
reward/goal signal sm+1 from the above goal generator network m + 1.
The signal sl is to approximate the Rl expressed in (6.1), the error of this goal
generator network can be defined as
erl (t) = αsl (t) − [sl (t − 1) − r(t)]

(6.2)

and the objective function is defined as
1
Erl (t) = e2rl (t)
2

(6.3)

The weights tuning rule for the goal generator network l is chosen as the gradient
descent rule as
ωrl (t + 1) = ωrl (t) + ∆ωrl (t)

(6.4)

where



∂Erl (t)
∆ωrl (t) = lrl −
∂ωrl (t)


∂Erl (t) ∂sl (t)
= lrl −
∂sl (t) ∂ωrl (t)

(6.5)

For the goal generator network m (1 ≤ m < l), it is designed to approximate
Rm defined in (6.6) with sm+1
Rm (t) = sm+1 (t + 1) + αsm+1 (t + 2) + α2 sm+1 (t + 3) + ...

(6.6)

Therefore, the error function of goal generator network m can be defined as
erm (t) = αsm (t) − [sm (t − 1) − sm+1 (t)],
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(6.7)

and the objective function is defined as
1
Erm (t) = e2rm (t)
2

(6.8)

The weights tuning rule for the goal generator network m is also chosen as the
gradient descent rule as
ωrm (t + 1) = ωrm (t) + ∆ωrm (t)

(6.9)


∂Erm (t)
∆ωrm (t) = lrm −
∂ωrm (t)


∂Erm (t) ∂sm (t)
= lrm −
∂sm (t) ∂ωrm (t)

(6.10)

where


6.2.2

Learning and Adaptation in the Critic Network

Unlike the regular critic network in the typical HDP design in [68], the inputs
of the critic network here not only include the system state vectors and the control
action, but also contain the internal goal signal s1 . In this way, the total cost-to-go
J is more closely associated with this informative goal/reinforcement signal than
before. The error function of the critic network here is defined as follows
ec (t) = αJ(t) − [J(t − 1) − s1 (t)],

(6.11)

and the objective function is defined as
1
Ec (t) = e2c (t)
2

(6.12)

The weights updating rule for the critic network is chosen as the gradient descent
rule as
ωc (t + 1) = ωc (t) + ∆ωc (t)

(6.13)

where



∂Ec (t)
∆ωc (t) = lc −
∂ωc (t)


∂Ec (t) ∂J(t)
= lc −
∂J(t) ∂ωc (t)
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(6.14)

6.2.3

Learning and Adaptation in the Action Network

The weights tuning in the action network is similar as that in [68]. The error
is between the desired ultimate objective Uc and the J function as defined in (6.15)
ea (t) = J(t) − Uc (t),

(6.15)

The objective function for the action network is defined in (6.16)
1
Ea (t) = e2a (t)
2

(6.16)

The weights tuning rule for the action network is chosen as the gradient descent
rule as
ωa (t + 1) = ωa (t) + ∆ωa (t)

(6.17)



∂Ea (t)
∆ωa (t) = la −
∂ωa (t)


∂Ea (t) ∂J(t) ∂u(t)
= la −
∂J(t) ∂u(t) ∂ωa (t)

(6.18)

where

6.3

Simulation Studies
The evaluation is in two-aspect: one is with only one goal generator network

(or the three-network architecture as discussed in Chapter 3), which is defined as
Algorithm1; the other is with multiple (three) goal generator networks, which is
defined as Algorithm2. The motivation is to test these two algorithms, together
with the typical HDP in [68] (without any goal generator network), which is defined
as Algorithm0. These three algorithms are tested and compared on the ball and
beam balancing problem in the same simulation environment. The ball-and-beam
system is a popular laboratory model as described in Chapter 4.4.3.
6.3.1

Experiment Configuration and Parameters

In the implementation, multi-layer perceptron (MLP) structure for all the
neural networks is used. As the control system has 4 state vectors, the action
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network is set with 4-6-1 structure (i.e., 4 input neurons, 6 hidden layer neurons,
and 1 output neuron) and the critic network is set with 5-6-1 structure. The top
goal generator network l is with 5-6-1 structure, while the other goal generator
networks are with 6-6-1 structure. The parameters used in the experiment are
summarized in Table 6.1, and the notation is defined as follows:
Table 6.1. Summary of the parameters used in the simulation
Para. lc (0) la (0) lr (0)
value 0.3
0.3
0.3

lc (f )
0.005

la (f )
0.005

lr (f )
0.005

*
*

Para.
value

Tc
0.05

Ta
0.005

Tr
0.05

α
0.95

Nc
80

Na
100

Nr
50

We keep all the goal generator networks with the same learning rate, error
threshold and the maximum internal iteration cycle number in the simulation. For
the ACD approach in [68], we set the parameters the same as that in this table,
except the terms belonging to the goal generator networks.
All simulation results presented in this experiment are based on 100 runs
with random initial neural network weights. The initial conditions of the the balland-beam system are set up as follows: The ball position (x1 ) and the angle of
the beam with respect to the horizonal axis (x3 ) are uniformly distributed in the
range of [−0.2m, 0.2m] and [−0.15rad, 0.15rad], respectively, and the ball velocity
(x2 ) and the angular velocity (x4 ) are set to be zero. For fair comparison, in each
run we also set the neural network initial weights and initial conditions of the
beam and ball system to be the same for all three methods discussed here. The
objective of the task is to keep balancing the ball on the beam for a certain period
of time. Specifically, each run consists of a maximum of 1000 trials, and a trial
will be considered successful if it can maintain the balance of the ball for 10, 000
time steps (the ball remains on the beam and the angle of the beam with respect
to the horizontal axis is under the maximum value). In simulations, the Euler
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integration method is used with the fixed step size of 0.02s. The range of beam
is [−0.48m, 0.48m] and the range of the angle of the beam to the horizontal axis
is [−0.24rad, 0.24rad]. The external reinforcement signal is set to be “0” if the
ball is on the beam and the angle of the beam to the horizontal axis is within the
range, otherwise it is set to be “-1”, which means “failure” and we should start a
new trial.
6.3.2

Simulation Results and Analysis
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Figure 6.3. The typical trajectory of x1 and x2 with Algorithm 2
Fig.6.3 shows a typical trajectory of the position of the ball (x1 ) and the
velocity of the ball (x2 ) in a successful run under the noise-free condition for
Algorithm2. From this figure one can see that ball starts at a random position
and rolls forth and back at the early stage. As the system continues to learn to
control the ball, the trajectory of x1 is like a typical damping sinusoid wave, which
converges as time goes by. The variation of the x1 is also shown in Fig.6.4, which
indicates that the ball is always around the center point under proper control.
Fig.6.5 shows the angle of the beam with respect to the horizontal axis (x3 ) and
the beam angular velocity (x4 ), which also clearly shows that the control system
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Figure 6.4. The histogram of x1 in a typical successful run with Algorithm 2
balances the ball quickly.
Fig.6.6 shows the typical trajectory of the control action and the total costto-go, both of which indicate how the system learns to appropriately adjust the
force to balance the task with the minimum cost. The internal goal s3 , s2 , and
s1 , together with the external reward r in a typical successful run are shown in
Fig.6.7, which shows that the internal goal signals s1 - s3 are the damping sinusoid
signals rather than the zero value of r all the way in this trial. Once again, the
zero value of r means the ball is on the beam and the angle of the beam to the
horizontal axis is within the range . Further observations indicate that the internal
goal signals are with different phases, which may suggest that the internal goals
are trying to fit the total future cost and provide the networks below with a more
refined goal representation. The variation of s1 - s3 are also presented in Fig.6.8,
indicating that there are some variances in the goal signals.
Table.6.2 demonstrates the successful rate, the required average number of
trials to learn the balancing task and its associated standard deviation for the three
approaches tested in 100 random runs. For the required average number of trials,
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Figure 6.5. The typical trajectory of x3 and x4 with Algorithm 2
Table 6.2. Simulation results on ball-and-beam balancing task. The 1st column is with
the noise type. The 2nd column is with Algorithm0, while the 3rd column is with
Algorithm1 and the 4th column is with Algorithm2. The number of trials and standard
deviation are calculated based on the successful runs
Noise type
Noise free
Uniform 5% a.∗
Uniform 5% x.†
∗
†

Success rate
98 %
98 %
96 %

Algorithm0
] of trial
43.4
46.5
65.3

σ
71.9
59.2
113.7

Success rate
100 %
98 %
100 %

Algorithm1
] of trial
21.9
21.3
23.8

σ
29.3
30.4
77.2

Success rate
100 %
99 %
100 %

Algorithm2
] of trial
13.5
17.6
16.2

σ : standard deviation
a. : actuators are subject to the noise
x. : sensors of positions are subject to the noise

we will only count the first successful balancing trial (10000 steps of balancing)
in the each run. In this table, the 1st column indicates the noise types under
which the algorithms are tested; the 2nd column presents the statistical results of
the successful runs with Algorithm0; the 3rd column and the 4th column present
the statistical results of the successful runs with our proposed Algorithm1 and
Algorithm2, respectively.
Under the condition of noise free, one can clearly see that both of our proposed
approaches achieve higher successful rate with lower average trial number and lower
standard deviation than those of the baseline Algorithm0. And Algorithm2 can
obtain better results than Algorithm1 in terms of the average number of trials
and the standard deviation. Also the boxplot of the required number of trials is
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Figure 6.6. The typical trajectory of the control action and the total cost-to-go
signal with Algorithm 2
presented in 100 random runs with the three algorithms under the noise-free conditions in Fig.6.9. Here the ANOVA analysis for the statistical results is conducted
among Algorithm0, Algorithm1 and Algorithm2. The average number of trials
required to learn the balancing task with Algorithm2 is significantly different from
that of Algorithm0/Algorithm1, with the confidence level is 99.99%/98.21% (i.e.,
p = 7.25e − 5/p = 0.0179), respectively.
The 5% uniform noise is added on the actuator (u) and the sensor of position
of the ball (x1 ) respectively. While the actuator is under 5% uniform noise, one can
see that our proposed Algorithm1 and Algorithm2 can both obtain the lower average number of trials and the standard deviation than those of Algorithm0. Fig.6.10
clearly shows that the control value (with Algorithm2) now is not as smooth as
that in Fig.6.6. Also, the ANOVA analysis is conducted for the statistical results between Algorithm0 and Algorithm2. The results show that Algorithm2
can obtain significantly different average number of trial compared with that of
Algorithm0 in 99.8% (i.e. p = 0.002) confidence. While the sensor of the ball posi-
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Figure 6.7. The typical trajectory of internal goal signals with Algorithm 2
tion is under 5% uniform noise, one can also see that Algorithm1 and Algorithm2
can both obtain lower average number of trial and standard deviation than that
with Algorithm0. Fig.6.11 shows the typical trajectories of x1 and x2 . The control
task becomes complicated since the observed state vector x1 is not as smooth as
that in Fig.6.3. Similarly, the ANOVA analysis is conducted for the statistical
results with Algorithm0 and Algorithm2 here. The confidence level 99.99% (i.e.
p = 1.76e − 5) is obtained that Algorithm2 can achieve statistically significant
improvement compared with that of Algorithm0.
6.4

Summary
A new hierarchical goal representation architecture is introduced based on

the previous GrHDP design. A hierarchical structure of goal networks is used to
interpret the external reinforcement signal into adaptive and informative internal
goals signals, and feed such signals into critic network. This approach is tested
against the GrHDP and the typical HDP approach on the same balancing example. The statistical simulation results demonstrate the improved learning control
performance with a high confidence level. This is a preliminary study of the goal
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Figure 6.8. The histogram of the internal goals with Algorithm 2
representation design. Next, the further simulation studies from toy problems and
real-world applications will be provided.
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Figure 6.11. The typical trajectory of the state vectors x1 and x2 with Algorithm
2 under 5% uniform noise on the sensor of the position of the ball
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CHAPTER 7
Applications: From Toy Problems to Real-World Applications
7.1

Introduction
In this chapter, the applications of GrHDP are provided from maze naviga-

tion (toy problem) to smart grid (real-world) applications. The maze navigation
example is a typical Markov decision process and can be perfectly solved by reinforcement learning and adaptive dynamic programming [109, 110, 111]. Here, 2-D
maze navigation examples and 3-D maze navigation example are all provided and
the performance of GrHDP approach is compared among typical HDP, SARSA(λ)
and Q-learning approaches [97, 98].
Furthermore, this GrHDP approach has also been used as a nonlinear optimal
control on the multi-machine power system. Compared with the conventional
control approaches, the GrHDP controller conducts adaptive learning control and
assumes unknown of the power system model. For fair comparative studies, the
damping control performance is also compared with typical HDP and power system
stabilizer (PSS). Simulation results verify that the investigated GrHDP control
approach can achieve the improved performance in terms of the transient stability
and robustness under various fault conditions [112].
7.2 Maze Navigation Application
7.2.1 Maze Navigation Learning Algorithm Description
The implementation details among GrHDP, HDP, Sarsa(λ) and Q-learning
approaches are provided as follows:
• Q-learning
The Q-learning algorithm is one of earliest RL algorithms to find a reliable
way to estimate training values for Q, given only a sequence of immediate
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reward r spread out over time. Here we implement the Q learning algorithm
based on [113] to build the Q-value table for the maze navigation problem.
We set discount parameter γ to be 0.95.
• Sarsa(λ)
Temporal-difference (TD) learning is a combination of the Monte Carlo and
dynamic programming idea. TD can learn directly from raw experience without a model of environment’s dynamics and also update estimates without
waiting to the final stage. Here we implement one of the typical algorithms
in TD learning, namely Sarsa(λ) based on [27] to build state-action pairs for
the agent in the maze navigation. The parameters setting are as: γ = 0.95,
λ = 0.9, and α = 0.4.
• HDP
Online model-free HDP is one of the typical ADP approach proposed in [68].
The initial learning parameters are set as: ηc = 0.005 and ηa = 0.01, where
ηc and ηa refer to the learning rate of critic network and action network,
respectively. The stopping criteria are: Nc = 20, Na = 30, Tc = 1e − 4 and
Ta = 1e − 4. That is to say, the learning process of critic/action network
will be terminated either if the error drops into the threshold Tc /Ta or the
iteration number meets the threshold Nc /Na . The definitions of all these
parameters are the same as those in Chapter 3.
• GrHDP
The GrHDP is implemented according to the key pseudo-code listed in Algorithm 1. The initial parameters for the goal network are: ηg = 0.012,
Tg = 1e − 4 and Ng = 25. For fair comparison, we also ensure that the
GrHDP and HDP start with the same initial weights between [−0.3, 0.3].
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All other parameters are kept the same as that in the HDP approach.
[Algorithm 1]: GrHDP on value table learning

1)For each state-action pair (x,u), initialize the table entry J(x, u) to zero
2)Observe the current state x
3)Do forever
4)

Obtain action u, decide the direction with winner-take-all (WTA),

and execute it;
5)

Receive an immediate reward r, and observe the new state x0 ;

6)

Obtain internal goal s and value function J;

7)

Update the weights in goal, critic and action networks according to

formulas in Chapter 3.3;
10)

Update the table entry for J(x, u);

11)

x ← x0 ;

7.2.2

Maze Navigation Environment Setup

In this simulation, the instant reward between any two state x and x0 is
denoted as r(x, x0 ). Assume that there are N possible states in the maze and the
probabilities Pxx0 in (2.1) can only take the value of 0 or 1 (i.e., the maze navigation
problem is a deterministic and finite MDP). Thus, the Bellman’s equation (2.3)
can be written as
N

X

∗ 0
0
J (x, u) = arg max r x, u + γ
J (x , u )



∗

u

(7.1)

j=1

where J ∗ (x, u) is the maximum total reward at state x by taking the action u.
The objective for this maze navigation is to employ learning algorithms to learn
the value table of the maze online, so that the agent can move according to the
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direction that maximizes the total reward (towards the goal location).

Figure 7.1. Simulation setup: flowchart of the GrHDP approach on maze navigation problem. Value table is updated at the end of each trial. The learning process
will be terminated when the trial number reaches the maximum trial number.
In order to provide the learning steps of our proposed GrHDP on maze navigation benchmarks, the flowchart is provided for the entire simulation process in
Fig.7.1. The simulation steps can described as follows.
1. Load the predefined updating sequence. Each updating sequence is assumed
to visit all the state enough times;
2. Obtain the output from action network. Apply WTA method to decide the
100

direction, and execute it;
3. Obtain the new state from the maze and update the inputs for the goal
network, obtain internal goal s;
4. Update the inputs for the critic network, and obtain the J value. Update
the J(x, u) table;
5. Check if the agent move out of bound? If yes, turn to another trial (punishment is assigned) and load the next initial state to start again; if no, move
the agent to another step (same trial);
6. Check if the agent reach the goal? If yes, turn to another trial (reward is
assigned) and load the next initial state to start again; if no, move the agent
to another step (same trial);
7. Terminate the entire learning process if the trial number satisfies the maximum trial number;
7.2.3

Simulation Studies and Analysis

Assume that 1) every state in the maze has been visited enough times; 2)
every action (up, down, left, right) has been taken enough times for each state; 3)
for every initial state, the agent can go infinite steps forward unless it meets the
goal or it hits the bound. The input for the action network is the current state
vector xa = [x1 , x2 ], where x1 is the coordinate of horizontal axis and x2 is the
coordinate of vertical axis. The input for the goal network and the critic network
are xg = [x1 , x2 , u1 , u2 , u3 , u4 ] and xc = [x1 , x2 , u1 , u2 , u3 , u4 , s], respectively,
where u1 is for the direction of “up”, u2 is for the direction of “down”, u3 is for
the direction of “left”, u4 is for the direction of “right”. The external reward r is
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defined as



1,
−0.2,
r=

0,

reach the goal
out of bound
regular move

(7.2)

In this simulation, Uc is assigned as 1 and the inputs for the action network
are scaled to be in [0, 2], and 10 independent updating sequences are used for 10
independent runs (i.e. the updating sequence in each runs is independent). Each
run includes a given number of trials and each trial starts with the initial state
loaded from the updating sequence. Each trial will be terminated when the agent
meets the goal or hits the bound. Under this setting, the steps that the agent move
in each trial are not necessarily the same. The J(x, u) table is only updated after
the agent finish each trial and is then normalized to [0, 1] to show the difference
with the reference value table.
2-D Maze Problem
The maze with size 16 by 16 is applied in this study, and the goal is set at the
upper-right corner (i.e., [16, 16]). The trial number is 1000 for each run and the
counter threshold is 30 here. The adaptive learning rates (ALR) are set as: the
learning rates will be decreased by dividing 2 every 10 trials and will be kept to
be 1e − 10 thereafter if they are under 1e − 10. The Q reference value table is still
assigned according to the distance between the current location and the goal (i.e.,
the value difference between two consecutive states is

1
).
32

All the learning curves in Fig.7.2 are the average value from 10 independent
runs. From Fig.7.2, one can see that GrHDP and HDP converge within a few
hundred trials, while Sarsa(λ) and Q-learning require more than 1000 trials to
learn. The learning curves of both GrHDP and HDP approach drop quickly at the
very beginning, yet the GrHDP approach can achieve lower steady error (i.e., the
value table learned by GrHDP approach can be more close to the reference value
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table). In addition, the average of value table learned in 10 runs with GrHDP
approach is presented color surface in Fig.7.3. It is clear that the values smoothly
become higher as the agent approaches the goal location.
Maze size: 16*16
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Figure 7.2. Learning curves with GrHDP, HDP, Sarsa(λ) and Q-learning approaches in 16 * 16 maze navigation. GrHDP approach shows the fastest learning
speed and lowest final sum of square error than the other three approaches.
There are two important observations from Fig. 7.2. First, both HDP and
GrHDP can converge faster to the optimal policy compared to the Q-learning and
Sarsa(λ) approaches. This may indicate that for the 2-D maze navigation problem,
ADP methods could be able to provide better learning performance. Further
observation also suggests that with the help of the goal network, the GrHDP
can converge faster than the regular HDP approach. Second, as far as the final
sum squared error is concerned, the GrHDP approach can also achieve the best
performance in this case. The reason that Q-learning and Sarsa(λ) approaches did
not converge to a zero value is because the reference table is defined according to
its distance to the goal. This type of reference table is reasonable for the mazenavigation benchmark as been discussed in [114, 115, 116]. Certainly, if one adopts
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Figure 7.3. Surface plot of the value table learned by GrHDP approach on maze
navigation problem (16*16). x and y axis refer to the coordinates of the agent
while z axis refers to the J-value.
the Q-reference table as in the traditional RL literature [27, 113], it is expected
the final errors of the Q-learning and Sarsa(λ) to approach zero. The key interests
from this perspective in this work are the convergence speed and the optimal
policy, in which GrHDP approach achieves much better performance compared to
the regular HDP, Q learning, and the Sarsa(λ) method.
3-D Maze Problem
The structure of the 3-D maze is presented in Fig.7.4, where the goal is located
in the upper-right corner (i.e. [5, 5, 5]) and the agent starts from a random position
within this maze. This 3-D maze navigation benchmark is more difficult than the
2-D maze navigation benchmarks above, as the agent needs to learn from more
directions (i.e., the agent need more trials to learn). The agent has to try 6 actions
(i.e. forward, backward, up, down, left, and right) before it can make the right
decision. The only setting difference here is that the trial number is 1500 for each
run. The Q reference value table is still assigned according to the distance between
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the current location and the goal (i.e., the value difference between two consecutive
states is

1
).
15

Figure 7.4. Diagram of 3-D maze (5*5*5) navigation benchmark. The goal locates
at the upper-right corner of the maze and the agent needs to try 6 directions before
it can learn the policy.
The learning curves with the four algorithms are provided in Fig.7.5. One
can see that the GrHDP approach can achieve the fastest convergence speed with
respect to the sum of squared error and also the lowest final sum of square error. While for both Q-learning and Sarsa(λ) approaches, convergence tendency
can easily be obtained yet they may need more trials to learn. Although these
two examples clearly demonstrate the powerful learning performance of GrHDP
approach, they are still relatively toy problems in the field. Next, a more interesting example in smart grid field is tested to show the potential applicable in the
real-world complex engineering applications.
7.3

Smart Grid Application
Computational intelligence (CI) has been introduced into power system sta-

bility and control areas, and has also shown promising control performances on
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Figure 7.5. Learning curves with GrHDP, HDP, Sarsa(λ) and Q-learning approaches in 5*5*5 maze navigation. GrHDP approach shows the fastest learning
speed and lowest final sum of square error than the other three approaches.
various applications based on adaptive dynamic programming (ADP)

1

[117] [118]

[119]. In ADP based controller design, the exact mathematic model function is not
a prerequisite. The controller observes the input vector from the power system,
and provides the supplementary control signal for the exciter. A reward signal will
be provided based on the current system performance and a value function will be
used to critique the performance of this control action. There are usually two neural networks in the ADP design: an action network is used to provide the control
action while a critic network is used to evaluate the performance of this control
action with a value function. In many cases, a model network is also adopted
to identify the system dynamics. In literature, the researchers have implemented
the dual heuristic dynamic programming (DHP) approach into the multi-machine
turbogenerator control, and compared the performance with the conventional automatic voltage regulator (AVR) and power system stabilizer (PSS) in [120]. The
1

Both HDP and DHP designs mentioned are the different type of implementations in the ADP
design family. Specifically, HDP design is used as a benchmark here.
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model network was built to represent the dynamics of the turbogenerator based on
the input and output data, and the action/critic networks were trained offline to
achieve shorter rise time and faster convergence to synchronous speed than that of
the conventional governor and PSS. In [121], the authors investigated the coordinated reactive power control of a large wind farm and a shunt static synchronous
compensator (STATCOM). The similar power system modeling and offline training
for the action and critic networks were conducted. In [68], the authors proposed
the model-free heuristic dynamic programming and demonstrated the promising
results on general nonlinear systems. Then, in [122], the authors demonstrated
this online model-free HDP for the damping control on a four-machine two-area
example, and further in the China Southern Power Grid. This model-free adaptive control scheme was also investigated for the reactive power control on the
grid connected wind-farm [103]. The further comparison between the PSS and the
HDP controller on the doubly-fed induction generator (DFIG) was also provided
in [104]. The intelligent local area signals damping control in power system oscillations was investigated in comparison with existing intelligent controllers [123].
Many others also studied the ADP based adaptive control approach on smart grid
frontier applications, including grid-connected converter [124], static compensator
in multi-machine power system [125], wide area optimal control [126], and many
others [127] [128] [95] [129] [130]. Among these research work, the reward signal is
usually defined as the fixed (and derivable) formulas, such as the (weighted) linear
quadric forms [120] [121] [68] [122]. I realize that the fixed or pre-defined reward
function may not be a good choice when the system is under different operation
conditions. In addition, the parameters in the reward function are significantly
replying on the engineering knowledge for such system, which may not be a good
thing if the system is unstructured or with uncertainties.
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In this chapter, a multi-machine power system modeling and the simulation
platform is introduced and the schematic diagram of the GrHDP controller is
presented in Fig. 7.6. The ADP controller observes the measurements from each
generator and provide supplementary control action u1 , u2 , and u3 for the multimachine accordingly.

Figure 7.6. The schematic diagram of the three-machine nine-bus power system.
The dot lines show the observations from each generator. The ADP controller
provides three supplementary control signals for three generators respectively based
on these (delayed) measurements.
Fig.7.15 shows a schematic diagram for a single generator. The controller (i.e.,
the ADP controller) observes the difference among the rotor speeds and provides
the supplementary control signals (with a limiter) for the excitation system. The
synchronous machine is connected to the grid and the feedback observations include the rotor speed for all the machines. Note that in the simulation studies, the
delayed signals of the differences of the rotor speed are included for better performance. During the regular operation, the generators are working synchronously
and the parameters (e.g., the rotor speed ω and the output active power Pe ) are
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Figure 7.7. The schematic diagram for a single generator. The ADP and PSS
controller will be connected into the closed-loop if S1 switches to 1 or 2. The dot
arrows show the observed signals from the generator and the grid, while the solid
arrows show the signal paths.
at their per unit values. According to our environment settings, the inputs for
the ADP controller are zero under this case. The corresponding outputs (i.e., the
supplementary control signal u1 , u2 , and u3 ) are also zero. During the fault conditions, a proper (external) reward signal r will be assigned and the ADP controller
will learn to provide the proper control strategy over time. The ultimate objective
for the ADP controller is to increase the damping and help the oscillation of ∆ω to
converge to zero as soon as possible (i.e., help the generator recover synchronous
operation again).
7.3.1

Multimachine Power System Environment Setup

There are two criteria for the learning of each network: one is the error threshold (corresponding to Ta , Tc and Tr in Table 7.2) and the other one is the maximum
iteration number (corresponding to Na , Nc and Nr in Table 7.2). If the squared
error is minimized under the threshold or the iteration number exceeds the tolerance, the learning is terminated in this network. Once the weights updating of
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Table 7.1. Summary of the parameters used in the GrHDP/HDP controller. The
notations are kept the same as those in Chapter 3
Para.
value

lc
0.01

la
0.01

lg
0.01

Nc
50

Na
50

Para.
value

Ng
20

Tc
1e − 7

Ta
1e − 6

Tg
1e − 7

α
0.95

l∗ : Learning rate of the neural network;
N∗ : Max iteration number of the backpropagation;
T∗ : Error threshold of the objective function;
α : Discount factor.

the goal, the critic and the action networks have been finished, it is regarded as
completed of the learning process as presented in Fig.7.8. The signal flowing steps
are described as following:
1. At t step, xt is observed from the multi-machine power system. ut can be
obtained from action network and meanwhile the reward rt is observed.
2. st and Jt will be calculated from the goal network and the critic network,
respectively.
3. Retrieve the history data of st−1 and Jt−1 , and calculate the temporal difference for the objective functions in both networks.
4. Update the weights parameters in the sequence of goal network, critic network and action network. The weights are carried-on to the next time step.
5. Repeat from the first step when entering the t + 1 step.

7.3.2

Simulation Studies and Analysis

The simulation results of GrHDP, HDP, PSS and without PSS are provided
in this section under the same environment (fault) settings. As mentioned in literature [120] [122], ADP learning controllers need to learn offline for the optimized
parameters. Assume the GrHDP and HDP controllers learn offline for the first
trial and then test their final control policy online in the second trial. There are
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Figure 7.8. The data flowchart of GrHDP controller with neural network implementation.
two faults in the simulation studies: one is the three-phase-ground fault at line 4
and the other one is the ±5% step change for the output active power in generator
1. The learning ability is compared in the first case and the robustness is checked
in the second case. The admittance matrices between each line and bus for the
system and the per unit values for each generator are provided in Table 7.3 and
Table 7.4, respectively. The parameters for the PSS is Ks = 0.015, Tw = 1.5,
T1 = 0.3 and T2 = 0.06, and the output limiter is ±0.035 pu [131].
Three-Phase Ground Fault
A single three-phase-ground fault is applied on the line 4 at 0.5s, and last for
0.1s with tripping the line. At 1.1s, the line is re-closed. Define that
• ∆ω12 = ω1 − ω2 : the difference of the rotor speed between the generator 1
(G1) and the generator 2 (G2);
• ∆ω13 = ω1 − ω3 : the difference of the rotor speed between the generator 1
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(G1) and the generator 3 (G3);
• ∆ω23 = ω2 − ω3 : the difference of the rotor speed between the generator 2
(G2) and the generator 3 (G3);
The input for the ADP controller is defined as
x(t) = [∆ω12 (t) ∆ω13 (t) ∆ω23 (t)
∆ω12 (t − 1) ∆ω13 (t − 1) ∆ω23 (t − 1)

(7.3)

∆ω12 (t − 2) ∆ω13 (t − 2) ∆ω23 (t − 2)].
The output of the ADP controller is defined as
uADP (t) = [u1 (t) u2 (t) u3 (t)].

(7.4)

The control action ui (t) (1 < i < 3) is applied to each generator respectively. The
weighted factors for (7.5) are set as
b1 = b2 = b3 = 0.4;
b4 = b5 = b6 = 0.3;

(7.5)

b7 = b8 = b9 = 0.3.
In literature, the coefficients for most recent squared errors (i.e., b1 , b2 and b3 )
will be defined with a relatively large value and the coefficients for the previous
squared errors (i.e., b4 , b5 , b6 , b7 , b8 and b9 ) will be defined with a relatively
small value. These coefficients can usually sum up to 1 (i.e., b1 +b4 +b7 =1). The
damping results of ∆ω12 , ∆ω13 and ∆ω23 are provided in Fig. 7.9, Fig. 7.10
and Fig. 7.11, respectively. Among the four approaches in the simulation, one
can see that the GrHDP and HDP controllers can achieve faster convergence to
synchronous speed than that with the other two conventional control strategies.
Between the GrHDP and HDP control approaches, the GrHDP controller shows
less overshoot and faster convergence to synchronous speed. Note that the typical
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Table 7.2. Summary of the parameters used in the GrHDP/HDP controller. The
notations are kept the same as those in Chapter 3
Para.
value

lc
0.01

la
0.01

lg
0.01

Nc
50

Na
50

Para.
value

Ng
20

Tc
1e − 7

Ta
1e − 6

Tg
1e − 7

α
0.95

l∗ : Learning rate of the neural network;
N∗ : Max iteration number of the backpropagation;
T∗ : Error threshold of the objective function;
α : Discount factor.

learning process of the ADP controller includes two trials described as that in [122]
[104]. In trial 1, the neural networks were initialized with random weights and the
supplementary control outputs might not be in accordance with the desired actions.
The simulation was terminated when the system reached the failure criterion. In
this process, the ADP controller hopefully leaned a considerable amount of useful
information about the state-action pairs. In trial 2, the fully trained control policies
could be achieved after the first trial process. Additional online learning in trail
2 can obtain better control performance over time. The performance of both the
GrHDP and the HDP controllers are based on their trained weights in neural
networks (i.e., trail 2). The parameters for both controllers are presented in the
Table 7.2.
Output Active Power Step Changes
The parameters of GrHDP and HDP approaches, as well as PSS design, are
kept the same parameters as those in Chapter 7.2. The −5% step change of
output active power is added for the generator 1 at 0.5s and the +5% step change
of the output active power is added for the generator 1 at 8s. The performance
of output active power Pe1 , Pe2 and Pe3 are provided in Fig. 7.12, Fig. 7.13 and
Fig. 7.14, respectively. An interesting observation from these three figures is that
the conventional PSS controller does not help the generator go back to the original
operation point. The reason is that the PSS is usually dedicated for specific fault.
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Figure 7.9. Damping performance on ∆ω12 under three-phase-ground fault. Four
approaches are compared on the same environment settings.
If the fault changes, then the PSS controller may not be able to achieve expected
performance. For instance, the PSS designed for three-phase ground fault is not a
good choice for the step change of output active power. While for the HDP and
GrHDP controllers, both of them can achieve promising control performance. The
GrHDP controller achieves shorter rising time for the output active power and less
overshoot after the step changes. In Fig.7.14, it seems that the step changes on
generator 1 do not have a significant impact on generator 3, while the designed
GrHDP and HDP controllers can still show better performance compared with the
conventional PSS controllers.
Sequential Load Fluctuations
Additionally, the investigated GrHDP control approach for a sequential load
fluctuation changes together with the other three approaches is tested here. The
GrHDP and HDP approaches are tested based on the same weight parameters as
those in section 7.3.2, and the PSS is also applied based on the same designed
parameters in section 7.3.2. The load fluctuation is added for load A in a sequence
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Figure 7.10. Damping performance on ∆ω13 under three-phase-ground fault. Four
approaches are compared on the same environment settings.
of random disturbances as described in Table 7.5. The disturbances are presented
as the percentage of the load and the positive or negative sign indicate adding or
subtracting on the load. The simulation length is set as 30s and assume that the
output active power has been stabilized before the next disturbance happens.
The simulation results of output active power P e1 are provided in Fig.7.15.
It is interesting to observe that the GrHDP can achieve very consistent control
performance as those in section 7.3.2. In this case, the GrHDP approach can
still demonstrate better performance in terms of overshoot and rise-time than
any other approach. In Fig. 7.16, the supplementary control signals provided by
GrHDP approach are also presented under this sequential load disturbances. As
discussed in section 7.3.1, the convergence of u1 , u2 and u3 further indicates that
the investigated approach is stable and effective.
7.4

Summary
The GrHDP approach is demonstrated to be a faster learning algorithm than

any other traditional reinforcement learning algorithms in the maze navigation ex-
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Figure 7.11. Damping performance on ∆ω23 under three-phase-ground fault. Four
approaches are compared on the same environment settings.
ample. The surface plot of value table for the maze is also provided to show the
learnt moving policy. This example clearly verifies the learning advantage of the
goal representation technique in ADP design. Furthermore, a real-world complex
application in smart grid field is tested with GrHDP approach against several other
traditional approaches. Under various faults environment, the GrHDP approach
successfully shows better adaptation and damping capacity over the others. The
results clearly present the potential powerful applicable future for critical engineering applications. Note that it is also possible to apply the proposed approach
on several many critical engineering applications and complex systems, such as
flight/helicopter control [132, 133, 50], engine torque and air-fuel ratio control
[80, 134, 135, 136], iron and steel company looper system control [77, 137, 138]
and among others.
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Figure 7.12. Comparison of the control performance on the output active power
P e1 under both −5% and +5% step changes
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Figure 7.13. Comparison of the control performance on the output active power
P e2 under both −5% and +5% step changes.
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Figure 7.14. Comparison of the control performance on the output active power
P e3 under both −5% and +5% step changes.

Table 7.3. The admittance matrices between each line/bus in
the three-machine nine-bus system.
Z(1, 1) = 0 − 17.3611i
Z(4, 1) = 0 + 17.3611i
Z(2, 2) = 0 − 16.0000i
Z(7, 2) = 0 + 16.0000i
Z(3, 3) = 0 − 17.0648i
Z(9, 3) = 0 + 17.0648i
Z(1, 4) = 0 + 17.3611i
Z(4, 4) = 3.3074 − 39.3089i
Z(5, 4) = −1.3652 + 11.6041i Z(6, 4) = −1.9422 + 10.5107i
Z(4, 5) = −1.3652 + 11.6041i Z(5, 5) = 3.8138 − 17.8426i
Z(7, 5) = −1.1876 + 5.9751i Z(4, 6) = −1.9422 + 10.5107i
Z(6, 6) = 4.1018 − 16.1335i
Z(9, 6) = −1.2820 + 5.5882i
Z(2, 7) = 0 + 16.0000i
Z(5, 7) = −1.1876 + 5.9751i
Z(7, 7) = 2.8047 − 35.4456i
Z(8, 7) = −1.6171 + 13.6980i
Z(7, 8) = −1.6171 + 13.6980i Z(8, 8) = 3.7412 − 23.6424i
Z(9, 8) = −1.1551 + 9.7843i Z(3, 9) = 0 + 17.0648i
Z(6, 9) = −1.2820 + 5.5882i Z(8, 9) = −1.1551 + 9.7843i
Z(9, 9) = 2.4371 − 32.1539i
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Table 7.4. The per unit value
for the parameters of each generator/bus in the system.
Xd
Xd0
Xq
Xq0
Xl
0
Td0
0
Tq0
H
D

G1/#1
0.146
0.0608
0.0969
0.0969
8.96s
0.0969
0s
23.64s
0

G2/#2
0.8958
0.1198
0.8654
0.1969
6s
0.8654
0.535s
6.4s
0

G3/#3
1.3125
0.1813
1.2578
0.25
5.89s
1.2578
0.6s
3.01s
0

Table 7.5. The sequence of load fluctuation applied in load A
Time

0.5s

6s

12s

18s

24s

Disturbance

8.4%

2.8%

−7.0%

−2.8%

−1.4%

Pe

1

0.72

0.71

0.7

0.69
GrHDP
HDP
w/ PSS
w/oPSS

0.68

0.67

0.66
0

5

10

15
Time (s)

20

25

30

Figure 7.15. The output active power P e1 under the load fluctuations. The GrHDP
approach is compared against the other three approaches under the same sequential
load disturbances.
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Figure 7.16. The supplementary control signals u1 , u2 and u3 provided by GrHDP
approach in this sequential load disturbances scenario.
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CHAPTER 8
Conclusions and Future Research Directions
8.1

Conclusions
This dissertation research is motivated by brain-intelligence and animal intel-

ligence that have multi-level internal goals to accomplish, in order to achieve the
long-term goals. To this end, such intelligence is formulated into an engineering
way that is mimic by multi-level goal networks based on ADP and RL. A new
internal goal representation based ADP design is thus proposed based these inspirations. Promising statistical simulation results have been achieved based on
several commonly used balancing benchmarks.
As this research moves forward, the proposed approach is named as goal
representation adaptive dynamic programming (GrADP) design. The goal representation technique has been successfully applied to HDP and DHP as well as
GDHP designs. Successfully learning control results have demonstrated the powerful learning control capacity of this GrADP designs. Further development of goal
representation technique has also been integrated into the DHP as well as GDHP
designs. Hierarchical goal representation principle (multiple goal networks) is also
verified on HDP architecture. Not only the toy problems are tested with the proposed GrHDP designs, but also the real-world smart grid applications are also
used. Better learning, adaptation and optimization capacity are justified through
all these simulation studies. Theoretical analysis and stability assurance of this
GrADP design are also included in the Appendix of this dissertation.
8.2

Original Contributions
This is the first time that adaptive internal goal representation has been pro-

posed based on adaptive dynamic programming. This goal representation tech-
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nique can be regarded as a general mapping function for the reward, and thus the
reward signal is able to be adaptive adjusted over time online. In contrast with
a fixed and predefined function in literature, the proposed GrADP design is more
capable to mimic certain level of machine intelligence in terms of learning and optimization abilities. The original contributions of this dissertation is summarized
as following:
• This is the first time that the reward feedback has been proposed as an
general mapping function, rather than a fixed and predefined formula. This
general mapping function is capable to be adaptive adjusted over time online
based on the observation of the system variables. Such adaptation is the
unique advantage in comparison with the fixed formula in literature.
• Goal representation design has been successfully integrated into HDP design, further on advanced ADP design, including DHP and GDHP designs.
To this end, the GrADP design family has been first developed with explicit
description. Simulation results verify the improved learning control and optimization performance. Further real-world applications and complex system
design have also demonstrated the large-scale applicability of the proposed
GrADP family.
• The theoretical analysis and stability assurance have also been provided to
address the convergence and boundedness results. Existing literature works
can not be directly applied for this new design, as the additional goal representation network and its contribution of the total value function. This is the
first time to demonstrated in GrADP design that the error difference between
the learning (weight) parameters and the expected values are uniformly ultimately bounded. The value function approximated by GrADP approach
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is also close enough to the expected Q value (within an arbitrary small error). These theoretical results are very important for the new design, as they
complete this new design family with a solid mathematical foundation.
8.3

Future Research Directions
The dissertation provides the first comprehensive study for the GrADP learn-

ing principle and its design family, including GrHDP, GrDHP and Gr-GDHP architectures. Promising results, including both simulation results and theoretical
results, are provided to demonstrate the improved learning control performance.
As this is a new design framework in the field, there are still many opportunities
to conduct further research along this directions:
• As the GrADP approach demonstrates quite promising applicable in realworld complex applications, it is very interesting to see how much control
and adaptation improvement it can achieve for several critical engineering
problems. Such as the smart grid and renewable energy systems, hypersonic vehicle control and robot path planning problems, as well as operation
research and logistic transportation optimizations. Preliminary results on
several of these applications show that GrADP approach can provide better
learning, optimization and prediction results from certain perspectives.
• Deep learning has become one of biggest topics in machine learning field, and
deep reinforcement learning has also become one of frontier topics by taking
the advantage of deep network learning principle. Convolutionary neural
network, recurrent neural network, deep belief network and many other new
techniques have showed powerful capacities in deep learning problems. It
is very desirable to see if deep reinforcement learning methodologies can be
applied in (goal representation) ADP field so that the “big data” learning
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control issue can also be addressed based on deep learning ADP methods.
• Model-free technique has been presented in literature and demonstrated with
simplified learning and adaptation algorithms. The computational cost and
offline training are also significantly reduced. Literally, advanced ADP designs, such DHP and GDHP designs, are still requiring a model network for
precise prediction. I am very determined to develop model-free methodologies for DHP and GDHP designs in the field. Also, this will help to complete
the model-free ADP design family and make it an alternative option for realworld applications. Furthermore, this model-free technique is also applicable
for GrADP design family, including GrHDP, GrDHP and Gr-GDHP designs.
• In current literature, the ADP and GrADP designs are most focusing on the
computer simulation. Many of the physical control systems needs dedicated
and high-speed embedded systems to support. It is a nature movement if
this research can also be applied in several high-speed embedded system,
such as FPGA and GPU boards. One step ahead this direction could make
the engineering intelligence more close to reality.
Machine intelligent system design is one of most exciting research topics in
today’s society. With the modern technologies, neuroscience, and fundamental
research of artificial intelligence, our human being is very hopefully achieve the
truly engineering intelligent systems. This dissertation provides a comprehensive
study of machine intelligence based on goal representation adaptive dynamic programming, including design inspiration, new framework, new ADP design family,
applications from toy problems to real-world examples and theoretical assurance
as well as implementation-level pseudo code algorithm. Hopefully, the dissertation
could contribute to the development of this most exciting and ambitious research
topics in the field.
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APPENDIX A
Pseudo Code of GrHDP based Tracking Control Algorithm
Algorithm level of implementation of GrHDP based tracking control
(Chapter 4)

/* fˆ(x) ⇐ ActNet (x, wa ), nonlinear function approximation with the action network;
ActN et: the action network;
x: state vector;
wa : weights of ActN et;
fˆ(x): nonlinear system function approximation, the output of ActN et;



u ⇐ F ilter xd , x, fˆ(x) , control action calculation;
F ilter: the tracking filter;
xd : the desired reference signal;
u: control action;

s ⇐ Ref N et (x, u, wr ), internal goal representation with the reference network;
Ref N et: the reference network;
wr : weights of the Ref N et;
s: internal goal signal;

J ⇐ CritN et (x, u, s, wc ), total cost-to-go signal approximated by the critic
network;
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CritN et: the critic network;
wc : weights of the CritN et;
J:total cost-to-go signal, the output of the critic network; */

/*Note: the parameters Nr , Tr , ηr , Nc , Tc , ηc , Na , Ta , ηa are all defined in
Table 4.1; */

1)

Initiate x(0)

2)

Uniformly randomize wa (0), wr (0), wc (0) in [−1, 1]

3)
4)

fˆ(x(0)) ⇐ ActN et (x(0), wa (0))


u(0) ⇐ F ilter xd , x(0), fˆ(x(0))

5)

s(0) ⇐ Ref N et (x(0), u(0), wr (0))

6)

J(0) ⇐ CritN et (x(0), u(0), s(0), wc (0))

7)

Jprev = J(0)

8)

for 1 to MaxStep do;

9)

//weights are carried on through the whole learning process;

10)

CurrentState ⇐ (x(k − 1), u(k − 1)); //obtain current state

vectors from the external environment
11)

wa (k) = wa (k − 1);

12)

wc (k) = wc (k − 1);

13)

wr (k) = wr (k − 1);

14)
15)

fˆ(x(k)) ⇐ ActN et (x(k), wa (k));


u(k) ⇐ F ilter xd , x(k), fˆ(x(k)) ;

16)

s(k) ⇐ Ref N et (x(k), u(k), wr (k));

17)

J(k) ⇐ CritN et (x(k), u(k), s(k), wc (k));

18)

Obtain the tracking error ē(k) via (4.3)
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19)

if ||ē(k)|| < c then

20)
21)

r(k) = 0; // reward
else

22)

r(k) = −1; // punishment

23)

end if //corresponding to step 19

24)

if Step ≥ 100 then

25)

calculate M SE via equation (4.46);

26)

if M SE < threshold then

27)

ηr (k),ηc (k),ηa (k) are divided by 6, respectively

28)

threshold = threshold/2; //update

29)

elseif M SE ≥ 4 ∗ threshold then

30)

ηr (k),ηc (k),ηa (k) and threshold are reset to the initial

values, respectively;
31)

end if ; //corresponding to step 26

32)

end if ; //corresponding to step 24

33)

Er (k) = 21 (αJ(k) − (J(k − 1) − r(k)))2 ;

34)

cyc = 0;

35)

while (Er (k) > Tr &cyc > Nr ) do
// update the weights recursively;

36)

wr (k) = wr (k) + ∆wr (k) via (4.20) and (4.23);
// update the s(k), J(k), Er (k), cyc correspondingly

37)

s(k) ⇐ Ref N et (x(k), u(k), wr (k));

38)

J(k) ⇐ CritN et (x(k), u(k), s(k), wc (k));

39)

Er (k) = 21 (αJ(k) − (J(k − 1) − r(k)))2 ;

40)

cyc = cyc + 1;

41)

end while // online learning of the reference network
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42)

Ec (k) = 12 (αJ(k) − (J(k − 1) − s(k)))2 ;

43)

cyc = 0;

44)

while (Ec (k) > Tc &cyc > Nc ) do

45)

wc (k) = wc (k) + ∆wc (k) via (4.27) and (4.30);

46)

J(k) ⇐ CritN et (x(k), u(k), s(k), wc (k));

47)

Ec (k) = 21 (αJ(k) − (J(k − 1) − s(k)))2 ;

48)

cyc = cyc + 1;

49)

end while // online learning of the critic network

50)

Ea (k) = 21 (αJ(k) + fˆ(x(k)) − Uc )2 ;

51)

cyc = 0;

52)

while (Ea (k) > Ta &cyc > Na ) do

53)

wa (k) = wa (k) + ∆wa (k) via (4.36) and (4.40);
// update the fˆ(x(k)), u(k), s(k), J(k), Er (k), cyc correspondingly

55)

fˆ(x(k)) ⇐ ActN et (x(k), wa (k));


u(k) ⇐ F ilter xd , x(k), fˆ(x(k)) ;

56)

s(k) ⇐ Ref N et (x(k), u(k), wr (k));

57)

J(k) ⇐ CritN et (x(k), u(k), s(k), wc (k));

58)

Ea (k) = 21 (αJ(k) + fˆ(x(k) − Uc ))2 ;

59)

cyc = cyc + 1;

54)

60)
61)

end while // online learning of the action network
end for //corresponding to step 8
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APPENDIX B
Stability Analysis for GrHDP-based Tracking Control
It is assumed φa for the output of the hidden neurons in the action network
s.t. φa (k) = [φa,1 (k) φa,2 (k) ... φa,Nah (k)]T and then kφa (k)k2 = φTa (k)φa (k). For
the critic network and reference network, it is defined with the similar notations
s.t. φc and φr for the output of the hidden neurons in the critic network, and
reference network, respectively. Let the components in φa , φc and φr are bounded
in a certain range [76, 139, 140, 75]. The estimated weights in networks are
denoted as ω̂a , ω̂c , and ω̂r , while the expected weights are denoted as ωa , ωc and
ωr . Therefore, the differences are defined as ω̃a = ω̂a − ωa , ω̃c = ω̂c − ωc and
ω̃r = ω̂r − ωr . Although ω̂a , ω̂c , and ω̂r are unknown parameters, they have upper
bounds in this analysis because if they exceed the preset upper bounds, they will
be normalized according to (4.41)-(4.43).

Define the Lyapunov function candidate as follows
V = V1 + V2 + V3 + V4 + V5

(B.1)

where
V1 =

1 T
ē (k)ē(k)
γ1

1
tr(ω̃cT (k)ω̃c (k))
ηc
1
V3 = kζc (k − 1)k2
2
1
V4 =
tr(ω̃aT (k)ω̃a (k))
γ2 ηa
1
V5 =
tr(ω̃rT (k)ω̃r (k))
γ3 ηr
V2 =
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(B.2)
(B.3)
(B.4)
(B.5)
(B.6)

In (B.4), ζc (k − 1) = (ω̂c (k − 1) − ωc )T φ1 (k − 1) = ω̃cT (k − 1)φ1 (k − 1) and γi > 0
for i = 1, 2, 3.
The first difference of the Lyapunov function candidate can be written as
∆V = ∆V1 + ∆V2 + ∆V3 + ∆V4 + ∆V5

(B.7)

For ∆V1 , it is derived as

where

ē(k + 1) = Kv ē(k) − f˜(x(k)) + d(k).

(B.8)

f˜(x(k)) = f (x(k)) − fˆ(x(k))
f (x(k)) = ωaT (k)φa (k) + εa (x(k))
f˜(x(k)) = (ω̂a (k) − ωa (k))T φa (k) + εa (x(k))
= ω̃aT (k)φa (k) + εa (x(k))

(B.9)

Therefore

1 T
ē (k + 1)ē(k + 1) − ēT (k)ē(k)
γ1
T
1
=
Kv ē(k) + ζa (k) + εa (k) + d(k)
γ1

∆V1 =


· (Kv ē(k) + ζa (k) + εa (k) + d(k)) − ēT (k)ē(k)

1
≤
3 Kv2 kē(k)k2 + kζa (k)k2 + kεa (k) + d(k)k2 − kē(k)k2 ]
γ1

3
1
2
≤
(Kvmax
− ) kē(k)k2 + kζa (k)k2 + kεa (k) + d(k)k2
γ1
3

(B.10)

where Kvmax is the maximum eigenvalue of Kv .

For ∆V2 , it is derived as
ω̂c (k + 1) = ω̂c (k) − ηc αφc (k)(αω̂cT (k)φc (k) + s(k)
−ω̂cT (k

144

T

− 1)φc (k − 1))

(B.11)

and the corresponding ω̃c (k + 1) can be expressed as
ω̃c (k + 1) =ω̃c (k) − ηc αφc (k) αω̂cT (k)φc (k) + s(k)
T
− ω̂cT (k − 1)φc (k − 1)

= I − ηc α2 φc (k)φTc (k) ω̃c (k) − ηc αφc (k)

(B.12)

T
αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)
Then
∆V2
1
tr(ω̃cT (k + 1)ω̃c (k + 1) − ω̃cT (k)ω̃c (k))
ηc
1
= tr ω̃cT (k)AT Aω̃c (k) − ω̃cT (k)ω̃c (k)
ηc

=

(B.13)

+ Bα2 ηc2 φTc (k)φc (k)B T − ω̃cT (k)AT ηc αφc (k)B T

− Bηc αφTc (k)Aω̃c (k)
where A = I − ηc α2 φc (k)φTc (k) and B = αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)

Note:
ω̃cT (k)AT Aω̃c (k) − ω̃cT (k)ω̃c (k)
= ω̃cT (k)[(I − ηc α2 φc φTc )T (I − ηc α2 φc φTc )]ω̃c (k) − ω̃cT (k)ω̃c (k)

(B.14)

= −ηc α2 kζc (k)k2 − ηc α2 ω̃cT (k)φc φTc (I − ηc α2 φc φTc )ω̃c (k)
where ζc (k) = ω̃cT (k)φc (k).
Therefore
∆V2 (k)

= − α2 kζc (k)k2 − α2 1 − ηc α2 kφc (k)k2 kζc (k)k2
+ ηc α2 kφc (k)k2 · αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)

− 2tr[α I − ηc α2 kφc (k)k2 ζc (k)
T
· αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1) ]
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2

(B.15)

We would like to seek the upper bound of (B.15) by applying Cauchy-Schwarz
inequality for the fourth term. Therefore, we have
∆V2 (k)
≤ −α2 kζc (k)k2 − α2 (1 − ηc α2 kφc (k)k2 ) · kζc (k)k2
+ αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)

2

(B.16)

− α2 (1 − ηc α2 kφc (k)k2 )
· ζc (k) + ωcT φc (k) + α−1 s(k) − α−1 ω̂cT (k − 1)φc (k − 1)

2

From (B.16), we can further get
∆V2 (k)
≤ −α2 kζc (k)k2 +

1
kζc (k − 1)k2
2

+ 2 αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)

− α2 1 − ηc α2 kφc (k)k2

2

(B.17)

· ζc (k) + ωcT φc (k) + α−1 s(k) − α−1 ω̂cT (k − 1)φc (k − 1)

2

For ∆V3 (k), we have
1
∆V3 (k) = (kζc (k)k2 − kζc (k − 1)k2 )
2

(B.18)

For ∆V4 (k), we have
ω̂a (k + 1) = ω̂a (k) − ηa φa (k)ω̂cT (k)Ca (k)
·

(ω̂cT (k)φc (k)

(B.19)

+ Kv ē(k) − ē(k + 1))

T

where Ca (k) is a Nch × 1 vector and its elements can be defined as Ca (k) =
1
(1
2

− φc (k))ωc,n+1 (k). And then
ω̃a (k + 1) = ω̃a (k) − ηa φa (k)ω̂cT (k)Ca (k)
· ω̂cT (k)φc (k) + Kv ē(k) − ē(k + 1)
146

(B.20)
T

With tracking error dynamics, we can rewrite (B.20) as
ω̃a (k + 1) = ω̃a (k) − ηa φa (k)ω̂cT (k)Ca (k)
·

ω̂cT (k)φc (k)

(B.21)

T
+ ζa (k) − εa (k) − d(k)

Therefore, we have


1
tr ω̃aT (k + 1)ω̃a (k + 1) − ω̃aT (k)ω̃a (k)
γ2 ηa

1
= tr − 2ω̂cT (k)Ca (k)ζa (k)
γ2
T
· ω̂cT (k)φTc (k) + ζa (k) − εa (k) − d(k)

∆V4 (k) =

+ ηa φ2a (k) · ω̂cT (k)Ca (k)
·

ω̂cT (k)φc (k)

(B.22)

2

+ ζa (k) − εa (k) − d(k)

2



In order to further simplify the formula, we can rewrite (B.22) as follows
∆V4 (k) =

1
tr[−(1 − ηa φ2a (k)) kDk2 kEk2
γ2
2

(B.23)

2

+ kD · E − ζa (k)k − kζa (k)k ]
where
D = ω̂cT (k)Ca (k)

(B.24)

E = ω̂cT (k)φc (k) + ζa (k) − εa (k) − d(k)

(B.25)

Applying the Cauchy-Schwarz inequality for (B.23), we have
∆V4 (k) ≤

1
tr[F + 2 · kD · Ek2 + kζa (k)k2 ]
γ2

(B.26)

where
F = −(1 − ηa kφa (k)k2 ) kDk2 kEk2 .
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(B.27)

For ∆V5 (k), we have
ω̃r (k + 1) =ω̃r (k) − ηr φr (k)ω̂cT (k)Cr (k)
·

(αω̂cT (k)φc (k)

+ r(k) −

(B.28)

ω̂cT (k

T

− 1)φc (k − 1))

where Cr (k) is a Nch × 1 vector and its elements can be defined as
Cr (k) = 21 (1 − φc (k))ωc,n+2 (k).

Therefore


1
tr ω̃rT (k + 1)ω̃r (k + 1) − ω̃rT (k)ω̃r (k)
γ3 ηr

1
= tr − 2ω̂rT (k)Cr (k)ζr (k)
γ3

∆V5 (k) =

(B.29)

· (αω̂cT (k)φc (k) + r(k) − ω̂cT (k − 1)φc (k − 1))T
+ ηr φr (k) ω̂rT (k)Cr (k)
·

αω̂cT (k)φc (k)

2

+ r(k) −

ω̂cT (k

− 1)φc (k − 1)

2



We can also simplify (B.29) by rewriting as
∆V5 (k) =

1
tr[H + kG · I − ζr (k)k2 − kζr (k)k2 ]
γ3

(B.30)

where

G = (αω̂cT (k)φc (k) + r(k) − ω̂cT (k − 1)φc (k − 1))T .

(B.31)

H = −(1 − ηr kφr (k)k2 ) kGk2 kIk2 .

(B.32)

I = ω̂rT (k)Cr (k).

(B.33)

Applying the Cauchy-Schwarz inequality for (B.30), we have
∆V5 (k) ≤

1
tr[H + 2 · kG · Ik2 + kζr (k)k2 ]
γ3
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(B.34)

Substituting (B.10), (B.17), (B.18), (B.26), (B.34) and into (B.1), we can get
the first difference of the Lyapunov function candidate as (B.35)
∆V (k)


1
3
2
2
2
2
(Kvmax − ) kē(k)k + kζa (k)k + kεa (k) + d(k)k
≤
γ1
3
− α2 kζc (k)k2 + 2 αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)

− α2 1 − ηc α2 kφc (k)k2
· ζc (k) + ωcT φc (k) + α−1 s(k) − α−1 ω̂cT (k − 1)φc (k − 1)

2

(B.35)

2

1
1
kζc (k − 1)k2 + (kζc (k)k2 − kζc (k − 1)k2 )
2 
2

1
2
2
+ tr F + 2 · kD · Ek + kζa (k)k
γ2


1
2
2
+ tr H + 2 · kG · Ik + kζr (k)k
γ3
+

In order to express (B.35) in a clear way, we rewrite it as
∆V (k)


1
3
2
2
2
2
(Kvmax − ) kē(k)k + kζa (k)k + kεa (k) + d(k)k
≤
γ1
3


1
2
2
2
2
2
− (α − ) kζc (k)k − α I − ηc α kφc (k)k
2
· ζc (k) + ωcT φc (k) + α−1 s(k) − α−1 ω̂cT (k − 1)φc (k − 1)
1
(1 − ηa kφa (k)k2 ) kDk2 kEk2
γ2
1
− (1 − ηr kφr (k)k2 ) kGk2 kIk2
γ3
−

+ Z 2.
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2

(B.36)

where Z 2 is defined as
Z2 =

1
1
kζa (k)k2 + kζr (k)k2
γ2
γ3
+ 2 αωcT φc (k) + s(k) − ω̂cT (k − 1)φc (k − 1)


1
1
+
2 · kD · Ek2 +
2 · kG · Ik2
γ2
γ3

2

(B.37)

And the upper bound for Z 2 is
Z2 ≤

2
ω T φam
γ2 am

2

+

2
ω T φrm
γ3 rm

T
+ 6(α2 + 1) · ωcm
φcm
T
ωcm
φcm

·

2

2

2

6
ω T Cam
γ2 cm

2
+ kεam + dm k2

+ 6s2m +

T
+ 2 ωam
φam

2


6
2
2
T
T
ωrm
Crm · (α2 + 1) · ωcm
φcm + krm k2
γ
3

1 2
1
2
2
T
2
T
=6 · α + 1 +
ω Cam + (α + 1) · ωrm Crm
γ2 cm
γ3


2
2
2
2
T
T
T
· ωcm φcm +
1 + 6 ωcm Cam
· ωam
φam
γ2
2
6
2
2
T
T
ωrm
ωcm
φrm + 6s2m +
Cam · kεam + dm k2
+
γ3
γ2
6
2
ω T Crm · krm k2
+
γ3 rm
+

(B.38)

2
=Zm

where ωcm , ωam , ωrm , φcm , φam , φrm , Cam , Crm , sm and rm are the upper bounds of
ωc , ωa , ωr , φc , φa , φr , Ca , Cr , s and r, respectively.

Equation (B.38) further implies that ∆V (k) ≤ 0 if the following conditions
hold

√
3
<
3

0 < Kvmax
√
2
<α<1
2

ηc α2 kφc (k)k2 < 1, ηa kφa (k)k2 < 1, ηr kφr (k)k2 < 1
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(B.39)
(B.40)
(B.41)

and
r
kē(k)k >

γ1
kZm k
1 − 3Kv max

(B.42)

or
s
kζc (k)k >

(α2

1
kZm k
− 12 )

(B.43)

According to a standard Lyapunov extension theorem [141, 142], this demonstrates that the auxiliary error and the error in the weights estimates are uniformly
ultimately bounded (UUB). Also this further implies that the weights estimates
are bounded correspondingly [75].
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APPENDIX C
Boundedness Theoretical Results of Maze Navigation Example
Unlike the proofs of convergence for adaptive dynamic programming (ADP)
in literature [143, 144, 145, 146], a new insight for the error bound between the
estimated value function and the expected value function is provided. The critic
network in GrADP approach is used to approximate the Q value function, and the
action network is used to provide the control policy. The goal network is adopted to
provide the internal reinforcement signal for the critic network over time. Finally,
the estimated Q value function is illustrated to be close enough to the expected
value function.
C.1

Problem Formulation
Define the instant reward between any two state x and x0 as s(x, x0 ), and

assume that there are N possible states in the maze. The probability between any
two state x and x0 can only take the value of 0 or 1 (i.e., this maze navigation
problem is a deterministic and finite MDP). Thus, the Bellman’s equation can be
rewritten as
V (x) = s + γ max V (x0 )

(C.1)

s = fg (x, u)

(C.2)

and

where V (x) is the value function at state x, and s is the internal reward function
that is in a relationship with the system variables and control action. γ is a
discounted factor with the range of 0 < γ < 1. It is worth pointing out that
such s function could represent the similar formulas (e.g., binary values, quadratic
152

forms, sum of weighted factors, etc) with those in [68, 147, 92, 148, 149], or some
other proper formulas over time if necessary. In addition, the representation of
the internal reward function could be automatically adjusted and updated during
the learning process online, which has been claimed as the main contribution and
foundation of the GrADP design in recent years. As this paper is dedicated for the
boundedness results for the problem described in [97, 98], the following remarks and
other mathematical derivations have been customized to exactly fit the approach
adopted in the same papers.
Remarks:
1. The action space U is a finite set. Usually, there are four directions: left,
right, forward and backward for the agent. Thus the action space is within
a finite space set.
2. The state space X is a boundedness subset of Rn . Thus, there exists a
constant ∆max < ∞, such that for all x, x0 ∈ X, the distance is defined as
d(x, x0 ) ≤ ∆max . Generally, we can discretize the state space, and take the
coordinates of the agent as the input for the controller. The state space can
be arbitrarily large, but definitely it is within a boundedness set.
Given any control policy π, it is considered to be optimal if the generated
value function can achieve the optimal value, such that V π (x) = V ∗ (x) holds for
all x ∈ X, where V ∗ (x) is the optimal value function. For any  > 0, a policy π
is considered as -optimal if the generated value function has been close enough
towards the optimal value, such that V π (x) ≥ V ∗ (x) −  holds valid for all x ∈ X
[150, 151, 152].
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Assumption 1: The instant reward signal has both upper and lower bounds
s.t. s ∈ [smin , smax ], and then it results to
Vb =

1
(smax − smin ).
1−γ

(C.3)

where Vb denotes the maximum difference between the returns of any two policies.
γ is a discounted factor, which is smaller than 1.
Assumption 2: There exists certain constants α > 0 and β > 0, s.t. x, x0 ∈ X
and u ∈ A that
|s(x, u) − s(x0 , u)| ≤ α · d(x, x0 )

(C.4)

d(f (x, u) − f (x0 , u)) ≤ β · d(x, x0 )

(C.5)

and

where f refers to the system function and x0 = f (x, u) and x00 = f (x0 , u). Note
x0 and x00 are denoted as the corresponding future state for the agent. d can be
considered as the distance between the two states and can also be regarded as the
upper difference value between two rewards.
Definition 1 [153]: The modulus of the continuity of the optimal value
function V is defined as
ω̄ =

|V (x) − V (x0 )|

sup

(C.6)

x,x0 :d(x,x0 )≤Z

The modulus of continuity bound (MCB) is obtained as
1. ω(z) ≤ ω̄(z), ∀z > 0;
2. ω̄(z) −→ 0, as z −→ 0.
The MCB proof is similar with that in [153] and here we simply treat it as a
definition for our analysis. To evaluate the performance of a learning algorithm,
the definition of Policy-Mistake Count (PMC) is introduced. This counted number specifies the total steps that the algorithm spent on the non-optimal actions
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during the learning process. That is to say, the algorithm can be able to learn the
optimal/near optimal control policy after a finite number of steps and satisfies the
PAC principle.
Definition 2 [153]: In the learning algorithm, define that At = πk |∞
k=t is the
control policy that the algorithm implements at time t. This discounted return by
∞
P
executing At is denoted by J At =
γ (t−k) s(k) | uk = πk (xk ). Therefore the PMC
k=t

is defined as
P M C(ε) =

∞


X
Π J At (xt ) < V (xt ) − ε

(C.7)

t=0

where Π is a signal function. It will output 1 if the event in the brace comes, otherwise output 0. From the definition, we can see that the algorithm can achieve
the optimal/near optimal performance after the PMC steps. If the learning algorithm’s PMC is finite and bounded, the algorithm is regarded as PAC algorithm
[150, 152].
C.2

Analysis of GrADP based Learning Approach
The boundedness results for the GrADP based learning control approach is

presented in this section. The difference between the value function learnt by
the GrADP approach and the expected value function is under an arbitrary small
bound. The algorithm will learn the near-optimal policy within a finite number of
steps using PMC and PAC evaluation. The lemmas and the theorem are provided
as below:
Lemma 1: For any given x, x0 ∈ X, it has

|V (x) − V (x0 )| ≤ ω̄ d(x, x0 ) .
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(C.8)

Proof: For any given x, x0 ∈ X, substituting the formula of V into equation
(C.8), it has that
|V (x) − V (x0 )| =
|s(x, u) + γ · max V (f (x, u)) − s(x0 , u)−
u∈A

(C.9)

0

γ · max V (f (x , u))|
u∈A

≤|s(x, u) − s(x0 , u)| + γ · max |V (f (x, u)) − V (f (x0 , u))|
u∈A

The last item of the above inequality can be further rewritten as
|V (f (x, u)) − V (f (x0 , u))|
=|s(f (x, u)) − s(f (x0 , u))|
+ γ · max |V (f (x0 , u0 )) − V (f (x00 , u0 ))|

(C.10)

u∈A

≤αd(f (x, u), f (x0 , u)) + γ · max |(V (f (x0 , u0 )) − V (f (x00 , u0 )))|
u∈A

≤αβd(x, x0 ) + γ · max |(V (f (x0 , u0 )) − V (f (x00 , u0 )))|.
u∈A

Substituting the formula (C.10) into (C.9), it results to
|V (x) − V (x0 )| =
≤γ[αβd(x, x0 ) + γ · max |V (f (x0 , u0 )) − V (f (x00 , u0 ))|]
u∈A

(C.11)

0

+ αd(x, x )
≤αd(x, x0 ) · [1 + αβ + · · · ] + γ H · Vb .
where Vb is the maximum difference of the value function between the infinite-time
iterations. Let H −→ ∞, it thus has
|V (x) − V (x0 )| ≤
αd(x, x0 ) ·

H−1
X

(C.12)
(γβ)k + γ H Vb .

k=0

From equation (C.12), we can see that the analysis can be addressed in terms
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of the range of γβ. (i) If γβ < 1, H −→ ∞, then
|V (x) − V (x0 )| ≤

α
d(x, x0 ).
1 − γβ

(C.13)

Note γ is a discount factor in as presented in (C.8), and therefore γ H · Vb is approaching zero when H goes to infinity. In this case, ω̄(d) =

α
1−γβ

· d. The equation

(C.13) is then in the same format as that in Lemma 1.
(ii) Consider γβ > 1, as γ < 1, assume there exists a minimal H = H0 s. t.
γ H0 Vb ≤ αd(x, x0 )

(γβ)H0
.
γβ − 1

(C.14)

This indicates that
|V (x) − V (x0 )| ≤ 2αd(x, x0 )

(γβ)H0
.
γβ − 1

(C.15)

Next, I am going to derive the upper value of the (γβ)H0 , and thus find the upper
value for the left side of inequity (C.15). Since H0 is the minimal H satisfying the
inequity above, it holds that
αd(x, x0 )

(β)H0 −1
β H0
< Vb ≤ αd(x, x0 )
.
γβ − 1
γβ − 1

(C.16)

The left inequity is obtained from the following analysis: in (C.14), the right
side value is almost equal or slight larger than the left side formula (as H0 is the
minimal value to satisfy inequity (C.14)). Then, Vb is expected to be larger than
H0 −1

αd(x, x0 ) (β)
, as β is larger than 1 in this case.
γβ−1
It can further be derived the range for β0H that
Vb (γβ − 1)
Vb β(γβ − 1)
≤ β H0 <
.
0
αd(x, x )
αd(x, x0 )

(C.17)

Then
H0 ≥ logβ

 V (γβ − 1) 
b
.
αd(x, x0 )
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(C.18)

and
log (

Vb (γβ−1)
)

γ H0 ≤ γ β αd(x,x0 )
 V (γβ − 1) logβ γ
b
=
.
αd(x, x0 )

(C.19)

and,
 V (γβ − 1) logβ γ
b
αd(x, x0 )
 V β(γβ − 1)   V (γβ − 1) logβ γ
b
b
<
·
αd(x, x0 )
αd(x, x0 )
Vb (γβ − 1) logβ γβ
)
.
=β·(
αd(x, x0 )

(γβ)H0 ≤ β H0

(C.20)

Substituting the results from inequity (C.20) into inequity (C.15), we have
(γβ)H0
γβ − 1
1
α
log γβ
)logβ γ
≤ 2β · Vb β · (
γβ − 1

|V (x) − V (x0 )| ≤ 2αd(x, x0 ) ·

(C.21)

1

· d(x, x0 )(logβ γ ) .
1

logβ γβ

In this case, ω̄(d) = P ·d(logβ γ ) , where P = 2β ·Vb

1

α
)logβ γ . The inequality
·( γβ−1

(C.21) is then in the same format as that in Lemma 1.
If αβ = 1, the above lemma will not satisfy MCB in this case according to the
literature [154, 150]. This complete the proof of Lemma 1. The conclusion of this
lemma will be called in the final proof of the Theorem. Interested readers may
also refer to [154, 152, 155] for a more generalized theoretical proof.



The lemma provides the MCB property for the difference between two arbitrary given value functions (these two arbitrary states x and x0 belong to X). Next,
I am going to derive the error bound for the difference between estimate Q value
function and expected Q value function for any specific state. Therefore, we define
that the Q value function is provided as
Q(x, u) = s(x, u) + γ max Q(x0 , u0 )
u
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(C.22)

In addition, an operator is defined as: given a function g s.t. X × A −→ R and for
arbitrary x, it satisfies x ∈ Ω. The operator formula is presented as:
Tg (x) = s(x, u) + γ max g(f (x, u), u0 ).

(C.23)

u∈A

Lemma 2: The operator T is a contraction mapping in the l∞ norm with
contraction factor γ. Given any g1 and g2 , it has


|Tg1 (x) − Tg2 (x)| =γ max g1 (f (x, u), u0 ) − g2 (f (x, u), u0 )
u∈A

≤γ max |g1 (f (x, u), u0 ) − g2 (f (x, u), u0 )|

(C.24)

u∈A

=γ · kg1 − g2 k∞ .
As T is a contraction, it will have a fixed solution. According to the definition in
(C.22) and (C.23), Q value function is the fixed solution of T in R. Also, from the
formula in (C.24), one can see the operator T is a contraction with factor γ in an
infinity form [155].
Theorem: For every time k, estimated value function Q̂ has the following
relationship w.r.t the optimal Q function:
Q̂(x, u) ≥ Q(x, u) − ε.

(C.25)

where
ε=

αd + γ ω̄(d)
.
1−γ

(C.26)

Proof: From Lemma 2, Q̂ is the fixed solution of the operator T. The proof
of this theorem can start with
Q̂(x, u) − Q(x, u)
= ŝ(x, u) − s(x, u) + γ · max(Q̂(x, u) − Q(x, u))
u∈A

≥ −αd + γ max[Q̂(x, u) − Q(x, u)].
u∈A
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(C.27)

With the results in Lemma 1, we have
| Q̂(x, u) − Q(x, u) | ≤ ω̄(d))

(C.28)

Substitute equation (C.28) into equation (C.27), it has
Q̂(x, u) − Q(x, u) ≥

∞
X

γ k (−αd − γ ω̄(d))

k=0

(C.29)

αd + γ ω̄(d)
.
=−
1−γ
From (C.29), one can see that the difference between the estimated Q value
function and the expected Q value function is within a certain bound after enough
iterations. It demonstrates the PAC technique on the GrADP approach on approximating the value function. Also, the policy-mistake count will also be a
finite number according to equation (C.7). The derived theorem has concluded
the boundedness results of the paper. In the following section, we will provide the
numerical results to verify the convergence of the GrADP approach through the
maze navigation example.
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APPENDIX D
Abbreviations
AD: Action Dependent
AI: Artificial Intelligence
ADP: Adaptive Dynamic Programming
CI: Computational Intelligence
DHP : Dual Heuristic Dynamic Programming
GDHP : Globalized Dual Heuristic Dynamic Programming
GrADP : Goal Representation Adaptive Dynamic Programming
GrDHP : Goal Representation Dual Heuristic Dynamic Programming
Gr-GDHP : Goal Representation Globalized Dual Heuristic Dynamic Programming
GrHDP : Goal Representation Heuristic Dynamic Programming
HDP : Heuristic Dynamic Programming
MDP: Markov Decision Processing
ML: Machine Learning
RL: Reinforcement Learning
TD: Temporal Difference
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