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This paper is a survey of the main propertics of special O-1 matrices. All thcsc prcrpertles are 
presented in a unified bmework (in terms of matrices and not in terms of hypergraphs). The 
paper contains no original result and no proof. 
NuI doute que I’une des idles de Bcrge quand il a introduit le concept 
d’hypergraphe ait et6 d’utiliser le tangage tres image et les methodes de la thiiorie 
des graphes pour etudier les matrices dont les ClOments valent 0 ou 1, considerees 
comme gdneralisation des matrices d’incidence aux a&es des graphes non orient&. 
L’un des inter&s de la theorie des hypergraphes telle qu’elle a Cte d&eloppCe par 
Berge est de mettre en kvidence Ie fait que certains concepts de ia theorie des 
graphes peuvent se genkraliser de plusieurs man&es ditlkzntes suiv;lnt la 
propriete caract&istique qu’on choisit de conservcr et la man&-e dont on envisage 
d’effectuer cette generalisation. Ainsi, par exemple, si on concentre son intCr& sur 
les problemes de coloration, selon qu’on choisit la propriete d’admcttre, pour un 
graphe non orient6 et tous se s sous-graphes, une Xcoloration ou une bicoloration 
dquitable, le concept de graph<= Siparti s’&end en celui d’hypergraphe kquilihrc 
(theoreme de Berge) ou en cAui d’hypergraphe unimodulaire (thCor&mc de 
Chouila-Houri et Camion). 
Dans cette note de synthese, nous avons regroup&, dans une pr6sentation unifi6e. 
un certain nombre de r6sultacs ur les matrices h elements darts (0.1). Ces r&hats 
sont donnes saris demonstration avcc simplement la reference au% articles ou on 
peut trouver les pr ~~-:,s correspondantes. Ceci permet d’alleger le texte et de 
mieux voir comment ‘es proprietes Cnonckes ’enchainent les unes Its awes. Nous 
avons choisi de pr&cxter ces risultats en tcr;nes de matrices (0, I) sans utiliser la 
theorie dn_s hypergraphes. I1 strait tvidemment immkdiat de faire le lien (cf. f 1 )I. 
1. Dk?tkaltTone et notatlam 
D6fWtk~ 1.k Soit A unle matrice B CICments dans (0, I) (on dira une (0, I)- 
matrice) dont I’ensemble des lignes est L = { 1,2, . . ., n) et I’ensemble des colonnes 
est C=(l,2,..., m}+ Pour i f L, j E C, A! designera I’elkment de A siw? dans la 
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i&me ligne et la jtme coloane tandis que A, dhignern la ibrne Iigne de A et A i la 
j&me coloflne. 
Pour I CL, A, dhignera I,a sous-matrice de A dent Jew lignes sont les A, avec 
i E I. Pour J C c, A’ d&ignera la sowmatrice de A hat les coionnes sent A i 
wx j E 1. Pour I CL, .F C C, A : dksignera la sow-matrice de A dont les Uments 
t Aiavec iEI etjEJ. 
1 I 
l.2. I..e degri d’une ligne i de A est le nombre d’&ments non nuls 
contenus dans la ieme ligne de A : 
nition 13 On appelle cmpluge duns A un ensemble P CC tel que 
n d&signe par v(A) le cardinal d’un couplage de cardinal maximum (couplage 
maximum). 
nfiiw 1.4. 0n appelle indice chromatique de la (0,l)matrice A (et ofi 
d&si,gne par q(A )) le plus petit entier k tel qu’il existe une partition de ,C: 
C=I,+J,+**+_& 
. . ., Sk constituent des coupiages dans A. 
n&km 1.S. On appelle trunsuersal de A un ensemble I CL tel que la matrice 
canrienne au moins un ClCment non nul par cotonne, Or? disigne par T(A) le 
~~rd~~al d’un transversal de A & cardinal minimum (transversaL&timtim)6 
1.6. On appefk bicoloratin (da ligws) de A ime partition de. L: 
L f: I’ + I” 
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t&e que: 
jEC 
F 
n A+1 +,&APL 2 A:&1 *I iEf’ 
ou, en d’autres termes, si on designe par A’ la sow-matrice de A obtenue en ne 
gardant que les colonnes j E C qzli pow&dent au moins deux elements non nuls. 
alors I’ et I” sont des transversaux de A ‘. Une (0, I)-matrice qui admet une 
bicoloration est dite “bichromatique”. 
DhfMtion 1.7. On appelle &coloration tfquiruble, (des lignes) & A we partition 
de L: 
L = I’+Z” 
telle que: 
2. Remurques lhhuires 
Reuturque 2.1. Pour toute (O,l)-matrice A on a* 
u(A) d T(A). 
En effet, si I designe un transversal minimum et J un couplage maximum, alors I 
est un transversal de AJ. Comme ~(A’)G 1, on a IIi’-iJ/. 
Remrque 2.2. Pour toute (0-l)-matrice A on a: 
q(AIa S(A) 
d’apres les ddfinitions de q(A ) et &(A ). 
Renuwqse 2.3. Soit A une (0, I)-matriee ayant deux elements non nuls par 
colonne [matrice d’incidence aux ktes d’un graphe non oriente); les conditions 
suivantes ont kquivalents et caractirisent la matrice d’incidence aux a&es d’un 
graphe biparti. 
(i) A est totalement unimodulaire, c’est a dire que VICL, VJCC avec j I ! = !.I 
on a: 
detCAa=O, ‘10” -1. 
(ii) Le programme Maire: 
,Ax ss b, x a:, 
CX = z (max) 
e une solution optimale entikre pour tout b entier non nCgatif et pour tout c. 
(iii) WICK,, A, admet une bicoiuration 6quitoble. 
(iv] VICL A, est bichromatique. 
rt a dire que A nc contient plas de sous-matrice qui soit la matrice d’incidence 
d’un cycle impair). 
(vi) WlGL,YJ:X’, v(Ai)= +(A:). 
(vii) YZT&.,VJCX, 9(A :) = S(A :). 
*es tdakment wnimodu~sires (cf. [33 et [i$ 
Les wnditianr suivantes sont ciquivalents et caractbrisent une (0, I)-matricc A 
fcbtalemcnt unimodulare: 
(i) A est totalement unimodulaire (cf. Remarque 2.3 (i)). 
(ii) Le programme lin6aire 
( 
yA ah, 06ysw, 
yc ~2  (min) 
ZJ une wfutiou optimale entik pour tout c si les vecteurs b ct w wnt h 
cwrdnnnt?es entibres (si toutefois ce programme Maire admet une se&&n 
r~~li~bl~~. 
(iii) te programme lin&aire 
I 
AxGb, x ao, 
cx = 2 (max) 
wkdc uw solution optimak entitre pour taut b entier non n@atif et pour taut c. 
Qiv) QIX., At admet une bicoforation kquitable. 
(vj Orr a l’implication suivante: 
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La conditions suivantOs sont 6quivalentes et caruct~riscnt une (0. 1 )-matricc A 
%yuilibr&: 
(i) te programme linkiiae 
I 
yA a b, OCp,GW, 
2 yi = z (min) 
,=I 
c 
a unc sohkon optimak cntjbe si les wx~ems b cl IV ant de.s cmzqm~antes yui 
valent 0 ou 1 (4 toutefois cc programme fin&&e admet une solution rtialisable). 
(ii) Le prtigramme fini&ire 
Axsb, x 20, 
cx = 2 (max) 
a une sotutic~n optimale entikre pour 
valent 0 ou 1. 
(iii) VICE, A, est bichromatique. 
van te: (iv} On a i’implicatiw %ii 
rcL,JCC,/I[-/J 
c Ai-2 VjCJ 
rEf 
tout c si le vecteur b a des composantes qui 
(v)-vZW,tlJCC on a: v(A:) = T(A:). 
(vi) V~CL,VJCC un a: q(A:)- &(A:). 
Remtrque 4.1: (i) Cornme unc: bicolotation bquitah!, 0 cst iiiiz bicuiaratinn, route 
mat&e totalement unimodulaire est &quilibr&e. 
(ii) D’aptb (iv) ci-dessus, on wit que si A est une rnatrice kquilibr6e. 6~1 
tranqms& est aussi &quilibr&. En sppliquant la proprm&~ (vi) ci-dessus i 1~ 
transpotie de A, on obtitnt: 
(vi*) VlCL,VJCfZ, r(A:) = ?(A:), 
cd! r(A:) est is nor&m maximum d”Clkmcnts non nuls des colonnes de la matrtcc 
A:.et ?(A:) crst le nombre minimum de eouleun qu’on peut attribuer aux ligncs 
i E I de telle sorte quc: 
i’,PE I, AS= Ai,*= 1 6~ i’ et i” sent de coukun difl6rertles. fy (A { j ty;! 
auasi appd$ te nombre chrc,maaiquc fort de la ma&rice A i). 
(iii) D’apr6s (v) et (vi) ci-dessus, on wit yue la propriM d’&re Quilibr6 est 
“Miditaire”. C’est B dire que route sous matrice d’une matrice 6quifibrtSe st 
ut d&nir, B partir d’une matrice A, d’autres programmes linbaires (,ue 
ceux donnCs en (i) et (ii) dont les solutions sont entikres si et seulement si A est 
S. MWkes parfaiites (ou normales - cf. [S, 9, 101) 
conditions suivantes sont equivalentes et caractkrisent une (0, I)-matrise A 
parfaite (on dit aussi “normale”). 
(I) Le programme linbaire: 
I 
yA ah y 30, 
I 
I 
lz Yb = 2 (min) #‘=I 
a toujoks une solution optimale entiihe si le vecteur b a des composantes qui 
valent 0 ou I (resp. entikres) (si toutefois ce programme lindaire admet une solution 
r~~li.~ble), 
(ii) Le programme lintaire: 
I 
x b0, 
cx = f (max) 
rrt e est un vecteur dont les composantes valent 1, a toujours une solution optimale 
er tikrc qucik que soit la valeur de c. 
(iii) 010 a I’implication suivante: 
ZCL,JCC 1115/3)P3 JPti Z tel que & .4Cbg 
A: non singuliire , 
xA!=/3;r2 ViEZ * etaiEZtelque: 
IEJ 
xA!=@ Vj&J 
relll /I AF’t=A: V~EJ 
(iv) On a I’implication suivante: 
JCL, JCC tZ/=iJ/ 
=++ Ai matrice de permutaficm 
(oti 4 (resp. bf) est Ie 
coordannees ont @ales 
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vecteur de dimension !I 1 (resp. 1 Ii) dont tomes les 
B 1). 
(Y) VjCC: v(A’) = ?(A’). 
(vi) VJCC : q(A')- &I”). 
(vii) La matrice A est la matrice d’incidence: cliques maximales (correspondaut 
aux Iignes), sommets (currespondant aux colonncs) d’un gruphe parfait. 
Exemple. La matrice suivante est parfaite (mais n’est pas Pquilfbrec): 
A= . 
Remarque 5.1. (i) D’apres les proprittes (i), (ii) et (iii) ci-dessus, on writ qu’une 
matrice Bquilibr6e eat parfaite. ’ 
(ii) D’apr&s (v) et (vi), on voit que la propriM d’$tre parfaite est “partiellement 
hkeditaire”. PIUS prCcisement si A est parfaite, pour tout J c C an a: P ’ cst 
parfaite, 
(iii) Une conditioin necessaire t suffisante pour qu’une matrice A soit Cquilibree 
est lque VICE, AI suit patfaite. 
(iv) La condition (iv) ci-dessus est nouvelle. La dtmonstration de l’6quivalelNce 
de (ii) et (iv) est analogue 5 celle de 1’6quivaIence de (i) et (ii) pour les matric ,es quasi 
equilibrees (cf. f133). I 
6. Matrices quusMquillib& (cf. [S, 12 clt 13)) 
Les conditions suivantes ont Cquivalentes et caractkrisent une (0, I)-matrice A 
quasi-tquifibrtSe: 
(i) La progwnme LinCaire: 
I 
yAac, y3*0, &=l, i=1,2 ,..., n), 
yb = z (min) 
a una solution optimale entiere pour tout vecteur 6 non negatif (si toutefois ce 
prqramme adnmet une solution reahsabte). 
(ii) On a t’implication: 
. 
_--JLI A : ma,trtce de permutation 
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(oti j = C - J et e4 (resp. ,!I) d$signe le vecteur de dimension 1 I ! fresp. fi;) dont 
tout- le: composantes orit Cgales B 1). 
(iii) POW tout 1, ~1 E R: on a: 
(* y EYVAP,, IvwI*&$ VA’JC Iw* I- . 
semple. La matricc suivante est quasi Cquihbree: 
A= 
Llemarque 6.1. (i) On a montre dans [I31 que toute matrice kquilibr&e est 
quasi-i quilibrde. 
(ii) La propriM d’itre quasi-iquilibr&e st partiellement hCr6ditaire. Si A est 
quaG4quilibr~e, alors pour tout I CL- on a (d’aprks (i)): At est quasi4quilibr6e. 
(iii) Unc condition nkcessaire et suffisante pour qu’une matrice A soit 
hpilihrk erit que pour tout J C C, A ’ soit quasi-iquilibr&e. 
(iv) La transposk d’une make parfaite (resp. quasiiquiilibrk) n’est pas 
~~~~~s~airernent quasi-iquilibrke (resp. parfaite). 
(VI Si A est la matrice d’incidence arcs (correspondant aux lignes), chemins de 
s i p (carrespondant aux colonnes) dans WI graphe G = (X, U) avec s, p E X, alors 
A rnt quasi-Cquilibrke. La propriM (i) traduit ie th&orkme de la coupe minimale. 
(vi) La propri&t (iii) est appelCe “inCgalitC longueur large&’ (en Anglais 
““ksgth-width inequality”). Pour cette raison, les matrices quasi-kquilibrkes ant it& 
haptikes “W-L” par Lehman IS). 
(vii) Le programme lin&aire: 
m 
x 4 = 2 @ax) 
#=I 
n”a pas rttcessairement une solution entitre si A ed quasi-kquilibr6e t si b est 
cntier. Ainsi dans [7] et ill), on imontre que si A est la matrice d’incidence 
arites-chaines de sr L pr et chaines de s2 & p2 dans un graphe non orient6 
G = (X, E 1 avee sl, s2, ptt p2 E X, aloes A est quasi-dquitibr4, mais le problCme de 
I maximum ci-dessus n’a pas foujours de solution entihe. Ce programme linhire 
a majors une solution entikre si 6 est & coordonnks p&es. 
aide) lN~us dksignerons ous k n-om de P.Q.E. des matrices qui sont & la fois 
i-&@ibrks. I! existe des matrices P.Q.E. qui ne sunt pas 
GS c~mme la matrice ci-dessous: 
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[ 
1 0 1 0 1 IlOO 
I* 
0 1 1 o! 
1 1 1 _I 1 
he matrice P.Q.E. peut Btre caractbiske par le fait que les polyltdres: 
(y:yA ae,yaO) et (x:AxSe,x20} 
ont leurs sommets entiers. 
7. Classiilcatioa gihkrale 
D&n&ion 7.1. Une (0, i)-matrice A est dit6 vkif’ier la propti&G de Hal/y (cf. [ 1 J) 
si: VJCC tel que Wj’, j” E J, 3 avec A;” = Ai” = 1 aiors il existe i tel que 
A!= ‘i VjEJ 
D&&ion 7.2. Une (0, l)-matrice A est dite conforme si sa transposke vCrifie la 
propriM de Helly . 
Ddhtition 7.3. Une (0, l)-matrice A est dite pseudo-kquifibrtfe (cf. [4]) si: 
ZCf,,JCc, /Ii==/J(=I(mod2) 
c A<=12 VjEJ 3i’, i”, i”E Z et j E J tel yuc El 
r A;=2 ViEZ A!.= A;.= A;_= 1. 
*@J 
Le diagramme suivant rbume ia classification des (0, l)-matrices spkialcs 
introduites: 
Totalement uninwdulaire 1 
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Renwqotc 7.4. ices fkhes dans le diagramme ci-dessus figurent des inclusionn; 
stfictes. 
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