A new type of frame saw machine with four-bar parallelogram linkage mechanism has been recently studied around the world. In this paper, an advanced model including 8 control parameters, 9 functional constraints and 9 objec-
INTRODUCTION
A new type of frame saw machine with four-bar parallelogram linkage mechanism has been recently studied and developed [1] [2] [3] ; an illustration of which is shown in Figure 1 . Unlike traditional frame saw machine, it was designed to ensure dynamic self-balancing system; consequently, it can work steadily at high speed (approximately 3000 rpm) without consideration of an extra balancing mechanism. The movement is transmitted from the leading shaft (lower) to the shaft being led (upper) directly by mean of the saw blade without using any other drive system. The operational principle and structural improvements have significantly reduced the sawblade length in comparison with that of the equivalent traditional frame saw machine, thus stiffness and stability of the sawblade have been enhanced considerably.
However, a task to solve inconsistency issues arisen within a new type of frame saw machine design process seems to be a complex multi-objective model. If the current multi-objective optimization methods are applied to deal with this, it might make the task becoming out of its essence. The reason is that, most of these methods implement the idea of converting the criteria into an equivalent function (or scalar methods) by using many techniques such as weighted minimax (maximin), compromise programming, weighted sum, bounded objective function, modified Tchebycheff, weighted product, exponential weighted sum, etc. [4] [5] [6] [7] [8] 
Figure 1: A New Type of Frame Saw Machine with 6 Saw-Modules
Nonetheless, it is concerned that whether the results of every single-objective function are in coincidence with the requirements within the design process, its importance grade might be varied at a specific manufacturing circumstance.
Besides, non-scalar optimization methods have been lately used, Brito and his co-workers [15] considered a relaxed projection method, which coordinates a reflection technique to obtain a feasible point with projected sub-gradient method;
while in other study [16] the multi-objective optimization methodology based on harmony search and Pareto front approaches was proposed to design energy-efficient shading devices; and there are also other methods such as lexicographic, goal programming, physical programming, genetic, nash arbitration, described elsewhere in Ref. [17] [18] , and/or multi-objective genetic algorithm [0], Gaussian process regression [20] , Nash/Adjoint optimization methods [22] .
Nevertheless, most of the aforementioned methods did not concentrate on arranging an interactive panel, which allows the designer to be aware of feasible criteria. This leads to the fact that there is no basis to evaluate and analyze the resultant optimal solutions. Yet, these methods are only capable of finding out solutions in one-way direction; it means that although the resultant solution from every algorithm is Pareto solution, it might not satisfy the designer. For example, there is a case that one objective function yields a very good result, while another function has not yielded a desirable result yet.
This shows that there is no professional interaction or control from the designer during solution search, that the obtained solution is barely the result from a fixed algorithm and no more beyond that. Moreover, these methods often tend to improve the efficiency of Pareto solution search (less search time, less amount of test points). It is noted that the most important thing is that the obtained solution needs to meet the technical requirements; and when they are varied, it must be 
PROBLEM STATEMENT
The main structure of the frame saw machine consists of similar sawblade modules, as shown in Figure 2 .
The sawblade module is installed on lower-and upper shafts, and moved by four-bar parallelogram linkage mechanism.
There is a key connection between the shaft and the eccentric disc. Besides, the eccentric disc is joined with the housing part by hinge connection. The rotational movement of the upper shaft is yielded from the lower shaft with rotation speed n (revolution per minute) through the sawblade modules themselves. The matter-spot on saw-module moves with eccentricity of circular motion, e, at the same velocity and acceleration [23] . Centrifugal acceleration of the matter-spot on saw-module has a constant magnitude such as a=e*(2π/60) 2 , but its direction changes continuously. During no-load operation, the sawblade is subjected to initial tensile force F 0 with eccentricity e 1 , inertial uniformly distributed force q along blade length, and moment generated by the inertial force F b of counterbalance. Lower -and upper housing parts are designed to ensure that their gravity centers coincide with the center of eccentric disc (A 1 , A 2 ), thus they do not cause inertial moment acting on the sawblade. The entire moment of inertia effects on the blade with a maximum magnitude at the location, where the centrifugal acceleration is in the horizontal direction, i. e. the position with rotational angle α = 0 o or 180 o . Assumed that the machine needs to be designed to be able to saw logs with the largest radius h, the minimum free length of blade and the total blade length would be L = h + 2e and L 0 = L + 2L k respectively, where L k is the partial blade length, which is clamped at each end and is considered as a constant in the calculation model.
The set of control parameters, which decides criteria of saw machine, includes: eccentricity of the circular motion e and shaft rotation speed n, blade dimension, counterbalance mass m b and distance h b , the magnitude of initial tensile force F 0 and eccentricity of saw blade tension e 1 , as described in Table 1 . Besides, the functional constraints and quality criteria or objective functions are presented in Table 2 and Table 3 respectively [24] . (Table 3 ). It is necessary to find solutions satisfying with the constraints and the functions need to be optimized in compliance with the technical requirements of the saw machine. 
min min X 0.5 X 1..
Test the Pareto soluti 
METHOD AND ALGORITHM OF SOLUTION
The main idea of VIAM is to use the single-objective optimization techniques as a tool, with the aim of finding suitable solution for multi-objective model, satisfying designer requirements. The detailed steps in solution search and generalized diagram are described in Figure 3a and 3b, respectively.
Function Value and Interactive Panel
The model {1} is the first step, as shown in Figure 3a , hence it is necessary to optimize the vector Ф of M objective functions with the parameter vector α , as well as the functional constraints
The condition of parameter α is as follows:
Besides, the condition of functional constraints f is as follows:
Next step {2} is to use up-to-date single-objective optimization algorithms [4-9, 12, 13] , with the aim to determine minimum and maximum values or MINФ i and MAXФ i , respectively, of an objective function (taking into account the relationship), and include these values into a table. This is an interactive panel, which helps engineers significantly to analyses and makes a decision during solution search. When the final solution is a , , , M
with values satisfying designer' requirements, i. e.
[ ]
principal trends in solution search of multi-objective optimization problem.
• Trend I ( Figure 3a ): Based on the table in the step {2}, the designer defines a "strict" priority procedure for criteria, for instance in {3}: (the rest criteria (M -P) are not considered, because their importance grades do not reach to a vigilant level). It means that the function 1 is the most important one, it needs to be the most optimal value, then the function 2 also has to reach the most optimal value after making concessions on importance to the function 1, and the process carries on for other subsequent criteria.
• Trend II ( Figure 3b ) is equalizing classification, i. e. there is a group of first priority functions, which have a similar importance, such as {12}: Dealing with an optimization of one function in this group might aggravate the results of other functions, thus in this circumstance the analysis and discussion among designers need to be carried out.
It is important to indicate that the Trend II is a generalized case; it can be converted into the Trend I, when Q = 1 occurs gradually M times, or extend to all of functions as Q = M. However, in many cases though Trend II is used to solve the problem, but when it is necessary to make a decision, sometimes randomly it is prone to Trend I, because it is rarely capable of optimizing two or more functions simultaneously, consequently there needs to be a "reluctant" agreement to make a priority for any individual function.
Block "Approach by Priority Order of the Criteria"
This approach to finding the solution by Trend I (Figure 3a ) is as follows. First, it needs to optimize the most important function 1 (step {4}). Hence, the optimal value of function 1 or MINФ 1 can be used for further steps. However, while setting a goal for Ф 1 is such high, the obtained solution of other functions might be undesirable. Therefore, the designer needs to extend the requirement for Ф 1 , and set its value within a threshold [ ] , , , P
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is just a Pareto solution ({11}), which means that there is no better solution for all functions simultaneously. In case, the designer needs to verify exactly whether the obtained solution is Pareto one, it is possible to shift to Trend II at step {23}, which will be described with more details in section 3.3.
Note: When dealing with the problem by this approach, the most important issue is a next question. Although an individual function might reach an optimal value, whether or not this value is desirable, while extending slightly the threshold, it helps to acquire more optimal solutions for other criteria? This cannot be predicted by an engineer; therefore it is necessary to have a tool to control the threshold [ ] min
so that it is capable of extending constraint condition of subsequent functions relevantly and precisely. Thus, it is able to obtain suitable solutions for other functions.
Block "Approach by Equalizing Classification of the Criteria"
Trend II (Figure 3b ) suggests that there is a group of Q functions with the same importance, whereas the rest functions are random (step {12}). The experts herein need to set a "threshold" value of [Ф i ] for the function i in the interactive panel {13}. Range of satisfied solutions will be a set of vectors 
The main idea is to find that vector ФX. This approach presents as follows; firstly considering the aforementioned condition as the constraints {14}, hence it is necessary to find not only N parameters x j (j = 1.. N), but also Q final value of the function ФX i (i = 1.. Q) while minimizing the equivalent error function F:
In other words, the vector parameter is ( )
together with its condition. The aim of using the final value of the function ФX i instead of the threshold [ ] i Φ in the equivalent error function F is to find the solutions being better than those set by the threshold (if they exist).
In case, the optimal value of the function F approaches to zero (step {15}), this means that there might be a presence of several satisfied solutions. Here, either the threshold value [Ф i ] is possibly still broad or there is a random appearance of one solution. There are two ways to deal with this circumstance. The first one is to consider the threshold as satisfied solutions, it needs to apply a "filter" to find the most optimal one by Pareto. Taking into account that the filtered solutions might not be the global optimal Pareto solutions, but they relieve the designer and they are the best existing solutions. If there is an available time, it is possible to verify whether they are the global optimal Pareto solutions (step {23}) by considering them as a threshold and return to the steps {13}, {14}, {15}.
Nevertheless, while dealing with this type of problem in practice, the aforementioned favorable circumstance rarely appears, and the typical circumstance is when the minimum value of the function F could not approach to zero. This Once it is perceived that the up-to-date single-objective optimization technique is strong enough to determine minF, and minF does not approach to zero, it means that within the threshold value, indicated by the designer, there is not any satisfied solution. Here, there are three following questions:
• First, whether the threshold value of the function [Фi], which is included in the table {13}, is appropriate or not?
• If truly there no exists any satisfied solution, what to do next? Or second, the designer needs to alter the threshold of the function in order to find more suitable solutions. In case it needs to alter the threshold, it will be done by using the deviation i ε obtained at the step {21}. The negative or positive value of the deviation i ε will decide how to alter the threshold; if it is positive, it is required to increase, and inversely to decrease.
The value i ε decides the magnitude of alteration. If the deviation i ε is approximately zero, the threshold of the function in relation to that of other functions is suitable and there is no need to alter. The preliminary threshold turns to be
, and it needs to be included into the table {13} in order to repeat a calculation process again.
Accordingly, when the new threshold satisfies the condition {15}, it is necessary to carry on the next steps {16} and {18} to find the satisfied and Pareto solutions. It is important to note that the alteration of threshold at step {22} is crucial; it decides whether the satisfied solution exists.
Spatial Parameter Conversion Technique
In order to avoid the difficulty of optimization algorithms, when the parameters ( ) [14] . In Figure 4 , the continuous line presents the acceptable value domain of parameter, while the dashed line illustrates the unsatisfied value domain. The spatial parameter α (limited) is converted into the spatial parameter t (unlimited) in three cases, each of them may use a different conversion method.
Figure 4: Spatial Parameter Conversion Technique. (a) -Limited Spatial Parameter α; (b)-Unlimited Spatial Parameter t
After spatial conversion, the parameter vector ( )
. In the new space T, the parameter is varied from -∞ to +∞, hence it is not limited as before in the space A. This helps to improve the stability in all optimization algorithms used, because there might be any invalid solution that makes the search process stop or error occurs.
Technique by using a Penalty-Function to Determine Pareto Solutions
The penalty-function technique is a proper approach to find the solutions at the steps {18} and {19} in VIAM.
Range of satisfied solutions is determined by using a condition of function F 0 (an equivalent penalty function) minimization. This function F 0 has a generalized type as
with a spatial parameter T. In order to find many satisfied solutions at the step {19} with an application of single-objective optimization techniques, it is necessary to establish a sufficient small increment in search process and to use a significant number of initial test vectors [5] .
It is noteworthy that the options based on the use of an equivalent error function and of an equivalent penalty-function F 0 at the step {18} are nearly similar, as they both yield the satisfied solutions. Therefore, it is possible to use flexibly one or another option based on a particular circumstance. However, the condition of an equivalent error function min F ε ≤ is not as strict as the one 0 min 0 F = . Consequently, at the step {14} if min F ε ≤ , this is a signal, which indicates that there is a high possibility of satisfied solution existence, and the step {18} needs to be used many times with numerous initial test in order to determine potential solutions.
RESULTS AND DISCUSSIONS Preliminary Step
Determine the maximum and minimum values of each function and include them into an interactive panel {3}.
By using a single-objective optimization method, the extreme of 9 functions can be found, and they are included into the interactive panel Table 4 below. It is noted that the functions 3, 4, 6, 7, 8 need to be maximized. However, to facilitate the analysis, it is prone to find the minimum value of argument. Also, range of 9 functions has been determined and provided in the corresponding column of the table. Based on that, the designer set a required threshold for every function. In principal, the function would approach to the minimum value, which is presented in the upper row of the Table 4 . The minimum value of the function 4 is theoretically -∞, though here with the actual calculation tool it is considered as -2.89E + 78. This means that critical speed of shaft rotation may proceed to extremely enormous.
Scenario 1 -Trend I
Based on the analysis and discussion, the designer make a decision on this particular scenario about priority order of the criteria as follows:
Solution search procedure according to Scenario 1 is included in Table 5 . The highlighted green color cell indicates the "good/best" obtained value of the criterion, which is being optimized deliberately. While, the highlighted red color cell implies the "bad/worst" obtained values of the rest criteria (if any). Eventually, the highlighted purple color cell represents the "relatively good / valid" obtained values, which are accepted by the experts (if any). In the Table 4 , the optimal value of the function 1 is 0.371, but the designer observe that the value closest to 0.371 can be accepted being 0.5. If so, it is possible to obtain more solutions, allowing for optimizing other functions. In order to verify whether there exists the valid solution complying with the threshold [ ] , and one of the solutions (S1) is turned out, as shown in Table 5 . Though the solution (S1) is not acceptable due to the fact that the functions 5 and 6 approach to the worst value, but the existence of several valid solutions at this step points out that the range of threshold value [ ] 1 0.5 Φ = can be used for the next search process. 0 Φ − Φ ≤ can be added to find the smallest value for the function 6. The solution (S2) is obtained with the best value for the function 6 being -2963.7. For the functions 1 and 9, the affirmative values are also obtained; but this solution is useless because three functions 5-7-8 approach to the worst value. Thus, it is necessary to "slacken" or extend the condition of the function 6. While, the designer estimate that it will be a success, as soon as the operating speed of shaft rotation reaches to 2900 rpm, thus the threshold [ ] reaches to the least of 0.002. At this time, the designer is forced to agree with the fact that the value decreases as [ ] 6 2760 Φ = − and the top limit of function 8 is not allowed to be greater than -55000. Here, there exists the solution (S6), which complies with the condition of functions 1-5 -6 -8. Although Ф 9 = 0.001676 differentiates very much from the solution (S2), it is the best one in relation to other functions. Therefore, [ ] In the solution (S8), the function 7 reaches to the optimal value of -1237.9, and other functions are also valid.
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should be used to find the minimum of Ф 8 and Ф 2 , and the solution (S9) is turned out. Since there is a slight discrepancy between (S8) and (S9), evidently these two solutions cannot be optimized any more with the priority order { }
, which has been set by the designer initially. Hence, min min X 0.5 X 10
While, there exists the solution complying with this condition, this means that there might be more valid solutions. In order to find the satisfied solution, it needs to use the condition 
From this, after filtration there are 12 Pareto optimal solutions, which are included in Table 6 . These solutions are represented visually by the chart in Figure 6a . The functions are converted into a relative form
, i = 1..9, j = 10..21, that they have the same scale in the chart. It shows that there is a similarity on magnitude from the functions 1, 2, 3, 5, 6, 7, 8, 9. Regarding the function 4, only 4 solutions (S12), (S13), (S15), (S18) are superior to those from the other 8 functions. Thus, it indicates that to meet the condition of scenario 2, four solutions (S12), (S13), (S15), (S18) are available.
Similarly, Figure 6b represents valid solution distribution in accordance with parameters in scenario 2. It can be observed that the parameter domain of valid solutions in scenario 2 is quite large, which helps to find more solutions but the magnitude of function is not much different from 12 abovementioned solutions.
Scenario 3 -Trend II
Assumed that the designer could not know priority order among functions, yet all of them are considered equally due to the own significance for the saw machine. This means that 9 functions have an equal importance grade. 
to check the existence of valid solutions. In order to find the solution, it has to use the minimization condition of the equivalent penalty-function equal to zero or
. From this, after filtration there are 14 Pareto optimal solutions, which are included in Table 7 . In this scenario, the solutions are also represented visually by the chart in Figure 7a . The functions are converted into a relative form (unitless)
, i = 1..9, j = 22..35, that they have the same scale in the chart. It shows that there is a similarity on magnitude among the functions 1, 2, 3, 5, 6, 7, 8, 9. Regarding the function 4, 3 solutions (S24), (S27) và (S33) are superior to the rest 11 solutions from the other 8 functions.
Therefore, it points out that in order to meet conditions in scenario 3, it needs to opt for the solutions (S24), (S27) or (S33).
The valid parameter domain in scenario 3, as shown in Figure 7b , is generally quite large, only for the third parameter the domain is rather narrow. Finally, there are 9 Pareto solutions available such as (S8), (S9), (S12), (S13), (S15), (S18), (S24), (S27), (S33) for all of three scenarios, as shown in Figure 8 . Every solution corresponds to a particular manufacturing circumstance, defining the global behavior of the saw machine. Indeed, they are hardness, stability of saw-module, free vibration frequency, mass, geometry and technology. Based on these solutions, designer process used for the new type of frame saw machine can be carried out fluently among the stages such as detailed component design, verification of durability, hardness and stability, manufacture, installation, operation, ect. Yet, the designer can carry on opting for 3 representative solutions for three scenarios respectively in order to introduce them into manufacturing the saw machine. Those are the solutions (S9) -scenario 1, (S13) -scenario 2 and (S27) -scenario 3, design sketch of which is illustrated in Figure 9 .
Each parametric set presents a schematic diagram of the saw-module with the most important information such as sawblade dimension, part relative position, counterbalance position, etc. The designer can continue with the optimization problem of specific parts such as eccentric disks, housing parts and so on to produce the final drawing. However at these stages, the optimization design problem can be carried out easily by using the current available methods rather than VIAM, because it is mostly a single-objective optimization. 
CONCLUSIONS
A multi-objective optimization problem including 8 control parameters, 9 functional constraints and 9 objective functions was elucidated properly by means of a visual interactive analysis method (VIAM) with an application of single-objective optimization techniques. Indeed, there were 28 Pareto optimal solutions, which have been determined for three manufacturing scenarios; hence the designer was able to make a suitable decision at every scenario. Also thank to VIAM, a new type of frame saw machine was designed successfully without inconsistencies among stages in design process such as concept, analysis, technology and multi-criteria decision-making processes. Besides, VIAM would definitely be reliable for designing another mechanical system apart from frame saw machine. 
