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Abstract
Recently there have been many research efforts in developing generative models for
self-exciting point processes, partly due to their broad applicability for real-world
applications, notably self- and mutual- exciting point processes. However, rarely
can we quantify how well the generative model captures the nature or ground-
truth since it is usually unknown. The challenge typically lies in the fact that the
generative models typically provide, at most, good approximations to the ground-
truth (e.g., through the rich representative power of neural networks), but they
cannot be precisely the ground-truth. We thus cannot use the classic goodness-
of-fit test framework to evaluate their performance. In this paper, we provide
goodness-of-fit tests for generative models by leveraging a new connection of this
problem with the classical statistical theory of mismatched maximum-likelihood
estimator (MLE). We present a non-parametric self-normalizing test statistic for the
goodness-of-fit test based on Generalized Score (GS) statistics. We further establish
asymptotic properties for MLE of the Quasi-model (Quasi-MLE), asymptotic χ2
null distribution and power function of GS statistic. Numerical experiments validate
the asymptotic null distribution as well as the consistency of our proposed GS test.
1 Introduction
Self- and mutual- exciting point processes, as known as the Hawkes processes, introduced by
the original papers by Hawkes Hawkes [1971a,b], Hawkes and Oakes [1974], become popular in
machine learning due to their wide applicability in modeling triggering effect in discrete event data is
ubiquitous from modern applications ranging from seismology Ogata [1988, 1999], Zhuang [2011],
infectious disease modeling Meyer et al. [2014], Schoenberg et al. [2019], crime events Mohler et al.
[2011], wildfire occurrence Peng et al. [2005], civilian deaths in Iraq Lewis et al. [2012], terrorist
activity forecasting Porter et al. [2012], social network analysis and so on.
Classical Hawkes processes are largely parametric, which focus on modeling the conditional intensity
function of the point process (since the conditional intensity function completely specifies the
distribution of the process). Hawkes process assumes that the intensity function consists of the sum
of a deterministic background intensity (which can be time-varying) and a stochastic term, which
captures the influence from the past events. It is common to assume that the influence from past events
is additive, and the influence of an individual event is measured by the so-called triggering function.
One key problem in the Hawkes process is to specify the triggering kernel. Popular parametric
triggering functions include exponential kernel, power kernel, and Matérn kernel Reinhart et al.
[2018].
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When facing more complex data with complex temporal triggering patterns, parametric models
can become too restrictive. Thus, recently, there have been many efforts developing more general
generative models for point processes, including probability weighted kernel estimation with adaptive
bandwidth Zhuang et al. [2002], probability-weighted histogram estimation Marsan and Lengline
[2008] and with inhomogeneous spatial background rate Fox et al. [2016] and neural Hawkes process
Mei and Eisner [2017].
However, an important question remains underdeveloped, which is goodness-of-fit of these Hawkes
process models and how well they capture the data, as well-said in Engle et al. [1984]: “At any stage
in the specification search, it may be desirable to determine whether an adequate representation
of the data has been achieved." For generative models, since they tend to be further away from the
probabilistic framework of the original Hawkes processes, it is more diffcult to evaluate how well they
capture the real data. For these generative models, the classic statistical goodness-of-test framework
may not apply.
There are two major difficulties in utilizing existing goodness-of-fit tests for the self-exciting point
processes. (1) Generative models typically provide, at most, good approximations to the ground-
truth (e.g., through the rich representative power of neural networks), but they cannot be precisely
the ground-truth. We thus cannot use the classic goodness-of-fit test framework to evaluate their
performance. The classical goodness-of-fit tests for point-processes are usually developed, assuming
that the family of distributions being considered contains the true distribution. For instance, we assume
that the true data is generated as a Hawkes process with triggering function being an exponential
function; only the magnitude of the delay parameter of the exponential function is unknown. However,
this assumption does not hold under, for instance, neural network-based Hawkes processes Mei and
Eisner [2017]. It is unlikely that neural networks truly specify the data distribution; rather, the neural
networks are being used because of their universal approximation power and can generate a good
approximation to the ground truth. This leads to a model “mismatch” situation, which we have to
address to have a reasonable comparison of generative models. This difference is explained in Figure 1.
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Figure 1: The ground truth is g∗; the assumed
family of candidate models is G. Goodness-of-fit
addresses how close the fitted model ĝ is to the un-
known true one g∗. In classic set up, one assumes
there exists a g0 ∈ G such that g∗ = g0. Here,
we treat a more general case where g∗ may not be
contained in G, but there exists a good approximate
g0 ∈ G to it. Under this setting, goodness-of-fit
answers how close ĝ is g0 instead.
(2) There still lacks a principled method to quan-
tify the goodness-of-fit for triggering effect in
the Hawkes processes, which is the main effect-
of-interest in many Hawkes process models.
Existing goodness-of-fit tests for Hawkes pro-
cesses, such as Ogata [1988], Schoenberg [2003]
aim to test the whole conditional intensity func-
tion. Since the background rate is usually the
dominating term in the conditional intensity, this
test may not detect subtle triggering function dif-
ferences.
In this paper, we present a non-parametric
goodness-of-fit test statistic, called the Gen-
eralized Score (GS) statistic, which can be
broadly applied to evaluating self-exciting pro-
cess parametric models and generative models.
The GS test is constructed by reformulating
the goodness-of-fit test as a two-sample test:
whether the real data and data generated from
the generative model have the same distribution?
Based on this, we derive the likelihood score
statistic with estimated piece-wise constant kernels to fully adapt to data and with minimum model
restrictions. We further establish asymptotic properties for MLE of the Quasi-model (Quasi-MLE),
asymptotic χ2 null distribution, and power function of GS statistic. The main ingredients of our
analysis include (1) making a connection between GS test and the classic theory on MLE under model
misspecification White [1982] and (2) generalizing the asymptotic properties of MLE of Hawkes
process in Ogata et al. [1978] to model misspecification case. Our GS test provides a tool for model
diagnosis and comparison of Hawkes process generative models. Using numerical simulation and
real-data examples, we demonstrate the effectiveness of our proposed test.
Several features of our GS test include: (1) We develop the test for generative models considering
their inherent “model misspecification nature”; (2) we focus on goodness-of-fit of the triggering effect
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in Hawkes process models; (3) due to its construction, the GS statistic enjoys simple asymptotic
distribution specified by χ2 distribution and analytical form of the power function, which may enable
us to select a threshold for the test and calibrate the test.
Related Work. One-sample goodness-of-fit problem is closely related to the two-sample test problem.
For independent and identically distributed (i.i.d.) observations, two-sample test is well studied (e.g.
energy statistic Székely et al. [2004], Baringhaus and Franz [2004] and maximum mean discrepancy
(MMD) Gretton et al. [2012]) and so is the goodness-of-fit based on it. Chwialkowski et al. [2016]
developed Stein operator based MMD (which they call squared Stein discrepancy) and changed
the two-sample test statistic to a one-sample goodness-of-fit test metric. Bounliphone et al. [2015]
reformulated the one-sample goodness-of-fit problem into a two-sample test problem and developed
a model selection tool based on MMD. Extension of those methods to point process is missing until
Yang et al. [2019] proposed a kernel goodness-of-fit test by defining a Stein discrepancy for generic
point process; However, a common drawback of a kernel-based test is that the null distribution is hard
to evaluate (since they depend on infinite series involving the eigenvalues of the kernel). In contrast,
our GS statistic follows a simple χ2 null distribution and is easy to calibrate. Our proposed method
allows the distribution under the null to be flexible and estimated from data by comparing the data
to the generative model via the test statistic. Other model diagnostics include likelihood of fitted
model and the observed data Schorlemmer et al. [2007] and Information Criterion (IC) Chen et al.
[2018]. The likelihood is the most commonly used, but overfitting makes it less convincing and even
questionable. Chen et al. [2018] assumed correct model specification, which typically does not hold
in the real study, and the consistency result of IC is restricted to exponential triggering function case.
For more on the kernel-based two-sample test as well as model diagnosis and selection method of the
point process, one can refer to Harchaoui et al. [2013] and Bray and Schoenberg [2013].
2 Mathematical Background
Consider a counting process {N(t) : t ≥ 0}, with associated historyH0,t = {ti : 0 < ti < t} (t ≥ 0)
indicating the occurrence time of a sequence of discrete events. We useHt forH0,t for simplification.
A point process is characterized by its conditional intensity function, which defined as follows:
λ (t|Ht) = lim∆t↓0 E [N{(t, t+ ∆t)}|Ht] /∆t. Hawkes process is a self-exciting point process
with conditional intensity takes the following form:
λ (t|Ht) = µ+
∑
{i:ti<t}
φ (t− ti) , (1)
where µ is called the background intensity and φ : (0,∞)→ [0,∞) is called the triggering function.
To simplify the notation, we can define φ on R but it takes value zero on (−∞, 0].
We assume the separability of triggering function into components for magnitude and time:
φ (t− ti) = αg(t − ti), where temporal triggering function g is a probability density function
(p.d.f.) and α represents the magnitude of triggering effect, i.e. how many subsequent events one
event can trigger on average. Given the past trajectory HT with N events, the log-likelihood over
time interval [0, T ] can be expressed as: `(θ) =
∑N
i=1 log (λ(ti|Hti)) −
∫ T
0
λ(u|Hu)du. One can
refer to Laub et al. [2015] and Reinhart et al. [2018] for a more comprehensive introduction of Hawks
process as well as a detailed deviation of its (log-)likelihood function.
3 A Non-Parametric Goodness-of-Fit Test
In this section, we propose a diagnosis procedure for goodness-of-fit for fitted Hawkes process gener-
ative models based on Generalized Score test under model mis-specification. We first reformulate the
one-sample goodness-of-fit problem into a two-sample testing problem.
3.1 Problem set-up
Suppose we have two data sequences Dz = (t
(z)
1 , . . . t
(z)
Nz
), (z = 1, 2), which represent the arrival
time of a sequence of events. Here, D1 is from real world and D2 is generated from the fitted
generative model. Assume D1 ∼ λ∗ and D2 ∼ λ, where λ∗ is the true but unknown conditional
intensity and λ is the fitted one. Further assume both conditional intensities take form in (1). We aim
to test
H0 : φ
∗ = φ, versus H1 : φ∗ 6= φ.
Note that φ∗ in the above formulation is unknown. In the following of this section, we’ll propose
a two-sample test statistic that helps us to quantify the goodness-of-fit of φ. What’s more, if we fit
another generative model, we can compare those two models concerning their triggering components.
3
We calculate this test statistic in the following three steps: Mix the two data sequences up to get an
aggregated sequence; Estimate θ0, maximizer of the Quasi-likelihood, from a Quasi-parameter space
Θ for the aggregated sequence; Compute a test statistic ĜST based on the estimation in the last step.
Remark 1 (Singleton null). In our setting, the unknown parameter of the triggering function is
infinite-dimensional, so the null hypothesis is an uncountable set. To make the problem tractable, we
simplify by using singleton null hypothesis, which corresponds to the two triggering function are
identical (this is a typical way to set-up a two-sample test. Moreover, we will represent the unknown
triggering function using some basis function (in our case, we use indicator function on mutually
disjoint intervals, see (2)) such that we reduce this into a finite-dimensional problem.
Remark 2 (Model mismatch). We use the term "Quasi" here, since commonly speaking there will be
a mismatch between a machine learning algorithm class we specify and the unknown true intensity,
i.e., this class is misspecified as illustrated in Figure 1. We add a prefix "Quasi-" for everything under
this class, e.g., Quasi-conditional intensity and Quasi-likelihood function. Since conditional intensity
characterizes a point process and we assume the triggering function takes the form φ∗ = αg∗, we only
need to specify the approximate class for g∗. Here we use piecewise constant function class G, since
a piecewise constant function can be arbitrarily close to an integrable function when reducing the
size of the discretization bin. Most importantly, empirically, there exists g0 ∈ G, which corresponds
to our estimand θ0, which serves as a good approximation to g∗.
3.2 Proposed goodness-of-fit test procedure
The idea behind this test comes from a critical observation that under H0, mixing two sequences will
lead to a Hawkes process with scaled intensity function. Based on this observation, we can derive a
Generalized Score (GS) test, which is known to be locally most powerful (Neyman–Pearson lemma).
Step 1: mix two data sequences and model the aggregated sequence. In this step, we derive the
Quasi-log-likelihood function for the aggregated sequence. The proof is in Appendix A.
Proposition 1 (Log-likelihood of mixing of two Hawkes processes). Suppose we have two Hawkes
processes with conditional intensities
λz(t|Hz,t) = µ(z) +
∑
{i:t(z)i <t}
φ(z)(t− t(z)i ) (z = 1, 2).
Define their mixing to be N(t) = N1(t) +N2(t). Then it has background intensity µ = µ(1) + µ(2).
Denote T = max{t(1)N1 , t
(2)
N2
} and Φ(z)(t) = ∫ t
0
φ(z)(u)du. Given the past trajectory:
Ht = H1,t ∪H2,t, Hz,t = {t(z)1 , . . . , t(z)Nz}, z = 1, 2,
we have that:
(i) Under H1, let z′ = 2(or 1) when z = 1(or 2), the full model log-likelihood `1(µ, φ(1), φ(2)|Ht)
is
−µT +
2∑
z=1
Nz∑
i=1
log
µ+∑
j<i
φ(z)(t
(z)
i − t(z)j ) +
Nz′∑
j=1
φ(z
′)(t
(z)
i − t(z
′)
j )
− Φ(z)(T − t(z)i ).
(ii) Under H0 : φ(1) = φ(2) = φ, the sub-model log-likelihood is `0(µ, φ|Ht) = `1(µ, φ, φ|Ht).
Remark. (i) Note that the triggering function takes value zero on (−∞, 0] and thus we did not
consider the triggering effect of events to its own history. (ii) Under H0, we can model the aggregated
data using a univariate Hawkes process with the same excitation function. (iii) For each event in
process z (z = 1, 2), it does not only dependent its original own history, but also depends on the
history of another Hawkes process z′ (z′ = 2, 1). An illustration of this is given in Figure 5 in
Appendix A.
Step 2: discretize triggering function and learn Quasi-conditional intensity. In this step, we
choose piecewise constant function as the approximation to the true triggering function for the
aggregated sequence. This means we will discretize the time horizon into small intervals (which
we call bins) and estimate a "weight" on each interval. In practice, the time horizon we discrete is
truncated on [0, T0] and discretized into finitely many bins, since it is unnecessary to estimate infinite
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number of weights on infinite time horizon. More specifically, we estimate g0 from the following
class:
G ,
{
g(t) =
n0∑
k=1
gk1Bk(t)
∣∣∣ 0 ≤ gk <∞ and n0∑
k=1
gk∆tk = 1
}
. (2)
Here, 0 = δt0 < δt1 < · · · < δtn0 = T0 and each bin Bk = (δtk−1, δtk] has length ∆tk =
δtk − δtk−1(k = 1, 2, . . . , n0). We apply Probability Weighted Histogram Estimation Marsan and
Lengline [2008], Fox et al. [2016] to learn the weights gk on each bin Bk, triggering magnitude α
and background intensity µ. Details of this estimation is deferred to Appendix B.
Remark. Our Quasi-conditional intensity form satisfies the model assumption in Fox et al. [2016],
which guarantees the non-parametric stochastic declustering algorithm is an EM algorithm. It will
maximize a lower bound on the Quasi-log-likelihood function, which is in fact the complete-data
Quasi-log-likelihood function derived by Veen and Schoenberg [2008]. Thus, it outputs MLE of
Quasi-log-likelihood function (Quasi-MLE). See Appendix B for more details.
Step 3: compute GS statistic. Here, we call the singleton that we want to test a sub-model. We
call the Quasi-parameter space under H0 sub-model Quasi-parameter space and denote it by Θ0.
Similarly, Θ is the full model Quasi-parameter space, or rather, Quasi-parameter space under H1.
Under our proposed approximation class (2), the Quasi-conditional intensity has a parameterization
θ = (µ, α(1), g
(1)
1 , . . . , g
(1)
n0 , α
(2), g
(2)
1 , . . . , g
(2)
n0 ), where µ , µ(1) + µ(2). The full model Quasi-
parameter space is given by
Θ =
{
θ
∣∣ µ > 0 and ∫ ∞
0
φ(z)(u)du =
∫ ∞
0
α(z)g(z)(u)du = α(z) < 1 (z = 1, 2)
}
⊂ Rd,
where d = 3 + 2n0. Note that the second constraint makes sure the Hawkes process is stationary and
ergodic.
Let φ(z) = (α(z), g(z)1 , . . . , g
(z)
n0 ) be the Quasi-parameter of the triggering function of Hawkes process
z (z = 1, 2). The sub-model Quasi-parameter space is
Θ0 = {θ ∈ Θ | α(1) − α(2) = 0 and g(1)k − g(2)k = 0 (k = 1, . . . , n0)} ⊂ R2+n0 .
Denote the number of constraints (we’ll see later it’s in fact degree-of-freedom of our test statistic)
r = 1 + n0 = dim Θ − dim Θ0, the null hypothesis H0 : θ0 ∈ Θ0 can be re-expressed as
H0 : h(θ0) = φ
(1) − φ(2) = 0, where h : Rd → Rr and φ(z) = (α(z), g(z)1 , . . . , g(z)n0 )>.
Note that here θ0 is the parameter that maximizes the Quasi-likelhood and makes Quasi-conditional
intensity a good approximation to the unknown true one. We consider a test:
H0 : h(θ0) = 0, versus H1 : h(θ0) 6= 0,
and the following test statistic:
Definition 1 (GS statistic). Suppose the past sample trajectory isHT . Denote
ST (θ) =
∂`1(θ|HT )
∂θ
∈ Rd, AT (θ) = ∂`1(θ|HT )
∂θ
∂`1(θ|HT )
∂θ>
∈ Rd×d,
H(θ) =
∂h(θ)
∂θ
∈ Rr×d, BT (θ) = −∂
2`1(θ|HT )
∂θ∂θ>
∈ Rd×d,
where H exists and has full row rank r. Then, the Generalized Score (GS) test statistic is given by
ĜST = S
>
T (θ̂QMLE)Σ̂
−1ST (θ̂QMLE),
where θ̂QMLE ∈ Θ0 is Quasi-MLE under null hypothesis and Σ̂−1 is given by:
Σ̂−1 = B−1T (θ)H(θ)
>(H(θ)B−1T (θ)AT (θ)B
−1
T (θ)H(θ)
>)−1H(θ)B−1T (θ)
∣∣∣
θ=θ̂QMLE
.
Remark. Later, we will show T Σ̂−1 is a consistent estimator of inverse of covariance matrix of
ST (θ̂QMLE)/
√
T . Moreover, we give a closed-form expression for ĜST in Appendix C.
Based on our testing procedure for two single data sequences above (steps 1 ∼ 3), we state a more
general version for two sets of data sequences. Note that our theoretical results in the next section
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can be easily generalized to this general scenario, and we state them under two single data sequences
scenario to ease the burden of notations.
Algorithm 1 Non-parametric goodness-of-fit test for self-exciting point processes
Input: Two set of i.i.d. data sequences D1 = {D1,1, . . . , D1,L} and D2 = {D2,1, . . . , D2,L}.
Initialization: n0 bins on time horizon [0, T0]; repeat times K; number of sequences N to calculate
one GS statistic ĜST .
Output: K i.i.d. GS statistics .
Step I Mix D1,i and D2,i to get the aggregated sequence D
agg
i (i = 1, . . . , L).
Step II Apply Probability Weighted Histogram Estimation to learn Quasi-MLE.
Step III Repeat the following procedure for K times: randomly shuffle the order of sequences in
the D1 and repeat step I to get a different set of aggregated sequences, from which we
randomly choose N sequences to calculate one ĜST .
4 Theoretical Analysis
We present the asymptotic performance of our GS statistics by establishing a novel connection with
classic results in statistics for MLE under model mismatch (Quasi-MLE in White [1982]). The
asymptotic properties of MLE for Hawkes process without model mismatch are well studied in Ogata
et al. [1978] and can be applied to a testing procedure like likelihood ratio test, score test and Wald
test to get their asymptotic behaviors. In this section, we prove a generalization to model mismatch
case for Hawkes process. The proofs of all theoretical results are in Appendix D.
Lemma 1 (Asymptotic properties of Qusai-MLE). Let θ̂QMLE and θ˜QMLE be Quasi-MLE under
H0 and H1, respectively. For piecewise constant triggering function family (2), Quasi-MLE satisfies
the following asymptotic properties:
(i) Convergence to θ0 almost surely. That is, when T →∞,
under H0: θ̂QMLE
a.s.→ θ0; under H1: θ˜QMLE a.s.→ θ0;
(ii) Asymptotically normality. Define
A(θ) =
1
T
E
[
∂`1(θ|HT )
∂θ
∂`1(θ)
∂θ>
]
and B(θ) =
1
T
E
[
−∂
2`1(θ|HT )
∂θ∂θ>
]
,
then, when T →∞, we will have:
Under H0:
√
T (θ̂QMLE − θ0) d→ N(0, B−1(θ0)A(θ0)B−1(θ0));
Under H1:
√
T (θ˜QMLE − θ0) d→ N(0, B−1(θ0)A(θ0)B−1(θ0)).
(iii) We also have asymptotically normality of the Quasi-score function, no matter under H0 or H1:
1√
T
∂`1(θ|HT )
∂θ
∣∣∣∣
θ=θ0
d→ N(0, A(θ0)) as T →∞.
The asymptotic covariance matrix is inverse of the Fisher Information Matrix (FIM) I−1(θ∗) for
MLE and FIM I(θ∗) for score function in Ogata et al. [1978]. Moreover, by Theorem 1 in it, one
can verify Information Matrix Equivalence Theorem in White [1982] still holds for stationary point
process, i.e. θ0 = θ∗ and A(θ0) = B(θ0) = I(θ0) hold if and only if the model is correctly specified.
Thus, it is easy to see our results simplify to the form in Ogata et al. [1978] in the absence of model
mismatch. Though the asymptotic covariance matrix of Quasi-MLE is no longer inverse of the FIM,
it can still be estimated consistently. Besides, our results can also be viewed as an extension of White
[1982] to a stationary point process case.
Theorem 1 (Asymptotic null distribution of ĜST ). Under the null hypothesis H0 : θ0 ∈ Θ0 ⊆ Θ,
the Generalized Score (GS) test statistic has an asymptotic χ2 distribution. More specifically,
ĜST
d→ χ2r as T →∞.
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Remark. Note that here the degree of freedom is r = 1 + n0 ≥ 2 and depends on the discretization.
For example, if one discretizes the time horizon [0, T0] into 10 bins, then r = 1 + 10 = 11.
Theorem 2 (Power function of GS test). Under H1 : θ0 = (µ, φ(1), φ(2)) 6∈ Θ0, the GS statistic
follows a asymptotic noncentral χ2 distribution with degree of freedom r and noncentrality parameter
T‖φ(1) − φ(2)‖22. For any critical value c > 0, when T →∞, the test power is:
PH1(ĜST > c)
Qr/2(
√
T‖φ(1) − φ(2)‖2,
√
c)
→ 1,
where the Marcum-Q-function QM (a, b)→ 1 as a→∞. This means the GS test is consistent.
The asymptotic power function in shown is Figure 2. For more details of Marcum-Q-function, one
can refer to Appendix E.
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Figure 2: Asymptotic power of GS test when critical value is chosen to be the upper 95% quantile of
the null distribution ∆ =
√
T‖φ(1) − φ(2)‖2.
5 Numerical experiments
In this section, we present numerical results of our GS statistics to (1) validate the asymptotic property
of our method by three simulation experiments; (2) demonstrate goodness-of-fit test for synthetic and
real data.
5.1 Asymptotic property validation
To validate Theorems 1 and 2 presented in Section 4, we conduct three simulation experiments on a
synthetic data set. To obtain reliable results, we repeat our experiments on five sub-data sets generated
from Hawkes process defined in (1) with 1,000 sequences for each, where µ = 20 and an exponential
triggering function φ(t − ti) = αe−10(t−ti), ti < t is adopted. The magnitude factor α in each
sub-data set is from {1.5, 2, 2.5, 3, 3.5}, respectively.
The Q-Q plot in Figure 3 (a) shows that the GS statistic follows the χ2 distribution, which confirms
Theorem 1; Figure 3 (b) visualize the mean (red line) and the error bar (green bars) of each testing
point for the GS statistics over different sample size N . As we can see, the GS statistics tend to
be linear in sample size under H1, which matches the same theoretical results shown in our power
study in Theorem 2 and validate that our asymptotic distribution analysis is reasonably accurate;
Figure 3 (c) is the ROC Curve, where the true positive means we correctly accept the null hypothesis
H0 (identify two sequences are from the same distribution). The false-positive means we mistakenly
accept the null hypothesis H0 (identify two sequences are from the same distribution which they are
not). We plot the same ROC plots with a different number of samples N used in calculating the GS
statistics. We observe that the GS statistics show ideal classification performance when N = 100
(AUC is approximately 1). The testing procedure basically follows Section 3.2. We choose K to be
20, 5, 150 for three experiments, respectively. Details are deferred to Appendix F. In short, based on
the following results, we have confirmed (a) the χ2 null distribution; (b) the score is linear in sample
size under H1; (c) the consistency of the proposed test. In general, our proposed test can differentiate
the subtle difference in triggering function accurately. We also conduct similar experiments for power
triggering functions to validate our method is model free. The results are similar and we defer them
to Figure 6 in Appendix F due to space limitation.
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Figure 3: Simulation results: (a) Quantiles of calculated GS statistics against theoretical quantiles of
χ2n0+1 distribution under H0; (b) mean and variance of GS statistics with increasing N under H1; (c)
ROC curve for different N .
5.2 Goodness-of-fit test
We perform the complete testing procedure using our proposed GS statistics for four commonly used
time series models on various synthetic and real data sets to demonstrate the testing power of our
goodness-of-fit approach.
The experimental setting is described as follows. For synthetic experiments, we generate 5, 000
sequences for each data sets, which are generated from the Hawkes process (µ = 10) de-
fined in (1) with different types of triggering functions: (a) exponential (Exp): φ(t − ti) =
e−3(t−ti); (b) Matern kernel (Matern): φ(t − ti) = 0.2 × C0.2,2(t − ti), where Cρ,ν(d) =
σ2(21−ν)/Γ(ν)(
√
2νd/ρ)νKν(
√
2νd/ρ), where Γ(·) is the gamma function, Kν(·) is the modi-
fied Bessel function of the second kind. For real data experiments, we select a wide range of real data
sets including: (c) MIMIC-III Johnson et al. [2016] (MIMIC): 2,246 sequences with average sequence
length 4.09; (d) MemeTracker Leskovec et al. [2009] (MEME): randomly-picked 5,000 sequences with
average sequence length 24.41. There are 2,500 sequences in (a), (b), (d), and 1,746 sequences in (c)
are used for fitting the model and generating new sample sequences. The rest serves as testing data to
calculate our GS statistics.
The models we are testing include (1) exponential triggering function fitted by gradient descent (Exp
GD); (2) histogram estimation of triggering function fitted by EM algorithm (Hist EM) Marsan and
Lengline [2008], Fox et al. [2016]; (3) Long Short Term Memory (LSTM) Hochreiter and Schmidhuber
[1997]; (4) Neural Hawkes Process (NHP) Mei and Eisner [2017]; (5) Homogeneous Poisson process
with random average intensity (Random).
Table 1: GS statistic and Log-Likelihood; lower GS value is better, higher likelihood is better.
GS STATISTIC LOG-LIKELIHOOD
DATA EXP GD HIST EM LSTM NHP RANDOM EXP GD HIST EM NHP
EXP 18.25 11.63 88.54 14.83 31.78 21.27 21.10 20.03
MATERN 21.01 18.40 81.37 21.86 26.11 19.09 19.49 14.91
MIMIC 29.52 27.90 41.34 25.24 31.04 10.46 8.605 8.973
MEME 36.92 34.29 56.04 29.98 39.37 69.51 62.66 73.15
We follow the exact testing procedure described in Section 3.2 with N = 200, K = 5; we choose
n0 = 15 for Exp and Matern data and n0 = 13 for MIMIC and MEME data. We report the mean of
scores and the likelihood of fitting the model in Table 1. We conclude that our proposed goodness-of-
fit test can differentiate models under different settings. In particular, the GS statistics can be used as
a ranking criterion. More specifically, the parametric models Exp GD and Hist EM achieve lower
scores (better performance) on synthetic data sets comparing to NHP and LSTM, since the parametric
assumptions of the parametric models (e.g., the additivity in triggering effects) are consistent with the
Hawkes process used in generating synthetic data. In the contrast, NHP performs better on real data
sets, including MIMIC and MEME, where dynamics between events are more complex and difficult to
be captured using parametric models. To make the numerical results more credible, we also present
the corresponding likelihood in Table 1 as an indicator showing how well the data are fitted by the
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model (higher likelihood the better data is fitted). It has been shown that the likelihood result agrees
with our GS statistics. Moreover, we also show that as a deterministic time series model, LSTM is
difficult to compete with other baselines.
Goodness-of-fit for 911 call data. To demonstrate the use of our test statistic as a diagnosis tool
for the goodness-of-fit of generative models, we test on 911 call data in 2017 provided by the Atlanta
Police. The Atlanta Police Department divides its operation region into 78 beats, so we use this to
partition the spatial region and consider a non-homogeneous point process generates sequences in
each beat. We first consider police events data in each beats in one day as a sequence, and for each
beat fit generative model using NHP and Exp GD. Then we calculated the value of the test statistic for
each beat. The experiment configurations are as follows: N = 20, K = 1, n0 = 12. The results are
presented in Figure 4. Clearly, the generative model has different goodness-of-fit in each beat. Also,
the two generative models have different patterns in their goodness-of-fit over space. Note that we
do not know the ground truth. This example demonstrates that our tools provide a convenient and
flexible diagnosis tool for the goodness-of-fit for generative models in practice.
(a) NHP (b) GD Exp
Figure 4: The goodness-of-fit test in different region of Atlanta: (a) for NHP; (b) for Exp GD. Each
polygon in the map represents a police beat in Atlanta. The color depth represents the level of the
test score. Lighter color means a smaller discrepancy between the generated data and the real data.
Overall, NHP outperforms Exp GD on this data set in most of beats.
Broader Impact
With discrete event data, notably self-exciting discrete event data, being ubiquitous nowadays,
modelling of such data to promote understanding of the inherent dynamics among those events is
drawing more and more attention, especially in the fields like seismology, criminology which directly
affect human life and property. Given that numerous sophisticated machine learning algorithms for
capturing the interactions among those events have been developed so far, knowing how to rank
those models and select the best one should have received more attention than developing a new one.
In particular, choosing the better model for the triggering function for Hawkes process is essential
for improvement in forecasting algorithms based on it, which in turn will benefit the society (e.g.
guiding earthquake evacuation). For example, it has been found that spatial power law triggering
function is much more effective than normal kernel and the former one will improve the earthquake
forecasting algorithms Reinhart et al. [2018]. To the best of our knowledge, our proposed test is the
first to differentiate the subtle difference in triggering function and can be of great help in selecting
the best model in real study. We should note that this testing procedure is limited to Hawkes process,
i.e. linear conditional intensity and additive self-exciting (or correcting) effect as specified in (1).
Nevertheless, this is already general and powerful enough to capture the desired interactions among
those events and help decision-makers to make those life-concerning decisions.
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A Mixing of two Hawkes processes
We first present a useful lemma, which provides the proof for full model case (i.e. underH1). Another
equivalent definition of conditional intensity λ(t|Ht) for a counting process {N(t) : t ≥ 0} with
associated historyHt (t ≥ 0) is
P(N(t+ h)−N(t) = m|Ht) =
{
λ(t|Ht)h+ o(h), m = 1
o(h), m > 1
1− λ(t|Ht)h+ o(h), m = 0
We will make use of this definition to prove the following lemma.
Lemma A.1. Suppose we have n Hawkes processes {Nz(t) : t ≥ 0} (z = 1, 2, . . . , n) with
conditional intensity specified by (1). Define the mixing to be N(t) =
∑n
z=1Nz(t). The conditional
intensity of mixing of n Hawkes processes is sum of those n conditional intensities. That is,
λ(t|Ht) =
n∑
z=1
λz(t|Hz,t),
whereHt = ∪nz=1 Hz,t.
t
t
t
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…
Background
Gen. 1
…
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The occurrence of next
event may be triggered
by either history of
Hawkes Process 1 or
Hawkes Process 2 and
thus it is dependent on
the joint history.
Events in Hawkes Process 1
Events in Hawkes Process 2
Figure 5: Illustration of mixing of two Hawkes processes N(t). Given the past sample trajectory, the
upcoming event of N(t) may (1) come from background poisson process of Hawkes process 1 or 2
OR (2) be a offspring of historyH1,t orH2,t. The grey dashed line in the figure illustrated scenario
(2).
Proof of Lemma A.1. We prove by the definition of conditional intensity. For any non-negative
integer m ∈ Z+, denote ::m = (m1, . . . ,mn) and M = {::m |m1 + · · ·+mn = m, mi ∈ Z+},
P(N(t+ h)−N(t) = m|Ht) =
∑
:
m∈M
n∏
i=1
P(Ni(t+ h)−Ni(t) = mi|Hi,t).
Case 1: When m > 1, it is easy to see P(N(t+ h)−N(t) = m|Ht) = o(h), since either there are
at least two mi’s ≥ 1 or at least one mi ≥ 2.
Case 2: When m = 1, there will be one and only one of all mi’s taking value 1 and the rest will be
all zeros. Thus, we have
P(N(t+ h)−N(t) = 1|Ht)
=
n∑
j=1
P(Nj(t+ h)−Nj(t) = 1|Hj,t)
n∏
i6=j
P(Ni(t+ h)−Ni(t) = 0|Hi,t)
=
n∑
j=1
(λj(t|Hj,t)h+ o(h))
n∏
i 6=j
(1− λi(t|Hi,t)h+ o(h)) =
n∑
j=1
λj(t|Hj,t)h+ o(h).
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Case 3: When m = 0, all mi’s will be zeros and we will have
P(N(t+ h)−N(t) = 0|Ht) =
n∏
i=1
P(Ni(t+ h)−Ni(t) = 0|Hi,t)
=
n∏
j=1
(1− λi(t|Hi,t)h+ o(h)) = 1−
n∑
i=1
λj(t|Hj,t)h+ o(h).
Let λ(t|Ht) =
∑n
i=1 λi(t|Hi,t), and we will find out this is the conditional intensity for N(t).
Proof of Proposition 1. We can see under the alternative hypothesis, the result directly follows
Lemma A.1. Under null hypothesis, by Lemma A.1, it is easy to show N(t) defined in Proposition 1
has intensity
λ(t|Ht) = µ(1) + µ(2) +
∫ t
0
φ(t− u)d(N1(u) +N2(u)) = µ+
∫ t
0
φ(t− u)dN(u),
whereHt = H1,t ∪H2,t.
By the definition of Hawkes Process in Section 2, we can see the mixing of two Hawkes processes
under H0 is still a Hawkes process. We complete the proof.
B A non-parametric estimation of the Quasi-conditional intensity
B.1 Probability Weighted Histogram Estimation under null hypothesis
DenoteHt = H1,t ∪H2,t = {t1, . . . , tN}. Define the branching structure as follows:
pij =
{ probability event i is triggered by event j, i > j
probability event i comes from background, i = j
0, i < j
Apparently, we want to estimate the Quasi-background intensity from background process only and
Quasi-triggering function from the triggered events only. Instead of using a hard-threshold indicator,
Zhuang et al. [2002] used a stochastic declustering procedure to separate the background events from
triggered ones by assigning each event a weight, or rather the probability that this event comes from
background or is direct offspring from an individual ancestor. Then, we can use a probability weighted
estimator to estimate Quasi-background intensity and Quasi-triggering function. The algorithm is as
follows:
Assume we have estimated branching structure p(v)ii at iteration v, then we can estimate the Quasi-
background intensity as follows:
µ(v) =
1
T
N∑
i=1
p
(v)
ii . (3)
For the Quasi-triggering component, as we assume g to be a p.d.f., we can estimate the magnitude of
triggering effect from triggered events only:
α(v) = 1−
N∑
i=1
p
(v)
ii /N. (4)
For the temporal component in the Quasi-triggering function, for each bin (as we discretize in (2)),
we estimate its parameter from those triggered events which falls into that bin, i.e.
g
(v)
k =
∑
Bk
p
(v)
ij
∆tk
∑N
i=1
∑i−1
j=1 p
(v)
ij
, (k = 1, . . . , n0). (5)
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After estimating the Quasi-conditional intensity function, we update the branching structure. More
specifically, for i > j:
p
(v+1)
ij = P(i-th event is triggered by j-th event|Hti) =
α(v)g(v) (ti − tj)
µ(v) +
∑i−1
j=1 α
(v)g(v) (ti − tj)
, (6)
p
(v+1)
ii = P(i-th event comes from background|Hti) =
µ(v)
µ(v) +
∑i−1
j=1 α
(v)g(v) (ti − tj) .
(7)
We summarize the algorithm as follows:
Algorithm 2 Probability Weighted Histogram Estimation of Quasi-log-likelihood under H0
Initialize: choose stopping critical value  (e.g. 10−3), initialize p(0)ij and set p
(−1)
ij = + p
(0)
ij and
iteration index v = 0.
while maxi>j
∣∣∣p(v)ij − p(v−1)ij ∣∣∣ < ε do
1. Estimate Quasi-background rate µ as in (3).
2. Estimate Quasi-triggering components magnitude α and temporal g(t) as in (4) and (5).
3. Update probabilities p(v+1)ij ’s as in (6) and (7).
4. v ← v + 1
end while
B.2 Derivation of Probability Weighted Histogram Estimation as EM-type algorithm under
null hypothesis
Fox et al. [2016] demonstrated that algorithm 2 is an EM-type algorithm under (2) by using complete
data log-likelihood. However, they did not explicitly show the E-step also maximizes the complete
data log-likelihood (or we should say complete data Quasi-log-likelihood here since Fox et al. [2016]
assumed the ground truth takes piecewise constant form (2)).
At high level, we will first lower bound the Quasi-log-likelihood and then show that the algorithm
iterates between maximizing this lower bound w.r.t. branching structure (pij’s) and w.r.t. the
Quasi-conditional intensity (Quasi-background rate µ, Quasi-triggering magnitude α and temporal
Quasi-triggering function g). First recall the Quasi-log-likelihood function under H0:
`0(θ) = −µT +
N∑
i=1
log
µ+∑
i>j
φ (ti − tj)
− N∑
j=1
∫ T
tj
φ (t− tj) dt
We can simplify the last term above by using integral approximation of Schoenberg [2013]:
N∑
j=1
∫ T
tj
φ (ti − tj) dt =
N∑
j=1
∫ T
tj
αg (t− tj) dt ≈
N∑
j=1
α
∫ ∞
tj
g (t− tj) dt = αN
Thus we can ignore the last term when maximizing the log-likelihood function.
Next, we lower bound the first term in the Quasi-log-likelihood function by Jensen’s inequality:
N∑
i=1
log
µ+∑
i>j
φ (ti − tj)
 = N∑
i=1
log
pii µ
pii
+
∑
i>j
pij
φ (ti − tj)
pij

≥
N∑
i=1
pii log
(
µ
pii
)
+
∑
i>j
pij log
(
φ (ti − tj)
pij
)
,
where pij’s satisfy
∑
i≥j pij = 1. Then we can get a lower bound on the approximation of Quasi-
log-likelihood under the piecewise constant parameterization:
−αN − Tµ+
N∑
i=1
[
pii log (µ) +
∑
i>j
pij
(
logα+ log
( n0∑
k=1
gk1Bk (ti − tj)
))
−
∑
i≥j
pij log(pij)
]
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Denote this lower bound by ˜`(θ). We maximize this lower bound under the following constraints:
n0∑
k=1
gk∆tk = 1, (g(t) is a p.d.f.)∑
i≥j
pij = 1, (pij’s are probability weights)
By adding Lagrange multipliers, this is equivalent to maximizing the following objective:
L˜ =
N∑
i=1
[
pii log (µ) +
∑
i>j
pij
(
logα+ log
( n0∑
k=1
gk1Bk (ti − tj)
))
−
∑
i≥j
pij log(pij)
]
− αN − Tµ− c1
(
n0∑
k=1
gk∆tk − 1
)
−
N∑
i=1
c
(i)
2
∑
i≥j
pij − 1
 .
M-step: By taking first order derivative w.r.t. µ and setting it to zero, we will have:
∂L˜
∂µ
=
N∑
i=1
(
pii
µ
)
− T = 0.
Solving for µ and we will get
µ =
∑N
i=1 pii
T
,
which is the same with the update in step 1 in Algorithm 2. This means when we have p(v)ij ’s at
iteration v, the update in step 1 in Algorithm 2 leads to a larger Quasi-log-likelihood value. Similarly
taking derivative w.r.t. α and setting it to zero leads to the update in step 2: α(v) = 1−∑Ni=1 p(v)ii /N .
∂L˜
∂gk
=
N∑
i=1
∑
i>j
(
pij1Bk (ti − tj)
gk
)
− c1∆tk = 0
∂L˜
∂c1
= 1−
n0∑
k=1
gk∆tk = 0
Solving for gk and c1 by some simple algebra and we will get the update for gk when we have p
(v)
ij ’s
at iteration v as follows:
g
(v)
k =
∑N
i=1
∑
i>j p
(v)
ij 1Bk (ti − tj)
∆tk
∑N
j=1
∑
i>j p
(v)
ij
.
E-step: As for pij’s, denote
log φij = logα+ log
(
n0∑
k=1
gk1Bk (ti − tj)
)
.
Repeat the similar procedure, we will get:
∂L˜
∂pij
= − log(pij)− 1− c(i)2 + log φij = 0
∂L˜
∂pii
= − log(pii)− 1− c(i)2 + log µ = 0
∂L˜
∂c
(i)
2
=
∑
i≥j
pij − 1 = 0
By the first two equations we have
pii
pij
=
µ
φij
.
Plug this back into the last equation and we will get the update in step 3 in Algorithm 2. Thus, we
validate Algorithm 2 as an EM-type algorithm.
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C Explicit form of GS statistic
Note that g(z)(u) =
∑n0
k=1 g
(z)
k 1Bk(u). To simplify the explicit expressions, we first define the
following notations:
G(i, z′; z) =
Nz′∑
j=1
g(z)(t
(z′)
i − t(z)j ),
G′k(i, z
′; z) =
Nz′∑
j=1
1Bk(t
(z′)
i − t(z)j )
∆z,i = µ+ α
(z)G(i, z; z) + α(z
′)G(i, z; z′)
Here, G(i, z′; z) represents the triggering effect of events in process z to i−th event in process z′.
G′k(i, z
′; z) is the partial derivative of G(i, z′; z) w.r.t. g(z)k .
Note that g(z)(·) and 1Bk(·) (k = 1, 2, . . . , n0) take value zero on (−∞, 0]. Thus we have∑
j<i
g(z)(t
(z)
i − t(z)j ) =
Nz∑
j=1
g(z)(t
(z)
i − t(z)j ),
which can be denoted by G(i, z; z) we just defined. By our notations, the Quasi-log-likelihood takes
the following form:
`1(µ, φ
(1), φ(2)|Ht) = −µ T +
2∑
z=1
Nz∑
i=1
log ∆z,i − α(z)
∫ T−t(z)i
0
g(z)(u)du,
where (µ, φ(1), φ(2)) = (µ, α(1), g(1)1 , . . . , g
(1)
n0 , α
(2), g
(2)
1 , . . . , g
(2)
n0 ). Those parameters are denoted
by θ to simplify the notations. To get the explicit form of GS statistic, we only need to calculate the
first two order partial derivative of `1(µ, φ(1), φ(2)|Ht) w.r.t. θ.
First order partial derivatives:
∂`1(µ, φ
(1), φ(2)|Ht)
∂µ
=
2∑
z=1
Nz∑
i=1
1
∆z,i
− T,
∂`1(µ, φ
(1), φ(2)|Ht)
∂α(z)
=
Nz∑
i=1
G(i, z; z)
∆z,i
+
Nz′∑
i=1
G(i, z′; z)
∆z′,i
−
Nz∑
i=1
∫ T−t(z)i
0
g(z)(u)du,
∂`1(µ, φ
(1), φ(2)|Ht)
∂g
(z)
k
=
Nz∑
i=1
α(z)G′k(i, z; z)
∆z,i
+
Nz′∑
i=1
α(z)G′k(i, z
′; z)
∆z′,i
−
Nz∑
i=1
∫ T−t(z)i
0
α(z)1Bk(u)du.
Here, we get the explicit expression for ST (θ) and AT (θ).
Second order partial derivatives:
∂2`1(µ, φ
(1), φ(2)|Ht)
∂µ2
=−
2∑
z=1
Nz∑
i=1
1
∆2z,i
∂2`1(µ, φ
(1), φ(2)|Ht)
∂(α(z))2
=−
Nz∑
i=1
(
G(i, z; z)
∆z,i
)2
−
Nz′∑
i=1
(
G(i, z′; z)
∆z′,i
)2
∂2`1(µ, φ
(1), φ(2)|Ht)
∂(g
(z)
k )
2
=−
Nz∑
i=1
(
α(z)G′k(i, z; z)
∆z,i
)2
−
Nz′∑
i=1
(
α(z)G′k(i, z
′; z)
∆z′,i
)2
∂2`1(µ, φ
(1), φ(2)|Ht)
∂µ∂α(z)
=−
Nz∑
i=1
G(i, z; z)
∆2z,i
−
Nz′∑
i=1
G(i, z′; z)
∆2z′,i
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∂2`1(µ, φ
(1), φ(2)|Ht)
∂α(1)∂α(2)
=−
Nz∑
i=1
(
G(i, z; z)
∆z,i
)(
G(i, z; z′)
∆z,i
)
−
Nz′∑
i=1
(
G(i, z′; z)
∆z′,i
)(
G(i, z′; z′)
∆z′,i
)
∂2`1(µ, φ
(1), φ(2)|Ht)
∂µ∂g
(z)
k
=− α(z)
( Nz∑
i=1
G′k(i, z; z)
∆2z,i
+
Nz′∑
i=1
G′k(i, z
′; z)
∆2z′,i
)
∂2`1(µ, φ
(1), φ(2)|Ht)
∂α(z)∂g
(z)
k
=
Nz∑
i=1
G′k(i, z; z)
∆z,i
+
Nz′∑
i=1
G′k(i, z
′; z)
∆z′,i
−
Nz∑
i=1
∫ T−t(z)i
0
1Bk(u)du
− α(z)
( Nz∑
i=1
G(i, z; z)G′k(i, z; z)
∆2z,i
+
Nz′∑
i=1
G(i, z′; z)G′k(i, z
′; z)
∆2z′,i
)
∂2`1(µ, φ
(1), φ(2)|Ht)
∂α(z′)∂g
(z)
k
=− α(z)
( Nz∑
i=1
G(i, z; z′)G′k(i, z; z)
∆2z,i
+
Nz′∑
i=1
G(i, z′; z′)G′k(i, z
′; z)
∆2z′,i
)
∂2`1(µ, φ
(1), φ(2)|Ht)
∂g
(z)
k ∂g
(z′)
l
=− α(1)α(2)
( Nz∑
i=1
G′l(i, z; z
′)G′k(i, z; z)
∆2z,i
+
Nz′∑
i=1
G′l(i, z
′; z′)G′k(i, z
′; z)
∆2z′,i
)
∂2`1(µ, φ
(1), φ(2)|Ht)
∂g
(z)
k ∂g
(z)
l
=− (α(z))2
( Nz∑
i=1
G′k(i, z; z)G
′
l(i, z; z)
∆2z,i
+
Nz′∑
i=1
G′k(i, z
′; z)G′l(i, z
′; z)
∆2z′,i
)
D Asymptotic properties of Quasi-MLE and GS test
D.1 Proof of Lemma 1: consistency and asymptotic normality of Quasi-MLE
Proof. We will provide a generalization of the asymptotic properties MLEs under correct model
specification for temporal Hawkes process in Ogata et al. [1978] to model misspecification (or model
mismatch) case.
We first show that the assumptions in Ogata et al. [1978] hold for our Quasi-conditional intensity
function.
(A) Since under our parameterization (2), we have
∫∞
0
αg(t)dt = α < 1, our point process model is
stationary and ergodic. It is easy to check assumptions (A1) ∼ (A3).
(B) The Quasi-conditional intensity function we consider here is actually linear w.r.t. the parameters,
then it is arbitrarily order continuous differentiable (i.e. smooth) and bounded within any compact set
in the Quasi-parameter space. Assumptions (B1) ∼ (B7) hold trivially.
(C) By (2), the Quasi-temporal triggering function is truncated on [0, T0], which means and complete
data conditional intensity function λ(t|H−∞,t) will be exactly the same with λ(t|H0,t) as long as
t > T0. Since Assumptions (C1) ∼ (C4) only require stochastic approximations of λ(t|H0,t) to
λ(t|H−∞,t) when t goes to infinity, it is easy to see those assumptions are satisfied.
Next, since our parametric form (2) is only approximation to the true one, we need to slightly modify
the theoretical results in Ogata et al. [1978] for our Quasi-MLE. Here we will not mention theorems
or lemmas that we do not need to modify under model mismatch (except that we should keep in mind
that the "true" parameter in Ogata et al. [1978] is understood as the maximizer of Quasi-likelihood)
and it is easy to verify those theoretical results (from the beginning to Theorem 5) by just following
the proof therein.
Before we proceed to the proof, we should note that the Quasi-MLE is θ̂QMLE under H0 and θ˜QMLE
under H1. Under H1 : θ0 6∈ Θ0, the estimator θ˜QMLE is obtained using the full model conditional
intensity `1 instead of `0. The estimation is given in Algorithm 3 in Appendix F.
For simplicity, we denote θ¯QMLE to be θ̂QMLE and θ˜QMLE under H0 and H1, respectively. That is,
θ¯QMLE =
{
θ̂QMLE , H0 is true
θ˜QMLE , H1 is true
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Modifications on Theorem 1. Here θ0 is not the true parameter of the true conditional intensity
function. Instead, it is the maximizer of Quasi-log-likelihood, i.e. our approximation to the true
log-likelihood function. By the definition of θ0 and stationarity of the process, the first result still in
this theorem still holds:
∂E
[
`1(θ|Ht)
]
∂θ
∣∣∣∣
θ=θ0
= 0.
However, the second result does not hold unless our approximation is indeed a correct specification
of the model. More specifically, in general,
dN(t) = λ∗(t|Ht)dt 6= λ(t|Ht)dt,
where λ∗ is the correct parametric form and typically unknown in practice.
Thus, we have
E
[
∂`1(θ|Ht)
∂θi
∂`1(θ|Ht)
∂θj
]∣∣∣∣∣
θ=θ0
6= −E
[
∂2`1(θ|Ht)
∂θi∂θj
]∣∣∣∣∣
θ=θ0
.
Using our notation, this can be re-expressed as A(θ0) 6= B(θ0).
Modifications on Theorem 2. The convergence in our case is much stronger. By following the
proof in Fox et al. [2016], the convergence in probability comes from Assumptions (C), where
the convergence in the stochastic approximation is only in probability sense. However, we just
show that the stochastic approximation holds for every sample path as long as t > T0 based on our
parameterization (2) that the Quasi-temporal triggering function is truncated, i.e. our convergence is
in almost surely sense. Thus, we have:
θ¯QMLE
a.s.→ θ0 as T →∞.
Modifications on Theorem 4. Since A(θ0) 6= B(θ0), the convergence result should be
1√
T
∂`1(θ|HT )
∂θ
∣∣∣∣
θ=θ0
d→ N(0, A(θ0)) as T →∞.
This is because
E
[
∂`1(θ|H1)
∂θ
∂`1(θ|H1)
∂θ>
]
= A(θ0) 6= B(θ0),
where the first equality comes from definition and stationarity of the process.
Modifications on Theorem 5. By the proof of this theorem one can reach this result:
√
T (θ¯QMLE − θ0) d→ N
(
0, B−1(θ0)A(θ0)B−1(θ0)
)
as T →∞.
Again, since A(θ0) 6= B(θ0), the asymptotic covariance matrix is not B−1(θ0) and that’s the
modification here. Besides, the asymptotic χ2 distribution of log-likelihood ratio does not hold
because of the model mismatch.
Here, we complete the proof.
D.2 Proof of Theorem 1: asymptotic distribution under null hypothesis
This proof is highly involved. To help better understand this proof, we first provide a high level sketch
on why our GS statistic follows a χ2 distribution.
Proof Sketch. θ̂QMLE solves the following problem
max
θ∈Θ
`1(θ|HT ) s.t. h(θ) = 0.
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By adding Lagrange Multiplier ζT , we can derive that θ̂QMLE satisfies:
∇`1(θ̂QMLE |HT ) + ζ>T ∇h(θ̂QMLE) = ST (θ̂QMLE) + ζ>T ∇h(θ̂QMLE) = 0. (8)
Following idea in Boos [1992], we can use Taylor expansion to expand ST (θ0) about θ̂QMLE and
h(θ̂QMLE) about θ0 (note that we have h(θ0) = 0 under H0):
ST (θ̂QMLE) = ST (θ0)−BT (θ̂QMLE)(θ̂QMLE − θ0) + o(1),
0 = h(θ̂QMLE) = h(θ0) +∇h(θ0)(θ̂QMLE − θ0) + o(1).
Note that by our notation ∇h(θ) = H(θ). Since h(θ) is linear in θ, its gradient is a constant matrix
and we can denote H = ∇h(θ).
Pre-multiply the first equation above by H>
(
HB−1T (θ)H
>
)−1
HB−1T (θ)
∣∣∣∣
θ=θ̂QMLE
H>
(
HB−1T (θ)H
>
)−1
HB−1T (θ)ST (θ0)
∣∣∣∣
θ=θ̂QMLE
= B
1
2
T (θ)
(
B
− 12
T (θ)H
>
(
HB−1T (θ)H
>
)−1
HB
− 12
T (θ)
)
B
− 12
T (θ)ST (θ)
∣∣∣∣
θ=θ̂QMLE
+ o(1).
The matrix in the middle of RHS is a projection matrix for the column space of B−
1
2
T (θ̂QMLE)H
>,
and from (8) we know B−
1
2
T (θ̂QMLE)ST (θ̂QMLE) is already in this space. This means the RHS is
exactly ST (θ̂QMLE) and we will get:
ST (θ̂QMLE) = H
>
(
HB−1T (θ0)H
>
)−1
HB−1T (θ0)ST (θ0) + o(1).
Rewrite GS statistic as
ĜST =
1√
T
S>T (θ̂QMLE)
(
T Σ̂−1
) 1√
T
ST (θ̂QMLE).
By Lemma 1, one can verify ST (θ̂QMLE)/
√
T has a asymptotic normal distribution with T Σ̂−1
being a consistent estimator of generalized inverse of its asymptotic covariance matrix.
Since H is of rank r, we verify that ĜST ∼ χ2r .
Next, we present a more rigorous proof following the method in White [1982].
Proof. We first state some useful results:
By the almost surely convergence of Quasi-MLE (modifications of Theorems 2 and 5 in Ogata et al.
[1978]), we have that
1
T
AT (θ̂QMLE)
a.s.→ A(θ0) as T →∞
1
T
BT (θ̂QMLE)
a.s.→ B(θ0) as T →∞.
The modification of Theorem 1 in Ogata et al. [1978] can be re-expressed as S(θ0) = 0.
The modification of Theorem 4 in Ogata et al. [1978] can be re-expressed as follows
1√
T
ST (θ0)
d→ N
(
0, A(θ0)
)
as T →∞,
where ST is the Quasi-score function (i.e. first order gradient of Quasi-log-likelihood function).
Under null hypothesis, the asymptotic χ2 distribution of GS statistic under model mismatch (e.g.
Theorem 3.5. in White [1982] and Section 4.2. in Boos [1992]) can be extended to temporal Hawkes
process.
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The Quasi-MLE actually solves the following optimization problem:
max
θ∈Θ0
`0(θ|HT ).
Since `1(θ) = `0(θ) (∀θ ∈ Θ0), equivalently it can be re-expressed as
max
θ∈Θ0
`1(θ|HT ),
or
max
θ∈Θ
`1(θ|HT ) s.t. h(θ) = 0.
We can reformulate this by adding Lagrange Multiplier ζT :
max
θ∈Θ
1
T
`1(θ|HT ) + ζ>T h(θ).
Since h as well as ∇h both has full row rank r, by Lagrange Multiplier Theorem (e.g. Theorem 42.9
in Bartle et al. [1976]), we can guarantee the existence of ζT , which satisfies:
1
T
∇`1(θ̂QMLE |HT ) +
(
∇h(θ̂QMLE)
)>
ζT = 0, (9)
h(θ̂QMLE) = 0.
We denote ST (θ) = ∇`1(θ|HT ). By the mean-value theorem for random functions (Lemma 3 in
Jennrich [1969]), we have:
ST (θ̂QMLE) = ST (θ0) +BT (θ¯)(θ̂QMLE − θ0), (10)
0 = h(θ̂QMLE) = h(θ0) +∇h(θ˜)(θ̂QMLE − θ0), (11)
where θ˜ and θ¯ lies on the segment joining θ̂QMLE and θ0. Since θ̂QMLE converges to θ0 almost
surely, θ˜ and θ¯ both converge to θ0 almost surely.
Under H0: θ0 ∈ Θ0, we have h(θ0) = 0. Plug this back into the mean-value expansion (11) we will
get:
∇h(θ˜)
√
T (θ̂QMLE − θ0) = 0. (12)
Multiply (9) by
√
T and plug the mean-value expansion (10) into it, we will get:
1√
T
ST (θ0) +
1
T
BT (θ¯)
√
T (θ̂QMLE − θ0) +
√
T
(
∇h(θ̂QMLE)
)>
ζT = 0, (13)
Since BT (θ¯)/T
a.s.→ B(θ0), the non-singularity of BT (θ¯) directly follows Assumption (B6) in Ogata
et al. [1978] for sufficiently large T . Pre-multiplying (13) by ∇h(θ˜)B−1T (θ¯) and plug (12) into it, we
will get:
0 =∇h(θ˜)B−1T (θ¯)
(
1√
T
ST (θ0) +
1
T
BT (θ¯)
√
T (θ̂QMLE − θ0) +
√
T
(
∇h(θ̂QMLE)
)>
ζT
)
=∇h(θ˜)B−1T (θ¯)
1√
T
ST (θ0) +∇h(θ˜)B−1T (θ¯)
(
∇h(θ̂QMLE)
)>√
TζT .
Note that for our testing problem, since h(θ) is linear in θ, ∇h(θ) does not depend on θ and has
full row rank r. We denote this by H . It is easy to verify that HB−1T (θ¯)H
> is non-singular for
sufficiently large T . Thus, pre-multiply (HB−1T (θ¯)H
>)−1 and rearrange the terms, we will get:
√
TζT = −
(
HB−1T (θ¯)H
>
)−1
HB−1T (θ¯)
1√
T
ST (θ0).
Note that we have shown that ST (θ0)/
√
T is asymptotically normally distributed with covariance
matrix A(θ0), thus we will have
√
TζT
d→ N
(
0,
(
HB−1(θ0)H>
)−1
HB−1(θ0)A(θ0)B−1(θ0)H>
(
HB−1(θ0)H>
)−1)
. (14)
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We denote this covariance matrix by Q(θ0).
Denote
√
T ζ˜T (θ) = −
(
HB−1T (θ)H
>
)−1
HB−1T (θ)
1√
T
ST (θ). (15)
By 2c.4(x.a) in Rao et al. [1973], we will have
√
TζT −
√
T ζ˜T (θ0)
p→ 0.
Meanwhile, by pre-multiplying (9) by
(
HB−1T (θ̂QMLE)H
>
)−1
HB−1T (θ̂QMLE) (again the non-
singularity holds for sufficiently large T ), we will have
√
TζT =
√
T ζ˜T (θ̂QMLE).
Thus, by (14), we have when T →∞,
√
T ζ˜T (θ̂QMLE)
d→ N
(
0, Q(θ0)
)
.
We can easily re-write GS statistic ĜST as a quadratic form of score function ST (θ̂QMLE). By the
notation we just defined in (15) we will have:
ĜST =
√
T ζ˜>T (θ)HB
−1(θ)H>
(
HB−1(θ)
AT (θ)
T
B−1(θ0)H>
)−1
HB−1(θ)H>
√
T ζ˜T (θ)
∣∣∣∣∣
θ=θ̂QMLE
,
where the matrix in the middle
HB−1(θ)H>
(
HB−1(θ)
AT (θ)
T
B−1(θ0)H>
)−1
HB−1(θ)H>
∣∣∣∣∣
θ=θ̂QMLE
is a consistent estimator of Q(θ0), since θ̂QMLE converges to θ0 almost surely.
By Lemma 3.3 in White [1980], we can verify the asymptotic χ2 distribution of our GS statistic.
D.3 Proof of Theorem 2: asymptotic power under alternative hypothesis
Proof. We make use of the Generalized Wald (GW) test statistic here, which is asymptotically
equivalent to GS statistic under both H0 and H1. More specifically, by 2c.4(xiv) in Rao et al. [1973]
(or Theorem 1 in 13.6 in Engle et al. [1984]),
ĜST − ĜWT p→ 0,
where ĜWT is the GW test statistic. We define it as follows:
ĜWT = h(θ)
>
(
H(θ)B−1T (θ)AT (θ)B
−1
T (θ)H(θ)
>
)−1
h(θ)
∣∣∣∣
θ=θ˜QMLE
,
where θ˜QMLE is Quasi-MLE under H1.
As we have mentioned above, h(θ) is linear in θ, thus its first order gradient is a constant matrix,
i.e. H(θ) = H . More specifically, h(θ) = Hθ. Then it is not hard to verify the asymptotic normal
distribution of h(θ˜QMLE) based on asymptotically normality of θ˜QMLE . That is
√
T
(
h(θ˜QMLE)− h(θ0)
)
d→ N
(
0, HB−1(θ0)A(θ0)B−1(θ0)H>
)
as T →∞.
Then the noncentral χ2 distribution of ĜWT as well as ĜST directly follow.
Since
θ>0 H
>Hθ0 =
(
α(1) − α(2)
)2
+
n0∑
k=1
(
g
(1)
k − g(2)k
)2
= ‖φ(1) − φ(2)‖22,
and H is of rank r, the noncentrality parameter is T‖φ(1) − φ(2)‖22 and the degree of freedom is r.
Thus, we get that the asymptotic power function is Marcum-Q-function.
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Another proof of consistency of GS test. We can re-express GW test statistic as:
ĜWT = T h(θ)
>
(
H(θ)
(BT (θ)
T
)−1AT (θ)
T
(BT (θ)
T
)−1
H(θ)>
)−1
h(θ)
∣∣∣∣∣
θ=θ˜QMLE
.
From Lemma 1 which we just prove, we have (i) h(θ˜QMLE)→ h(θ0) 6= 0 almost surely, where the
last inequality comes form H1 : θ0 6∈ Θ0; and (ii) AT (θ˜QMLE)/T , BT (θ˜QMLE)/T converges to
A(θ0), B(θ0) almost surely. Thus, it is easy to see
ĜWT →∞ as T →∞.
Thus, we have
ĜST →∞ as T →∞,
which indicates the unit asymptotic power of the proposed GS test, i.e. this test is consistent.
E Some useful functions
E.1 Marcum-Q-function
In statistics, the Marcum-Q-function QM is defined as
QM (a, b) =
∫ ∞
b
x
(x
a
)M−1
exp
(
−x
2 + a2
2
)
IM−1(ax)dx,
or
QM (a, b) = exp
(
−a
2 + b2
2
) ∞∑
k=1−M
(a
b
)k
Ik(ab),
with modified Bessel function IM−1(·) of order M − 1.
Abdel-Aty [1954] proved the following approximation formula:
Qk/2(
√
λ,
√
x) ≈ 1− Φ

(
x
k+λ
)1/3
−
(
1− 29f
)
√
2
9f
 ,
where f = (k+λ)
2
k+2λ = k +
λ2
k+2λ and Φ(·) is CDF of standard Gaussian random variable. We can
easily verify that Qk/2(
√
λ,
√
x)→ 1 as λ→∞. Also, this is illustrated in Figure 2
What’s more, by the Theorem 1 in Sun et al. [2010], Marcum-Q-function QM (a, b) is monotonically
increasing w.r.t. a.
E.2 Matérn covariance function
The Matérn covariance between two points separated by d distance units is defined as
Cρ,ν(d) = σ
2 2
1−ν
Γ(ν)
(√
2ν
d
ρ
)ν
Kν
(√
2ν
d
ρ
)
.
where Γ(·) is the gamma function, Kν(·) is the modified Bessel function of the second kind, and ρ
and ν are non-negative parameters of the covariance.
F Numerical experiments
F.1 Testing details
The testing procedures are mainly based on Algorithm 1. But to apply Algorithm 1, we first need to
specify the data sequence sets we use and the initialization. We present the detailed testing procedure
and experiment configurations as follows.
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Validation of asymptotic properties in Section 5.1: (a) For each α, generate L data sequences
as D1 and another L data sequences as D2; (b) Generate L data sequences from α = 1 as D1
and another L data sequences as D2 from α = 4; (c) Use the first pair of data sequence set in (a)
(corresponding to α = 1.5) as positive sample and data sequence set in (b) as the negative sample.
The experiment configurations (initialization) are as follows: L = 1, 000, n0 = 14 and end points
for those bins are (0, .04, .08, .12, .16, .2, .26, .32, .38, .45, .55, .65, .75, 1, 2) for all experiments. (a)
N = 200, K = 20; (b) N ∈ {50, 150, . . . , 850}, K = 5; (c) N ∈ {25, 50, 100}, K = 150.
Goodness-of-fit in Section 5.2: D1 is chosen to be the testing data and D2 is generated from the
model fitted on the training data.
End points of bins: (0.0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18, 0.2, 0.25, 0.3, 0.35, 0.4, 0.5)
for Exp and Matern data, (0.0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18, 0.2, 0.5, 0.6, 0.8, 1)
for MIMIC data and (0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, 0.8, 1) for MEME data.
For 911 call data, L = 364 and we use the first 200 sequences to as the training data
to fit the model and the rest 164 sequences as D1. Then we generate 164 data se-
quences as D2 to perform the testing procedure. We choose N = 20, K = 1 and use
(0.0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18, 0.2, 0.5, 1) as end points for bins.
F.2 Additional experiments
To show our proposed non-parametric method is able to detect subtle difference in triggering functions
under different settings, we use different synthetic data to validate our theoretical results.
Here, the triggering function used to generate synthetic data is power function (which is commonly
used in seismology) : φ(t) = α(P −1)cP−1(t+c)−P1{t>0} with parameters µ = 20, α = 0.2, C =
2, P = 13, 14, . . . , 17. The experiment configurations are as follows: L = 1, 000, n0 = 12 and
end points for those bins are (0.0, 0.04, 0.08, 0.12, 0.16, 0.2, 0.24, 0.28, 0.32, 0.36, 0.4, 0.7, 2) for all
experiments. (a) N = 200, K = 20; (b) N ∈ {50, 150, . . . , 850}, K = 5; (c) N ∈ {50, 100, 200},
K = 150.
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Figure 6: Simulation results: (a) Quantiles of calculated scores against theoretical quantiles of χ2n0+1
distribution under H0; (b) mean and variance of scores with increasing N under H1; (c) ROC curve
for different N .
G Probability weighted histogram estimation under alternative hypothesis
Under H1, the triggering mechanism is more complex compared to univariate Hawkes Process, since
each event can be either from the background, direct offspring from an individual ancestor in Hawkes
Process 1 or Hawkes Process 2 and the triggering effects of events in two different processes are
different.
We denote the branching structure matrix P(z)(z′) ∈ R(N1+N2)×(N1+N2) (z, z′ ∈ {1, 2}). The
element in i−th row and j−th column is defined to be the probability that event i in process z is
triggered by event j in process z′ if either i 6= j or z 6= z′ (case 1) or the probability that event i in
process z is a background event if i = j and z = z′ (case 2). That is,(
P(z)(z′)
)
ij
=
{
probability that event i in process z is triggered by event j in process z′, case 1
probability that event i in process z is a background event, case 2
Note that the probability is zero when t(z)i ≤ t(z
′)
j , which means the event that happens earlier in the
process cannot be triggered by those which happen later.
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As discussed above, we focus on differentiating difference in triggering effect. Thus we estimate the
sum of two background intensities from all background events:
µ(v) =
1
T
2∑
z=1
Nz∑
i=1
(
P
(v)
(z)(z)
)
ii
. (16)
For the triggering components, we estimate the magnitude for process z (z = 1, 2) using events from
aggregated data triggered by process z and estimate the temporal triggering density function from
those events which fall into the corresponding bin. Note that we have(
P
(v)
(z′)(z)
)
ij
=
(
P
(v)
(z′)(z)
)
ij
1{t(z′)i >t(z)j }
.
This is because the probability will be zero if t(z
′)
i ≤ t(z)j as discussed above. Thus, for z = 1, 2 and
k = 1, . . . , n0, the estimators can be expressed as
α(v)z =
∑Nz
i=1
∑i−1
j=1
(
P
(v)
(z)(z)
)
ij
+
∑Nz′
i=1
∑Nz
j=1
(
P
(v)
(z′)(z)
)
ij
Nz
, (17)
g
(v)
z,k =
∑Nz
i=1
∑i−1
j=1
(
P
(v)
(z)(z)
)
ij
1Bk
(
t
(z)
i − t(z)j
)
+
∑Nz′
i=1
∑Nz
j=1
(
P
(v)
(z′)(z)
)
ij
1Bk
(
t
(z′)
i − t(z)j
)
∆tk
(∑Nz
i=1
∑i−1
j=1
(
P
(v)
(z)(z)
)
ij
+
∑Nz′
i=1
∑Nz
j=1
(
P
(v)
(z′)(z)
)
ij
) .
(18)
And the updates for the branching probabilities are similar, for z = 1, 2, z 6= z′ and i = 1, 2, . . . , Nz:
λ
(v)
z,i = µ
(v) +
i−1∑
j=1
α(v)z g
(v)
z
(
t
(z)
i − t(z)j
)
+
Nz′∑
j=1
α
(v)
z′ g
(v)
z′
(
t
(z)
i − t(z
′)
j
)
1{t(z)i >t(z
′)
j }(
P
(v+1)
(z)(z)
)
ii
=
µ(v)
λ
(v)
z,i
(19)
(
P
(v+1)
(z)(z)
)
ij
=
α
(v)
z g
(v)
z
(
t
(z)
i − t(z)j
)
λ
(v)
z,i
(for i > j) (20)
(
P
(v+1)
(z)(z′)
)
ij
=
α
(v)
z′ g
(v)
z′
(
t
(z)
i − t(z
′)
j
)
1{t(z)i >t(z
′)
j }
λ
(v)
z,i
(21)
Here we summarize the algorithm as follows:
Algorithm 3 Probability Weighted Histogram Estimation of Quasi-log-likelihood under H1
Initialize: choose stopping critical value  (e.g. 10−3), initialize P (0)(z)(z′) and set
(
P
(−1)
(z)(z′)
)
ij
=
+
(
P
(0)
(z)(z′)
)
ij
and iteration index v = 0.
while max
t
(z)
i >t
(z′)
j
∣∣∣∣(P (v)(z)(z′))
ij
−
(
P
(v−1)
(z)(z′)
)
ij
∣∣∣∣ < ε do
1. Estimate background rate µ as in (16).
2. Estimate triggering components αz , gz(t) as in (17) and (18).
3. Update probabilities
(
P
(v+1)
(z)(z′)
)
ij
’s as in (19), (20) and (21).
4. v = v + 1
end while
We follow the derivation of EM-type algorithm in Appendix. B.2 and derive that Probability Weighted
Histogram Estimation under the full model is again an EM-type algorithm. Similar to the proof
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framework above, we first use integral approximation of Schoenberg [2013] to approximate the
Quasi-log-likelihood function and then lower bound it using Jensen’s inequality:
˜`(θ) ≈ 2∑
z=1
Nz∑
i=1
[(
P(z)(z)
)
ii
logµ+
∑
j<i
(
P(z)(z)
)
ij
(
logαz + log
(
n0∑
k=1
gz,k1Bk
(
t
(z)
i − t(z)j
)))
+
Nz′∑
j=1
(
P(z)(z′)
)
ij
(
logαz′ + log
(
n0∑
k=1
gz′,k1Bk
(
t
(z)
i − t(z
′)
j
))]
− Tµ−N1α1 −N2α2
−
2∑
z=1
Nz∑
i=1
∑
i≥j
(
P(z)(z)
)
ij
log(
(
P(z)(z)
)
ij
) +
Nz′∑
j=1
(
P(z)(z′)
)
ij
log(
(
P(z)(z′)
)
ij
)1{t(z)i >t(z
′)
j }
 ,
where z′ 6= z. Note that the term−N1α1−N2α2 comes from integral approximation. Add Lagrange
multipliers and we will get the following objective function:
L˜(θ) =
2∑
z=1
Nz∑
i=1
[(
P(z)(z)
)
ii
logµ+
∑
j<i
(
P(z)(z)
)
ij
(
logαz + log
(
n0∑
k=1
gz,k1Bk
(
t
(z)
i − t(z)j
)))
+
Nz′∑
j=1
(
P(z)(z′)
)
ij
(
logαz′ + log
(
n0∑
k=1
gz′,k1Bk
(
t
(z)
i − t(z
′)
j
))]
− Tµ−N1α1 −N2α2
−
2∑
z=1
Nz∑
i=1
∑
i≥j
(
P(z)(z)
)
ij
log(
(
P(z)(z)
)
ij
) +
Nz′∑
j=1
(
P(z)(z′)
)
ij
log(
(
P(z)(z′)
)
ij
)1{t(z)i >t(z
′)
j }

−
2∑
z=1
cz,1( n0∑
k=1
gz,k∆tk − 1
)
−
Nz∑
i=1
c
(i)
z,3
∑
i≥j
(
P(z)(z)
)
ij
+
Nz′∑
j=1
(
P(z)(z′)
)
ij
1{t(z)i >t(z
′)
j }
− 1
 .
Then, by taking first order derivatives and setting them to zero we can validate Algorithm 3 as an
EM-type algorithm.
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