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Abstract—This paper studies context-aware recommendations in the television domain by proposing a deep learning-based method
for learning joint context-content embeddings (JCCE). The method builds on recent developments within recommendations using latent
representations and deep metric learning, in order to effectively represent contextual settings of viewing situations as well as available
content in a shared latent space. This embedding space is used for exploring relevant content in various viewing settings by applying
an N -pairs loss objective as well as a relaxed variant introduced in this paper. Experiments on two datasets confirm the
recommendation ability of JCCE, achieving improvements when compared to state-of-the-art methods. Further experiments display
useful structures in the learned embeddings that can be used to gain valuable knowledge of underlying variables in the relationship
between contextual settings and content properties.
Index Terms—Context-Aware Recommender Systems, Deep Learning, Television.
F
1 INTRODUCTION
R ECOMMENDER systems (RS) have become an essentialtool for content providers to retain customers by help-
ing them navigate the vast amount of available multimedia.
These systems specialize in delivering personalized sug-
gestions tailored for each individual user through pattern
analyses of previous interactions between users and content.
RS is an active field in both industry and academia, and
has been so for several years [1], [2]. A recent develop-
ment in RS research is the introduction of deep learning-
based methods [3], which have achieved state-of-the-art
performance in numerous applications by enabling effective
modeling of nontrivial and nonlinear relationships in the
multimedia consumption. Deep neural networks have been
used to solve complex tasks, and among others proven
useful for learning low-dimensional representations from
sparse input data with a large number of attributes, which
is a key challenge in RS with extensive user and content
databases. As an example, context-aware RS (CARS) tradi-
tionally use contextual information for pre- or post-filtering
recommendations to cater to specific situations, while more
recent methods model the context directly [4]. With the
introduction of deep learning-based methods, CARS have
seen new exciting opportunities in contextual modeling.
These advancements are mainly driven by the ability to
handle heterogeneous information on both context and
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Fig. 1. The JCCE model embeds context and content in a shared latent
space. During training, observations of context-content interactions are
used to jointly train the two encoders with the N -pairs loss. For serv-
ing content recommendations in a given context, a relevance score is
computed for all available items based on similarity in the latent space.
content, nonlinear feature abstractions in the last layers,
as well as reduced efforts for manual feature extraction.
Since many modern RS applications have a large set of
features describing context, content, and their interaction,
the deep learning-based methods present themselves as a
promising tool for studying users’ consumption patterns
and providing context-relevant recommendations.
Television is one of the applications in which intelligent
adaptation to viewing situations can improve content de-
livery [5], and where an improved understanding of viewer
behavior is important to interested parties, such as television
programmers and editors. Previous studies have shown that
contextual aspects, e.g. temporal and social settings, have a
large impact on viewers’ consumption of television, and that
recommendations provided in the television domain can
be enhanced by utilizing information of viewing situations,
see e.g. [6], [7]. It is, however, an ongoing challenge for re-
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2searchers to analyze and recognize the complex interactions
among contextual variables and how they link to content
preferences. While some determining aspects of viewing sit-
uations can be observed directly and be intuitively included
in RS using simple heuristic rules, others are latent com-
pounds that require high-capacity models to uncover. This
motivates the deep learning-based approach investigated in
this paper, which, to the best of the authors’ knowledge, is
the first of its kind within the CARS for television domain.
More specifically, we study how we can provide accurate
recommendations based on contextual attributes of viewing
situations, and additionally how latent representations can
be used for exploring the complex context-content patterns
of television consumption.
To address the opportunities and challenges described
above, in this paper, we propose the joint context-content
embeddings (JCCE) method. The main idea behind JCCE
is the embedding of context and content in a shared latent
space as depicted in Fig. 1. Here context refers to the collec-
tion of variables describing a viewing situation, such as tem-
poral aspects and viewer identities, and content represents
television content and associated metadata such as genre.
Representing context and content jointly in the same latent
space allows us to compute similarities across domains,
and thereby ideally enables us to group viewing situations
with relevant content. In addition, the procedure will also
group viewing situations that show similar preferences
in terms of consumed content, and likewise content that
tends to be consumed in similar viewing contexts. These
domain insights can be accessed independently from each
other using the respective encoder, and ultimately make
the model generalize to unseen context-content pairs. Since
context-content interactions are not explicitly provided by
viewers in the form of e.g. ratings, we design JCCE to work
with implicit consumption feedback from viewers. Another
advantage of JCCE is that serving recommendations can be
done efficiently, since content embeddings only have to be
computed once (until we update the model, e.g. with new
content). Thus, to compute recommendations we perform
a forward pass of the context encoder and calculate simi-
larities with the precomputed content embeddings, which
reduces the number of computations compared to related
methods that do not separate the two domains.
This paper extends our previous work in [8] by intro-
ducing a new relaxed loss objective that decreases the effort
needed to structure the training data as preparation for the
learning procedure. In addition, the relaxed loss objective
improves performance when only few recommendations are
allowed. This is shown in the experiments, which have been
extended with more baseline methods, an additional dataset
and metric. Furthermore, extensive experiments now evalu-
ate among others the effect of multiple simultaneous view-
ers (co-viewing) on the recommender performance, and
several experiments detail the qualitative insights from the
learned representations.
The outline of the paper is as follows. In Section 2, we re-
visit the existing recommender methods and briefly describe
related studies on pattern analysis of contextual aspects in
television consumption. We then present the proposed JCCE
method in Section 3. In Section 4, the experimental results on
two television datasets and the model performance analyses
are given. Finally, Section 5 concludes the paper.
2 RELATED WORK
Our work is related to previous studies on CARS for televi-
sion content. Therefore, we start by giving an overview of
findings from using contextual attributes to provide viewers
with content recommendations of relevance to their current
situation. Additionally, since our contributions and exper-
iments revolve around deep learning-based methods for
recommendations, we describe related research concerned
with neural network architectures and loss objectives.
2.1 Context-Aware Recommendations of Television
Content
Despite the rapid rise of on-demand services, broadcast
television remains one of the main multimedia sources [9],
and it is still an economic, cultural, and social important
medium, not expected to go away any time soon [10], [11].
For decades, television has been situated firmly in people’s
everyday media consumption. Naturally, researchers have
studied numerous methods for helping viewers discover
content of interest [5]. An early example is presented in [12]
which used people meter1 data collected from 62 partici-
pants over a one year period. Three components were used:
explicit user modeling based on preferences provided by
users, stereotypical modeling based on certain demograph-
ics of users, and dynamic temporal modeling from implicit
feedback inferred from users’ viewing behavior. Recently,
[13] studied temporal and sequential context, and [14] used
temporal aspects for recommending television genres. In
[15], viewers report three mood selections (happy, unhappy,
and bored) in addition to temporal information. A regular
feed-forward neural network is used, and the experiments
find that information of users’ moods improve the perfor-
mance. In [16], users’ moods are derived from speech and
used to enhance navigation of programs in the electronic
program guide. [17] uses temporal and social context with
Support Vector Machines for recommendations. They find
that social context improves performance depending on
how pronounced the family habits are, i.e. the variance
in who watches television in the family at certain times
of the day. [18] presents a real-world system that includes
information of social context using RFID tags. The only
publicly available people meter dataset in existence (to
the best of the authors’ knowledge) is presented in [19].
We will later refer to this dataset as the Polimi dataset. It
contains implicit viewing events with timestamps over a
four-month period. In the paper, the authors recommend
television content by smoothing temporal context. A com-
parable dataset that additionally contains social information
is used in [20], though the experiments suggest that the
added benefit of including social attributes is outweighed
by the effect of recommending based on temporal aspects.
[7] presents an analysis of the contribution from different
contextual aspects to the recommendation performance, e.g.
attention level of viewers. The results indicate that there
is a significant gain from including contextual information,
1. A people meter is a device that automatically logs what is being
watched on the television.
3and that temporal and social attributes of viewing situations
both improve the recommendations.
The research listed above motivates methods for person-
alization of television content to adapt to specific viewing
situations. As evident, a wide range of contextual attributes
have been studied, yet only few methods utilize deep neural
networks to model high-level feature abstractions, which
have been done successfully in numerous related fields to
achieve state-of-the-art performance. Our work combines
CARS for television content with recent advancements in
deep learning with the purpose of representing context and
content in a latent space suitable for accurate recommenda-
tions.
2.2 Deep and Latent Recommendations
Both within RS and CARS neural networks have been
investigated as a powerful tool for modeling with large
quantities of mostly sparse features. An early example is
presented in [21] for learning latent representations of users
and content items using Restricted Boltzmann Machines. In
Prod2Vec [22], the RS equivalent to the successful use of
embeddings in Word2Vec [23], the context of a recommen-
dation is defined from purchase sequences and product side
information in the expanded Meta-Prod2Vec [24]. In [25],
a joint user-item space is learned from implicit feedback,
and the method integrates item features such as images.
[26] presents a real-world CARS implementation of using
embeddings for video content recommendation. In the pa-
per, the concatenated embeddings of various context and
content attributes are fed through a single neural network.
DeepCross [27] uses a similar architecture, but they replace
the standard feed-forward network with a residual network.
Wide & Deep [28] similarly uses a concatenation of embed-
ded features as input for a feed-forward neural network,
but additionally adds a wide component with e.g. cross-
product transformed features. The output is a weighted
sum of the wide and deep components. Factorization Ma-
chines (FM) [29] is a popular method in CARS, which
embeds features linearly into a latent space and uses inner
product to model the interactions. Neural Factorization
Machines (NFM) [30] combines FM with neural network
architectures to effectively model higher-order nonlinear
feature interactions. In [31], a two-tower architecture is
proposed and sampling-bias-corrected softmax is used to
learn embeddings from randomly sampled mini-batches.
[32] presents a relaxed softmax loss using a Boltzmann sam-
pling distribution for negative examples. In [33], knowledge
is transferred between different heterogeneous feedback
information types across RS domains.
A vital component of these systems is the loss objec-
tive and the formation of mini-batches with positive and
negative interactions. One of the popular functions is the
contrastive loss presented in [34], which minimizes the
Euclidean distance between positive embedding pairs while
penalizing distances between negative examples smaller
than a specified margin. Another popular approach is
the Large Margin Nearest Neighbor (LMNN) formulation
in [35] that samples triplets consisting of a positive em-
bedding pair and a negative pair. The objective involves
separating the positively coupled pair from the negatively
coupled pair by a margin, which has inspired the work
in e.g. [25]. Other variants of the triplet-based loss are
introduced in [36], where the vector of pairwise distances is
lifted to a matrix, and the N -pairs loss in [37] uses efficient
mini-batch construction and generalizes the triplet loss by
allowing comparison among multiple negative examples. In
[38], the last embedding layer is divided into an ensemble
of embeddings trained using online gradient boosting.
Our work complements these approaches, and takes its
starting point in the N -pairs loss objective. We show that
the approach may be too constrained, and that relaxing
the mini-batch construction constraints positively affects the
recommendation performance when we only allow the rec-
ommender to present a low number of suggestions. Within
RS, [31] presents the work closest related to JCCE. The
methods share a two-tower architecture with a softmax-
based learning objective. [31] relies on randomly sampled
mini-batches with bias correction in the loss, but does not
consider that two randomly sampled pairs may not be
appropriate as a negative match. JCCE handles this situation
directly by adopting an N -pairs inspired loss objective.
3 THE PROPOSED JCCE FRAMEWORK
In this section, we present the JCCE method. We start by
introducing the notation used throughout the paper. We
then motivate JCCE, before we describe how input vari-
ables are prepared and then embedded into a shared latent
context-content space. Next, we explain how JCCE serves
recommendations, and which objective is used for learning
during the training procedure.
The goal of our context-aware television content rec-
ommender system is to compose a recommendation list of
items sorted by their estimated relevance in a given viewing
situation. Let V = [V1, . . . , VL] be the log of observed
positive interactions between content items and viewing
situations. Each viewing event specifies the consumption
of an item and the associated viewing context, such that
Vi = (Ii, Ci), where the item descriptor is a collection of
B attributes Ii = {I1i , . . . , IBi }, (as an example, I1i can be
the program ID of the ith viewing event, I2i the genre,
and so forth). We let I = {I1, . . . , IM} represent the set
of distinct items that are available for recommendation,
such that Ii ∈ I for any i ∈ {1, . . . , L}, and denote the
cardinality |I| = M . Viewing situations are described by D
context features Ci = {C1i , . . . , CDi }, (as an example, C1i can
be viewer ID(s) of the ith viewing event, C2i the weekday,
etc.).
A relevance score is estimated for each of the M recom-
mendable items based on the viewing situation Ci
rˆi,j = f(Ci, Ij) for j ∈ {1, . . . ,M}, (1)
using the trained recommender system, f . The resulting
recommendation is a list, Rˆi, of items sorted by relevance
to the context Ci, such that Rˆi,1 and Rˆi,M denote the most
and least relevant items, respectively.
The motivation of JCCE is to learn joint embeddings of
context and content items as shown in Fig. 1, such that the
representations of true pairs obtain high relevance scores,
and those pairs that are unlikely to co-occur get low scores
4– resulting in early and late placements in the recommen-
dation list, respectively. As a simplified example, when
providing recommendations to a child, children’s content
is expected to be more preferable than horror movies by
having a smaller distance to the context in the latent space.
That is, we estimate relevance of an item from the distance
between latent representations of the item and the current
context, which means that the learning objective of JCCE re-
volves around the idea of spatially pulling observed context-
content embedding pairs closer together while pushing
undesired pairs apart, characteristic to the triplet-based
losses [35]. However, since the data collection method relies
on implicit feedback in the form of observed interactions,
negative correlations between content and viewing contexts
are generally not present in the data. As an example, there
are no observations to indicate that children should not
watch horror movies. We thus have to carefully consider
how we formulate the learning objective and sampling
strategy.
3.1 Preparation and Encoding of Context and Content
Raw examples, (Ii, Ci), can not be used directly in the
model, since their features follow different representations,
and the encoders require real-valued vectors as input.
Hence, as an initial step, these collections of categorical and
numeric features are vectorized. For viewing event Vi, we
denote the vectorized form as V i = (Ii, Ci) of content item
Ii and viewing context Ci, respectively. Categorical features
that contribute with a single value are one-hot encoded, and
those contributing with multiple values (e.g. two user IDs)
are multi-hot encoded and normalized. Out-of-vocabulary
values (e.g. a new user ID in the test set) are mapped to zero
vectors, instead of updating the model which would be the
sensible choice in a real-world application. Numeric features
are scaled to [0, 1]. The features are then concatenated into
a single vector, such that Ii = [I1i . . . I
B
i ], Ii ∈ R|I|. Simi-
larly, Ci = [C1i . . . C
D
i ] is used for encoding of the viewing
context features.
Let φI(Ii) be the embedding of the vectorized content,
where φI : R|I| → RE is the content encoding function
shown by the red block in Fig. 1 and E is the dimensionality
of the embedding. Furthermore, let φC(Ci) be the embed-
ding of the vectorized context using φC : R|C| → RE , such
that the dimensionality of φI(Ii) and φC(Ci) are identical.
This allows the embeddings to exist in a shared latent space.
As in [24], we set E = 50 based on empirical findings,
and do not investigate effects of changing E further. We
employ nonlinear encoder networks consisting of three fully
connected layers each. The first two layers are each defined
to have 250 rectified linear units (ReLUs), and the last layer
is a linear transformation with 50 units. Note that the two
encoders can use distinct architectures, but in this work
we have opted for similar structures. Furthermore, previ-
ous studies have reported improved performance by using
element-wise products to model second-order interactions
between embedded features, see e.g. [30], [39]. Such network
architectures are also possible to use for the two encoders in
JCCE, but are not included in the present contribution.
3.1.1 Linear JCCE
Previous studies, e.g. [22], [23], successfully used linear
projection. Therefore, in addition to the encoders described
above, we also show the performance of using linear en-
coders for comparison. We refer to this method as L-JCCE;
A context-aware configuration, which uses the same train-
ing objective and procedure as JCCE with linear encoders,
φI(Ii) = WIIi + bI with WI ∈ RE×|I| and bI ∈ RE , and
similarly φC(Ci) = WCCi + bC with WC ∈ RE×|C| and
bC ∈ RE .
3.2 Serving Recommendations
At serving time, we wish to recommend content based on
the contextual settings of specific viewing situations. That is,
if we know the context,Ci, we compute a relevance score for
some available content, Ij , according to cosine similarity:
rˆi,j =
φI(Ij)TφC(Ci)
‖φI(Ij)|| ||φC(Ci)||
, (2)
which is the JCCE solution to (1). The resulting recommen-
dation list, Rˆi, is the rˆi,j sorted with decreasing relevance
score for the available items. Note that content embeddings,
φI(Ij), are static at serving time, and are only computed
once until the model is updated, e.g. with new content.
It is worth to highlight that this makes it cost effective to
provide recommendations by performing a forward pass of
the context encoder and calculate (2) with the precomputed
content embeddings.
3.3 JCCE Learning Objective and Training Procedure
One approach to reduce distances between observed
context-content embeddings, while increasing distances be-
tween undesired embedding pairs, is to use a triplet
loss [40]. Within RS, pairwise ranking using e.g. Bayesian
Personalized Ranking (BPR) [41] shares the same underly-
ing principles, but is rather motivated from the learning of
pairwise relative preferences. As an example in the context
of this paper, consider the embeddings of a viewing context,
Ci, as an anchor, ai, the associated item, Ii, as a positive,
pi, and an unobserved item, Ij ∈ I \ Ii, as a negative,
ni. It is then possible to apply e.g. triplet loss and BPR,
which would have a high-level objective of minimizing
d(ai, pi)−d(ai, ni), where d is a distance function. However,
during a single update of the training, these losses only
compare an anchor-positive pair to one anchor-negative
pair, thereby not including negative examples from the
remaining items. This means that the training step involving
Vi solely penalizes one negative item, which often leads to
slow convergence. Hard or semi-hard negative sampling
is commonly used to reduce this problem, see e.g. [40],
where the examples that are being mislabeled are used
for training, but the selection of these hard examples can
be expensive. Instead, JCCE employs a learning objective
which exploits multiple negatives in a single update, as
portrayed in Fig. 2. Anchors, positives, and negatives are
often sampled from the same domain, e.g. images of human
faces [40]. With JCCE we show that similar principles can be
used for joint learning of latent viewing context and content
representations.
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Fig. 2. Visualization of the push-pull effect of the two losses in the
shared context-content latent space. (a) shows how the N -pairs loss
for each context embedding pulls the associated content embedding
while pushing the remaining N − 1 content embeddings. (b) shows an
example of the relaxed N -pairs loss with φI(I1) = φI(I2) that pulls the
two associated context embeddings while pushing the others.
3.3.1 N -Pairs Loss
The N -pairs loss was introduced by Sohn in [37] to alleviate
the challenges identified above, specifically by introducing
an efficient method for constructing mini-batches that al-
low comparison of anchor-positive pairs to N − 1 anchor-
negative pairs. In the context of this paper, let N be the
number of examples from V which are included in a single
mini-batch update. From this it follows that N pairs of
content items and contexts, {(Ii, Ci)}Ni=1, are available. We
refer to the vectorized mini-batch of content items as I and
similarly for viewing contexts we use C . By enforcing that
the N pairs are examples with N different content types,
such that Ii 6= Ij for any i 6= j with i, j ∈ {1, . . . , N}, it
is possible to efficiently use examples as both positives and
negatives. That is, as illustrated in Fig. 2a, for each context
example, Ci, we can use the associated item, Ii, as the only
positive and the remaining N − 1 items as impostors. Note,
however, that the sampling is imperfect, as will be described
in Section 3.3.2, which means that this is a compromised
choice, since impostors may not be real impostors. We then
define some probability, Pi, that a viewing context, Ci,
selects content item, Ii, as the most relevant target out of all
N possibilities. We use a generalized notation with anchors
and positives to allow opposite roles of context and content,
and define Pi using softmax with dot product as a measure
of similarity between anchor and positive:
Pi =
ea
T
i pi∑N
j e
aTi pj
, (3)
where a = {ai}Ni=1 is a collection of N anchor embeddings
and p = {pi}Ni=1 is a collection of N corresponding positive
embeddings. The N -pairs mini-batch construction method
makes it simple to compute softmax cross-entropy loss,
since each anchor has exactly one positive example:
LNP(a, p) = 1
N
N∑
i
− log (Pi)
=
1
N
N∑
i
− log
(
ea
T
i pi∑N
j e
aTi pj
)
=
1
N
N∑
i
log
 N∑
j
e(a
T
i pj−aTi pi)1(i6=j)
 , (4)
where 1 is an indicator function with a value of one if i 6= j
and zero otherwise. Note that the relevance score used for
recommendation in (2) is based only on the direction of
the embeddings. The loss defined in (4) is, however, also
sensitive to the magnitude of the embeddings, since the
vectors used in the dot products are not normalized. The
reason for not applying cosine similarities in place of dot
products for the computation of Pi is that the optimization
was found empirically to return worse results, confirming
the observations in [37]. Instead, JCCE penalizes large em-
bedding magnitudes through L2 norm regularization:
Lreg(a, p) = λ
N∑
i
‖ai‖2 + ‖pi‖2, (5)
where λ is a hyperparameter that controls the regularization
strength. Another solution is to use Euclidean distances
in (3), which do not violate the triangle inequality as sug-
gested by Hsieh et al. for a pairwise loss in [25]. Instead
of regularizing the L2 norm the authors bound the em-
beddings within the unit circle.2 In practice, we did not
obtain notably different results between dot products and
Euclidean distances in this work.
Until now we have used context embeddings as anchors
and content embeddings as positives in motivating the
N -pairs loss. The thought process is equally valid with
switched roles of the two, and since the loss is asymmet-
ric by nature, training can be enhanced by including the
opposite directed loss [37], [42]. That is, we define the JCCE
training objective as minimizing:
LJCCE(I, C, φI , φC) = LNP(φI(I), φC(C))
+LNP(φC(C), φI(I))
+Lreg(φI(I), φC(C)). (6)
3.3.2 N -Pairs Sampling
For an ideal N -pairs loss the number of pairs in a mini-
batch, N , equals the total number of distinct content items,
M , such that each example is compared against all pos-
sibilities simultaneously. In some tasks, N = M is an
acceptable choice that is achieved by randomly sampling a
context-content pair for each distinct content, while in others
M -pairs is too large to fit in memory, forcing us to select a
subset (N < M ), e.g. using negative class mining [37].
The selection of negative samples is not trivial, since
the decision is conditioned on multiple dimensions. As an
example, some content Ii may not be a negative example in
context Cj , if Ii is observed in a very similar context Ck that
only differs by being one hour timeshifted from Cj . In the
present contribution we use a one-to-one match condition,
such that some content Ii is used as a negative example
in context Cj if the pair is not contained in the training
set, and keep the exploration of alternative approaches for
future work.
3.3.3 Relaxed N -Pairs Loss
The N -pairs loss compares each anchor to one positive and
N − 1 negatives by imposing constraints on the mini-batch
2. L2 norm regularization is not applicable in the case with Euclidean
distances, since the loss is defined to pull every embedding towards the
origin, which does not have a specific meaning in the metric space.
6construction. Another approach is to trade-off the number of
distinct negatives to include multiple positive examples. An
example is shown in Fig. 2b, where two pairs share the same
content, i.e. Ii = Ij , thereby motivating us to pull the two
associated viewing contexts simultaneously to pushing the
remaining negative contexts. The simplest way to achieve
this is by relaxing the N -pairs mini-batch sampling to a
random selection among all available pairs in V .3 As a con-
sequence, some content types can be represented multiple
times in a mini-batch, while others may not be included at
all.
We denote the indices where the content matches that
of Ii as Xi = {j|Ii = Ij} including i = j, such that Xi
has a minimum size, |Xi|, of one and a maximum size of N .
The probability introduced in (3) is then expanded to handle
multiple positives. That is, we define some probability, P ′i ,
that the ith anchor selects the |Xi| positive examples over
the N − |Xi| negatives:
P ′i =
∑
j∈Xi e
ai
Tpj∑N
k e
aiTpk
. (7)
A related idea was presented in [43] for the purpose of
Neighborhood Components Analysis (NCA). The main dif-
ference is that we select anchors and positives from two
separate domains (we do not compare ai to aj), while NCA
does not distinguish between anchors and positives, but
seeks to assign points from the same domain to their nearest
labeled neighbor classes. The relaxed N -pairs loss is then
defined as:
LR-NP(a, p) = 1
N
N∑
i
− 1|Xi| log (P
′
i ) . (8)
Note that if all the pairs in a mini-batch have distinct
content, |Xi| = 1 for any i ∈ {1, . . . , N}, (8) reduces exactly
to the N -pairs loss in (4). In the opposite case where all
pairs in a mini-batch share the same content, |Xi| = N
for any i ∈ {1, . . . , N}, the log probability and hence the
loss will be zero, though this situation is rare (depending
on the sampling strategy, content distribution, and mini-
batch size). In a similar manner as with the regular JCCE,
we define the R-JCCE learning objective as minimizing the
sum of the two-way relaxed N -pairs loss and the weighed
embedding magnitudes:
LR-JCCE(I, C, φI , φC) = LR-NP(φI(I), φC(C))
+LR-NP(φC(C), φI(I))
+Lreg(φI(I), φC(C)). (9)
3.3.4 Training Process
We initialize the encoder weights using the uniform Xavier
method [44], and initialize the biases as zero. We use the
Adam optimizer [45] with early stopping for learning the
encoder weights. To reduce the risk of overfitting decisions
towards a limited selection of input features (and hence
encourage contributions from more context and content
variables), we apply dropout [46]. The procedure is as
follows:
3. Other more advanced sampling strategies are also possible and
could potentially improve the performance, e.g. by sampling from dif-
ficult content items, at the cost of increased computational complexity.
1) Sample N pairs from V using either N -pairs sam-
pling or the relaxed counterpart.
2) Feed the N vectorized context/content samples to
the context/content encoder to obtain a total of 2N
embeddings.
3) Compute within- and between-pair context-content
dot products.
4) Calculate the loss using (6) or (9), backpropagate to
get the gradient for each weight, and update the
encoders using Adam.
5) Repeat 1-4 until early stopping.
4 EXPERIMENTS AND VALIDATIONS
We conduct experiments to evaluate the recommendation
and representation ability of JCCE in the television domain.
Using two television datasets (a proprietary and a publicly
available) enriched with contextual variables, we show rec-
ommendation results of JCCE configurations and compare
these to current state-of-the-art methods. We then present
qualitative insights of television consumption through em-
bedding visualizations, and quantitative analyses of entan-
glement in the learned space.
4.1 Datasets
Only few large-scale television consumption datasets exist
that include information about viewing contexts. In this
work we use a proprietary dataset that comprises approxi-
mately two months of television viewing within the BARB
panel.4 In the time frame from June to July 2018, approxi-
mately 6,000 households encompassing 13,000 unique panel
members reported at least once. Compared to popular rec-
ommender domains, such as music and movies, television
content distinguishes itself with e.g. time-constrained and
dynamic catalogs [19]. Therefore, in this work we focus on
high-level recommendations of content genres, since these
pose as robust descriptors that do not suffer to the same de-
gree as specific programs from the rapidly changing catalog.
In addition to the content genre, we include DBARB = 10
context variables for each viewing event from the BARB
data: User IDs, total number of panel members viewing,
total number of guests viewing, age distribution of viewers,
gender distribution of viewers, day of week, hour of day,
television location in the home, UK region, and type of
activity (e.g. live or time-shifted). We keep viewing events
that have a minimum duration of three minutes and remove
those that do not, since we can assume that viewers did
not engage with the content if they watched it for less.5 We
furthermore remove viewing events where the consumed
content has few total observations (< 1000), which reduces
the number of viewing events from 4 million to 2.7 million.
The reduced BARB dataset contains 94 genres from 13 top-
level genres, e.g. regional under news. We select the first
4. The Broadcasters’ Audience Research Board (BARB) panel consists
of households in the UK. Each household in the panel is equipped
with measuring devices connected to each television in the home. These
devices are used as a semi-automatic method for participants to report
what they are watching when. Participants manually register presence
in front of a television using a remote control, which supports multiple
simultaneous users. All other variables are collected automatically.
5. A three-minute limit is also used in official reach figures by BARB.
790% of the events for training and the remaining 10% for
evaluation. The test set covers approximately one week.
We furthermore show results using the publicly available
Polimi dataset [19]. The dataset covers four months in 2013
and has approximately 13,600 active users. Similarly to
the BARB dataset we focus on content genre and include
DPolimi = 2 context variables: User ID and hour slot in
week. The hour slot corresponds to the day of week and
hour of day variables of the BARB data. Note, however,
that the Polimi dataset only includes a single user ID per
viewing event even if multiple users are watching at the
same time, while the BARB data include information of
multiple simultaneous viewers. We remove viewing events
where the consumed content has few total observations
(< 1000) and events with a duration shorter than three
minutes. In addition we remove weeks 14 and 19, since
they contain errors. The resulting dataset has a total of
20.5 million viewing events with 99 genres from 8 top-level
genres. Similar to our approach with the BARB dataset, we
use the last week for evaluation and the remaining data for
training.
4.2 Baseline Methods
Random
Random ranking of content for each viewing event. A weak
baseline that mainly serves as an indicator of coincidental
hit chances.
Toppop
Non-personalized context agnostic ranking of content ac-
cording to the number of observations in the training set,
such that Rˆi,1 is the most frequent item in the training set.
It also serves as a measure of dominance among the most
popular content compared to the less watched.
Toppop (temp)
The Toppop method is combined with contextual pre-
filtering using the temporal settings of viewing events, such
that Rˆi,1 is the most frequent item within a given hourly slot
in the training set. Temporal context has shown to be a key
indicator due to the strong habitual preferences in everyday
television consumption [19].
BPR [41]
Bayesian Personalized Ranking (BPR) is a widely used pair-
wise ranking loss originally designed for matrix factoriza-
tion. In this work, we employ the BPR log-sigmoid loss in
place of theN -pairs loss in JCCE. This allows BPR to include
additional features compared to traditional user-item matrix
factorization. Specifically, we minimize the loss:
LBPR(I, C, φI , φC) =
N∑
i
− log σ (S(i, i)− S(i, j))
+ Lreg(φI(I), φC(C)), (10)
where σ is the sigmoid function, S is a similarity function
defined as S(x, y) = φC(Cx)TφI(Iy), and j is a random
index of a content embedding in the mini-batch that is not
observed together with the ith viewing context.
Wide & Deep [28]
The state-of-the-art Wide & Deep framework consists of a
wide component for memorization and a deep component
for generalization. For both datasets, we use two cross-
product transformations for the wide component: 1) user
IDs and genre; 2) temporal settings (BARB: Day of week,
time of day; Polimi: Hour slot) and genre. The deep com-
ponent uses all features and the architecture is chosen to be
similar to that of the JCCE encoders. The model is trained
using a logistic loss with observed context-content pairs
as positive examples and a similar number of randomly
sampled unseen pairs as negative examples.
NFM [30]
NFM combine the linearity of Factorization Machines [29]
with the non-linearity of neural networks. We use an em-
bedding size of 250 factors as input for the bi-interaction
layer, and two hidden ReLU layers of 250 and 50 units,
respectively. In a similar manner as Wide & Deep, we train
the NFM model using a logistic loss with observed context-
content pairs as positive examples and a similar number of
randomly sampled unseen pairs as negative examples.
4.3 Recommendation Results
Our first experiment focuses on recommendation
performance. That is, we study to which degree the
methods suggest relevant content given unseen viewing
situations. To this end, we define the recommended position
pii of observed content Ii in viewing situation Ci, such that
pii = j|Rˆi,j = Ii, i ∈ {1, . . . , Ltest}, j ∈ {1, . . . ,M}, where
Ltest is the total number of test samples and M is the
number of available items, as previously defined. Thus, if
a method suggests the actual observed content as the most
relevant, i.e. Rˆi,1 = Ii, it follows that pii = 1. Worst case
pii = M . The recommender performance is then evaluated
using hit ratio at K suggestions (HR@K), mean reciprocal
rank (MRR), and area under curve (AUC):
HR@K =
1
Ltest
Ltest∑
l=1
1 (pil ≤ K) , (11)
MRR =
1
Ltest
Ltest∑
l=1
1
pil
, (12)
AUC =
1
Ltest (M − 1)
Ltest∑
l=1
M − pil, (13)
where 1 is an indicator function with a value of one if pil is
less than or equal to K and zero otherwise.
Results for the BARB dataset are listed in Table 1. The
Random baseline behaves as expected with a HR@1 of 1/94
and an AUC of 0.5. The results of Toppop indicate that
the most frequently watched genre in the training data is
observed in 8% of the test set viewing, 18.7% is from the
three most popular genres, and on average Toppop places
the observed genre at the 17th position in the recommenda-
tion list as seen from the AUC (94 − 0.832(94 − 1) ≈ 17).
By including temporal pre-filtering, Toppop (temp) moves
the average position of the observed genre three places
up the recommendation list to 14th. The other metrics also
8TABLE 1
Recommendation results for the BARB dataset.
Model HR@1 HR@3 MRR AUC
Random 0.011 0.032 0.055 0.500
Toppop 0.080 0.187 0.199 0.832
Toppop (temp) 0.120 0.282 0.262 0.859
BPR 0.209 0.414 0.363 0.906
L-JCCE 0.222 0.434 0.376 0.902
Wide & Deep 0.264 0.467 0.409 0.899
NFM 0.292 0.517 0.445 0.917
JCCE 0.293 0.506 0.443 0.919
R-JCCE 0.338 0.552 0.479 0.905
TABLE 2
Recommendation results for the Polimi dataset.
Model HR@1 HR@3 MRR AUC
Random 0.010 0.030 0.052 0.500
Toppop 0.145 0.351 0.302 0.885
Toppop (temp) 0.201 0.444 0.375 0.924
BPR 0.110 0.268 0.255 0.894
L-JCCE 0.156 0.344 0.307 0.895
Wide & Deep 0.217 0.451 0.384 0.912
NFM 0.259 0.524 0.438 0.942
JCCE 0.176 0.413 0.353 0.926
R-JCCE 0.304 0.529 0.448 0.884
improve significantly, thereby confirming that the temporal
setting of viewing situations is a simple yet effective feature
for improving recommendations. The remaining methods
all outperform the simple Random and Toppop baselines
for the BARB dataset. BPR performs the worst among
the six methods in terms of HR@1, HR@3, and MRR, but
achieves the third best AUC results. Note, however, that the
AUC results are close for the six methods with a relative
improvement of 2.2% from the worst to the best (Wide
& Deep → JCCE). Correspondingly, HR@1 sees a relative
improvement of 61.7%, HR@3 33.3%, and MRR 32.0% (BPR
→ R-JCCE). Thus, the largest difference in performance
between the methods is their ability to position relevant
content at the very early placements in the recommendation
list. BPR, JCCE, and R-JCCE all use identical encoders, but
it is clear from the results that the inclusion of multiple
negative examples in the training cost function improves
performance. Even with simple linear encoders, L-JCCE
outperforms BPR in most metrics. Wide & Deep does not
achieve scores at the same level as the three best performing
methods, possibly due to the training procedure with a
point-wise logistic loss compared to the (relaxed) N -pairs
strategy. That does, however, not explain the performance
gap between Wide & Deep and NFM, but it confirms the
observations in [47] which mentions the ability of NFM to
model higher-order feature interactions as a contributing
factor. Note that NFM and JCCE achieve almost similar
results with the largest difference being HR@3 in favor
of NFM. Both methods outperform R-JCCE in terms of
AUC, achieving an average placement of observed genres
at 9th and 10th in the recommendation list, respectively.
However, in 33.8% of the cases R-JCCE recommends the
correct genre, compared to 29.3%, which corresponds to a
relative improvement of 15%. These results suggest that R-
JCCE is strongest with a short recommendation list, while
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Fig. 3. HR@K results with different K for the BARB dataset.
NFM and JCCE are better with more suggestions available.
Results for the Polimi dataset are listed in Table 2. We
have the following key observations. Firstly, Toppop and
Toppop (temp) achieve considerably better scores compared
to the BARB dataset. In fact, the three most popular genres
make up more than one third of the viewing, suggesting
that the dataset has less diversity in the genres watched
by the users. Combined with a limited number of context
parameters available for the context-aware methods, this
means that the simple baselines pose as strong contenders
for the Polimi dataset. Secondly, multiple methods struggle
with HR@1. As an example, the HR@1 of JCCE is 40% lower
than that achieved on the BARB dataset, while the AUC
actually improves slightly. Also, despite that more viewing
is concentrated around less genres, the HR@1 scores are
lower for all six methods compared to the BARB dataset.
This could indicate the advantages of having rich contextual
knowledge (as is the case for BARB) when only a very
limited number of recommendations are supplied to a user.
Lastly, R-JCCE outperforms NFM for HR@1, HR@3, and
MRR, while NFM achieves a better AUC.
4.3.1 Effect of Recommendation List Length
The recommendation results indicate that some methods
perform better with longer recommendation lists, while
others are superior with short lists. In this section, we
investigate how the hit ratios of the methods behave at
different list lengths. Fig. 3 shows the results (we have not
included the Random baseline). At low K, R-JCCE performs
the best. As K increases the difference between the meth-
ods decreases, which explains the relatively similar AUC
observed in Table 1. Note that at K=8, the R-JCCE curve
crosses the JCCE curve. The trade-off between HR @ small
K and AUC arises from relaxing the N -pairs, which allows
JCCE to weigh frequently watched genres more heavily
during the training process. This will put more emphasis
on distinguishing popular genres from each other, thereby
increasing e.g. the HR@1. This happens at the expense of
less frequent genres’ impact while learning.
4.3.2 Effect of Co-Viewing
Previous studies have highlighted social setting as a key
feature together with temporal settings in the television RS
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Fig. 4. HR@K performance at different K, where the color indicates
whether the model was trained to be socially aware. The solid lines
show the performance in viewing situations with only one viewer, and
the dashed lines are for viewing situations with co-viewing.
domain [6], [7]. The BARB dataset includes information of
multiple simultaneous viewers engaging in a social situation
in front of a television, also referred to as users who are co-
viewing, and it is therefore of interest to explore the impact
of using such information in the JCCE model. To this end,
we train an identical model, but for each viewing situation
that has more than one viewer we randomly select one of
the viewers and neglect the rest. We do this to provide a
baseline that we can compare against. We refer to this kind
of model as (1ID). Fig. 4 shows how R-JCCE compares to
R-JCCE (1ID) in terms of HR@K. For the comparison we
divided the test set into a solitary (70% of cases) and a
social viewing (30%) set. Note that both methods perform
better when only one viewer is present, and that their
performance is similar in that case. This is expected, though
the (1ID) model could potentially have seen a decrease in
performance due to user profile dilution during training
from assigning social situations to one specific viewer that
may not share the common interest of the group. When
inspecting situations with co-viewing, the original model
improves HR@1 by 7% relative to the (1ID) model, thereby
indicating the gain in performance from having information
of multiple simultaneous viewers.
4.4 Representation Quality
To further study the ability of JCCE to learn joint context-
content representations that achieve high recommendation
scores as shown in the previous experiments while also
enabling valuable insights to the television domain, we now
evaluate the representation quality. For this purpose, we
will use the BARB dataset since it includes a wider range
of variables describing the viewing context.
4.4.1 Content Embeddings
We start by exploring how the content encoder maps genres
to the shared latent space. To do so, we compute the 50-
dimensional embeddings of all 94 genres in the BARB
dataset using the content encoder, φI . For the purpose of
qualitatively inspecting which genres group together and
thus tend to be observed in similar viewing contexts, we
use t-SNE [48] to reduce the embeddings to two dimensions
based on cosine similarity. Fig. 5 shows the resulting t-
SNE embeddings. Note how most genres group together
under their top level genre, and that this happens without
any expert knowledge built into the model. That is, at no
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Fig. 5. BARB genre embeddings of the R-JCCE model reduced to two
dimensions using t-SNE. Each point is a sub genre of the top level
genre (e.g. International Football is a sub genre of Sport) scaled by
the number of occurrences in the dataset.
point has the model been informed that e.g. History and
Science/Medical both belong to the top level genre Docu-
mentaries, but it turns out that R-JCCE learns to map the
two genres close to each other in the embedding space.6
There are also examples of genre neighbors that do not share
the same top level genre, e.g. Political (Current Affairs) and
National/International (News), and Classical (Music) and Gar-
dening (Hobbies/Leisure). To understand why genres group
together the way they do, next we will study the underlying
aspects of viewing situations associated with each genre.
4.4.2 Context Embeddings
Patterns in viewing context and content are complex and not
easily unraveled. This experiment seeks to uncover some of
the underlying structures of television consumption. To this
end, we randomly sample 20,000 viewing events from the
test set, such that they are not seen during training. We then
compute their 50-dimensional context embeddings using
the context encoder, φC , and reduce to two dimensions
with t-SNE [48] using cosine similarity. The embeddings are
shown in Fig. 6, where each sub plot presents the 20,000
embeddings colored from different variables of the viewing
events.7
In Fig. 6a the context embeddings are colored from the
top level genre that is consumed in each viewing event,
6b instead show the recommended top level genre by R-
JCCE, and 6c visualizes for each viewing event whether
the recommended top level genre matches the observed
top level genre. The figure shows that context embeddings
group based on consumed content, in line with Fig. 5. As
an example, the Children genre clearly stands out at the
bottom of the plot. It is however also evident that some
viewing situations are difficult to group in two dimensions
in terms of consumed content, since neighboring events
consist of a diverse set of genres. Note that R-JCCE is able
to model some of these complex scenarios that are not easily
visualized in two dimensions. Judged from the hits and
6. This is not directly visible from the figure due to the complexity of
visualizing all 94 genres with their labels.
7. Note that the figure can not be directly compared to Fig. 5, since a
new t-SNE mapping is computed and also t-SNE is non-deterministic.
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Fig. 6. R-JCCE context embeddings of 20,000 random samples from the BARB test set reduced to two dimensions using t-SNE. Each sub plot
show the same embeddings, but color them from different aspects of the viewing events. The colors of (a)-(c) are based on the associated content
of each viewing situation, whereas (d)-(i) are colored from viewing context. The figure is zoomable.
misses in 6c, the areas with a high degree of overlap tend to
be more prone to mistakes.
Figs. 6d and 6e show the temporal settings of each
viewing event. The time of day is colored according to the
following hour scheme. 0-6: Night, 6-9: Morning, 9-15: Work
Hours, 15-18: Early evening, 18-21: Prime evening, 21-24:
Late evening. The plots confirm that the model uses tempo-
ral context as an important feature. Time of day seems to
be the strongest indicator, while the day of the week mainly
serves to highlight weekends and distinguish days of prime
time viewing. Note, however, that the fourth quadrant of the
visualization is not structured from temporal settings. The
reason can be seen in Fig. 6f that shows the activity type.
That is, the viewing events in the fourth quadrant mainly
consist of timeshifted viewing on same day as live (VOS-
DAL) as well as timeshifted viewing up to 28 days after
the live broadcast (Timeshifted). For this type of content,
the viewers themselves decide when to watch, which has a
large impact on the underlying temporal patterns.
Fig. 6g is colored on a continuous scale from the gender
distribution of the viewer(s) in each viewing event. As an
example, a group with two female viewers is all female, a
group with one female and one male is half. Solitary viewing
maps to either all male or all female. Fig. 6h shows the
average age of the viewer(s).8 As expected, the Children
genre cluster exhibits a low age compared to the rest. Also,
Fig. 6i shows that a large part of the children are co-viewing.
Combining the sub plots, it is now possible to see
tendencies such as young females viewing entertainment
8. It would be better if it was possible to indicate individual viewers’
age. As an example, a child watching together with a grandparent will
have an average age indistinguishable from a solitary middle aged
viewer. This disadvantage only applies to this specific visualization,
since the model receives the age of each viewer as input.
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Fig. 7. SNNM means and 95% confidence intervals as a function of
temperature for the BARB test set. A lower score is better.
timeshifted (in the bottom right of the plot), or males view-
ing prime time Tuesday sport. Several such patterns can be
found, e.g. using clustering, and used to recommend content
or understand some of the complex structures of television
consumption.
4.4.3 Entanglement of Embeddings
So far the evaluation of the embeddings have been based
on qualitative insights. In this experiment we will present a
quantitative measure of entanglement among the embedded
viewing events. The intuition is that a perfect model is able
to isolate context embeddings into separate clusters for each
content. We have already seen that in two dimensions R-
JCCE has overlap between the genres, cf. Fig. 6a.
We use soft nearest neighbor measure (SNNM) as the
metric, which has previously been used in [49] as a loss
function. Specifically, we define SNNM as:
SNNM =
− 1
n
n∑
i=1
log
∑n
j 6=i 1(Ii = Ij)e
−θ(φC(Ci),φC(Cj))/T∑n
k 6=i e−θ(φC(Ci),φC(Ck))/T
, (14)
where n is the number of embeddings, T is the temperature,
1 is an indicator function that has a value of one if Ii and
Ij match and zero otherwise, and θ(x, y) is the angular
distance between two embeddings:
θ(x, y) =
1
pi
arccos
xTy
||x|| ||y|| . (15)
Here we use angular distance instead of cosine similarity,
since angular distance is a proper distance metric.
Fig. 7 shows the result of running 20 repetitions with
random sampling of n = 512 embeddings from the BARB
test set for each of the three JCCE variants. At the optimal
temperature, R-JCCE suffers the least from entangled con-
text embeddings and achieves an average SNNM score of
approximately 1.2.
4.4.4 Context and Content Embedding Similarity
In the last experiment we study in detail the similarity
between context and content embeddings for the BARB
dataset. To this end, we divide the BARB test set into
subsets, one for each genre, and compute all context em-
beddings associated with each genre. For each genre, we
then calculate the average context embedding, φC :
φC,i =
1
|Yi|
∑
y∈Yi
φC(Cy), i = {1, . . . ,M}, (16)
where Yi is the set of indices of viewing events with content
Ii. We then measure the angular similarity between the aver-
age context embedding and all M = 94 genre embeddings:
1− θ(φC,i, φI(Ij)), i, j = {1, . . . ,M}. (17)
The resulting similarities are shown in Fig. 8 with average
context embeddings along the rows and content embed-
dings along the columns. The right most column lists the
variance of context embeddings compared to their average
context embedding:
σC,i =
1
|Yi|
∑
y∈Yi
1− θ(φC,i, φC(Cy)), i = {1, . . . ,M}. (18)
The results in Fig. 8 provide a detailed look into some
of the aspects touched upon in Section 4.4.1. The Sport and
Children top level genres stand out as the most separable
clusters. Documentaries have a vertical pattern, which indi-
cates that the genre generally achieves high similarity scores
and could be prone to cause false recommendations. Note
that for most genres the diagonal of the similarity matrix is
the preferred genre. That is, the context embeddings tend to
fall close to the associated content embedding, proving the
value of using R-JCCE to learn the shared latent space.
5 CONCLUDING REMARKS
In this work, we explored deep embeddings learned jointly
for context and content in the television domain. We intro-
duced the unified framework of JCCE that delivers context-
aware recommendations, while also supplying tools for
exploring patterns of context-content, context-context, and
content-content relationships. The N -pairs learning objec-
tive of the original JCCE model was relaxed to improve
performance further in terms of recommendations with
very few suggestions. We demonstrated the capability of
JCCE by achieving state-of-the-art performance for recom-
mendations in the television domain on both a proprietary
and a publicly available dataset. We furthermore presented
qualitative and quantitative experiments evaluating the rep-
resentation capabilities of JCCE, e.g. by visualizing learned
structures in the shared latent space.
Since there is a tendency in multimedia consumption to
move towards on-demand based viewing, and our results
show that temporal patterns are weakened for timeshifted
viewing, it will be of interest to study this issue further in
the future. It may also be of interest to explore the relation
between genre and item based recommendations, and how
genres can potentially be used to reduce the search space.
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Content Embeddings, I
Drama: Single Plays - UK
Drama: Soaps - UK
Drama: Soaps - Non-UK
Drama:Soaps - Generic
Drama: Series/Serials - UK
Drama: Series/Serials - Non UK
Drama:Series/Serials - Generic
Cinema Films:  UK
Cinema Films:  US
Cinema Films:  Rest of World - Foreign Language
Cinema Films:  Rest of World - English Language
Cinema Films: Bollywood
Cinema Films: Generic
TV Films: US
TV Films: Bollywood
TV Films: Generic
Ent: Variety/M.O.R.Music
Ent: Variety/Youth
Ent: Situation Comedy - UK
Ent: Situation Comedy - US
Ent: Other Comedy
Ent: Chat Shows - General
Ent: Chat Shows - Audience Participation
Ent: Quiz, Panel and Game Shows
Ent: Animations - Cartoons
Ent: Family Shows
Ent: Special Events
Ent: Reality
Ent: Cookery
Ent: Comedy Stand Up
Ent: Generic
Music: Classical - General
Music: Contemporary  - General
Music: Contemporary  - Documentary
Music: Contemporary - Performance/Live
Music: Contemporary - Chart Show or Countdown
Music: Generic
Arts
News: National/International
News: Generic
Current Affairs: Political/Economical/Social
Current Affairs: Consumer Affairs
Current Affairs: Special Events
Current Affairs: Magazine
Current Affairs: Generic
Hobbies/Leisure: General
Hobbies/Leisure: Travel
Hobbies/Leisure: Cookery
Hobbies/Leisure: Gardening
Hobbies/Leisure: DIY
Hobbies/Leisure Pursuits - Lifestyle - Home
Hobbies/Leisure Pursuits - Lifestyle - Personal
Hobbies/Leisure Pursuits - Automotive
Hobbies/Leisure: Generic
Documentaries: Natural History & Nature
Documentaries: Science/Medical
Documentaries: Human Interest
Documentaries: Factual Drama
Documentaries: Factual Entertainment
Documentaries: History
Documentaries: Crime/Real Life
Documentaries: Travel
Documentaries: Fly on the Wall
Documentaries: Celebrity
Documentaries: Generic
Religious: Acts of Worship
Religious: Other
Sport: Horse Racing
Sport: Football Domestic
Sport: Rugby Union
Sport: Cricket
Sport: Tennis
Sport: Athletics
Sport: Darts
Sport: Golf
Sport: Motor Racing
Sport: Cycling
Sport: Wrestling
Sport: Triathlon
Sport: News
Sport: Rugby League
Sport: Football International
Sport: Formula One
Sport: Generic
Children: Drama Stories
Children: Factual
Children: Cartoons/Animation
Children: Entertainment
Children: Pre School
Children: Sitcom
Children: Generic
Other: Teleshopping
Other: Unassigned
Other: New Programme
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Fig. 8. Angular similarity between average R-JCCE context embedding associated with each genre in the BARB dataset and the genre content
embedding. The figure is zoomable.
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