Abstract. The (Fg) condition on Hochschild cohomology as well as the support variety theory are shown to be invariant under derived equivalence.
Introduction
In 1983, Carlson [Car83] introduced the concept of the support variety of a module for group algebras using ordinary cohomology. This concept and its generalisations to other classes of algebras led to several interesting applications including for example a criterion for the representation type of an algebra [Far07] , and connections to vector bundles [FP11] . In 2004, Snashall and Solberg [SS04] extended the theory to arbitrary finite dimensional algebras satisfying certain finiteness assumptions on Hochschild cohomology. These finiteness assumptions are called the (Fg) condition. The motivation for this article is the following question.
Question. Which types of equivalences between two algebras preserve the (Fg) condition, and more generally support varieties?
One answer to this question was given in [Lin11, Theorem 4.1]. Therein, Linckelmann has shown that the (Fg) condition is stable under separable equivalence provided both algebras are symmetric. In particular this includes the cases of Morita equivalences, derived equivalences, and stable equivalences of Morita type (in the case of symmetric algebras). It seems to be well-known to the experts that the (Fg) condition is stable under Morita equivalence but the authors weren't able to find a reference for this fact (which will also follow from our main theorem).
Since the support variety of any bounded complex of projectives vanishes, a natural guess would also be that an equivalence of the singularity categories D b (A)/ K b (proj A) yields invariance of support varieties. However, in joint work of the two last named authors with Øyvind Solberg [PSS14, Example 5.5], a counterexample is provided. In work in preparation [Ska15] the last named author of this article showed that a singular equivalence of Morita type (with level) preserves (Fg) provided both algebras are known to be Gorenstein.
This also includes the case of stable equivalence of Morita type for self-injective algebras. Here we show the following:
Theorem. Let A and B be derived equivalent k-algebras. Then the following hold. Using forthcoming work of the third named author part (a) can also be obtained as follows: The first step is to show that if A satisfies (Fg), then A and B are both Gorenstein. [Ska15] .
The structure of the article is as follows. Section 2 recalls the relevant parts of the theory of derived equivalences. Section 3 recalls the definition of a support variety for complexes and proves the Theorem. In the last section we give an example illustrating that our result can be applied to show (Fg) for an algebra where previous criteria did not work.
Conventions and Notation:
Throughout the article let k be a field. We assume all k-algebras to be finite dimensional except for the subalgebras of the Hochschild cohomology ring. For a k-algebra A we write mod A for the category of finitely generated left A-modules, and proj A for the subcategory consisting of projective modules. We write D b (A) for the bounded derived category of mod A and D − (A) for the derived category of bounded above complexes. We denote the homotopy category of bounded above complexes of projectives by K − (proj A) and its subcategory of complexes with bounded homology by K −,b (proj A). There is a triangle equivalence N A :
(X * , X * ). Furthermore we denote by A e := A ⊗ k A op the enveloping algebra of A. The Hochschild cohomology ring is defined as HH
Derived equivalences
In this section, we state the definitions and results we need regarding derived categories and derived equivalences. We recall Rickard's derived analogue of Morita's theorem and as an application the invariance of Hochschild cohomology under derived equivalences. These results were first proved in [Ric89] and [Ric91] . For an overview of Morita theory for derived categories, see the books [Zim14] and [KZ98] . Furthermore, we show that in our setting, the derived tensor product is associative. This is a fact that should be well-known, but for which we could not find a precise reference in the literature.
Definition 2.1. Two k-algebras A and B are derived equivalent if there exists a triangle equivalence F :
The functor F is then a derived equivalence between A and B, and it is of standard type if
The following is part of Rickard's celebrated version of Morita's theorem:
Theorem 2.2. Let A and B be k-algebras. The following are equivalent:
(1) A and B are derived equivalent.
(2) There is an equivalence of standard type
This theorem allows us to always work with equivalences of standard type instead of general derived equivalences. Rickard also proved that such an equivalence gives a standard equivalence of the corresponding enveloping algebras, and hence an isomorphism of Hochschild cohomology rings: Theorem 2.3. Let A and B be k-algebras. Suppose there is a derived equivalence of standard type
, and let Y * ⊗ L B − be an inverse equivalence. Then we have the following.
(
is a derived equivalence of standard type, and there is an isomorphism ψ :
given by η → ψηψ −1 , be the isomorphism of endomorphism rings induced by ψ. Then the map
is an isomorphism of graded k-algebras.
The following lemma states that when we are working with finite-dimensional k-algebras, the derived tensor product ⊗ L is associative (up to natural isomorphism). 
which is natural in all three factors. More precisely, the following diagram of functors commutes up to natural isomorphism:
is a bifunctor. This is noted as Exercise 10.6.2 in [Wei94] . For a sketch of proof in a slightly different situation we refer the reader to [HTT08, Appendix B] . Using this fact we can replace every module by its projective bimodule resolution:
Consider the derived tensor functor
. It suffices to show that the functor P * ⊗ B − preserves acyclic complexes. Let Q * be an acyclic complex of B-C-bimodules. Using the duality Hom k (−, k) and the Hom-tensor adjunction we obtain an isomorphism
where Hom denotes the Hom complex: Recall that for two complexes (
Taking homology it follows that
for any n. Note that the last Hom space is zero because P * is a complex of projectives and Hom
is an acyclic complex. This implies that the complex P * ⊗ B Q * is acyclic. This finishes the proof of the claim. By combining the two steps, we get a natural isomorphism
We claim that P L * ⊗ B P M * is such a resolution, where P L * and P M * are projective bimodule resolutions of L * and M * , respectively. Using the above description of the functor
Since k is a field, every tensor product of projective bimodules is a projective bimodule. This means that the complex
* . Now we have shown that we can replace all the complexes in the diagrams by their projective resolutions and all the derived tensor functors by ordinary tensor functors, which are associative.
Support varieties
In this section we recall the definition of support varieties of bounded complexes over a finite dimensional k-algebra A using Hochschild cohomology, and we prove the main result as stated in the introduction. In the theory of support varieties, it is standard to work with classical varieties instead of schemes. Henceforth, we therefore assume our ground field k to be algebraically closed.
We use a description of support varieties in terms of the derived category. This description comes from the as yet unpublished paper [BKSS15] . A short summary can be found in [Sol06, Section 10], from which we recall the definitions and results we need.
To define support varieties we need to recall the action of HH
This is a homomorphism of graded rings and the left action of End
induces a left action of HH * (A) on this space. In order for an algebra A to have a well-behaved support variety theory, the following two conditions need to be satisfied:
Definition 3.1. Let A be a k-algebra. Let H ⊆ HH * (A) be a subalgebra with H 0 = HH 0 (A). Then A is said to satisfy (Fg) with respect to H if the following two conditions hold: (Fg1) The algebra H is a noetherian ring.
is a finitely generated H-module for all bounded complexes M * and N * of A-modules.
We say that A satisfies (Fg) if there exists H such that A satisfies (Fg) with respect to H.
There are several different ways to describe the (Fg) condition. For an algebra A, the following statements are equivalent:
(1) A satisfies (Fg).
(2) A satisfies (Fg) with respect to some commutative subalgebra H of HH * (A). Definition 3.2. Let A be a k-algebra which satisfies (Fg), and let H ⊆ HH * (A) be a commutative subalgebra of the Hochschild cohomology ring of A such that A satisfies (Fg) with respect to H. For a pair (M * , N * ) of bounded complexes of A-modules, the support vari-
If an algebra A satisfies the (Fg) condition with respect to several different commutative subalgebras H ⊆ HH * (A) of the Hochschild cohomology ring, then the support variety theory for A may depend on the choice of H, as the following example illustrates. In the following remark, we recall Solberg's explicit description and show that both approaches define the same map. For our purposes, it is most convenient to consider ϕ M * in terms of the derived tensor functor. For performing concrete computations, however, the explicit description would be more convenient.
Remark 3.4. For giving the explicit description from [Sol06] we need a projective resolution P * : · · · → P 1 → P 0 → 0 of A as an A e -module, together with a quasi-isomorphism ε : P * → A. Consider a homogeneous element of degree n in HH * (A). Such an element can be represented by a roof
with the projective resolution P * on top and the quasi-isomorphism ε as the left map. To get the result of the explicit description we apply − ⊗ A M * to this roof, and identify A ⊗ A M * with M * . We obtain the the following roof:
This definition relies on the fact that the map ε ⊗ M * is a quasi-isomorphism. We show this now. Since k is a field, projective A-bimodules are projective as one sided A-modules. This implies that all the kernels of the sequence · · · → P 1 → P 0 → A → 0 are projective as right A-modules. These are the same modules as the boundaries of the complex P * . The assumptions of the Künneth formula [Rot09, Theorem 10.81] are therefore satisfied for the complex P * ⊗ A M * . They are also satisfied for the complex A ⊗ A M * . From this we obtain the vertical isomorphisms in the following commutative diagram.
This shows that the map ε ⊗ M * is a quasi-isomorphism. The following commutative diagram, where the bottom horizontal arrow is given by the explicit description, shows that the explicit description coincides with the description in terms of the derived tensor product
Now we are ready to prove our main result. (1) For any bounded complex S * of A-modules, there is a commutative diagram 
Proof. We first prove part (1) by constructing the following commutative diagram of graded rings:
The associativity of the tensor product (Lemma 2.4) yields the commutativity of the lower part of the diagram. The upper square commutes since for η ∈ End *
there is the following chain of equalities:
To see that the triangle on the right part of the diagram commutes, start with a map
A α, and then by applying the map (ψ ⊗ L A S * ) * , we get back to the original map α. We now prove parts (2) and (3). Consider the following diagram:
The upper square is commutative by part (1). The functoriality of X * ⊗ L A − implies that the lower square commutes. Since the horizontal arrows are isomorphisms it is straightforward to check that Hom * D b (A) (M * , N * ) is finitely generated as an H-module if and only if
is finitely generated as an H -module. It is also easy to see that the corresponding annihilators are isomorphic. Part (2) and (3) follow.
Summing up, the (Fg) condition on Hochschild cohomology as well as the support variety theory are invariant under derived equivalences (of standard type). In the next section we will provide an instance of this theorem.
How to use the Theorem?
In this section, we demonstrate how Theorem 3.5 can be used to produce examples of algebras which satisfy the (Fg) condition. We first summarize some earlier known results which are useful for determining whether a given algebra satisfies (Fg). Then we use some of these results together with Theorem 3.5 to discuss a new example of an algebra satisfying (Fg). Throughout this section, we let k be an algebraically closed field.
As remarked in the introduction any algebra which satisfies (Fg) is a Gorenstein algebra (see [EHS + 04, Proposition 1.2]). Recall that an algebra A is Gorenstein, sometimes also called Iwanaga-Gorenstein, if injdim A A < ∞ and injdim A A < ∞. For Nakayama algebras, the following result by Nagase reduces the problem of determining (Fg) to the problem of determining Gorensteinness.
Theorem 4.1. [Nag11, Corollary 10] Let A be a Nakayama k-algebra. Then A satisfies the (Fg) condition if and only if A is a Gorenstein algebra.
Furthermore, there exists a concrete algorithm by Ringel [Rin13] for determining whether a Nakayama algebra is Gorenstein. For Nakayama algebras with at most three simples, there is also a method by Chen and Ye [CY14] for determining Gorensteinness. Thus, for Nakayama algebras, the problem of determining (Fg) is completely solved, in the sense that there exists an algorithm for determining whether any given Nakayama algebra satisfies (Fg).
The following result shows that in certain situations, the problem of determining whether (Fg) is satisfied for an algebra A can be reduced to the same problem for the smaller algebra eAe, where e is some idempotent in A. For simplicity, we only consider derived equivalences induced by tilting modules in our example. By a result of Happel [Hap87] , if T is a tilting module, then T ⊗
is a derived equivalence. We recall the definition of a tilting module:
Definition 4.3. Let A be a k-algebra, and let T be an A-module. Consider the following conditions on T :
every T i is in add T . If all these conditions are true, then the module T is called a tilting module. If conditions (i) and (ii) are true, and the number of nonisomorphic direct summands of T is n−1, where n is the number of simple A-modules (up to isomorphism), then T is called an almost complete tilting module. If T is an almost complete tilting module and N ∈ mod A is a module such that T ⊕ N is a tilting module and add T ∩ add N = 0, then N is called a complement to T .
In our example, we use the following result to find tilting modules. The analogue of this result for cotilting modules is stated in [BS98, Proposition 3.2]. We include a proof for the sake of completeness. For the notion of left approximations, we refer to [AR92] .
Proposition 4.4. Let A be a k-algebra, let M be an almost complete tilting A-module, and let X be an indecomposable complement to M . If f : X → E is a map which is both a left add M -approximation of X and a monomorphism, then its cokernel Coker f is also a complement to M .
Proof. Let Y = Coker f . There is an exact sequence η :
We check that the three requirements of Definition 4.3 are satisfied for the module M ⊕ Y .
Since M ⊕X is a tilting module, both E ∈ add M and X have finite projective dimension. It follows that M ⊕Y has finite projective dimension. For the second requirement, we apply the functor Hom A (−, M ) to the sequence η and get a long exact sequence
Since M ⊕ X is a tilting module, E is in add M and f * is an epimorphism, it follows that Ext Taking out all summands isomorphic to the indecomposable module X, we can decompose the module T i as T i ∼ = M i ⊕ X t i , where M i is in add M and t i ≥ 0 is an integer. Define the monomorphism f i : T i → M i ⊕ E t i , by using the identity on M i and the map f on each summand in X t i . To construct the exact sequence ( * ), we start with the exact commutative diagram
where α 1 : K 1 → K 1 is induced by the universal property of cokernels. Let ι 1 : K 1 → T 1 be the map induced by T 0 → T 1 . Setting T 0 := M 0 ⊕ E t 0 in the lower exact sequence of the above diagram, we get the first step of the sequence ( * ). Let Y 1 = Coker α 1 . Then Y 1 ∼ = Coker f 0 ∈ add Y . Taking the pushout of α 1 along f 1 ι 1 , we obtain the exact commutative diagram (4.4.1)
We know from above that Ext 1 A (Y, M ) = 0. Since Y 1 is in add Y and M 1 ⊕ E t 1 is in add M , it follows that the bottom exact sequence of (4.4.1) splits, and thus T 1 is in add(M ⊕ Y ). Let K 2 = Coker ι 1 ∼ = Coker f 1 ι 1 . Hence, up to this point, we have constructed the following part of the exact sequence ( * ):
with T 0 and T 1 in add(M ⊕ Y ). By applying the Snake Lemma to the exact commutative diagram
we get an exact sequence similar to the upper exact sequence of (4.4.1). The construction continues in the same way as above and the proof is finished.
Using the above results, we now construct two derived equivalent algebras, where one of the algebras is known to satisfy (Fg). By Theorem 3.5, it follows that the other algebra also satisfies (Fg).
Example 4.5. Let A = kQ/ ρ be the k-algebra given by the following quiver and relations:
Then A is a Nakayama algebra. The indecomposable projective modules are . By [CY14, Proposition 3.14], this means that A is a Gorenstein algebra (its normalized admissible sequence being (4, 5, 5)). Since A is a Gorenstein Nakayama algebra, it satisfies (Fg) by Theorem 4.1.
We now find an algebra which is derived equivalent to A. We use Proposition 4.4 to find a tilting module. Consider the almost complete tilting module P 1 ⊕P 2 with complement P 3 . The inclusion P 3 → P 2 is a left add(P 1 ⊕ P 2 )-approximation of P 3 and a monomorphism. By Proposition 4.4, its cokernel S 2 is a complement to P 1 ⊕ P 2 . Let T = P 1 ⊕ P 2 ⊕ S 2 be the resulting tilting module.
We find the quiver and relations for the algebra End A (T ). The vertices of the quiver correspond to the three indecomposable summands P 1 , P 2 and S 2 of T . The arrows of the quiver correspond to maps between these indecomposable modules. The following diagram depicts a k-basis for End A (P 1 ⊕ P 2 ⊕ S 2 ) (except for the identity maps):
(4.5.1) We have the following relations between these maps: (4.5.2) = αδ = δβ = θη, α = δγ and β = γδ.
We observe that the maps α, β and can be expressed in terms of other maps. By removing these maps from (4.5.1), we obtain the quiver of the algebra End A (T ). We find the relations of the algebra by using equations (4.5.2) and observing that the compositions γδγ, ηγ and γθ are zero. Let Q and ρ denote the quiver and relations Then the endomorphism algebra End A (T ) must be a factor algebra of the algebra kQ /ρ . Furthermore, we observe that both these algebras have k-dimension 10, so End A (T ) ∼ = kQ /ρ . Let B = End A (T ) op . Then the algebras A and B are derived equivalent. Since A satisfies the (Fg) condition, Theorem 3.5 tells us that B also satisfies the (Fg) condition.
We finally observe that we could not have used Theorem 4.2 to find out that the algebra B satisfies (Fg). We can easily check that all the three simple B-modules have infinite projective dimension. This means that for any choice of nontrivial idempotent e in B, the assumption of Theorem 4.2 is not satisfied. Therefore it is not possible to use this theorem to reduce the question of whether (Fg) holds for B to the same question about a smaller algebra eBe.
This example demonstrates that Theorem 3.5 can be used to show that (Fg) holds for an algebra which doesn't belong to one of the classes of algebras where (Fg) is known to hold, e.g. group algebras, and for which other general theorems for deducing (Fg) do not apply.
