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• Most hydrographic processing can be made 
“embarrassingly parallel” 
• Efficiency is mainly about load balancing 
• Close to optimal balancing constructed through 
approximate data volume estimates 
• Very high efficiencies are [theoretically] possible 
– Speed up is then almost linear 
– I/O, Cache, Memory Bandwidth limits will constrain 
• Algorithms can be robust to node/task loss 
• “Optimal” algorithm may be a hybrid 
– Multi-node (multi-processor) for load distribution 
– Multi-threaded within the node for efficient utilisation 

