Power computation for multiple comparisons with a control in directional-mixed families. by Lau, Sin Yi. & Chinese University of Hong Kong Graduate School. Division of Statistics.
Power Computation for Multiple Comparisons 
with a Control in Directional-mixed Families 
LAU, Sin Yi 
A Thesis Submitted in Partial Fulfilment 
of the Requirements for the Degree of 
Master of Philosophy 
ln 
Statistics 
The Chinese University of Hong Kong 
June 2010 

Thesis / Assessment Committee 
Professor Wu Ka Ho (Chairman) 
Professor Cheung Siu Hung (Thesis Supervisor) 
Professor Poon Wai Yin (Committee Member) 
Professor K wong Koon Shing (External Examiner) 
DECLARATION 
No portion of the work referred to in this thesis has been submitted in support 
of an application for another degree or qualification of this or any other university 
or other institution of learning. 
ACKNOWLEDGEMENT 
I would like to express my gratitude to my supervisor, Professor Cheung Siu 
Hung, for his patience, valuable guidance and supervision during the past two 
years. Further, I would also like to take this opportunity to thank Vincent M a 
for his everlasting support. 
Department of Statistics 
The Chinese University of Hong Kong 
May, 2010 
Lau Sin Yi 
Abstract of thesis entitled: 
Power Computation for Multiple Comparisons with a Control in Directional-mixed 
Families 
Submitted by LAU Sin Yi 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in May 2010. 
ABSTRACT 
In clinical studies, the Dunnett (1955) procedure is commonly used to compare 
several treatments with a control. However , this procedure is designed to deal 
with particular families of inferences in which all hypotheses are either one-sided 
or two-sided. For inferential families (directional-mixed families) which contain a 
mixture of one-sided and two-sided hypotheses, Cheung et al. (2004) and Kwong 
et al. ( 2007) developed both single-step and stepwise procedures that are more 
powerful than the Dunnett (1955) procedure. The superiority of these procedures 
in terms of power was demonstrated with a simulation study. In this paper , we 
seek to derive the explicit expressions for the computation of power. Various 
definitions of power are considered, including the all-pairs power, which is the 
probability of detecting all true differences; the any-pair power , which is the 
probability of detecting at least one true difference in the family ; and the average 
power, which measures the average proportion of false hypotheses being rejected. 
Researchers and Practitioners alike would find the evaluation of power useful 
when they need to choose a more powerful procedure among several competitive 
procedures. Furthermore, methodologies related to sample size determination 
based on the computed power will be provided in order to estimate the required 
sample size before the onset of an experiment or a clinical trial. 
摘要
對於臨床的試驗， Dunnett (1955) 的比較方法常見於含有對照組的多重比
較方法。但是，這比較方法是用於處理特定推斷族而所有假設是單側或雙側
的。就推斷族定向混合族包含混合單側和雙側的假設， Cheung et al. (2004) 
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1 Introduction 
1.1 Multiple Comparison Procedures 
Comparative studies are frequently conducted in empirical research. For example, 
in clinical trials, efficacy of several new drugs are compared to a conventional drug 
in order to treat a certain disease. In agricultural studies, a number of potential 
fertilizers are studied to compare crop yields. 
In multiple comparisons, the number of comparisons could be extremely large. 
For instance, to determine the differences among k 2 3 treatments, one may need 
to consider (;) pairwise comparisons. If each of these comparisons is conducted 
at level a (probability of type I error), then the probability of concluding any false 
pairwise significance will far exceed a when some or all of the null hypotheses are 
true. This is called the multiplicity effect. 
To overcome this problem, we have to control the effective level of significance 
of each test, such that the overall level of significance can be maintained at level 
a. In many circumstances, it is required to control the type I familywise error rate 
(FWE), which is defined as the probability of rejecting any true null hypothesis , 
denoted by a. 
Multiple comparison procedures (MCP) are statistical procedures that are 
designed to properly control the multiplicity effect. The simplest but very popular 
MCP that controls FWE is the Bonferroni procedure. Given a family of k tests, 
each test is conducted at level a* = (~) , it can be easily shown that the probability 
of rejecting at least one true hypothesis is always bounded above by a. This bound 
can be derived shown by using the Bonferroni Inequality. 
However, the Bonferroni procedure is very conservative especially when k 
IS large. Alternative methods which are more powerful than the Bonferroni 's 
method are available to handle multiple comparisons in different circumstancvs 
(see for example, Hochberg (1988); Holm (1979)). 
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1.2 Multiple Comparisons with a control 
In practice, it is very common to compare several treatments with a control. 
For instance, in clinical studies, the objective is to investigate the several new 
treatments as compared to a conventional treatment (control). A control could 
be a placebo or a standard treatment. A renounced procedure that could be 
used for multiple comparisons with a control is the Dunnett (1955) procedure. 
Consider a one-factor fixed effect model, 
Yij = f-Li + Eij; i = 0, 1, ... , m, j = 1, 2, ... , ni , ( 1.1) 
where Yij is the jth observation of the ith treatment. Assume that Yij are inde-
pendent and normally distributed with mean /Li and common variance a 2 . Denote 
the mean of the responses of treatment i by fi. Then, 
There are altogether (m+ 1) treatments with ni observations for each treatment, 
and i = 0 denotes the control treatment. Let f.t i = fi = L7~ 1 Yij /ni, which is the 
estimated mean response of the ith treatment. Let &2 be an unbiased estimator 
of a 2 . Here, v&2 / a 2 1"'..1 x~ with v degrees of freedom, independent of fi. 
Testing could be conducted to compare treatment means. For one-sided test-
ing, the m null hypotheses 
Ho : /Lo = /L i (1.2) 
are being tested against the one-sided alternatives 
Hl : /Li > /LO (1.3) 
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or 
for i = 1, ... , m, the pivotal statistics are 
Ti = Yi - Yo - (J-Li - J-Lo). 
aJ1/ni + 1/no 
(1.4) 
Each hypothesis (1.2) is rejected if and only if the pivotal statistics Ti > t(I ,a) 
against the alternative (1.3). The matrix 91 ={Pi)} for i,j = 1, ... ,m, is the 
correlation matrix for the pivotal statistics T1 , T2 , ... , Tm. It is straightforward to 
show that 
where 
't = J 
b· - ~ ~-v~, 
and let t(l ,a) be the solution of the following equation: 
Pr(m?-X Ti :=:; t(l,a)) = 1 - a. 
~ 
(1.5) 
Similarly, consider the alternative hypotheses (1.4), each null hypothesis is 
rejected if and only if the corresponding pivotal statistic Ti < -t(l ,a). For the 
one-sided alternatives, 100(1 - a)% simultaneous confidence intervals for mean 
differences J-Li - J-Lo are 
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and 
respectively, for i = 1, ... , m, with simultaneous coverage probability of at least 
1- a. 
For two-sided hypotheses, consider the m null hypotheses 
Ho: 1--lo = 1--li 
against the two-sided alternatives 
Ho: /--lo # /--li (1.6) 
fori= 1, ... ,m. 
The pivotal statistics are ITi 1. Each null hypothesis is rejected if and only if 
the corresponding pivotal statistics ITi I > t(2,n) against the alternative hypothesis 
(1.6), where 
Pr(m~x ITil ~ t(2,n)) = 1 -a. 
~ 
(1. 7) 
The two-sided 100(1 -a)% confidence intervals for mean differences 1--li - 1--lo 
are: 
fori= 1, ... , m, with simultaneous coverage probability of at least 1 - a. 
DPfine u = a/ CJ and consider the probability on the left-handside of Equation 
( 1. 5) and I et 
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Then, 
Pr(max Ti ~ t(1 ,a.)) 
~ 
Pr(ql < t(l,a)U, q2 ~ t(l,a)U, ... , qm ~ t(l,a)U) 
.1'"' F(t(l,a) u, i(l,a)U, ... , i(l ,a)U) g( U )du 
where F(-) and g(-) are the curnulative distribution function ( c.d.f.) of 
(q1, q2 , ... , qm) and probability density function (p.d.f.) of u respectively. Similarly, 
Pr(max ITi l ~ t(2,a)) Pr(IT1I ~ t(2,a), -IT2I ~ t(2,a), ... , ITml ~ t(2,a)) 
Pr(IT1Iu ~ t(2 ,a)U, IT2Iu ~ t(l,a)U, ... , ITmlu ~ t(l ,a)U) 
Pr(lqll ~ t(2 ,a)U, lq2l ~ t(2,a)U, . .. , lqml ~ t(2 ,a) U) 
100 G( i(2 ,a)U, i(2 ,a)U, .. . , i(2 ,a)U )g( U )du 
~ 
The evaluation of the critical values for given a, m and ni, i = 0, · · · , m can be 
found in Dunnett (1989). Selected percentage points are tabulated in Dunnett 
and Bechhofer ( 1988). More powerful stepwise procedure, which will not be 
discussed in this thesis, are given in Dunnett and Tamhane (1991, 1992). 
1.3 Multiple Comparisons with a control in 
directional-mixed families 
In practice, the choice between a one-sided test or a two-sided test must not be 
post hoc. The inferential posture should be considered in the design of a study 
clearly. A one-sided test is in favour of a two-sided test for some situations. As 
argued by Koch (1991), several situations that one-sided tests may be adequate 
are 
1. To test a drug that is superior to a placebo; 
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2. To demonstrate that a combination of drug has a better efficacy versus its 
component; 
3. To demonstrate that a tolerance is an upper bound for the extent to which 
a test drug has a poorer efficacy than an active control drug; or 
4. To demonstrate that a tolerance is an upper bound for the extent to which 
a test drug has poorer safety than a reference control drug or placebo. 
However, the above are suggestions of the situations where one may reasonably 
use a one-sided test. The decision of whether to adopt a one-sided or two-sided 
test is still very complex. One should consider situation factors, prior knowledge 
and the intended objectives (Overall (1991); Peace (1991)). Moreover, without 
prior knowledge and clear prespecified objectives, two-sided tests seem to be more 
appropriate. 
For most existing multiple comparison procedures that compare treatments 
to a control, they are dealing with either one-sided or two-sided alternatives. If 
we are given a mixture of one-sided and two-sided hypotheses, a common practice 
is to adopt two-sided testing methods. According to Cheung et al. (2004) and 
Kwong et al. (2007), for hypotheses that one-sided testing may be appropriate, 
but tested with two-sided alternatives , there would be substantial loss of power. 
In order to increase the power of the test, they proposed multiple comparison 
methods that could be used in a directional-mixed family. A directional-mixed 
family is defined as a set of related hypotheses in which some of them could be 
tested using one-sided tests and the rest are tested with two-sided tests. Now let 
us describe their testing procedures. 
The model is the same as in Section 1. 2, except that we have to define the 
number of one-sided and two-sided alternatives. Conduct simultaneous testing of 
the m null hypotheses 
i=1, ... ,m (1.8) 
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fori = 1, ... , m versus r one-sided alternative hypotheses 
i=1, ... ,r (1.9) 
and ('m - r) two-sided alternative hypotheses. 
Hj : Jlo -1- Jli j = r + 1, ... , m. (1.10) 
When r = 0 or r = m, the directional-mixed families will be reduced to the 
two- and one-sided Dunnett (1955) procedures respectively. For the family of null 
hypotheses {HI, ... , Hm}, a subset {HI, ... , Hr} where r ~m is tested against one-
sided alternatives. And for the remaining null hypotheses Hr+l, ... , Hm, they are 
tested against the two-sided alternatives. Such family of hypotheses is referred to 
as the directional-mixed family. In Cheung et al. (2004), they compute the critical 
values ci ,a, c2,a by minimizing the expected average allowance (EAA) and utilize 
these critical constants to conduct one- and two-sided tests respectively. However, 
K wong et al. (2007) pointed out that the single step procedure of Cheung et al. 
(2004) is unable to guarantee p-value consistency, which means that if we reject 
a hypothesis with a certain p-value, then all the other hypotheses with smaller p-
values should also be rejected. Consequently, two positive critical values ci a m r 
' ' ' 
and c!a,m,r are computed for one-sided and two-sided inferences, in which the 
p-values consistency is guaranteed, using the following constraint. 
G(ci,a,m,r' cta,m,r) = 1 -a, 
where 
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for i = 1, ... , r and j = r + 1, ... , m. The corresponding 100(1 -a)% confidence 
intervals for mean differences /1i - 11o are 
and 
The hypotheses are rejected if and only if the corresponding Ti > ci,c. ,m,r for 
i = 1, · · · , r or ITj I > ct,c.,m,r for j = r + 1, · · · , m where the critical values satisfy: 
If we apply the Dunnett procedure ( "one vs many" comparisons), then all the 
hypotheses of the inferences will be conducted against the two-sided alternatives. 
However, if there is prior knowledge that some of the hypotheses in the family 
should be considered as one-sided, ignoring this information will lower the testing 
power substantially as demonstrated by K wong et al. ( 2007). 
1.4 Examples 
To provide a better idea of how to apply the aforementioned procedure, we discuss 
the example discussed in K wong et al. ( 2007). 
The example is extracted from Schwartz et al. (2002) , and the objective of 
the study is to compare the renal effects of rofecoxib and celecoxib (two selective 
cyclooxygenase (COX)-2 inhibitors) , to naproxen (dual COX-1 / COX-2 inhibitor) 
and placebo in healthy elderly subjects receiving a normal-salt diet. Each elderly 




C. naproxen (active control); or 
P. no treatment (the placebo control). 
The response variable is the change from baseline for daily urinary sodium 
excretion during the first 72 hours of treatment. N aproxen is a non-steroidal 
anti-inflammatory drug (NSAID) which is extensively used by elderly subjects 
to influence the renal functions. However , using NSAID would induce renal side 
effects like deterioration in kidney and the occurrence of diseases that affect the 
kidney. Subsequently, COX-2 selective inhibitors have been introduced ( eg, rofe-
coxib and celecoxib) as alternatives to NSAID. 
Since the main objective was to compare the renal effects of rofecoxib and 
celecoxib to naproxen (active control) and placebo, the family of inferences con-
tains the tests of new treatments to active control, A vs C and B vs C. The test 
of C vs P will also be included in order to have a valid study, for t esting the 
'downside ' sensitivity as suggested by D 'agostino and Heeren (1991). 
As the renal effects of naproxen has a long research history and the test of C 
vs P is to ensure a valid study, a one-sided test showing superiority of C to P is 
suitable, whereas two-sided tests should be used for comparing the two (COX)-
2 inhibitors and NSAID. Therefore, the mixed-directional family of inferences 
consists of 2 two-sided tests and 1 one-sided test in this clinical study. 
Another application that utilizes the idea of directional-mixed family is given in 
Braat et al. (2008). The data reported in their study were ext racted from Long 
et al. (2004). Their study measures the tumor volumes for different administra-
tion schedules of combinations of the antiestrogen tamoxifen and the nonsteroidal 
aromatase inhibitor letrozole. Each patient received one of the following treat-
ments: 
C: negative control , 
L: 100f-Lg I day tamoxifen , 
T: 1001-lg I day letrozole, 
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Table 1: Comparison of interest for study from Long et al. (2004). 
Direction Comparison 
one-sided C vs. T 
one-sided C vs. L 
one-sided C vs. T & L 
one-sided C vs. T-----+ L 
one-sided C vs. L-----+ T 
two-sided T vs. T & L 
two-sided T vs. T-----+ L 
two-sided T vs. L-----+ T 
two-sided L vs. T & L 
two-sided L vs. T-----+ L 
two-sided L vs. L-----+ T 
two-sided T & L vs. T-----+ L 
two-sided L & T vs. L-----+ T 
T & L: tamoxifen and letrozole concurrently, 
T -----+ L: 4-week of first tamoxifen then letrozole. 
L -----+ T: 4-week of first letrozole then tamoxifen . 
The objective of this study is to determine the optimal way of using tamox-
ifen and letrozole. So, one-sided tests may be more adequate in observing the 
superiority of the treatments to the negative control, whereas two-sided tests 
are appropriate to test the combinations of the therapies. Hence, the mixed-
directional family of inferences consists of five one-sided comparisons with the 
five active treatments vs the negative control, and eight two-sided comparisons. 
1 .5 Thesis Objectives 
The focus of this thesis is to evaluate the power of multiple testings g1ven a 
directional-mixed family. The evaluation of power can be used to compare the 
power of different M CPs, and to determine required sample size for the clinical 
study. When several MCPs are available, then we have to select appropriate 
criteria to evaluate various possible methods. One of the most commonly used 
criteria is the size of power. Higher power is preferred because that will improve 
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the chance to reject more null hypotheses given that they are false, subj ect to 
a pre-determined Familywise type I error rate . There are several ways to defin e 
power in MCP, and the evaluation of power is far more complex than the test of 
a single hypothesis. 
The layout of this thesis is as follows. In Section 2, we will discuss the compu-
tational details of power for multiple comparisons with a control in a directional-
mixed family for some popular definitions of power. Sample size determination 
will be discussed in Section 3. An illustrative exarnple is given in Section 4. 
Conclusions will be presented in Section 5. 
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2 Evaluation of Power 
2.1 Definition and the Use of Power 
There are several ways to define power in MCP, and the evaluation of power is 
far more complex than the case where we have a single null hypothesis. When 
there is only one hypothesis, power refers to the probability of rejecting the null 
hypothesis given that the null hypothesis is false. But in MCP, there are numerous 
ways to define power. Therefore, it is important to define clearly which definition 
of power is being used. In this thesis, we will focus on several popular concepts of 
power, including all-pairs power, any-pair power and average power, as discussed 
by many authors such as Ramsey (1978) and Dunnett and Tamhane (1992). 
Consider model in Section 1.3, with m hypotheses for multiple comparisons 
with a control in a directional-mixed family, the general expression given in Dun-
nett and Tamhane (1992) can be used to derive the aforementioned concepts of 
power. Assume that there are k true hypotheses, 0 :::; k < m. The general formula 
to evaluate the probability of rejecting at least t ( t :::; m- k) of the (m- k) false 
hypotheses is given in Dunnett and Tamhane (1992). Fort = m- k, this proba-
bility is equivalent to all-pairs power (Power all - pairs), the probability of rej ecting 
all false hypotheses. 
On the other hand, the probability of rejecting at least one of the m- k false 
hypotheses is called any-pair power (Power any-pair). Finally, average power refers 
to the expected proportion of false hypotheses being rejected. 
The evaluation of power can be used to compare several test procedures and 
to determine sample sizes. If there are a few MCP available , then before the 
onset of an experiment power could be employed to evaluate the performance of 
these procedures. The procedures that have higher power are preferred because 
the chance to reject the false hypotheses would be higher. 
Another use of power is to determine the sample size when designing an 
experiment. The experimenter will be able to obtain a rough idea of necessary 
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sample sizes for various treatments before the onset of an experiment or a clinical 
study. See for example, Hothorn and Bauss (2004) and Karrison et al. (2007). For 
recent development of sample size determination methods related to the Dunnett 
procedure, one can refer to the studies of Dunnett et al. (2001), Horn and Dunnett 
(2004), and Liu (1997). 
2.2 Computational Details 
Following the idea given in the previous section, we now discuss the evaluation 
of power. Consider the setup in Section 1.3. Let m be the number of null 
hypotheses, against r one-sided and m - r two-sided alternatives. Since this is 
the first attempt in the literature to evaluate power for directional-mixed families, 
it is not worthwhile to examine very specific configurations. Hence for simplicity, 
assume all the null hypotheses are false, so k = 0. Let 
~i Pi- P,o, 
~i;no 
a 
for all i = 1, ... , m. Here <Si indicates the degree of differences between the true 
parameters and those stated in the null hypotheses. We therefore expect that 
power would increase as (\ increases. 
2.3 All-pairs Power 
Since there exists different definitions of power and the selection of power must 
not be post hoc, it is necessary to choose an appropriate definition of power in 
a specific situation. In a confirmatory study, if one wants to detect every true 
difference between the treatments and the controls, then all-pairs power seems to 
be more appropriate. Using notations discussed in Section 1, we now develop the 
computational formula for the all-pairs power. 
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Power all-pairs 
~ ci ex m r ' j = r + 1' ... ' m] 
l l l 
~ ci,cx,m,r' i = 1, ... , r; 
where <P (-) is the standard normal c.d.f. When r = m , the proposed evalua-
tion of power is reduced to the case when we have a family with only one-sided 
hypotheses. The all-pairs power becomes: 
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Similarly, when r = 0, then the proposed evaluation of power is reduced to the 




{ joo n [1 _ <P (c~a ,m,ru + bjzo- bjbj) + <P ( -ci,a,m,ru + bjzo- bjbj)] 
Jo - =j=l JI-b/ JI-b/ 
1/J(zo)dzo} g(u)du. 
2.4 Any-pair Power 
The any-pair power is the probability of rejecting at least one of the false hy-
potheses. It is commonly used in an exploratory study. One may merely concern 
the detection of at least one difference among treatments. Any-pair power is then 
more appropriate. 
Power any-pair 
1 - Pr (Reject 0 null hypotheses) 
1- Pr(Ti < cta,m,r' i = 1, ... , r; ITjl < ct,a,m,r,j = r + 1, ... , m) 
When r = m, the proposed evaluation of power is reduced to the case when we 
have a family with only one-sided hypotheses. The any-pair power becomes: 
Similarly, when r = 0, then the proposed evaluation of power is reduced to the 






00 fr [<P ( cia,m,,,.u + bjzo - bjbj) _ <P ( - cia,m,.,.u + bjzo - bjbj)] 
.lo .J_(X) j=l vl- b/ vl- b/ 
c/J(zo)dzo} g(u)du. 
2.5 Average Power 
The average power is the expected proportion of false hypotheses that are cor-
rectly rejected and let W be the random number of rejected false hypotheses. If 
one is interested in comparing the power of several MCP, average power provides 
a measure of the average ability of a procedure to reject false hypotheses because 







~tP(W = t) 
t=O 
Pr(W ~ 1)- Pr(W ~ 2) + 2Pr(W ~ 2)- 2Pr(W ~ 3) 
+···+(m- 1) Pr(W ~ m- 1) - (m- 1) Pr(W ~m) 
+mPr(W > rn) 
m 
~Pr(W ~ t). 
t=l 
Each probability in the above summation is computed based on the general power 
expression of Dunnett and Tamhane (1992), that is the probability of rejecting 
at least t of the m false hypotheses. 
2.6 Algorithm 
If the number of observations for all the active treatments are the same, that is 
ni = nj = n. Then we have bi = bj ( = b, say) for all i # j. Furthermore, the 
correlations between the test statistics Ti and Tj equal to a single-value, denoted 
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by 
2 n p=b =---
no +n 
In this thesis, without loss of generality, we restrict ourselves to the discussion of 
this case. 
Power is the probability of correctly reject the false hypotheses. To corn-
pute the above all-pairs power, any-pair power and average power , consider that 
Power = 1- (3 . Here, (3 is related to the probability of committing a type II error. 
A modified Fortran coded subroutine of Kwong et al. (2007) is used to find the 
critical values of the extended Dunnett (1955) procedure, then it is straightfor-
ward to compute the power. 
The subroutine can be used to compute the critical values of the directional-
mixed family. The inner integral can be evaluated directly by applying subroutine 
TMCC with predeterrnined error bound 0.00001 which is available in Statlib 
(http:/ /lib.stat.cmu.edu). 
The TMCC uses a subroutine QPROB produced by Copenhaver (1987) with 
16-point Gauss-Legendre composite quadrature to evaluate the outer integral. 
The range (0 , oo) of the outer integral was divided into subintervals of length L 
and hence we have 






All-pairs power, any-pair power and average power are computed for selected 
configurations of parameters (m, r, 1 - {3, ~). To compare the performances of 
the power for different number of hypotheses , we consider several choices of m 
and r , m = 20 with r = 5, 10, 15 and m = 10 with T = 3, 5, 8. 
In this section , we presented the computed power in figures for selected con-
figurations of parameters (m, r, 1 - {3, ~). The sample sizes being used for the 
computation of power are based on the concept of optimal allocation to be dis-
cussed in Section 3. 
Figure 1 gives all-pairs power for m = 20 with T = 5, 10, 15 and Figure 2 
provides all-pairs power for m = 10 with T = 3, 5, 8. The sample size allocation 
in Figure 1 are (n, n0 ) = (12, 42) under the configuration ('m, T , 1 - (3 , ~) = 
(20, 5, 0.9, 1.8) of Table 2. And the sample size allocation used in Figure 2 are 
(n, n0 ) = (11, 27) under the configuration (m, r, 1 - {3 , ~) = (10, 3, 0.9, 1.8) of 
Table 4. 
We consider the noncentral parameter ~i = ~ = 0.5(0.05)2.5 for the all-pairs 
power , ~i = ~ = 0(0.05)3for the average power, and ~i = ~ = 0(0.05)2 for the 
any-pair power. 
Figures 1, 4 and 7 give the results for all-pairs power, any-pair power and 
average power respectively, for m = 20 with r = 5, 10, 15. On the other hand, 
Figures 2, 5 and 8 give the results for all-pairs power, any-pair power and average 
power respectively, for m = 10 with r = 3, 5, 8. 
Figures 3, 6 and 9 compares the gain in all-pairs power , any-pair power and 
average power of directional-mixed family as compared to the Dunnett 's two sided 
test (DT2) respectively. These; figures present the increase in percentage of power 
compared with DT2 with m= 20, r = 5(5)15. 
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2.7.1 All-pairs Power 
Figures 1 and 2 demonstrate the result of all-pairs power for m = 20 with r = 
5, 10, 15 and m= 10 with r = 3, 5, 8, and ~ = 0(0.1)3. 
From these figures, the power is larger when the number of one-sided hypothe-
ses (r) increases given the same~. When~ is smaller than 1, the all-pairs power 
is close to 0, because the difference between J.li and p 0 is very small, and detecting 
all the false hypotheses is difficult. The all- pairs power also increases when ~ 
gradually increases from 1 to 2. When ~ is close to 2, it is more likely to detect 
all the false hypotheses and the all-pairs power is approaching 1. 
Figure 3 compares the all-pairs power for m = 20 and r = 5, 10, 15 with DT2. 
It is obvious that when the ~ is small , the increase in all-pairs-power is larger 
than the one when~ is large. When~ is large, both the directional-mixed family 
and the DT2 can both detect the true differences very well i thus the power be-
come very close to each other and the percentage increase will be approaching to 
zero. Second, the larger the r is, the greater the increase in power with respect to 
DT2 is. This is obvious because utilizing the prior knowledge of one-sided tests 























Figure 1: All-pairs Power (m= 20) 
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2.7.2 Any:-pair Power 
Figures 4 and 5 demonstrate the result of any-pair power for m = 20 with r = 
5, 10, 15 and m= 10 with r = 3, 5, 8, and ~ = 0(0.05)2. 
When ~ = 0, all the hypotheses are true hypotheses. And any-pair power is 
the probability of rejecting at least one false hypotheses. Since there is no false 
hypotheses, any-pair power becomes the probability of rejecting at least one true 
hypothesis, that is the probability of committing the type I familywise error (a). 
Here we set a = 0.05, hence the any-pair power is 0.05 when ~ = 0. Similarly, 
the power increases when the number of one-sided hypotheses ( r) increases for 
fixed~. The power increases when~ gradually increases, and the any-pair power 
is close to 1 when ~ is close to 1. 
Figure 6 compares the any-pair power for m = 20 and r = 5, 10, 15 to DT2. 
Results similar to Figure 3 are obtained. The maximum percentage gain is a 
slightly less than that with the all-pairs power. When ~ = 1.2, there is not much 


































Figure 4: Any-pair Power (m = 20) 
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2.7.3 Average Power 
Figures 7 and 8 demonstrate the result of average power for m = 20 with r = 
5, 10, 15 and m = 10 with r = 3, 5, 8, and ~ = 0(0.1 )3. When the ~ = 0, the 
average power is nearly 0, which is equivalent to the expected proportion of true 
hypotheses incorrectly rejected. 
Results are very similar to the all-pairs power except that the average power 
start increasing when ~ = 0. The average power approaches 1 when ~ = 2.5. 
Figure 9 compares the average power for m = 20 and r = 5, 10, 15 to DT2. 




































































Figure 9: Increase 1n Average Power Compared with DT2 
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3 Sample Size Determination 
In this section, we discuss how to use the evaluation of power as a means to deter-
mine the required sample sizes of treatments before the onset of an experiment. 
Let the desired level of power be 1- f). Let N be the total sample size, the degrees 
of freedom v = L:;:0 (ni - 1) = I::o ni- (m+ 1). Given the pre-assigned power 
1 - f), the total number of hypotheses and the number of one-sided hypotheses , 
the sample size (N, n 0 , n) can be evaluated for a given non-central parameter~. 
Assumed n 1 = n 2 = · · · = nm. Dunnett (1955) showed that the square 
root allocation is better than equal allocation. That is, instead of taking n = 
n 0 , we will take n0 /n = Vffi. But the optimal allocation seldom occurs where 
n0 /n = Vffi, it occurs slightly less than Vm when the degrees of freedom is large. 
This rule also works reasonably well for small degrees of freedom. The square 
root allocation rule is easy and convenient to use, but if the cost of additional 
observation is expensive, it is desirable to search for the optimal allocation. Now 
let (N*', n(-/, n*') be the optimal allocation and the algorithm is as follows. 
1. Use the square root allocation to find the initial sample size (N*, n0, n*). 
2. Search if there is any combinations of (N*, n0, n*) such that the power is 
maximum and still guaranteed at 1 - f). 
3. Set N* = N* - 1 and repeat (b) . If the power < 1 - fJ, then the optimal 
sample size combination (N*', n[/, n*') = (N*, n0, n*). 
We consider different combinations of configurations of (m, r, 1- f), ~) and dif-
ferent allocation in this section. Required sample sizes are computed for m = 20 
with r = 5, 10, 15, m = 15 with r = 5, 8, 12 and m = 10, r = 3, 5, 8 to reach 
the pre-assigned all-pairs power, any-pair power and average power. We seek 
to explore the trends of the allocation of sample sizes when the total number 
of hypotheses and -the number of one-sided hypotheses vary. Moreover, the pre-
assigned powers are chosen to be 1- {3 = 0.8 , 0.85 , 0.9 , which indicates a very high 
probability of rejecting the false hypotheses , for all three concepts of power. The 
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non-central parameter L). = 1.8(0.1)2.7 are used for all-pairs power and average 
power, and 4 = 1.0(0.1)1.9 are employed for any-pair power, which are chosen 
to be smaller because any-pair power is always larger for obvious reasons. 
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3.1 The required sample size for a pre-assigned all-pairs 
power 
We evaluate the required sample size to achieve the pre-assigned all-pairs power 
under three allocation schemes; namely, the equal allocation , square root alloca-
tion and the optimal allocation. 
For example, with (m, r, 1-/3, ~) = (20, 15, 0.85, 2.00), (N, n 0 , n) = (273, 13, 13) 
under the equal allocation, (221, 41, 9) under the square root allocation and (207, 
27, 9) under the optimal allocation as shown in Table 4. 
Obviously the larger the ~ or the smaller the 1 - !) is , the smaller the required 
sample size is. In addition, utilizing the prior knowledge regarding the number 
of one-sided tests can substantially reduce the required sample size. 
Optimal allocation produces the smallest required sample size among the three 
allocation rules and the equal allocation is the worst in general except a few rare 
cases. For example \vhen (m, r , 1- /3, ~) = (10, 3, 0.80 , 2.70) , the total number of 
sample size is the same for the equal allocation and the square root allocation. 
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Table 2: The required sarnple size for given all-pairs power (m= 20, r = 5) 
Parameters Equal Square Root Optimal 
~ ' 1- (3 (N, no, n) (N, no, n) (N, no, n) 
1.80, 0.90 (357, 17, 17) (294 , 54 , 12) (282 , 42, 12) 
1.80, 0.85 (336, 16, 16) (270, 50, 11) (264, 44, 11) 
1.80, 0.80 (315, 15, 15) (270, 50, 11) (253 , 33 , 11) 
1.90, 0.90 (336, 16, 16) (270, 50, 11) (255, 35, 11) 
1.90, 0.85 (315, 15, 15) (245, 45, 10) (238, 38, 10) 
1.90, 0.80 (294 , 14, 14) (245 , 45, 10) (228, 28, 10) 
2.00 , 0.90 (294, 14, 14) (245, 45, 10) (231 , 31 , 10) 
2.00, 0.85 (273, 13, 13) (221, 41, 9) (215, 35, 9) 
2.00, 0.80 (252 , 12, 12) (221, 41, 9) (206, 26 , 9) 
2.10, 0.90 (273, 13, 13) (221, 41, 9) (209, 29, 9) 
2.10, 0.85 (252, 12, 12) (196, 36, 8) (196, 36, 8) 
2.10 , 0.80 (231, 11, 11) (196, 36 , 8) (186, 26, 8) 
2.20 , 0.90 (252, 12, 12) (196, 36, 8) (190, 30, 8) 
2.20, 0.85 (231, 11, 11) (196 , 36, 8) (182, 42, 7) 
2.20, 0.80 (210, 10, 10) (172, 32, 7) (170, 30, 7) 
2.30 , 0.90 (231 , 11, 11) (196, 36, 8) (175 , 35 , 7) 
2.30, 0.85 (210, 10, 10) (172, 32, 7) (164, 24 , 7) 
2.30, 0.80 (210, 10, 10) (172, 32 , 7) (159, 19, 7) 
2.40 , 0.90 (210 , 10, 10) (172, 32, 7) (162, 22, 7) 
2.40, 0.85 (189, 9, 9) (172, 32 , 7) (152, 32, 6) 
2.40 , 0.80 (189, 9, 9) (147, 27, 6) (143, 23 , 6) 
2.50, 0.90 (189, 9, 9) (172, 32, 7) (149, 29, 6) 
2.50 , 0.85 (189, 9, 9) (147, 27, 6) (140, 20 , 6) 
2.50, 0.80 (168, 8, 8) (147, 27, 6) (135, 15 , 6) 
2.60, 0.90 (189, 9, 9) (147, 27, 6) (139, 19, 6) 
2.60 , 0.85 (168, 8, 8) (147, 27, 6) (134 , 34, 5) 
2.60, 0.80 (168, 8, 8) (123, 23, 5) (123, 23 , 5) 
2.70, 0.90 (168 , 8, 8) (147, 27, 6) (131, 31 , 5) 
2.70, 0.85 (168, 8, 8) (123, 23, 5) (120, 20, 5) 
2.70 , 0.80 (147, 7, 7) (123, 23, 5) (115, 15, 5) 
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Table 3: The required sample size for given all-pairs power (m= 20, r = 10) 
Parameters Equal Square Root Optimal 
~ ' 1 - {3 (N, n0 , n) (N, no , n ) (N, no, n) 
1.80, 0.90 (357, 17, 17) (294, 54, 12) (278 , 38, 12) 
1.80, 0.85 (336, 16, 16) (270 , 50 , 11) (259 , 39, 11) 
1.80, 0.80 (315 , 15 , 15) (270 , 50 , 11) (247, 47, 10) 
1.90, 0.90 (315 , 15 , 15) (270 , 50 , 11) (249 , 49, 10) 
1.90, 0.85 (294 , 14, 14) (245 , 45 , 10) (234 , 34, 10) 
1.90, 0.80 (273, 13, 13) (245, 45 , 10) (222, 42 , 9) 
2.00 , 0.90 (294, 14, 14) (245 , 45 , 10) (226 , 46, 9) 
2.00 , 0.85 (273 , 13, 13) (221 , 41, 9) (211 , 31 , 9) 
2.00 , 0.80 (252 , 12, 12) (221 , 41 , 9) (203 , 43, 8) 
2.10 , 0.90 (273 , 13, 13) (221 , 41, 9) (207, 27, 9) 
2.10 , 0.85 (252 , 12, 12) (196, 36, 8) (191 , 31 , 8) 
2.10 , 0.80 (231 , 11 , 11) (196 , 36, 8) (184, 24, 8) 
2.20, 0.90 (252, 12 , 12) (196, 36, 8) (187, 27, 8) 
2.20, 0.85 (231, 11, 11) (196, 36, 8) (176 , 36, 7) 
2.20, 0.80 (210 , 10, 10) (172 , 32 , 7) (166 , 26 , 7) 
2.30 , 0.90 (231 , 11 , 11) (172, 32, 7) (171, 31 , 7) 
2.30, 0.85 (210 , 10, 10) (172 , 32 , 7) (162, 22, 7) 
2.30 , 0.80 (189, 9, 9) (172, 32, 7) (156 , 36, 6) 
2.40, 0.90 (210 , 10, 10) (172 , 32, 7) (160 , 20, 7) 
2.40 , 0.85 (189, 9, 9) (172 , 32 , 7) (148 , 28 , 6) 
2. 40, 0.80 (189, 9, 9) (147, 27, 6) (141, 21 , 6) 
2.50 , 0.90 (189, 9, 9) (147, 27, 6) (145, 25 , 6) 
2.50, 0.85 (189 , 9, 9) (147, 27, 6) (138, 18, 6) 
2.50 , 0.80 (168 , 8, 8) (1 47, 27, 6) (134, 14, 6) 
2.60, 0.90 (189 , 9, 9) (147, 27, 6) (137, 17, 6) 
2.60 , 0.85 (168, 8, 8) (147, 27, 6) (129 , 29 , 5) 
2.60 , 0.80 (147, 7, 7) (123 , 23 , 5) (120, 20, 5) 
2.70, 0.90 (168 , 8, 8) (147, 27, 6) (127, 27, 5) 
2.70, 0.85 - (147, 7, 7) (123, 23 , 5) (118 , 18, 5) 
2.70, 0.80 (147, 7, 7) (123, 23 , 5) (114, 14, 5) 
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Table 4: The required sample size for given all-pairs power (m= 20, r = 15) 
Parameters Equal Square Root Optimal 
~' 1- {3 (N, no, n) (N, no, n) (N, no, n) 
1.80, 0.90 (357, 17, 17) (270, 50, 11) (270, 50, 11) 
1.80, 0.85 (315, 15, 15) (270, 50, 11) (254, 34, 11) 
1.80, 0.80 (294, 14, 14) (245, 45 , 10) (240 , 40 , 10) 
1.90, 0.90 (315 , 15 , 15) (245, 45, 10) (242 , 42 , 10) 
1.90, 0.85 (294 , 14, 14) (245 , 45, 10) (230 , 30, 10) 
1.90, 0.80 (273 , 13, 13) (221 , 41, 9) (216 , 36, 9) 
2.00 , 0.90 (294, 14, 14) (221, 41, 9) (219, 39, 9) 
2.00, 0.85 (273, 13, 13) (221, 41, 9) (207, 27, 9) 
2.00 , 0.80 (252, 12, 12) (196, 36, 8) (196 , 36, 8) 
2.10, 0.90 (252, 12, 12) (221, 41 , 9) (201 , 41, 8) 
2.10 , 0.85 (252, 12 , 12) (196, 36, 8) (187, 27, 8) 
2.10, 0.80 (231, 11, 11) (196, 36, 8) (181 , 21 , 8) 
2.20, 0.90 (231, 11, 11) (196, 36, 8) (184, 24, 8) 
2.20 , 0.85 (231, 11 , 11) (172 , 32 , 7) (171 , 31 , 7) 
2.20 , 0.80 (210, 10, 10) (172 , 32, 7) (163 , 23 , 7) 
2.30 , 0.90 (210 , 10, 10) (172 , 32, 7) (167, 27, 7) 
2.30 , 0.85 (210, 10, 10) (172 , 32 , 7) (159 , 19, 7) 
2.30, 0.80 (189 , 9, 9) (172 , 32 , 7) (150, 30, 6) 
2.40, 0.90 (210, 10, 10) (172, 32, 7) (158, 38, 6) 
2.40, 0.85 (189, 9, 9) (147, 27, 6) (144, 24, 6) 
2.40 , 0.80 (168, 8, 8) (147, 27, 6) (138 , 18, 6) 
2.50, 0.90 (189, 9, 9) (147, 27, 6) (142, 22 , 6) 
2.50, 0.85 (168, 8, 8) (147, 27, 6) (136, 16, 6) 
2.50, 0.80 (168, 8, 8) (147, 27, 6) (129, 29 , 5) 
2.60, 0.90 (168, 8, 8) (147, 27, 6) (135, 15, 6) 
2.60, 0.85 (168 , 8, 8) (147, 27, 6) (124, 24 , 5) 
2.60 , 0.80 (147, 7, 7) (123 , 23 , 5) (117, 17, 5) 
2.70 , 0.90 (168 , 8, 8) (123 , 23 , 5) (123 , 23 , 5) 
2.70 , 0.85 (147, 7, 7) (123 , 23 , 5) (116 , 16, 5) 
2.70, 0.80 (147, 7, 7) (123, 23 , 5) (112 , 12, 5) 
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Table 5: The required sample size for given all-pairs power (m= 15, r = 5) 
Parameters Equal Square Root Optimal 
l\ , 1 - {3 (N , n0 , n) (N, no , n ) (N, no, n ) 
1.80, 0.90 (256 , 16, 16) (208, 43 , 11) (207, 42, 11) 
1.80, 0.85 (240, 15, 15) (208 , 43, 11) (195, 30, 11) 
1.80, 0.80 (224, 14, 14) (189, 39, 10) (183 , 33, 10) 
1.90, 0.90 (240, 15, 15) (189, 39, 10) (186, 36, 10) 
1.90, 0.85 (224, 14, 14) (189, 39, 10) (176, 26, 10) 
1.90, 0.80 (208, 13, 13) (170, 35, 9) (165, 30, 9) 
2.00, 0.90 (208, 13, 13) (170, 35, 9) (169, 34, 9) 
2.00, 0.85 (192, 12, 12) (170, 35, 9) (159, 24 , 9) 
2.00, 0.80 (192, 12, 12) (151, 31, 8) (149, 29 , 8) 
2.10, 0.90 (192 , 12, 12) (170 , 35 , 9) (154 , 34, 8) 
2.10 , 0.85 (176 , 11 , 11) (151 , 31 , 8) (1 44, 24, 8) 
2.10 , 0.80 (176 , 11, 11) (151 , 31 , 8) (138 , 18, 8) 
2.20 , 0.90 (176, 11, 11) (151, 31 , 8) (142, 22, 8) 
2.20 , 0.85 (160, 10, 10) (133 , 28, 7) (131 , 26 , 7) 
2.20, 0.80 (160, 10, 10) (133, 28 , 7) (125, 20, 7) 
2.30, 0.90 (160, 10, 10) (133, 28, 7) (129, 24 , 7) 
2.30, 0.85 (160, 10, 10) (133, 28, 7) (122, 17, 7) 
2.30, 0.80 (144, 9, 9) (114, 24, 6) (114, 24 , 6) 
2.40, 0.90 (160, 10, 10) (133, 28, 7) (121, 16, 7) 
2.40, 0.85 (144, 9, 9) (114 , 24, 6) (111 , 21 , 6) 
2. 40, 0.80 (128 , 8, 8) (114, 24 , 6) (106, 16, 6) 
2.50 , 0.90 (144, 9, 9) (114 , 24, 6) (110 , 20 , 6) 
2.50 , 0.85 (128 , 8, 8) (114 , 24 , 6) (104, 14, 6) 
2.50, 0.80 (128 , 8, 8) (114, 24, 6) ( 99, 24 , 5) 
2.60, 0.90 (128 , 8, 8) (114 , 24, 6) (104 , 14, 6) 
2.60 , 0.85 (128, 8, 8) (114, 24, 6) ( 96 , 21, 5) 
2.60, 0.80 (112 , 7, 7) ( 95, 20, 5) ( 90, 15 , 5) 
2.70, 0.90 (128, 8, 8) ( 95, 20, 5) ( 95 , 20, 5) 
2.70, 0.85 (112 , 7, 7) ( 95 , 20, 5) ( 89, 14, 5) 
2.70, 0.80 (112 , 7, 7) ( 95 , 20, 5) ( 86 , 11 , 5) 
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Table 6: The required sample size for given all-pairs power (m= 15, r = 8) 
Parameters Equal Square Root Optimal 
~' 1- (3 (N, no, n) (N, no, n) (N, no, n) 
1.80) 0.90 (256, 16, 16) (208, 43 , 11) (203 , 38, 11) 
1.80, 0.85 (240, 15, 15) (208 , 43, 11) (191, 41, 10) 
1.80, 0.80 (224 , 14, 14) (189, 39, 10) (180, 30, 10) 
1.90, 0.90 (240 , 15, 15) (189, 39, 10) (183 , 33 , 10) 
1.90, 0.85 (208 , 13, 13) (189 , 39, 10) (172, 37, 9) 
1.90, 0.80 (208 , 13, 13) (170, 35, 9) (162, 27, 9) 
2.00, 0.90 (208, 13, 13) (170, 35, 9) (166, 31, 9) 
2.00, 0.85 (192, 12, 12) (170, 35, 9) (156, 36, 8) 
2.00 , 0.80 (176, 11, 11) (151, 31, 8) (146, 26, 8) 
2.10, 0.90 (192, 12, 12) (151 , 31, 8) (151 , 31, 8) 
2.10, 0.85 (176, 11, 11) (151, 31, 8) (142 , 22 , 8) 
2.10, 0.80 (160 , 10, 10) (151, 31, 8) (134, 29 , 7) 
2.20, 0.90 (176, 11, 11) (151, 31 , 8) (140, 20 , 8) 
2.20, 0.85 (160, 10, 10) (133, 28, 7) (129, 24, 7) 
2.20 , 0.80 (160, 10, 10) (133 , 28 , 7) (123 , 18, 7) 
2.30 , 0.90 (160 , 10, 10) (133 , 28 , 7) (127, 22 , 7) 
2.30, 0.85 (144, 9, 9) (133 , 28 , 7) (121, 16, 7) 
2.30, 0.80 (144, 9, 9) (114, 24, 6) (112 , 22 , 6) 
2.40 , 0.90 (144, 9, 9) (133, 28, 7) (118, 28, 6) 
2.40, 0.85 (144 , 9, 9) (114, 24, 6) (109, 19, 6) 
2.40, 0.80 (128, 8, 8) (114, 24, 6) (105 , 15, 6) 
2.50, 0.90 (144, 9, 9) (114, 24, 6) (108 , 18, 6) 
2.50, 0.85 (128, 8, 8) (114, 24, 6) (103 , 13, 6) 
2.50 , 0.80 (128 , 8, 8) (114 , 24, 6) ( 96, 21 , 5) 
2.60 , 0.90 (128, 8, 8) (114 , 24 , 6) (103 , 13, 6) 
2.60, 0.85 (112 , 7, 7) ( 95 , 20 , 5) ( 94, 19, 5) 
2.60 , 0.80 (112, 7, 7) ( 95 , 20 , 5) ( 89 , 14, 5) 
2.70, 0.90 (128 , 8, 8) ( 95 , 20 , 5) ( 93 , 18, 5) 
2.70, 0.85 - (112, 7, 7) ( 95, 20 , 5) ( 88, 13, 5) 
2.70, 0.80 (112, 7, 7) ( 95 , 20, 5) ( 85, 10, 5) 
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Table 7: The required sample size for given all-pairs power (m= 15, r = 12) 
Parameters Equal Square Root Optimal 
~' 1- {3 (N, n0 , n) (N, no, n) (N, no, n) 
1.80, 0.90 (256, 16, 16) (208, 43, 11) (198, 33, 11) 
1.80, 0.85 (224 , 14, 14) (189, 39, 10) (185 , 35, 10) 
1.80, 0.80 (208 , 13, 13) (189, 39, 10) (176 , 26, 10) 
1.90, 0.90 (224, 14, 14) (189, 39, 10) (179 , 29 , 10) 
1.90, 0.85 (208, 13, 13) (170, 35, 9) (166, 31, 9) 
1.90, 0.80 (192, 12, 12) (170, 35, 9) (158, 23, 9) 
2.00, 0.90 (208, 13, 13) (170, 35, 9) (162, 27, 9) 
2.00, 0.85 (192, 12, 12) (151, 31 , 8) (151 , 31 , 8) 
2.00, 0.80 (176, 11, 11) (151, 31 , 8) (143, 23 , 8) 
2.10 , 0.90 (192 , 12 , 12) (151 , 31, 8) (147, 27, 8) 
2.10 , 0.85 (176, 11, 11) (151 , 31 , 8) (139 , 19, 8) 
2.10, 0.80 (160, 10, 10) (133 , 28 , 7) (129 , 24 , 7) 
2.20, 0.90 (176 , 11 , 11) (151 , 31 , 8) (135 , 30, 7) 
2.20, 0.85 (160, 10, 10) (133 , 28, 7) (125 , 20 , 7) 
2.20 , 0.80 (144 , 9, 9) (133 , 28 , 7) (121 , 16, 7) 
2.30, 0.90 (160, 10, 10) (133 , 28, 7) (124, 19, 7) 
2.30, 0.85 (144, 9, 9) (133, 28 , 7) (115, 25, 6) 
2.30, 0.80 (144 , 9, 9) (114, 24, 6) (109, 19, 6) 
2.40, 0.90 (144, 9, 9) (114, 24, 6) (113, 23, 6) 
2.40, 0.85 (128, 8, 8) (114, 24, 6) (106, 16, 6) 
2.40, 0.80 (128, 8, 8) (114, 24, 6) (103, 13, 6) 
2.50, 0.90 (128 , 8, 8) (114 , 24 , 6) (106, 16, 6) 
2.50, 0.85 (128 , 8, 8) (114, 24, 6) (100 , 25 , 5) 
2.50 , 0.80 (112 , 7, 7) ( 95 , 20 , 5) ( 93 , 18, 5) 
2.60 , 0.90 (128 , 8, 8) (114, 24, 6) ( 98, 23 , 5) 
2.60 , 0.85 (112, 7, 7) ( 95, 20 , 5) ( 91 , 16, 5) 
2.60, 0.80 (112, 7, 7) ( 95, 20 , 5) ( 87, 12 , 5) 
2.70, 0.90 (112, 7, 7) ( 95 , 20, 5) ( 91 , 16, 5) 
2.70, 0.85 - (112 , 7, 7) ( 95, 20 , 5) ( 86 , 11 , 5) 
2.70, 0.80 ( 96, 6, 6) ( 95 , 20, 5) ( 83, 23 , 4) 
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Table 8: The required sample size for given all-pairs power (m= 10, r = 3) 
Parameters Equal Square Root Optimal 
~' 1- (3 (N, no , n) (N, no , n) (N, no, n) 
1.80, 0.90 (165 , 15, 15) (145, 35 , 11) (137, 27, 11) 
1.80, 0.85 (154 , 14, 14) (132 , 32, 10) (127, 27, 10) 
1.80, 0.80 (143, 13, 13) (132 , 32, 10) (120 , 30, 9) 
1.90, 0.90 ( 154, 14, 14) (132 , 32, 10) (124, 24, 10) 
1.90, 0.85 (143, 13, 13) (119 , 29 , 9) (11 4, 24, 9) 
1.90, 0.80 (132 , 12 , 12) (119, 29 , 9) (108 , 28 , 8) 
2.00 , 0.90 (132 , 12, 12) (119 , 29, 9) (112 , 22 , 9) 
2.00, 0.85 (121 , 11 , 11) (106, 26, 8) (103, 23, 8) 
2.00 , 0.80 (121 , 11, 11) (106, 26 , 8) ( 98, 18, 8) 
2.10, 0.90 (121 , 11, 11) (106, 26 , 8) (102 , 22 , 8) 
2.10, 0.85 ( 110, 10, 10) (106, 26 , 8) ( 95 , 25 , 7) 
2.10 , 0.80 (110, 10, 10) ( 93, 23 , 7) ( 89 , 19, 7) 
2.20 , 0.90 (110, 10, 10) ( 93 , 23 , 7) ( 93 , 23 , 7) 
2.20 , 0.85 (110, 10, 10) ( 93 , 23 , 7) ( 87, 17, 7) 
2.20 , 0.80 ( 99 , 9, 9) ( 93 , 23 , 7) ( 82 , 22 , 6) 
2.30 , 0.90 (110 , 10, 10) ( 93 , 23 , 7) ( 86 , 16, 7) 
2.30 , 0.85 ( 99 , 9, 9) ( 93 , 23 , 7) ( 80, 20 , 6) 
2.30, 0.80 ( 88 , 8, 8) ( 79 , 19, 6) ( 75 , 15, 6) 
2.40 , 0.90 ( 99 , 9, 9) ( 79, 19, 6) ( 79 , 19, 6) 
2.40, 0.85 ( 88 , 8, 8) ( 79, 19, 6) ( 74 , 14, 6) 
2.40, 0.80 ( 88 , 8, 8) ( 79, 19, 6) ( 71 , 11 , 6) 
2.50 , 0.90 ( 88, 8, 8) ( 79, 19, 6) ( 74 , 14, 6) 
2.50 , 0.85 ( 88, 8, 8) ( 79, 19, 6) ( 69, 19, 5) 
2.50, 0.80 ( 77, 7, 7) ( 66, 16, 5) ( 64, 14, 5) 
2.60 , 0.90 ( 88 , 8, 8) ( 79, 19, 6) ( 68 , 18, 5) 
2.60 , 0.85 ( 77, 7, 7) ( 66 , 16, 5) ( 63 , 13 , 5) 
2.60 , 0.80 ( 77, 7, 7) ( 66 , 16, 5) ( 60, 10, 5) 
2.70 , 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 63 , 13, 5) 
2.70, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 60, 10, 5) 
2.70, 0.80 ( 66 , 6, 6) ( 66 , 16, 5) ( 57, 17, 4) 
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Table 9: The required sample size for given all-pairs power (rn = 10, r = 5) 
Parameters Equal Square Root Optimal 
~) 1- (3 (N, n0 , n) (N, no, n) (N, no, n) 
1.80, 0.90 (165 , 15 , 15) (145, 35, 11) (135 , 25, 11) 
1.80, 0.85 (154, 14, 14) (132, 32, 10) (125, 25, 10) 
1.80, 0.80 (143, 13, 13) (119, 29, 9) (117, 27, 9) 
1.90, 0.90 (143, 13, 13) (132, 32, 10) (121, 31 , 9) 
1.90, 0.85 (132, 12, 12) (119, 29, 9) (112, 22 , 9) 
1.90, 0.80 (121, 11, 11) (106 , 26, 8) (106, 26, 8) 
2.00 , 0.90 (132, 12, 12) (119, 29 , 9) (110, 20, 9) 
2.00 , 0.85 (121, 11 , 11) (106, 26 , 8) (101 , 21 , 8) 
2.00 , 0.80 (110, 10, 10) (106 , 26 , 8) ( 97, 17, 8) 
2.10 , 0.90 (121 , 11, 11) (106, 26, 8) (100, 20, 8) 
2.10, 0.85 (110, 10, 10) ( 93, 23, 7) ( 93, 23 , 7) 
2.10, 0.80 (110, 10, 10) ( 93, 23, 7) ( 87, 17, 7) 
2.20, 0.90 (110, 10, 10) ( 93, 23, 7) ( 91 , 21, 7) 
2.20, 0.85 ( 99, 9, 9) ( 93, 23, 7) ( 85 , 15, 7) 
2.20, 0.80 ( 99, 9, 9) ( 93, 23, 7) ( 80, 20, 6) 
2.30, 0.90 ( 99, 9, 9) ( 93, 23, 7) ( 85, 15, 7) 
2.30, 0.85 ( 99, 9, 9) ( 79 , 19, 6) ( 78 , 18, 6) 
2.30 , 0.80 ( 88 , 8, 8) ( 79, 19, 6) ( 74, 14, 6) 
2.40, 0.90 ( 99, 9, 9) ( 79, 19, 6) ( 77, 17, 6) 
2.40 , 0.85 ( 88, 8, 8) ( 79, 19, 6) ( 73 , 13, 6) 
2.40 , 0.80 ( 77, 7, 7) ( 79, 19, 6) ( 68 , 18, 5) 
2.50, 0.90 ( 88, 8, 8) ( 79, 19, 6) ( 73, 13, 6) 
2.50, 0.85 ( 77, 7, 7) ( 79, 19, 6) ( 67, 17, 5) 
2.50, 0.80 ( 77, 7, 7) ( 66, 16, 5) ( 63 , 13, 5) 
2.60, 0.90 ( 88, 8, 8) ( 79, 19, 6) ( 67, 17, 5) 
2.60, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 62 , 12, 5) 
2.60, 0.80 ( 77, 7, 7) ( 66, 16, 5) ( 60 , 10, 5) 
2.70, 0.90 ( 77, 7, 7) ( 66 , 16, 5) ( 62 , 12 , 5) 
2.70, 0.85 ( 66 , 6, 6) ( 66 , 16, 5) ( 59, 9, 5) 
2.70, 0.80 ( 66 , 6, 6) ( 66 , 16, 5) ( 55, 15 , 4) 
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Table 10: The required sample size for given all-pairs power (m= 10, r = 8) 
Parameters Equal Square Root Optimal 
~ ) 1 - (J (N, n0 , n) (N, no, n) (N, no , n) 
1.80, 0.90 (154, 14, 14) (132, 32 , 10) (130 , 30, 10) 
1.80, 0.85 (143, 13, 13) (132, 32 , 10) (121 , 21, 10) 
1.80, 0.80 (132 , 12 , 12) (119 , 29 , 9) (113 , 23 , 9) 
1.90, 0.90 (143 , 13, 13) (119 , 29 , 9) (117, 27, 9) 
1.90, 0.85 (132, 12, 12) (119, 29, 9) (109, 19, 9) 
1.90, 0.80 (121, 11 , 11) (106, 26, 8) (101 , 21 , 8) 
2.00 , 0.90 (132 , 12, 12) (106 , 26 , 8) (106 , 26 , 8) 
2.00, 0.85 (121, 11, 11) (106 , 26 , 8) ( 98 , 18, 8) 
2.00, 0.80 (110, 10, 10) ( 93, 23 , 7) ( 92 , 22 , 7) 
2.10, 0.90 (121, 11, 11) (106, 26 , 8) ( 97, 17, 8) 
2.10, 0.85 (110 , 10, 10) ( 93, 23 , 7) ( 89 , 19, 7) 
2.10 , 0.80 ( 99 , 9, 9) ( 93 , 23 , 7) ( 85 , 15, 7) 
2.20 , 0.90 (110 , 10, 10) ( 93 , 23 , 7) ( 88 , 18, 7) 
2.20 , 0.85 ( 99 , 9, 9) ( 93 , 23 , 7) ( 83 , 13, 7) 
2.20 , 0.80 ( 88 , 8, 8) ( 79, 19, 6) ( 77, 17, 6) 
2.30, 0.90 ( 99, 9, 9) ( 93, 23, 7) ( 82, 22, 6) 
2.30 , 0.85 ( 88, 8, 8) ( 79, 19, 6) ( 75 , 15, 6) 
2.30 , 0.80 ( 88, 8, 8) ( 79, 19, 6) ( 72 , 12, 6) 
2.40, 0.90 ( 88, 8, 8) ( 79, 19, 6) ( 75 , 15, 6) 
2.40, 0.85 ( 88 , 8, 8) ( 79, 19, 6) ( 71 , 11 , 6) 
2.40, 0.80 ( 77, 7, 7) ( 66, 16, 5) ( 65 , 15, 5) 
2.50 , 0.90 ( 88 , 8, 8) ( 79, 19, 6) ( 71 , 11 , 6) 
2.50, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 64, 14, 5) 
2.50 , 0.80 ( 77, 7, 7) ( 66 , 16 , 5) ( 61 , 11 , 5) 
2.60 , 0.90 ( 77, 7, 7) ( 66 , 16, 5) ( 64, 14, 5) 
2.60 , 0.85 ( 77, 7, 7) ( 66 , 16, 5) ( 60, 10, 5) 
2.60 , 0.80 ( 66 , 6, 6) ( 66 , 16, 5) ( 58, 8, 5) 
2.70, 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 61 , 11 , 5) 
2.70 , 0.85 ( 66, 6, 6) ( 66, 16, 5) ( 57, 17, 4) 
2.70, 0.80 ( 66, 6, 6) ( 53 , 13, 4) ( 52 , 12, 4) 
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3.2 The required sample size for a pre-assigned any-pair 
power 
We evaluate and tabulate the required sample size to achieve the pre-assigned any-
pair power under equal allocation, square root allocation and optimal allocation 
for selected values of~' {3, m, r. Most of the characteristics are similar to those 
found in the previous subsection. 
The any-pair power is the less stringent among the three aforementioned re-
quirement and so requires smaller sample size to attain the same level of power. 
The total sample size using equal allocation is almost twice as the one com-
puted using the square root allocation and optimal allocation. When ~ is large, 
the square root allocation scheme is nearly as good as the optimal allocation 
scheme. That is , the square root allocation approximates the optimal sample 
size well. Nevertheless, it is still rare to obtain the optimal sample size using the 
square root allocation rule. 
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Table 11: The required sample size for given any-pair power (m= 20, r = 5) 
Parameters Equal Square Root Optimal 
~) 1 - {3 (N, no , n) (N, no , n) (N, n0 , n ) 
1.00, 0.90 (294, 14, 14) (147, 27, 6) (132 , 32 , 5) 
1.00, 0.85 (252 , 12, 12) (123 , 23 , 5) (115 , 35 , 4) 
1.00, 0.80 (210, 10, 10) (123 , 23 , 5) (104, 24, 4) 
1.10, 0.90 (231 , 11 , 11) (123 , 23 , 5) (110 , 30, 4) 
1.10, 0.85 (210 , 10, 10) (123 , 23 , 5) (100 , 20 , 4) 
1.10, 0.80 (189 , 9, 9) ( 98 , 18, 4) ( 88 , 28 , 3) 
1.20, 0.90 (210 , 10, 10) (123 , 23, 5) ( 99, 19, 4) 
1.20, 0.85 (168, 8, 8) ( 98 , 18, 4) ( 84 , 24, 3) 
1.20, 0.80 (168, 8, 8) ( 98, 18, 4) ( 77, 17, 3) 
1.30, 0.90 (168 , 8, 8) ( 98, 18, 4) ( 83 , 23 , 3) 
1.30, 0.85 (147, 7, 7) ( 98 , 18, 4) ( 76 , 16, 3) 
1.30, 0.80 (147, 7, 7) ( 74, 14, 3) ( 72 , 12, 3) 
1.40, 0.90 (147, 7, 7) ( 98, 18, 4) ( 76, 16, 3) 
1.40, 0.85 (126 , 6, 6) ( 74 , 14, 3) ( 71 , 11 , 3) 
1.40, 0.80 (126, 6, 6) ( 74, 14, 3) ( 61 , 21 , 2) 
1.50, 0.90 (147, 7, 7) ( 74, 14, 3) ( 72 , 12 , 3) 
1.50, 0.85 (126, 6, 6) ( 74, 14, 3) ( 61 , 21 , 2) 
1.50, 0.80 (105 , 5, 5) ( 74, 14, 3) ( 55 , 15, 2) 
1.60, 0.90 (126 , 6, 6) ( 74, 14, 3) ( 62 , 22 , 2) 
1.60, 0.85 (105 , 5, 5) ( 74, 14, 3) ( 55 , 15, 2) 
1.60, 0.80 (105 , 5, 5) ( 74, 14, 3) ( 51 , 11 , 2) 
1.70, 0.90 (105 , 5, 5) ( 74, 14, 3) ( 56, 16, 2) 
1.70, 0.85 (105, 5, 5) ( 74, 14, 3) ( 51 , 11 , 2) 
1.70, 0.80 ( 84, 4, 4) ( 49, 9, 2) ( 48, 8, 2) 
1.80, 0.90 (105 , 5, 5) ( 74, 14, 3) ( 52 , 12, 2) 
1.80, 0.85 ( 84 , 4, 4) ( 49 , 9, 2) ( 49, 9, 2) 
1.80, 0.80 ( 84, 4, 4) ( 49 , 9, 2) ( 47, 7, 2) 
1.90, 0.90 ( 84, 4, 4) ( 74, 14, 3) ( 50 , 10, 2) 
1.90, 0.85 ( 84, 4, 4) ( 49, 9, 2) ( 47, 7, 2) 
1.90, 0.80 ( 84, 4, 4) ( 49, 9, 2) ( 46, 6, 2) 
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Table 12: The required sample size for given any-pair power (m= 20, r = 10) 
Parameters 
































(N, n0 , n) 
(273, 13, 13) 
(231, 11, 11) 
(210, 10, 10) 
(231, 11, 11) 
(189, 9, 9) 
(168, 8, 8) 
(189, 9, 9) 
(168, 8, 8) 
(147, 7, 7) 
(168, 8, 8) 
(147, 7, 7) 
(126, 6, 6) 
(147, 7, 7) 
(126, 6, 6) 
(105, 5, 5) 
(126, 6, 6) 
(105, 5, 5) 
(105, 5, 5) 
(126, 6, 6) 
(105, 5, 5) 
( 84, 4, 4) 
(105, 5, 5) 
( 84, 4, 4) 
( 84, 4, 4) 
(105, 5, 5) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 63, 3, 3) 
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Square Root 
(N, no, n) 
(147, 27, 6) 
(123, 23, 5) 
(123, 23, 5) 
(123, 23, 5) 
( 98, 18, 4) 
( 98, 18, 4) 
( 98, 18, 4) 
( 98, 18, 4) 
( 74, 14, 3) 
( 98, 18, 4) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74 , 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 49, 9, 2) 
( 74, 14, 3) 
( 49, 9, 2) 
( 49, 9, 2) 
( 74, 14, 3) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
Optimal 
(N, no, n) 
(126, 46, 4) 
(108, 28, 4) 
(100, 20, 4) 
(105, 25, 4) 
( 94, 34, 3) 
( 82, 22 , 3) 
( 91, 31, 3) 
( 80, 20, 3) 
( 74, 14, 3) 
( 80, 20, 3) 
( 73, 13, 3) 
( 67, 27, 2) 
( 74, 14, 3) 
( 65, 25, 2) 
(57, 17, 2) 
( 66, 26, 2) 
( 57, 17, 2) 
( 52 , 12, 2) 
( 58, 18, 2) 
( 52, 12, 2) 
( 49, 9, 2) 
( 53, 13, 2) 
( 49, 9, 2) 
( 47, 7, 2) 
( 50, 10, 2) 
( 48, 8, 2) 
( 46, 6, 2) 
( 48, 8, 2) 
( 46, 6, 2) 
( 45, 5, 2) 
Table 13: The required sample size for given any-pair power (m= 20, r = 15) 
Parameters 
































(N, n0 , n) 
(252, 12, 12) 
(231, 11, 11) 
(189, 9, 9) 
(210, 10, 10) 
(189, 9, 9) 
(168, 8, 8) 
(189, 9, 9) 
(168, 8, 8) 
(147, 7, 7) 
(168, 8, 8) 
(147, 7, 7) 
(126, 6, 6) 
(147, 7, 7) 
(126, 6, 6) 
(105, 5, 5) 
(126, 6, 6) 
(105, 5, 5) 
(105, 5, 5) 
(105, 5, 5) 
(105, 5, 5) 
( 84, 4, 4) 
(105, 5, 5) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 84, 4, 4) 
( 63, 3, 3) 
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Square Root 
(N, no, n) 
(123, 23, 5) 
(123, 23, 5) 
( 98, 18, 4) 
(123, 23, 5) 
( 98, 18, 4) 
( 98, 18, 4) 
( 98, 18, 4) 
( 98, 18, 4) 
( 74, 14, 3) 
( 98, 18, 4) 
( 74, 14, 3) 
( 74 , 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 74, 14, 3) 
( 49, 9, 2) 
( 74, 14, 3) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
( 49, 9, 2) 
Optimal 
(N, n0 , n) 
(117, 37, 4) 
(104, 24, 4) 
( 93, 33, 3) 
(102, 22, 4) 
( 87, 27, 3) 
( 78, 18, 3) 
( 86 , 26, 3) 
( 77, 17, 3) 
( 72 , 12 , 3) 
( 77, 17, 3) 
( 72 , 12 , 3) 
( 61, 21 , 2) 
( 72 , 12, 3) 
( 61 , 21, 2) 
( 54 , 14, 2) 
( 62 , 22 , 2) 
( 54, 14, 2) 
( 50, 10, 2) 
( 55 , 15, 2) 
( 51, 11 , 2) 
( 48, 8, 2) 
( 52, 12, 2) 
( 48, 8, 2) 
( 46, 6, 2) 
( 49, 9, 2) 
( 47, 7, 2) 
( 45, 5, 2) 
( 47, 7, 2) 
( 46, 6, 2) 
( 44, 24, 1) 
Table 14: The required sample size for given any-pair power (m= 15, r = 5) 
Parameters Equal Square Root Optimal 
~' 1- {3 (N, n0 , n) (N, no, n) (N, no , n) 
1.00, 0.90 (224, 14, 14) (133, 28 , 7) (111 , 36, 5) 
1.00, 0.85 (192 , 12, 12) (114, 24, 6) ( 99, 24, 5) 
1.00, 0.80 (176 , 11 , 11) ( 95 , 20, 5) ( 87, 27, 4) 
1.10, 0.90 (192 , 12 , 12) (114 , 24, 6) ( 95 , 35 , 4) 
1.10, 0.85 (160 , 10, 10) ( 95 , 20 , 5) ( 83, 23 , 4) 
1.10, 0.80 (144 , 9, 9) ( 76 , 16 , 4) ( 76 , 16, 4) 
1.20, 0.90 (160, 10, 10) ( 95, 20, 5) ( 81 , 21 , 4) 
1.20, 0.85 (144 , 9, 9) ( 76, 16, 4) ( 73, 28 , 3) 
1.20, 0.80 (128, 8, 8) ( 76, 16, 4) ( 64 , 19, 3) 
1.30, 0.90 (144, 9, 9) ( 76 , 16, 4) ( 72 , 27, 3) 
1.30, 0.85 (112, 7, 7) ( 76, 16, 4) ( 63, 18, 3) 
1.30, 0.80 (112, 7, 7) ( 76, 16, 4) ( 58 , 13, 3) 
1.40, 0.90 (128, 8, 8) ( 76, 16, 4) ( 63 , 18, 3) 
1.40, 0.85 (112, 7, 7) ( 57, 12 , 3) ( 57, 12 , 3) 
1. 40, 0.80 ( 96, 6, 6) ( 57, 12 , 3) ( 54, 24 , 2) 
1.50, 0.90 (112 , 7, 7) ( 76 , 16, 4) ( 58 , 13, 3) 
1.50, 0.85 ( 96 , 6, 6) ( 57, 12, 3) ( 53 , 23, 2) 
1.50, 0.80 ( 80 , 5, 5) ( 57, 12, 3) ( 46 , 16, 2) 
1.60, 0.90 ( 96, 6, 6) ( 57, 12, 3) ( 55 , 25 , 2) 
1.60, 0.85 ( 80 , 5, 5) ( 57, 12 , 3) ( 47, 17, 2) 
1.60, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 42, 12, 2) 
1.70, 0.90 ( 80, 5, 5) ( 57, 12, 3) ( 48, 18, 2) 
1.70, 0.85 ( 80, 5, 5) ( 57, 12, 3) ( 42 , 12, 2) 
1.70, 0.80 ( 64 , 4, 4) ( 57, 12, 3) ( 39, 9, 2) 
1.80, 0.90 ( 80, 5, 5) ( 57, 12 , 3) ( 44, 14, 2) 
1.80, 0.85 ( 64, 4, 4) ( 57, 12 , 3) ( 40, 10, 2) 
1.80, 0.80 ( 64 , 4, 4) ( 38, 8, 2) ( 37, 7, 2) 
1.90, 0.90 ( 80 , 5, 5) ( 57, 12, 3) ( 41, 11 , 2) 
1.90, 0.85 ( 64, 4, 4) ( 38, 8, 2) ( 38, 8, 2) 
1.90, 0.80 ( 64 , 4, 4) ( 38, 8, 2) ( 37, 7, 2) 
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Table 15: The required sample size for given any-pair power (m = 15, r = 8) 
Parameters Equal Square Root Optimal 
~ ' 1 - /3 (N, no, n) (N, no, n) (N, no, n) 
1.00, 0.90 (208, 13, 13) (114, 24 , 6) (106 , 31 , 5) 
1.00, 0.85 (176, 11, 11) (114, 24, 6) ( 94, 34, 4) 
1.00, 0.80 (160, 10, 10) ( 95 , 20, 5) ( 83, 23, 4) 
1.10, 0.90 (176, 11, 11) ( 95, 20, 5) ( 90, 30, 4) 
1.10, 0.85 (160, 10, 10) ( 95, 20 , 5) ( 80, 20 , 4) 
1.10, 0.80 (128 , 8, 8) ( 76 , 16, 4) ( 72 , 27, 3) 
1.20, 0.90 ( 160, 10, 10) ( 95 , 20 , 5) ( 79 , 19, 4) 
1.20, 0.85 (128 , 8, 8) ( 76, 16, 4) ( 69 , 24, 3) 
1.20, 0.80 (112 , 7, 7) ( 76 , 16, 4) ( 61 , 16, 3) 
1.30, 0.90 (128 , 8, 8) ( 76 , 16, 4) ( 68 , 23 , 3) 
1.30, 0.85 (112 , 7, 7) ( 76, 16, 4) ( 60 , 15, 3) 
1.30, 0.80 ( 96 , 6, 6) ( 57, 12 , 3) ( 56 , 11 , 3) 
1.40, 0.90 (112, 7, 7) ( 76 , 16, 4) ( 61 , 16, 3) 
1.40, 0.85 ( 96, 6, 6) ( 57, 12 , 3) ( 56, 11 , 3) 
1.40, 0.80 ( 96, 6, 6) ( 57, 12, 3) ( 50, 20, 2) 
1.50, 0.90 ( 96, 6, 6) ( 57, 12 , 3) ( 57, 12, 3) 
1.50, 0.85 ( 96, 6, 6) ( 57, 12, 3) ( 50 , 20 , 2) 
1.50, 0.80 ( 80 , 5, 5) ( 57, 12, 3) ( 44, 14, 2) 
1.60, 0.90 ( 96, 6, 6) ( 57, 12, 3) ( 51, 21 , 2) 
1.60, 0.85 ( 80, 5, 5) ( 57, 12 , 3) ( 44 , 14, 2) 
1.60, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 41, 11 , 2) 
1.70, 0.90 ( 80, 5, 5) ( 57, 12, 3) ( 46, 16, 2) 
1.70, 0.85 ( 80 , 5, 5) ( 57, 12, 3) ( 41, 11 , 2) 
1.70, 0.80 ( 64 , 4, 4) ( 38, 8, 2) ( 38, 8, 2) 
1.80, 0.90 ( 80, 5, 5) ( 57, 12 , 3) ( 42, 12, 2) 
1.80, 0.85 ( 64, 4, 4) ( 57, 12 , 3) ( 39, 9, 2) 
1.80, 0.80 ( 64, 4, 4) ( 38, 8, 2) ( 37, 7, 2) 
1.90, 0.90 ( 64 , 4, 4) ( 57, 12 , 3) ( 40, 10, 2) 
1.90, 0.85 ( 64, 4, 4) ( 38, 8, 2) ( 37, 7, 2) 
1.90, 0.80 ( 64 , 4, 4) ( 38, 8, 2) ( 37, 7, 2) 
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Table 16: The required sample size for given any-pair power (rn = 15, r = 12) 
Parameters 
































(N, n0 , n) 
(208, 13, 13) 
(176, 11, 11) 
(144, 9, 9) 
(176, 11, 11) 
(144, 9, 9) 
(128 , 8, 8) 
(144, 9, 9) 
(128 , 8, 8) 
(112 , 7, 7) 
(128 , 8, 8) 
(112, 7, 7) 
( 96, 6, 6) 
(112, 7, 7) 
( 96 , 6, 6) 
( 80 , 5, 5) 
( 96 , 6, 6) 
( 80, 5, 5) 
( 80 , 5, 5) 
( 80 , 5, 5) 
( 80 , 5, 5) 
( 64, 4, 4) 
( 80, 5, 5) 
( 64, 4, 4) 
( 64, 4, 4) 
( 80, 5, 5) 
( 64 , 4, 4) 
( 64, 4, 4) 
( 64, 4, 4) 
( 64, 4, 4) 
( 48, 3, 3) 
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Square Root 
(N, no, n) 
(114, 24, 6) 
( 95, 20, 5) 
( 95, 20, 5) 
( 95, 20 , 5) 
( 95 , 20, 5) 
( 76, 16, 4) 
( 76, 16, 4) 
( 76, 16, 4) 
( 76, 16, 4) 
( 76, 16, 4) 
( 76, 16, 4) 
( 57, 12 , 3) 
( 76, 16, 4) 
( 57, 12 , 3) 
( 57, 12, 3) 
( 57, 12, 3) 
( 57, 12 , 3) 
( 57, 12 , 3) 
( 57, 12, 3) 
( 57, 12, 3) 
( 57, 12, 3) 
( 57, 12, 3) 
( 57, 12, 3) 
( 38, 8, 2) 
( 57, 12, 3) 
( 38 , 8, 2) 
( 38, 8, 2) 
( 38, 8, 2) 
( 38 , 8, 2) 
( 38 , 8, 2) 
Optimal 
(N, no , n) 
(101 , 26 , 5) 
( 87, 27, 4) 
( 79, 19, 4) 
( 85, 25 , 4) 
( 77, 17, 4) 
( 66, 21 , 3) 
( 76 , 16, 4) 
( 64, 19, 3) 
( 59 , 14, 3) 
( 64, 19, 3) 
( 58, 13, 3) 
( 55, 25 , 2) 
( 59 , 14, 3) 
( 54 , 24, 2) 
( 46, 16, 2) 
( 55 , 25 , 2) 
( 46 , 16, 2) 
( 42, 12, 2) 
( 48 , 18 , 2) 
( 42 , 12, 2) 
( 39, 9, 2) 
( 43 , 13, 2) 
( 39, 9, 2) 
( 37, 7, 2) 
( 40 , 10, 2) 
( 38 , 8, 2) 
( 37, 7, 2) 
( 38 , 8, 2) 
( 37, 7, 2) 
( 37, 7, 2) 
Table 17: The required sample size for given any-pair power (m= 10, r = 3) 
Parameters Equal Square Root Optimal 
~' 1 - {3 (N, n0 , n) (N, no, n) (N, n0 , n) 
1.00, 0.90 (154, 14, 14) (106, 26 , 8) ( 92, 32, 6) 
1.00, 0.85 (132, 12, 12) ( 93, 23, 7) ( 81, 31, 5) 
1.00, 0.80 (121, 11, 11) ( 79, 19, 6) ( 72 , 22, 5) 
1.10, 0.90 (132, 12, 12) ( 93, 23 , 7) ( 78, 28, 5) 
1.10, 0.85 (121, 11 , 11) ( 79, 19, 6) ( 69, 19, 5) 
1.10, 0.80 ( 99 , 9, 9) ( 66 , 16 , 5) ( 61 , 21 , 4) 
1.20, 0.90 (110, 10, 10) ( 79 , 19, 6) ( 68 , 28, 4) 
1.20, 0.85 ( 99 , 9, 9) ( 66, 16, 5) ( 59 , 19, 4) 
1.20, 0.80 ( 88, 8, 8) ( 66 , 16, 5) ( 54, 14, 4) 
1.30, 0.90 ( 99 , 9, 9) ( 66 , 16, 5) ( 59 , 19, 4) 
1.30, 0.85 ( 88, 8, 8) ( 53, 13, 4) ( 53 , 13, 4) 
1.30, 0.80 ( 77, 7, 7) ( 53, 13, 4) ( 47, 17, 3) 
1.40, 0.90 ( 88 , 8, 8) ( 53, 13, 4) ( 53 , 13, 4) 
1.40, 0.85 ( 77, 7, 7) ( 53, 13, 4) ( 46, 16, 3) 
1.40, 0.80 ( 66, 6, 6) ( 53, 13, 4) ( 42, 12, 3) 
1.50, 0.90 ( 77, 7, 7) ( 53, 13, 4) ( 47, 17, 3) 
1.50, 0.85 ( 66, 6, 6) ( 53, 13, 4) ( 42, 12, 3) 
1.50, 0.80 ( 66 , 6, 6) ( 40, 10, 3) ( 39, 9, 3) 
1.60, 0.90 ( 66 , 6, 6) ( 53, 13, 4) ( 42, 12 , 3) 
1.60, 0.85 ( 66 , 6, 6) ( 40, 10, 3) ( 39, 9, 3) 
1.60, 0.80 ( 55, 5, 5) ( 40, 10, 3) ( 36, 16 , 2) 
1.70, 0.90 ( 66, 6, 6) ( 40, 10, 3) ( 40, 10, 3) 
1.70, 0.85 ( 55 , 5, 5) ( 40, 10, 3) ( 36, 16, 2) 
1.70, 0.80 ( 55 , 5, 5) ( 40, 10, 3) ( 32 , 12, 2) 
1.80, 0.90 ( 55, 5, 5) ( 40, 10, 3) ( 38, 18, 2) 
1.80, 0.85 ( 55, 5, 5) ( 40, 10, 3) ( 32, 12, 2) 
1.80, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12, 2) 
1.90, 0.90 ( 55 , 5, 5) ( 40, 10, 3) ( 34, 14, 2) 
1.90, 0.85 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12, 2) 
1.90, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12 , 2) 
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Table 18: The required sample size for given any-pair power (m= 10, r = 5) 
Parameters Equal Square Root Optimal 
~ ' 1- {3 (N, no , n) (N, n 0 , n) (N, no , n) 
1.00, 0.90 (154, 14, 14) ( 93, 23 , 7) ( 88 , 28 , 6) 
1.00, 0.85 (132, 12 , 12) ( 93 , 23 , 7) ( 77, 27, 5) 
1.00, 0. 80 (121 , 11 , 11) ( 79 , 19, 6) ( 69 , 19, 5) 
1.10, 0.90 (132 , 12, 12) ( 79 , 19, 6) ( 75 , 25 , 5) 
1.10, 0.85 (110, 10, 10) ( 79 , 19, 6) ( 66 , 26 , 4) 
1.10, 0.80 ( 99 , 9, 9) ( 66, 16, 5) ( 58 , 18, 4) 
1.20, 0.90 (110, 10, 10) ( 79, 19, 6) ( 65 , 25 , 4) 
1.20, 0.85 ( 99 , 9, 9) ( 66, 16, 5) ( 57, 17, 4) 
1.20, 0.80 ( 88 , 8, 8) ( 53, 13, 4) ( 52 , 22 , 3) 
1.30, 0.90 ( 99, 9, 9) ( 66, 16, 5) ( 57, 17, 4) 
1.30, 0.85 ( 88 , 8, 8) ( 53, 13, 4) ( 50, 20 , 3) 
1.30, 0.80 ( 77, 7, 7) ( 53, 13, 4) ( 44, 14, 3) 
1.40, 0.90 ( 88, 8, 8) ( 53 , 13, 4) ( 51 , 21 , 3) 
1.40, 0.85 ( 77, 7, 7) ( 53 , 13, 4) ( 44, 14, 3) 
1.40, 0.80 ( 66 , 6, 6) ( 40, 10, 3) ( 40, 10, 3) 
1.50, 0.90 ( 77, 7, 7) ( 53, 13, 4) ( 45, 15 , 3) 
1.50, 0.85 ( 66, 6, 6) ( 40 , 10, 3) ( 40 , 10, 3) 
1.50, 0.80 ( 55 , 5, 5) ( 40 , 10, 3) ( 38, 18, 2) 
1.60, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 41, 11, 3) 
1.60, 0.85 ( 55, 5, 5) ( 40 , 10, 3) ( 38, 8, 3) 
1.60, 0.80 ( 55, 5, 5) ( 40 , 10, 3) ( 33, 13, 2) 
1.70, 0.90 ( 66, 6, 6) ( 40, 10, 3) ( 39, 9, 3) 
1.70, 0.85 ( 55 , 5, 5) ( 40, 10, 3) ( 34, 14, 2) 
1.70, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 32 , 12, 2) 
1.80, 0.90 ( 55 , 5, 5) ( 40, 10, 3) ( 35 , 15 , 2) 
1.80, 0.85 ( 44, 4, 4) ( 40, 10, 3) ( 32 , 12, 2) 
1.80, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12 , 2) 
1.90, 0.90 ( 55 , 5, 5) ( 40 , 10, 3) ( 32 , 12 , 2) 
1.90, 0.85 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12, 2) 
1.90, 0.80 ( 44, 4, 4) ( 27, 7, 2) ( 27, 7, 2) 
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Table 19: The required sample size for given any-pair power (m= 10, r = 8) 
Parameters Equal Square Root Optimal 
~' 1- {3 (N, n0 , n) (N, no, n) (N, no, n) 
1.00, 0.90 (143, 13, 13) ( 93, 23, 7) ( 84, 34, 5) 
1.00, 0.85 (121, 11, 11) ( 79, 19, 6) ( 72, 22, 5) 
1.00, 0.80 (110, 10, 10) ( 66, 16, 5) ( 64, 24, 4) 
1.10, 0.90 (121, 11, 11) ( 79, 19, 6) ( 71, 21, 5) 
1.10, 0.85 ( 99, 9, 9) ( 66, 16, 5) ( 61, 21, 4) 
1.10, 0.80 ( 88, 8, 8) ( 66, 16, 5) ( 55, 15, 4) 
1.20, 0.90 ( 99, 9, 9) ( 66, 16, 5) ( 60 , 20 , 4) 
1.20, 0.85 ( 88, 8, 8) ( 66, 16, 5) ( 54, 14 , 4) 
1.20, 0.80 ( 77, 7, 7) ( 53, 13 , 4) ( 47, 17, 3) 
1.30, 0.90 ( 88, 8, 8) ( 66, 16, 5) ( 54, 14, 4) 
1.30, 0.85 ( 77, 7, 7) ( 53, 13, 4) ( 46, 16, 3) 
1.30, 0.80 ( 66, 6, 6) ( 53, 13, 4) ( 42, 12, 3) 
1.40, 0.90 ( 77, 7, 7) ( 53, 13, 4) ( 47, 17, 3) 
1.40, 0.85 ( 66, 6, 6) ( 53, 13, 4) ( 42, 12, 3) 
1.40, 0.80 ( 66, 6, 6) ( 40, 10, 3) ( 39, 9, 3) 
1.50, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 42, 12, 3) 
1.50, 0.85 ( 66, 6, 6) ( 40, 10, 3) ( 39, 9, 3) 
1.50, 0.80 ( 55, 5, 5) ( 40, 10, 3) ( 35, 15, 2) 
1.60, 0.90 ( 66, 6, 6) ( 40, 10, 3) ( 40 , 10, 3) 
1.60, 0.85 ( 55 , 5, 5) ( 40, 10, 3) ( 35, 15, 2) 
1.60, 0.80 ( 55, 5, 5) ( 40, 10, 3) ( 32, 12, 2) 
1.70, 0.90 ( 55, 5, 5) ( 40, 10, 3) ( 37, 17, 2) 
1.70, 0.85 ( 55, 5, 5) ( 40, 10, 3) ( 32, 12, 2) 
1.70, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12, 2) 
1.80, 0.90 ( 55, 5, 5) ( 40, 10, 3) ( 33, 13, 2) 
1.80, 0.85 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12, 2) 
1.80, 0.80 ( 44, 4, 4) ( 27, 7, 2) ( 27, 7, 2) 
1.90, 0.90 ( 44, 4, 4) ( 40, 10, 3) ( 32 , 12, 2) 
1.90, 0.85 ( 44, 4, 4) ( 40, 10, 3) ( 32, 12 , 2) 
1.90, 0.80 ( 44, 4, 4) ( 27, 7, 2) ( 27, 7, 2) 
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3.3 The required sample size for a pre-assigned average 
power 
We evaluate the required sample size to achieve the pre-assigned average power 
under the three allocation schemes. As expected, the characteristics and trends 
provided in the following tables are very similar to those given earlier. 
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Table 20: The required sample size for given average power (m= 20, r = 5) 
Pararneters Equal Square Root Optimal 
~' 1 - {3 (N, n 0 , n) (N, no, n) (N, no, n) 
1.80, 0.90 (231, 11, 11) (172, 32, 7) (171 , 31, 7) 
1.80, 0.85 (210, 10, 10) (172, 32, 7) (154, 34, 6) 
1.80, 0.80 (189, 9, 9) (147, 27, 6) (140, 20, 6) 
1.90, 0.90 (210, 10, 10) (172, 32, 7) (156, 36, 6) 
1.90, 0.85 (189, 9, 9) (147, 27, 6) (139 , 19, 6) 
1.90, 0.80 (168 , 8, 8) (147, 27, 6) (125, 25 , 5) 
2.00, 0.90 (189, 9, 9) (147, 27, 6) (141 , 21, 6) 
2.00, 0.85 (168, 8, 8) (147, 27, 6) (125 , 25, 5) 
2.00, 0.80 (168 , 8, 8) (123, 23, 5) (115 , 15 , 5) 
2.10 , 0.90 (168 , 8, 8) (147, 27, 6) (128, 28 , 5) 
2.10 , 0.85 (168 , 8, 8) (123 , 23, 5) (115 , 15, 5) 
2.10 , 0.80 (147, 7, 7) (123 , 23, 5) (105 , 25, 4) 
2.20, 0.90 (168, 8, 8) (123 , 23, 5) (117,17,5) 
2.20 , 0.85 (147, 7, 7) (123, 23, 5) (106, 26, 4) 
2.20, 0.80 (126, 6, 6) ( 98, 18, 4) ( 95, 15, 4) 
2.30, 0.90 (147, 7, 7) (123, 23, 5) (112, 12, 5) 
2.30, 0.85 (126, 6, 6) ( 98, 18, 4) ( 96, 16, 4) 
2.30, 0.80 (126, 6, 6) ( 98, 18, 4) ( 90, 10, 4) 
2.40, 0.90 (147, 7, 7) (123, 23, 5) ( 99 , 19, 4) 
2.40, 0.85 (126, 6, 6) ( 98 , 18, 4) ( 91 , 11, 4) 
2.40 , 0.80 (105, 5, 5) ( 98, 18, 4) ( 86 , 26, 3) 
2.50, 0.90 (126 , 6, 6) ( 98 , 18, 4) ( 93 , 13 , 4) 
2.50 , 0.85 (126, 6, 6) ( 98 , 18, 4) ( 88 , 8, 4) 
2.50 , 0.80 (105, 5, 5) ( 98, 18, 4) ( 75 , 15, 3) 
2.60, 0.90 (126, 6, 6) ( 98, 18, 4) ( 90 , 10, 4) 
2.60, 0.85 (105, 5, 5) ( 98, 18, 4) ( 77, 17, 3) 
2.60, 0.80 (105, 5, 5) ( 74, 14, 3) ( 70, 10, 3) 
2.70 , 0.90 (105, 5, 5) ( 98, 18, 4) ( 83 , 23 , 3) 
2.70 , 0.85 (105 , 5, 5) ( 74, 14, 3) ( 72 , 12 , 3) 
2.70, 0.80 ( 84, 4, 4) ( 74, 14, 3) ( 68, 8, 3) 
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Table 21: The required sample size for given average power (m= 20, r = 10) 
Parameters Equal Square Root Optimal 
~' 1- (3 (N, no, n) (N, n0 , n) (N, no, n) 
1.80, 0.90 (231, 11, 11) (172, 32, 7) (167, 27, 7) 
1.80, 0.85 (210, 10, 10) (172, 32, 7) (148, 28, 6) 
1.80, 0.80 (189, 9, 9) (147, 27, 6) (137, 17, 6) 
1.90, 0.90 (210, 10, 10) (172, 32, 7) (151, 31, 6) 
1.90, 0.85 (189, 9, 9) (147, 27, 6) (137, 17, 6) 
1.90, 0.80 (168, 8, 8) (123, 23, 5) (121, 21, 5) 
2.00, 0.90 (189, 9, 9) (147, 27, 6) (138, 18, 6) 
2.00, 0.85 (168, 8, 8) (123, 23, 5) (121, 21 , 5) 
2.00, 0.80 (147, 7, 7) (123, 23, 5) (113, 13, 5) 
2.10, 0.90 (168, 8, 8) (147, 27, 6) (124, 24, 5) 
2.10, 0.85 (147, 7, 7) (123, 23, 5) (114 , 14, 5) 
2.10, 0.80 (147, 7, 7) (123, 23, 5) (101, 21, 4) 
2.20, 0.90 (168, 8, 8) (123, 23, 5) (115, 15, 5) 
2.20, 0.85 (147, 7, 7) (123, 23, 5) (102, 22, 4) 
2.20, 0.80 (126, 6, 6) ( 98, 18, 4) ( 93, 13, 4) 
2.30, 0.90 (147, 7, 7) (123, 23, 5) (107, 27, 4) 
2.30, 0.85 (126, 6, 6) ( 98, 18, 4) ( 94, 14, 4) 
2.30, 0.80 (126, 6, 6) ( 98, 18, 4) ( 89, 9, 4) 
2.40, 0.90 (126, 6, 6) ( 98, 18, 4) ( 96, 16, 4) 
2.40, 0.85 (126, 6, 6) ( 98, 18, 4) ( 90, 10, 4) 
2.40, 0.80 (105, 5, 5) ( 98, 18, 4) ( 80, 20, 3) 
2.50, 0.90 (126, 6, 6) ( 98, 18, 4) ( 92, 12, 4) 
2.50, 0.85 (105, 5, 5) ( 98, 18, 4) ( 84, 24, 3) 
2.50, 0.80 (105, 5, 5) ( 74, 14, 3) ( 73, 13, 3) 
2.60, 0.90 (126, 6, 6) ( 98, 18, 4) ( 89, 9, 4) 
2.60, 0.85 (105, 5, 5) ( 98, 18, 4) ( 75, 15, 3) 
2.60, 0.80 (105, 5, 5) ( 74, 14, 3) ( 69, 9, 3) 
2.70, 0.90 (105, 5, 5) ( 98, 18, 4) ( 79, 19, 3) 
2.70, 0.85 (105, 5, 5) ( 74, 14, 3) ( 70, 10, 3) 
2.70, 0.80 ( 84, 4, 4) ( 74, 14, 3) ( 67, 7, 3) 
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Table 22: The required sample size for given average power (m= 20 , r = 15) 
Parameters Equal Square Root Optimal 
~ ' 1 - (3 (N, no, n) (N, no, n) (N, no , n) 
1.80, 0.90 (231, 11, 11) (172, 32, 7) (163 , 23 , 7) 
1.80, 0.85 (189, 9, 9) (147, 27, 6) (144 , 24 , 6) 
1.80, 0.80 (189 , 9, 9) (147, 27, 6) (133 , 33, 5) 
1.90, 0.90 (210 , 10, 10) (147, 27, 6) (146 , 26 , 6) 
1.90, 0.85 (189 , 9, 9) (147, 27, 6) (132 , 32 , 5) 
1.90, 0.80 ( 168, 8, 8) (123 , 23 , 5) (118 , 18, 5) 
2.00 , 0.90 (189 , 9, 9) (147, 27, 6) (136 , 16, 6) 
2.00, 0.85 (168, 8, 8) (123 , 23 , 5) (118 , 18, 5) 
2.00, 0.80 (147, 7, 7) (123 , 23, 5) (112 , 12, 5) 
2.10 , 0.90 (168, 8, 8) (123, 23, 5) (120, 20 , 5) 
2.10, 0.85 (147, 7, 7) (123 , 23 , 5) (112 , 12 , 5) 
2.10, 0.80 (126, 6, 6) ( 98 , 18, 4) ( 97, 17, 4) 
2.20 , 0.90 (147, 7, 7) (123 , 23 , 5) (114 , 14, 5) 
2.20 , 0.85 (147, 7, 7) ( 98 , 18, 4) ( 98 , 18, 4) 
2.20 , 0.80 (126, 6, 6) ( 98, 18, 4) ( 91 , 11 , 4) 
2.30 , 0.90 (147, 7, 7) (123 , 23 , 5) (102 , 22 , 4) 
2.30 , 0.85 (126 , 6, 6) ( 98 , 18, 4) ( 92 , 12, 4) 
2.30, 0.80 ( 126, 6, 6) ( 98 , 18, 4) ( 88 , 8, 4) 
2.40, 0.90 (126 , 6, 6) ( 98 , 18, 4) ( 94 , 14, 4) 
2.40, 0.85 (126, 6, 6) ( 98 , 18, 4) ( 89, 9, 4) 
2.40 , 0.80 (105, 5, 5) ( 98, 18, 4) ( 76, 16, 3) 
2.50, 0.90 (126, 6, 6) ( 98, 18, 4) ( 90 , 10, 4) 
2.50 , 0.85 (105 , 5, 5) ( 98, 18, 4) ( 79, 19, 3) 
2.50 , 0.80 (105, 5, 5) ( 74, 14, 3) ( 71 , 11 , 3) 
2.60, 0.90 (105 , 5, 5) ( 98 , 18, 4) ( 86 , 26 , 3) 
2.60 , 0.85 (105 , 5, 5) ( 74 , 14, 3) ( 72 , 12, 3) 
2.60 , 0.80 ( 84, 4, 4) ( 74, 14, 3) ( 68 , 8, 3) 
2.70 , 0.90 (105 , 5, 5) ( 98 , 18, 4) ( 76 , 16, 3) 
2.70 , 0.85 (105 , 5, 5) ( 74, 14, 3) ( 69 , 9, 3) 
2.70, 0.80 ( 84, 4, 4) ( 74, 14, 3) ( 66 , 6, 3) 
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Table 23: The required sample size for given average power (m= 15, r = 5) 
Parameters Equal Square Root Optimal 
~ ' 1 - (3 (N, no, n) (N, n0 , n) (N, n 0 , n) 
1.80, 0.90 (176, 11, 11) (133, 28, 7) (130, 25, 7) 
1.80, 0.85 (160, 10, 10) (133, 28, 7) (115, 25, 6) 
1.80, 0.80 (144, 9, 9) (114, 24, 6) (106, 16, 6) 
1.90, 0.90 (160, 10, 10) (133, 28, 7) (118, 28, 6) 
1.90, 0.85 (144, 9, 9) (114, 24, 6) (106, 16, 6) 
1.90, 0.80 (128, 8, 8) ( 95, 20, 5) ( 94, 19, 5) 
2.00, 0.90 (144, 9, 9) (114, 24, 6) (107, 17, 6) 
2.00, 0.85 (128, 8, 8) ( 95, 20, 5) ( 94 , 19, 5) 
2.00, 0.80 (112, 7, 7) ( 95, 20, 5) ( 88 , 13, 5) 
2.10, 0.90 (128, 8, 8) (114 , 24 , 6) ( 97, 22 , 5) 
2.10 , 0.85 (112 , 7, 7) ( 95, 20 , 5) ( 88 , 13, 5) 
2.10, 0.80 (112, 7, 7) ( 95 , 20, 5) ( 79, 19, 4) 
2.20, 0.90 (128, 8, 8) ( 95, 20, 5) ( 90, 15, 5) 
2.20, 0.85 (112, 7, 7) ( 95, 20, 5) ( 80, 20, 4) 
2.20, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 72, 12, 4) 
2.30, 0.90 (112, 7, 7) ( 95, 20, 5) ( 84, 24, 4) 
2.30, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 73, 13, 4) 
2.30, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 69, 9, 4) 
2.40, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 76, 16, 4) 
2.40, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 70, 10, 4) 
2.40, 0.80 ( 80, 5, 5) ( 76 , 16, 4) ( 64, 19, 3) 
2.50, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 71 , 11 , 4) 
2.50, 0.85 ( 80, 5, 5) ( 76, 16, 4) ( 66, 21 , 3) 
2.50, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 57, 12 , 3) 
2.60, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 69, 9, 4) 
2.60, 0.85 ( 80, 5, 5) ( 76, 16, 4) ( 59, 14, 3) 
2.60, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 54, 9, 3) 
2.70, 0.90 ( 80, 5, 5) ( 76, 16, 4) ( 63, 18, 3) 
2.70, 0.85 ( 80, 5, 5) ( 57, 12, 3) ( 55, 10, 3) 
2.70, 0.80 ( 64, 4, 4) ( 57, 12, 3) ( 52 , 7, 3) 
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Table 24: The required sample size for given average power (m= 15, r = 8) 
Parameters Equal Square Root Optimal 
~' 1- {3 (N, n 0 , n) (N, n 0 , n) (N, no, n) 
1.80, 0.90 (176, 11, 11) (133, 28, 7) (127, 22, 7) 
1.80, 0.85 (144, 9, 9) (114, 24, 6) (113, 23, 6) 
1.80, 0.80 (144, 9, 9) (114, 24, 6) (105, 15, 6) 
1.90, 0.90 (160, 10, 10) (114, 24, 6) (114, 24, 6) 
1.90, 0.85 (144, 9, 9) (114, 24, 6) (105, 15, 6) 
1.90, 0.80 (128, 8, 8) ( 95, 20, 5) (92,17,5) 
2.00, 0.90 (144, 9, 9) (114, 24, 6) (106, 16, 6) 
2.00, 0.85 (128, 8, 8) ( 95, 20, 5) (92,17,5) 
2.00, 0.80 (112, 7, 7) ( 95, 20, 5) ( 87, 12, 5) 
2.10, 0.90 (128, 8, 8) ( 95, 20, 5) ( 95, 20, 5) 
2.10, 0.85 (112, 7, 7) ( 95, 20, 5) ( 87, 12, 5) 
2.10, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 76, 16, 4) 
2.20, 0.90 (112, 7, 7) ( 95, 20, 5) ( 88, 13, 5) 
2.20, 0.85 (112, 7, 7) ( 95, 20, 5) ( 77, 17, 4) 
2.20, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 71, 11, 4) 
2.30, 0.90 (112, 7, 7) ( 95, 20, 5) ( 81, 21, 4) 
2.30, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 72, 12, 4) 
2.30, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 68, 8, 4) 
2.40, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 74, 14, 4) 
2.40, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 69, 9, 4) 
2.40, 0.80 ( 80, 5, 5) ( 76, 16, 4) ( 61, 16, 3) 
2.50, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 70, 10, 4) 
2.50, 0.85 ( 80, 5, 5) ( 76, 16, 4) ( 63, 18, 3) 
2.50, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 56, 11, 3) 
2.60, 0.90 ( 80, 5, 5) ( 76, 16, 4) ( 68, 8, 4) 
2.60, 0.85 ( 80, 5, 5) ( 57, 12, 3) ( 57, 12, 3) 
2.60, 0.80 ( 80, 5, 5) ( 57, 12, 3) ( 53 , 8, 3) 
2.70, 0.90 ( 80, 5, 5) ( 76, 16, 4) ( 60, 15, 3) 
2.70, 0.85 ( 80, 5, 5) ( 57, 12, 3) ( 54, 9, 3) 
2.70, 0.80 ( 64, 4, 4) ( 57, 12, 3) ( 51, 6, 3) 
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Table 25 : The required sample size for given average power (m = 15, r = 12) 
Parameters Equal Square Root Optimal 
~ ' 1- {3 (N, n0 , n) (N, no , n) (N, no, n ) 
1.80, 0.90 (160 , 10, 10) (133 , 28, 7) (124, 19, 7) 
1.80, 0.85 (144, 9, 9) (114, 24, 6) (109, 19, 6) 
1.80, 0.80 (128, 8, 8) (114, 24 , 6) ( 99, 24, 5) 
1.90, 0.90 (144, 9, 9) (114, 24, 6) (111 , 21, 6) 
1.90, 0.85 (128 , 8, 8) (114, 24, 6) ( 99, 24, 5) 
1.90, 0.80 (112, 7, 7) ( 95, 20, 5) ( 89 , 14, 5) 
2.00, 0.90 (128, 8, 8) (114, 24, 6) (102 , 27, 5) 
2.00, 0.85 (112, 7, 7) ( 95, 20, 5) ( 90, 15 , 5) 
2.00, 0.80 (112, 7, 7) ( 95 , 20 , 5) ( 82 , 22 , 4) 
2.10, 0.90 (128, 8, 8) ( 95, 20, 5) ( 92 , 17, 5) 
2.10, 0.85 (112 , 7, 7) ( 95, 20 , 5) ( 84, 24, 4) 
2.10, 0.80 ( 96 , 6, 6) ( 76 , 16, 4) ( 74 , 14, 4) 
2.20 , 0.90 (112 , 7, 7) ( 95 , 20 , 5) ( 87, 12, 5) 
2.20, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 74, 14, 4) 
2.20, 0.80 ( 96, 6, 6) ( 76, 16, 4) ( 70, 10, 4) 
2.30, 0.90 (112, 7, 7) ( 95, 20, 5) ( 77, 17, 4) 
2.30, 0.85 ( 96, 6, 6) ( 76, 16, 4) ( 70, 10, 4) 
2.30, 0.80 ( 80, 5, 5) ( 76, 16, 4) ( 66, 21, 3) 
2.40, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 72 , 12, 4) 
2.40, 0.85 ( 80, 5, 5) ( 76, 16, 4) ( 68 , 8, 4) 
2.40, 0.80 ( 80, 5, 5) ( 76, 16, 4) ( 58, 13, 3) 
2.50, 0.90 ( 96, 6, 6) ( 76, 16, 4) ( 69, 9, 4) 
2.50, 0.85 ( 80, 5, 5) ( 76, 16, 4) ( 60 , 15 , 3) 
2.50 , 0.80 ( 80 , 5, 5) ( 57, 12, 3) ( 54, 9, 3) 
2.60 , 0.90 ( 80, 5, 5) ( 76 , 16, 4) ( 64, 19, 3) 
2.60, 0.85 ( 80, 5, 5) ( 57, 12 , 3) ( 55 , 10, 3) 
2.60 , 0.80 ( 64, 4, 4) ( 57, 12, 3) ( 52 , 7, 3) 
2.70, 0.90 ( 80, 5, 5) ( 76, 16, 4) ( 58, 13, 3) 
2.70, 0.85 ( 64, 4, 4) ( 57, 12 , 3) ( 53, 8, 3) 
2.70, 0.80 ( 64, 4, 4) ( 57, 12, 3) ( 51 , 6, 3) 
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Table 26: The required sample size for given average power (m= 10, r = 3) 
Parameters Equal Square Root Optimal 
~' 1- f3 (N, n 0 , n) (N, no, n) (N, no, n) 
1.80, 0.90 (110, 10, 10) ( 93, 23, 7) ( 90, 20 , 7) 
1.80, 0.85 ( 99, 9, 9) ( 93, 23, 7) ( 80, 20 , 6) 
1.80, 0.80 ( 88, 8, 8) ( 79, 19, 6) ( 74 , 14, 6) 
1.90, 0.90 ( 99 , 9, 9) ( 93, 23, 7) ( 82, 22, 6) 
1.90, 0.85 ( 88, 8, 8) ( 79, 19, 6) ( 73, 13, 6) 
1.90, 0.80 ( 88, 8, 8) ( 66, 16, 5) ( 65, 15, 5) 
2.00, 0.90 ( 99, 9, 9) ( 79, 19, 6) ( 75, 15, 6) 
2.00, 0.85 ( 88, 8, 8) ( 66, 16, 5) ( 66, 16, 5) 
2.00, 0.80 ( 77, 7, 7) ( 66, 16, 5) ( 61, 11, 5) 
2.10, 0.90 ( 88, 8, 8) ( 79, 19, 6) ( 68, 18, 5) 
2.10, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 61 , 11, 5) 
2.10, 0.80 ( 66, 6, 6) ( 66, 16, 5) ( 55, 15, 4) 
2.20, 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 63 , 13, 5) 
2.20, 0.85 ( 66, 6, 6) ( 66, 16, 5) ( 56, 16, 4) 
2.20, 0.80 ( 66, 6, 6) ( 53, 13, 4) ( 50 , 10, 4) 
2.30, 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 59, 19, 4) 
2.30, 0.85 ( 66, 6, 6) ( 53, 13, 4) ( 51, 11, 4) 
2.30, 0.80 ( 55, 5, 5) ( 53, 13, 4) ( 48, 8, 4) 
2.40, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 53, 13, 4) 
2.40, 0.85 ( 66, 6, 6) ( 53, 13, 4) ( 49, 9, 4) 
2.40, 0.80 ( 55, 5, 5) ( 53, 13, 4) ( 44, 14, 3) 
2.50, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 50, 10, 4) 
2.50, 0.85 ( 55, 5, 5) ( 53, 13, 4) ( 46, 16, 3) 
2.50, 0.80 ( 55, 5, 5) ( 40, 10, 3) ( 40, 10, 3) 
2.60, 0.90 ( 55, 5, 5) ( 53, 13, 4) ( 48, 8, 4) 
2.60, 0.85 ( 55, 5, 5) ( 53, 13, 4) ( 42, 12, 3) 
2.60, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 38, 8, 3) 
2.70, 0.90 ( 55, 5, 5) ( 53, 13, 4) ( 44, 14, 3) 
2.70, 0.85 ( 55, 5, 5) ( 40, 10, 3) ( 39, 9, 3) 
2.70, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 36, 6, 3) 
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Table 27: The required sample size for given average power ('m = 10, T = 5) 
Parameters Equal Square Root Optimal 
~ ' 1- (3 (N, n0 , n) (N, no, n) (N, no, n) 
1.80, 0.90 (110, 10, 10) ( 93, 23, 7) ( 88, 18, 7) 
1.80, 0.85 ( 99, 9, 9) ( 79, 19, 6) ( 78, 18, 6) 
1.80, 0.80 ( 88, 8, 8) ( 79, 19, 6) ( 72, 12, 6) 
1.90, 0.90 ( 99, 9, 9) ( 79, 19, 6) ( 79, 19, 6) 
1.90, 0.85 ( 88 , 8, 8) ( 79, 19, 6) ( 72, 12, 6) 
1.90, 0.80 ( 77, 7, 7) ( 66 , 16, 5) ( 64 , 14, 5) 
2.00, 0.90 ( 88 , 8, 8) ( 79 , 19, 6) ( 73 , 13, 6) 
2.00, 0.85 ( 77, 7, 7) ( 66 , 16, 5) ( 64 , 14, 5) 
2.00 , 0.80 ( 77, 7, 7) ( 66 , 16, 5) ( 60 , 10, 5) 
2.10 , 0.90 ( 88, 8, 8) ( 66 , 16, 5) ( 66 , 16, 5) 
2.10, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 60, 10, 5) 
2.10, 0.80 ( 66, 6, 6) ( 53, 13, 4) ( 53, 13, 4) 
2.20 , 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 62, 12, 5) 
2.20, 0.85 ( 66, 6, 6) ( 66, 16, 5) ( 54, 14, 4) 
2.20, 0.80 ( 66, 6, 6) ( 53, 13, 4) ( 49 , 9, 4) 
2.30 , 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 57, 17, 4) 
2.30, 0.85 ( 66, 6, 6) ( 53, 13, 4) ( 50, 10, 4) 
2.30 , 0.80 ( 55 , 5, 5) ( 53, 13 , 4) ( 47, 7, 4) 
2.40, 0.90 ( 66 , 6, 6) ( 53, 13, 4) ( 52 , 12 , 4) 
2.40, 0.85 ( 55 , 5, 5) ( 53 , 13, 4) ( 48, 8, 4) 
2.40, 0.80 ( 55, 5, 5) ( 53, 13, 4) ( 43, 13, 3) 
2.50, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 49, 9, 4) 
2.50, 0.85 ( 55, 5, 5) ( 53, 13, 4) ( 44, 14, 3) 
2.50, 0.80 ( 55, 5, 5) ( 40, 10, 3) ( 39, 9, 3) 
2.60, 0.90 ( 55, 5, 5) ( 53, 13, 4) ( 47, 7, 4) 
2.60, 0.85 ( 55, 5, 5) ( 40, 10, 3) ( 40, 10, 3) 
2.60, 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 37, 7, 3) 
2.70, 0.90 ( 55 , 5, 5) ( 53, 13, 4) ( 43 , 13, 3) 
2.70, 0.85 ( 55, 5, 5) ( 40, 10, 3) ( 38, 8, 3) 
2.70 , 0.80 ( 44 , 4, 4) ( 40, 10, 3) ( 36, 6, 3) 
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Table 28: The required sample size for given average power (m= 10, r = 8) 
Parameters Equal Square Root Optimal 
~ ' 1 - {3 (N, n0 , n) (N, no , n ) (N, n 0 , n ) 
1.80, 0.90 (110 , 10, 10) ( 93 , 23 , 7) ( 86 , 16 , 7) 
1.80, 0.85 ( 99 , 9, 9) ( 79 , 19 , 6) ( 75 , 15 , 6) 
1.80, 0. 80 ( 88 , 8, 8) ( 79 , 19, 6) ( 67, 17, 5) 
1.90, 0.90 ( 99 , 9, 9) ( 79 , 19 , 6) ( 76 , 16 , 6) 
1.90, 0.85 ( 88, 8, 8) ( 79, 19, 6) ( 68 , 18, 5) 
1.90, 0.80 ( 77, 7, 7) ( 66 , 16, 5) ( 62 , 12 , 5) 
2.00 , 0.90 ( 88, 8, 8) ( 79 , 19, 6) ( 70, 20 , 5) 
2.00, 0.85 ( 77, 7, 7) ( 66, 16, 5) ( 62 , 12 , 5) 
2.00, 0.80 ( 66, 6, 6) ( 66 , 16, 5) ( 56, 16, 4) 
2.10, 0.90 ( 77, 7, 7) ( 66, 16, 5) ( 63 , 13, 5) 
2.10 , 0.85 ( 77, 7, 7) ( 66 , 16, 5) ( 57, 17, 4) 
2.10 , 0.80 ( 66, 6, 6) ( 53 , 13, 4) ( 51 , 11 , 4) 
2.20 , 0.90 ( 77, 7, 7) ( 66 , 16, 5) ( 60 , 10, 5) 
2.20 , 0.85 ( 66 , 6, 6) ( 53 , 13, 4) ( 52 , 12, 4) 
2.20, 0.80 ( 55 , 5, 5) ( 53 , 13, 4) ( 48, 8, 4) 
2.30 , 0.90 ( 66 , 6, 6) ( 66 , 16, 5) ( 54 , 14, 4) 
2.30 , 0.85 ( 66 , 6, 6) ( 53 , 13, 4) ( 49 , 9, 4) 
2.30, 0.80 ( 55 , 5, 5) ( 53, 13, 4) ( 45 , 15 , 3) 
2.40, 0.90 ( 66, 6, 6) ( 53, 13, 4) ( 50, 10, 4) 
2.40, 0.85 ( 55 , 5, 5) ( 53, 13, 4) ( 47, 7, 4) 
2.40 , 0.80 ( 55 , 5, 5) ( 40 , 10, 3) ( 40, 10, 3) 
2.50 , 0.90 ( 55 , 5, 5) ( 53, 13, 4) ( 48, 8, 4) 
2.50 , 0.85 ( 55, 5, 5) ( 53 , 13, 4) ( 41, 11 , 3) 
2.50 , 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 38, 8, 3) 
2.60 , 0.90 ( 55 , 5, 5) ( 53 , 13 , 4) ( 44, 14, 3) 
2.60 , 0.85 ( 55 , 5, 5) ( 40 , 10, 3) ( 39, 9, 3) 
2.60 , 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 36, 6, 3) 
2.70 , 0.90 ( 55 , 5, 5) ( 53, 13, 4) ( 41, 11 , 3) 
2.70 , 0.85 ( 44, 4, 4) ( 40 , 10, 3) ( 37, 7, 3) 
2.70 , 0.80 ( 44, 4, 4) ( 40, 10, 3) ( 35, 5, 3) 
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4 An Illustrative Example 
In this section, a numerical example is provided to illustrate the determination 
of sample sizes for a specific power. The following example is the clinical study 
discussed by Schwartz et al. (2002) as mentioned in Section 1.4. We assume that 
the observations of all the new treatments (A and B) and the negative control 
(P) are the same, that is n. And the observations of the active control (C) is n0 . 
Since there are 2 two-sided and 1 one-sided hypotheses in the directional-mixed 
family, so m= 3 and r = 1. Given the selected power (1- (3) and the ~ ' we can 
obtain the corresponding optimal sample sizes. 
Table 29 presents the results of the optimal sample sizes for the all-pairs 
power, any-pair power and average power. We consider the various level of power, 
1-/3 = 0.8(0.05)0.9 and~ to be 1.8(0.1)2.7 for the all-pairs power, average power 
and any-pair power. 
For example, with ~ = 1.40, Power all-pairs = 0.85, the optimal sample size 
allocation (N, n0 , n) = (59, 20, 13) as indicated in Table 29. 
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Table 29: The required sample size for the illustrative example 
Parameters Power all-pairs Power any-pair Power average 
~' 1- {3 N,n0 ,n N,n0 ,n N,n0 ,n 
1.00, 0.90 (126, 45, 27) ( 57, 27, 10) ( 98, 35, 21) 
1.00, 0.85 (113, 38, 25) ( 49, 22, 9) ( 86, 32, 18) 
1.00, 0.80 (104, 38, 22) ( 44, 20, 8) ( 76, 28, 16) 
1.10, 0.90 (105, 39, 22) ( 48, 18, 10) ( 82, 28, 18) 
1.10, 0.85 ( 94, 34, 20) ( 42, 18, 8) ( 71, 26, 15) 
1.10, 0.80 ( 86, 29, 19) ( 37, 16, 7) ( 64, 22, 14) 
1.20, 0.90 ( 89, 35, 18) ( 41, 20, 7) ( 69, 24, 15) 
1.20, 0.85 ( 80, 29, 17) ( 36, 18, 6) ( 61, 22, 13) 
1.20, 0.80 ( 73, 28, 15) ( 32, 14, 6) ( 54, 18, 12) 
1.30, 0.90 ( 76, 28, 16) ( 36 , 18, 6) ( 60, 21 , 13) 
1.30, 0.85 ( 68, 23, 15) ( 31, 13, 6) ( 52, 19, 11) 
1.30, 0.80 ( 63 , 24, 13) ( 28, 13, 5) ( 47, 17, 10) 
1.40, 0.90 ( 66, 24, 14) ( 31, 13 , 6) ( 52, 19, 11) 
1.40, 0.85 ( 59, 20, 13) ( 27, 12, 5) ( 46, 16, 10) 
1.40, 0.80 ( 54, 18, 12) ( 25, 13, 4) ( 41, 14, 9) 
1.50, 0.90 ( 58, 22, 12) ( 28, 13, 5) ( 46, 16, 10) 
1.50, 0.85 ( 52, 19, 11) ( 25, 13, 4) ( 40, 13, 9) 
1.50, 0.80 ( 48, 18, 10) ( 24, 9, 5) ( 36, 12, 8) 
1.60, 0.90 ( 51, 18, 11) ( 25, 10, 5) ( 41, 14, 9) 
1.60, 0.85 ( 46, 16, 10) ( 24, 9, 5) ( 36, 12 , 8) 
1.60, 0.80 ( 42, 15, 9) ( 24, 9, 5) ( 32, 11 , 7) 
1.70, 0.90 ( 46, 16, 10) ( 24, 9, 5) ( 36, 12, 8) 
1.70, 0.85 ( 41, 14, 9) ( 24 , 9, 5) ( 32, 11 , 7) 
1.70, 0.80 ( 38, 14, 8) ( 19, 7, 4) ( 29, 11 , 6) 
1.80, 0.90 ( 41, 14, 9) ( 24, 9, 5) ( 33, 12, 7) 
1.80, 0.85 ( 37, 13, 8) ( 19, 7, 4) ( 29, 11, 6) 
1.80, 0.80 ( 34, 13, 7) ( 19, 7, 4) ( 26, 8, 6) 
1.90, 0.90 ( 37, 13, 8) ( 19, 7, 4) ( 30, 9, 7) 
1.90, 0.85 ( 34, 13, 7) ( 19, 7, 4) ( 27, 9, 6) 
1.90, 0.80 ( 31, 10, 7) ( 19, 7, 4) ( 24, 9, 5) 
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5 Conclusions 
In this thesis, we compute the all-pairs power, any-pair power and average power 
for multiple comparisons with a control in directional-mixed families. The deriva-
tion and computation of power enable us to compute the necessary sample size 
for a clinical study. In addition, the method to evaluate optimal allocation of 
sample sizes of the treatments was given. In general, the increase in the num-
ber of one-sided hypotheses will produce a higher power and hence reduce the 
required sample size. 
In this thesis, we also compare various sample size allocation schemes and 
discovered that the optimal allocation rule is superior to the equal allocation 
rule and the square root method. Hence if a researcher is seeking to minimize 
the required sample size for a given power, the optimal allocation rule should be 
adopted. 
In multiple comparison procedures, one-step procedure is convenient but step-
wise procedures are in general more powerful. Therefore, the computation of 
power and sample size determination for step-up or step-down procedures should 
be an interesting research topic. 
Finally, in this thesis, multiple comparisons with a control is considered and 
other more general situations are often encountered in a directional-mixed family. 
Therefore, it would be a practical research endeavour generalized from the findings 
of this thesis. 
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