Reliable and secure operation of power systems becomes increasingly challenging as the share of volatile generation rises, leading to largely changing dynamics. Typically, the architecture and structure of controllers in power systems, such as voltage controllers of power generators, are fixed during the design and buildup of the network. As replacing existing controllers is often undesired and challenging, setpoint adjustments, as well as tuning of the controller parameters, are possibilities to counteract large disturbances and changing dynamics. We present an approach for fast and computationally efficient adaptation of parameters of structured controllers based on H ∞ optimization, also referred to as structured H ∞ controller synthesis, tailored towards power systems. Conditions are established that guarantee that the approach leads to stability. The results are verified in a testbed microgrid consisting of six inverters and a load bank, as well as simulation studies. The proposed method improves the system robustness, as well as the time-response to step disturbances and allows structured controller tuning even for large networks.
Introduction
Reliable and secure electric power supply is vital for modern life. Power systems must operate without interruptions, despite unknown disturbances, such as outages of components, unknown load dynamics, and changes in power generation. Power systems consist of prosumers, such as power plants, wind turbines and users, which are interconnected by a power grid, c.f. Fig. 1 . The reliable and safe operation of power systems is "guaranteed" today by a complete automation system, consisting of, e.g., PID controllers, notch filters, and lead-lag filters, controlling power system components spanning from power plants to inverters, flexible AC transmission system elements and loads [1] . These automation systems result from careful considerations based on years of practical experience and operation. Tuning of the corresponding controller parameters is very important for reliable operation. Currently, it is done during installation of the component in a time-consuming process. The resulting controllers are typically not re-parameterized until a large problem in the system occurs. Such manual tuning has proven to be sufficient as long as the network and power $ This work has been partially funded by the German Federal Ministry for Economic Affairs and Energy under Grant number 03ET7541A in the frame of the DynaGridCenter project, and under Grant number 0325685A in the frame of the IREN2 project.
Email addresses: amer.mesanovic@siemens.com (Amer Mešanović), ulrich.muenz@siemens.com (Ulrich Münz), rolf.findeisen@ovgu.de (Rolf Findeisen) plants do not change significantly. While variations in the grid are constantly present due to load fluctuations or generator outages, these variations are often predictable and can be considered during the manual tuning procedure. Increasing amounts of renewable generation lead to large changes in power systems operation and the resulting dynamics [2] . Depending on the weather conditions, renewable generation can change constantly and can shift geographically across different areas. Furthermore, if the weather conditions are not suitable for renewable generation, the percentage of conventional generation needs to increase. Currently, this change impacts mostly the operation of islanded microgrids (off-grid systems), as some of these systems currently have the largest percentual share of renewable generation, where the percentage of renewable generation can vary even from zero to 100%. This causes intermittent and varying operation of conventional power generation such as diesel generators [3] , which is often undesired.
As the share of renewable generation in large power systems continues to increase, the operation of large power systems, such as the European power grid, also becomes increasingly challenging. For example, the constantly shifting mix of renewable and conventional generation can lead to time-varying oscillatory modes [4, 5] . If not handled, the controllers in large power systems, which are tuned today for fixed oscillatory modes, become less effective, increasing the risk of blackouts. Thus, new control and optimization methods are necessary in order to improve the robustness of power networks and to ac-count for the changing dynamics.
Controller synthesis for power systems typically exploits H ∞ optimization, H 2 optimization, and pole placement, c.f. [6, 7, 8, 9, 10, 11, 12, 13] . Other control design and analysis approaches are sensitivity analysis [14, 15, 16] , sliding mode controller design [17] , the use of reference models [18] , coordinated switching controllers [19] , genetic algorithms based tuning [20] , model predictive control [21] , and time-discretization [22] . An overview of different methods for power oscillation damping can, for example, be found in [23] . However, most of the works either: consider simplified power system models [16, 10, 17] ; or add and design new controllers on top of the existing power system model [5, 21, 6, 7, 19, 11, 12, 13, 8] . These solutions require significant modification of existing control structures, which makes practical application complex and expensive. Very few publications consider the optimization of existing controller parameters [9, 24, 25] . The approaches in these works use heuristics [24] , or assume a specific dependency on the parameters [9, 25] .
In this work, we propose to adapt and retune the parameters of structured controllers, already present in power systems, to the seemingly changing operating conditions. To do so, we present an iterative convex optimization approach for structured H ∞ controller synthesis of linear systems, which optimizes the parameters of existing controllers to current conditions in the system. We provide certificates which guarantee stability of the optimal tuned system and evaluate the effectiveness of the approach in realistic simulations, experimentally considering an inverter-only microgrid testbed.
Controller synthesis based on H ∞ optimization has received significant attention in the last decades. First approaches in the 1980s used algebraic Riccati equations for the H ∞ controller synthesis [26] . In the 1990s, approaches based on linear matrix inequalities became popular, leading to convex solutions for unstructured state-feedback controller synthesis based on the bounded-real lemma [27] . If the controller structure is fixed and only the parameters are tuned using H ∞ optimization, as is the case in this work, one refers to structured H ∞ controller design [28, 29] . Structured controller synthesis, exploiting the bounded real lemma and additional improvements and refinements are, e.g., used in [13, 30, 31, 32, 33, 34, 35, 36, 37] . Alternative tuning approaches, as non-smooth optimization [38, 39] , bisection [40] etc. exist.
In recent years, the focus in structured H ∞ optimization shifted towards more efficient methods to find local minima, as local solutions are often sufficient in practice. These methods are usually based on frequency sampling, leading to fast and reliable synthesis [25, 29, 41] . This, however, removes the guarantee that a stable controller will be obtained. To solve this issue, [25, 29] introduce stability constraints based on the Nyquist criterion. In [41] , the assumption is made that the controlled plant is asymptotically stable, in which case the boundedness of the H ∞ norm of the system sensitivity matrix is a necessary and sufficient condition for stability.
We introduce in this work a stability guarantee for structured H ∞ optimization based on frequency sampling, without adding new constraints in the optimization problem. Doing so, we do Power grid P p1 , Q p1 not require the stability of the open loop system, as is often necessary [41] . Previous works considered structured controller synthesis with application to power systems [42, 37, 43] based on the application of the bounded real lemma. The remainder of this work is organized as follows: Section 2 outlines the problem and derives suitable models. We introduce the proposed structured controller synthesis approach with the stability proof in Section 3. Section 4 presents the simulation studies considering power systems with 10 and 53 power plants. The experimental validation is presented in Section 5 before providing conclusions in Section 6.
Mathematical preliminaries
σ(·) denotes in the following the largest singular value of a matrix, equivalently λ(·) denotes the largest eigenvalue of a matrix, whereas (·) * denotes the conjugate transpose of a matrix. The notation ( ), and ≺ ( ) is used to denote positive (semi)definiteness and negative (semi)definiteness of a matrix, respectively. We use j to denote the imaginary unit, R ≥0 denotes the set of non-negative real numbers, C denotes the set of complex numbers, and C >0 denotes the set of complex numbers with a positive real part. The notation RH ∞ is used to denote the set of proper, real rational and stable transfer matrices.
Definition 1. [44]
A complex number s i is a pole of the transfer matrix function G(s) : C → C n y ×n w , when at least one element G i j (s) of G(s) has a pole at s i .
We will reference the Bounded real Lemma, which states the following Lemma 1. (Bounded-real Lemma) [27] Consider the continuous-time transfer function G(s) with the realization G(s) = D + C(sI − A) −1 B. The following statements are equivalent
• The system G(s) is asymptotically stable and G(s) ∞ < γ.
• There exits a symmetric positive definite solution P 0 (Lyapunov matrix) to the linear matrix inequality (LMI)
2. Optimal Controller Tuning for Power Systems Figure 1 shows an exemplary power system with the basic idea of retuning controller parameters. It consists of heterogeneous components, such as power plants, renewable generation, storage systems and households. We name these components prosumers, as they can either produce or consume electric power. Thereby, we distinguish between dynamic and static prosumers.
Dynamic prosumers, such as power plants, are dynamic systems with internal states, denoted with P i . They posses structured controllers, whose parameters K ti can be tuned, marked with red in Fig. 1 . We consider dynamic prosumers P i which control their voltage magnitude V i and phase θ i at the point of connection, whereas their power infeed into the grid P pi and Q pi is the external input for the controllers. This is a standard description, e.g. for conventional power plants with synchronous generators [1] , as depicted in Fig. 1 , where V i and θ i are outputs of P i , and P pi , Q pi are the inputs. However, the applicability of the modeling is not restricted to this dynamic prosumer type, and dynamic prosumers which have P pi and Q pi as output can also be considered.
Static prosumers, such as loads and some renewable generation, have no internal states and are characterized through their active and reactive power infeed, denoted with P ci and Q ci , respectively. Figure 1 depicts four static prosumers, marked with blue. We collect infeeds of static prosumers into vectors P s and Q s , which are considered as external inputs. Renewable generation and loads are often modeled as static prosumers [45, 46] . The power infeed of these elements cannot be fully controlled, and we consider these infeeds as the disturbance inputs for the controller tuning. Static prosumers also model components with a slow dynamic behavior, such as aggregated powers of small prosumers. For this reason, a subset of P s and Q s is chosen as the disturbance input w s . The voltage phasors of buses with static prosumers have a magnitude V si and angle θ si . Static and dynamic prosumers are coupled through the power grid.
Depending on the infeed of renewable generation and load, the system dynamic behavior changes. If the system operator thereby notices that the resiliency of the system decreases, it tunes the controller parameters K ti of dynamic prosumers in order to increase the system resiliency. The reparameterization process is depicted with red dashed lines in Fig. 1 . Thereby, slow communication is needed.
In power systems, the frequencies of the dynamic prosumers, defined with ω i =θ i , where θ i is the angle of the voltage phasor of P i , are important and these are typically used to asses the system performance [1] . Thus, choosing the vector of frequencies as the performance output is a sensible choice. Here N denotes the number of dynamic prosumers, and ω i is the voltage frequency of P i . The performance outputs are marked green in Fig. 1 .
In the following subsections, we outline the structure and dynamics of the power grid and prosumers and present possible models.
Power grid
The power grid consists of power lines, cables, transformers etc. which interconnect dynamic and static prosumers. In principle, each power line and cable, has its own dynamics, which, however, have time constants which are orders of magnitude smaller than the generation dynamics relevant for stability studies, which are often slower than 10 Hz [1] . For this reason, the power grid dynamics are often neglected [47, 1] . Consequently, the grid, i.e. the power flow, is typically described by the algebraic power flow equations
where N B is the number of buses (nodes) in the power system and is equal to the total number of dynamic and static prosumers in the grid, P i and Q i , are the injected active and reactive powers into the i-th bus (node) in the grid by a dynamic prosumer (P pi , Q pi ) or a static prosumer (P si , Q si ), V Bi and θ Bi are the magnitude and angle of the voltage phasor at the i-th bus from a dynamic prosumer (V i , θ i ) or a static prosumer (V si , θ si ), and G ci j and B si j are the elements of the conductance and susceptance matrix of the grid [1].
Dynamic prosumers and tunable parameters
The proposed structure allows for arbitrary dynamic prosumers. In this section, two exemplary prosumers and their models are outlined.
Power plants
Power plants often consist of a synchronous generator with controllers and actuators, as shown in Fig. 2 . We consider the 6th order model for the synchronous generator (SG i ). For details, we refer the interested readers to [1] .
The automatic voltage regulator and exciter (AVR i ) represents hardware and controllers which control the voltage at the power plant terminals V i as close as possible to a reference value V re f ,i . The output of AVR i is the field winding voltage E f d,i which is an input of the SG i . It is important to note that automatic voltage regulators can reduce the stability margin in power systems [1] . For this reason, power plants are sometimes equipped with power system stabilizers (PSS i ). PSSs are analogue or digital controllers, with the task to improve the system stability and increase the damping of oscillations in power systems. We consider that the PSS i takes as input the deviation of the generator frequency ω i from the nominal system frequency ω s , while its output V PS S ,i is an additional input of the AVR i . The governor and turbine (TGOV i ) control the generator frequency by adapting the mechanical power P m,i transfered to the synchronous generator.
In practice, many different controllers are used, see e.g. [48] . All controllers (AVR i , PSS i and TGOV i ), however, contain tunable controller parameters. Examples for these controllers are shown in Figs. B.23-B.26 in Appendix B and Appendix C.
Inverters
We consider inverters which control the voltage and frequency at their terminals, called voltage-source inverters (VSI), or inverters in grid-forming mode. For dynamics below 10 Hz, modeling the high-frequency switching of power transistors in the inverters is often not necessary. Instead, the transistors are approximated as ideal voltage sources with droop controllers for voltage amplitude and frequency, c.f. Fig. 3 . The DC link capacitor of the inverters is not considered, as we assume that the internal control of the inverters is fast enough to compensate for the changes on the DC side. Using such simplifications complies with measurements shown in [49] , and with the experiments considered in Section 5. The outlined structure represents the behavior of a SINAMICS inverter [50] .
In grid-forming mode, the i-th inverter controls the magnitude V i and phase θ i of the voltage on its terminals, whereas the active and reactive power infeed of the inverter result from the power flow. The frequency setpoint of the inverter ω seti is determined by the so-called droop equation
where ω ci is the frequency setpoint with zero load, P pi is the measured active power infeed of the i-th inverter, and K Pi is the frequency droop gain. The setpoint ω seti is filtered with a firstorder low-pass filter with the time constant T f i and integrated to obtain the internal voltage phase θ inti . Analogously, the voltage setpoint V seti is determined with the so-called droop equation
where V ci is the voltage setpoint with no reactive power generation, Q pi is the measured reactive power infeed of the i-th inverter, and K Qi and is the frequency droop gain. The setpoint V seti is filtered with a time constant T vi , and serves as the setpoint for the integral voltage controller. The output of the integral controller is the internal voltage V inti . The resulting θ inti and V inti are used as references to the internal control loops which run at a much higher frequency. As the internal control loops are not modeled due to their fast dynamics, we assume
The tunable inverter parameters are marked red in Fig. 3 , they are:
For simplicity, we do not modify the voltage I-controller time constant, as it serves for slow steady-state error elimination, and we observe the transient response of the inverters in the time interval of several seconds.
Overall problem setup
Combining the power grid equations (3) with the prosumer models leads to a set of differential-algebraic nonlinear equationsẋ
where x ∈ R ·N x combines all dynamic prosumer states, w ∈ R n D is the vector of disturbance inputs, represented by a subset of P C and Q C , K t ∈ R N t is the vector of tunable controller parameters of all dynamic prosumers, f describes the prosumer dynamics, and h represents the power flow equation (3). We combine the system dynamics (6) with the performance output (2) to obtain the nonlinear model of our power system. Our goal is the reduction of the amplification of small disturbances w (a subset of P c and Q c ) at the performance output y (the prosumer frequencies ω i ). For simplicity, we linearize (6) around a known steady-state x 0 with the known input w 0 . While this is an approximation, it allows us to use linear systems methods. It has furthermore been shown to be sufficient even for large-scale disturbances [45] . After eliminating the linearized algebraic equation (6b), we obtain the overall systeṁ
The system matrix A(K t ) has an eigenvalue at zero, as the coupling power flow equation (3) is invariant under phase offsets
This zero eigenmode can be eliminated [12] , leading tȯ
where A(K t ) has no parameter-independent eigenvalues on the imaginary axis, and A(K t ) has all eigenvalues in the left half plane for suitable choice of K t . The resulting state space system can be written in the frequency domain as
The question how to tune K t to minimize the amplification of disturbances in the output arises, for which we propose a solution in the next section using H ∞ based tuning.
Method for structured H ∞ parameter tuning
This section defines an optimization algorithm which minimizes the H ∞ norm of G(K t , s), denoted with G(K t , s) ∞ , and defined by [51] G(s) ∞ := sup s∈C >0 σ (G(s)) = sup ω∈R σ (G( jω)).
Note that the last equality is only valid for stable systems. The H ∞ norm is chosen, as it represents the maximal amplification of amplitude of any harmonic input signal in any output direction. Thus, minimizing the H ∞ norm minimizes the worstcase amplification of oscillation frequencies after a disturbance. Thereby, the the system robustness is additionally improved. Minimization of G(K t , s) ∞ is achieved by optimizing the vector of tunable parameters K t . For notational convenience, we drop writing the dependency on the tunable parameter vector K t explicitly, when it is not necessary, and write only G(s). It is assumed, however, that G(s) is always a function of the tunable parameters.
We consider that the system G(K t , s) ∈ RH ∞ is an asymptotically stable and detectable linear time-invariant multi input multi output (LTI MIMO) system. It has a nonlinear dependency on the vector of tunable controller parameters K t .
The basis for the proposed parameter tuning method is the following theorem, which can be found in the literature in many analogous forms, see e.g. [52, 25] and references therein.
Theorem 1 (Semi-infinite H ∞ constraint). Given a detectable and asymptotically stable system G(s). The H ∞ norm of G(s) is smaller than γ ∈ R if and only if
By using the Schur complement on the last expression, we obtain (11) . Theorem 1 allows to directly formulate an optimization problem for the H ∞ minimization of G(K t , jω)
The last inequality is a box constraint on the controller parameters, determined by practical considerations or physical constraints. As (15b) needs to be satisfied for every ω ∈ R ≥0 , Problem (15) is semi-infinite. This formulation is similar to those considered in [41, 25, 29] and the references therein. One way to find a finite-dimensional approximation to (15) is to use a finite, but large enough, number of frequency samples at which constraint (15b) is evaluated
Here Ω is the discrete set of sampled frequencies with N ω elements. Since the problem scales linearly with N ω , a reasonably large number of elements in Ω can be chosen such that it covers the required frequency range with satisfactory density [41] . Note that the choice for Ω is problem specific and needs to be adapted to the considered frequency range. With a sufficiently large number of samples in Ω, the local optimum of (16) can be arbitrarily close to the optimum of (15) . The advantage of (16) compared to methods based on Lemma 1, with respect to scalability, are severalfold. Approaches based on Lemma 1 introduce a positive-definite (Lyapunov) matrix as an optimization variable, which has the same size as the closed loop system, causing the number of optimization variables to increase quadratically with the number of states in the closed-loop system. Additionally, the size of the matrix in (1) scales linearly with the number of states, inputs, and outputs of the system. Problem (16) does not have the Lyapunov matrix P as an optimization variable, and the size of the problem only depends on the number of inputs and outputs of the system, making the controller synthesis generally faster. Problems (15) and (16), however, do not guarantee system stability in a straightforward manner, i.e. a controller parameterization obtained as a solution of (16) does not necessarily stabilize the system in addition to minimizing the cost function representing the H ∞ norm. To overcome this problem, one can introduce constraints based on the Nyquist criterion, c.f. [29, 25] , which guarantee closed-loop stability. If the openloop system, i.e. the system without controllers, is stable, then the boundedness of the H ∞ norm of the system sensitivity matrix ensures the stability of the closed-loop system [53, 41] .
Remark 1. Note that, even though boundedness of the system H ∞ norm is a necessary and sufficient condition for system stability, (16) does not guarantee the synthesis of a stable controller parameterization. This is because the last equality in (10) is applicable if and only if G(s) is exponentially stable [51] . We overcome this by providing a suitable stability certificate for the solution of Problem (16) .
To this end, we introduce two lemmas and propose a theorem for the stability certificate. Lemma 2. Given a detectable and exponentially stable system G(K t , s) with a fixed parameter vector K t and the finite set of poles S H . The largest singular value of G(s), denoted with σ(G(s)), approaches +∞ as s approaches any s pi j ∈ S H , where s pi j denotes the p-th pole of the transfer function in the i-th row and j-th column of G(s).
Proof. For clarity of presentation, we present the proof when s pi j is a pole with a multiplicity of one. The proof when s pi j is a pole with larger multiplicity is analogous. Per definition, we have [54] σ(G(s)) = max
Thus, for all s pi j ∈ S H lim s→s pi j σ(G(s)) = lim
where e j denotes a column vector where the j-th row is equal to one and all other elements are zero. The last expression can be reformulated to lim s→s pi j G(s)e j 2 = lim
where G i j (s) denotes the single-input-single-output (SISO) transfer function in the i-th row and j-th column of G(s). Since s pi j is a pole of G i j (s), it follows that lim s→s pi j G i j (s) 2 = +∞ and that lim s→s pi j G(s)e j 2 = +∞. From (18) , it directly follows that lim s→s pi j σ(G(s)) = +∞.
Lemma 3. Given the linear system G(K t , s). If the denominator polynomials in G(K t , s) are continuous functions of the controller parameters K t , then the location of poles of G(K t , s) are also continuous functions of the controller parameters K t .
Proof. According to Definition 1, the poles of G(K t , s) are obtained as the roots of denominator polynomials of all elements G i j (K t , s) of G(K t , s). The roots of a polynomial are continuous functions of the polynomial coefficients [55] , whereas the denominator polynomial coefficients are continuous functions of the controller parameters. It follows that poles of G(K t , s) are continuous functions of K t .
Remark 2. In Lemma 3, we make the assumption that denominator polynomials in G(K t , s) are continuous functions of the controller parameters K t . This assumption is satisfied for almost all practically relevant control elements, such as PID controllers, notch filters, lead-lag filters, washout filters etc. Hence, this assumption does not introduces a significant restriction.
The following assumption is necessary for the formulation of the stability certificate to Problem (16) .
During optimization/variation of K t in (16) , cancellations of poles and zeros, which depend on K t , of the SISO transfer functions G i j (K t , s) in G(K t , s) do not occur on the imaginary axis.
This assumption is mostly technical and is satisfied for many practically relevant systems.
We can now formulate a stability certificate to validate that the closed-loop is stable.
Theorem 2 (Stability-certificate). Given an initial, exponentially stabilizing parameterization K t0 for the detectable system G(K t , s). Under Assumption 1, with a sufficiently large frequency set Ω, and a sufficiently small step size during optimization, the solution of Problem 16, denoted with K * t , leads to a stabilizing controller.
Proof. We assume the opposite, i.e. that the parameterization K * t results in an unstable system. This means that at least one pole s pi j of G(K t , s) moved from the stable region, i.e. where Re(s pi j ) < 0, ∀s pi j to the unstable region, where ∃s pi j , Re(s pi j ) > 0. Since s pi j is a continuous function of the controller parameters K t , see Lemma 3, this implies that, with a sufficiently small step size, during optimization we obtain at least one pole s pi j with Re(s pi j ) → 0 − . From Lemma 2, we obtain lim
Consequently, when s pi j approaches the imaginary axis, the system H ∞ norm, which is equal to max ω∈R σ(G(K t , jω)), approaches +∞. Thus, during optimization, the solver allowed the rise of the H ∞ norm to very large values, depending on the step size and numerical accuracy. As the solver minimizes the system H ∞ norm in each optimization step and does not allow the rise of the system norm, this leads to a contradiction. Consequently, s pi j will never get close enough to the imaginary axis and thus, due to the continuous dependence of s pi j on the controller parameters, will never cross into the unstable region.
Note that s pi j does not have to approach the imaginary axis infinitely close in order to see the H ∞ norm increase. When the poles are close enough, such that the maximum of σ(G(K, jω)) is achieved in the frequency range around s pi j , the H ∞ norm minimization will result in a parameterization which prevents s pi j to approach the imaginary axis any further.
It is possible that a change of controller parameters causes a pole-zero cancellation (in one transfer function G i j ) in the region around the imaginary axis. We first consider the case when this happens in a point σ 1 + jω 1 , σ 1 < 0. Then, given a sufficiently small step size, due to the continuity of system poles, there exists σ 2 < 0, σ 2 σ 1 , such that the system pole shifts to σ 2 + jω 2 . If the system zero does not shift to the same point, causing another pole-zero cancellation, the largest singular value of G(K t , s) will approach +∞ in the environment of σ 2 + jω 2 , and will not cross the imaginary axis. In the second case, we consider that the pole-zero cancellation occurs on the imaginary axis, on the point jω 3 , contrary to Assumption 1. Consequently, the H ∞ norm of the system in jω 3 , and in its vicinity, will remain bounded. Thus, in this case it is possible that the system becomes unstable during the optimization, depending on the value of σ(G(K t , jω)) in other frequencies, which is excluded by Assumption 1. This assumption can be avoided by evaluating σ(G(s)) on a modified imaginary axis line, however this is beyond the scope of this work.
A direct consequence of the previous theorem is that Problem (16) cannot stabilize an unstable system, given Assumption 1; if the initial parameterization K t0 is unstable, Problem (16) will not allow unstable system poles to cross the imaginary axis to the stable region. Note that the requirement for an initial stabilizing controller is in accordance to the results presented in [29, 25] . In comparison to [41] , the stability guarantee in Theorem 2 is applicable to systems which are open-loop unstable, whereas [41] requires that the open-loop system is stable. For better understanding of the claim of Theorem 2, a small example system is visualized in Appendix A.
Problem (16) is non-convex due to the nonlinear dependency on the controller parameters in G(K t , s). In order to solve it with convex solvers, we transform the problem into a series of convex optimization problems by linearizing the parameter dependency of G(K t , s). To obtain the linearized transfer matrix in the k-th iteration G L,k (K t , s), we linearize G(K t , s) around the parameter vector obtained in the previous iteration K t,k−1 . The following optimization problem is then solved in each iteration
where Φ is defined in (16) , and we define the absolute value element-wise for vectors. Constraint (21d) has two purposes in the optimization algorithm. First, it defines a trust region in which the linearization accuracy in G L,k (K t,k ) is preserved. Secondly, by reducing ∆K, it can be used to reduce the step size if we obtain an unstable system during optimization. The resulting iterative convex optimization algorithm is outlined in Fig. 4 . In Step 7, ∆K is multiplied with α < 1, e.g. α = 0.9, if the linearization accuracy is not sufficient, leading to an increase of the system H ∞ norm, or if the step size was too big and lead to an unstable system. Step 8 adapts the frequency grid Ω if it is not sufficiently dense. By choosing ∆K small enough and with sufficient sampling, Theorem 2 guarantees that a stabilizing controller is obtained. Convergence to a local optimum is guaranteed if the initial value is close enough to the (locally) optimal value [56] . Note that the proposed optimization is applicable to arbitrary systems which satisfy the previous assumptions, and not only to electrical networks.
Simulation Studies
We evaluate the proposed method considering two power system models with 10 and 53 power plants, respectively. For 1: procedure StructHinfTuning(G, K t,0 , ∆K, k max ) 2: k = 1, choose 0 < α < 1 3: while k ≤ k max or not converged do 4:
Increase the frequency sampling if necessary. the optimization, we use the Matlab toolbox YALMIP [57] , together with the solver SeDuMi [58] . We validate the optimization results with nonlinear simulation in the commercial power system simulation software Simscape Power Systems and PSS Netomac, to obtain a practically relevant evaluation.
The IEEE 39 bus 10 generator model
The first example is a dynamic model of the IEEE 39 bus, and 10 power plant system, which is adopted from [59] . The topology of the power system is shown in Fig. 5 . It consists of 10 power plants whose structure is described in detail in Appendix B. The power system contains static prosumers, denoted with arrows, c.f. Fig. 5 . We consider the active powers of constantpower elements in buses 2, 4, 9, 21, 23, 26, 29 as disturbance inputs, marked with blue in Fig. 5 . All prosumer and grid parameters are taken from [59] . We increased the exciter gains from 200 to 600 to obtain a stable system. The tunable controller parameters of all power plant controllers are marked red in Figs. B.23, B.21, and B.22 in Appendix B. The overall linear system consists of 190 states and 100 tunable controller parameters, c.f. [37, 42] . Figure 6 shows the linear (dashed lines) and nonlinear (solid lines) simulation of the generator frequencies. The nonlinear simulation is performed in Simscape Power Systems [60] with nonlinear models of the power plants and the nonlinear power flow. It shows poorly dampened oscillations in the system. Thereby, P 10 emulates a connected power system, and thus has a much larger inertia than other power plants. Consequently, its behavior in the time response in Fig. 6 is different than the response of the other power plants. The difference between the linear and nonlinear responses in Fig. 6 is small and the linear model can be utilized for the optimization. Figure 7 shows the time-domain response using the proposed tuning algorithm, which is significantly improved. Simulations with the optimized parameters of the linear model (dashed lines) again shows good correspondence to the detailed nonlinear simulation (solid lines). The structured controller synthesis reduced the H ∞ norm by a factor of 10. Thus, the optimally tuned parameters reject disturbances significantly better than in Figure 5 : A IEEE 39 bus system with 10 dynamic power plant prosumers [37, 42] . Blue arrows denote the disturbances w i . the untuned case. The largest singular value of the system, presented in Fig. 8 as a function of the input frequency, shows that the resonant peaks were practically eliminated after the parameter optimization.
European 53 generator model
For the second example, we use a model with 53 power plants. It represents a reduced version of the European power system, developed as a part of the research project DynaGrid-Center [61] . An overview of the power system structure is shown in Fig. 9 . The grid consists of 35 buses (nodes), connected by long power lines. The controllers used for this model are presented in Appendix C. A more detailed description of the considered system is avoided as it is not necessary for the understanding of the presented results. Nineteen power plants power P m,i . The described power system has a total of 469 states and 116 controller parameters. We consider the active powers of static prosumers in 15 buses as disturbance inputs, marked with blue in Fig. 9 . Figure 10 shows the frequency response at ten nodes in the system with initial system parameters after a 1.5 GW generation dropout in bus 1. The simulation is done with nonlinear power plant and power grid models in the commercial power system simulation software PSS Netomac. As shown in Fig. 10 , poorly dampened oscillations are present in the system. The initial parameters were obtained manually with iterative simulation in a time-consuming process. Due to the system complexity and time limitations, we did not find a better parameterization manually. The proposed tuning algorithm provides a systematic way to tune the parameters of such complex systems. Figure 11 shows the frequency response after the application of the H ∞ tuning algorithm. It shows a reduction in the overshoot, as well as significantly improved oscillation damping, Figure 9 : The 53 power plant power system developed in the DynaGridCenter project [61] . Buses with uncertain infeeds, denoting disturbances w i , are marked blue. confirmed by the singular value plot in Fig. 12 . The system H ∞ norm was reduced by a factor of 5.4, and thereby most of the resonant peaks were practically eliminated; c.f. Fig. 12 , even though the parameters of only 19 power plants, from a total of 53, were optimized.
Discussion
We performed simulation studies on two power system models exploiting linearized models for the tuning and using nonlinear simulation environments for verification. The H ∞ tuning algorithm reduced the H ∞ norm of the systems to 0.01% and 19% of the initial norm, thereby significantly reducing the timedomain settling time and overshoot of those systems, as summarized in Table 1 . The presented approach provides a systematic solution and shows very good results for parameter tuning in these complex systems. The outcomes of the optimization are also validated in commercial power system simulation software with detailed nonlinear component models, showing the applicability of the approach to practical systems.
Experimental validation
The H ∞ tuning algorithm was furthermore validated on a testbed microgrid in Wildpoldsried, Germany, as a part of a funded research project [62] . The considered part of the grid consists of six 55 kVA SINAMICS inverters, connected to three Lithium-Ion batteries, and a controllable 150 kW load bank, c.f. Fig. 13 . The microgrid can operate attached to the supply grid, as well as in islanded operation. Further details can be found in [62, 49] . We consider the case when the microgrid is running independently of the supply grid. All inverters are running in grid-forming mode, i.e. they control their voltage magnitude and frequency based on their active and reactive power infeed, as shown in Fig. 3 . This leads to increased reliability and power quality in the system, because failure of one inverter will not cause a blackout when properly configured. In order to enable parallel operation of the inverters, droop control of active and reactive power is used, as described in Subsection 2.2. Droop control is the current state-of-the-art method for control of distributed generations for several reasons: it requires only local measurements and no real-time communication or accurate time syn- EMI -filter EMI -filter EMI -filter
Isolating transformers Load bank P L ~= = = = = = P 1 (K t1 ) P 2 (K t2 ) P 5 (K t5 ) P 6 (K t6 ) Figure 13 : Structure of the considered part of the microgrid, consisting of six parallel connected inverters. Details can be found in [49] . The active power of the load bank, denoted with P L , is the disturbance input w i into the system. chronization, it enables power sharing and parallel operation of grid-forming inverters etc. We perform load steps with the load bank in order to evaluate the system performance.
The presented system is of interest for several reasons:
• To avoid circulating currents, two isolating transformers are a part of the system, as shown in Fig. 13 , which are sources of asymmetry in the load-step response of the inverters. Such asymmetry will also occur if the inverters are geographically distributed within a microgrid. Therefore this configuration is a good test example for a real life setup.
• Results obtained from the setup can be directly transfered to systems with 100% power-electronic based generation. As wind generation and photovoltaics are connected to the power grid via inverters, a similar inverter model as in Fig. 3 can be used to model renewable generation for stability studies.
Manual tuning of the testbed system
Manual tuning of the system was performed with iterative simulation methods based on the inverter model described in Subsection 2.2, see Fig. 3 . The step response in Fig. 14 is obtained with the parameters from Table 2 . It shows good correspondence between measurement (solid lines) and simulation (dashed lines), demonstrating the validity of the used model. The difference between measurement and simulation originates from unmodeled loads, other inverter controllers, phase-asymmetries etc. We show active power plots, because in this system, the oscillations are better visible in the active power than in the frequencies.
The same parameters from Table 2 are also used for the operation of all six inverters, resulting in the 150 kW load step response shown in Fig. 15 . A discrepancy is present in the oscillation frequency between measurement and simulation of inverter 3. A better match can be obtained by an iterative adaptation of grid parameters, i.e. impedances in the grid. We avoid this because mismatches between measurements and simulation are expected in real systems, and as it allows to test the sensitivity of the proposed method to model discrepancies. The setup with six inverters was also used for successful operation with household consumers in islanded mode.
Automatic tuning of the testbed system
The results obtained by manual tuning in Figs. 14 and 15 show prevailing oscillations in the system after a load step. Arguably, they are still satisfactory for many applications. However, manual tuning requires expert know-how of the system and is associated with a significant time-effort. Automatic tuning methods enable the fast design of robust microgrids, without expert knowledge. We apply and experimentally validate the proposed H ∞ tuning method on the testbed system.
Parameter tuning for inverters 1 and 6
We first apply the H ∞ parameter tuning algorithm to the system when only inverters 1 and 6 are running. The response for a 60 kW load step with optimized parameters, c.f. Table 3 , is shown in Fig. 16 . The settling time of the step response is practically reduced to zero. However, due to different droop values of K P,1 and K P,6 , the steady state power of the inverters is not identical. Such parameterization may cause inverter 6 to overload after a large load step. Still, if the inverters have sufficient power reserves, and no large sudden load changes are expected, this parameterization provides the best step response with regard to oscillation suppression. The generation of the inverters can be balanced out with slower control schemes, called secondary control, which are a standard part of power system control. As they operate at a slower time scale than the ones observed here, they are beyond the scope of this work.
In order to eliminate the generation imbalance even without secondary control, we introduce additional constraints which enforce the equality of the droop gains, i.e. K P1 = K P6 and K Q1 = K Q6 . With these constraints, we obtain optimized parameters shown in Table 4 , which achieve the step response shown in Fig. 17 . We see that, even with the equality constraint, improvement in the step response of the system is still possible, compared to manual tuning results. P p1 P p6 P L /2 Figure 16 : Response to a 60 kW load step with inverters 1 and 6 achieved by optimal tuning of all parameters; P L is calculated as the sum of P p1 and P p6 . The optimized parameters are shown in Table 3 . Solid lines represent measurements, whereas dashed lines represent simulations with the nonlinear model. P p1 P p6 P L /2 Figure 17 : Response to a 60 kW load step with inverters 1 and 6 achieved by optimal tuning together with droop gain equality constraints; P L is calculated as the sum of P p1 and P p6 . The optimized parameters are shown in Table 4 . Solid lines represent measurements, whereas dashed lines represent simulations with the nonlinear model.
Parameter tuning for all inverters
All 6 inverters are operating in parallel in grid-forming mode. The 150 kW load step response when all tunable inverter parameters are optimized, is shown in Fig. 18 . The optimized parameters are shown in Table 5 . In this case, the oscillations could not be completely eliminated because of insufficient freedom in the controller parameterization. Still, a noticeable improvement is still observable compared to manual tuning, c.f. Fig. 15 .
To avoid unequal power sharing, equality constraints for the droop gains are introduced, i.e. K P,1 = K P,2 = ... = K P,6 and Table 5 . Solid lines represent measurements, whereas dashed lines represent simulations with the nonlinear model. K Q,1 = K Q,2 = ... = K Q,6 . The step response for this case is shown in Fig. 19 , and the obtained parameters in Table 6 . The overshoot in this case cannot be avoided. However, the power oscillations after the initial overshoot are reduced when compared to the manual tuning results in Fig. 15 . Summarizing, the results show a good match between measurements and the inverter models. Even though the manual tuning results, as shown in Figs. 14 and 15 , are satisfactory for many applications, the results obtained with the proposed parameter tuning algorithm, shown in Figs. 14 -19 , are better with respect to oscillation damping. Additionally, no expert knowledge is necessary for the automatic parameterization, and the parameterization process can be done in less time than by manual tuning.
Conclusions
Tuning of existing controller parameters to reject disturbances in power systems, resulting in oscillations, allows to accommodate changing power system dynamics, e.g. due to an increasing share of renewable generation. Automatic tuning P p1 P p2 P p3 P p4 P p5 P p6 P L /6 Figure 19 : Response to a 150 kW load step with all inverters 1 and 6 achieved by optimal tuning and droop equality constraints; P L is calculated as the sum of all inverter powers. The optimized parameters are shown in Table 6 . Solid lines represent measurements, whereas dashed lines represent simulations with the nonlinear model. algorithms could allow the system operator to retune the parameters of the existing controllers to account for changes and disturbances. We proposed an algorithm for structured H ∞ controller synthesis and applied it in simulations and experiments to power systems. We proved that the proposed algorithm will produce stabilizing controller parameters given an initial stabilizing controller. We applied the H ∞ optimization method in two simulation studies containing power systems with 10 and 53 generators. In both cases, the H ∞ norm of the systems was reduced by more than a factor of five, while the time-response to disturbance steps was also improved. Furthermore, we experimentally evaluated the approach on a testbed islanded microgrid. As shown, the used inverter model corresponds well to measurements. Furthermore, the developed tuning method leads to much better results than one achieves by existing manual tuning, with less time and a reduced amount of necessary expert knowledge of the system.
Appendix A. Application of Theorem 2
To underline the claim of Theorem 2, we consider the small system
This system has the pole setS = {−1, −2, −3, −1.5 ± j0.87, −0.5 ± j0.87}, where the poles s = −1, and s = −2 have a multiplicity of 2. Figure A.20 shows the largest singular value of G (s). It confirms that the system singular values approach infinity as s approaches one of the system poles, see Lemma 2. We minimize the H ∞ norm of the system by minimizing the largest singular value of G on the imaginary axis, i.e. σ(G ( jω)). The plane with Re(s) = 0, along which σ(G ( jω)) is minimized, is represented with red lines in Fig. A.20 . If the poles approach the imaginary axis, max ω∈R σ(G ( jω)) ∞ rises to large values. Since the H ∞ norm is minimized in every optimization step, the minimization of the H ∞ norm will never lead to the system poles reaching, and crossing, the imaginary axis.
Appendix B. Controller models used for the IEEE 39 bus 10 power plant model Figures B.21, B .22, and B.23 show the power plant controller models used for modeling of the IEEE 39 bus grid in Subsection 4.1. All models are a part of the system proposed in [59] . We optimize the gain K A,i of the AVR i , shown red in Fig. B.21 . We also optimize all parameters of PSS i , except the physicallydetermined sensor time constant, marked red in Fig. B.22 . The governor and turbine model, shown in Fig. B .23, has one optimization parameter, marked in red. It is the proportional gain of the governor. All presented controller models are standard IEEE models.
Appendix C. Controller models used for the 53 generator power system model
The reduced European grid defined in Subsection 4.2 uses controllers shown in Figs. B.24, B.25, and B.26 . Similar to the IEEE 39 bus controller models, the gains of TGOV i and AVR i are tuned, as well as all parameters of PSS i . For this power system, the standard model TGOV1 is used for TGOV i , the EXAC4 model is used for AVR i , and the IEEE PSS 1A model is used for PSS i . All presented controller models are standard IEEE models. 
