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Working with a toy model whose partition function consists of a discrete summation, we introduce
the statistical field-theory methodology by transforming a partition function via a formal Gaus-
sian integral relation (the Hubbard-Stratonovich transformation). We then consider Gaussian type
of approximations, wherein correlational contributions enter as harmonic fluctuations around the
saddle-point solution. The work focuses on how to construct a self-consistent, non-perturbative ap-
proximation without recourse to a variational construction based on the Gibbs-Bogolyubov-Feynman
inequality that is inapplicable to a complex action. To address this problem, we propose a construc-
tion based on a selective satisfaction of a set of exact relations generated by considering a dual
representation of a partition function, in its original and transformed form.
PACS numbers: 05.20.-y
I. INTRODUCTION
The treatment of electrostatics beyond the mean-
field in recent years had been dominated by the field-
theoretical formalism [1–7] based on the Hubbard-
Stratonovich transformation of a partition function into
functional integral over an auxiliary field. The saddle-
point of an effective Hamiltonian (or an action) within
the transformed formulation corresponds to the mean-
field solution (given by the Poisson-Boltzmann equa-
tion), while the harmonic fluctuations around the saddle-
point constitute the random phase approximation treat-
ment of correlations. Given the charges’ omnipresence in
soft-matter systems and the interest for electrostatics by
workers of diverse backgrounds (to whom the language
and formalism of the field-theory is neither familiar nor
intuitive) it is worthwhile and even desirable to present
the field-theoretic formalism on a simplified model, where
all the steps are transparent, and various challenges in-
trinsic to the field-theory formalism emphasized.
In addition to the goal of clarity, the present article
focuses on a problem of how to obtain a self-consistent
set of equations for a non-perturbative approach, avoid-
ing the standard variational construction based on the
Gibbs-Bogolyubov-Feynman inequality (GBF), inappli-
cable to a complex action, as is the case for electrostatics.
The construction we propose is based on the hierarchy of
exact relations extracted from dual representation of the
partition function in different phase-spaces (the physical
and the auxiliary phase-space). The two fitting parame-
ters of a Gaussian reference system, the saddle-point and
the covariance matrix, are then chosen to satisfy any two
relations of the hierarchy. It turns out that the first two
relations within the hierarchy are automatically satisfied
by using the variational construction based on the GBF
inequality. Our method, furthermore, opens a broader
interpretation of the notion of self-consistency. In prin-
ciple, one can freely chose from the hierarchy any two
equations, leading to a different type of self-consistency
and, in consequence, to a different approximation. Thus
for a two parameter Gaussian reference system different
approximations are possible.
The article is organized as follows. In Sec. II we con-
sider in detail a one-component toy model for which we
develop all the relevant methodology. In Sec. III we gen-
eralize the model to a multicomponent system, modifying
appropriately each step. Finally, in Sec. IV, we consider
a realistic partition function for a one-component plasma
(a one-component system of charges in an external po-
tential) and derive relevant equations.
II. THE MODEL
A grand-canonical ensemble of a toy model that we
choose to work with is given by a discrete summation,
Ξ =
∞∑
N=0
λN
N !
e−εN
2/2. (1)
The crucial term in the summation is a pair interac-
tion between particles whose strength is regulated by the
dimensionless coupling constant ε. Interactions render
the exact analytical solution unavailable. An effective
Hamiltonian (or an action) of a transformed partition
function, obtained later in this section, has a mathemat-
ical structure similar to that for the system of charges,
and the equations developed for the toy model will apply
to the system of charges treated in the last section. λ
in Eq. (1) represents a generalized fugacity and com-
bines chemical and any external potential, as well as
over-counting of self-interactions in the interaction term,
λ = eβµe−βUexteε/2. Via the application of a formal iden-
2tity of a Gaussian integral,
e−εN
2/2 =
1√
2πε
∫ ∞
−∞
dx e−x
2/2εeixN , (2)
the summation is transformed into integral,
Ξ =
1√
2πε
∫ ∞
−∞
dx e−S(x), (3)
where the ”action”,
S(x) =
x2
2ε
− λeix, (4)
is a complex function, S = SR + iSI , with SR =
x2/2ε − λ cos x, and SI = −λ sinx, and the result-
ing Boltzmann factor is a complex quantity, e−S =
e−SR cosSI + ie
−SR sinSI , and as such eludes interpreta-
tion of a probability measure. Instead a sort of ”exotic”
probability emerges with imaginary and negative values.
The failure of a Boltzmann factor to fulfill the criteria of
probability measure renders the application of a Monte
Carlo sampling, used for generating various expectation
values [8, 9], no longer feasible. In literature this is better
known as the ”sign” problem.
Because the imaginary counterpart of the Boltzmann
factor does not contribute to the value of a partition func-
tion, which is real, we write
Ξ =
1√
2πε
∫ ∞
−∞
dx e−SR(x) cosSI(x). (5)
In principle, all quantities can be obtained directly from
a partition function, without the need of imaginary func-
tions. On the other hand, quantities obtained as expecta-
tion values may require the imaginary part of the Boltz-
mann factor. Let’s take as an example
− 〈ix〉 =
∫∞
−∞ dxxe
−SR(x) sinSI(x)
Ξ
. (6)
More generally, any physical expectation value admits a
general form:
A(x) = Aeven(x) − iAodd(x). (7)
As a complex integral does not depend on an integra-
tion path (contour), and its value depends on endpoints
only, we are free to select an integration path C,
Ξ =
1√
2πε
∫
C
dz e−S(z), (8)
in which case S becomes a function of a complex variable,
z = x+ iy,
SR(x, y) =
x2 − y2
2ε
− λe−y cosx, (9)
and
SI(x, y) =
xy
ε
− λe−y sinx. (10)
A. the saddle-point approximation
A preferred integration contour should have small or no
oscillations of a Boltzmann factor. Along such a contour
the imaginary part (or phase) of an action should be
suppressed, SI(x)→ 0. If a contour satisfies
SI(z) = 0, (11)
for every z ∈ C, the partition function can be written as
Ξ =
∫
C
dz e−SR . (12)
From Eq. (10), the constraint SI(z) = 0 leads to the
equation
y = ελe−y
(
sinx
x
)
, (13)
where the solution is
y(x) =W
(
ελ sinx
x
)
, (14)
and where W (x) is the Lambert function. We plot
W (ελ sinx/x) for ελ = 1 in Fig.(1). Oscillations
quenched in the Boltzmann factor come back in the con-
tour.
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FIG. 1: The integration path C on the complex plane, where
SI(z) = 0 for all z ∈ C. C corresponds to the solution of Eq.
(13) for ελ = 1. In addition we plot a contour z ∈ [−∞ +
iy0,∞+ iy0] parallel to the real axis and passing through the
saddle-point z0.
A simpler path, with reduced oscillations in the action,
is a path parallel to the real axis but displaced along the
imaginary axis to include the saddle-point,
∂S
∂z
∣∣∣∣
z0
= 0. (15)
The condition of stationarity yields
y0 = λεe
−y0 . (16)
3In Fig. (2) we plot Re [e−S ] for contours parallel to the
real axis and displaced along the imaginary axis by y = 0
and y = y0. The contour that includes the saddle-point
displays reduced oscillations.
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FIG. 2: The real part of the Boltzmann factor, Re[e−S(z)],
for two different contours: z ∈ [−∞,∞] (dashed line) and
z ∈ [−∞ + y0,∞ + y0] (solid line). The system parameters
are ε = 1 and λ = 10.
A physical interpretation of the saddle-point is gained
by considering the expectation value 〈iz〉,
− 〈iz〉 = y0 − 〈ix〉y0
= y0 +
1
Ξ
∫ ∞
−∞
dxxe−SR(x,y) sinSI(x, y).
(17)
The approximation −〈iz〉 ≈ y0, given by the saddle-
point approximation, becomes more accurate if the sec-
ond term is negligible. The saddle-point solution is iden-
tified with the mean-field approximation where the action
is rewritten in terms of average quantities,
Smf = −〈ix〉
2
mf
2ε
− λe〈ix〉mf , (18)
so that Ξmf ∼ e−Smf and the quantity 〈ix〉mf ought to
minimize Ξmf , which yields
− 〈ix〉mf = λe〈ix〉mf , (19)
and recovers the relation in Eq. (16).
B. Gaussian fluctuations
Within a Gaussian approximation a partition function
is approximated by expanding S around the saddle-point
up to a harmonic term,
S(z) ≈ S(z0) + 1
2
S′′(z0)(z − z0)2. (20)
This generates a Gaussian functional form of the Boltz-
mann factor,
e−S(z) = e−S(z0)e−(z−z0)
2/(2Γ) (21)
with variance
Γ =
1
S′′(z0)
=
ε
1 + ελe−y0
. (22)
For the contour intercepting the saddle-point y0, the ap-
proximation in Eq. (20) becomes
S(z) ≈ SR(z0) + x
2
2Γ
, (23)
and the integrand becomes e−x
2/2Γ, without oscillations,
and the approximate partition function is
ΞG = e
−S(z0)
∫ ∞
−∞
dx√
2πε
e−x
2/2Γ
= e−S(z0)
√
Γ
ε
. (24)
The corresponding grand potential is
βΩG = S(z0)− log
√
Γ
ε
. (25)
Within this approximation −〈iz〉 = y0, as for the mean-
field. (The second term in Eq. (17) is zero since for
the Gaussian approximation the imaginary part is sup-
pressed). The fluctuations, on the other hand, are given
by a variance, 〈δz2〉 = Γ.
A more accurate approximation is possible if one takes
an alternative definition for 〈iz〉,
− 〈iz〉 = ελ∂βΩG
∂λ
, (26)
which yields
− 〈iz〉 = y0 − ελ
2
∂ log Γ
∂λ
= y0 − 1
2
λe−y0Γ2, (27)
where the harmonic fluctuations reduce the value of the
mean-field.
C. higher-order fluctuations
One wonders how higher-order fluctuations, beyond
the harmonic term, contribute to the approximation. Ac-
cordingly, we write
S3(z) = S(z0) +
(z − z0)2
2Γ
+
S′′′(z0)
6
(z − z0)3, (28)
4where S′′′(z0) = iλe
−y0 . For the contour along the real
axis and displaced by y0 we get
S3(z) = SR(z0) +
x2
2Γ
+ i
(
λe−y0
6
)
x3, (29)
and the resulting Boltzmann factor has now a phase and
associated with it oscillations, due to the imaginary term.
The resulting partition function is
Ξ3 = e
−S(z0)
∫ ∞
−∞
dx√
2πε
e−x
2/2Γe−iλe
−y0x3/6. (30)
If we simplify the expression, using ea ≈ 1 + a, we get
Ξ3 ≈ e−S(z0)
∫ ∞
−∞
dx√
2πε
e−x
2/2Γ
(
1− i
6
λe−y0x3
)
. (31)
and the expectation value 〈iz〉 is
− 〈iz〉 = y0 − 1
6
λe−y0
ΞG
∫ ∞
−∞
dx√
2πε
x4e−x
2/2Γ
= y0 − 1
2
λe−y0Γ2. (32)
The result is exactly the same as that in Eq. (27).
However, using a complete expression Ξ3 we find wors-
ening of the results. In Fig. (3) we plot various fluc-
tuation distributions around the saddle-point. It is clear
from the figure that the inclusion of the next term beyond
the harmonic term gives rise to unphysical oscillations
that deviate from the exact curve.
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FIG. 3: A Boltzmann factor, Re[e−S], plotted along the real
axis displaced by y0 along the imaginary direction. The sys-
tem parameters are λ = 1 and ε = 10.
D. non-perturbative approach
In an alternative procedure, a Gaussian approximation
is improved non-perturbatively, that is, an action is still
expanded up to a harmonic term,
Sg(z) ≈ (z − z0)
2
2Γ
, (33)
but the parameters z0 and Γ play a role of a fitting pa-
rameter. The standard construction to obtain these pa-
rameters is based on a variational procedure based on the
Gibbs-Bogolyubov-Feynman inequality (GBF),
Ξ = Ξg〈e−∆S〉g ≥ Ξge−〈∆S〉g , (34)
where
〈. . . 〉g =
∫
dx e−Sg(x)[. . . ]∫
dx e−Sg(x)
, (35)
and
Ξg =
∫
dx e−Sg(x), (36)
and ∆S = S − Sg. The variational procedure, thus, pro-
vides an upper bound for a free energy and the sought pa-
rameters are obtained from minimization. The inequal-
ity in Eq. (34) is obtained from a more basic inequality,
ea ≥ 1 + a, where a is a real number. If ∆S were real,
we could write
〈e−∆S〉 = e−〈∆S〉〈e−(∆S−〈∆S〉)〉 ≥ e−〈∆S〉,
However, the problem is that ∆S of the toy model is com-
plex and the above inequality does not hold. One conse-
quence is that the minimization principle is replaced by
the stationarity principle [10–12], where the true value
is not approached from above but in oscillatory fashion,
either from above and below, violating the GBF inequal-
ity.
To get around this difficulty we propose a different
approach, where self-consistency is enforced by making
sure that some known identities are satisfied. To derive
these identities for the present toy model, we recall two
alternative formulations of the partition function:
Ξ =
∞∑
N=0
λN
N !
e−
ε
2
(N−̺)2
=
∫ ∞
−∞
dx√
2πε
dx e−S(x)−i̺x, (37)
where we have introduced a source term, S → S + i̺x,
which in a final expression is taken to zero. From the
original formulation of the partition function we know
λ
∂ log Ξ
∂λ
=
1
ε
∂ log Ξ
∂̺
+ ̺. (38)
When applied to the field-theoretical formulation this re-
lation yields (in the limit ̺→ 0)
ελ〈eiz〉 = −〈iz〉. (39)
One can generate an arbitrary number of additional iden-
tities by repeated application of derivatives ∂∂ρ and
∂
∂λ to
both sides of Eq. (38). The first three identities are
−〈iz〉 = ελ〈eiz〉
−ελ〈(δeiz)(iδz)〉 = ε− 〈δz2〉
−ελ〈(δeiz)(iδz)〉 = ε2λ〈eiz〉+ ε2λ2〈(δeiz)2〉
. . . (40)
5where δz = z − 〈z〉 and δeiz = eiz − 〈eiz〉. The second
and the third equation provide a relation between differ-
ent second-order fluctuations. By continually applying
the derivatives, one obtains equations for the third- and
higher-order fluctuations. We are not interested in these
higher-order relations.
Within the mean-field approximation the first identity
yields
y0 = ελe
−y0 , (41)
where the distribution over the auxiliary phase-space is
a delta function at the saddle-point. The absence of fluc-
tuations trivially satisfies the second and third equation
as 0 = 0. Moving on to a Gaussian distribution, we start
by listing relevant expectation values
〈iz〉g = −y0
〈eiz〉g = e−y0e−Γ/2
〈δz2〉g = Γ
〈(δiz)(δeiz)〉g = −Γe−y0e−Γ/2
〈(δeiz)2〉g = e−2y0e−Γ(e−Γ − 1),
(42)
and the three equalities in Eq. (40) become
y0 = ελe
−y0e−Γ/2,
Γ
(
ελe−y0e−Γ/2
)
= ε− Γ
(1− e−Γ)(ελe−y0e−Γ/2) = ε− Γ
. . . (43)
The perturbative approach of Sec. (II B) does not pro-
duce self-consistent relations. Self-consistency has to be
enforced ”by hand” by choosing appropriate values for y0
and Γ. For a two parameter model, one equation in Eq.
(43) is superfluous. Closer examination reveals that the
second equation is a linear version of the third.
Incidentally, the variational construction based on the
GBF automatically satisfies the first two equations. By
making this identification, we provide alternative justi-
fication and provide different interpretation to the GBF
variational construction. Moreover, with other identities
available, one can choose different set of identities that
yield a different self-consistent non-variational scheme.
In Fig. (4) we compare different schemes by plotting
various expectation values. Self-consistent schemes are
more accurate for a large coupling constant. Further-
more, the approach based on equations (1, 3) (line 1 an
3 in Eq. (43)) is more accurate than that based on equa-
tions (1, 2) (that is equivalent to the GBF variational
construction). The model and the test, however, are too
simple to generalize the conclusion to all cases. In the
subsequent section we consider a multiple species model,
as a way to introduce complexity. However, we first dis-
cuss some aspects of the present simple model.
One possible question is: is a Gaussian distribution
the best representation of a true distribution. Practi-
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FIG. 4: The expectation values -〈iz〉 and 〈δz2〉 as a function
of the coupling constant ε for λ = 2. These expectation val-
ues give an average number of particle and their fluctuations:
−〈iz〉 = ε〈N〉 and ε− 〈δz2〉 = ε2〈δN2〉.
cal concerns demand that a distribution affords analyt-
ical solutions. A Gaussian distribution satisfies this re-
quirement, and so it is a convenient tool. But the sim-
plicity of the present model allows us to explore other
distributions, such as a stretched Gaussian distribution:
e−[(z−z0)
2/2Γ]γ , where γ = 0.5 corresponds to an expo-
nential, γ → ∞ to a square, and γ = 1 to a Gaussian
distribution. Below we provide relevant expectation val-
ues for an exponential distribution (compare with Eq.
(42) for the Gaussian case):
〈iz〉exp = −y0
〈eiz〉exp = e
−y0
1 + 2Γ
〈δz2〉exp = 4Γ
〈(δiz)(δeiz)〉exp = − 4Γe
−y0
(1 + 2Γ)2
〈(δeiz)2〉exp = e
−2y0
1 + 8Γ
− e
−2y0
(1 + 2Γ)2
.
(44)
Plugging these expressions into corresponding equations
in Eq. (40), we may obtain y0 and Γ. The results for the
exponential and square distributions are shown in Fig.
(5) (labeled as ”var12a” and ”var12b”, respectively). The
new curves are less accurate than those for a Gaussian
distribution (”var12” or ”var13”). On the other hand,
6their results are not inferior to a perturbative Gaussian
approach. This seems to show that self-consistency is an
important element of an approximation.
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FIG. 5: The expectation values -〈iz〉 as a function of the
coupling constant ε for λ = 2, for exponential (”var12a”) and
square (”var12b”) distributions.
Another question is, isn’t a three parameter model
more natural, as there are three available equations.
Even if disregarding complexity, we found no improve-
ment for a number of different three parameter models.
This seems to imply that a three parameter model re-
quires the identity involving fluctuations of a third-order,
. . .
λ
〈
(iδz)2(δeiz)
〉
= −1
ε
〈
(iδz)3
〉
−〈(iδz)(δeiz)〉− λ〈(iδz)(δeiz)2〉 = 1
ε
〈
(iδz)2(δeiz)
〉
2
〈
(δeiz)2
〉
+ λ
〈
(δeiz)3
〉
= −1
ε
〈
(iδz)(δeiz)2
〉
. . . (45)
This, however, would markedly complicate the calcula-
tions, and we stop here.
III. MULTIPLE SPECIES
In this section we consider a partition function for mul-
tiple species,
Ξ =
∑
{Ni}
M∏
i=1
(
λNii
Ni!
)
e−
1
2
∑
i,j
EijNiNj
=
∑
{Ni}
M∏
i=1
(
λNii
Ni!
)
e−
1
2
(NT EN), (46)
where M is the number of different species, and inter-
actions between species are regulated by elements of the
M×M connectivity matrix, Eij . The number of particles
of each species span the values Ni = 0, 1, 2, . . . ,∞.
Using a formal identity of a Gaussian integral,
e−
1
2
(NT EN) =
∫
dx√
det 2πE e
− 1
2
(xTE−1x)eiN
T
x, (47)
the partition function is rewritten as
Ξ =
∫
dx√
det 2πE e
−S(x), (48)
where the action is
S(x) =
xTE−1x
2
−
M∑
i=1
λie
ixi . (49)
E−1 is the inverse of E , x ≡ {x1, x2, . . . , xM} is a vector,
and
∫
dx =
∫ ∞
−∞
M∏
i=1
dxi. (50)
A. the saddle-point
As for the single species mode, we generalize the real
vector x to its complex counterpart, z = x + iy. The
saddle-point now corresponds to a vector z0 at which S
is stationary,
∂S(z)
∂z
∣∣∣∣
z=z0
= 0. (51)
and, as for the case M = 1, a solution is strictly imagi-
nary, z0 = iy0, where
yi =
N∑
i=1
Eijλie−yj . (52)
To simplify the nomenclature, we use yi to indicate the
saddle-point value, yi ≡ y0,i.
B. Gaussian fluctuations
By expanding the action up to a harmonic term, we
capture fluctuations,
S(z) ≈ S(z0) + 1
2
N∑
i,j
∂2S(z0)
∂zi∂zj
(zi − z0,i)(zj − z0,j), (53)
and the partition function becomes
Ξg =
e−S(z0)√
det 2πE
∫
C
dz e−
1
2ε
(z−z0)
TΓ−1(z−z0)
= e−S(z0)
√
det ΓE−1, (54)
where
Γ−1ij =
∂2S(z0)
∂zi∂zj
= E−1ij + λieiz0,iδij (55)
is a covariance matrix.
7Gaussian fluctuations correct the mean-field value for
〈izi〉 if we use a definition −〈izi〉 = ∂ ln Ξ∂̺i , where the
source is implemented into the action, S → S + i̺ · z,
yielding
− 〈izi〉 = ∂S(z0)
∂̺i
− ∂ ln
√
det Γ
∂̺i
= yi −
M∑
j=1
∂ ln
√
det Γ
∂yj
∂yj
∂̺i
= yi − 1
2
M∑
j=1
λje
−yjΓjjΓij , (56)
in the limit ̺→ 0. Compare with Eq. (27) for M = 1.
C. non-perturbative approach
We construct a non-perturbative approximation based
on a Gaussian reference system,
Ξ0 =
∫
C
dz√
det 2πE e
− 1
2
(z−z0)
TΓ−1(z−z0), (57)
where z0 and Γ are variational parameters. As for the
case M = 1, these parameters are obtained by enforcing
self-consistency. To obtain relevant identities, we invoke
two alternative formulations of the partition function:
Ξ =
∑
{Ni}
M∏
i=1
(
λNii
Ni!
)
e−
1
2
(N−̺)T E(N−̺)
=
∫
dz√
det 2πE e
−S(z)−i̺·z. (58)
An analogous relation to that in Eq. (38) is
λi
∂ log Ξ
∂λi
=
M∑
j=1
E−1ij
∂ log Ξ
∂̺j
+ ̺i. (59)
Other identities follow by repeated application of ∂∂̺i or
∂
∂λi
. The first three identities are:
λi
〈
eizi
〉
= −
M∑
j=1
E−1ij 〈izj〉
−λi
〈
iδzjδe
izi
〉
= δij −
M∑
k=1
E−1ik 〈δzkδzj〉
〈
eizi
〉
δij + λi
〈
δeiziδeizj
〉
= −
M∑
k=1
E−1ik 〈iδzkδeizj 〉
. . . (60)
and the relevant expectation values for a Gaussian system
are:
〈izi〉g = −yi〈
eizi
〉
g
= e−yie−Γii/2
〈δziδzj〉g = Γij〈
iδzjδe
izi
〉
g
= −e−yie−Γii/2Γij〈
δeiziδeizj
〉
g
=
(
e−yie−Γii/2
)(
e−yje−Γjj/2
)(
e−Γij − 1).
(61)
Equation two is a linear version of equation three. Sub-
stituting these into equations in Eq. (60) we get
M∑
j=1
E−1ij yj = λie−yie−Γii/2
M∑
k=1
E−1ik Γkj + λie−yie−Γii/2Γij = δij
M∑
k=1
E−1ik Γkj + λie−yie−Γii/2
(
1− e−Γij) = δij
. . .
(62)
To retain simplicity, we limit our analysis to a two
component system with the following simple interaction
matrix:
E = ε
[
1 −1
−1 1
]
. (63)
(Note that the matrix E is singular, but this does not
pose problems for obtaining physically meaningful re-
sults as E−1Γ is no longer singular.) Particles of the
same species repel and particles of different species at-
tract each other. The average total number of particles
is fixed, 〈(N1 +N2)〉 = NT . Furthermore, we set λi = λ.
With these constraints yi = 0, and it only remains to
obtain the matrix Γ. The variational construction based
on equations (1, 2) in Eq. (62) obtains an analytical so-
lution,
Γ =
ε
1 + 2εN
[
1 −1
−1 1
]
, (64)
related to fluctuations in a particle number via
〈
δNiδNj
〉
= Nδij −N2Γij . (65)
The variational construction based on equations (1, 3)
does not admit analytical solution and data points are
obtained numerically.
Fig. (6) plots different results for 〈δNiδNj〉. The up-
per curves represent correlation between the same and
the lower curves between opposite species. Their con-
joining at large ε implies that different species form per-
manent pairs. The onset of pair formation is captured by
8both self-consistent schemes, but permanent pairs form
only in the limit ε→∞, while the exact results indicate
that pairing sets in much faster and is completed around
ε = 10. The results for different variational schemes are
not drastically different, but the gap between curves is
smaller for the scheme (1, 2).
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FIG. 6: The particle number fluctuations as a function of ε.
The total number of particles is kept fixed at NT = 2. The
upper curves represent the same-species and the lower curve
the cross-species fluctuations.
D. digression to the liquid-state theory
Given the present simple model, we make digression
into the liquid-state theories based on the Ornstein-
Zernike equation. The relevant quantity in the liquid-
state formalism is the correlation function, hij , which for
the present system is
hij =
〈δNiδNj〉
〈Ni〉〈Nj〉 −
δij
〈Nj〉 . (66)
The Kronecker delta function subtracts interactions of
a particle with itself included in the first term. The
Ornstein-Zernike equation relates hij to the direct cor-
relation function cij ,
hij = cij +
M∑
k=1
〈Nk〉hjkcki. (67)
To obtain cij , some sort of closure is required, and which,
generally, is obtained based on another exact relation,
hij = e
−Eij+hij−cij+Bij − 1, (68)
which is a standard result in the integral equation theo-
ries and which introduces the bridge function Bij [13].
Within the hypernetted chain approximation (HNC)
Bij = 0. For inhomogeneous systems an additional clo-
sure for 〈Ni〉 is needed, but as the present system is ho-
mogeneous, 〈Ni〉 = NT /2, there is no need of a third
relation. The two coupled equations to be solved are:
hij = cij +
NT
M
M∑
k=1
hjkcki,
hij = e
−Eij+hij−cij − 1,
(69)
and the results are shown in Fig. (6). Although the gap
between different curves closes only in the limit ε → ∞,
precluding formation of permanent pairs, the absolute
asymptotic value is closer to the exact curve.
IV. ONE-COMPONENT PLASMA
In this final section we repeat the steps developed for
the toy model on a Coulomb system. We begin with a
general partition function,
Ξ =
∞∑
N=0
λN
N !
∫
dr1 . . .
∫
drN e
−HN , (70)
where the dimensionless Hamiltonian is
HN = 1
2
∫
dr
∫
dr′ ρˆ(r)E(r, r′)ρˆ(r′) +
∫
dr ρˆ(r)βU(r),
(71)
ρˆ(r) =
N∑
i=1
δ(r− r′), (72)
is the density operator, U(r) is an external poten-
tial, E(r, r′) denotes inter-particle interactions, which for
Coulomb particles with charge q and inside a medium
with dielectric constant ǫ is
E(r, r′) = βq
2
4πǫ|r− r′| , (73)
and
λ =
eβµeE(r,r)/2
Λ3
(74)
is the normalized fugacity that subtracts self-interactions
in Eq. (71).
Using a formal identity analogous to that in Eq. (47),
∫ Dφ√
det 2πE e
− 1
2
∫
dr
∫
dr′ φ(r)E−1(r,r′)φ(r′)ei
∫
drρˆ(r)φ(r)
= e−
1
2
∫
dr
∫
dr′ ρˆ(r)E(r,r′)ρˆ(r′), (75)
but where the integral is a functional integral over a fluc-
tuating field φ(r), and the determinant is the functional
determinant, leads to a field-theoretical formulation of a
partition function
Ξ =
∫
Dφ e−S[φ], (76)
9where the action is
S[φ] = 1
2
∫
dr
∫
dr′φ(r)E−1(r, r′)φ(r′)
−
∫
drλe−βU(r)eiφ(r). (77)
and
E−1(r, r′) = − ǫ
βq2
∇2δ(r− r′) (78)
is the inverse of a Coulomb interaction E(r, r′).
A. the saddle-point approximation
As before, the auxiliary field is generalized to a com-
plex function, Φ = φ+ iψ. The saddle-point,
δS[Φ]
δΦ(r)
∣∣∣∣
Φ=Φ0
= 0, (79)
yields the following equation
∫
dr′ E−1(r, r′)Φ0(r′) = iλe−βU(r)eiΦ0(r). (80)
where the solution is strictly imaginary, Φ0 = iψ0, and
by using Eq. (78) we get
∇2ψ0(r) = −λ
(
βq2
ǫ
)
e−βU(r)e−ψ0(r), (81)
where ψ0 is the reduced electrostatic potential related
to a true electrostatic potential Ψ as ψ0 = βqΨ. The
resulting equation is the Poisson-Boltzmann equation for
a one-component plasma in an external potential U(r).
B. non-perturbative approach
As for the toy model, we formulate non-perturbative
approach through enforcing self-consistency. We first
generate the relevant identities between expectation val-
ues. By introducing a source term,
S[φ]→ S[φ] + i
∫
dr ̺(r)φ(r), (82)
the Hamiltonian becomes
HN = 1
2
∫
dr
∫
dr′
[
ρˆ(r)− ̺(r)]C(r, r′)[ρˆ(r′)− ̺(r′)]
+
∫
dr ρˆ(r)βU(r), (83)
Identities analogous to Eq. (59) are generated from the
relation
1
β
δ log Ξ
δU(r)
=
(
ǫ
q2β
)
∇2
(
δ log Ξ
δ̺(r)
)
− ̺(r). (84)
The first three identities, after setting U(r) and ̺(r) to
zero, are:
∇2
〈
iΦ(r)
〉
= λ
(
βq2
ǫ
)〈
eiΦ(r)
〉
(
ǫ
q2β
)
∇2
〈
δΦ(r)δΦ(r′)
〉
+ λ
〈
iδΦ(r′)δeiΦ(r)
〉
= −δ(r− r′)
δ(r− r′)
〈
eiΦ(r)
〉
+ λ
〈
δeiΦ(r)δeiΦ(r
′)
〉
=
(
ǫ
q2β
)
∇2
〈
iδΦ(r)δeiΦ(r
′)
〉
. . . (85)
where
iδΦ(r) = iΦ(r)− 〈iΦ(r)〉, (86)
and
δeiΦ(r) = eiΦ(r) − 〈eiΦ(r)〉. (87)
For a Gaussian reference partition function,
Ξg =
∫
DΦ e− 12 (Φ(r)−Φ0(r))Γ−1(r,r′)(Φ(r′)−Φ0(r′)). (88)
the relevant expectation values are,
〈iΦ(r)〉g = −ψ0(r)
〈eiΦ(r)〉g = e−ψ0(r)e−Γ(r,r)/2
〈δΦ(r)δΦ(r′)〉g = Γ(r, r′)
〈iδΦ(r′)δeiΦ(r)〉 = −e−ψ0(r)e−Γ(r,r)/2Γ(r, r′)
〈δeiΦ(r)δeiΦ(r′)〉 = (e−ψ0(r)e−Γ(r,r)/2)
× (e−ψ0(r′)e−Γ(r′,r′)/2)(e−Γ(r,r′) − 1).
(89)
The three relations in Eq. (85) become
∇2ψ0(r) = −λ
(
βq2
ǫ
)
e−ψ0(r)e−Γ(r,r)/2
∇2Γ(r, r′) = λ
(
βq2
ǫ
)
e−ψ0(r)e−Γ(r,r)/2Γ(r, r′)
−
(
βq2
ǫ
)
δ(r− r′)
∇2Γ(r, r′) = λ
(
βq2
ǫ
)
e−ψ0(r)e−Γ(r,r)/2
(
1− e−Γ(r,r′)
)
−
(
βq2
ǫ
)
δ(r− r′).
(90)
V. CONCLUSION
Using a very simple model we review the basic steps
for deriving the field-theoretical formulation of statisti-
10
cal mechanics. To avoid using the GBF inequality (in-
applicable for complex actions) in constructing a non-
perturbative approach, we explore alternative schemes.
Within the scheme proposed in this work, self-consistency
is enforced by explicit satisfaction of a number of exact
identities, to obtain which we provide a recipe. The GBF
variational construction is found to satisfy the first two
relations in the hierarchy. This provides the GBF vari-
ational scheme with somewhat different interpretation.
One can also chose different identities in the hierarchy,
leading to different type of self-consistency and approxi-
mation.
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