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U ovom radu bit c´e predstavljena Allen-Cahnova jednadzˇba. Nelinearna parcijalno di-
ferencijalna jednadzˇba oblika: ut = uxx + u − u3.
Navedenu jednadzˇbu izvorno su uveli Allen i Cahn kako bi opisali kretanje antifaznih ba-
rijera u kristalnoj krutini.
Na pocˇetku rada bavimo se osnovnim pojmovima koje c´emo koristiti u daljnjem radu. Tako
definiramo sektorski operator te njegova svojstva i razlomacˇko potenciranje.
U sljedec´em Poglavlju iznosimo bitne cˇinjenice proucˇavanja parabolicˇkih diferencijalnih
jednadzˇbi. Rezuktate egzistencije i jedinstvenisti neliearne jednadzˇbe, primjenjujemo na
Allen-Cahn jednadzˇbu. U zadnjem poglavlju opisana je primjena navedene jednadzˇbe. Ba-
vimo se proucˇavanjem spore kretnje rjesˇenja Allen-Cahnove jednadzˇbe, po modelu Carr i
Pega. To su funkcije koje uzimaju naizmjenicˇno pozitivne ili negativne vrijednosti u veli-





Neka su a, b nenegativne konstante, u : [0,T ) → R neprekidna funkcija. Ako za svaki
t ∈ [0,T ) vrijedi :




tada vrijedi u(t) ≤ aebt za 0 ≤ t ≤ T .
U nastavku c´e nam biti potrebna jednakost u drugacˇijoj formi.
Neka su a, b, α, β nenegativne konstante, α < 1, β < 1 i 0 < T < ∞ , tada postoji konstanta
M = M(b, α, β, T ) < ∞ takva da za integrabilnu funkciju u : [0,T ]→ R vrijedi:
0 ≤ u(t) ≤ at−α + b
t∫
0
(t − s)−βu(s) ds
tada je: 0 ≤ u(t) ≤ aMt−α , za svaki t ∈ [0,T ].
1.2 Banachov teorem o fiksnoj tocˇki
Kazˇemo da je a ∈ S fiksna tocˇka za preslikavanje T : S → S ako vrijedi T (a) = a.
Definicija 1.2.1. Neka je (S , d) metricˇki prostor. Za preslikavanje T : S → S kazˇemo da
je kontrakcija s koeficijentom θ ∈ [0, 1〉 ako za svaki x, y ∈ S vrijedi :
d(T (x),T (y)) ≤ θd(x, y).
2
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Teorem 1.2.2. Neka je (S , d) potpun metricˇki prostor i T : S → S kontrakcija. Tada
postoji jedinstvena fiksna tocˇka a ∈ S od T .
Sˇtovisˇe, za bilo koju tocˇku b ∈ S , ako je n-ta kompozicija definirana T n(b) = T (T n−1(b))
tada T n(b)→ a za n→ ∞ i vrijedi:
d(T n(b), a) ≤ θnd(b, a)
Definicija 1.2.3. Neka su (S , d) i (Λ, l) potpuni metricˇki prostori.
Preslikavanje T : S × Λ → S je uniformna kontrakcija ako postoji Λ ∈ [0, 1) takav da za
x, y ∈ S i svaki λ ∈ θ vrijedi:
d(T (x, λ),T (y, λ)) ≤ θd(x, y).
Za svaki λ postoji fiksna tocˇka g(λ) ∈ S .
1.3 Sektorski operator
Definicija 1.3.1. Linearni operator A na Banachovom prostoru X je sektorski operator ,
ako je zatvoren i gust te zadovoljava:
(i) sektor S a,φ = {λ | φ ≤ | arg(λ − a) | ≤ pi , λ , a} je sadrzˇan u rezolventnom skupu od
A, pri cˇemu je φ ∈ (0, pi2 ) , a ∈ R;
(ii) ‖(λ − A)−1‖ ≤ M|λ−a| , za svaki λ ∈ S a,φ, M ≥ 1.
Teorem 1.3.2. Pretpostavimo da je A sektorski operator i vrijedi ‖ A(λ − A)−1 ‖ ≤ C, za
| argλ |≥ φ0 , | λ |≥ R0, pri cˇemu su R0,C pozitivne konstante i φ0 < pi2 . Neka je B linearni
operator za koji vrijedi D(B) ⊃ D(A) i ‖ Bx ‖ ≤ ε‖ Ax ‖ + K‖ x ‖, za svaki x ∈ D(A) i ε,K
su pozitivne konstantne i εC < 1. Tada je A + B sektorski.
Dokaz. ‖ B(λ − A)−1 ‖ ≤ ε‖ A(λ − A)−1 ‖ + K‖ (λ − A)−1 ‖ ≤ εC + K(1 + C)| λ | ,
za | argλ |≥ φ0 , | λ |≥ R0 , pa vrijedi
‖ {λ− (A−B)}−1 ‖ = ‖ (λ−A)−1{I−B(λ−A)−1}−1 ‖ ≤ 1 + C| λ | {1−εC−
K(1 + C)
| λ | }
−1 ≤ const.| λ |
za | argλ |≥ φ0 i | λ | dovoljno veliku. Iz ovog slijedi da je A + B sektorski. 
Definicija 1.3.3. Analiticˇka polugrupa na Banachovom prostoru X je familija neprekidnih
linearnih operatora na X, {T (t)}t≥0 zadovoljava:
(i) T (0) = I, T (t)T (s) = T (t + s) za t ≥ 0, s ≥ 0;
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(ii) T (t)x→ x kada t → 0+,za svaki x ∈ X;
(iii) t → T (t)x je analiticˇka, za svaki x ∈ X, t ∈ (0,∞).




(T (t)x − x), njegova
domena D(L) se sastoji od svih x ∈ X za koje ovaj limes postoji. Obicˇno pisˇemo T (t) = eLt.
Teorem 1.3.4. Ako je A sektorski operator, tada je −A infinitezimalan generator analiticˇke







Γ je krivulja u ρ(−A) sa argλ→ ±θ kada | λ |→ ∞ za θ ∈ 〈pi
2
, pi〉.
Osim toga, e−At se mozˇe analiticˇki prosˇiriti na sektor {t , 0 :| argt |< ε} koji sadrzˇi
pozitivnu realnu os. Ako Reσ(A) > a, tj. Reλ > a kad god je λ ∈ σ(A), tada za svaki t > 0
vrijedi:
‖ e−At ‖ ≤ Ce−at , ‖ Ae−At ‖ ≤ C
t




e−At = −Ae−At, za t > 0.
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je a = 0 i




zamijenimo A s A − aI.
Izaberimo θ ∈ 〈pi
2
, pi − φ〉. Neka je e−At definiran kao u teoremu, primjetimo da integral
apsolutno konvergira ako je t > 0. Prema Cauchy-jevom teoremu, integral ostaje nepro-
mijenjen kada se krivulja Γ pomakne za malu udaljenost u desno , oznacˇimo pomaknutu












eλt+µs(µ − λ)−1{(λI + A)−1 − (µI + A)−1}dµdλ
koristec´i rezolventnu jednakost. Ali za λ ∈ Γ, µ ∈ Γ′ vrijedi∫
Γ
eλt(µ − λ)−1dλ = 0 i ∫
Γ′
eµs(µ − λ)−1dµ = 2pii eλs tako da




eλ(t+s)(λI + A)−1dλ = e−A(t+s)
i {e−At}t≥0 je polugrupa.
Zapravo, za ε ∈ 〈0, θ − pi
2
〉, integral uniformno konvergira na svakom kompaktnom skupu
{| argt |< ε}, tako da je polugrupa analiticˇka.
Stavimo µ = λt, t > 0















| eµ | | dµ || µ |
i












Dokazat c´emo da e−Atx → x kada t → 0+ za svaki x ∈ X. Dovoljno je dokazati za
x ∈ D(A)(gust skup), kako je ‖ e−At ‖ ≤ C za svaki t ≥ 0. Ako je x ∈ D(A) i t > 0









pa je ‖ e−Atx − x ‖ ≤ const.‖ Ax ‖t.
Prema tome, {e−At}t≥0 je strogo neprekidna polugrupa koja se prosˇiruje na analiticˇku polu-
grupu za | arg t |< ε. Ako je x ∈ D(A) i t > 0, tada je
d
dt





eλt(λ + A)(λ + A)−1xdλ = 0.
Za x ∈ D(A) kada t → 0+ vrijedi
1
t





pa je −A sadrzˇan u generatoru G od polugrupe.
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Zbog zatvorenosti od A slijedi da je R(λ)x ∈ D(A) ⊂ D(G) za svaki λ ≥ 0, x ∈ X. Ali, ako
je x ∈ D(G) tada je e−Atx ∈ D(G) za svaki t ≥ 0 i Ge−Atx = d
dt
e−Atx = e−AtGx. Slicˇnim
argumentom se pokazuje
R(λ)(λ −G)x = x, za x ∈ D(G).
Prema tome, D(G) ⊂ slika od R(λ) ⊂ D(A), pa je −A = G kao sˇto smo i tvrdili. 
1.4 Razlomacˇka potencija operatora








Teorem 1.4.2. Ako je A sektorski operator i Re σ(A) > 0, tada za α > 0, A−1 je ogranicˇen
linearan operator na X koji je injekcija i zadovoljava A−αA−β = A−(α+β), α > 0, β > 0. Za






λα(λ + A)−1 dλ.
Dokaz. Za δ > 0, Re σ(A) > δ tako da primjenom teorema 1.3.4 slijedi ‖ e−At ‖ ≤ Ce−δt,




tα−1Ce−δ)dt ‖ x ‖, A−α je ogranicˇen kada je α > 0. Za
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zα−1(1 − z)β−1dz = Γ(α)Γ(β)
Γ(α + β)
.
Ako je A−αx = 0, za α > 0, tada za cijeli broj n > α vrijedi A−nx = A−(n−α)A−αx = 0,
kako je A−1 injekcija, tada je i A−n = n-ta potencija od A−1 takoder injekcija, pa je x = 0.
Konacˇno (λ + A)−1 =
∞∫
0
e−Ate−λtdt, za λ ≥ 0, pa slijedi da je :
∞∫
0












e−Attα−1Γ(1 − α)dt = pi
sin piα
A−α,
koristec´i cˇinjenicu da je Γ(α)Γ(1 − α) = pi
sin piα
, za 0 < α < 1.

Definicija 1.4.3. Za operator A kao sˇto je gore naveden, definiramo Aα = inverz od A−α,
za α > 0; D(Aα) = R(A−α). A0 je identiteta na X.
Teorem 1.4.4. Pretpostavimo da je A sektorski operator i Reσ(A) > δ > 0. Za α ≥ 0
postoji Cα < ∞ takav da
‖ Aαe−At ‖ ≤ Cαt−αe−δt, za t > 0,
i ako je 0 < α ≤ 1, x ∈ D(Aα) tada vrijedi:
‖ (e−At − 1)x ‖ ≤ 1
α
C1−αtα‖ Aαx ‖.
Takoder, Cα je ogranicˇen za α iz kompaktnog skupa koji je sadrzˇan u 〈0,∞〉.
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Dokaz. Prema teoremu 1.3.4. imamo: ‖ e−At ‖ ≤ Ce−δt , ‖ Ae−At ‖ ≤ Ct−1e−δt, za t > 0,
stoga je za m = 1, 2, 3, ...
‖ Ame−At ‖ = ‖ (Ae−At/m)m ‖ ≤ (Cm)mt−me−δt.
Ako je 0 < α < 1 i t > 0 tada je







Konacˇno, ‖ Aα+βe−At ‖ ≤ ‖ Aαe−At/2 ‖ ‖ Aβe−At/2 ‖ ≤ CαCβ2α+βt−(α+β)e−δt, navedeni slucˇajevi
zajedno daju opc´i rezultat. Druga ocjena slijedi iz





Teorem 1.4.5. Ako je 0 ≤ α ≤ 1 i x ∈ D(A) tada je ‖ Aαx ‖ ≤ C‖ Ax ‖α‖ x ‖1−α ,
tj. ‖ Aαx ‖ ≤ ε ‖ Ax ‖ + C′ε−α(1−α) ‖ x ‖, za svaki ε > 0.
( Konstante C,C′ ne ovise o α.)
Dokaz. Neka je 0 < β < 1 i ε > 0 te za t > 0 vrijedi ‖ e−At ‖ ≤ C tada je:







≤ C‖ x ‖ε
β
β




≤ C‖ x ‖ε
β
β
+ 2C‖ A−1x ‖εβ−1.
Minimizirajmo desnu stranu s ε > 0 i zakljucˇujemo :
‖ A−βx ‖ ≤ 2(2(1 − β))
β−1
Γ(1 + β)
C‖ x ‖1−β‖ A−1x ‖β.
Koeficijent je uniformno ogranicˇen za β ∈ (0, 1) , stoga mozˇemo zamijeniti x sa Ax i staviti
α = 1 − β da bismo dobili trazˇeni rezultat. 
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Napomena 1.4.6. Ako je ‖ e−At ‖ ≤ C0e−δt, ‖ Ae−At ‖ ≤ C1t−1e−δt za t > 0 tada:
‖ Aαe−At ‖ ≤ CC1−α0 Cα1 t−αe−δt
pokazuje da je Cα iz teorema 1.4.3. ogranicˇen kada α→ 0+.
(Pri cˇemu je konstanta C iz teorema 1.4.4.)
Korolar 1.4.7. Neka je A sektorski operator i Reσ(A) > 0. Ako je B linearan operator
takav da je BA−α ogranicˇen na X za α ∈ [0, 1〉, tada je A + B sektorski.
Dokaz. Tvrdnja slijedi iz teorema 1.3.2 i 1.4.4. 
Teorem 1.4.8. Pretpostavimo da su A i B sektorski operatori na X i neka je D(A) = D(B)
i Reσ(A) > 0, Reσ(B) > 0. Za α ∈ [0, 1〉 operator (A− B)A−α je ogranicˇen na X. Tada za
β ∈ [0, 1], AβB−β i BβA−β su ogranicˇeni na X.
Dokaz. Prema teoremu 1.4.4. vrijedi ‖ Aβ(λ+ A)−1 ‖ ≤ C| λ |β−1 za 0 ≤ β ≤ 1, | pi−arg λ | ≥







λ−β(λ + B)−1(A − B)(λ + A)−1dλ
sˇto se lako ocjeni i pokazˇe da je BβA−β ogranicˇen.
Takoder vrijedi ‖ Aα(λ + B)−1 ‖ = 0(| λ |α−1), kada λ→ +∞,i
{I + Aα(λ+ A)−1(B−A)A−α}Aα(λ+ B)−1 = Aα(λ+ A)−1, stoga zamijenom A i B u jednakosti
iznad, pokazujemo da je i AαB−α ogranicˇen. Slucˇaj kada je β = 0, β = 1 slijedi direktno.

Definicija 1.4.9. Ako je A sektorski operator na Banachovom prostoru X, za svaki α ≥ 0
definiramo:
Xα = D(Aα1 ) sa normom‖ x ‖α = ‖ Aα1 x ‖ , x ∈ Xα,
gdje je je A1 = A + aI, pri cˇemu a izaberemo tako da je Reσ(A1) > 0. Prema prethodnom
teoremu razlicˇitim izborom a, imamo ekivalentne norme na Xα,dakle ne ovisi o izboru a
Teorem 1.4.10. Ako je A sektorski operator na Banachovom prostoru X, tada je Xα Ba-
nachov prostor sa normom ‖ · ‖α za α ≥ 0, X0 = X. Za α ≥ β ≥ 0, Xα je gust potprostor
od Xβ sa neprekidnom inkluzijom.
Ako A ima kompaktnu rezolventu, tada je inkluzija Xα ⊂ Xβ kompaktna kada je α > β ≥ 0.
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Ako za sektorske operatore A1, A2 na X sa istom domenom vrijedi Reσ(A j) > 0 za j = 1, 2
i ako je (A1 − A2)A−α1 ogranicˇen operator za α < 1, tada je Xβ1 = Xβ2 sa ekvivalentnim
normama za 0 ≤ β ≤ 1, pri cˇemu je Xβj = D(Aβj), j = 1, 2 .
Poglavlje 2
Opc´a parabolicˇka jednadzˇba
2.1 Linearna Cauchy-jeva zadac´a
Prvo c´emo promatrati homogenu zadac´u
dx
dt
+ Ax = 0, t > 0
x(0) = x0,
(1)
gdje je A sektorski operator na Banachovom prostoru X i x0 ∈ X. Rjesˇenje od (1) je nepre-
kidna funkcija x : [0,T ]→ X , koja je neprekidno diferencijabilna na otvorenom intervalu
(0,T ). Prema teoremu 1.3.4. je jasno da je x(t) = e−Atx0 rjesˇenje od (1).
Pokazat c´emo da je to jedino rjesˇenje.
Neka je 0 ≤ s ≤ t < T i
y(t, s) = e−A(t−s)x(s),
gdje je x(·) neko rjesˇenje od (1) na (0,T ). Tada je s → y(t, s) neprekidna za s ∈ [0, t] i






+ Ae−A(t−s)x(s) = 0
tada je za s ∈ (0, t) , y(t, 0) = y(t, t)
tj. e−Atx0 = x(t).
Sada promotrimo nehomogenu jednadzˇbu :
dx
dt
+ Ax = f (t), 0 < t < T
x(0) = x0,
11
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Teorem 2.1.1. Neka je f : (0,T )→ X lokalno Ho¨lder neprekidna i vrijedi
ρ∫
0





Tada je F(·) neprekidna na [0,T ) i neprekidno diferencijabilna na (0,T ). Vrijedi dF(t)
dt
+
AF(t) = f (t) za t ∈ (0,T ) i F(t)→ 0 kada t → 0+.




e−A(t−s) f (s)ds, ρ ≤ t < T,
gdje je Fρ(t) = 0 za t ∈ [0, ρ].
Stavimo da je f (s) = 0 za s < 0. Tada vrijedi :
‖ F(t) − Fρ(t) ‖ ≤
t∫
t−ρ
‖ e−A(t−s) ‖ ‖ f (s) ‖ds,
sˇto tezˇi u 0 kada ρ→ 0+. Fρ je neprekidna, posˇto vrijedi :
Fρ(t + h) − Fρ(t) = (e−Ah − I)
t−ρ∫
0




(0 ≤ t ≤ t + h ≤ t0),sˇto tezˇi nuli kada h→ 0. Dakle, F je neprekidna na [0,T ) i
‖ F(t) ‖ ≤
t∫
0
‖ e−A(t−s) ‖ ‖ f (s) ‖ds → 0 , kada t → 0+.
Ako je s ∈ [0, t) , tada je e−A(t−s) f (s) iz D(A), pa su i Riemannove sume za Fρ(t),∑
t−s j>ρ














Ae−A(t−s) f (s)ds =
t−ρ∫
0
Ae−A(t−s){ f (s) − f (t)}ds + {e−Aρ − e−At} f (t).
Sada vrijedi ‖ Ae−A(t−s) ‖ = O((t − s)−1) i ‖ f (s) − f (t) ‖ = O(| t − s |θ), za θ > 0 kada
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Ae−A(t−s){ f (s) − f (t)}ds + {I − e−At} f (t).
Ponovno zbog zatvorenosti od A slijedi F(t) ∈ D(A) za t ∈ (0,T ).
Promatramo strogi interior intervala [t0, t1], 0 < t0 < t1 < T , tada AFρ(t) → AF(t)
uniformno za t ∈ [t0, t1]. Kako je ‖ f (t) − f (s) ‖ ≤ K | t − s |θ, za t, s ∈ [t0, t1] i θ > 0, pa
slijedi:
‖ AFρ(t) − AF(t) ‖ = ‖ {−I + e−Aρ} f (t) +
t∫
t−ρ
Ae−A(t−s){ f (s) − f (t)}ds ‖
≤ ‖ {e−Aρ − I} f (t) ‖ + C
t∫
t−ρ
(t − s)−1+θds→ 0,
sˇto uniformno konvergira kada ρ→ 0+, t ∈ [t0, t1].
Konacˇno Fρ(t) je diferencijabilna kada t > ρ i vrijedi
dFρ(t)
dt
= −AFρ(t) + e−Aρ f (t − ρ), ρ < t < T .
Desna strana uniformno konvergira k AF(t) + f (t) za t ∈ [t0, t1], kada ρ→ 0+. Dakle, F je
neprekidno diferencijabilna na otvorenom intervalu (0,T ) i vrijedi
dF
dt
+ AF = f (t). 
Teorem 2.1.2. Pretpostavimo da je A sektorski operator na X i x0 ∈ X. Neka je f :
(0,T ) → X lokalno Ho¨lder neprekidna i
ρ∫
0
‖ f (t) ‖dt < ∞, za ρ > 0. Tada postoji jedins-
tveno rjesˇenje x(·) od :
dx
dt
+ Ax = f (t), 0 < t < T
x(0) = x0,
koje je oblika
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2.2 Lokalna egzistencija rjesˇenja i jedinstvenost
Sada c´emo promatrati nelinearnu jedndzˇbu:
dx
dt
+ Ax = f (t, x), t > t0
x(t0) = x0,
(2)
pretpostavimo da je A sektorski operator takav da su razlomacˇke potencije operatora A1 ≡
A+aI dobro definirane. Prostor Xα = D(Aα1 ) sa normom ‖x‖α = ‖Aα1 x‖ je definiran za α ≥ 0.
Pretpostavimo da je f preslikavanje sa otvorenog skupa U ⊆ R × Xα u X, za α ∈ [0, 1).
Funckija f je lokalno Ho¨lder neprekidna po t i lokalno Lipschitzova po x. Preciznije, ako
je (t1, x1) ∈ U , tada postoji okolina V ⊂ U od tocˇke (t1, x1) takva da za (t, x) ∈ V, (s, y) ∈ V
vrijedi:
‖ f (t, x) − f (s, y)‖ ≤ L(| t − s |θ +‖x − y‖α),
za konstante L > 0 i θ > 0
Definicija 2.2.1. Rjesˇenje Cauchyjeve zadac´e na (t0, t1) je neprekidna funkcija x : [t0, t1)→
X takva da x(t0) = x0 .Imamo da je(t, x(t)) ∈ U, x(t) ∈ D(A) i postoji dxdt (t) . Preslikavanje
t → f (t, x(t)) je lokalno Ho¨lder neprekidno. Vrijedi
t0+ρ∫
t0
‖ f (t, x(t))‖dt < ∞ za ρ < 0. Uz
navedene uvjete diferencijalna jednadzˇba (2) je zadovoljena na (t0, t1).
Lema 2.2.2. Ako je x rjesˇenje od (2) na (t0, t1) tada vrijedi:
x(t) = e−A(t−t0)x0 +
t∫
t0
e−A(t−s) f (s, x(s))ds (3)
Obratno, ako je x : (t0, t1) → Xα neprekidna funkcija i vrijedi
t0+ρ∫
t0
‖ f (t, x(t))‖dt < ∞ za
ρ < 0 te je zadovoljena jednadzˇba (3),za t ∈ (t0, t1), tada je x(·) rjesˇenje diferencijalne
jednadzˇbe (2).
Dokaz. Prva tvrdnja slijedi iz definicije rjesˇenja i teorema 2.1.2. Pretpostavimo da je x
rjesˇenje jednadzˇbe (3) i x ∈ C((t0, t1); Xα). Prvo c´emo pokazati da je funkcija x : (t0, t1) →




(e−Ah−I)e−A(t−s) f (s, x(s))ds+
t+h∫
t
e−A(t+h−s) f (s, x(s))ds.
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Za 0 < δ < 1 − α i svaki z ∈ X vrijedi:
‖(e−Ah − I)e−A(t−s)z‖α ≤ C(t − s)−(α+δ)hδea(t−s)‖z‖
Iz teorema 1.4.3 vidimo da za t ∈ [t∗0, t∗1] ⊂ (t0, t1) vrijedi
‖x(t + h) − x(t)‖α ≤ const hδ.




+ Ay = f (t, x(t)), t0 < t < t1
y(t0) = x0
Dakle x je rjesˇenje od (2). 
Teorem 2.2.3. Neka je A sektorski operator i f : U → X,pri cˇemu je U otvoren podskup
od R × Xα, 0 ≤ α < 1. Preslikavanje f (t, x) je lokalno Ho¨lder neprekidno po t i lokalno
Lipschitzovo po x. Tada za svaki (t0, x0) ∈ U postoji T = T (t0, x0) > 0 takav da (2) ima
jedinstveno rjesˇenje x na (t0, t0 + T ) sa pocˇetnim uvjetom x(t0) = x0.
Dokaz. Prethodna lema je dovoljna za pokazati odgovarajuc´i rezultat za integrabilnu jed-
nadzˇbu (3).Izaberimo δ > 0, τ > 0 takve da je skup
V = { (t, x) | t0 ≤ t ≤ t0 + τ, ‖x − x0‖α ≤ δ }
sadrzˇan u U. Za svaki (t, x1), (t, x2) ∈ V vrijedi
‖ f (t, x1) − f (t, x2)‖ ≤ L ‖x1 − x2‖α.
Stavimo B = max
[t0,t0+τ]
‖ f (t, x0)‖ i izaberimo T takav da 0 < T ≤ τ i:






gdje je ‖Aα1e−At‖ ≤ Mt−αeat , za t > 0.
Oznacˇimo sa S skup neprekidnih funkcija y : [t0, t0 + T ] → Xα takvih da ‖y(t) − x0‖α ≤ δ
,za t ∈ [t0, t0 + T ] , uz uobicˇajenu sup- normu
‖ y ‖T = sup { ‖ y(t) ‖α, t0 ≤ t ≤ t0 + T },
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tada je S potpuni metricˇki prostor.
Za y ∈ S definiramo G(y) : [t0, t0 + T ]→ X sa:
G(y)(t) = e−A(t−t0)x0 +
∫ t
t0
e−A(t−s) f (s, y(s))ds.
Pokazat c´emo da je preslikavanje G iz skupa S u S stroga kontrakcija. Primjetimo,
‖G(y)(t) − x0 ‖α ≤ ‖ (e−A(t−t0) − I)x0 ‖α +
∫ t
t0
‖ Aα1e−A(t−s) ‖ (B + Lδ) ds
≤ δ
2
+ M(B + Lδ)
t0+T∫
t0
(t − s)−αea(t−s)ds ≤ δ
za t0 ≤ t ≤ t0 + T .
Lako se pokazˇe da je G(y) neprekidna sa [t0, t0 + T ] u Xα, pa je G preslikavanje sa skupa S
u skup S.
Ako su y, z ∈ S tada za t0 ≤ t ≤ t0 + T vrijedi
‖G(y)(t) −G(z)(t) ‖α ≤
t∫
t0




(t − s)−αea(t−s)ds‖ y − z ‖T
Dakle, ‖G(y) −G(z) ‖T ≤ 1
2
‖ y − z ‖T , za svaki y, z ∈ S .
Prema teoremu o kotrakciji, G ima jedinstvenu fiksnu tocˇku x ∈ S koja je rjesˇenje inte-
gralne jednadzˇbe (3) i ogranicˇenu funckiju f (t, x(t)) (kada t → t+0 ).Prema prethodnoj lemi
x je jedinstveno rjesˇenje od (2) na (t0, t0 + T ) sa pocˇetnim uvjetom x(t0) = x0. 
Teorem 2.2.4. Neka za A i f vrijede pretpostavke prethodnog teorema. Takoder pretpos-
tavimo da je za svaki zatvoren ogranicˇen skup B ⊂ U, slika f (B) ogranicˇena u X. Ako je x
rjesˇenje od (2) na (t0, t1), a t1 maksimalan. Ukoliko je t2 > t1, tada nema rjesˇenja od (2).
Dokaz. Pretpostavimo da je t1 < +∞, ali (t, x(t)) ne pripada okolini N od ∂U, za t ∈ [t2, t1).
Mozˇemo izabrati N = U \ B , gdje je B zatvoren ogranic˘en podskup od U i (t, x(t)) ∈ B,za
t ∈ [t2, t1). Pokazujemo da postoji x1 ∈ B takav da x(t) → x1, kada t → t1, sˇto znacˇi
da se rjesˇenje mozˇe produzˇiti nakon vremena t1 , a prema prethodnom teoremu , to je u
suprotnosti sa maksimalnom vrijednosˇc´u od t1.
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Neka je C = sup{‖ f (t, x) ‖, (t, x) ∈ B}. Prvo c´emo pokazati da ‖ x(t) ‖β ostaje omedjen kada
t → t1 ,za β < 1.
Promatrajuc´i kada je α 6 β < 1 , t2 ≤ t < t1,imamo:
‖ x(t) ‖β ≤ ‖ Aβ−α1 e−A(t−t0) ‖ ‖ x(t0) ‖α +
t∫
t0
‖ Aβ1e−A(t−s) ‖ ‖ f (s, x(s)) ‖ds




sˇto je omedeno za t → t1.
Sada pretpostavimo t2 6 τ < t < t1 , pa:
x(t) − x(τ) = {e−A(t−τ) − I}x(τ) +
t∫
τ
e−A(t−s) f (s, x(s))ds




≤ C3(t − τ)β−α, (α < β < 1)
Prema tome, lim
t→t1
x(t) postoji uXα , i tvrdnja je dokazana. 
Korolar 2.2.5. Pretpostavimo da je A sektorski operator i U = (τ,∞)×Xα. Neka je funkcija
f lokalno Ho¨lder neprekidna po t i lokalno Lipschitzova po x za (t, x) ∈ U i vrijedi:
‖ f (t, x) ‖ ≤ K(t)(1 + ‖ x ‖α)
za svaki (t, x) ∈ U, pri cˇemu je K(·) neprekidna na (τ,∞). Ako je t0 > τ, x0 ∈ Xα , postoji
jedinstveno rjesˇenje od (2) za svaki t ≥ t0.
Dokaz. Vrijedi teorem 2.2.4, a korolar vrijedi ako postoji tn → t1 < ∞ takav da ‖ x(tn) ‖α →
+∞. Medutim imamo
‖ x(t) ‖α ≤ ‖ e−A(t−t0)x0 ‖ +
t∫
t0
‖ Aα1e−A(t−s) ‖ · K(s)(1 + ‖ x(s) ‖α)ds,
sˇto po Gronwallovoj nejednakosti slijedi da je ‖ x(t) ‖α omeden kada t → t1. 
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Teorem 2.2.6. Neka za A i f vrijede pretpostavke iz teorema 2.2.3., pretpostavimo josˇ da A
ima kompaktnu rezolventu i f je preslikavanje sa skupa R+ × B ⊂ U ⊂ R× Xα u ogranicˇen
skup X, pri cˇemu je B zatvoren i ogranicˇen. Ako je x(t; t0, x0) rjesˇenje od (2) na (t0,∞) sa
ogranicˇenom normom ‖ x(t; t0, x0) ‖α kada t → +∞, tada je {x(t; t0, x0)}t>t0 u kompaktnom
skupu u Xα.
Dokaz. Ako je α < β < 1 tada je Xβ ⊂ Xα je kompaktno ulozˇen, (teorem 1.4.9.) te je
dovoljno pokazati da je ‖ x(t; t0, x0) ‖β ogranicˇen za t ≥ t0 + 1. Bez smanjena opc´enosti
mozˇemo pretpostaviti da je Reσ(A) > δ > 0 i ‖ f (t, x(t; t0, x0)) ‖ ≤ C , za svaki t ≥ t0 ,
stoga imamo:




sˇto je ogranicˇeno za t ≥ t0 + 1. 
Napomena 2.2.7. Gornji argument pokazuje stupanj izgladivanja, bez pretpostavke kom-
paktnosti rezolvente: ako je rjesˇenje ogranicˇeno u Xα tada je ogranicˇeno i u Xβ, pri cˇemu
je α < β < 1.
2.3 Allen-Cahnova jednadzˇba
U nastavku c´emo iskoristiti prethodne rezultate iz ovog Poglavlja, kako bismo pokazali
egzistenciju i jedinstvenost lokalnog rjesˇenja Cauchy-jevog problema za Allen-Cahnovu
jednadzˇbu: 
ut = uxx + u − u3, t > 0, a < x < b
u(a, t) = 0, u(b, t) = 0
u(x, 0) = u0(x)
Definirajmo linearni operator Aϕ(x) = −d
2ϕ
dx2 (x), gdje je ϕ glatka funkcija na [a, b] sa
ϕ(a) = 0 i ϕ(b) = 0.







(Aϕ, ψ) = −
b∫
a
ϕ′′(x)ψ(x)dx = (ϕ, Aψ)
A je linearni hermitski operator na L2(a, b).
Operator A = −d
2
dx2 je sektorski sa domenom H
2(a, b) ∩ H10(a, b) i D(A1/2) = X1/2 = H10(a, b)
Neka je f (u) = u − u3.
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Sada navedenu jednadzˇbu mozˇemo zapisati :
ut + Au = f (u), t > 0
u(a) = u(b) = 0
u(0) = u0
gdje je f : R+ × H10(a, b)→ X.
Definirajmo prostor X = {u ∈ L2(a, b) : u(a) = u(b) = 0}.
Za gore navedene uvjete, ispunjenji su uvjeti Teorema 2.2.3., te primjenom tog Teorema




Carr i Pego su proucˇavali razvoj pocˇetnih podataka visˇe ’nakupina’ Allen-Cahnove jed-
nadzˇbe:
∂tu = ∂2xu + u − u3 = ∂2xu + U′(u), (4)
gdje je u(x, t) : R × R+ → R
Ovi podaci su za vec´inu x vrlo blizu stacionarnim vrijednostima v = ±1 sa prijelazima od
±1 do ∓1 u odredenim tocˇkama. Te tocˇke zovemo ’nakupine’
Nasˇi rezultati vrijede za jednadzˇbe koje su opc´enitije od Allen-Cahnove jednadzˇbe, koje









tada je desna strana od jednadzˇbe (4):
L(u) = ∂2xu + V ′(u). (6)
Mozˇemo prosˇiriti nasˇe rezultate na sve U ∈ C3 koji zadovoljavaju:
U′(±1) = U′(0) = 0,
U(+x) = U(−x),
U′′(±1) < 0, U′′(0) ≥ 1,
U′(x) , 0 za x < {±1, 0}.
20
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Pocˇet c´emo sa ogranicˇenim stacionarnim,tj. vremenski neovisnim rjesˇenjima od (4). Mogu
se protumacˇiti kao trajektorije slobodne tocˇke cˇestica koja se bez trenja giba u potencijalu
U, pri cˇemu x predstavlja vremensku varijablu. (Slika 1)
Imajmo na umu da je ovo integrabilni Hamiltonov sustav.
Slika 1: Interpretacija jednadzˇbe L(v) = 0
Stacionarna rjesˇenja su:
• tri konstantna rjesˇenja u±(x) = ±1, u0(x) = 0;
• dva heteroklinicˇka rjesˇenja koja c´emo oznacˇiti sa ψ(x) i ψ(−x). Za V koji je dan jed-
nadzˇbom (5), takvo rjesˇenje je :





• periodicˇka rjesˇenja, koja c´e biti objasˇnjena u nastavku. (Slika 2)
Propozicija 3.1.1. Za svaki V koji je gore definiran te za svaki P ∈ (P0,∞), gdje je P0 > 0,
postoji periodicˇno stacionarno rjesˇenje ϕP(x) od (4) sa periodom 2P i amplitudom A, i
ϕP(x) ima tocˇno jedan maksimum i jedan minimum po periodu. Nadalje, ϕP ∈ C∞ i postoji
bijekcija izmedu amplitude A ∈ (0, 1) i P = P(A). Pretpostavljamo ϕP(0) = ϕP(P) = 0 i
ϕP(x) < 0 za x ∈ (0, P).
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Dokaz. Dokaz pogledati u [2]. 
Slika 2: Periodicˇko rjesˇenje ϕP(x)
Napomena 3.1.2. Pocˇetni polozˇaj −A cˇestice mora zadovoljavati A ∈ [0, 1] kako bi orbita
ostala ogranicˇena. Ali za takvo pocˇetno stanje, pokazali smo rjesˇenje jednadzˇbe L(v) = 0.
Dakle nema drugih ogranicˇenih rjesˇenja od (4)
Periodicˇka rjesˇenja c´e imati bitnu ulogu u nastavku. Cilj nam je pokazati postojanje
’mestabilnih’ stanja, tj. nestabilna su, ali ’puzaju’ vrlo dugo. (Slika 3)
Uobicˇajeno je da su rjesˇenja u± stabilna, da je ψ stabilno do svojstvene vrijednosti 0 i da su
sva ostala stacionarna rjesˇenja nestabilna. Zˇelimo proucˇiti razvoj pocˇetnih uvjeta v(t = 0)
koja su kao ’krunisˇta’. Definiramo Z, skup nula od v(t = 0) kao:
Z = {z j ∈ R, j ∈ Z, z j < z j+1 i v(x = z j, t = 0) = 0 za svaki j}.
Pretpostavimo da je v(x, t = 0) pozitivan za z2 j < x < z2 j+1 i negativan za z2 j−1 < x < z2 j.
Uvodimo i duljinu intervala ` j, definirana sa :
`i = zi − zi−1.
Definicija 3.1.3. Funkcije za koje vrijedi gore navedena forma, nazivamo dopustiva, oznacˇit
c´emo ju sa uZ.
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Ako promatramo samo nule od rjesˇenja (4),onda imamo smanjeni sustav jednadzˇbi,za
pozicije nula. Tako Z postaje funkcija vremena. Jedna od potesˇkoc´a u beskonacˇnoj domeni,
je pokazati da postoje ’zanimljivi’ dopustivi pocˇetni uvjeti, koji ostaju dopustivi za sva
vremena.
vrijeme: 1 do 2.7 vrijeme: 25 do 29.2
vrijeme: 29.2 do 31.3 vrijeme: 3668 do 3675
vrijeme: 5043 do 5050 vrijeme: 5266 do 5269
Slika 3: Numericˇka simulacija
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Razvoj ovih pocˇetnih uvjeta izgledat c´e ovako. Prvo, pozitivan (negativan) dio od u brzo se
priblizˇava +1(-1), u meduvremenu se formiraju barijere domene, koji (lokalno) izgledaju
kao ± tanh( x√
2
) (opc´enito heteroklinicˇko rjesˇenje). Intuitivno, ±1 su stabilne tocˇke, ali c´e
se barijere domene pomaknuti. Buduc´i da nema razloga da se +1 preferira ili obratno −1,
brzina kretanja barijere domene c´e ovisiti samo o velicˇini `i, `i+1 od dvije domene pored
ove barijere. Carr i Pego su pokazali (u konacˇnoj domeni) da je brzina kretanja i − te
’nakupine’ priblizˇno e−`i+1 − e−`i .
Slijedit c´emo njihovu metodu kako bi smo pokazali slicˇan rezultat u bekonacˇnoj do-
meni: skupu Z pridruzˇujemo funkciju u(0)Z koja ima Z kao skup nula. U svakom smo
intervalu (zi, zi+1), postavili u
(0)
Z (x) jednaku translaciji od ϕP sa P = zi+1−zi, tako da je uZ(0)
neprekidna funkcija. Kako bismo dobili glatku funkciju uZ, malo smo izmjenili nediferen-
cijabilnu funkciju (u blizini svake nule).
Slika 4: Funkcija uZ
Funkcija uZ je po konstrukciji jednaka stacionarnom rjesˇenju od (4), osim u blizini
skupa Z. Na slici 4, nule su oznacˇene sa zi, a podebljane linije pokazuju podrucˇja lijeplje-
nja. Sljedec´i korak je proucˇiti stabilnost ovih ’skoro stabilnih’ funkcija.
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3.2 Dinamika u razrijedenom stanju
Definicija 3.2.1. Neka je Z = {z j} j∈Z ∈ RZ niz pozitivnih realnih brojeva, te:







(z j + z j−1) .
Neka Γ > P0 i pretpostavimo da je | Z |> Γ. Posebno vrijedi z j+1 > z j za svaki j ∈ Z. Sa
ΩΓ oznacˇimo skup takvih Z:
ΩΓ =
{
Z = {..., z−1, z0, z1, ...} ∈ RZ : z j+1 − z j > Γ, j ∈ Z
}
.
Definicija 3.2.2. Neka je {l j} j∈Z niz nezavisnih i jednako distribuiranih slucˇajnih varijabli
s gustoc´om vjerojatnosti ρΓ(x), x ∈ R+, za koju vrijedi ρΓ(x) > 0 za x > Γ i ρΓ(x) = 0 za
x ≤ Γ. Mjera vjerojatnosti P skupa ΩΓ je potaknuta odabirom,
z0 = 0, z j − z j−1 = ` j, za Z ∈ ΩΓ,
Za Z ∈ ΩΓ, konstruiramo funkciju uZ(x) kao sˇto je opisano na pocˇetku ovog poglavlja:
u( j)(x) =
{
(1 − ∆(x − z j))ϕl j(x − z j−1) + ∆(x − z j))ϕl j+1(x − z j+1) ako je j paran broj
(1 − ∆(x − z j))ϕl j(x − z j) + ∆(x − z j))ϕl j+1(x − z j) ako je j neparan broj
gdje je ∆(x) ∈ C∞ monotona ’odrezana’ funkcija za koju vrijedi:
∆(x) =
{
0 x ≤ −1,
1 x ≥ 1.





gdje je 1 j karakteristicˇna funkcija na intervalu I j ≡ [c j, c j+1]. Imamo uZ ∈ C∞. Prosˇirivanjem
(6) sa uZ uz v = w + uZ dobijemo:
L(w + uZ) = L(uZ) − LZw + w2r(w, uZ)
pri cˇemu je linearan operator:
LZw = ∂2xw − V ′′(uZ)w, (7)
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i nealinearan ostatak je dan sa:
r( f , g) =
1∫
0
ds (1 − s)V ′′′(s f + g).
Sada c´emo navesti neka svojstva linearnog operatora LZ koji je dan sa (7).
Definicija 3.2.3. Neka je Λ kompaktan interval uR i ε > 0. Neka je µ apsolutno neprekidna
mjera na R za koju vrijedi:
µ(Λ) = 1 − ε,
µ(R \ Λ) = ε,
∃C > 0 :
∣∣∣∣∣dµ(x)dx −C
∣∣∣∣∣ ≤ ε, za x ∈ Λ.
Odgovarajuc´a L2(R, dµ)-norma oznacˇena je sa || · ||Λ i skalarni produkt sa 〈·, ·〉Λ.
Prvo c´emo opisati spektar od LZ:
Teorem 3.2.4. Neka postoje konstante c1 < ∞, M > 0 i skup Ω∗ ⊂ Ω|Z| takav da za
dovoljno velik |Z|, vrijedi:
• P(Ω∗);
• za svaki Z ∈ Ω∗, L2(R, dµ)-spektar od LZ ≡ ∂2x − V ′′(uZ) je iz (−α, α),
gdje je α = O(e−c1 |Z|), tocˇka sa eksponencijalno propadajuc´im svojstvenim funkcijama
e j, j ∈ N. Ostatak spektra je sadrzˇan u [M,∞).
Dokaz. Dokaz navednog teorema pogledati u [4]. 
POGLAVLJE 3. PRIMJENA 27
Slika 5: Potencijal U(x) zajedno sa funkcijom uZ(x)
Korolar 3.2.5. Neka je ε > 0 i Λ ⊂ R kompaktan interval. Tada postoji Nε < ∞ takav da
za svaki w ∈ L2(R, dµ) ∩ L∞ vrijedi:∑
j>Nε
|〈e j(x),w〉Λ| ≤ ε. (8)
Dokaz. Lijeva strana nejednakosti je projekcija w na prostor funkcija koje imaju ekspo-
nencijalno malene pocˇetne tocˇke iz Λ. Osim toga, w ∈ L∞, dakle imamo ||1R\Λw||Λ ≤ ε,
gdje je 1R\Λ karakteristicˇna funkcija komplementa od Λ. 
Sada c´emo definirate vektore iz L2(R, dµ) koji generiraju translacije od j−te ’nakupine’:
τz j = (−1) jΘ j(x)∂xuZ(x), (9)
gdje je Θ j ∈ C∞ karakteristicˇna funkcija na intervalu I j :
Θ j(x) =
{
0, d(x, I j) > 1,
1, x ∈ I j.
takva da su sve njezine derivacije uniformno ogranicˇene .
Lema 3.2.6. Za dovoljno velik |Z| i ε > 0, postoji Dτ, 0 < Dτ < ∞ takav da za svaki
k > Dτ,
||τzk ||Λ ≤ ε.
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Dokaz. Tvrdnja neposredno slijedi iz definicije 3.2.3. i cˇinjenice da τz j ima kompaktan
nosacˇ i uniformno je ogranicˇena. 
Oznacˇimo sa PNε : L
2(R, dµ) → ⊕ j≤NεHλ j spektralni projektor sa pridruzˇenim svoj-
stvenim vrijednostima λ1, ..., λNε od LZ ( i Hλ j ⊂ L2(R, dµ), odgovarajuc´i spektralni pot-
prostori).




Propozicija 3.2.7. Neka je w ∈ L2(R, dµ). Tada postoje konstante c1 > 0, c2 > 0 i Dτ > 0
takve da ako w zadovoljava 〈w, τz j〉Λ = 0 za svaki | j| ≤ Dτ, tada je
||PNεw||Λ ≤ c2e−c1 |Z|||w||Λ.
Dokaz. Dokaz se mozˇe pronac´i u [2]. 
Korolar 3.2.8. Neka je w ∈ L2(R, dµ) te za dovoljno velik |Z| postoje konstante M1 > 0,
M2 > 0 i M3 > 0. Ako w zadovoljava 〈w, τz j〉Λ = 0 za | j| ≤ Dτ, tada je :
||LZw||2Λ ≥ M2〈w, LZw〉Λ ≥ M1M2||w||2Λ (10)
Za karakteristicˇnu funkciju χΛ(x) = 1, ako je x ∈ Λ (koja ima kompaktan nosacˇ i |∂x χΛ| <
1
2 ) imamo: ||χΛw||2∞ ≤ M3〈w, LZw〉Λ. (11)
Sada mozˇemo uvesti i sljedec´u normu za perturbacije w ∈ L2(R, dµ) koja je ortogonalna
na span{τz j}, j ∈ Z:
||w||2Z ≡ 〈w, LZw〉Λ (12)
gdje je Z ∈ ΩΓ.
U nastavku slijedi dekompozicija rjesˇenja vt od jednadzˇbe (1) kao vt = uZt + wt, Zt ∈
ΩΓ. Sada uvodimo prostor pocˇetnih uvjeta za dinamiku danu jednadzˇbom (4):
TΓ,σ =
{
v ∈ L∞(R) : ||v||∞ ≤ 1, inf
Z∈ΩΓ
|| χΛ(v − uZ)||∞ < σ, inf
Z∈ΩΓ
||v − uZ ||Λ < ∞
}
, (13)
gdje je χΛ kao u prethodnom Korolaru.
U nastavku c´emo koristiti uvjet ’za dovoljno malen TΓ,σ ′ sˇto znacˇi ’za dovoljno velik
Γ < ∞ i dovoljno malen σ > 0’.
Propozicija 3.2.9. Za dovoljno malen TΓ,σ i v ∈ TΓ,σ, postoji diferencijabilna funkcija
Z : TΓ,σ → ΩΓ takva da vrijedi 〈v − uZ(v),Tz j(v)〉Λ = 0, za | j| ≤ Dτ + 1.
Nadalje, za svaki ε > 0 postoji Z∗ ∈ Ω∗ takav da vrijedi ||(LZ(v) − LZ∗)w||Λ < ε||w||Λ.
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Propozicija 3.2.10. Postoji konstanta B > 0 takva da za dovoljno malen TΓ,σ, vrijedi






||v − uZ(v)||2Z(v) − Bg21(Z(v))
)
≤ 0,
pri cˇemu je M2 konstanta kao u Korolaru 3.2.8., g21(Z) =
∑
| j|≤Dτ |〈L(uZ), τz j〉Λ|2 i norma
|| · ||2Z dana je sa (11). Sˇtovisˇe, g1(Z)→ 0 kada |Z| → ∞.
Dokaz. Dokaz mozˇete vidjeti u [2]. 
Korisˇtenjem prethodne Propozicije, Korolara 3.2.8. te primjenom Gronwallove leme
slijedi:





Mozˇemo definirati dva skupa, odabirom broja s iz skupa
{





koji nije prazan za dovoljno velik |Z|:
A = {v = w + uZ ∈ TΓ,σ : ||w||Z < s},
Z = {v ∈ A : ||w||Z < Bg21(Z)}. (15)
Iz Korolara 3.2.8. slijedi da je A ∈ TΓ,σ. Oznacˇimo sa vt ≡ v(·, t) rjesˇenje od (1). Vidimo
da za v0 ∈ Z sve dok je |Z(vt)| > Γ, onda je vt ∈ Z. Dakle, jedini nacˇin za napustiti Z je
dostic´i granicu |Z| = Γ.
U sljedec´em dijelu izrazit c´emo eksplicitnu formulu za brzinu ’nakupina’. Sada zˇelimo
napisati jednadzˇbe za vremenski razvoj funkcije Z(t) ≡ Z(vt), gdje je vt rjesˇenje od (1) sa
pocˇetnim uvjetom v0 ∈ Z i za t < sup{t : |Z(vt)| > Γ}.









z˙ j = ∂tz j(v(t)).
Koristit c´emo ovu notaciju
∂tuZ(v) = DZuZ · ∂tZ(v).
Sada imamo
〈v − uZ(v), (∂z juZ)
∣∣∣
Z=Z(v)
〉Λ = 0, za | j| ≤ Dτ + 1,
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s obzirom na t, za | j| ≤ Dτ + 1 i w = v − uZ(v) dobijemo :
〈L(v), τz j(v)〉Λ = 〈DZuZ · ∂tZ(v), τz j(v)〉Λ − 〈v − uZ(v),DZτz j · ∂tZ(v)〉Λ









〈∂z juZ(v), τzi(v)〉Λ − 〈v − uZ(v), ∂z j(v)τzi(v)〉Λ
)
−Dτ−1≤i, j≤Dτ+1
Zapisat c´emo jednadzˇbu (16) u matricˇnoj notaciji:
S˜ · Z˙ = 〈L(v), τZ〉Λ + Z˙δ| j|,Dτ+1 + O(ε),
gdje je δi, j Kronecker-ova delta funkcija. Uvest c´mo zapis matrice S koja je invertibilna,
sˇto c´e kasnije biti pokazano.
S = S˜ − δ| j|,Dτ+1 + O(ε) (17)
Stoga su jednadzˇbe (16) u ovom obliku:
∂tZ(v) = S−1 · 〈L(v), τZ(v)〉Λ
∂tw = L(w + uZ(v)) − DZuZ · S−1 · L(v), τZ(v)〉Λ.
Teorem 3.2.11. Postoje konstante c1 > 0 i E > 0 takve da za vt ∈ Z, Z = Z(vt) i dovoljno
malen TΓ,σ vrijedi:
∂tz j = E
(




e−c1 inf j∈Z ` j sup
j∈Z
(e−c1` j+1) − e−c1` j)
)
+ O(ε), z j ∈ Λ. (18)
Dokaz. Za dokaz ovog teorema pogledati [2]. 
3.3 Kolaps domene
Kako bismo preciznije opisali kolaps mehanizma, upotrijebit c´emo beskonacˇan pravac. To
je moguc´e jer je svaka distribucija ’nakupina’ dovoljno razrijedena i ne zaglavi se unutar
TΓ,σ za svako vrijeme (napusti TΓ,σ kroz iglu na kraju cijevi). To dovodi do gotovo opc´eg
oblika rjesˇenja na intervalu I j koji ima duljinu Γ, pod pretpostavkom da je bilo dovoljno
veliko na pocˇetku. Jednom kada se dostigne opc´i oblik, ’nakupine’ c´e se srusˇiti u vremenu
Tp < ∞. Numericˇkom integracijom je prikazana ova situacija, dakle na Slici 5 prikazana
su dva razlicˇita pocˇetna uvjeta koja vode do istog oblika neposredno prije kolapsa.
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Slika 5:
U nastavku c´emo iznijeti precizan opis zavrsˇne faze. Pretpostavimo da je vt ∈ Z za
svaki t > T i neka Z = Z(vt) zadovoljava |Z| = Γ. Stavimo da je wt = vt −uZ(vt). Tada prema
Propoziciji 3.2.7. i Korolaru 3.2.5. imamo
||wT ||Λ ≤ ||PNεwT ||Λ + ||(1 − PNε)wT ||Λ ≤ c2(e−c1Γ + ε + e−MT ||w0||Λ).
Iz definicije oZ i Propoziciji 3.2.10. slijedi ||w0||Λ ≤ Bg1(Z) ≤ c2e−c1Γ0 . Stoga vrijedi
||wT ||Λ ≤ Λ(ε + e−c1Γ).
U sljedec´em teoremu proucˇavamo ponasˇanje od v0 = uZ gdje Z zadovoljava : Postoji
j ∈ Z takav da ` j = Γ, ` j±1 > Γ0.
Teorem 3.3.1. Za dovoljno malene TΓ,σ i TΓ0,σ, pri cˇemu je Γ0 > Γ vrijedji v0 ∈ TΓ0,σ.
Pretpostavimo da za T > 0 i i ∈ Z imamo zi+1(vT ) − zi(vT ) = Γ i z j+1(vT ) − z j(vT ) > Γ0.
Tada postoji konacˇan Tp takav da limt↑Tp z j+1(vt+T )z j(vt+T ) = 0
Napomena 3.3.2. Za velike Γ0 vrijeme kolapsa Tp je zapravo neovisan o v0. Lokalni oblik
od kolapsa dviju ’nakupina’ je sveopc´i(neovisno o i).
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3.4 Egzistencija dinamike okrupnjavanja
U prosˇlom dijelu pronasˇli smo ’ucˇinkovitu’ jednadzˇbu (18) za koordinate {z j} j∈Z nula od
rjesˇenja Alen Cahn-ove jednadzˇbe (1). Oslobodivsˇi se konstanti i zanemarujuc´i uvjete
visˇeg reda, imamo jednadzˇbu:
z˙ j = e−(z j+1−z j) − e−(z j−z j−1), za j ∈ Z.
Prelaskom na varijable ` j = z j − z j−1 (duljine intervala), dobivamo:
˙`j = e−` j+1 + e−` j−1 − 2e−` j .
Stavimo β j = e−` j , pa imamo:
β˙ j = β j(2β j − β j+1 − β j−1). (19)
Nadalje, definirat c´emo i rubne uvjete: ako postoji indeks j ∈ Z i vrijeme t > 0 takvi da
β j(t − 0) = e−Γ tada je βi(t), i ∈ Z definiran sa:
βi(t) =

βi(t − 0) i < j − 1,
β j−1(t − 0)e−Γβ j+1(t − 0) i = j − 1,
βi+2(t − 0) i > j − 1.
(20)
Jednadzˇbe (19) i (20) odreduju dinamiku na prostoru E = [0, e−Γ]Z.
Definicija 3.4.1. Kolaps za β(t) koji zadovoljava dinamiku okrupnjavanja je vrijeme τ
takvo da je β(t) diskontinuiran za t = τ, tj. postoji cijeli broj j takav da β j(τ − 0) = e−Γ.
Ulozˇit c´emo skup pocˇetnih uvjeta C u E tako da c´e se beskonacˇno cˇesto srusˇiti dina-

















Teorem 3.4.2. Neka je t → β(t) ∈ E dinamika okrupnjavanja sa pocˇetnim uvjetom β(0) ∈
C. Tada postoji bekonacˇan niz brojeva 0 < τ1 < τ2 < ... < τn < ..., takav da τm → ∞ i za
svaki n ∈ N, τn je kolaps za β(t).
Dokaz. Pretpostavimo da je β0(0) ∈ ( e−Γ2n , e
−Γ
n ) i β±1(0) <
e−Γ
6n . Prema (19) imamo:





˙β±1(0) ≤ β±1(2β±1 − β0).








za sva vremena t < sup{t : β0(t) < e−Γ}. Iz cˇega slijedi da u intervalu (12 log n, 32neΓ log(2n))
postoji vrijeme τn takvo da β0(τn) = eΓ. Dakle, postoji podniz τn j koji zadovoljava tvrd-
nju. 
Za interval Λ ⊂ R definiramo skup CΛ kao restrikciju skupa C na Λ.
Propozicija 3.4.3. Neka je Λ kompaktan interval u R i |Λ| njegova duljina. Postoji δ =
δ(|Λ|) > 0 takav da
P(CΛ) ≥ δ,
gdje je P(·) mjera vjerojatnosti definirana u Definiciji 3.2.2.
Dokaz. Neka je β ∈ C i indeksi { jn}n∈N takvi da β jn ∈ ( e−Γ2n , e
−Γ
n ) i β jn±1 <
e−Γ
n .




n=1 3Γ + log 2n + 2 log 6n < |Λ|
}
. Interval Γ ne mozˇe sadrzˇavati












Buduc´i da je Λ kompaktan i zbog ρ(x) > 0, ∀x ∈ (Γ,∞), M∗ je konacˇan, dakle tvrdnja je
dokazana. 
Definirajmo skup C∗ gdje je C zapisan pomoc´u varijabli z j:
C∗ =
{
Z ∈ ΩΓ : {ez j−z j+1} j∈Z ∈ C
}
.
Takoder definirajmo T ∗
Γ,σ zamjenom ΩΓ sa C∗ u definiciji od TΓ,σ (13). Podskup Z∗ je
definiran zamjenom TΓ,σ sa T ∗Γ,σ u (15). Oznacˇili smo sa z j(v) j-tu nulu od funkcije v, gdje
je z j(v) < z j+1(v).
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Teorem 3.4.4. Neka je T ∗
Γ,σ dovoljno malen i v0 ∈ T ∗Γ,σ. Ako je vt rjesˇenje od JED!!




|z jn(vt) − z jn−1(vt)| = 0 i limn→∞ tn = ∞.
Dokaz. Oznacˇimo sa { jn}n∈N indekse takve da







e−(z jn±1−z jn±1−1) ≡ e−` jn±1 < e
−Γ
n
Izaberimo skup {Λ j} j∈Z disjunktnih kompaktnih intervala iz R takav da za svaki n postoji
k takav da [z jn−1 , z jn] ⊂ Λk. Prema Teoremu 3.2.11., dinamika nula z jn je dana jednadzˇbom
(18) i njhov kolaps objasˇnjen je u Teoremu 3.3.1. I konacˇno, za dovoljno malenT ∗
Γ,σ postoji
niz vremena kolapsa. Time je tvrdnja dokazana. 
3.5 Razlicˇite granice
U ovom dijelu c´emo procjeniti ponasˇanje funkcije uZ. Pokazat c´emo da blizu skupa Z,
funkcija uZ je toliko blizu heteroklinicˇkom rjesˇenju ψ.
Lema 3.5.1. Neka postoje pozitivne konstante K i c1 takve da za dovoljno velik |Z|, vrijede
sljedec´e tvrdnje :
(1) |ψ((−1) j+1(x − z j)) − uz(x)| ≤ Ke−c1min(l j,l j+1), za |x − z j| ≤ 1 i za j ∈ Z.
(2) ||L(uz)||∞ ≤ Ke−c1 |Z|.
Dokaz. Prvo usporedujemo ϕP sa ψ za fiksni P. Neka je g(x) = ψ(x) − ϕP(x), α =
V(ϕP(P/2)) = V(−A(P))(Slika 2),i pretpostavimo x ∈ [−P/2, P/2]. Ako je f stacionarno
rjesˇenje od (4), tada f ′′ + V ′( f ) = 0 , prema tome f ′′ f ′ + V ′( f ) f ′ = 0 tj. 12 ( f
′)2 + V( f ) je
konstanta. Uzmimo x∗ sa f ′(x∗) = 0 i dobijemo :
1
2
( f ′)2 + V( f (x)) = V( f (x∗))
POGLAVLJE 3. PRIMJENA 35
Derivacija od g zadovoljava:
|g′(x)| = √2




∣∣∣∣∣ √V(ψ(∞)) − V(ψ(x)) − √−(V(ψ(∞)) − α) + V(ψ(∞)) − V(ϕP(x))∣∣∣∣∣
≤ √2
∣∣∣∣∣ √V(ψ(∞)) − V(ψ(x)) − √V(ψ(∞)) − V(ϕP(x))| + |√V(ψ(∞)) − αqbigg|
≤ C(|ψ(x) − ϕP(x)| + e−c1P) = C(|g(x)| + e−c1P).
Primjenit c´emo Gronwallovu lemu (i g(0) = 0) te dobijemo
|g(x)| ≤ K1e−c1P,
|g′(x)| ≤ K2e−c1P.
Sjetimo se definicije uZ,pa imamo
uz(x) = (1 − ∆(x − z j))ϕ` j(x − z j−1) + ∆(x − z j)ϕ` j+1(x − z j+1), za |x − z j| < inf(` j, ` j+1)/2
Dakle,
min(ϕ` j(x − z j−1), ϕ` j+1(x − z j+1)) ≤ uZ ≤ max(ϕ` j(x − z j−1), ϕ` j+1(x − z j+1)).
Stoga,∣∣∣ψ((−1) j+1(x − z j) − uZ(x)∣∣∣ = max (ψ((−1) j+1(x − z j) − uZ(x), uZ − ψ((−1) j+1(x − z j))
≤ max
(
ψ((−1) j+1(x − z j)) −min(ϕ` j(x − z j−1), ϕ` j+1(x − z j+1)),
max(ϕ` j(x − z j−1), ϕ` j+1(x − z j+1)) − ψ((−1) j+1(x − z j) − uZ(x)))
)
≤ max(K1e−c1` j ,K1e−c1` j+1)
cˇime smo dokazali (1).
Za x ∈ I j imamo
L(uz) ≡ ∆′′(ϕ` j − ϕ` j+1) + 2∆′(ϕ′` j − ϕ′` j+1) −G.
Koristec´i cˇinjenicu da je ϕP rjesˇenje od L(u) = 0, tada imamo
G = (1 − ∆)V ′(ϕ` j) + ∆V ′(ϕ` j+1) − V ′((1 − ∆)ϕ` j + ∆ϕ` j+1).
Prosˇirimo G blizu nule i pogledajmo koeficijent od V ′′′(0)/2:
(1 − ∆)ϕ2` j + ∆ϕ2` j+1 − ((1 − ∆)ϕ` j + ∆ϕ` j+1)2
= (1 − ∆)ϕ2` j + ∆ϕ2` j+1 − (1 − ∆)2ϕ2` j − ∆2ϕ2` j+1 − 2(1 − ∆)∆ϕ` jϕ` j+1
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= (1 − ∆)∆(ϕ2l j + ϕ2l j+1 − 2ϕl jϕl j+1)
≤ (ϕl j+1 − ϕl j)2.
Posljedica |G| ≤ ℵ3|$` j+1 − ϕ` j+1 | i koristec´i (1) doijemo:
|L(u)| ≤ ℵ1|g(x)| + ℵ2|g′(x)| + ℵ3|g(x)|2 ≤ Ke−c1(l j,l j+1),
Te smo dokazali obje tvrdnje.

Lema 3.5.2. Neka je Z ∈ ΩΓ, c j = 12 (z j +z j−1) i τz j definiran kao u (9). Tada postoji K > 0,
c1 > 0 i c2 > 0 takvi da za dovoljno velik Γ vrijedi:
〈L(uZ), τz j〉Λ = c2(V(uZ(c j)) − V(uZ(c j+1)) + O(ε), za z j ∈ Λ,
||LZτz j ||Λ ≤ Ke−c1min(l j,l j+1), za | j| ≤ Dr.
Dokaz. Koristec´i definiciju 3.2.2.
∫
R








∂xuZ)2 + V(uZ))(c j + 1)) −C(12(∂xuZ)
2 + V(uZ))(c j+1 − 1) + O(ε
= C(V(uz(c j+1) − V(uZ(c j))) + O(ε).
Time smo pokazali prvu tvrdnju.
Koristit c´emo da τz j ima kompaktan nosacˇ i jednak je stacionarnom rjesˇenju od (4) na
intervalu I j ∩ {x : |x − z j| > 1}:
||LZτz j ||2Λ =
c j+1+1∫
c j−1




dx|∂2xτz j + V ′(uZ)τz j |2
≤ (C sup |L(uZ)|)2,
Uz prethodnu lemu, tvrdnja slijedi. 
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Korolar 3.5.3. Neka je g21(Z) =
∑




||τ||Λ : τ ∈ span{τz j : | j| ≤ Dτ} \ {0}
}
. Tada uz pretpostavku prethodne leme,
postoji K1 > 0,K2 > 0 takav da:
||g1(Z)| ≤ K1e−c1 |Z| , ||g2(Z)| ≤ K2e−c2 |Z|.
Dokaz. Prva tvrdnja slijedi iz nejednadzˇbe 1 − A(P) ≤ c2e−c1P. A druga iz sljedec´ih rezul-
tata.
Neka je τ ≡ ∑| j|≤Dτ t jτz j . Tada
||LZτ||Λ ≤
∑
|t j|||LZτz j ||Λ ≤
∑
|t j sup ||LZτz j ||Λ,
||τ||λ ≥ inf ||τz j ||Λ
∑
|t j|.
Primijetimo da je τz j(x) pozitivan na [c j + 1, c j+1 − 1]. Sada primjenimo prethodnu Lemu i
tvrdnja je dokazana. 























imaju uniformno ogranicˇen inverz.
Dokaz. Pocˇet c´emo sa napomenom: Prema pretpostavci o V , imamo pi < P0 < Γ, vektori
tangente τz j i τz j+2 imaju disjunkti nosacˇ. Stoga, matrica S˜ je trodijagonalna i moramo
kontrolirati preklapanje izmedu τz j i τz j±1 .





1) cˇlanovi na dijagonali je S˜ii = 〈∂ziuZ, τzi〉Λ−〈w, ∂ziτzi〉Λ. Prvi cˇlan je uniformno ogranicˇen.
To je posljedica od :
|〈∂ziϕ`i ,∆i∂xϕ`i〉Λ| ≈ |〈∂ziψ(· − zi), ∂xψ(· − zi)〉Λ| = ||∂xψ||2Λ > K.
Sljedec´i cˇlan je S˜ii je O(σ), dakle za dovoljno mali LΓ,σ cijeli je izraz ogranicˇen odozdo.
2) Sada provjeravamo cˇlanove izvan dijagonale
S˜i j = 〈∂z juZ, τzi〉Λ − 〈w, ∂ziτz j〉Λ.
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Prvi cˇlan je ogranicˇen konstantom koja ide u nulu kada Γ ide u beskonacˇnost. Drugi cˇlan
se tretira kao i prije.
3)dokaz za S∞ je poseban slucˇaj 1) i 2)

Napomena 3.5.5. Za dovoljno malen ε, matrica S definirana sa (13) takoder je inverti-
bilna.
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U ovom smo radu proucˇavali Allen-Cahnovu jednadzˇbu, egzistenciju i jedinstvenost nje-
zina rjesˇenja te primjenu.
Na pocˇetku rada obradeni su osnovni pojmovi i rezultati koji c´e se koristiti u nastavku. De-
finiran je sektorski operator i razlomacˇke potencije,iskazan teorem o kontrakciji te Gronwal-
lovu nejdnakost.
U drugom poglavlju smo se bavili parabolicˇkim diferencijalnim jednadzˇbama. Dana je
bitna teorija egzistencije i jedinstvenosti rjesˇenja tih jednadzˇbi, cˇije smo rezultate primje-
nili na Allen-Cahnovoj jednadzˇbi.
U zadnjem poglavlju opisana je primjena Allen-Cahnove jednadzˇbe. Proucˇavali smo bitnu
fizikalnu pojavu ’okrupnjavanja’.
Summary
In this diploma thesis we present Allen-Cahn equation, nonlinear partial differential equ-
ation.
At the beginning of this paper, we give the basic definitions and notation used throughout
the paper. We define sectorial operators and fractional powers, introduce Gronwall’s inequ-
ality and contraction mapping theorem.
In the Chapter 2 we study the initial-value problem for parabolic partial differential equ-
ations. We present theory about uniqueness and existence of the solution and that results
apply to the Allen-Cahn equation.
In the last Chapter we describe the application of Allen-Cahn equation. We present the
physical phenomenon ’coarsening’.
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