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We calculate the thermal and thermoelectric transport coefficients for a two-dimensional spin-
density-wave metal in the presence of weak disorder and under an external magnetic field using the
Mori-Zwanzig memory matrix formalism. As a consequence, we obtain that although the Seebeck
coefficient S displays a relatively conventional linear dependence on the temperature of the system,
the Nernst coefficient ν exhibits a clear signature of bad-metallicity within the so-called strange
metal regime described by the model. This result agrees qualitatively with experimental transport
data obtained for many cuprate superconductors around optimal doping.
I. INTRODUCTION
Calculating transport properties in non-Fermi-liquid
(NFL) metallic phases is an extremely challenging task
and, for this reason, it has become a research topic of
paramount importance nowadays in the field of strongly
correlated systems [1]. Among the many properties that
turn out to be crucial in order to characterize those NFL
quantum states, we cite in addition to the generally mea-
sured electrical conductivity σ, e.g., the thermal conduc-
tivity κ, the thermopower (Seebeck) coefficient S and
the Nernst coefficient ν, to name only a few transport
coefficients. These are extremely useful physical quan-
tities that provide important information regarding the
character of the elementary excitations present in the
system, the precise nature and possible transformations
of the underlying Fermi surface and, ultimately, the mi-
croscopic mechanism of the NFL behavior displayed by
many strongly correlated materials (see, e.g., Refs. [2, 3]
for recent examples involving iron-based superconduc-
tors).
One well-known case of a NFL regime is the so-called
strange metal phase that emerges around optimal dop-
ing in the cuprate superconductors (see, e.g., Refs. [4–
6]). Today, there is a profusion of experimental trans-
port data both for this unconventional metallic phase
and its accompanying mysterious pseudogap state that,
despite more than three decades of intensive research per-
formed on those materials, remain puzzling to this date
[7]. For this reason, in order to focus our present discus-
sion, we draw attention to some transport properties of
the strange metal phase that are certainly noteworthy,
i.e., the T -linear resistivity that extends well beyond the
Ioffe-Regel limit at higher temperatures [4, 8], the bad-
metal Nernst response of this NFL phase as a function
of the temperature of the system [9, 10], the sign-change
of the prefactor of the T -linear Seebeck coefficient as a
function of temperature and magnetic field and its pos-
sible connection to the reconstruction of the underlying
Fermi surface inside the pseudogap phase in the under-
doped regime [11] and, last but not least, the behavior
of the thermal conductivity together with the analysis
of the fate of the so-called Wiedemann-Franz law that
seems to fail in some situations for these materials [12].
Technically speaking, the reason why is so difficult to
calculate transport in NFL systems is based, on a fun-
damental level, on the fact that the lack of coherent
quasiparticle excitations at low energies in these regimes
hampers a straightforward application of quantum Boltz-
mann equation for these systems [13]. Therefore, alterna-
tive computational methods that crucially do not rest on
the assumption of the existence of well-defined quasipar-
ticle excitations in order to calculate the transport prop-
erties of these systems are imperative. In this respect, we
point out that the so-called Mori-Zwanzig memory ma-
trix formalism [14] turns out to be a very promising tool
to describe NFL metallic regimes in an unbiased fashion.
This approach has been applied in recent years with good
success to a wealth of fundamental condensed matter
problems including one-dimensional models [15], quan-
tum spin liquids with a “spinon” Fermi surface [16], two-
dimensional quantum critical metals [17, 18] and holo-
graphic quantum matter [1, 19].
In this work, we perform a non-quasiparticle-based
computation of the thermal and thermoelectric responses
of a two-dimensional (2D) spin-density-wave (SDW)
quantum critical metal in the presence of weak disor-
der and under the application of an external magnetic
field using the memory matrix formalism. The corre-
sponding spin-fermion model was originally proposed by
Abanov and Chubukov [20] as a possible low-energy ef-
fective theory to capture the essential physics displayed
by the cuprate superconductors. Since then, it has been
studied over the years by many different authors using
a wide variety of theoretical techniques in the literature
[21–26]. The model assumes a central role of antiferro-
magnetic (AF) quantum criticality [27] in these systems
that stems from the assumed existence of an quantum
critical point (QCP) buried under the superconducting
dome. The AF fluctuations that it entails are expected
to provide the “pairing glue” associated with the Cooper
pair formation. However, it must be pointed out that
the nature of this QCP in the cuprates is a hotly de-
bated topic nowadays and many proposed candidates for
the corresponding quantum phase transition in these sys-
tems include (but are not exhausted by) antiferromag-
netic SDW order [20–22], pair-density-wave (PDW) [28–
30], fractionalized Fermi-liquid (FL*) order [31], loop-
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2current phases [32, 33], etc. Sorting out all the con-
sequences of these many different proposed orders that
could be present in the cuprate superconductors is an
important focus of research in the field.
The perspective that we shall take from the outset in
this work is that antiferromagnetic fluctuations is an im-
portant ingredient to describe the many unconventional
properties of the strange metal phase of the cuprates
around optimal doping. We will test this hypothesis
by showing specifically that the spin-fermion model in-
deed captures qualitatively some essential aspects of the
physics of these compounds from the point of view of
transport. For this reason, the outline of the present
work will be as follows: First, we define the spin-fermion
model that aims to provide a description of the strange
metal phase of the cuprate superconductors around op-
timal doping. Then, we briefly explain the memory ma-
trix methodology in order to calculate all transport co-
efficients of the model using this framework, which, as
will become clear, lies beyond the quasiparticle paradigm.
Next, we present our main results obtained in the present
work by using this method and show that the correspond-
ing transport coefficients agree qualitatively with the ex-
perimental observation in these materials. Finally, we
present our general conclusions and the outlook regard-
ing the present study.
II. SPIN-FERMION MODEL
To initiate our discussion, we define the 2D model that
describes a SDW quantum critical metal around optimal
doping [20] with the subsequent addition of a higher-
order effective composite interaction [26, 34]. The effect
of this composite interaction is to provide an efficient cou-
pling to the whole Fermi surface of the normal state of
the cuprates, which can be precisely measured by means
of, e.g., ARPES experiments [35]. As a result, the effec-
tive Lagrangian of the model is given by
L =
∑
α
ψ†α(i∂t − vF∂x − u′∂2y)ψα +
1
2
[(∂t~φ)
2 − (∇~φ)2]
− m
2
b
2
~φ2 − u
4!
(~φ2)2 − λ
∑
αα′
ψ†α(~φ · ~σαα′)ψα′
− λ′
∑
α
ψ†αψα(~φ · ~φ), (1)
where ψ¯α and ψα correspond to the (Grassmann)
fermionic fields with spin α, the quantity vF = (kF /m)
stands for the Fermi velocity of the system and u′ is
the local curvature of the fermionic dispersion, ~φ =
(φx, φy, φz) denotes the bosonic SDW collective field that
describes the spin fluctuations in the model, mb is the
corresponding “mass” of the bosonic field that vanishes
at the QCP, u is the bosonic self-interaction, and ~σ =
(σx, σy, σz) represent conventionally the Pauli matrices.
In addition, the parameter λ refers to the fermion-boson
coupling constant in the theory and λ′ is the composite
interaction constant (to be explained below). Concern-
ing the bosonic Green’s function, we point out that we
will restrict our present analysis to the situation around
optimal doping (i.e., mb ≈ 0) and also to an intermedi-
ate temperature regime such that T > Es (where Es ∼ γ,
with the parameter γ ∼ λ2 denoting the Landau damping
constant of the model). In other words, we will depart
here from the bosonic propagator at intermediate tem-
peratures described by χ(q0,q) = 1/[q
2
0 + q
2 + R(T )],
where q0 stands for the bosonic Matsubara frequency, q
is the bosonic momentum peaked around the SDW or-
dering wavevector (pi, pi) and R(T ) = 4 ln2[(
√
5+1)/2]T 2
is an infrared cutoff in the theory, which was computed
previously in Ref. [36].
The model defined in Eq. (1) emphasizes the role of
special points at the Fermi surface of the system (the
so-called “hot spots”), which are located precisely at the
intersection of the underlying Fermi surface with the AF
zone boundary connected by (pi, pi). These are the points
where the (bosonic) order-parameter field couples effi-
ciently to the low-energy fermions of the system. De-
spite this statement, in view of the strong-coupling na-
ture of SDW quantum criticality in two dimensions [21],
the order-parameter fluctuations will couple not only to
the “hot spots” explained above, but also to other re-
gions of the underlying Fermi surface of the system. This
was first pointed out by Hartnoll et al. in Ref. [26],
where they have shown that such a higher-order effective
composite interaction described by λ′ (which involves the
low-energy fermion scattering off two spin fluctuations)
emerges in the model and couples efficiently to the re-
maining parts of the Fermi surface. This makes these re-
maining regions of the underlying Fermi surface at least
“lukewarm” (i.e., strongly renormalized), instead of sim-
ply “cold” (i.e., weakly renormalized) that was conven-
tionally assumed in some pioneering transport calcula-
tions of a nearly antiferromagnetic metallic model within
a Boltzmann equation approach in the literature [37, 38].
We mention here that the interplay of weak disorder with
the above higher-order effective composite operator in
other transport properties of the present spin-fermion
model was also recently investigated, e.g., in the Refs.
[34, 39].
By using the Noether’s theorem and the fact that the
system is initially invariant under continuous spacetime
translations and global U(1) symmetry, we obtain that
the total momentum, the energy and the electric cur-
rent of the model are all conserved at the classical level.
The corresponding canonical total momentum
−→P and the
electric current
−→
J of the model are then given, respec-
tively, by
3−→P = 1
2
∑
α
∫
d2x
[
(∇ψ†α ψα − ψ†α∇ψα) +∇~φ · ∂t~φ
]
,
(2)
−→
J = − i
m
∑
σ
∫
d2x∇ψ¯σ ψσ, (3)
where the total momentum
−→P has both a fermionic con-
tribution and a bosonic (drag) term, whereas the electric
current
−→
J has naturally only the fermionic contribution
(the bosonic spin fluctuations have no charge).
The Hamiltonian density h(x) of the spin-fermion
model is naturally associated with the (0,0)-component
of the corresponding energy-momentum tensor, which
yields
h(x) =
∑
α
ψ†α(vF∂x + u
′∂2y)ψα +
1
2
[(∂t~φ)
2 + (∇~φ)2]
+
u
4!
(~φ2)2 + λ
∑
αα′
ψ†α(~φ · ~σαα′)ψα′ + λ′
∑
α
ψ†αψα(~φ · ~φ).
(4)
If the energies are measured with respect to the chemical
potential, the Hamiltonian density h(x) of the model may
be viewed as the heat density of the system. Therefore,
by using the continuity equation for the heat flow h˙(x) +
∇ · JQ = 0 (where the dot represents a time derivative),
we can also formally obtain the thermal-current operator
JQ = (J
x
Q, J
y
Q), whose components are given by
JxQ =
1
2
∑
α
∫
d2x
[
vF (ψ˙
†
αψα − ψ†αψ˙α)− ∂x~φ · ∂t~φ
]
,
(5)
JyQ =
1
2
∑
α
∫
d2x
[
u′(ψ˙†α∂yψα + ∂yψ
†
αψ˙α)− ∂y~φ · ∂t~φ
]
.
(6)
In the above expressions, since both fermions and bosons
in the model transport heat, the thermal-current opera-
tor must contain the two contributions, as expected.
III. MEMORY MATRIX FORMALISM
As mentioned before, we will use here the Mori-
Zwanzig memory matrix formalism that does not rely on
the existence of well-defined quasiparticles in the model
(for excellent, in-depth expositions on this method, see,
e.g., Refs. [1, 14, 19, 40]). This method draws inspi-
ration from holographic methods applied to condensed
matter problems and has been applied to many non-
quasiparticle-based models with great success (see, e.g.,
Refs. [1, 14, 19] and references therein). Within the
memory matrix approach, when an external magnetic
field B is applied to the system, the “generalized” con-
ductivities can be written as follows
σˆ(ω, T,B) =
χˆR(T )
(Mˆ + Nˆ − iωχˆR(T ))[χˆR(T )]−1 , (7)
where χˆR(T ) denotes static retarded susceptibility ma-
trices that represent the overlap of the currents of in-
terest (i.e., electric, thermal or spin currents) with any
almost-conserved operator (e.g., the physical total mo-
mentum P to be defined shortly) in the system. As
an example of such a “generalized” susceptibility, we
have, e.g., χJiPj (iω, T ) =
∫ 1/T
0
dτeiωτ 〈TτJi†(τ)Pj(0)〉,
where the retarded susceptibility is naturally given by
χRJiPj (ω) = χJiPj (iω → ω+ i0+). In addition, 〈. . .〉 refers
to the grand-canonical ensemble average, Tτ corresponds
to the time-ordering operator, and the volume V of the
system has been set, for simplicity, equal to unity. As for
the memory matrix Mˆ , it can be computed by using the
formally exact equation
MˆPiPj (T ) =
∫ 1/T
0
dτ
〈
P˙i
†
(0)Q
i
ω −QLˆQQP˙j(iτ)
〉
,
(8)
where the operator Lˆ is the so-called Liouville operator,
which is defined as LˆO = [H,O] = −iO˙, with H corre-
sponding to the Hamiltonian of the system and O is an
arbitrary conserved or almost conserved operator in the
system. The Q is another operator that projects out of
a space spanned by all the conserved or nearly conserved
operators in the system. In this way, the memory matrix
encodes the relaxation mechanism of all the operators
that are relaxed on long timescales in the present low-
energy theory. Finally, the Nˆ represents a time-reversal
symmetry breaking matrix associated, e.g., with the ap-
plication of the external magnetic field, whose elements
are given by NPiPj = χPiP˙j .
As was discussed previously, the spin-fermion model
defined in Eq. (1) conserves total momentum on a clas-
sical level. In this way, in order for the electric and ther-
mal currents to decay in the present system, we must
specify a mechanism for relaxing the total momentum
given by Eq. (2). Coupling to phonons are of course
a well-known source of momentum relaxation at higher
temperatures (the so-called Bloch mechanism). However,
we will focus here on an intermediate-to-low temperature
regime where impurity effects are known to be important.
For this reason, we will choose in this work both short-
wavelength and long-wavelength disorder to provide the
microscopic mechanism that will effectively degrade the
total momentum of the present system (this is the so-
called Peierls mechanism [41]). As a result, in order to
include disorder effects in the model, we must add the
following terms to the Langrangian in Eq. (1), i.e.,
Limp =
∑
σ
V (~r)ψ¯σ(~r)ψσ(~r) +
∑
σ
m(~r)~φ(~r) · ~φ(~r),
(9)
4which should naturally obey the standard (Gaus-
sian) disorder averages: 〈〈V (~r)〉〉 = 〈〈m(~r)〉〉 = 0,
〈〈V (~r)V (~r′)〉〉 = V 20 δ2(~r − ~r′), and 〈〈m(~r)m(~r′)〉〉 =
m20δ
2(~r − ~r′), where V0 is a random potential for the
fermion field and the parameter m0 is a random mass
term for the boson field.
Due to the addition of weak disorder to the Lagrangian
of the model, the canonical total momentum is not con-
served any longer in view of the breaking of the contin-
uous translation symmetry in the system. Hence, the
equation of motion that describes the time-evolution of
the canonical momentum
−→P becomes
i
−˙→P =
∫
d2q
(2pi)2
∫
d2k
(2pi)2
k
[
V (k)
∑
σ
ψ¯σ(k+ q)ψσ(k)
+ m(k)φ(q)φ(−q− k)
]
. (10)
As an external magnetic field B is applied to the system,
we have to perform the following substitution in the La-
grangian of the system, i.e., L → L + ∫ d2x j(x) ·A(x),
where j(x) is the current density and A(x) is the vector
potential such that B = ∇ × A. Hence, the physical
momentum P becomes different from the canonical mo-
mentum
−→P in the following way
P =
−→P −
∫
d2x ρ(x)A(x), (11)
where ρ(x) is the charge density that obeys the continuity
equation: ∂ρ/∂t +∇ · j(x) = 0. In the present case, we
point out that the only nearly conserved operator in the
model that will dominate the transport properties will be
given by the physical total momentum mode denoted by
P = (Px, Py).
IV. RESULTS
By calculating the overlap of the x-component of the
heat current with the total momentum of the system
given by the static retarded susceptibility χPx,JxQ(T ) ≡
〈Px|JxQ〉, we obtain the result
χPx,JxQ(T ) = −T
∑
k0
[ ∫
k
vF kx(k0 + q0/2)
(ik0 + iq0 − ε¯k+q)(ik0 − ε¯k)
+
∫
k
k2x(k0 + q0)
2
[(k0 + q0)2 + (k+ q)2 +R(T )][k20 + k
2 +R(T )]
]
≈ iΛ‖
6vF
T 2 + 1.56T 3, (12)
where the limit q0 → 0 must be taken in the calculation,
and Λ‖ is an ultraviolet cutoff that must be imposed in
the momentum component parallel to the Fermi surface.
We note that the T 2-term in the result displayed above
corresponds to the contribution of the fermions to the
overlap of the heat current with the total momentum,
while the T 3-contribution refers to the bosonic contribu-
tion. Therefore, we can conclude from the above “gener-
alized” susceptibility that the bosonic contribution turns
out to be subleading at lower temperatures with respect
to the fermionic counterpart. In this way, we may neglect
the bosonic contribution obtained in Eq. (12) to leading
order in temperature, and keep only the fermionic contri-
bution in the calculation, i.e., χPx,JxQ(T ) ∼ T 2 within an
intermediate-to-low temperature regime. Analogously,
we can also calculate the corresponding overlap of the
the y-component of the heat current with the momentum
of the system given by the static retarded susceptibility
χPy,JyQ(T ) ≡ 〈Py|J
y
Q〉. In this case, this quantity yields
the following scaling form χPy,JyQ(T ) ∼ T 0.
The thermopower (Seebeck) coefficient is convention-
ally defined as S = (αxx/σxx), where αxx is the longi-
tudinal Peltier coefficient and σxx is the dc longitudinal
conductivity. As for the Nernst coefficient ν, it is given
by the standard relation
ν =
1
B
[
αxy
σxx
− S tan(θH)
]
, (13)
where θH is the Hall angle, i.e., tan(θH) = σxy/σxx.
Within the memory matrix formalism, these quantities
are defined in terms of the “generalized” dc conductivities
σ = σˆ(ω → 0) = χˆR(T )(Mˆ + Nˆ)−1χˆR(T ). In this way,
the electrical conductivity σij and the thermal conduc-
tivity at zero electric field κij are defined, respectively, by
σij = σJiJj , κij =
σ
Ji
Q
J
j
Q
T , whereas the Peltier coefficients
are in turn defined by αij =
σ
JiJ
j
Q
T , for i = x, y represent-
ing the components of the corresponding currents.
Now, we proceed to calculate the memory matrix of
the system. Using the gauge choices A = B(−y, 0) and
A = B(0, x), we obtain that the time-reversal symmetry
breaking matrix finally evaluates to NPxPy = −NPyPx =
−BχJxPx and NPxPx = NPyPy = 0. Therefore, to lowest
order in the magnetic field B, we get
(Mˆ + Nˆ)−1 ≈ 1
det(Mˆ + Nˆ)
(
MPyPy BχJxPx
−BχJxPx MPxPx
)
.
(14)
As a result, we obtain that the longitudinal electrical con-
ductivity σxx, the thermal conductivity κxx, the trans-
verse thermal conductivity κxy, and the Peltier coeffi-
cients αxx and αxy are given, respectively, by
5σxx(T,B) =
χ2JxPxMPxPx
(M2PxPx +B
2χ2JxPx)
, (15)
κxx(T,B) =
1
T
χ2JxQPx
MPxPx
(M2PxPx +B
2χ2JxPx)
, (16)
κxy(T,B) =
1
T
Bχ2JxQPx
χPyJyQ
(M2PxPx +B
2χ2JxPx)
, (17)
αxx(T,B) =
1
T
χJxPxMPxPxχPxJxQ
(M2PxPx +B
2χ2JxPx)
, (18)
αxy(T,B) =
1
T
Bχ2JxPxχPyJ
y
Q
(M2PxPx +B
2χ2JxPx)
. (19)
From the above equations, one can clearly see that it is
essential to analyze also the overlap of the total momen-
tum with the electric current described by static retarded
susceptibility χJxPx(T ) ≡ 〈Jx|Px〉. Indeed, this quantity
yields, to leading order, the following result
χJxPx(T ) =
1
m
∫
d2k
(2pi)2
k2x
[nF (ε¯k)− nF (ε¯k+q)]
(ε¯k − ε¯k+q)
≈ m
pi
µ(T = 0) +O(e−βµ), (20)
where µ is the chemical potential that controls the dop-
ing in the model, nF (ε) = 1/(e
βε + 1) is the Fermi-
Dirac distribution and β = 1/T is the inverse temper-
ature. Therefore, the above susceptibility turns out to
be temperature-independent. This result should be con-
trasted with Eq. (12), where the overlap of the to-
tal momentum with the thermal current is temperature-
dependent.
The next step in our transport theory is to perform a
perturbative calculation of the memory matrix for the
present model. As a first approximation, we will as-
sume that the parameters λ, λ′, V0, and m0 are ef-
fectively small in the present theory. Since Eq. (10)
turns out to be of order linear in both V0 and m0,
the leading contribution to the memory matrix will in
fact be quadratic in those parameters. Similarly, the
most important contribution to the Liouville operator
defined after Eq. (8) will be given by its non-interacting
value (i.e., Lˆ ≈ Lˆ0) and the dominant contribution
in the grand-canonical ensemble average should be ex-
pressed also in terms of the non-interacting Hamiltonian
of the system. The corresponding Feynman diagrams
associated with this calculation are depicted in Fig. 1.
In this way, it can be readily demonstrated that the
most important contribution to the memory matrix reads
as follows: MPxPx(ω → 0, T ) = limω→0
ImGR
P˙xP˙x
(ω,T )
ω ,
where GR
P˙xP˙x
(ω, T ) = 〈P˙x(ω)P˙x(−ω)〉 refers to a retarded
Green’s function associated with the operators P˙x(ω) and
P˙x(−ω) at finite temperatures. Since the bosonic self-
interaction u and the local curvature in the fermionic
FIG. 1. Some Feynman diagrams associated with the compu-
tation of GR
P˙xP˙x
(ω, T ) in the present model. The solid lines
correspond to the fermionic Green’s function, while the wave
lines correspond to the propagator of the bosons. The dashed
lines refer to the impurity lines that carry only internal mo-
mentum and external bosonic energy ω.
dispersion u′ in Eq. (1) are irrelevant in the renormal-
ization group (RG) sense [23, 39], we will neglect, for
simplicity, both terms in what follows.
From Fig. 1, one can see that the memory matrix can
be written as MPxPx(T ) =
∑5
i=0M
(i)(T ) + . . . , where
the index i denotes, respectively, each Feynman diagram
shown in this figure. The computation of these spe-
cific diagrams for the spin-fermion model has been per-
formed in detail by the present author elsewhere [39]
and, for this reason, we will not repeat all the tech-
nical details regarding this calculation here. By com-
puting the Feynman diagram with label (0) in Fig. 1,
we obtain that this contribution naturally evaluates to
M (0) = −∑i,j,i 6=j Q2ijV 20 Λ2/(4pi3|~vi × ~vj |), where Λ is
an ultraviolet cutoff that must be defined in the integra-
tion over all the energies in the theory and the quan-
tity Qij is the (large) momentum transfer connecting
the so called “hot spots” represented by arbitrary in-
dices i, j with Fermi velocities denoted by vi and vj in
the theory. Naturally, this latter result turns out to be
a temperature-independent contribution to the memory
matrix of the present model.
Next, we calculate the contribution with label (1) in
Fig. 1. By using the Feynman rules for this model,
this diagram yields the following result: M (1)(T ) ≈
(0.011m20)T
2. From this expression, we conclude that
the prefactor of such a Fermi-liquid-like result turns out
to be isotropic and doping independent. This term effec-
tively arises as a result of the long-wavelength disorder
considered in the present system. Moreover, the term
denoted by the label (2) in Fig. 1 is a scattering pro-
cess involving a self-energy correction to the fermionic
propagator in the model that naturally yields a vanish-
ing result. Indeed, it can be analytically demonstrated
that all Feynman diagrams up to second order in m0,
V0, λ, and λ
′ for the memory matrix with self-energy in-
sertions in both fermionic and bosonic propagators [see
also, e.g., diagram (4)] evaluates to zero in the present
formalism.
6Then, we proceed to calculate the diagram with la-
bel (3) in Fig. 1 that emerges as a result of the in-
terplay of inter-hot-spot scattering and short-wavelength
disorder in the spin-fermion model. The corresponding
Feynman diagram naturally yields the following result:
M (3)(T ) ≈ ∑i,j,i 6=j∑α,β ( 0.001V 20 λ2Q2ij|~viα×~viβ ||~vjα×~vjβ |)T , which
clearly depends on the band structure of the model
through the Fermi velocities vi and vj (i.e., it is doping-
dependent). Such a T -linear contribution to the mem-
ory matrix leads to the well-known (non-Fermi-liquid-
like) linear resistivity observed in the strange metal phase
that emerges in the cuprate superconductors around op-
timal doping. This robust transport property is indeed
a hallmark of such a NFL phase. Finally, we com-
pute the contribution with label (5) in Fig. 1, which
is related to the effect of the composite operator in the
transport properties of the model. In this case, we get
M (5) ≈ ∑i,j,i 6=j ( 0.96m20λ′2256pi2|~vi×~vj |)Λ2. Since this latter re-
sult is also temperature-independent, it will contribute
as well to the residual resistivity ρ0 of the system.
Collecting all the contributions obtained above, we
conclude that the memory matrix of the present model
may be schematically written as MPxPx(T ) ∼ A1 +
A2T + A3T
2, where A1, A2 and A3 are temperature-
independent prefactors. In what follows, we will neglect
the residual contribution to the memory matrix described
by the coefficient A1 that turns out to be important
only at very low temperatures in the system (in this re-
spect, we note that in such a low-temperature regime our
present theory does not apply any longer). Therefore, the
T -linear contribution will dominate the memory matrix
calculation for this regime. As a consequence of this, we
obtain that the scaling forms concerning the temperature
dependence of the following physical quantities, i.e., the
longitudinal electrical conductivity σxx, the thermal con-
ductivity κxx, the transverse thermal conductivity κxy,
and the Peltier coefficients αxx and αxy of the model at
optimal doping are given, to leading order, by the follow-
ing expressions
σxx(T,B) ∼ 1
T
, (21)
κxx(T,B) ∼ T 2, (22)
κxy(T,B) ∼ B T, (23)
αxx(T,B) ∼ T 0, (24)
αxy(T,B) ∼ B T−3, (25)
which are valid of course only at intermediate temper-
atures in the present model. In a previous paper, we
proposed a scenario [42] in order to explain the appar-
ent “separation of lifetimes” in the strange metal phase
of the cuprates regarding the tangent of the Hall angle
θH , which was defined previously in this work. As a con-
sequence, we showed that this quantity is described by
tan θH ∼ C1/T + C2/T 2 (where C2  C1) around opti-
mal doping. This arises due to the emergent particle-hole
symmetry close to the “hot spots” of the theory, which
emerges as a result of the renormalization of the underly-
ing Fermi surface of the system. This proposed scenario
agrees well with many theoretical RG calculations avail-
able in the literature applied to this model [20, 21, 23, 29]
and also with experimental observation [5, 6].
In addition to this, from Eqs. (21)-(25), we are finally
able to obtain the scaling forms of the Seebeck coefficient
S and Nernst response ν in the strange metal phase of the
model. Using the previous definitions for both physical
quantities, we obtain, to leading order, that
S ∼ −C3 T and ν ∼ C4
T
+
C5
T 2
, (26)
where C3, C4 and C5 are temperature-independent pref-
actors. From the above expressions, we observe that al-
though the temperature-dependence of the Seebeck co-
efficient turns out to be relatively conventional (i.e.,
“Fermi-liquid”-like) in this NFL phase, the Nernst re-
sponse associated with this quantum state clearly indi-
cates bad-metallicity [43]. Remarkably, the above scaling
forms agree qualitatively with many experimental data
available for the cuprate compounds (see, e.g., Refs. [9–
11, 44]). Notwithstanding this statement, we point out
that data over a larger temperature range are probably
necessary in order to establish precisely the temperature
dependence of those transport coefficients in these mate-
rials.
V. CONCLUSIONS
To sum up, we have calculated several transport coeffi-
cients associated with the two-dimensional spin-fermion
model in the presence of weak disorder by using the
memory matrix approach. As a consequence, we have
obtained several scaling forms regarding the tempera-
ture dependence of these transport quantities for this
model around optimal doping at intermediate tempera-
tures. These results provide clear-cut predictions, which
can eventually be either confirmed or ruled out exper-
imentally inside the strange metal phase of the cuprate
superconductors. Further extensions of the present study
would consist of describing the transport coefficients for
the unconventional superconductivity that emerges at
lower temperatures from the strange metal phase de-
scribed here. This would imply of course generalizing
the present formalism to the situation, in which sponta-
neously broken gauge symmetries play a central role in
describing the transport properties of the model.
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