of George Box and was awarded his Ph.D. in 1970. His first academic posts were at the University of Nottingham, where he spent time in both the Department of Economics and the Department of Mathematics. From 1979 to 1994 he was Professor at the University of Illinois before returning to the University of Nottingham in 1994 as Professor of Econometrics. Paul Newbold has had a large influence on the discipline of time series econometrics, particularly in the areas of nonstationary time series, forecasting, and univariate time series analysis. Paul retired in 2006 and is now Emeritus Professor of Econometrics at Nottingham and also a Distinguished Fellow of the Granger Centre for Time Series Econometrics.
We decided that it would be a fitting tribute to Paul's enormous and wideranging contributions in the field of time series econometrics in the course of his distinguished research career to collect some of the papers from the conference in a special journal issue. We are very grateful to Peter Phillips both for his participation at the conference and for giving us the opportunity to edit this special issue of Econometric Theory in honor of Paul Newbold. An invitation was made to all speakers at the conference to contribute their papers. We were very gratified by the large number of speakers who wanted their work to be considered for the special issue. As special issue editors we adopted the usual editorial procedures of Econometric Theory. Fifteen papers survived the reviewing and revision process. These appear in this issue in the order of their final acceptance date. In addition to these peer-reviewed articles, immediately following the conference program, and in recognition of the research career of Paul Newbold, Clive Granger and Stephen Leybourne provide a short research biography of Paul Newbold.
CONTENTS
In the opening paper of this special issue, Peter Phillips provides an elegant local limit theorem for the sample covariances of nonstationary time series and integrable functions of these series that involve a bandwidth sequence. This new theory extends the linear asymptotic analysis of Phillips (1986) . It allows an asymptotic development of nonparametric regression with integrated or fractionally integrated processes and, rather fittingly, includes spurious regression as an important practical case. He suggests local regression diagnostics for these nonparametric regressions, which include a local R 2 and local Durbin-Watson statistic, and, interestingly, he finds that statistical significance, high R 2 , and low Durbin-Watson statistic apply locally in nonparametric spurious regression. Therefore the core properties of linear spurious regression (as formalized in Phillips, 1986 ) are shown to carry over into nonparametric spurious regression. His further applications of the new limit theory include nonlinear functional relationships and cointegrating regressions.
In the second paper, Bruce Hansen investigates the asymptotic performance of structural change regressions when a structural break is uncertain. He considers unrestricted and restricted least squares estimators, pretest estimators, and averaging estimators. It is shown that (depending on the magnitude of structural change), the unrestricted and restricted least squares estimators and pretest estimators can have high asymptotic mean square errors. He suggests a model averaging estimator that puts different weights on the unrestricted and restricted least squares estimators. When these weights are chosen according to a Mallows information criterion, he shows that asymptotic mean square error can be reduced quite dramatically. Because the new estimator is straightforward to compute, its benefits are easily accessible to practitioners interested in modeling potential structural change.
Morten Nielsen presents a family of simple, nonparametric variance ratio unit root tests. The novelty of these tests is that, unlike most unit root testing procedures, they do not require lag augmentation or kernel estimation/bandwidth selection to be implemented. He develops the asymptotic theory for this family of tests and shows that, when applied in conjunction with a sieve bootstrap procedure, the finite-sample size and power of these tests rivals or betters those of Dickey-Fuller type tests.
The problem of testing for a unit root allowing for a possible break in trend at an unknown point in time is considered in the next paper by David Harris, David Harvey, Stephen Leybourne, and Robert Taylor. By using a new type of break point estimator, they are able to provide a generalized least squares-based (GLSbased) unit root test that is asymptotically efficient both when a trend break occurs and when one does not occur.
James Davidson and Nigar Hashimzade derive asymptotic distribution theory for the sample covariance of a nonstationary fractionally integrated process with the stationary increments of another such process. By approaching the analysis from a time domain perspective, they are able to provide a number of key results that hold much more generally than those obtained in previous papers using harmonic representations. In particular, their results pertain to non-Gaussian processes and are valid for an extended range of long memory parameters.
Giuseppe Cavaliere and Iliyan Georgiev examine robust methods of estimation and unit root testing in autoregressive models with random outliers that are potentially clustered. Employing quasi maximum likelihood estimation, they are able to construct unit root tests with considerably higher local power than is possible using a conventional dummy variable and ordinary least squares (OLS) approach to modeling these kinds of processes. Their simulation evidence provides a very convincing case for these robust methods.
Patrick Marsh measures the effects of model specification on the power of unit root tests using Kullback-Leibler divergence. His approach allows a convenient and easily interpreted analytical analysis of finite-sample effects that are more typically only gauged using Monte Carlo simulation methods. He quantifies the effects on power of deterministic trends and serial correlation in the model innovations, two important issues that lie at the heart of empirical unit root testing, and uses the well-known Nelson-Plosser data set as an illustration.
of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0266466609990193 Peter Phillips and Tassos Magdalinos build on a fast-developing literature and provide an analytical investigation into the impact on unit root and cointegration limit distribution theory of initial conditions where the initialization extends back to the infinite past, as is the typical assumption made when dealing with stationary time series. Phillips and Magdalinos show the interesting result that for a univariate autoregression with no intercept the initial condition dominates the limit theory and effects a faster rate of convergence than is seen with, for example, a bounded initial condition. Moreover, they show that the usual normalized bias statistic converges to a Cauchy limit whereas the t-ratio has a standard normal limit. Further results are provided for vector autoregressions and cointegrated models, where it is shown that the usual cointegration limit theory obtains so that inference in the cointegration case is robust to initial conditions that stretch back to the infinite past.
In the next paper, Peter Robinson derives analytic formulas for the variance structure of the nonparametric kernel estimates developed in Robinson (1997) for nonparametric fixed-design (specifically smooth trend) regression models. Results are provided for cases where the regression disturbances are short memory, long memory, or antipersistent. The class of kernels for which the formulas hold is quite wide and includes the uniform and Epanechnikov kernels, among others. Extensions to allow for possible cross-sectional or spatial dependence are also discussed.
Hsein Kew and David Harris investigate the impact of unconditional heteroskedasticity on the recently developed tests for a unit root against a fractionally integrated alternative of, among others, Dolado, Gonzalo, and Mayoral (2002) and Lobato and Velasco (2006) . They demonstrate that these statistics, which use an OLS variance estimate, have nonpivotal limiting distributions under both the null hypothesis and local alternatives in the presence of conditional heteroskedasticity. Monte Carlo simulation is used to quantify the impact of various forms of heteroskedasticity on the behavior of these tests. Robust versions of these tests, employing the White (1980) heteroskedasticity robust standard errors, are consequently proposed. These corrections are shown to be effective in practice.
In the next paper, Josep Lluís Carrion-i-Silverstre, Dukpa Kim, and Pierre Perron consider the problem of testing for a unit root when there are potentially multiple breaks in level and/or slope of the trend function. In contrast to many of the earlier contributions in this literature, but in common with the paper by Harris et al., also in this special issue, Carrion-i-Silverstre et al. allow these putative breaks to occur under both the null and alternative hypotheses and to occur at unknown dates. The resulting M unit root tests they propose are shown to have local asymptotic power functions that lie close to the Gaussian asymptotic local power envelope for the testing problem. Finite-sample simulations are also provided that show that the procedure works well in practice.
Uwe Hassler, Paulo Rodrigues, and Antonio Rubia develop a family of leastsquares-based tests for the presence of general forms of fractional integration, be it at the long-run, seasonal, or cyclical frequency. Their work extends the earlier work of Robinson (1994) , Agiakloglou and Newbold (1994), and Tanaka (1999) , among others. In particular, weak dependence and conditional heteroskedasticity are permitted in the errors, thereby allowing, for example, autoregressive moving average and/or generalized autoregressive conditional heteroskedasticity-type (ARMA and/or GARCH-type) dynamics. The proposed tests are shown to be easy to implement, and Monte Carlo evidence suggests that the tests perform well in small samples.
Graham Elliott and Elena Pesavento focus attention on the problem of testing the null of no cointegration and look to derive optimal tests in this setting. This is initially done for the case where the putative cointegrating vector is known but is subsequently relaxed to allow for the unknown case. Here a weighted average test is proposed to deal with the additional complication that is introduced in the unknown case, where a nuisance parameter is present that is identified only under the alternative. Power bounds are derived, and these are compared with extant tests for the null of no cointegration. Systems-based tests, such as those of Johansen (1988) , are shown to lie closer to the power bounds than single-equation tests, such as the augmented Dickey-Fuller-type (ADF-type) test of Engle and Granger (1987) , which can have power very far below the power bound.
Joakim Westerlund and Rolf Larsson consider the panel analysis of nonstationarity in idiosyncratic and common components (PANIC) unit root tests of Bai and Ng (2004) . They show that the proofs provided in the original Bai and Ng paper are not sufficient to establish the asymptotic normality of the PANIC method. Westerlund and Larsson fill this lacuna and demonstrate formally that the standard normal limit result does hold. They show, however, that significant finite-sample biases are present when using a normal approximation, and consequently they propose a bias-corrected test. Simulation evidence highlights that this can deliver much better small-sample properties than those of the original test.
In the last paper of this special issue, Jiti Gao, Maxwell King, Zudi Lu, and Dag Tjøstheim consider the problem of testing a linear regression functional form against a nonparametric alternative in a time series regression model with a nonstationary regressor. Asymptotic theory is developed for the proposed test statistic, and a bootstrap procedure is proposed to approximate the null distribution of the statistic. Finally, some Monte Carlo simulations are reported to examine the finite-sample performance of the proposed test.
