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Mit Beginn der Industrialisierung gegen Ende des 18. Jahrhunderts begann gleichzei-
tig ein bis heute andauernder Prozess der Umweltverschmutzung. Gewa¨sser, Klima und
Lebensra¨ume werden seither zunehmend belastet, wodurch die natu¨rliche Umwelt aller
Lebewesen gefa¨hrdet wird. Aus diesem Grund richtet die Gesellschaft seit la¨ngerer Zeit
ihren Blick stark auf die Erhaltung der Umwelt. Ein wesentlicher Aspekt ist dabei die






sauberer“ Luft ist somit vergebens, da durch den geschichtlichen Hin-
tergrund deutlich wird, dass es diese in ihrer natu¨rlichen Zusammensetzung so nicht
mehr gibt und verunreinigte Luft fu¨r uns Menschen in der heutigen Zeit somit der
”
default“-Case ist. Luftverschmutzung beschreibt na¨mlich
”
die Abweichung der Luftzu-
sammensetzung von ihren natu¨rlichen Werten durch die Emission potentieller Schad-
stoffe“. [Luf] Die Luft, die wir Menschen ta¨glich einatmen beinhaltet also nicht nur um-
weltscha¨dliche, sondern vor allem fu¨r unseren Ko¨rper gesundheitsscha¨dliche Schadstoffe.
Laut der WHO fu¨hrt die Luftverschmutzung jedes Jahr zu ca. 7 Millionen Todesfa¨llen
weltweit, dem hinzu kommen zahlreiche Herz- und Atemwegserkrankungen. [WHO18]
Um dem entgegenzuwirken, wurden europaweit zahlreiche Maßnahmen und Grenzwerte
zur U¨berwachung und Regulierung der Luftverschmutzung festgelegt.[UWB13] Relevant
dafu¨r sind folgende Schadstoff:





Die U¨berwachung dieser Schadstoffgrenzwerte erfolgt durch sehr große, fest installierte
Messstationen, deren Anzahl und Positionierung sich ebenfalls nach gesetzlichen Vorga-
ben richtet. Unter anderem sollen sie an Orten mit der sta¨rksten Belastung Luftdaten
sammeln, woraus dann die lokale Ausbreitung der Schadstoffe in einem Ballungsgebiet
taxiert wird. So wird demnach eine fla¨chendeckende Analyse der Schadstoffwerte zwar
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angestrebt, jedoch nicht erreicht. [UWB19]
Abbildung 1.1: Veranschaulichung einer Messstation, vgl. [UWB19]
1.2 Problemstellung und Zielsetzung
Wie in Abbildung 1.1 zu sehen ist nehmen diese Messstationen sehr viel Platz ein, wes-
halb es physisch u¨berhaupt nicht mo¨glich ist fu¨r ein gro¨ßeres Gebiet exakte Messungen
durchzufu¨hren.
An diesem Punkt setzt diese Bachelorarbeit an. Ziel ist die Entwicklung eines Kon-
zepts zur fla¨chendeckenden Luftqualita¨tsmessung. Den Platz der Messstationen nehmen
dabei Einplatinencomputer, sogenannte Raspberry Pis ein, die mit geeigneten Sensoren
die Luftqualita¨tsmessungen durchfu¨hren. Der Vorteil dieser Raspberry Pis gegenu¨ber
den Messstationen ist ihre Mobilita¨t, welche sie ihrer kompakten Gro¨ße zu verdanken
haben. Einzelne Messwerte dieser Gera¨te sind fu¨r einen Ort jedoch nicht aussagekra¨ftig
genug, weshalb die Daten kollaborativ mittels Crowdsensing erhoben werden. Dieser
Ansatz ermo¨glicht es, mit der Hilfe von freiwilligen Crowdworkern an verschiedenen
Orten kontinuierlich und parallel aktuelle Live-Daten zu sammeln, ohne dafu¨r Perso-
nal einstellen zu mu¨ssen. So ko¨nnen ebenfalls Messungen an Orten durchgefu¨hrt wer-
den, an denen keine fest installierten Messstationen vorhanden sind und es kann ein
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fla¨chendeckendes Monitoring der Schadstoffwerte gewa¨hrleistet werden. Hierbei entste-
hen durch die verschiedenen Crowdworker jedoch Unmengen von Datenstro¨men, dessen
Verarbeitung zuerst auf den Raspberry Pis und anschließend an zentraler Stelle un-
ter verschiedenen Gesichtspunkten geschehen muss, um eine sinnvolle Aussage u¨ber die
Luftqualita¨t treffen zu ko¨nnen. Fu¨r die echtzeitnahe Verarbeitung dieser riesigen Menge
an Messwerten eignet sich das Complex Event Processing (CEP), mit dem die kontinuier-
lichen Datenstro¨me analysiert und koordiniert werden ko¨nnen. CEP beschreibt na¨mlich
eine Technologie, mit der anhand von Regeldefinitionen gesuchte Muster in großen Men-
gen eintreffender Daten detektiert werden ko¨nnen. Die Open-Source CEP Engine Siddhi
wird hier dafu¨r Anwendung finden.
Das Konzept umfasst dabei die Vorstellung eines sogenannten CEP-Netzwerks. Dieses
wird sich aus verschiedenen Komponenten zusammensetzen, die fu¨r die Verarbeitung der
erfassten Daten bis hin zu ihrer Auswertung hinsichtlich der Luftqualita¨t zusta¨ndig sind.
Die gewonnenen Informationen ko¨nnen dann genutzt werden, um eine U¨bersichtskarte
der aktuellen Luftsituation zu erstellen. Ein Teil des entwickelten Konzepts wird letztlich
auch prototypisch Umgesetzt, um die Durchfu¨hrungsmo¨glichkeit der Idee zu demonstrie-
ren.
1.3 Aufbau der Arbeit
Die Arbeit teilt sich in sieben Kapitel auf. Kapitel 2 befasst sich zum einen mit den
Grundlagen des Crowdsensing. Dazu schauen wir uns zuna¨chst an, wie der Begriff de-
finiert wird. Außerdem wird aufgezeigt, welche Mo¨glichkeiten es ero¨ffnet und wo es
eingesetzt werden kann. Zum Ende dieses Kapitels wird noch auf die in dieser Arbeit
verwendete Hardware, das Raspberry Pi eingegangen und es werden Gru¨nde fu¨r die
Nutzung genannt.
In Kapitel 3 wird die Technologie des Complex Event Processing vorgestellt. Dafu¨r
werden die wesentlichen Eigenschaften und Merkmale wie Ereignisse und Regeln des
Complex Event Processing vorgestellt und es wird gezeigt, wie die Verarbeitung inner-
halb dieser Technologie funktioniert und Informationen aus Datenstro¨men gewonnen
werden ko¨nnen. Der dabei verfolgte Architekturstil der Event-Driven Architektur wird
ebenfalls im Zuge dieses Kapitels pra¨sentiert.
Kapitel 4 stellt das Hauptkapitel dieser Arbeit dar und befasst sich mit der Entwick-
lung des angestrebten Konzepts. Dazu werden zuna¨chst verschiedene Anforderungen
bezu¨glich der Datenerhebung durch die Crowdworker und der Luftqualita¨tskriterien
herausgearbeitet. Im weiteren Verlauf des Kapitels detektieren wir no¨tige Ereignistypen
und erarbeiten ein CEP-Netzwerk, das fu¨r die Verarbeitung und Informationsgewinnung
zusta¨ndig ist.
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Die Implementierung der Anwendung wird in Kapitel 6 thematisiert. Zuerst gehen wir
na¨her auf die verwendte CEP-Engine Siddhi ein und schauen uns die Funktionsweise der
Engine an. Anschließend wird auf die verwendeten Sensoren eingegangen und erkla¨rt,
wie die Daten aus ihnen ausgelesen werden. Daran knu¨pft die Implementierung der
Crowdworker-Anwendung an, von welcher wir uns beispielhaft die verwendeten Regeln
zur Mustererkennung durch Siddhi anschauen. Die Server-Anwendung wird auf gleiche
weise vorgestellt.
In Kapitel 6 wird die Funktionsfa¨higkeit des Prototyps und der Anwednung aufgezeigt.
Außerdem schauen wir uns an, was fu¨r Aussagen wir mit den gewonnenen Erkentnissen
treffen ko¨nnen und grenzen die Unterschiede zu konventionellen Messstationen ab.
Am Ende wird in Kapitel 7 auf den Verlauf der Arbeit zuru¨ckgeblickt. Mit einer kurzen
Bewertung des Ergebnisses und offenen Fragen und Problemen wird die Arbeit dann
zum Abschluss gebracht.
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Raspberry Pi als verwendete
Hardware
In diesem Kapitel wird der Begriff Crowdsensing als in dieser Arbeit verwendetes Mittel
zur Datenerhebung na¨her beschrieben. Außerdem sollen die Gru¨nde der dafu¨r Verwen-
dete Hardware - ein Raspberry Pi, dargelegt werden.
2.1 Crowdsensing
2.1.1 Definition
Der in den letzten Jahren immer mehr in Vordergrund ru¨ckende Begriff des Internet of
Things (IoT) beschreibt die zunehmende Vernetzung von elektronischen Gera¨ten und
die damit einhergehende Kommunikation zwischen diesen. Das Mobile Crowdsensing
(MCS), oder einfach nur Crowdsensing genannt, beschreibt ein neues Wahrnehmungs-
paradigma, dass sich diesen zunehmenden Trend unter anderem zunutze macht. Die
genutzten Gera¨te des IoT sind hierbei jedoch keine Kaffeemaschinen mit Netzwerkan-
bindung, sondern beispielsweise Smartphones oder Fahrzeuge. Diese Gera¨te verfu¨gen oft
u¨ber verschiedene Sensoren, mit denen es mo¨glich ist das vorhandene Wissen u¨ber die
reale Welt zu erweitern und dadurch verschiedene Erkenntnisse mit gesellschaftlicher
Relevanz zu erschließen. Im Gegensatz zu der Kaffeemaschine verfu¨gen diese Gera¨te au-
ßerdem noch u¨ber eine erho¨hte Rechenleistung, gro¨ßere Speicherressourcen, sowie einer
starken Kommunikationsfa¨higkeit. [GYL11] [MZY14] Diese Gera¨teeigenschaften ero¨ffnen
neue Mo¨glichkeiten der Datenerhebung und stellen den Teil des -sensings im MCS dar.
Um jedoch relevante Informationen aus diesen Daten ziehen zu ko¨nnen, ist es no¨tig
die erfassten Daten dieser Gera¨te ra¨umlich sowie zeitlich zu aggregieren. Dadurch wird
ein aussagekra¨ftiges, kollektives Wissen erzeugt, welches auf den einzelnen Beitra¨gen aus
einer großen Menge von Personen, der Crowd- basiert. [MZY14]
Es existieren dabei zwei verschiedene Auspra¨gungen dieses Paradigmas: das partici-
patory sowie das opportunistic sensing. Ersteres erfordert eine aktive Beteiligung der
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Personen, die die zur Datenerhebung genutzten Gera¨te mit sich fu¨hren. Dies kann bswp.
in Form von Fotos oder einer einfachen Textnachricht u¨ber ein beobachtetes Pha¨nomen
geschehen. Das opportunistic sensing hingegen erfordert nur eine minimale Beteiligung,
die sich meistens auf die Sicherstellung einer Netzwerkverbindung beschra¨nkt und das
Gera¨t im Hintergrund autonom Daten sammelt la¨sst. [GYL11] Ein Backend-System
empfa¨ngt und verarbeitet diese Daten dann hinsichtlich des zu untersuchenden Kon-
texts, woraus beispielsweise eine Kartierung dessen resulitieren kann. Abbildung 2.1
illustriert dieses hinter dem Crowdsensing stehende Konzept.
Abbildung 2.1: Veranschaulichung des Crowdsensing-Prinzips, vgl. [MZY14]
2.1.2 Herausforderungen und Chancen
Konventionelle Sensornetzwerke bestehen aus unza¨hligen Sensor- und Relaisknoten1,
dessen Implementierung und Wartung einen großen Aufwand und hohe Kosten mit sich
bringen. Das CitySee-Projekt in der chinesischen Stadt Wuxi realisiert ein solches Sensor-
netzwerk zur CO2-U¨berwachung. Insgesamt 100 Sensor- und 1096 Relaisknoten decken
dabei eine Fla¨che von knapp 1km ab. [MMH+12] Als Vergleich: Um fu¨r das gleiche Vor-
haben eine Fla¨che von 900km2 abdecken zu ko¨nnen, was der Gro¨ße von Berlin entspricht,
wu¨rden ca. 90.000 Sensor- und 1.000.000 Relaisknoten beno¨tigt werden. Die Kosten und
Pflege fu¨r so ein Projekt sind schlicht untragbar.
Crowdsensing jedoch kann dieses Problem umgehen. Aufgrund der Tatsache, dass ein
Großteil der beno¨tigten Erfassungsgera¨te bereits in unserer Hosentasche oder auf den
Straßen im Einsatz sind, ist das beno¨tigte Sensornetzwerk quasi schon vorhanden und die
Kosten fu¨r die Einrichtung ko¨nnen auf ein Minimum reduziert werden. Außerdem kann
so ein Crowdsensing-Netzwerk fu¨r verschiedene Problemstellungen verwendet werden,
1Dienen zur drahtlosen Datenu¨bertragen zwischen Sensorknoten in einem Sensornetzwerk
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wo hingehen eine spezialisierte Sensorinfrastruktur nur fu¨r einen bestimmten Sachver-
halt konzipiert wird. [GYL11] Straßenkameras und Schleifendetektoren2 zur Straßen-
und Verkehrsu¨berwachung ko¨nnten so ga¨nzliche durch das Crowdsensing abgelo¨st wer-
den.
Das Problem dabei ist, dass die Einheit der vorhandenen Gera¨te hinsichtlich ihrer
Verfu¨gbarkeit und Fa¨higkeiten von hochst dynamischer Natur ist und die Qualita¨t der
Genauigkeit, Latenz und des Vertrauens in Bezug auf die gesammelten Daten dadurch
stark variiert. Dies ha¨ngt damit zusammen, dass die Erfassungsgera¨te einer Crowd unter
anderem u¨ber unterschiedliche Energieniveaus und Kommunikationskana¨le verfu¨gen. [GYL11]
Die Wahrscheinlichkeit, auf einer Straße mehr als zwei Fahrzeuge der gleichen Marke und
des gleichen Modells mit der gleichen (zur Analyse ausreichenden) Austtatung zu finden,
ist bereits sehr gering und zeigt auf, dass die Datenerfassung u¨ber die Verkehrsituation
z.B. durch verschiedene Fahrzeuge hinsichtlich der genannten Aspekte auch qualitativ
unterschiedliche Daten hervorbringen kann.
Zusa¨tzlich ha¨ngt die Verfu¨gbarkeit der Daten mit den Priorita¨ten des Menschen, der
im Besitz des Gera¨tes ist zusammen. Ein gewisser Anreiz ist deshalb no¨tig, um die Teil-
nehmer der Crowd zur Datenerhebung zu animieren, da fu¨r sie damit eine Art Aufwand
und ggf. Kosten einhergehen. [GYL11] Es mu¨ssen Mechanismen dafu¨r entwickelt wer-
den, welche wir hier nicht na¨her betrachten.
Doch sollten die Nutzer sich zur Datenerhebung bereiterkla¨ren, mu¨ssen Aspekte wie Da-
tenschutz und Integrita¨t beachtet werden. Jeder Nutzer hat eine andere Vorstellung u¨ber
das Thema Privatspha¨re. Einige haben kein Problem damit, ihre Standortinformationen
zu teilen, bei anderen hingegen besteht unter anderem die Sorge, anhand dieser Daten
ihren Wohnort oder Arbeitswege zuru¨ckverfolgen zu ko¨nnen. Mit Hilfe kryptografischer
Verfahren oder durch Datenmanipulation, um nur ein paar Mo¨glichkeiten zu nennen,
kann die Privatspha¨re der Nutzer geschu¨tzt werden. [GYL11] [MZY14]
Da die Teilnehmer in gewisser Weise anonym sind, besteht hier ebenfalls das bereits
erwa¨hnte Problem der Integrita¨t. Personen ko¨nnten versuchen, Daten zu manipulie-
ren, um das ermittelte Ergebnis zu verfa¨lschen. Daher ist es no¨tig, solche minderwerti-
gen Daten zu detektieren und ggf. herauszufilter oder zu korrigieren, um weiterhin die
gewu¨nschte Ergebnisqualita¨t zu erhalten. [MZY14]
Eine na¨here Betrachtung der Problemlo¨sung dieser Schwierigkeiten wu¨rde den Rahmen
dieser Arbeit sprengen, weshalb sie an dieser Stelle lediglich erwa¨hnt werden und auf
die Lo¨sungsnotwendigkeit hingewiesen wird.
Da das Crowdsensing ein Zusammenspiel der menschlichen Mobilita¨t und Aktivita¨t mit
elektronischen Erfassungsgera¨ten beschreibt, existiert hier ein weiteres Potential dieses
2In die Fahrbahn eingelassene Kabelschleifen zur Erkennung von Fahrzeugen und Steuerung von bei-
spielsweise Ampeln
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Paradigmas. Durch die Nutzung der menschlichen Intelligenz in Kombination mit den
Gera¨ten ko¨nnen hochwertige Daten eines semantisch komplexen Sachverhalts erschlos-
sen werden, fu¨r die sonst aufwa¨ndige Hardware no¨tig wa¨re. Es exitieren beispielsweise
Konzepte, bei denen freie Parkpla¨tze mittels Ultraschallsensoren, die in den Fahrzeugen
integriert sind, erkannt werden sollen. Wenn die Fahrer nun jedoch ihre Smartphones
benutzen, um Auskunft u¨ber die freien Parkpla¨tze zu geben, ko¨nnen anspruchsvolle
Ultraschallgera¨te gespart werden. [GYL11]
2.1.3 Anwendungsgebiete
Die Verwendung von MCS bietet sich vor allem in den Bereichen Infrastruktur, Umwelt
und Soziales an.
• Infrastruktur:
Neben dem Parkplatzszenario existrieren vor allem Ansa¨tze zu Analyse des Straßen-
und Verkehrszustands. So ko¨nnen durch Bewegungssensoren in den Smartphones
der Fahrer Ru¨ckschlu¨sse u¨ber Straßenscha¨den geschlossen werden. Nericell ist ein
von Microsoft ins Leben gerufene Projekt, dass diesen Ansatz verfolgt um Ver-
kehrsdaten zu sammeln. [MPR08] Das CarTEL-Projekt des Massachusetts Insti-
tute of Technology (MIT) hingegen verwendet Fahrzeuge als Sensoren zur Stau-
erkennung. Dabei werden Informationen u¨ber Standort und Geschwindigkeit der
Fahrzeuge u¨ber o¨ffentliche Hotspots an einen zentralen Server gesendet und aus-
gewertet. [Sho10]
• Soziales:
Aufgrund des aktuell sehr starken Fitness-Trends existieren unza¨hlige Apps, die
dazu dienen seinen perso¨nlichen Fortschritt in diesem Bereich zu dokumentieren
und mit anderen zu teilen. Dabei werden ebenfalls riesige Datenmengen generiert,
die an anderer Stelle genutzt werden ko¨nnen um Erkenntnisse zu gewinnen. Im
Bezug auf die Erna¨hrung existieren Methoden zur Analyse von Essgewohnhei-
ten. Dabei werden die Daten von beispielsweise Diabetikern ausgewertet, die ihre
ta¨gliche Nahrungszufuhr in solchen Apps eintragen und eine Art Tagebuch fu¨hren.
Langfristig ko¨nnen daraus dann Erkenntnisse gewonnen werden, die zur Krank-
heitsbehandlung von Erkrankten dienen ko¨nnen. Sie ko¨nnen auch zur Krankheits-
pra¨vention bei gesunden Nutzern verwendet werden, sollten in ihren Daten gewis-
sen Muster auftreten. [GYL11]
• Umwelt:
Sehr viele Mo¨glichkeiten der Nutzung des MCS finden sich im Bereich der Um-
welt. So la¨sst sich der La¨rmpegel in einem Gebiet, der durch Fahrzeuge, Men-
schenmassen oder A¨hnlichem verursacht wird mithilfe der Mikrofone an einem
Smartphone messen. Ebenfalls ist es mo¨glich, das MCS zur U¨berwachung des Was-
serstands oder der Wasserverschmutzung von Ba¨chen und Flu¨ssen zu verwenden.
Durch Fotos oder Textmitteilungen ko¨nnen Personen ihre Beobachtungen teilen,
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welche die zusta¨ndigen Einrichtungen dann auswerten und nutzen ko¨nnen, um
beispielsweise den Wasserstand nach einem starken Regen fu¨r einen Flussverlauf
abzuscha¨tzen und ggf. geeignet zu reagieren. Selbstversta¨ndlich bietet sich die Luft-
qualita¨tsu¨berwachung ebenfalls im MCS a¨ußerst an, weshalb auch diese Arbeit sich
dem Thema widmet. Es existieren Mo¨glichkeiten, verschiedene Luftmessewerte mit
Hilfe von dafu¨r geeigneten Sensoren zu ermitteln. Mittels Bluetooth ko¨nnen die
gemessenen Daten an das Smartphone des Nutzers gesendet werden, welche diese
dann an einen zentralen Server zur Auswertung schicken. [GYL11] Der in dieser
Arbeit verfolgte Ansatz geht einen anderen Weg und wird im weiteren Verlauf
na¨her beschrieben.
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2.2 Raspberry Pi
Entgegen dem in diesem Abschnitt beschriebenen Vorgehen des Crowdsensings, die be-
reits im Einsatz befindlichen Gera¨te zur Datenerhebung zu nutzen, werden wir in dieser
Arbeit eigene, speziellere Gera¨te benutzen - Raspberry Pis.
Ein Raspberry Pi ist ein Einplatinencomputer und wurde von der britischen Raspberry
Pi Foundation entwickelt. Urspru¨nglich waren diese Gera¨te als a¨ußerst gu¨nstige Alter-
native zu den u¨blicherweise teuren Heimcomputern gedacht, um das Interesse an der
Entwicklung in der Informatik zu fo¨rdern. Heute sind die Raspberry Pis so stark, dass
auf ihnen die verschiedensten Anwendung ausgefu¨hrt werden ko¨nnen. [Fou20b] In dieser
Arbeit wird ein Raspberry Pi 4 Modell B verwendet. Dieses Gera¨t verfu¨gt u¨ber 4 GB
SDRAM und einem 64-bit Quad Core Prozessor mit einer Leistung von 1,5GHz. Als
Festplattenersatz kommt eine Micro-SD Karte mit 64 GB zum Einsatz. Zusa¨tzlich sind
noch W-Lan und Bluetooth Empfa¨nger in dem Gera¨t verbaut. [Fou20c] Wie auf han-
delsu¨blichen Heimcomputern kann auch auf einem Raspberry Pi ebenfalls Java, bzw.
eine JRE installiert werden. Dadurch ko¨nnen Java-Programme auch fu¨r dieses Gera¨t
programmiert und auf diesem ausgefu¨hrt werden. Bei der Entwicklung auf dem Gera¨t
selbst zeigen sich jedoch bereits seine Grenzen auf, da allein der Compiliervorgang zwar
mo¨glich, jedoch sehr Zeitaufwa¨ndig ist. Daher sollten die Programme auf einem konven-
tionellen Rechner entwickelt werden und auf dem Raspberry lediglich ausgefu¨hrt werden.
Abbildung 2.2: Raspberry Pi, vgl. [Fou20a]
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In Abbildung Abbildung 2.2 ist ein solches Gera¨t zu sehen. Die kompakte Gro¨ße in Kom-
bination mit ihrer Leistungsfa¨higkeit sind bereits gute Gru¨nde fu¨r uns, den Raspberry
Pi als Gera¨t zur Datenerhebung zu verwenden. Ein weiterer und ausschlaggebender
Grund ist die Mo¨glichkeit, Sensoren an den Raspberry Pi u¨ber sogenannte GPIO-Pins
(general-purpose input/output) anzuschließen, um gewisse Pha¨nomene zu beobachten.
In unserem Fall sind dies Sensoren zur Messung der Luftverschmutzung und GPS-
Sensoren. Smartphones beispielsweise ko¨nnen uns zwar Standortinformationen liefern,
jedoch ko¨nnen sie nicht mit den hier beno¨tigten anwendungsspezifischen Sensoren zur
Luftqualita¨tsmessung ausgestattet werden. Mit den Raspberry Pis ko¨nnen wir das Pro-
blem der großen Messstationen umgehen und eine Vielzahl unserer eigenen Messstatio-
nen quasi in der Hand mitfu¨hren. Um die gemessenen Werte verarbeiten ko¨nnen, sind
die Raspberry Pis ebenfalls in der Lage das Complex Event Processing auszufu¨hren,
welches in Kapitel 3 ausfu¨hrlicher beschrieben wird.
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In diesem Kapitel werden die grundlegenden Begriffe des Complex Event Processing
beispielhaft vorgestellt. Zur Verwendung dieser Technologie muss ein ereignisgesteuer-
ter Entwurfsstil vorfolgt werden, die sogenannte Event-Driven Architecture (EDA). Die
Grundlagen dessen werden hier ebenfalls illustriert, um das Versta¨ndnis fu¨r die voran-
schreitende Arbeit zu sta¨rken.
3.1 Motivation und Definition
Mit der stetig zunehmenden Digitalisierung wa¨chst auch der im Netz vorhandene Berg an
Daten. Social Media, Monitoringsysteme, Wirtschaftsma¨rkte oder das bereits in Kapitel
2.1 erwa¨hnte Internet of Things sind nur einige der Quellen, die kontinuierliche Daten-
stro¨me erzeugen. Durch die Analyse und Synthese dieser Daten ko¨nnen Ru¨ckschlu¨sse
und Zusammenha¨nge u¨ber verschiedene Sachverhalte erschlossen werden. So ko¨nnen
beispielsweise Unternehmen Risiken fru¨h erkennen und Chancen rechtzeitig nutzen, um
Gescha¨ftsprozesse zu optimieren und ihre Position am Markt zu sta¨rken. [Hed17] [BD15]
Damit solche Reaktionen jedoch durchgefu¨hrt werden ko¨nnen, muss der Anspruch bei
einer zeitnahen Extraktion der fu¨r einen selbst relevanten Informationen liegen.
Eine Mo¨glichkeit der echtzeitnahen Datenstromverarbeitung bietet das Complex Event
Processing. Es beschreibt eine Technologie, mit der Ereignisse als Repra¨sentation der
einstro¨menden Daten mittels Mustererkennung (Event Pattern Matching)
”
identifiziert,
transformiert, korreliert und bewertet“ [BD10] werden ko¨nnen. Mit Hilfe von Regeln, die
durch spezielle Ereignisanfragesprachen definiert werden, wird das riesige Volumen von
Ereignissen nach diesen Mustern durchsucht und der Systemfluss (ereignis)-gesteuert.
3.2 Ereignisse
Im Zusammenhang des CEP beschreibt ein Ereignis ein jedes Geschehnis, das zu einer
Zustandsa¨nderung in der zu untersuchenden Anwendungsdoma¨ne fu¨hrt. Dabei ko¨nnen
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diese Ereignisse in mehrere Abstraktionsstufen mit unterschiedlichem Informationsge-
halt klassifiziert werden. Technische Ereignisse wie einzelne Messungen von Sensoren
sind meistens nicht so aussagekra¨ftige wie die Vera¨nderung eines einzelnen Warenbe-
stands auf einen bestimmten Grenzwert, was ein Gescha¨ftsereignis darstellt. [BD10]
Der Nutzen eines Ereignisses hinsichtlich seines Informationsgehalts ha¨ngt somit von
den Daten ab, die es tra¨gt. In der Regel enthalten einfache Ereignisse neben den fu¨r die
Weiterverarbeitung relevanten Informationen (payload) noch eine ID zur Unterscheidung
von Ereignissen gleichen Typs, einen Zeitstempel des Ereigniseintritts, sowie Daten u¨ber
den U¨bersprung des Vorkommnisses. [BD15] Solche Ereignisse werden auch als atomare
Ereignisse bezeichnet. Sollte der Informationsgehalt, wie bereits bei den Sensordaten
erwa¨hnt, nicht aussagekra¨ftig genug sein, ist es no¨tig diese atomaren Ereignisse mit
geeigneten Mitteln des CEP zu sogenannten komplexen Ereignissen zu aggregieren
(siehe Abbildung 3.1).
Abbildung 3.1: Erho¨hung des Abstraktionsgrad durch Ereignisaggregation, vgl. [BD15]
Zur beispielhaften Erla¨uterung sehen wir uns die sensorbasierte Energieu¨berwachung in
Geba¨uden am Beispiel einer Universita¨t 1 an. In diesem Szenario existieren die atomaren
Ereignisse:
• Bewegungsereignis - beschreibt die gemessene Bewegung durch Menschen in einem
Raum
• Temperaturereignis - beschreibt die gemessene Temperatur in einem Raum
• Kontaktsensorereignis - beschreibt das O¨ffnen/Schließen einer Tu¨r/eines Fensters
Die Messung eines niedrigen Temperaturwertes in einem Raum allein la¨sst noch kei-
nen Ru¨ckschluss daraus ziehen, ob es no¨tig ist die Heizung anzustellen. Erst durch
die Kombination mit einem Bewegungs- und Kontaktsensorereignis wird klar, dass sich
1Angepasst und entnommen aus [BD13]
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Menschen in dem Raum befinden und eine Temperaturerho¨hung durch das automa-
tische Anstellen der Heizung sinnvoll ist. Demnach resultiert daraus ein komplexeres
Temperaturerho¨hungsereignis mit einem ho¨heren Abstraktionsgrad.
3.3 Konzepte der Ereignisverarbeitung
Die Generierung solcher komplexen Ereignisse erfolgt durch die Analyse der kontinuier-
lich eintreffenden atomaren Ereignisse. Dabei werden Muster definiert, die einen fach-
lichen Sachverhalt in der realen Welt darstellen. Sobald in den Ereignisstro¨men solche
Muster detektiert werden, kann ein ho¨heres Ereignis daraus abstrahiert werden. Dies
nennt man Event Pattern Matching [BD15].
3.3.1 Ereignisregeln
Durch die Definition von Regeln mit einer speziellen Event Processing Language (EPL),
ko¨nnen die gesuchten Muster aus dem Anwendungskontext bestimmt werden. Diese Mus-
ter beschreiben eine Voraussetzung die erfu¨llt sein muss, um wie in unserem Beispiel der
Temperaturerho¨hung, eine bestimmte Reaktion auszufu¨hren. Eine Regel setzt sich somit
aus einem Bedingungs- und einem Aktionsteil zusammen. Der Vorteil eines solchen
regelbasierten Ansatzes ist, dass Anwendungen die ein solches Vorgehen nutzen, leicht
erweiter- und wartbar sind. Sollten sich A¨nderungen in der Anwendungsdoma¨ne ergeben,
ko¨nnen Regeln einfach hinzugefu¨gt oder angepasst werden, ohne drastische A¨nderungen
an den Strukturen des Systems vornehmen zu mu¨ssen.
Da ein gesuchtes Schema aus der Realita¨t meist komplexen Anforderungen i.S.v. zeit-
lichen und kausalen Zusammenha¨ngen gerecht werden muss, existieren verschiedene
Konzepte zur Regeldefinition, die im Folgenden anhand unseres Beispielszenarios kurz
erla¨utert werden. [BD15]
Sprachkonzepte
Zum einen existieren verschiedene Operatoren zur Regeldefinition:
• boolsche Operatoren (A∧B / A∨B): Wie aus der Informatik bekannt, ha-
ben diese logischen Operatoren hier dieselbe Bedeutung. Um ein Temperatur-
erho¨hungsereignis ET auszulo¨sen, mu¨ssen bestimmte Instanzen des Temperatur-
ereignisses T und des Bewegunsereignisses B sowie Kontaktsensorereignisses K im
Ereignisstrom auftreten (T∧B∧K) . Dabei spielt es keine Rolle, welches Ereignis
zuerst auftritt. Die Verwendung des ∨-Operators erfolgt analog, falls nur eines der
Ereignisse beno¨tigt wird. [BD15]
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• Sequenzoperator (A → B): Angenommen, fu¨r den nachliegenden Anstoß eines
Vorgangs als Reaktion ist es von Bedeutung, in welcher Reihenfolge gewisse Ereig-
nisse im Datenstrom detektiert werden. Dazu wird der Sequenzoperator verwendet.
Mit ihm wird festgelegt, dass auf ein Ereignis A ein Ereignis B folgen muss, un-
abha¨ngig davon wie viele Ereignisse anderen Typs dazwischen im Ereignisstrom
erfasst werden. [BD15]
• Negationsoperator (¬A): Ebenfalls kann es no¨tig sein, das bestimmte Ereignis-
se in einem Muster nicht auftreten du¨rfen. Benutzt wird dies jedoch lediglich in
Kombination mit einem zeitlichen oder quantitativen Bezug, auf welchen wir im
na¨chsten Abschnitt eingehen werden. [BD15]
Windows
Einfache Operatoren reichen bei der Regeldefinition nicht aus, um spezielle Schemata zu
erkennen. Die Beschra¨nkung auf eine genaue Anzahl der erfassten Ereignisse oder auch
ein bestimmter zeitliche Rahmen in dem sie auftreten spielt in den meisten Fa¨llen eine
Rolle. Sliding Windows sind ein Mittel des CEP, solche Eingrenzungen vorzunehmen.
Zusa¨tzlich wird damit durch Ereignisreduzierung ein wirkungsvolles CEP gewa¨hrleist,
da die Persistierung sowie Verarbeitung des gesamten Datenvolumina ohnehin nicht
mo¨glich wa¨re. [BD15]
Man unterscheidet dabei zwischen zwei Arten von Sliding Windows:
• Zeitfenster: Wenn wir in unserem Eingangsbeispiel die Heizung nach Ende einer
Veranstaltung in einem Saal automatisch ausschalten wollen, mu¨ssen wir einen
bestimmten Zeitraum betrachten in dem keine Bewegung wahrgenommen wurde.
Eine Regel ko¨nnte wie folgt aussehen: (K → T) → ¬B[win:time:10min]
Diese Regel besagt, dass auf ein Kontaktsensorereignis einer geschlossenen Tu¨r fu¨r
einen bestimmen Saal ein Temperaturereignis einer erho¨hten Temperatur dieses
Saals folgen muss. Daraufhin darf dort in einem Zeitraum von 10 Minuten kein
Bewegungsereignis eintreffen, um sicher zu stellen dass sich niemand mehr im
Raum befindet und die Heizung abgeschaltet werden kann. [BD10]
• La¨ngenfenster: In manchen Fa¨llen ist es no¨tig eine bestimmte Anzahl an Vor-
kommnissen hinsichtlich gewisser Aspekte zu betrachten, wofu¨r sich La¨ngenfenster
eignen. Sobald eine festgelegte Anzahl an Ereignissen eingetroffen ist, wird das Er-
eignis das als erstes eingetroffen ist aus dem Betrachtungsraum entfernt, sollte ein
neues eintreffen. [BD10]
Aggregationen
Um die in einem Intervall betrachteten Ereignisse gleichen Typs in Beziehung setzen
zu ko¨nnen, werden Aggregationsfunktionen benutzt. Mit ihnen ist es mo¨glich Dinge
wie Durchschnitt (avg()), Summe (sum()), sowie Maximum (max()) und Minimum
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(min()) zu ermitteln. Die Berechnung kann unter verschiedenen Aspekten geschehen,
auf welche wir hier nicht weiter eingehen. [BD10]
Beispielhafte Ereignisanfragesprache
Im folgenden schauen wir uns eine einfach Regel fu¨r ein Muster in unserem Beispielszena-
rio an. Die verwendete Pseuedo-Ereignisanfragesprache ist an die in dem Buch [BD10]
verwendete Ereignisanfragesprache angelehnt und fu¨r die in dieser Arbeit definierten
Regeln angepasst.
Wir wollen in unserem Beispielszenario fu¨r jeden Vorlesungssaal die Durchschnittlichen
Raumperaturen der letzten 4 Stunden ermitteln. Wir definieren dafu¨r folgende Regel
mit unserer Pseudo-Ereignisanfragesprache:
CONDITION: (RoomTempEvent as r)[win:time:batch:4h]
GROUP BY: r.roomNo
ACTION: create AvgRoomTempEvent(roomNo = r.roomNo, avgTmp =
avg(r.temp))
RoomTempEvents stellen hier Ereignisse dar, die fu¨r Temperaturmessungen in verschie-
denen Ra¨umen stehen. Wir erwarten also solche Ereignisse in einem Zeitraum von vier
Stunden. Dafu¨r definieren wir uns ein Window (Abschnitt 3.3.1). Dieses hat die Be-
sonderheit, dass es als Batch-Window markiert ist, wodurch die Berechnung erst nach
Ablauf der 4 Stunden ausgefu¨hrt wird. Um die Durchschnittstemperaturen pro Saal
zu erhalten, gruppieren wir die eintreffenden Ereignisse anhand ihrer Saalnummern.
Am Ende erzeugen wir uns mit den gewonnenen Informationen ein neues Ereignis vom
Typ AvgRoomTempEvent, das Daten u¨ber die Durchschnittstemperaturen aller Sa¨le
der letzten vier Stunden tra¨gt.
3.3.2 Event Processing Agents
Aufbau
Das CEP in einer EDA repra¨sentiert sich durch Event Processing Agents (EPA). In ih-
nen werden die eben vorgestellten Regeln zur Mustererkennung festgelegt. Abbildung 3.2
zeigt die wesentlichen Komponenten eines solchen EPA.
Neben den Ereignisregeln ist ebenfalls ein Ereignismodell notwendig, mit dem die
Regeln referenziert werden. Dort wird das no¨tige Hintergrundwissen zu den gesuch-
ten Ereignistypen festgelegt, wodurch gleichzeitig die Verantwortlichkeiten eines EPA
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Abbildung 3.2: Zusammensetzung eines EPA, vgl. [BD15]
bestimmt werden. Sollte das Wissen u¨ber die Ereignistypen nicht ausreichend im Er-
eignismodell definiert sein, ist es ebenfalls mo¨glich die eingehenden Ereignisse durch
Zugriff auf andere Anwendungen wie eine Datenbank mit weiterem Kontextwissen an-
zureichern. [BD15]
Um die in einem EPA hinterlegte Regelbasis auch nutzen zu ko¨nnen, wird eine Event
Processing Engine beno¨tigt. Sie ist die treibende Kraft eines EPA und fu¨hrt die
Mustererkennung auf den einstro¨menden Datenfluss aus. [BD15] Die in dieser Arbeit
verwendete CEP-Engine
”
Siddhi“ wird in Kapitel 6.1 na¨her vorgestellt.
Aufgaben
Die grundlegenden Aufgaben von EPAs unterscheiden sich nicht voneinander und folgen
einer einhetlichen Aufgabenstruktur, welche in Abbildung 3.3 dargestellt ist.
In einem Monitoringschritt wird der Datenstrom nach Ereignissen abgesucht, die
der EPA fu¨r seine Bearbeitung beno¨tigt. Andere Ereignisse werden hierbei ignoriert
und die Ereignismenge so reduziert. Außerdem kann es vorkommen, dass Daten fehler-
haft und somit nicht fu¨r die Weiterverarbeitung relevant sind. In unserem Szenario der
Energieu¨berwachung kann es beispielsweise passieren, dass ein Sensor eine unrealisti-
sche Raumtemperatur von −50 ◦C u¨bermittelt, was auf eine mo¨gliche Fehlfunktion des
Sensor schließen lassen ko¨nnte. Die genauen Spezifikationen solcher Einschra¨nkungen
entnimmt der EPA aus den Constraints des Ereignismodells. [BD10] [BD15]
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Abbildung 3.3: Aufgaben und Struktur eines EPA, vgl. [BD10]
Die nachfolgenden Schritte bilden den aus den Ereignisregeln bereits bekannten Bedingungs-
und Aktionsteil als Vorgang im EPA ab. Sobald ein Muster mit der gegebenen Regelbasis
in der zu untersuchenden Ereignismenge detektiert wird, erfolgt eine Reaktion in einem
nachgelagerten Anwendungssystem, sofern die Ereignisse nicht noch an einen weiteren




Im Gegensatz zu dem klassischen Ansatz des sequentiellen, ablauforientierten Vorgehens
in Anwendungssystemen, wird der Ablauf in einem ereignisgesteurten System, wie der
Name schon sagt, u¨ber die Kommunikation mit Ereignissen gelenkt. Ereignisse bilden so-
mit das Fundament in einer EDA, weshalb auch das CEP eine zentrale Rolle bei diesem
Architekturstil spielt. [BD15] In der Regel durchla¨uft eine EDA kontinuierlich die drei
Schritte erkennen, verarbeiten und reagieren, welche sich auch in den logischen Struk-
turen einer solchen ereignisgestuerten Anwedung wiederspiegeln (siehe Abbildung 3.4).
Abbildung 3.4: Schichten einer Event-Driven Architecture, vgl. [BD10]
Schichten
Um Ereignisse erkennen zu ko¨nnen, werden Ereignisquellen beno¨tigt. Diese ko¨nnen
z.B. Sensoren wie in unserem Beispielszenario die Temperatur-, Bewegungs- und Kon-
taksensoren sein. Jedoch kann auch der Zugriff auf einen Raumbelegungsplan durch eine
Serviceanwendung als Quelle fungieren. So kann beispielsweise unsere in Abschnitt 3.3.1
definierte Regel mit einem Raumbelegungsereignis erga¨nzt werden. Es existieren noch
unza¨hlige weitere Quellarten, aber unabha¨ngig davon um was fu¨r Ereignisquellen es sich
konkret handelt, sie alle haben die Aufgabe aus den erfassten Daten geeignete Ereigni-
sobjekte zu erzeugen und sie in den nachgelagerten Schritt der Ereignisverarbeitung
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zu u¨bergeben. Oft ist dazu noch ein In-Adapter no¨tig der die Daten in ein einheitliches
Format zur Verarbeitung u¨berfu¨hrt, da die Ereignisquellen unterschiedliche Formate un-
terstu¨tzen. [BD10]
Die Ereignisverarbeitung stellt das Herzstu¨ck einer EDA dar. In ihr ist das bereits
betrachtete CEP mit seinen Konzepten der Verarbeitung angesiedelt. Da ein ereignisge-
steuertes System in der Regel eine große Zahl unterschiedlicher Muster in den Ereigniss-
tro¨men sucht und die Ereignisse nach Detektion mehrere Verarbeitungschritte durchlau-
fen mu¨ssen, existieren in dieser Schicht sogenannte Event Processing Networks (EPN)
bestehend aus mehrere EPAs. Die einzelnen Komponenten eines Netzwerks kapseln da-
bei jeweils einen kleinen Teil der verwendeten Regelmenge und fu¨hren unterschiedli-
che Verarbeitungsschritte durch. Damit stellen sie in ihrem Netzwerk fu¨r nachgelagerte
EPAs gleichzeitig auch eine Ereignisquelle dar. Die Kommunikation erfolgt hier u¨ber
ein asynchrones Publish/Subscriber-Prinzip, bei dem ein oder mehrere Agenten quasi
das Thema des fu¨r sie relevanten Ereignistyps abonnieren und diese dann weiterverar-
beiten ko¨nnen, sollten neue Ereignisse dieses Typs durch einen anderen Publisher-EPA
vero¨ffentlicht werden. Durch die Verwendung eines solchen Netzwerks steigt die Effizienz
der Musterbearbeitung sowie die Wartbarkeit der gesamten Anwendung enorm, da jede
Komponente einen kleineren Teil der zu verarbeiteten Gesamtlast u¨bernimmt und bei
mo¨glichen Vera¨nderungen in der Anwendungsdoma¨ne angepasst werden kann. [BD10]
Die Ansteuerung der Heizung in unserem Beispiel wu¨rde in der Ereignisbehandlung
angesiedelt sein. Alle Reaktionen die als Folge der abschließenden Ereignisverarbeitung
ausgefu¨hrt werden sollen, werden in dieser Schicht angestoßen. Diese Reaktionsdienste
ko¨nnen das interne Ereignisformat jedoch nicht verwenden, weshalb ein Out-Adapter
no¨tig ist um die Ereignisse in das von den Diensten beno¨tigte Format zu u¨berfu¨hren. An
dieser Stelle kann auch ein wie in Abbildung 3.4 dargestellter Ru¨ckflu¨ss der Ereignisse
in die erneute Ereignisverarbeitung stattfinden. [BD10]
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4 Konzeption einer crowdbasierten
Luftqualita¨tsmessung mit CEP
4.1 Einfu¨hrung und Vorstelung des Szenarios
Wie wir bereits festgestellt haben, fu¨hren herko¨mmliche Messstationen lediglich an durch
Richtlinien festgelegten Orten Messungen zu Schadstoffwerten in der Luft aus. Anhand
dieser Messungen werden dann durch Scha¨tzungen, Aussagen u¨ber die Luftqualia¨t in ei-
nem weitla¨ufigen Gebiet gemacht. Doch da es sich dabei immer noch nur um Scha¨tzung
handelt, sind diese Aussagen fu¨r Orte in dem betreffenden Gebiet, an denen keine Mess-
stationen vorhanden sind nicht genau. Fu¨r ein genaues Monitoring in einem Gebiet wa¨ren
riesige Sensornetzwerke no¨tig, mit denen sehr hohe Kosten verbunden sind. Im folgen-
den entwickeln wir deshalb ein Konzept, das unter Verwendung des Crowdsensings in
Kombination mit CEP diese Probleme umgeht. Dafu¨r betrachten wir folgendes Szenario:
Die Luftqualita¨t in einem Gebiet soll hinsichtlich verschiedener Punkte fla¨chendeckend
analysiert werden. Um das Crowdsensing zu ermo¨glichen, stehen uns dafu¨r sogenannte
Crowdworker zur Seite, die sich mit moderater Geschwindigkeit willku¨rlich durch ein zu
untersuchendes Gebiet bewegen. Ausgestattet sind diese Crowdworker mit den in Ab-
schnitt 2.2 beschriebenen Raspberry Pis, an die verschiedene Sensoren zur Messung der
Schadstoffe in der Luft angeschlossen sind. Zusa¨tzlich verfu¨gen die Gera¨te u¨ber einen
GPS-Sensor, um die Position der Crowdworker in dem Gebiet zu erfassen. Zur Verarbei-
tung der ermittelten Daten ist auf dem Raspberry Pi eine Anwendung implementiert,
die das CEP verwendet. Damit ist es mo¨glich, bereits auf dem Raspberry Pi Sensordaten
vorzufiltern und zu verwerten. Diese vorverarbeiteten Daten werden dann an einen Ser-
ver zur zentralen Auswertung geschickt, um Erkentnisse u¨ber die Luftsituation in dem
Gebiet zu gewinnen und auf diese geeignet zu reagieren. Zur zentralen Verarbeitung ist
jedoch eine Koordination der von den Crowdworkern gemessenen Daten no¨tig, wofu¨r
ebenfalls CEP verwendet wird.
Dieses Szenario ist ebenfalls in Abbildung 4.1 dargestellt und beschreibt den grund-
legenden Ablauf, welcher mit dem zu entwickelten Konzept angestrebt wird. Zuna¨chst
mu¨ssen wir dazu Anforderungen an unsere Crowdworker definieren, um verwertbare
Sensordaten von ihnen zu erhalten. Im weiteren Verlauf dieses Kapitels werden wir
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Abbildung 4.1: Physikalisches Szenariomodell
zusa¨tzlich Kriterien der Luftqualita¨t definieren, die es zu detektieren gilt. Diese Krite-
rien werden uns als Grundlage zur Musterdefinition dienen, welche unsere Anwendung
nutzen wird um die gemessenen Datenstro¨me zu verarbeiten. Zur Verarbeitung defi-
nieren wir EPAs, die als Teil eines Event-Processing Netzwerks verschiedene Aufgaben
u¨bernehmen. Das Netzwerk verteilt sich dabei auf die Einheit der Crowdworker und ei-
ner zentralen Server-Komponente. Die verarbeiteten Daten sollen vom Server schließlich
genutzt werden, um eine visuelle Darstellung u¨ber die Luftsituation zu erstellen und
ggf. Auskunft u¨ber gesundheitsbedenkliche Schadstoffwerte in einem Gebiet zu geben.
Diese ko¨nnen an Einrichtungen weitergeleitet werden, um mo¨glicherweise notwendige
Maßnahmen zu treffen.
4.2 Anforderungen an die Crowdworker
Bevor wir die von unseren im Einsatz befindlichen Crowdworker ermittelten Sensordaten
verarbeiten zu ko¨nnen, mu¨ssen wir unterschiedliche Rahmenbedingungen zur Datener-
hebung festlegen. Diese sollen zum einen beschreiben, unter welchen Bedingungen die
Crowdworker die Raspberry Pis betreiben ko¨nnen und die gemessenen Daten an den
Server senden ko¨nne. Andererseits wird auch festgelegt, unter welchen Umsta¨nden die
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gemessenen Daten fu¨r uns keinen Wert haben. Im folgenden werden diese Kriterien
aufgefu¨hrt:
• Stromversrorgung des Raspberry Pi: Da die Crowdworker mobil sind, steht
ihnen wa¨hrend den Messungen keine Steckdose zur verfu¨gen, an die das Netzteil des
Raspberry Pis angeschlossen werden kann. Eine recht einfache Mo¨glichkeit besteht
darin, den Raspberry Pi an eine Power Bank anzuschließen. Diese verfu¨gen in der
Regel u¨ber einen 5V Ausgang, der fu¨r den Betrieb des Raspberry Pis beno¨tigt wird.
Es existieren mit Sicherheit weitere Mo¨glichkeiten dafu¨r, doch welche Alternative
letztlich gewa¨hlt wird, soll keinen Einfluss auf die Messungen nehmen. Hier soll
lediglich erwa¨hnt werden, dass eine externe Stromquelle beno¨tigt wird.
• Datenu¨bermittlung: Abbildung 4.1 zeigt, dass die gesendeten Daten der Raspber-
ry Pis mittels TCP-Verbindung an die IP-Adresse des Servers adressiert werden.
Dieser wartet auf eintreffende Verbindungsanfragen an dem jeweiligen Socket. Fu¨r
die Datenu¨bertragung beno¨tigen die Gera¨te jedoch eine Internetverbindung. Soll-
ten o¨ffentliche Hotspots verfu¨gbar sein, ko¨nnen diese genutzt werden. Oft fehlen
diese jedoch, weshalb eine andere Mo¨glichkeit beno¨tigt wird. Falls die Crowd-
worker u¨ber ein Smartphone verfu¨gen, ko¨nnen diese einen Hotspot ihrer Mobil-
funkverbindung bereitstellen, u¨ber den die Raspberry Pis ihre gemessenen Daten
dann u¨bermitteln ko¨nnen. Das Problem dabei ist, dass fu¨r die Crowdworker ggf.
Kosten im Sinne von verbrauchtem Datenvolumen oder zusa¨tzlichen Verbindungs-
kosten auftreten ko¨nnen. Sollten die Crowdworker demnach nicht bereit sein, ihre
perso¨nliche Mobilfunkverbindung zur Verfu¨gung zu stellen oder u¨berhaupt kein
Smartphone besitzen, besteht weiterhin die Mo¨glichkeit einen Surfstick zu ver-
wenden. Solche Surfsticks verfu¨gen u¨ber ein UMTS- oder LTE-Modem, mit dem
sie sich wie ein Smartphone mit dem Mobilfunknetz verbinden ko¨nnen.
• Geschwindigkeit / Fortbewegung: Um eine korrekte Funktionsweise der an
den Raspberry Pis angeschlossenen Sensoren zu gewa¨hrleisten, mu¨ssen wir unter
anderem sicherstellen, die Crowdworker zu Fuß unterwegs sind. Selbstversta¨ndlich
ko¨nnen wir nicht davon ausgehen, dass sie wa¨hrend der gesamten Zeit, in der das
Raspberry Pi Daten sammelt nicht zwischenzeitlich mit dem Auto unterwegs sind
oder o¨ffentliche Verkehrmittel nutzen. Deshalb mu¨ssen wir zumindest die Daten
herauszufiltern, die nicht wa¨hrend der Fortbewegung zu Fuß ermittelt wurden.
• Außenluft: Das in dieser Arbeit zu entwickelnde Konzept soll sich mit der Luft-
qualita¨tsmessung der Außenluft befassen. Demnach mu¨ssen wir Messungen erken-
nen, die innerhalb von Geba¨uden durchgefu¨hrt werden, um diese aus unserem Er-
eignisfluss zu entfernen. Diese mu¨ssten na¨mlich zur Innenraumluftanalyse geza¨hlt
werden, welche wir in dieser Arbeit nicht behandeln.
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4.3 Anforderungen an die Luftqualita¨t
Zuna¨chst mu¨ssen wir uns anschauen, welche Schadstoffwerte wir untersuchen mu¨ssen.
Aufschluss daru¨ber gibt uns das Umweltbundesamt. Dieses trifft Aussagen u¨ber die in
unserer Luft vorhandenen Schadstoffe in Form eines Luftqualita¨tsindex (LQI). Der LQI
setzt sich aus dem Anteil der drei Schadstoffewerten Feinstaub (PM10), Ozon (O3) und
Stickstoffdioxid (NO2) zusammen. Abbildung 4.2 zeigt die Zuordnung der Messwerte
zum LQI.
Abbildung 4.2: Bewertungsgrundlage des LQI anhand der gemessenen Schadstoffwerte,
vgl. [Umw19]
Dabei gibt die am ho¨chste gemessene Konzentration den Wert des LQI an. [Umw19] Neh-
men wir zum Beispiel an, der gemessene PM10-Wert liegt bei 50µg/m
3 (ma¨ßig - gelb),
wa¨hrend die Werte fu¨r NO2 bei 10µg/m
3 (sehr gut - tu¨rkis) und fu¨r O3 bei 70µg/m
3
(gut - gru¨n) liegen. Der LQI wu¨rde demnach ma¨ßig entsprechen. Sollten nicht u¨ber jeden
dieser Werte Daten vorhanden sein, also mindestens einer der Schadstoffwerte fehlen,
ist dies entsprechend gekennzeichnet.
Zusa¨tzlich zu diesen Schadstoffen existieren zwei weitere, welche wir ebenfalls in unser
Konzept einbeziehen wollen. Dazu geho¨ren neben dem PM10-Feinstaub noch der feinere
und gefa¨hrlichere PM2,5-Feinstaub und das Kohlenmonoxid (CO).
Da in dieser Arbeit das Potential des CEP zusammen mit Crowdsensing in der Luftqua-
lita¨tsanalyse aufgezeigt werden soll, werden wir nicht auf die Emittenten oder gesund-
heitlichen Risiken dieser Schadstoffe eingehen, da dies den Rahmen der Arbeit sprengen
wu¨rde und fu¨r das Voranschreiten der Arbeit auch nicht notwendig ist. Jedoch mu¨ssen
wir in unser Konzept ebenfalls mit einbeziehen, dass neben den reinen LQI-Kriterien
die Schadstoffe auch u¨ber verschiedene, festgelegte Grenzwerte verfu¨gen, die u¨ber unter-
schiedliche Zeitra¨ume beobachtet werden mu¨ssen und nur bedingt u¨berschritten werden
du¨rfen. Nachfolgend halten wir diese zusa¨tzlichen Kriterien fest:
• Feinstaub (PM10): Der PM10-Wert wird als stu¨ndlich gleitender Tagesmittel-
wert berechnet und darf nicht o¨fter als 35mal in einem Jahr im Tagesmittel u¨ber
50µg/m3 liegen. Daraus ergibt sich ein erlaubter Jahresmittelwert von 40µg/m3. [Umw20b]
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• Feinstaub (PM2,5): Fu¨r diesen Wert muss ausschließlich der Jahresmittelwert
betrachtet werden. Dieser liegt bei 25µg/m3 und darf nicht u¨berschritten wer-
den. [Umw20b]
• Ozon (O3): Fu¨r den Ozonwert wird das Stundenmittel betrachtet. Außerdem gilt
hier eine Informationspflicht sowie eine Verhaltensempfehlung an die Bevo¨lkerung,
sollten Stundenmittelwerte von 180µg/m3 und 240µg/m3 erreicht werden. Im we-
sentlichen darf hier jedoch ein Mittelwert u¨ber acht Stunden an einem Tag nicht
o¨fter als 25mal im Jahr u¨ber 120µg/m3 liegen. [Umw20d]
• Kohlenmonoxid (CO): A¨hnlich wie bei Ozon, wird hier ein 8-Stunden-Mittelwert
eines Tages betrachtet. Eine U¨berschreitung von 10µg/m3 ist nicht erlaubt. [Umw20c]
• Stickstoffdioxid (NO2): Betrachtet wird hier erneut der Stundenmittelwert. Ei-
ne U¨berschreitung von 200µg/m3 ist nicht o¨fter als 18-mal im Jahr zula¨ssig, woraus
sich ein Jahrengrenzwert von 40µg/m3 ergibt. [Umw16]
Anhand dieser Kriterien ist das Potential des CEP in diesem Themenbereich erneut
deutlich zu erkennen. Die zeitbasierten Eigenschaften dieser Vorgaben in Kombination
mit den zu beobachteten Ha¨ufigkeiten bezogen auf ein Gebiet lassen sich optimal mit
Hilfe von CEP-Regeln abbilden. Außerdem ko¨nnen leicht A¨nderungen an der Anwen-
dung vorgenommen werden, falls sich die Vorgaben durch neue Richtlinien und Gesetz-
geber a¨ndern sollten, in dem die Regeln an diese angepasst werden. Dadurch erha¨lt die
Anwendung einen au¨ßerst zeitresistenten Charakter.
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4.4 Entwicklung des EPN-Netzwerks
4.4.1 Grundlegende Ereignisse
Auf Grundlage der festgehaltenen Kriterien zur Luftqualita¨tsanalyse, ko¨nnen wir die
ersten einfachen Ereignisse bestimmen. Daraus werden wir ein erstes Ereignismodell er-
stellen, welches uns bei der Entwicklung des CEP-Netzwerks unterstu¨tzen wird. Aus den
Verarbeitungsschritten in unserem Netzwerk werden sich neue Ereignisse und Ereignis-
quellen ableiten, welche wir dann in unser bisher erarbeitetes Ereignismodell aufnehmen.
Abbildung 4.3: Erstes Ereignismodell ausgehend der detektierten Luftqualita¨tskriterien
mit physischer Verteilung
Abbildung 4.3 zeigt eine erste Version unseres Ereignismodells. Zusehen sind die drei
fachlichen Ereignistypen Sensor Event, Air Quality Event und Pollition Alert Event.
32 Andreas Engelhardt
4.4 Entwicklung des EPN-Netzwerks
Sensor Event
Die Ausgangsereignisse in unserem Szenario stellen die Sensor Events dar. U¨ber die am
Raspberry Pi angeschlossenen Sensoren werden Daten u¨ber die verschiedenen Schad-
stoffe ermittelt. Dabei stellt jeder dieser gemessenen Schadstoffe ein eigenes primitives
Ereignis dar. Diese Ereignisse mu¨ssen neben den gemessenen Werten auch Daten u¨ber
Zeit und Herkunft der Messung enthalten. Um den Crowdworkern und damit den Luft-
daten einen Standort zuordnen zu ko¨nnen, ermittelt ein GPS-Sensor die zugeho¨rigen
GPS-Daten, woraus Standort-Ereignisse resultieren.
Air Quality Event
Unsere Ausgangsereignisse werden eine Verarbeitungspipeline durchlaufen, an deren En-
de einerseits die komplexen Air Quality Events ausgelo¨st werden. Diese Ereignisse re-
pra¨sentieren die in Abschnitt 4.3 dargestellten Anforderungen an die Luftqualita¨t im
Sinne des LQI, welche sich aus der Aggregation und Verarbeitung der Sensor Events
ergeben werden. Aus dem Air Quality Event leiten sich zwei Sub-Eventtypen ab:
• Un-/Complete Air Quality Event:
Diese Ereignistypen stehen fu¨r den aus den Messwerten ermittelten konkreten
Luftqualita¨tsindex. Das Complete Air Quality Event wird ausgelo¨st, wenn in dem
jeweiligen Gebiet jeder der drei fu¨r die Berechnungsgrundlage notwendigen Schad-
stoffe PM10, O3 und NO2 ermittelt werden konnte. Das Uncomplete Air Quality
Event hingegen wird ausgelo¨st, sollten lediglich ein oder zwei Schadstoffwerte er-
fasst worden sein. Der letzendliche Wert des Luftqualita¨tsindex dru¨ckt sich durch
das severity-Attribut aus, welches sich nach dem Wert mit der ho¨chsten Konzen-
tration richten.
Pollution Alert Event
Unseren zweiten Hauptereignistyp in dem Konzept stellen die Pollution Alert Events
dar. Sie ergeben sich ebenfalls am Ende der Verarbeitungspipeline aus der Agggregation
der Sensor Events. Aus ihnen leiten sich ebenfalls Sub-Eventtypen ab, die die verschie-
denen Jahres- und Tagesgrenzwerte, sowie die Anzahl an zula¨ssigen U¨berschreitungen
repra¨sentieren. Auch dru¨cken sich durch sie Handlungsempfehlungen aus, die bei errei-
chen bestimmter Ozonwerten no¨tig sind.
Neben den vorla¨ufigen Ereignistypen ist diesem Ereignismodell ebenfalls eine physische
Verteilung zu entnehmen. Die primitiven Sensor Events befinden sich dabei auf den von
den Crowdworkern betriebenen Raspberry Pis, wo hingegen die komplexen Air Quality
und Pollution Alert Events auf dem Server verarbeitet werden. Zwischen diesen beiden
Ereignisdimensionen existieren jedoch noch weitere Abstraktionsstufen, welche sich im
Durchlauf der Verarbeitungspipeline ergeben. Dazu mu¨ssen wir EPAs definieren, die
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diese Verarbeitungsschritte u¨bernehmen und uns letztlich die komplexen Ereignistypen
liefern.
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4.4.2 Das Event Processing Network
Um die letzte Abstraktionsstufe in unserem Ereignismodell zu erreichen, mu¨ssen wir im
folgenden ein CEP-Netzwerk erarbeiten. Wie bereits in Abbildung 4.1 dargestellt, ver-
teilen sich die EPAs in diesem Netzwerk dabei zum einen redundant auf die Raspberry
Pis der Crowdworker. Deutlicher zeigt dies Abbildung 4.4, welche dieses EPN darstellt.
Die Redundanz wird hier durch die mehreren Instanzen der jeweiligen Crowdworker
EPA’s deutlich. Außerdem verfu¨gen einige dieser Crowdworker EPA’s einen Zugriff auf
sogenanntes Area Context Knowledge. Damit werden die eintreffenden GPS-Daten im
spa¨teren Verlauf mithilfe von zusa¨tzlichen Diensten mit zusa¨tzlich beno¨tigtem Kontext-
wissen angereichert. Der andere Teil ist auf dem Server angesiedelt und fu¨r die Koordi-
nation der eingehenden Datenstro¨me der Crowdworker zusta¨ndig. U¨berhaupt besitzen
die verschiedenen EPAs verschiedene Aufgabenbereiche, die durch die in ihnen hinter-
legen Regeln zur Mustererkennung klar umrissen werden. Außerdem wird durch die
Regelverteilung die Komplexita¨t unserer Anwendung reduziert und diese somit leichter
versta¨ndlich.
Wir werden uns die einzelnen Verarbeitungsschritte anhand der dafu¨r zusta¨ndigen EPAs
und ihren Regeln anschauen. Die daraus abstrahierenden neuen Ereignistypen werden
wir dann schließlich in unser Ereignismodell aufnehmen und es somit erga¨nzen.
Abbildung 4.4: Darstellung der Verarbeitungs-Pipeline durch die EPAs im CEP-
Netzwerk
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Der Sensor Processing Agent
Unsere Hauptereignisquelle stellen die an die Raspberry Pis angeschlossenen Sensoren
in unserem Konzept dar. Die durch sie gemessenen Daten bilden das Fundament der
gesamten Anwendung und sind daher von signifikanter Relevanz. Bei der Datenerhebung
mit solchen Sensoren kann es jedoch vorkommen, dass inkonsistente Werte auftreten die
nicht in einen realistischen Rahmen fallen. Der Sensor Processing Agent dient deshalb
zur einfachen Datenbereinigung und stellt die Konsistenz der ermittelten Messwerte
sicher. Bei GPS-Daten kann es beispielsweise zu unrealistischen Spru¨ngen kommen, die
wir nicht in unsere Verarbeitung miteinbeziehen wollen. Auch unsere Schadstoffsensoren
ko¨nnen Daten liefern, die fu¨r uns nicht zu gebrauchen sind. Das sind vor allem Werte im
negativen, oder ungewo¨hnlich hohem Bereich. Zur Umsetzung definieren wir uns eine
einfach Regel:
CONDITION: (every PM10Event as p)
∧ (p.msrdValue > 0 ∧ p.msrdValue < 200)
ACTION: create CleanedPM10Event(msrdValue = p.msrdValue)
Die Regeldefinitionen fu¨r die anderen Schadstoffwerte erfolgen analog. Fu¨r die Bereini-
gung der GPS-Daten machen wir uns den Geschwindigkeitswert zunutze, der uns durch
den GPS-Sensor ebenfalls u¨bermittelt wird. Bei zu hohen Geschwindigkeiten wird es
schwierig, den ra¨umlichen und semantischen Bezug der Daten konsistent zu halten. Auch
ist dabei eine korrekte Funktionsweise der Sensoren nicht gewa¨hrleistet, wie bereits in
Abschnitt 4.2 erwa¨hnt. Deshalb leiten wir nur GPS-Daten weiter, die bei Geschwindig-
keiten von unter 10km/h ermittelt wurden. So stellen wir sich, dass lediglich Messungen
fu¨r die weitere Verarbeitung verwendet werden, die nicht im Auto oder o¨ffentlichen Ver-
kehrsmittel gemessen wurden. Die daraus entstehenden Bereinigungsereignisse bilden
die erste Erga¨nzung fu¨r unser Ereignismodell, wie in Abbildung 4.5 dargestellt.
Abbildung 4.5: Bereinigte Sensorereignisse des Sensor Processing Agents
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Der Combination Agent
Der ausschlaggebende Grund fu¨r die Weiterverarbeitung der Sensordaten ist, dass sie
von feingranularer Natur sind und somit wenig Aussagekraft besitzen. Aktuell haben wir
nur alleinstehende, bereinigte Ereignisse, welche uns so noch wenig u¨ber die beobachtete
Situation aussagen ko¨nnen. Deshalb mu¨ssen wir die Messwerte in einem ra¨umlichen
Bezug setzen. Ermo¨glicht wird dies mit dem Combination Agent, der diese Messwerte
mit ihren zugeho¨rigen GPS-Daten in einem neuen Ereignistyp vereint. Dafu¨r betrachten
wir jedes bereinigte Schadstoffereignis einzeln und kombinieren es mit dem zugeho¨rigen
Standortereignis. Nachfolgend definieren wir uns dazu eine Regel:
CONDITION: (CleanedPM10Event as p
→ CleanedGPSEvent as g)[win:time:3sec]
∧ (MapService.inBuilding(g.location) = ’FALSE’)
ACTION: create LocalPM10Event(msrdValue = p.msrdValue, location =
g.location, speed = g.speed)
Die hier beschriebene Regel erwartet innerhalb von 3 Sekunden nach Eintreffen eines
CleanedPM10Events ein CleanedGPSEvent. Durch die vorangegangene Geschwindig-
keitsbeschra¨nkung auf < 10km/h in Kombination mit dem betrachteten Zeitfenster,
beschra¨nken wir den zuzuordnenden Radius des Messwertes auf 5-10 Meter. Außerdem
bedienen wir uns hier das erste Mal dem Area Context Knowledge. Anhand der GPS-
Daten u¨berpru¨fen wir mit einem Kartendienst, ob die empfangenen Koordinaten in ei-
nem Geba¨ude liegen, oder einem Gebiet außerhalb eines Geba¨udes zuzuordnen sind. Ist
letzteres der Fall, werden die Attribute dieser aufeinanderfolgenden Werte in einem Lo-
calPM10Event zusammengefasst und an die na¨chste Verarbeitungsstufe weitergeleitet.
Die Regeln fu¨r die anderen Schadstoffe erfolgen wieder entsprechend der hier beschrie-
benen. Unser Ereignismodell reichern wir nun mit diesen neu hinzugekommenden, in
Abbildung 4.6 dargestellt Ereignissen an.
Abbildung 4.6: Kombinierte GPS- und Sensorereignisse des Combination Agents
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Der Local Allocation Agent
Anhand der GPS-Daten, welche sich durch die Latitude- und Longitudewerte unserer
Ereignisse ausdru¨cken, ko¨nnen wir noch keine ra¨umliche Auswertung durchfu¨hren. Wir
beno¨tigen weiteres Kontextwissen des Area Context Knowledge, um diese Standort-
daten in fu¨r uns fachlich versta¨ndliche Informationen umzuwandeln. Eine Mo¨glichkeit
wa¨re, eine Art Raster u¨ber das zu untersuchende Gebiet zu legen, welches die jeweili-
gen GPS-Daten in einem u¨bergeordneten Rasterabschnitt zusammenfasst. Eine andere
Mo¨glichkeit ist das Reverse Geocoding, welches wir auch in der prototypischen Umset-
zung verwenden werde. Dabei werden Standortdaten in fu¨r uns lesbare Adressdaten
umgewandelt. Wir ko¨nnen uns so an der bestehenden Infrastruktur orientieren und
die Daten fu¨r einzelne Straßen zusammenfassen und auswerten. Diesen Kontextzugriff
u¨bernimmt der Local Allocation Agent.
Neben der ra¨umlichen Zuordnung ist jedoch ebenfalls noch ein Filterschritt no¨tig. So
kann es na¨mlich vorkommen, dass kontinuierlich Ereignisse mit den gleichen Attributen
eintreffen und damit aktuell keine Vera¨nderungen in der Anwendungsdoma¨ne beobachtet
werden. Wenn sich unser Crowdworker also u¨ber la¨ngere Zeit nicht bewegt und die je-
weiligen erfassten Schadstoffe wa¨hrenddessen keine unterschiedlichen Werte annehmen,
wollen wir diese eintreffenden Daten als fu¨r uns nicht relevant ansehen und rausfiltern.
In der folgenden Regel fassen wir diesen Filterschritt mit der Wissensanreicherung zur
ra¨umlichen Zuordnung zusammen:
CONDITION: (LocalPM10Event as l1
→ LocalPM10Event as l2)[win:length:2]
∧ ((l1.speed = 0 ∧ l2.speed=0 ∧ l1.msrdValue 6= l2.msrdValue)
∨ (l1.speed = 0 ∧ l2.speed > 0)
∨ (l1.speed > 0 ∧ l2.speed = 0)
∨ (l1.speed > 0 ∧ l2.speed > 0))
ACTION: create PM10StreetEvent(msrdValue = l1.msrdValue, street =
RevGeocodingService.getAdress(l1.location))
Wir betrachten in dieser Regel immer zwei aufeinanderfolgende Ereignisse des Typs Lo-
calPM10Event. Da wir bestimmte Ereignisse nicht einfach aus dem Ereignisstrom ent-
fernen ko¨nnen, decken wir in unserer Regel alle Fa¨lle ab, die sich von gleichbleibenden
Messwerten an einem Standort unterscheiden. Sobald also ein zweites LocalPM10Event
eintrifft, wird anhand der Geschwindigkeiten gepru¨ft, ob die Messwerte demselben GPS-
Punkt zuzuordnen sind. Falls ja, u¨berpru¨fen wir die Verschiedenheit der Schadstoffwerte.
Falls nein, mu¨ssen wir nur sicherstellen, dass unser Crowdworker die Messwerte an zwei
verschiedenen GPS-Punkten ermittelt hat. Sobald eine der Bedingungen feuert, erzeugen
wir uns ein neues PM10StreetEvent. Dieser Ereignistyp u¨bernimmt den Schadstoffwert
des zuerst eingetroffenen Ereignisses und ermittelt u¨ber den Zugriff auf eine Servicean-
wendung den Straßennamen anhand der Positionsdaten. Mit diesen Ereignistypen lie-
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gen uns zwar immer noch alleinstehende Werte vor, jedoch besitzen sie aufgrund der
Kontextanreicherung einen fu¨r uns sinnvollen ra¨umlichen Bezug. Dargestellt sind die-
se Ereignistypen in Abbildung 4.7. Diese Ereignisse werden nun von jedem eizelnen
Crowdworker mittels TCP-Verbindung zur Auswertung an den Server gesendet.
Abbildung 4.7: Angereicherte Ereignisse des Local Allocation Agents
Der Crowdsensing Agent
Die bisher betrachteten EPAs haben die Vorverarbeitung der Datenstro¨men auf den
Rasperry Pis der Crowdworker u¨bernommen. Dabei wurden die rohen Sensordaten in
ho¨herwertige Ereignistypen synthetisiert. Um diese in der Crowd verteilten Ereigniss-
tro¨me nun zusammenzufassen, mu¨ssen wir sie an zentraler Stelle zusammenfließen lassen,
koordinieren und auswerten. Einstiegspunkt dabei ist der Crowdsensing Agent. Er ist
auf dem Server angesiedelt und empfa¨ngt die gesamten Ereignisse der einzelnen Crowd-
worker. Daher nimmt er eine a¨ußerst wichtige Rolle in unserem Konzept ein.
Trotz der Vorfilterung auf den Raspberry Pis, ergibt sich fu¨r den Server eine riesi-
ge Datenlast, die es zu verarbeiten gilt. Sie resultiert aus der Menge der einzelnen
Crowdworker-Datenstro¨me und bedarf einer weiteren Filterung zur Ereignisreduzierung.
Dieser Filterschritt gestaltet sich jedoch etwas anders als auf den einzelnen Raspberry
Pis. Die Wahrscheinlichkeit, dass in den einzelnen eintreffenden Ereignissen Duplika-
te vorkommen, ist hier aufgrund der Unabha¨ngingkeit und Vielzahl der Crowdworker
sehr hoch. Gleichzeitig treffen kontinuierlich Werte aus verschiedenen Straßen ein. Wir
mu¨ssen also pro Schadstoff und beobachteter Straße individuelle Werte detektieren. Da
wir dies jedoch nicht u¨ber den gesamten Beobachtungszeitraum tun ko¨nnen, mu¨ssen wir
uns auf eine periodische Filterung der doppelten Werte beschra¨nken. Das Vorgehen des
Crowdsensing Agents ist in Abbildung 4.8 dargestellt.
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Abbildung 4.8: Filterung der Crowdsensingwerte pro Straße durch den Crowdsensing
Agent
Wir wa¨hlen ein Zeitfenster von 10 Minuten. In diesem Zeitraum betrachten wir pro beob-
achtete Straße die eintreffenden Werte gesondert und fassen sie anhand der Ha¨ufigkeit
ihres Auftretens in einem neuen Zwischen-Ereignistyp zusammen. Wenn wir die Du-
plikate einfach aus dem Ereignisstrom entfernen, wu¨rden wir die nachfolgende Durch-
schnittsberechnung verfa¨lschen und damit mo¨glicherweise keine korrekten Erkenntnisse
u¨ber den untersuchten Kontext erhalten. Aus diesem Grund erfolgt die Ereignisreduzie-
rung auf diese weise. Dieser Schritt wird fu¨r jeden Schadstoff durchgefu¨hrt, woraus sich
letztlich verwertbare Daten der Crowdworker in Form von Crowdsensed Events ergeben.
Bis hier hin ist viel an Vorverarbeitung geschehen. Im folgenden geht es um die wirkliche
Verarbeitung der Daten hinsichtlich der Informationsgewinnung. Die Ereignistypen, von
welchen dabei ausgegangen wird sind in Abbildung 4.9 dargestellt.
Abbildung 4.9: Gefilterte Crowdereignisse des Crowdsensing Agent
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Der Area Aggregation Agent
Wir haben unsere Sensorereignisse nun soweit abstrahiert, dass wir diese nun mittels
Aggregationsfunktionen ra¨umlich sowie zeitlich Korrelieren ko¨nnen. Dafu¨r verwenden
wir den Area Aggregation Agent. Aus den gefilterten, durch die Crowd ermittelten Wer-
te werden mit diesem Agenten Durchschnittswerte fu¨r jeden einzelnen Schadstoff auf
jeder beobachteten Straße berechnet. Dabei orientieren wir uns bei der Regeldefiniti-
on an die in Abschnitt 4.3 beschriebenen Anforderungen an die Luftqualita¨t. Demnach
beno¨tigen wir zur Ermittlung des Luftqualita¨tsindex stu¨ndliche Durchschnittswerte der
drei Schadstoffe PM10, Ozon und Stickstoffdioxid, welche pro Straße gebildet werden
mu¨ssen. Die folgende Regel zeigt eine solche Durchschnittsbildung beispielhaft fu¨r eine
spezifische Straße:
CONDITION: (CrowdsensedOzoneEvent as c)[win:time:batch:60min]
GROUP BY: street
ACTION: create 1HourAvgOzoneEvent(areaValue = avg(c.msrdValue), street
=c.street)
Da wir zu jeder Stunde einen Mittelwert beno¨tigen, verwenden wir ein Batch-Window.
Dieses verhindert, dass nach jedem eintreffenden Ereignis eine neue Berechnung ange-
stoßen und die Durchschnittsberechnung erst am Ende des Zeitfensters durchgefu¨hrt
wird. Selbstversta¨ndlich ko¨nnen wir nicht einfach Regeln fu¨r jede mo¨gliche Straße defi-
nieren, da wir zum einen nicht wissen welche Straßen von den Crowdworkern bewandert
werden und es zum anderen schlicht nicht mo¨glich ist, jede Straße so gesondert zu
beru¨cksichtigen. Wir wu¨rden eine nahezu endlose Anzahl an Regeln dafu¨r beno¨tigen.
Deshalb verwenden wir hier die aus Abschnitt 3.3.1 bekannte Gruppierungsfunktion.
Die sich aus den Durchschnittswerten ergebenden Ereignisse zeigt Abbildung 4.10.
Abbildung 4.10: Durchschnittsereignisse der Schadstoffe des Area Aggregation Agent
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Der Air Quality Agent
Die nun erhaltenen stu¨ndlichen Durchschnittswerte ko¨nnen wir nutzen, um den LQI
zu berechnen. Dazu beno¨tigen wir einen Air Qualiry Agent, der die berechneten Werte
entgegennimmt und anhand dessen den LQI in der jeweiligen Straße bestimmt. Folgende
Regel liefert uns einen vollsta¨ndigen LQI mit der Bewertung ma¨ßig - gelb:
CONDITION: (1HourAvgOzoneEvent as o
∧ FloatingPM10Event as p
∧ 1HourNitrogenDioxideEvent as n)[win:time:batch:60min]
∧ ((120 < o.areaValue < 181 ∧ p.areaValue < 36 ∧ n.areaValue < 41)
∨ (40 < n.areaValue < 101 ∧ p.areaValue < 36 ∧ o.areaValue < 120)





ozoneValue = o.areaValue, pm10Value = p.areaValue, nitrodioxidValue =
n.areaValue)
Wir beno¨tigen Durchschnittswerte von PM10, Ozon und Stickstoffdioxid. Das Muster
feuert, sobald einer der Werte in seinem spezifischen ma¨ßigen Bereich liegt (siehe Tabel-
le in Abschnitt 4.3). Die anderen Werte du¨rfen dabei nicht u¨ber ihren jeweiligen Wert
im Bereich gut liegen. Um stu¨ndliche Aussagen u¨ber den LQI treffen zu ko¨nnen, definie-
ren wir erneut ein Batch-Window von einer Stunde. Es wird dann ein neues Complete
Air Quality Event erzeugt, das Daten u¨ber die Bewertung, den Standort sowie die Zu-
sammensetzung durch die Durchschnittswerte beinhaltet. Die Bewertung findet dabei
erneut mittels Gruppierung anhand der Straßennamen statt.
Fu¨r den Fall, dass nicht alle Werte vorhanden sind, werden Uncomplete Air Quality
Events erzeugt. Die Regeldefinition gestaltet sich relativ a¨hnlich. Dabei unterscheiden
wir zwischen einem unvollsta¨ndigen LQI mit einem und mit zwei Werten. Fu¨r erste-
res werden Regeln beno¨tigt, die die einzelnen Schadstoffdurchschnittswerte pro Bewer-
tungsstufe gesondert betrachten. Letzteres hingegen beno¨tigt Regeln, die ebenfalls pro
Bewertungsstufe die verschiedenen Paarmo¨glichkeiten der Schadstoffe beru¨cksichtigt.
Mit den uns nun vorliegenden komplexen Ereignissen haben wir einen Teil der ho¨chsten
Abstraktionsstufe in unserem Konzept erreicht. Wir ko¨nnen diese Ereignisse nun nutzen,
um Aussagen u¨ber die Luftqualita¨t auf verschiedenen Straßen zu treffen und beispiels-
weise eine U¨bersichtskarte erstellen. Zum Abschluss unseres konzeptionellen Entwurfs
fehlt jedoch noch ein Teil in unserer Verarbeitungspipeline.
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Der Limit Monitoring Agent
Neben dem LQI haben die einzelnen Schadstoffe noch Tages- und Jahresgrenzwerte
(wie in Abschnitt 4.3 beschrieben), die wir ebenfalls beobachten wollen und dazu erst
auswerten mu¨ssen. Der Limit Monitoring Agent nimmt sich dafu¨r die voraggregierten
Werte des Area Aggregation Agent und bildet daraus erneut Durchschnittswerte u¨ber
verschiedene Zeitra¨ume. Im folgenden formulieren wir eine Regeln zur U¨berwachung des
PM2,5-Jahresgrenzwerts:
CONDITION: (MonthlyAvhPM2.5Event as m)[win:time:batch:365days]
GROUP BY: street
ACTION: create PM2.5YearLimitEvent(areaValue = avg(m.areaValue), street
=m.street)
Die reine Funktion dieses Agenten unterscheidet sich zu der des Area Aggregation Agents
nicht. Dennoch entstehen hier weitere, neue Ereignistypen, die wir in unser Ereignis-
modell aufnehmen mu¨ssen und in Abbildung 4.11 dargestellt sind. Das nachfolgende
Grenzwertmonitoring erfolgt dann anhand dieser Ereignisse.
Abbildung 4.11: Grenzwertereignisse der Schadstoffe des Limit Monitoring Agent
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Der Pollution Alert Agent
Nach dem wir nun den LQI bestimmt und verschiedenen Durchschnittswerte zur Luft-
analyse berechnet haben, mu¨ssen wir in einem letzten Schritt u¨berpru¨fen, ob die ver-
schiedenen Grenzwerte gema¨ß ihrer Richtlinen eingehalten werden. Dazu beno¨tigen wir
einen letzten Agenten, der die verschiedenen Grenzwerte entgegen nimmt und sie anhand
ihrer Anforderungen analysiert. Wir definieren also einen Pollution Alert Agent, welcher
zum einen die produzierten Ereignisse des Area Aggregation Agents zur stu¨ndlichen
Grenzwertkontrolle verarbeitet. Dafu¨r definieren wir erneute eine beispielhafte Regel fu¨r
die U¨berwachung des Ozon-Grenzwerts:
CONDITION: (1HourAvgOzoneEvent as o)
∧ (o.areaValue > 179)
GROUP BY: street
ACTION: create OzoneInformationEvent(
action = ”Recommendation of behavior to the population necessary”,
street = o.street,
ozoneValue = o.areaValue)
Sollte der stu¨ndliche Ozon-Durchschnittswert u¨ber 179µg/m3 liegen, sind die Beho¨rden
dazu verpflichtet die Bevo¨lkerung u¨ber diesen Zustand zum Schutz der Gesundheit zu
informieren. Bei Werten ab 240µg/m3 ist gar eine Verhaltensempfehlung auszusprechen.
Eine Regel wu¨rde dementsprechend analog formuliert werden. Das hier erzeugte Ozo-
ne Information Event lief ert uns diese Information und kann nun beispielsweise einen
Gescha¨ftsprozess antoßen, der genau diese Aktion ausfu¨hrt.
Andererseits du¨rfen einige Grenzwerte mehrmals im Jahr u¨berschritten werden. Fu¨r die-
se mu¨ssen wir die Anzahl an festgestellten U¨berschreitungen festhalten. Ist die zula¨ssige
Anzahl erreicht, erzeugt der Agent ein U¨berschreitungsereignis, welches in einem weite-
ren Schritt ein Warnereignis auslo¨st. Dieses kann dann wie schon vorhin genutzt werden,
um nachgelagerte Systeme anzusprechen und entsprechende Maßnahmen zu treffen. Die
Regeldefinition dazu folgt in Abbildung 6.1.
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4.4.3 Abschließendes Ereignismodell
Die anfa¨nglich primitiven Sensorereignisse sind nun u¨ber mehrere Verarbeitungsschritte
hinweg zu komplexen Air Quality und Pollution Alert Events synthetisiert worden. Dabei
sind verschiedene Ereignistypen entstanden, die wir schließlich in unser Ereignismodell
aufnehmen mu¨ssen, um es zu erga¨nzen. In Abbildung 4.13 und ?? ist dieses vollsta¨ndige
Ereignismodell zusammen mit den Strukturen der verschiedenen Ereignistypen und den
Beziehungen zwischen ihnen dargestellt.
Abbildung 4.12: Vollsta¨ndiges Ereignismodell (1)
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Abbildung 4.13: Vollsta¨ndiges Ereignismodell (2)
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5 Prototypische Umsetzung des
Konzepts
Wir haben ein Konzept entwickelt, welches nun in gewisser Weise umgesetzt werden
muss. Dabei beschra¨nken wir uns jedoch auf die Implementierung der Anwendung auf
einem Raspberry Pi, sowie der zentralen Verarbeitungskomponente. Damit soll gezeigt
werden, dass die einzelnen Komponenten des Konzepts wie erwartet miteinander inter-
agieren und eine Umsetzung in der Realita¨t rein technisch gesehen mo¨glich ist. Dies
umfasst die Ansteuerung der Sensoren auf dem Raspberry Pi, die Verarbeitung der er-
fassten Daten dieser Sensoren sowie die Verwendung des CEP auf Rasbperry Pi und
Server mit der CEP-Engine Siddhi.
5.1 Die CEP-Engine Siddhi
5.1.1 Einfu¨hrung
Da wir mit dem Raspberry Pi keinen vollwertigen Heimrechner haben, lag der Anspruch
bei einer leichtgewichtigen CEP-Engine, die auch auf diesem Gera¨t zur Verarbeitung der
erfassten Sensorwerte verwendet werden kann. Gleichzeitig muss sie fa¨hig sein, als Ser-
ver zu fungieren und mit der durch die Crowdworker produzierten Datenlast fertig zu
werden. Mit der Open-Source CEP-Engine Siddhi haben wir eine leistungsstarke Alter-
native gefunden, die diesen Anforderungen gerecht wird und deshalb in dieser Arbeit
verwendet wird.
Siddhi, urspru¨nglich ein Forschungsprojekt, wird aktuell von der WSO2 Inc. unter der
Apache License Version 2 bereitgestellt und ist unter anderem bei namenhaften Un-
ternehmen wie PayPal, eBay und Uber im Einsatz. Letzteres vero¨ffentlichte Zahlen,
laut denen sie ta¨glich u¨ber 20 Milliarden Ereignisse mit Siddhi zur Betrugserkennung
verarbeiten, was ihre Leistungsfa¨higkeit noch einmal unterstreicht. [Vis17] [Inc20b]
Wir werden Siddhi mit der Version 5.1 in dieser Arbeit eingebettet als Java-Bibliothek
verwenden. Abseits davon kann die Engine genau so in Python eingebunden werden
oder als eigensta¨ndiger Microservice agieren. Im folgenden schauen wir uns die Archi-
tektur der Engine mit ihren einzelnen Komponenten an, um den Ablauf wa¨hrend der
Ereignisverarbeitung innerhalb der Engine nachvollziehen zu ko¨nnen. Anschließend wird
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demonstriert, wie eine Siddhi Anwendung in Java implementiert wird. Dazu wird die
hier verwendete Ereignisanfragesprache Siddhi Streaming SQL anhand eines Beispiels
pra¨sentiert, um die Regeldefinitionen in der nachfolgenden Umsetzung des Konzepts
verstehen zu ko¨nnen.
5.1.2 Architektur der Engine
Die Architektur der Engine orientiert sich im wesentlichen nach dem u¨blichen Vorge-
hen im Complex Event Processing. In Abbildung 5.1 sind diese wesentlichen Strukturen
innerhalb einer Siddhi Anwendung dargestellt. Sources und Sinks stellen dabei den Ein-
gang bzw. Ausgang des Datenstroms dar. Die durch die Ereignisquellen produzierten
Daten treffen in ihren unterschiedlichen Datenformaten hier ein und werden nach ih-
rer Verarbeitung an derer Stelle wieder vero¨ffentlicht. [Inc20a] Fu¨r diese Bearbeitung
werden jedoch verschiedenen Komponenten beno¨tigt.
Abbildung 5.1: Architektur der Siddhi Engine mit ihren Hauptkomponenten, vgl.
[Inc20a]
Siddhi Application (Apps)
Eine Siddhi Application beschreibt die Ausfu¨hrungslogik der Engine, in dem durch sie
Regeln zur gewu¨nschten Ereignisverarbeitung definiert werden. [Inc20a]
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Siddhi App Runtimes
Wie auch mit der JRE in Java werden durch die Siddhi App Runtimes seperate Lauf-
zeitumgebung zur Ausfu¨hrung der Siddhi Apps bereitgestellt. Dabei sind mehrere In-
stanzen mo¨glich, welche sich jedoch nach den in der Ausfu¨hrungslogik beschriebenen
Anwendungsfa¨llen richten sollte. Sie repra¨sentieren quasi die Event Processing Agents
in einem EPN. [Inc20a]
Siddhi Manager
Diese Komponente verwaltet die Siddhi App Runtimes mithilfe der unter Siddhi Con-
text bereitgestellten Zugriffsmo¨glichkeiten und Erweiterungen. Entgegen den Siddhi App
Runtimes existiert nur ein Siddhi Manager innerhalb einer Anwendung. [Inc20a]
Fu¨r die Kommunikation mit den Sources und Sinks ist das Siddhi Core Modul zusta¨ndig.
Es ist zentraler Bestandteil der Engine fu¨hrt unter Zuhilfenahme des Siddhi Managers
und der Siddhi App Runtimes die Ereignisverarbeitung durch, weshalb sie auch in die-
sem Modul angesiedelt sind. Zur Verarbeitung der Siddhi Apps ist ein Siddhi Query
Compiler no¨tig. Dieser u¨bersetzt die in den Siddhi Apps definierten Regeln in soge-
nannte Siddhi Query API POJOS. Zur Kommunikation zwischen dem Siddhi Core und
Query Compiler Modul, nutzt die Siddhi Query API die u¨bersetzten POJO-Objekte
und ihre bereitgestellten Methoden und fungiert damit als Bindeglied zwischen diesen
Modulen. [Inc20a]
5.1.3 Implementierung einer Siddhi-Anwendung in Java
Um Siddhi in einer Java-Anwendung implementieren zu ko¨nnen wird, Maven beno¨tigt.
Dazu mu¨ssen zuna¨chst die no¨tigen Abha¨ngigkeiten in der Maven u¨blichen pom.xml Kon-
figurationsdatei eingebunden werden. Das ist alles an no¨tiger Vorarbeit und es kann zum
Code u¨bergehen. Dazu betrachten wir das in Abbildung 5.2 implementierte Beispiel ein-
gehender Feinstaubereignisse.
Als erstes wird unter Verwendung der Siddhi Streaming SQL eine Siddhi App defi-
niert (Zeile 1-5). Wie der Name bereits vermuten la¨sst, orientiert sich diese EPL stark
an der Datenbank-Abfragesprache SQL. In dieser Siddhi App wird ein Eingangsstrom
namens PM10Stream mit den Attributen symbol und msrdVal definiert. Das besondere
an Siddhi ist, dass die Definition der Ereignistypen impliziert durch den Ereignisstrom
bestimmt wird. In Zeile 3 beginnt die Definition der eigentlichen Ereignisregel. Die
Regel legt ein Batch-Window der La¨nge 3 fest. Sobald drei Ereignisse aus dem vorher
definierten Ereignisstrom eingetroffen sind, wird der Durchschnittswert der drei einge-
troffenen PM10Events berechnet. Um die Ergebnisse auswerten zu ko¨nnen, werden sie
schließlich in einen Ausgabestrom umgeleitet (Zeile 5).
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Um die Regel nun ausfu¨hren zu ko¨nnen, wird ein Siddhi Manager beno¨tigt. Dieser er-
zeugt die Laufzeitumgebung Siddhi App Runtime, welche wiederum die Siddhi App zur
Ausfu¨hrung u¨bergeben bekommt (Zeile 7-8).
Fu¨r das Event-Handling kann ein StreamCallBack definiert werden (Zeile 10-16). Die-
ser ermo¨glicht es, die eingetroffenen und verarbeiteten Events eines bestimmten Streams
an nachgelagerte Systeme weiterzuleiten und so weitere Gescha¨ftsprozesse anzustoßen.
In unserem Beispiel lassen wir die Ergebnisse des AggregateStockStream lediglich aus-
geben.
Abbildung 5.2: Beispielhafte Auswertung von Aktienpreisen und -handelsvolumina mit
einer Siddhi-Anwendung in Java
Um die Daten jedoch u¨berhaupt im Eingangsstrom erfassen zu ko¨nnen, ist ein Input-
Handler notwendig (Zeile 18). Dieser erzeugt aus den Daten der jeweiligen Ereignis-
quelle Ereignisse und leitet sie in den Eingangsstrom um.
Als letztes muss die Laufzeitumgebung noch gestartet werden, um die Ereignisverar-
beitung zu beginnen (Zeile 20).
In Zeile 22-25 ist noch zusehen, wie dem Eingangsstrom u¨ber den InputHandler ma-
nuel Ereignisse gesendet werden ko¨nnen. In dem Beispiel sind dies vier Ereignisse. Die
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Regel in Zeile 3 jedoch betrachtet ein La¨ngenfenster der Gro¨ße drei. Somit wird nach
Eintreffen des dritten Ereignisses (Zeile 24) die Berechnung durchgefu¨hrt und das vier-
te Ereignis (Zeile 25) in die na¨chste Berechnung mit einbezogen.
Das hier behandelte Beispiel dient lediglich zum grundlegenden Versta¨ndnis der Sid-
dhi Streaming SQL. Die Regeldefinitionen in der nachfolgenden Implementierung des
Konzept gehen jedoch u¨ber die hier beschriebenen Anfragemethoden hinaus. Sollten
Probleme bei der Nachvollziehbarkeit der Regeln auftreten, sollte die Dokumentation
der Siddhi Streaming SQL unter [Inc20c] herangezogen werden.
5.2 Implementierung der Anwendung
5.2.1 Die Crowdworker Anwendung
Hardware
Wie bereits mehrfach erwa¨hnt, beno¨tigen wir zuna¨chst einen Raspberry Pi (Abschnitt 2.2).
Die Voraussetzungen fu¨r die Inbetriebnahme wurden bereits zum Teil in Abschnitt 4.2
erwa¨hnt (Stromversorgung, Netzwerkverbindung). Vorher muss jedoch das aktuelle Be-
triebsystem auf dem Gera¨t installiert werden. Dazu ist eine SD-Karte no¨tig, auf die das
OS-Image aufgespielt werden muss. Um die ho¨chste Performance des Gera¨ts zu erhal-
ten, wurde in dieser Arbeit das Raspberry Pi OS (32-bit) Lite verwendet. Dabei handelt
es sich um eine kostenlos erha¨ltliche Minimalversion des offiziellen fu¨r den Raspberry
Pi vertriebenen Betriebssystems ohne Desktop-Umgebung. [Fou20d] Aufgrund der feh-
lenden Benutzeroberfla¨che ist es ebenfalls no¨tig, auf dem Gera¨t eine SSH-Verbindung
einzurichten, mit der auf das Gera¨t zugegriffen werden kann. Sobald auf dem Gera¨t alle
no¨tigen Pakete wie beispielsweise Java installiert wurden, ist es einsatzbereit.
Neben dem Raspberry Pi beno¨tigen wir selbstversta¨ndlich Sensoren um die Daten in
der Luft zu messen. Der in dieser Arbeit verwendete Sensor SDS011 kommt von der
Firma Nova Fitness Co., Ltd. und ermo¨glicht die Messung von PM10 und PM2.5 Fein-
staubwerten, zu sehen in Abbildung 5.3. Zur Ermittlung der Werte wird die Luft u¨ber
ein Saugrohr in eine Kammer gezogen, wo sie dann mit einem Laser beschossen wird.
Die Gro¨ße der Feinstaubpartikel wird dann anhand der Streuung des zuru¨ck geworfenen
Lichts ermittelt.
Der große Vorteil dieses Sensors ist, dass ein USB-Adapter mitgeliefert wird, welcher
den Anschluss an den Raspberry Pi deutlich erleichtert. Sensoren fu¨r andere Schadstoff-
werte, welche in dieser Umsetzung nicht verwendet wurden, mu¨ssen u¨ber die GPIO-Pins
des Raspberry Pi’s angeschlossen werden.
Zur Standorterkennung kommt ein handelsu¨blicher GNSS-Empfa¨nger zum Einsatz, wel-
cher ebenfalls per USB and den Raspberry Pi angeschlossen werden kann.
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Abbildung 5.3: Nova Fitness SDS011 Feinstaubsensor
Software
Im folgenden gehen wir auf die Implementierung der Anwendung auf dem Raspber-
ry Pi ein. Abbildung 5.4 zeigt ihre Systemarchitektur. Zum Ansprechen der Sensoren
werden Python-Skripts verwendet, welche das Auslesen der Daten im Vergleich zu Ja-
va deutlich einfacher gestalten. Zur Datenu¨bermittlung verwenden die Python-Skripts
Sockets, u¨ber die unsere Siddhianwendung bei erfolgreicher Verbindung die empfange-
nen Sensordaten an den entsprechenden Sensorhandler u¨bermittelt. Diese leiten die in
ein Ereignisformat umgewandelten Daten mithilfe spezifischer Inputhandler an die je-
weiligen Eingangsstro¨me in unserer SiddhiEventProcessing-Einheit. Dort werden die aus
dem Konzept bereits bekannten Crowdworker-EPAs erzeugt, die fu¨r die Ereignisverabei-
tung verantwortlich sind. In ihnen ist ebenfalls die Verarbeitungslogik hinterlegt, welche
der SiddhiManager beno¨tigt, um die SiddhiAppRuntime zu erzeugen. Deren Callback-
Methode benutzen wir letztlich, um die Vorverarbeiteten Daten an den Server zu senden.
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Abbildung 5.4: Systemarchitektur-Diagramm der Crowdworkeranwendung
Sensorverarbeitung
Zur Verarbeitung der Sensordaten verwenden wir wie bereits erwa¨hnt die Programmier-
sprache Python. Es existieren zahlreiche Bibliotheken, um die verschiedene Datenfor-
mate der Sensoren auszulesen. Im Netz existieren außerdem bereits eine Vielzahl von
Skripts zur Sensorsteureung, die auch ohne besondere Vorkenntnisse in Python an die
spezifischen Anforderungen angepassten und verwendet werden ko¨nnen.
Zum auslesen der GPS-Daten bietet sich der Dienst GPSD an. Dabei handelt es sich
um eine Anwendung, die eine Verbindung zu unserem u¨ber USB verbundenen GNNS-
Sensor herstellt, die eintreffenden Daten erfasst und in verwertbare Geschwindigkeits-
und Positionsinformationen umwandelt. Diese Daten ko¨nnen dann u¨ber einen TCP-Port
auf dem lokalen Raspberry Pi von anderen Anwendungen zur weiteren Verarbeitung ab-
gefragt werden. [Bac17] Ohne den GPSD-Dienst wu¨rden wir lediglich fu¨r uns Menschen
nicht interpretierbare Rohdaten erhalten, wie in Abbildung 5.5 zu sehen. Dazu muss der
Dienst jedoch erst installiert und eingerichtet werden. Dies beinhaltet unter anderem die
Zuweisung des USB-Ports und einen automatischen Start des GPSD-Dienstes bei jedem
Start des Raspberry Pis. Die Datenabfrage der GPSD-Daten u¨bernimmt ein Python-
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Abbildung 5.5: Rohdaten des GNNS-Empfa¨ngers
Skript. Dieses beschafft sich die Daten mit einer dafu¨r bereitgestellt Bibliothek1 und
sendet die Daten per Socket an die lokale Siddhianwendung des Raspberry Pis, zu sehen
in Abbildung 5.6. Dazu wird zuna¨chst versucht, einem Verbindung zu dem Dienst herzu-
stellen. Wenn dies funktioniert, wird eine Verbindung zur Siddhianwendung hergestellt
und der Sensorname zur Identifikation versendet. Bei erfolgreicher Verbindung werden
kontinuierlich die aktuellen Daten des GPSD-Dienstes abgefragt und nacheinander an
unsere Anwendung versendet. Voraussetzung dafu¨r ist jedoch ein 2D-Fix. Dies bedeutet,
dass der Sensor sich mit mindestens zwei Sateliten verbunden haben muss, um mittels
Triliteration2 die Positionsbestimmung durchzufu¨hren. Damit sind die Vorkehrungen
zum Auslesen der GPS-Daten abgeschlossen, als na¨chstes folgt die Kommunikation mit
dem Feinstaubsensor.
1Weitere Informationen zur verwendeten Bibliothek unter https://github.com/MartijnBraam/gpsd-
py3
2Entfernungsmessung anhand von drei Punkten
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Abbildung 5.6: Python-Skript zum Auslesen der GPS-Daten
Der Feinstaubsensor liefert uns zuna¨chst Daten im hexadezimalen Format (Abbildung 5.7).
Aus dem Grund ist es no¨tig, die Daten mit aufwendigen Rechnungen in fu¨r uns ver-
wertbare Messwerte umzuwandeln. Dazu kann das Datenblatt des Sensors konsultiert
werden, um zu entnehmen wie die Formel zur Umrechnung definiert ist:
PM2.5 value: PM2.5 (µg/m3) = ((PM2.5 High byte * 256) + PM2.5low byte)/10
PM10 value: PM10 (µg/m3) = ((PM10 high byte * 256) + PM10 low byte)/10
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Abbildung 5.7: Rohdaten des Feinstaubsensors
Abbildung 5.8: Kommunikationsprotokoll des Sensors, vgl. [NFC15]
Demnach mu¨ssen jeweils die Dezimalwerte des high byte mit 256 multipliziert werden.
Anschließend wird der Dezimalwert des low byte darauf addiert und das Gesamtergeb-
nis durch 10 dividiert. Das Resultat ergibt den jeweiligen gemessenen Feinstaubwert in
Mikrogramm pro Kubikmeter Luft.
Die Umrechnung der Werte in Python muss dabei in diesem Fall nicht zwingend selbst
implementiert werden, da bereits zahlreiche Skripts vorhanden sind, die diese Berech-
nungen implementieren. Dennoch ist es von Vorteil nachvollziehen zu ko¨nnen, in welcher
Form der Sensor die Daten u¨bermittelt und wie sie ausgelesen werden ko¨nnen, da andere
Sensoren a¨hnlich funktionieren, aber ggf. keine einsatzfa¨higen Python-Anwendung ange-
boten werden. Das in dieser Arbeit verwendete Skript3 wurde entsprechend angepasst,
um die Daten an die lokale Siddhianwendung zu senden. Abbildung 5.9 zeigt den Teil
des Skripts, welcher fu¨r den Versand der gemessenen Daten zusta¨ndig ist. Wie bei den
GPS-Daten wird zuna¨chst versucht, eine Socket-Verbindung zu der Siddhianwendung
herzustellen. Daraufhin wird auch hier der Sensorname zur Identifikation mitgeteilt. Die
umgerechneten Daten werden in einem Array gespeichert, aus dem die Werte anschlie-
ßend gelesen und u¨bermittelt werden, sofern das Array nicht leer ist.
3Das Skript ist zu finden unter https://github.com/zefanja/aqi/blob/master/python/aqi.py
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Abbildung 5.9: Ausschnitt des Python-Skripts zur Sensorsteuerung
Ebenfalls anzumerken ist, dass die Laserdiode des Sensors u¨ber eine begrenzte Lebens-
dauer von ca. 8000 Stunden [NFC15] verfu¨gt. Demnach wu¨rde der Sensor im Dauerbe-
trieb nach knapp einem Jahr nicht mehr funktionsfa¨hig sein. Dies kann hinausgezo¨gert
werden, in dem der Sensor in gewissen Absta¨nde in einen Schlafzustand versetzt wird.
Diese Funktion ist ebenfalls in dem Skript implementiert und kann je nach Anforderun-
gen angepasst werde.
Die Sensorverarbeitung ist damit abgeschlossen und wir gehen u¨ber zu unserer Haupt-
anwendung.
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Siddhi auf dem Raspberry Pi
In Abschnitt 5.1 wurden die wesentlichen Strukturen der CEP-Enginge Siddhi und der
grundsa¨tzlichen Aufbau einer Siddhianwendung in Java vorgestellt. Im folgenden werden
aus diesem Grund leidiglich die Regeldefinitionen der aus dem Konzept bekannten EPA’s
beschrieben. Da ihnen eine deutlich große Regelmenge zur Ereignisverarbeitung vorliegt,
beschra¨nken wir uns auf die Verarbeitung der eintreffenden Daten des hier verwendeten
Feinstaubsensors. Diese Regeln unterscheiden sich in den meisten Fa¨llen nicht besonders
zu denen der anderen Schadstoffe. Bei großen Unterschieden wird jedoch ebenfalls auf
diese eingegangen.
Sensor Processing Agent
Um die Sensordaten fu¨r die Verarbeitung empfangen zu ko¨nnen, definieren wir uns
zuna¨chst einen Eingangsstrom pro Sensor, in Abbildung 5.10 zu sehen als GPSEvent-
Stream und PM10EventStream.
Abbildung 5.10: Definition von Eingabestro¨men und Sinks des Sensor Processing Agent
Außerdem zu sehen sind die Definitionen der in Unterabschnitt 5.1.2 beschriebenen
Sink-Ausgangsstro¨me, zu erkennen an dem @sink -Tag. Diese Sinks beno¨tigen eine Art
Signatur, in der verschiedene Informationen hinterlegt sein mu¨ssen. Das Schlu¨sselwort
topic legt den Namen des Publishing-Themas fest, anhand dessen andere Ereigniss-
tro¨me die eintreffenden Ereignisse dieses Ausgabestroms abonnieren ko¨nnen. Die Art
der Datenhaltung wird hier durch type=’inMemory’ beschrieben. Dies bedeutet, dass
die Daten im Arbeitsspeicher vorgehalten und von dort abgerufen werden. Das Tag
@map(type=’passThrough’)) sagt aus, dass die Daten in der Form an die Subscriber-
Datenstro¨me weitergeleitet werden sollen, in der sie auch in den Sinks ankommen. Die
Definition der jeweiligen Subscriber-Ereignisstro¨me entspricht derjenigen der abonnier-
ten Sinks, mit dem Unterschied des am Anfang stehenden @source-Tags. Der Rest der
der Signatur muss sich mit Ausnahme des Ereignisstrom-Namens zwingend mit der des
Sinks gleichen.
Die Definitionen der verschiedenen Ereignisstro¨me erfolgt analog dem hier beschrie-
benen Schema, weshalb sie hier im weiteren Verlauf nicht weiter betrachtet werden.
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Abbildung 5.11: Definition der Verarbeitungsregeln des Sensor Processing Agent
Abbildung 5.11 zeigt die Regeldefinitionen des Sensor Processing Agents zur Daten-
bereinigung. Fu¨r die GPS-Daten betrachten wir ausschließlich Ereignisse, die bei einer
Geschwindigkeit von unter 10km/h erfasst wurden. Damit filtern wir zum einen un-
realistische, sprunghafte Standorta¨nderungen aus unserem Ereignisstrom. Andererseits
gewa¨hrleisten wir damit, dass wir keine Daten verwerten, die wa¨hrend der Fortbewegung
mit o¨ffentlichen Verkehrsmitteln oder anderen Fortbewegungsmitteln ermittelt wurden
(siehe Abschnitt 4.2). Das Vorgehen fu¨r die Feinstaub-Ereignisse erfolgt auf a¨hnliche
Weise. Wir filtern dafu¨r alle negativen Ereignisse, sowie Ereignisse mit Werten u¨ber
200µg/m3 aus dem Datenstrom. Die gefilterten Ereignisse werden dann in die jeweiligen
vorher definierten Ausgabestro¨me CleanedGPSStream und CleanedPM10Stream gelei-
tet. Hier mu¨ssen die Signaturen in der Anfrage und dem Sink hinsichtlich der Attribute
ebenfalls identisch sein.
Combination Agent
Die bereinigten Daten werden nun vom Combination Agent zusammengefu¨gt, um einen
ersten ra¨umlichen Bezug der Feinstaubdaten zu erhalten. Abbildung 5.12 zeigt die dafu¨r
verwendete Regel. Diese erwartet ein bereinigtes Feinstaub-Ereignis (e1=CleanedPM10Stream).
Abbildung 5.12: Definition der Verarbeitungsregeln des Combination Agent
Innerhalb von drei Sekunden muss darauf ein bereinigtes GPS-Ereignis (e2=CleanedGPSStream)
eintreten, um die Informationen zusammenzufu¨hren. Realisiert wird dies durch den aus
Version 1.0 vom 20. September 2020 59
5 Prototypische Umsetzung des Konzepts
Kapitel 3 bekannten Sequenzoperator. Die drei Sekunden dienen unter anderem als Puf-
fer, falls der Feinstaubmesswert unter korrekten Voraussetzungen erfasst wurde und
der GPS-Sensor einen fehlerhaften Wert im Sinne eines Standortsprungs liefert. Sobald
die Regel feuert, werden die Werte beider Ereignisse zusammengefu¨hrt und in den Lo-
calPM10Stream geleitet.
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Local Allocation Agent
Nun mu¨ssen die kombinierten Ereignisse mit Kontextwissen angereichert werden, um
die GPS-Daten in versta¨ndliche Informationen umzuwandeln. Dafu¨r werden mithilfe der
Callback-Methode des LocalPM10Streams aus jedem eintreffenden Ereignis zuna¨chst
die Latitude- und Longitude-Werte extrahiert. Diese Daten werden unter Zuhilfenahme
einer externen Reverse Geocoding Bibliothek4 in fu¨r uns lesbare Adressdaten umge-
wandelt. Ein Inputhandler sendet diese gewonnen Informationen zusammen mit den
zugeho¨rigen Latitude- und Longitudedaten an einen RevGeocodingStream, der als Zwi-
schenereignisstrom dient. Das beschriebene Vorgehen ist in Abbildung 5.13 dargestellt.
Das Muster fu¨r die Zuordnung der Adressdaten zu den Feinstaubereignissen ist in Ab-
Abbildung 5.13: Anreicherung mit Kontextwissen durch den Local Allocation Agent
bildung 5.14 dargestellt. Dafu¨r muss der LocalPM10Stream mit dem eben beschriebenen
Zwischenstream gejoined werden. Beide Ereignisse mu¨ssen dabei innerhalb einer Sekun-
de eintreffen. Die U¨bereinstimmung der jeweiligen Latitude- und Longitudewerte aus
beiden Streams stellt das Join-Kriterium dar. Trifft dies ein, werden die zugeho¨rigen
Adressdaten zusammen mit den Schadstoffmesswerten in einem neuen Ereignis dem
PM10StreetStream hinzugefu¨gt.
Abbildung 5.14: Definition der Verarbeitungsregel des Local Allocation Agent
Die Verarbeitung auf dem Raspberry Pi ist damit abgeschlossen und die Daten mu¨ssen
4Weiter Informationen zur verwendeten Reverse Geocoding Bibliothek un-
ter https://www.daniel-braun.com/technik/reverse-geocoding-library-for-
java/: :text=I’ve%20written%20a%20small,address%5D%20service%20based%20on%20OpenStreetMap.
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nun an den Server gesendet werden. Dafu¨r kommt die Callback-Methode des PM10StreetStreams
zum Tragen. Das Vorhaben zeigt Abbildung 5.15. Zuna¨chst wird ein Thread definiert,
der fu¨r den Versand der eintreffenden Ereignisse zusta¨ndig ist. Er versucht eine Verbin-
dung zum Server aufzubauen und teilt bei Erfolg mit, welche Daten gesendet werden.
Anschließend werden die relevanten Daten aus den kontinuierlich eintreffenden Ereig-
nissen extrahiert und an den Server gesendet.
Abbildung 5.15: U¨bermittlung der angereicherte Ereignisse an den Server durch die
Callback-Methode des PM10StreetStream
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5.2.2 Der Server
Die Serveranwendung ist im Prinzip so aufgebaut wie die Anwendung auf dem Raspber-
ry Pi. Die Systemarchitektur ist Abbildung 5.16 zu entnehmen. Zur Koordinierung der
Crowdworker-Clients bedient sich die Initialization je Schadstoff einem Executor mit ei-
nem Threadpool, um die verschiedenen Anfragen zeitnah zu bearbeiten. Je nach Art der
erhobenen Daten werden diese durch den Executor an einen entsprechende Coordinator
weitergeleitet. Dieser generiert aus ihnen Ereignisse und sendet sie u¨ber die jeweiligen
InputHandler an die verschiedenen Eingangstro¨me in der CentralSiddhiEventProcessing-
Komponente zur Verarbeitung durch die Server-EPAs.
Abbildung 5.16: Systemarchitektur-Diagramm der Serveranwendung
Siddhi auf dem Server
Wie auch auf dem Raspberry Pi werden im folgenden lediglich die Regeln fu¨r die Fein-
staubereignisse und bei nennenswerten Unterschieden auch die der anderen Schadstoffe
vorgestellt. Die Definition der verschiedenen Ereignisstro¨me erfolgt ebenfalls wie in Ab-
schnitt 5.2.1 beschrieben und wird hier nicht weiter behandelt.
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Crowdsensing Agent
Wie im Konzept bereits beschrieben, werden die eintreffenden Daten zur Ereignisreduk-
tion zuna¨chst zusammengefasst. Dazu sind drei Schritte no¨tig, die in Abbildung 5.17
dargestellt sind. In der ersten summarizedPM10Query betrachten wir fu¨r den PM10-
Abbildung 5.17: Ereignisreduktion durch den Crowdsensing Agent
Feinstaubwert die eintreffenden Ereignisse innerhalb einer Stunde, wozu wir uns ein
timeBatch-Window definieren. Um die Ha¨ufigkeiten der einzelnen Messwerte pro Stra-
ße zu detektieren, wenden wir die Aggregierungsfunktion count auf die Messwerte an
und Gruppieren diese anhand dieser Messwerte und der Straße. Die Ergenisse leiten
wir in einen Zwischenstrom names PM10CountStream, welcher den Wert der einzelnen
Ha¨ufigkeitsereignisse berechnet, in dem die Messwerte mit der Anzahl ihres Vorkommens
pro Straße multipliziert werden. Hier ist erneut eine Gruppierung anhand der Messwerte
und der Straße no¨tig. Aus diesem Strom leiten wir dann unter anderem den berechneten
Wert, weiterhin die Anzahl der Ha¨ufigkeiten und den zugeho¨rigen Straßennamen in einen
letzten PM10StreetSeparationStream. Diese Regelun den Durchschnitt aus den erfassten
Werten in dem festgelegtem Zeitraum des ersten Eingangsstroms (PM10StreetStream),
in dem die berechneten Werte sowie die ermittelten Ha¨ufigkeiten aufsummiert und mit-
einander dividiert werden. Um die Durchschnitte pro Straße zu erhalten, Gruppieren
wir diese anhand des Straßen-Attributs. Somit erhalten wir eine reduzierte Anzahl an
Ereignissen, die weiterhin die vollsta¨ndigen Informationen der eingangs eintreffenden
Datenmenge entha¨lt. Diese voraggregierten Ereignisse werden nun an die na¨chste Ver-
arbeitungsstufe weitergeleitet.
Area Aggregation Agent
Nun mu¨ssen die verschiedenen Durchschnittswerte zum einen gema¨ß ihres Betrach-
tungszeitraums bezogen auf den Luftqualita¨tsindex berechnet werden. Fu¨r den PM10-
Feinstaubwert bedeutet dies nach Abbildung 4.2 aus dem Konzeptionskapitel, dass fu¨r
diesen ein stu¨ndlich gleitender Tagesmittelwert berechnet wird. Da dem keine Berech-
nungsformel vorliegt, erfolgt die Regeldefinition nach eigener Interpretation. Demnach
wird zuna¨chst der Tagesmittelwert aus den letzten 24 Stundenmittelwerten berechnet.
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Fu¨r diesen wird dann fu¨r jeden neu eintreffenden Stundendurchschnitt fu¨r die letzten
24 Werte eine erneute Berechnung durchgefu¨hrt, so dass sich ein stu¨ndlich gleitender
Tagesdurchschnitt ergibt. Die Regelumsetzung zeigt Abbildung 5.18. Fu¨r die gleitende
Abbildung 5.18: Stu¨ndlich gleitender PM10-Durchschnitt durch den Area Aggregation
Agent
Berechnung mu¨ssen wir eine Partitionierung einfu¨hren. Diese schafft voneinander isolier-
te Partitionsinstanzen, in welchen jeweils alle Ereignisse mit einem u¨bereinstimmenden
Partitionsschlu¨ssel vereint werden. Diese Instanzen ko¨nnen so parallel mit der gleichen
Anfragen verarbeitet werden, ohne fu¨r jede Instanz eine spezifische Anfrage formulieren
zu mu¨ssen. Den Partitionsschlu¨ssel stellt hier das Straßen-Attribut dar. Damit berech-
nen wir fu¨r ein Window der La¨nge 24 anhand der voraggregierten Stundendurchschnit-
te den gleitenden Tagesdurchschnitt pro Straße. Damit dieser stu¨ndlich gleitet, darf
kein Batch-Window verwendet werden. Das Ergebnis leiten wir dann in einen Floatin-
gAvgPM10Stream.
Fu¨r die anderen Schadstoffe werden gewo¨hnliche Durchschnitte gema¨ß ihres spezifi-
schen Betrachtungszeitraums berechnet. Abbildung 5.19 zeigt dies beispielhaft anhand
des PM2.5-Feinstaubs. Diese Berechnung stellt erneut eine Voraggregierung fu¨r eine
Abbildung 5.19: Monatlicher PM2.5-Durchschnitt durch den Area Aggregation Agent
nachfolgende Durchschnittsberechnung dar. Das Besondere hierbei ist, dass diese Re-
gel den monatlichen Durchschnitt berechnet. Die Siddhi-Dokumentation liefert leider
keine Information daru¨ber, wie ein Zeitfenster u¨ber einen Monat behandelt wird. Es
ko¨nnte sein, dass Siddhi fu¨r jeden Monat beispielsweise 30 Tage betrachtet, was zu einer
U¨berschneidung mit anderen Monaten fu¨hrt und die Daten ihren zeitlichen Bezug nicht
konsistent halten ko¨nnen. Um die korrekte Anzahl an Tagen in dem aktuellen Monat
zu erhalten, werden hier deshalb Informationen u¨ber den aktuell laufenden Monat ein-
geholt. Zusa¨tzlich wird gepru¨ft, ob das aktuelle Jahr ein Schaltjahr ist. Das berechnete
Ergebis wird dann in einen MonthlyAvgPM25Stream geleitet.
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Von hier an teilen Sich die Ereignistro¨me unterschiedlich auf drei verschiedenen EPA’s
auf, wie auch Abbildung 3.2 aus Kapitel 4 zu entnehmen ist.
Limit Monitoring Agent
Einer davon ist der Limit Monitoring Agent, welcher die Ergebnisse zur generellen Grenz-
wertu¨berwachung geeignet aggregiert. Dies geschieht erneut u¨ber Durchschnittsberech-
nungen, weshalb eine Darstellung seiner Regeln an dieser Stelle nicht weiter erforderlich
ist.
Pollution Alert Event
Um nun zu erkennen, ob die festgelegten Richtlinien zur Einhaltung der Grenzwerte
befolgt wurden, ist es no¨tig zu ermitteln wie oft ein zula¨ssiger Grenzwert innerhalb
seines jeweiligen Betrachtungszeitraums u¨berschritten wurde. Zur Veranschaulichung
wird hier der Ozonwert herangezogen. Dieser darf nach den Kriterien in Abschnitt 4.3
einen 8-Stunden-Durchschnitt von 120µg/m3 eines Tages nicht o¨fter als 25 mal im Jahr
u¨berschreiten. Dieses Muster ist in Abbildung 5.20 dargestellt: Die Regel erfasst u¨ber ein
Abbildung 5.20: Grenzwertu¨berwachung durch den Pollution Alert Agent
Jahr verteilt alle Werte, die u¨ber der zula¨ssigen Grenze liegen. Die Anzahl dieser erho¨hten
Werte wird mit der count-Funktion in einem neuen Attribut countLimit gespeichert.
Um wieder einen ra¨umlichen Bezug zu erhalten, werden die Werte anhand ihrer Straße
mithilfe der Gruppierungs-Funktion zusammengefasst. Als letztes definiert eine Having-
Klausel die Bedingung, welche entscheidet ob die Richtlinien eingehalten wurden. Genau
genommen pru¨ft sie na¨mlich, ob die Anzahl der U¨berschreitungen noch im zula¨ssigen
Rahmen liegt oder nicht.
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Den Kriterien aus Abschnitt 4.3 ist ebenfalls zu entnehmen. dass bei bestimmten Aus-
pra¨gungen des Ozonwerts ein besonderes Vorgehen no¨tig ist. Dazu werden nachfolgend
zwei Regeln betrachtet: Sobald ein Ozonwert zwischen 181 und 240 µg/m3 erfasst wurde,
Abbildung 5.21: Informationsereignisse zur Verhaltensempfehlung und Informations-
plficht fu¨r Beho¨rden durch den Pollution Alert Agent
sind die o¨rtlichen Beho¨rden dazu verpflichtet die Bevo¨lkerung u¨ber diesen Zustand zu
unterrichten. Dies ist in der ersten Regel dargestellt. Dem Ereignis wird in der insert-
Anweisung quasi eine Notiz hinzugefu¨gt, die diese Information erha¨lt. Bei Werten u¨ber
240 µg/m3 muss gar eine Verhaltensempfehlung an die Bevolkerung ausgesprochen wer-
den. Dieses Muster wird in der zweiten Regel dargestellt.
Damit ist die Grenzwertu¨berwachung der Schadstoffee durch die Anwendung beendet
und mit der Callback-Methode des OzoneInformationStream ko¨nnen diese Ereignisse
nun an nachgelagerte Service-Anwendungen gesendet werden, die fu¨r das weitere Event-
Handling zusta¨ndig sind.
Air Quality Agent
Schließlich fehlt noch die Luftqualita¨ts-Auswertung durch die Anwendung. Diese gestal-
tet sich teilweise etwas schwierig und zeigt ein wenig die Grenzen der Siddhi Streaming
SQL bei der Anfragedefinition auf. Da sich der LQI aus drei Werten zusammensetzt,
sofern Werte u¨ber alle drei Schadstoffe vorhanden sind, mu¨ssen wir Ereignisse aus drei
Ereignisstro¨men betrachten. Dazu sind erneuts Joins no¨tig. Das Problem dabei ist jedoch
zum einen, dass wir je nach Auspra¨gung der Werte einen anderen LQI erhalten und ge-
sondert betrachten mu¨ssen. Innerhalb einer Join-Anfrage ko¨nnen wir jedoch nicht nach
Werten filtern. Andererseits ko¨nnen Joins nicht auf drei verschiedene Ereignisstro¨me in-
nerhalb einer einzigen Anfrage angewendet werden. Aus diesen zwei Gru¨nden muss sich
fu¨r die beno¨tigten Anfragen anders beholfen werden.
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Zuna¨chst werden die Ereignisse der verschiedenen Schadstoffe abha¨ngig ihres Werts in
die jeweilige LQI-Kategrorie geleitet. Abbildung 5.22 zeigt wie dies am Beispiel des
Abbildung 5.22: Umleitung der jeweiligen Schadstoffwerte in die LQI-Kategorie durch
den Air Quality Agent
Ozonwerts in der Anwendung umgesetzt ist. Je nach Auspra¨gung werden die Ereignisse
in gesonderte Zwischenstreams gelenkt. Gleichzeitig werden sie mit der Information der
zugeho¨rigen LQI-Kategorie angereichert. Dieses Vorgehen erfolgt fu¨r die weiteren Kate-
gorien pro Schadstoff analog.
Nach der Definition des LQI bestimmt der Wert mit der ho¨chsten Belastung den LQI.
Liegt also beispielsweise der gemessene Ozonwert im bad -Bereich und die Werte der
anderen Schadstoffe unterhalb diesem in ihrer eigenen Spezifikation, ist der Ozonwert
hier ausschlaggebend. Um diese Muster ebenfalls zu erkennen, mu¨ssen alle Werte un-
terhalb eines bestimmten Bereichs ebenfalls detektiert werden. Diese Selektierung zeigt
Abbildung 5.23 Damit ko¨nnen wir nun verschiedene Join-Anfragen fu¨r die verschiede-
Abbildung 5.23: Umleitung der jeweiligen Schadstoffwerte in die LQI-Kategorie durch
den Air Quality Agent
nen Kombinationsmo¨glichkeiten bei der Zusammensetzung des LQI definieren. Da sich
dadurch eine enorm große Menge ergibt, wird an dieser Stelle nicht auf alles eingegangen
und lediglich beispielhaft demonstriert wie das grundlegende Vorgehen dabei ist.
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Folgende Regeln definiert eine Anfrage fu¨r den bereits beschriebenen Fall, dass der Ozon-
wert den LQI in diesem Fall aufgrund seines hohen Werts bestimmt. Wir betrachten alle
Abbildung 5.24: Auswertung des LQI durch den Air Quality Agent
eintreffenden Werte des OzoneBadStream innerhalb einer Stunde. Diese Ereignisse joi-
nen wir mit Ereignissen aus dem PM10BelowBStream um auzuschließen, dass kein Wert
der gleichen LQI-Kategorie wie der des Ozonwerts angeho¨rt. Das Join-Kriterium ist er-
neute das Straßen-Attribut. Aus den eintreffenden Ereignissen selektieren wir uns dann
die jeweiligen Werte, die LQI-Kategorie und die Straße und leiten dieses Ereignis in einen
Zwischenstrom. Diese Ereignisse werden schließlich auf gleiche Weise noch mit dem feh-
lenden Wert fu¨r Stickstoffdioxid kombiniert, in dem sie mit dem zugeho¨rigen Stream
gejoint werden. Dieser Umweg ermo¨glicht das joinen von 3 Streams, woraus dann der
vollsta¨ndige Luftqualita¨tsindex resultieren kann.
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Fu¨r die Umsetzung des Konzepts und damit der gesamten Anwendung sind eine Viel-
zahl von Crowdworkern no¨tig. Diese mu¨ssen u¨ber verschiedene Zeitra¨ume unterschied-
liche Daten erheben. Dies ist jedoch im Rahmen dieser Arbeit nicht mo¨glich, was aber
nicht ausschließt, dass die allgemeine Funktionsfa¨higkeit der Anwendung getestet werden
muss. Dazu soll in dem Kapitel kurz gezeigt werden, ob die Komponenten der gesamten
Client-Server-Anwendung korrekt funktionieren und das gewu¨nschte Verhalten zeigen.
Am Ende soll noch gezeigt werden, wie das Ergebnis einer solchen Air Quality Monito-
ring Durchfu¨hrung aussehen ko¨nnte.
6.1 Der Prototyp
Abbildung 6.1: Verwendeter Prototyp
70
6.2 Zusammenspiel der Komponenten
In Abbildung 6.1 ist der in dieser Arbeit verwendete Prototyp gezeigt. Zu sehen sind das
Raspberry Pi mit seinen angeschlossenen Feinstaub- und GNSS-Sensoren. Was deutlich
wird, ist dass die Sensoren zum einen Platz beno¨tigen. Schon der Feinstaubsensor hat
a¨hnliche Maße wie das Raspberry Pi selbst. Ein Kohlenmonoxidsensor beispielsweise ist
deutlich kleiner, doch la¨sst sich das nicht pauschal fu¨r alle beno¨tigten Sensoren sagen.
Außerdem ist es fu¨r den Transport erforderlich, alle Komponenten zu gut zu befestigen,
damit eine korrekte Funktionsweise der Sensoren gewa¨hrleistet ist. Dazu mu¨ssen im Fal-
le der tatsa¨chlichen Durchfu¨hrung des Konzepts weitere U¨berlegungen gemacht werden,
denn dort kommen noch weitere Sensoren hinzu, die einen Transport der Gesamtkon-
struktion ohne ausreichende Befestigung deutlich erschweren wu¨rden.
6.2 Zusammenspiel der Komponenten
Um die Funktion der Komponenten zu testen, wurden die in den Regeln definierten Zeit-
fenster entsprechend angepasst. Statt einer Stunden wurde so beispielsweise eintreffende
Werte innerhalb der letzten fu¨nf Minuten betrachtet.
Ergebnisse auf dem Raspberry Pi
Abbildung 6.2: Verarbeitete Endergebnisse auf dem Raspberry Pi
Der Test auf dem Raspberry Pi zeigt, dass die einzelnen Komponenten wie erwartet
miteinander agieren. Die durch den Feinstaub-Sensor gemessenen Werte werden erfolg-
reich an die Siddhi-Anwendung gesendet und dort entsprechend verarbeitet. Somit kann
die Anwendung von Crowdworkern genutzt werden, um Luftdaten zu sammeln. Abbil-
dung 6.2 zeigt die durch den Prototyp ermittelten Ereignisse, die an den Server gesendet
werden. Sie zeigen verschiedene Messdaten fu¨r die zwei Feinstaub-Werte auf dem Cam-
pus der Hochschule Hannover.
Ergebnisse auf dem Server
Da lediglich ein einziger Prototyp in dieser Arbeit Anwendung findet und keine Crowd-
worker im Einsatz sind, die Daten fu¨r den Server generieren ko¨nnen, kommen Dummy-
Clients zum Einsatz. Diese produzieren kontinuierlich Testdaten in gleicher Form wie in
Abbildung 6.2, um die Funktion der Server-Anwendung testen zu ko¨nnen. Die Testdaten
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bewegen sich dabei jedoch nicht in einem Rahmen, der auch auf die Realita¨t abgebildet
werden kann und sollen nur die reine Funktionsfa¨higkeit des Servers pra¨sentieren.
Auch hier verla¨uft die Auswertung der Daten wie erwartet. Die verschiedenen Daten-
stro¨me werden nach den definierten Kriterien koordiniert, so dass am Ende fu¨r Men-
schen verwertbare Informationen vorliegen. Ein mo¨gliches durch den Server produziertes
Endereignis zeigt Abbildung 6.3. Diesem fiktivem Ereignis ist zu entnehmen, dass die
Abbildung 6.3: Verarbeitete Endergebnisse auf dem Server
Luftqualita¨t auf dem Campus der Hochschule Hannover mit einem schlechten Index be-
wertet wurde, welcher sich durch den hohen Ozonwert ergeben hat. Außerdem liegen
dem Ereignis zusa¨tzlich Informationen zu den anderen LQI-Bestandteilen vor.
Da die Messwerte immer die aktuelle Live-Situation zu einer genauen Adresse zeigen,
ko¨nnte nun mithilfe eines Kartendienstes diese Live-Situation auf einer Sensingmap vi-
sualisiert werden. Neben der adressgenauen Zuordnung der Auswertungen wa¨re es auch
mo¨glich, u¨ber das zu untersuchende Gebiet ein Raster zu legen. Durch dieses Raster
wu¨rde ein Kartenabschnitt in verschiedenen Bereich eingeteilt werden. Die GPS-Daten
mu¨ssten dann in Bildkoordinaten u¨berfu¨hrt werden, wodurch sie sich einem bestimm-
ten Rasterabschnitt zuordnen lassen wu¨rden. CEP-technisch gesehen wu¨rde dies keinen
großen Aufwand erfordern, da sich dadurch lediglich eine minimale A¨nderung bei der
Art der Datengruppierung innerhalb der Anfrageregeln ergeben wu¨rde, die sich jedoch
ohnehin einfach anpassen lassen. Die Gruppierung geschieht dann nicht mehr anhand
der Adressdaten, sondern durch die verschiedenen Rasterabschnitte. Dieses Vorgehen
bietet sich jedoch eher an, wenn ein bestimmtes Gebiet festgelegt wird, dass untersucht
werden soll. Nur so ist es na¨mlich mo¨glich, das Gebiet in Abschnitte einzuteilen. Aus
diesem Grund wurde in dieser Arbeit auch der Adressansatz verfolgt, da dieser eine
ortsunabha¨ngigere Untersuchung ermo¨glicht.
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6.2 Zusammenspiel der Komponenten
In dieser Arbeit wurde kein Kartendienst verwendet, um die Daten noch zu visualisieren.
Wie das Ergebnis jedoch aussehen ko¨nnte, ist in Abbildung 6.4 zu sehen. Diese fiktive
Abbildung 6.4: Mo¨gliche Darstellung einer Sensingmap durch den Server
Sensingmap zeigt, wie sich der LQI u¨ber ein bestimmtes Gebiet verteilen kann. So sind
beispielsweise Gru¨nfla¨chen und Parks mit einem guten LQI bewertet worden, was durch
die gru¨nen Abschnitte auf der Map dargestellt ist (z.B. im unteren rechten Bereich).
Viel befahrene Straßen wiederum haben laut der Map teilweise schlechte Bewertungen
ergeben, was sich durch die orangenen bis roten Abschnitte erschließen la¨sst. So ko¨nnen
also u¨ber jeden Ort eines großfla¨chigen Bereichs Aussagen u¨ber die Luftqualita¨t getroffen
werden. Zum Vergleich zeigt Abbildung 6.5 die Darstellung eines alleinstehenden, durch
eine einzige Messtation ermittelten LQI. Diese Messtation ist durch den Kreis auf dem
Bild dargestelt. Aus dieser Darstellung ist nicht zu entnehmen, wie die tatsa¨chliche
Luftqualita¨t beispielsweise weiter Rechts in dem Kartenabschnitt ist. U¨berhaupt ist
schwer interpretierbar, fu¨r welchen Bereich sich der ausgesprochen Wert zuordnen la¨sst.
In unserer Sensingmap ist das anders, dort sind Aussagen u¨ber jeden Ort mo¨glich, da
auch an jedem Ort Daten erhoben wurden und die Ergebnisse nicht von einer einzelnen
Messtation abga¨ngig sind.
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Abbildung 6.5: Darstellung der aktuellen Luftdaten durch das Unweltbundesamt, vgl.
[Umw20a]
Neben der Visualisierung ko¨nnen die ermittelten Daten auch direkt an Beho¨rden wei-
tergeleitet werden, die diese Informationen dann nutzen ko¨nnen um Informationen u¨ber
den aktuellen Zustand und eingehaltene oder auch nicht eingehaltene Grenzwerte der
Schadstoffe zu erhalten.
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7 Zusammenfassung und Ausblick
Das Ziel dieser Arbeit war die Entwicklung eines Konzepts zur crowdbasierten Luft-
qualita¨tsmessung. Dafu¨r sollten Raspberry Pis verwendet werden, auf denen die CEP-
Technologie zur Datenverarbeitung implementiert ist. Wir haben uns dafu¨r zuna¨chst
angeschaut, welcher Gedanke hinter dem Crowdsensing steckt und wie es umgesetzt
werden kann. Diese Umsetzung sollte dabei in dieser Arbeit durch Raspberry Pis erfol-
gen, weshalb die Vorteile diese Gera¨te und ihre allgemeinen Merkmale und Spezifikatio-
nen vorgestellt wurden. Fu¨r die Anwendung des CEP auf den Raspberry Pis haben wir
uns die Grundlagen dieser Technologie angeschaut und gleichzeitig den dabei verfolgten
ereignisbasierten Architekturstil, die Event-Driven Architecture herangezogen. Ausge-
hend von diesem Fundament wurde dann das angestrebte Konzept entwickelt. Dafu¨r
wurden die beno¨tigten Kriterien zur Luftqualita¨tsmessung detektiert und erforderliche
Anforderungen an unsere Crowdworker gestellt. Im Verlauf des Konzepts haben sich
dann verschiedenen Ereignistypen ergeben, die durch eine Verarbeitungspipeline ver-
schiedene Schritte zur resultierenden Informationssynthese durchlaufen haben. Diese
Verarbeitungsschritte wurde durch unterschiedliche CEP-Agenten repra¨sentiert, welche
im Rahmen des Konzepts einzeln beleuchtet wurden. Anhand dieses Konzepts wurde
dann die Anwendung implementiert. Dafu¨r kam die CEP-Engine Siddhi zum Einsatz,
welche die Umsetzung des entwickelten Event-Processing-Netzwerks ermo¨glichte. Die
Implementierung umfasste dabei die Crowdworker-Anwendung auf dem Raspberry Pi
zur Datenerhebung durch die Sensoren. Auch der Server wurde implementiert, welcher
fu¨r die Koordination der verschiedenen Crowdworker-Datenstro¨me und ihre schließliche
Auswertung zusta¨ndig war. Zum Schluss wurde die Funktionsfa¨higkeit und das Verhal-
ten der gesamten Anwendung getestet und der verwendete Prototyp pra¨sentiert. Schließ-
lich haben wir uns noch ein mo¨gliches Ergebnis des in der Arbeit verfolgten Ansatzes
angeschaut und die Unterschiede und Vorteile gegenu¨ber der Ermittlung durch eine kon-
ventionelle Messtation dargelegt.
Schon die fiktive Sensingmap hat gezeigt, dass eine Umsetzung des Konzepts deutliche
Vorteile gegenu¨ber dem Vorgehen mit einzelnen Messtationen besitzt. Durch die Kom-
bination des Crowdsensing mit der CEP-Technologie ko¨nnen na¨mlich weitaus pra¨zisere
Aussagen u¨ber die unterschiedliche Verteilung der Schadstoffe in der Luft gemacht wer-
den. Außerdem konnte das Potential des CEP in diesem Bereich durch die verschiedenen
zeitlichen, ra¨umlichen und semantischen Bezu¨ge aufgezeigt werden. Fu¨r eine realistische
Umsetzung ist es jedoch schwer zu sagen, wie viele Crowdworker letztlich no¨tig sind,
um auch aussagekra¨ftige Ergebnisse zu erhalten. Zum einen ha¨ngt die Zahl der Crowd-
worker davon ab, wie groß das zu untersuchende Gebiet ist. Andererseits spielt auch die
75
7 Zusammenfassung und Ausblick
Tatsache mit rein, dass sich die Crowdworker ohne genaue Struktur durch das Gebiet
bewegen und so schwer abzuscha¨tzen ist, wie sie sich u¨ber das Gebiet wa¨hrend dem
Monitoring verteilen werden. Auch die Beschaffung der Gera¨te und Sensoren bei einer
tatsa¨chlichen Umsetzung mu¨sse gekla¨rt werden. Wie werden die Gera¨te an die freiwilli-
gen verteilt? Wie wird das angesprochene Probleme zum Transport der Gera¨te gelo¨st?
Wovon das vorgestellte Konzept klar abzugrenzen ist, sind Luftqualita¨tsmessungen in
Innenra¨umen. Diese unterliegen na¨mlich anderen Kriterien als Messungen von Außen-
luft. Auch das crowdsensing wu¨rde in diesem Bereich wenig Sinn ergeben. Es ko¨nnen
jedoch U¨berlegungen angestellt werde, wie das Konzept ggf. angepasst werden kann um
auch solche Messungen durchfu¨hren zu ko¨nnen.
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