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Let p be analytic in the unit disc U and let q be univalent in U. In addition, let .Q 
be a set in C and let $: C1 x U + C. The authors determine conditions on i/j so that 
{ $(p(z), zp’(z). z2p”(z); z) 1: E U) c Q =P p( U) c q( I/). Applications of this result to 
differential inequalities, differential subordinations and integral inequalities are 
presented. @’ 1987 Academic Press. Inc. 
1. INTRODUCTION 
Letfand F be analytic in the unit disc U. The functionfis subordinate to 
F, written f< F or f(z)< F(z), if F is univalent, f(O)= F(0) and 
f(u)=F(W 
In two previous papers [3,4] the authors dealt with second order dif- 
ferential subordinations of the form 
$(P(Z), ZP’(Z)> Z2P”(4) -x h(z), (1) 
where $ is holomorphic on a domain in C3. They found dominants q of (1) 
for which p 4 q for all p satisfying (1). One of the objects of this paper is to 
obtain dominants for a more general second order differential sub- 
ordination of the form 
$(P(Z), ZP’(Z)T z2P”; z) < h(z), (2) 
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where $: C3 x U + C. In these differential subordinations we allow 
functions of z to be present in addition to the terms p(z), zp’(z) and z2p”(z). 
This is analogous to generalizing autonomous differential equations to 
nonautonomous differential equations. 
For example, if we let B(z) be a function defined on U with Re B(z) 3 0, 
for z E U, then a recent paper [S, Lemma l] proves the following useful 
lemma: if p is analytic in U then 
ReCB(z) v’(z) + p(z)1 > 0, for 2 E U, 
S- Re p(z) > 0, for z E U. 
(3) 
If we let IC/(r, s; z) = B(z).s+ r, h(z) = (1 +z)/(l -z) and suppose B is 
analytic in U then (3) becomes 
Il/(P(Z), d(z); z) 
=B(z)zp’(z)+p(z)<(l +z)/(l -2) = p(z)<(l +z)/(l--I). (4) 
Thus, the first part of (3) can be written as a differential subordination of 
the form (2), and the second part of (3) provides a dominant of this dif- 
ferential subordination. 
In addition to finding dominants for (2) we can weaken the 
holomorphicity condition needed in (2) and prove a more general result: if 
Q is a set in C, q is univalent on U and q(U) has a “nice boundary,” there 
exists a class of functions Y, dependent on 52 and q, for which 
{vwz), d(z), z’p”(z); z) I -‘eU)cQ =s p(U)eq(U). (5) 
Result (3)with52={wlRew>O},q(z)=(l+z)/(l-;),andcl/(r,s,t;=)= 
B(z). s + t is a special case of (5). 
The definition of the class Y and the fundamental result (5) together 
with its variations are given in Section 2. In Section 3 we apply the basic 
result to bounded functions, while in Section 4 we apply the result to 
functions with a positive real part. Section 5 is concerned with some 
integral inequalities obtained from the previous sections. 
All of the inequalities in this article involving functions of z, such as (3), 
hold uniformly in the unit disc U. The condition “for all z in U” will be 
omitted in the remainder of this paper, although it is understood to hold. 
2. DIFFERENTIAL INEQUALITIES AND SUBORDINATIONS 
We first need to specify the univalent functions q (with “nice boundary”) 
and functions $ for which we intend to prove (5). 
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DEFINITION 1. Let !Z2 be set in C and let q be analytic and univalent on 
i? except for those < E dU for which lim,+, q(z) = 00. We define vl[Q, q] to 
be the class of functions $: C3 x U + C for which 
ICl(r, s, t; z) 4 Q 
when Y = q(1) is finite, s = mcq’([), Re( 1 + t/s) Z m Re( 1 + cq”(Q/q’([)), and 
ZE U, for m> 1 and I[/ = 1. 
In the special case where G? is a simply connected domain and h is a con- 
formal mapping of U onto 52 we denote the class by Y[h( U), q] or 
Y’Ck 41. 
Note that if Q, c.Q, then !P(Qz, q) c vl(Q,, q), that is enlarging Q 
decreases the class Y(.Q, q). 
For the function q required in the definition of Y[Q, q], the domain 
q(U) is simply connected and its boundary consists of either a simple 
closed analytic curve or the union (possibly infinite) of pairwise disjoint 
simple analytic curves which converge to 30 in both directions. The 
function q(z) = (1 + z)/( 1 -z) is an example of such a function. The set 52 
need not be a domain nor need its boundary be nicely behaved. 
LEMMA 1. [4, p. 1581. Let q be analytic and univalent on U except for 
those points [ E aU for which lim, _ i q(z) = 00. Let p be analytic in U with 
p(0) = q(0). If p is not subordinate to q then there exist points z0 E U and 
i,, E 2 U, and an m 3 1 for which 
(a) ~(1~1 < IzOl)cq(U), 
(b) I = q(io), 
(c) G P’(G) = miou’(M and 
(d) ReCz, p”W/p’(zo) + 112 m WLd’(LM(LJ + 1 I. 
We are now prepared to state and prove our main theorem. 
THEOREM 1. Let $ E Y[Q, q], as given in Definition 1. If p is analytic in 
U, with p(0) = q(O), and ifp satisfies 
$(P(Z), ZP’(Z), Z2P”(ZL z) EQ, z E u, (6) 
then p < q. 
Proof: Assume that p is not subordinate to q. By Lemma 1 there exist 
points Z~E U and [,,E dU that satisfy (a)-(d). Using these conditions with 
r = p(zO), s = z”p’(z,), t = zip”(z,) and z = zO in Definition 1 we obtain 
$(P(zcA z” P’(Zcl)? z:, P”bJ; 4 $ Q. 
Since this contradicts (6) we must have p < q, 
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Remark 1. On checking the proof of this theorem and Definition 1, we 
note that if 0 <q d 1 and if all of the conditions of the theorem hold with 
the exception of (6) being replaced by 
Ic/(P(Z), ZP’(Z), Z’PW VIE Q, when ZE u, (6’) 
then we obtain the same conclusion, p<q. In fact, the function qz in (6’) 
can be replaced by any function w(z) mapping U onto U. 
Remark 2. For a given $ E Y’[Q, q] there may not exist an analytic 
function p satisfying (6). As an example, let Q be the right-half plane, 
q(z) = (1 + z)/( 1 -z) and $(r, s, t; z) = - r2s. A simple computation shows 
that r=q([)=r,i (rz real) and s= -(l +‘:)/2=s, ~0, when /{I = 1 and 
m > 1. Hence IC/(r, s) =r:s, <O, and by Definition 1 $ E Y[Q, q]. In this 
case (6) becomes 
Re[ - (p(~))~zp’(z)] > 0. 
However, there is no analytic function p that satisfies this inequality at 
z= 0. 
Remark 3. Theorem 1 is an improvement of a previous result [3, 
Theorem l] of the authors. In that result Q was required to be a domain, 
the set of functions ul[Q, q] was restricted to those &r, s, t) that were 
independent of z, and 4 was required to be continuous in its domain and to 
satisfy d(q(O), 0,O) E Q. (Note that these conditions imply the existence of a 
function p satisfying (6)) Examples which could not be handled with the 
previous result, but which can now be handled, will be presented in Sec- 
tion 3 (Theorem 6) and in Section 4 (Theorem 7). 
The definition of !P[Q, q] requires that the function q behave very nicely 
on au. If this is not the case, or if the behavior of q on aU is unknown, it 
may still be possible to prove p < q by the following limiting procedure. 
COROLLARY 1.1. Let 0 < p0 < 1, let q be univalent in U, let q/,(z) = q(pz) 
for p,, < p < 1, and suppose that 
$(r, s, t; z) E Y’CQ, qp13 (7) 
for all p0 < p < 1. Ifp is analytic in U, with p(0) = q(O), and ifp satisfies 
II/(p(z), zp’(z), z’p”(z); z) E D when z E U, then p < q. 
Proof: The function qp, is univalent on 0 and hence ‘P[Q, qp] is well 
defined. From (7) and Theorem 1 we obtain p(z) < q(pz) for 0 <p < 1. 
Now letting p -+ 1 - we obtain p(z) 4 q(z). 
We next consider the subclasses of ‘Y[Q, q] for which R is a simply con- 
nected domain and $(p(z), zp’(z), z2p”(z); z) is an analytic function of z. In 
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this case 1;2 = h( U), where h is a conformal mapping of U onto Q. The 
following result is an immediate consequence of Theorem 1. 
COROLLARY 1.2. Let $ E YJ[h(U), q] and let p and $(p(z), z’p(z), 
z2p”(z); z) be analytic in U with p(0) = q(0). Zfp satisfies 
$(P(Z), ZP’(Z), ~2P”(4; z) < 4z), (8) 
then p < q. 
An analogue of Corollary 1.1 for Y[h( U), q] can also be given. 
COROLLARY 1.3. Let 0 < p0 < 1, let h and q be univalent in U, and let 
h,,(z) = h(pz), q,,(z) = q(pz) for p,, < p < 1. Suppose that $ E Y[h,, q,] for 
all p0 < p < 1 and suppose p and $(p, zp’, z2p”; z) are analytic in U with 
p(0) = q(0). Lfp satisfies (8) then p < q. 
Proof If p0 < p < 1, then from (8) we obtain 
$(P(Pz), PZP’(PZ), (w)~P”(Pz); /=)-c h(pz), 
which, by setting p,(z) = p(pz), becomes 
for ZE U. 
Since $ E Y[h,( U), q,,], by using Remark 1 with p = q, h,(U) = B and 
p,, = p we obtain p,(z) < h,(z). Hence p(pz) < h(pz) and by letting p + 1 
we obtain p(z) <q(z). 
We can apply this last corollary to obtain the following result concerning 
a linear second order differential subordination. 
THEOREM 2. Let h be convex in U with h(0) = 0, and let A 2 0. Suppose 
that B(z) and C(z) are analytic in U and satisfy 
Re[B(z)] 3 A + /C(z) - 11 - Re[C(z) - 11, (9) 
,for z E U. Jf p is analytic in U with p(0) = 0, and if p satisfies 
Az*p”(z) + B(z) zp’(z) + C(z) p(z) < h(z), (10) 
then p < h. 
Proof If we let $(r, s, t; z) = At + B(z) s + C(z) r then Il/(p(z), zp’(z), 
z2p”(z); z) is analytic in U and (10) becomes 
$(P(Z), ZP’b), z’p”(z); z) -x 4z). 
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The conclusion of the theorem will follow from Corollary 1.3 if we show 
that $ E !P[h,), hp] for l/2 < p < 1. According to Definition 1 we only need 
to show that 
$0 = IC/(r, s, c z) $ h,(U) 
when r = h,(c), s = m&l([), Re( 1 + t/s) 2 0 and z E U, for I[[ = 1 and m 3 1. 
If we set A= ($0-h,(i))/[hb([) then 
A= AWs + mB(z) + (C(z) - 1) h,,(i)lih~,(i) (11) 
and 
$0 = h,(i) + m;m (12) 
We first show that Re 2 > 0. Since h,, is convex and h,(O) = 0 we have 
Re &,([)/h,Ji) 3 l/2 for l[l = 1 [ 1, p. 1761, or equivalently 
(13) 
If W and Z are complex numbers and IZ - 1 / < 1, then 
Re WZ=Re W+Re W(Z-l)>Re W-[WI. 
Using this result with W= C(z)- I and Z=h,,([)/jhi,([), from (13) we 
obtain 
ReC(C(z)- 1) h,,(i)lih~(i)l2 WC(z) - 1) - IC(z) - 1 I. 
Using (9) and this last inequality in (11) we obtain 
ReE,S(m--l)[IC(z)-l/-Re(C(z)-l)]. 
Since m 3 1 we obtain Re A 3 0, or equivalently larg 11 6 n/2. Applying this 
in (12) together with the fact that h,(U) is a convex domain and i/z;([) is 
an outward normal to the boundary of h(U) we obtain $,,$h,,(U), which 
completes the proof of the theorem. 
Note that for C(z) = 1 the conditions p(O) = h(O) = 0 are not necessary. 
In this case we have the following result which is a generalization of (4). 
COROLLARY 2.1. Let h be convex in U and let A 2 0. Suppose B(z) is 
analytic in U with Re B(z) > A. If p is analytic in U and p(0) = h(0) then 
Az’p”(z) + B(z) Z/J’(Z) + p(z) < h(z) =, p(z) < h(z). 
The case A = 0 and h(z) = (1 + z)/( 1 - z) corresponds to (4). 
As mentioned in the Introduction, the univalent function q is said to be a 
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dominant of the differential subordination (8) if p < q for all p satisfying (8). 
If, furthermore, Lj is a dominant of (8) and q < q for all dominants q of (8), 
then 4 is said to be the best dominant of (8). 
From Corollaries 1.2 and 1.3 we see that q will be a dominant of (8) if 
II/ E Y[h( U), q] or Ic/ E Y[h,( U), q,,]. If q is a dominant of (8) and q also 
satisfies (8) then q will be the best dominant. This gives us the following 
theorem for obtaining the best dominant of (8). The proof follows 
immediately from Corollaries 1.2 and 1.3, and is omitted, 
THEOREM 3. Let h he univalent in U, $: C’ x U+ C, and suppose that 
the differential equation 
ti(q(z), q’(z), z2q”(z); z) = h(z) 
has a solution q that satisfies either: 
(i) q is univalent on U except for those points [E dU for which 
lim, _ r q(z) = co, and II/ E Y[h( U), q], or 
(ii) q is univalent in U and $ E Y[h,( U), qp] for p,, < p < 1. 
Jfp is analytic in U with p(0) = q(O), if$(p(z), zp’(z), z’(z); z) is analytic in 
U and tf p satkfies (8), then p < q and q is the best dominant. 
3. BOUNDED DOMINANTS 
In this section we consider several interesting differential inequalities and 
subordinations obtained by selecting functions in the class Y[sZ, z]. 
Substituting Q = U and q(z) = z in Definition 1 we see that q(c) = e”, 
[q’(c) = e’” and Re[ 1 + T,q”({)/q’(c)] = 1. Hence the class Y[ U, z] consists 
of those Ic/: C3 x U + C that satisfy 
It+b(e”‘, me’“, t; :)I 3 1, 
when m31, Re[teP’“]>m(m-l), and ZEU. 
(14) 
THEOREM 4. Let A 3 0 and let B(z) he defined on U with Re B(z) 3 -A 
for z E U. [f p is analytic in U, p(0) = 0 and 
IAz*p”(z)+ B(z).zp’(z)+ [l-B(z)] p(z)1 < 1, (15) 
then p(z) i z. 
Proof: IfweletIl/(r,s,t;z)=At+B(z).s+[l-B(z)].r,then(15)can 
be rewritten as t,b(p(z), zp’(z), z2p”(z); z) E U, for z E U. We obtain our con- 
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elusion from Theorem 1 if we show that II/ E !P[ U, z], or equivalently if we 
show that $ satisfies (14). For ma 1, Re[tePiH] >m(m- 1) and ZE U we 
obtain 
bfWe, me”t; z)j 
= IAt+meiHB(z)+eie[l -B(z)]] 
>Re[Ate~‘H+l+(m-l)B(z)]~Am(m-l)+l+(m-l)(-A) 
=l+A(m-l)z>l. 
Hence $ E Y[ U, z] and we conclude that p(z) <z. 
If the expression in (15) is also analytic then 
A z2p”(Z) + B(z) zp’(z) + [ 1 - E(z)] p(z) < z 
implies p(z) < z, and q(z) = z is the best dominant. 
THEOREM 5. Let B(z) and C(z) be functions defined on U with B(z) # 0, 
and for each z E U suppose that at least one of the following conditions is 
satisfied.. 
(i) /B(z) + C(z)1 3 1 and Re[C(z)/B(z)] 3 - 1, or 
(ii) IImCC(zYW)ll 2 lAB(z 
Zfp is analytic in U, with p(O)=O, and if 
/B(z) zp’(z) + C(z) p(z)1 < 1, (16) 
then [p(z)1 < 1. 
Proof Letting $(r, s; z) = B(z). s + C(z). r, we obtain our conclusion 
from Theorem 1 by showing that (14) is satisfied. For this particular tj, 
condition (14) reduces to 
It)(e”‘, me’“; z)l = ImB(z) + C(z)1 3 1: 
when m 3 1 and z E U. This is equivalent to showing that 
L(m)=m21B12+2m Re[BC] + ICI’- 130, (17) 
when m 2 1 and z E U. The conditions in (i) imply that L( 1) 3 0 and 
L’(m) > 0 for m > 1, which subsequently implies (17). The condition in (ii) 
implies that the discriminant of L(m) is nonpositive and since JBI > 0 we 
conclude that (17) is satisfied. Hence $ E Y[ U, z], p < z, and [p(z)1 < 1. 
The last result of this section provides an example of a $ E Y[Q, q] for 
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which Q is not a domain in C and for which $(q(O), 0,O; Z)EQ [see 
Remark 31. 
THEOREM 6. Zf p is analytic in U with p(O) = 0, then 
IZP’(Z)l + IZ2P”(4/P(Z)l < 1 (18) 
implies that Ip( < 1. 
Proof If we let t,b(r, s, I; z)= Is/ + It/rl, then (18) can be rewritten as 
$(P(Z), ZP’(Z), z2P”(z); 2) E co, 11, 
for z E U. Even though rj is not continous at r = 0 and t,G(O, 0 O; z) $ [0, l), 
there are nontrivial functions p satisfying (18); for example, 
p(z) = p1 z + pz?, with (p,l and lp21 sufftciently small. We obtain our con- 
clusion from Theorem 1 if we show that $ E Y[ [0, l), z]. The proof is 
analogous to that of Theorem 4 and we obtain 
+(e’“, me’” , t;z)= Ime’“\ + Item-‘“1 >m+Re[te-“1 > 1, 
for m3 1, Re[te-“]>m(m- 1) and ZE U. Hence $(eiO,meiH, t;z)$[O, l), 
$ E Y[ [0, I), z], and by Theorem 1 we have Ip( < 1. 
4. DOMINANTS WITH POSITIVE REAL PART 
In this section we consider differential inequalities and subordinations 
obtained by selecting functions in the class !P[q(U), q], where q(z) = 
(1 +z)/(l -z). If I([ = 1, then q(i)= r,i (r2 real), is’([) = - (1 + ri)/2 and 
Re[ 1 + [q”([)/q’(1)] = 0. In this case the set Sz = q(U) = {z I Re z > 0} will 
be a domain. By Definition 1 the class Y[q( U), q] consists of those 
functions II/: C3 x U + C that satisfy 
Rerl/(r,i,s,,t,+t*i;z)~O, 
whenr,isreal,s,d -(l+r:)/2,s,+t,<O, andzEU. 
(19) 
THEOREM 7. If p is analytic in V with p(0) = 1, and if 
Re[2p(z) - zp”(z)/p’(z) - 1) > 0, (20) 
then Re p(z) > 0. 
Proof If we let q(z) = (1 + z)/( 1 - z) and $(r, s, t; z) = 2r - t/s - 1 then 
(20) can be expressed as $(p(z), zp’(z), z’p”(z); z) E q(U), for z E U. Note 
505/67,‘2-5 
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that rl/ is not continuous at s =0 and t+Qq(O), 0,O; z) $ Q = q(U) [see 
Remark 31. Nevertheless, p(z)= 1 +p,z+ p2z2, with Jp,I and Ip21 suf- 
ficiently small is an example of a function satisfying (20). The proof follows 
sinceRe$(r,i,s,,t,+t,i;z)= -(t,/s,+l)<O, whenr,is real,s,<Oand 
si + t, ,< 0. Hence by (19) and Theorem 1, p(z) < q(z) = (1 + z)/( 1 -z) and 
Re p(z) > 0. 
THEOREM 8. Let B(z) and C(z) be functions defined on U, with 
Jim C(z)1 6 Re B(z). (21) 
If p is analytic in U with p(0) = 1, and if 
Re[B(z) . zp’(z) + C(z). p(z)] > 0, (22) 
then Re p(z) > 0. 
Proof: If we let $(r, s; z) = B(z) ‘.Y f C(z). r and q(z) = (1 + z)/( 1 -z), 
then $: C’ x U -+ C and (22) becomes @(p(z), z@(z); z) E q( U), for z E U. If 
r2 is real and S, < - (1 +r:)/2 then from (21) we obtain 
Re$(r,i, s,;z)=s, Re B(z) - r2 Im C(z) 
< -(l+r:)ReB(z)/2+r,(ImC(z)l 
6 - (1 - r2)2 Re B(z)/2 < 0. 
Hence (19) is satisfied and by Theorem 1 we obtain p(z) <q(z) and 
Re p(z) > 0. 
If C(z) = 1 in Theorem 8, then the theorem yields (3). If B(z)= 1 in 
Theorem 8, then for Jim C(z)1 < 1 we obtain 
Re[zp’(z) + C(z). p(z)] > 0 =P= Re p(z) > 0. (23) 
A special case of this result leads to the following corollary. 
COROLLARY 8.1. Let g be analytic in U with g(0) = 1 and 
IIm zg’(z)/g(z)l < 1. Iff(z) =z+ ... is analytic in U then 
Ws(z).f’(z)l > 0 = Rdg(z)f(z)/zl> 0, 
or equivalently 
g(z)f’(z)<(l +zMl -z)=g(z)f(z)/z~(l +zMl -z). 
ProoJ: If we set C(z) = 1 -zg’(z)/g(z), then jIm C(z)1 < 1. If we set 
p(z) =g(z)f(z)/z, then p is analytic in U, p(O) = 1 and p satisfies 
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zp’(z) + C(z) p(z) = g(z) f’(z). Since Re g(z) f’(z) > 0, by (23) we get our 
result. 
As an example of this corollary, let f(z) = z + . . . be analytic in U and let 
g(z) = e’.‘, with 11.1 d 1. In this case \Im zg’(z)/g(z)l = IIm AZ\ < 1, and we 
obtain 
Re[e”f’(z)] > 0 =E- Re[e”‘f(z)/z] > 0. 
5. INTEGRAL INEQUALITIES 
In this ection we apply some of the differential inequalities of the 
previous two sections to obtain integral inequalities. 
THEOREM 9. Let y # 0 he a complex number and let 4 and cp be analytic 
in U, with d(z). q(z) # 0, d(O) = q(O), and 
IWW(z) + z&(z))l~cp(z)ll 6 Re &)/VP(~). (24) 
Let f be analytic in U with Re f (z) > 0, for z E U. If F= I(f) is defined by 
F(z)=yz -i’qS(z) -’ j=f(t) t’-‘cp(t)dt, 
0 
(25) 
then F is analytic in U, F(0) = f(0) and Re F(z) > 0 for z E U. 
Proqf: If we let z = 0 in (24) we obtain Re y B 0. The restrictions on y 
and the conditions on 4, cp and f imply that F is analytic in U and F(0) = 1. 
If we let B(z) = $(z)/ycp(z) and C(z) = (y&z) + zd’(z))/ycp(z), then condition 
(24) implies condition (21) of Theorem 8. Since Re f (z) > 0, by differen- 
tiating (25) we obtain 
Re[B(z) . zP(z) + C(z) F(z)] = Re f(z) > 0. 
Hence condition (22) of Theorem 8 is satisfied with p = F, and we conclude 
that Re F(z) > 0. 
EXAMPLE 1. If we let 4 = cp = 1 then (24) reduces to Re y > 0. Hence by 
Theorem 9 we obtain: if y # 0, Re y > 0, and f is analytic in U then 
Ref(z)>O*Re 
This result was previously obtained by D. Hallenbeck and S. Ruscheweyh 
[2, p. 1921 using a different method of proof. 
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EXAMPLE 2. If we let cp = 4 and y > 0 then (24) reduces to 
IIm z@(zM(z)I 6 1. (26) 
In this case, iff and 4 are analytic in U with d(z) # 0, and if y > 0 then 
The function d(z) = e’-’ satisfies (26) for 111 < 1. In this case we obtain 
Ref(z)>O=>Re 
THEOREM 10. Let y he a complex number, and let cp and 4 be analytic 
functions in U that satisfy 4(O) = 0, cp(O)/q6(0) = 0 and q(z). 4(z) # 0 ,for 
z # 0. For each z E U suppose that 
11 + Y + .4’(zMz)l~ cp(zYc&z) and ReCl + Y + z&(zMz)l~ 0. (27) 
Let f be analytic in U, f(O)= 0, and /j”(z)1 < 1 for ZE U. If F==(f) is 
defined by 
F(z)=z -‘b(z)-’ j;f(t)t+p(t)dt, 
then F is analytic in U, F(0) = 0, and IF(z)/ < 1 for z E U. 
(28) 
Proof Ifq4(z)=a,,z”+a,,+,z”+ + . . , with n 2 1, and if we let z = 0 in 
(27) we obtain 11 +y+nl >0 and Re[l +y+n]>O. These restrictions on 
y together with the conditions on 4, cp and ,f imply that the function F is 
analytic in U and F(0) =O. If we let B(z) = d(z)/cp(z) and C(z) = 
y#(z)/cp(z) +zd’(z)/cp(z), then B(z) #O and (27) is equivalent to (i) of 
Theorem 5. Since If(z)1 < 1, if we differentiate (28) we obtain 
Ill(z). zF’(z) + C(z). F(z)1 = If(z)/ < 1. 
Hence (16) of Theorem 5 is satisfied with p = F, and we obtain IF(z)1 < 1. 
The conclusion of the theorem can also be written as f(z) < z implies 
F(z)<z, or as If(z)1 < IzI implies IF(z)/ < IzI. 
EXAMPLE 3. If we let b(z) = q(z) = z and c1= y + 1 then condition (27) 
of Theorem 10 becomes 
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If c1 satisfies both of these conditions, then by Theorem 10 we have 
f(z)<z=zP s if(t) t”-‘dt<z. 
EXAMPLE 4. Let 4 be analytic in U with d(O) = 0, d’(O) = 1, and 
d(z) d’(z) # 0 for z # 0. If we let q(z) = z&(z) then (27) becomes 
I1 + Y + W(zMz)l 2 lz4vzMz)l and Re[ 1 + y + z~,P(z)/b(z)] > 0, 
and for y # - 1 these conditions are equivalent to 
Re[( 1 + y))‘z@(z)/d(z)] > - l/2 and Re[ 1 + y + z$‘(z)/#(z)] 2 0. 
If 1 + y > 0, then these conditions will hold if 
Re[zd’(zMz)l2 - (1 + Y)P. (29) 
Hence by Theorem 10 we obtain: if y > - 1, d(z) = z + . .. is analytic in U 
and satisfies (29), and 4’(z) # 0, then 
.f(z) 4 z = z -‘t/5(z)- I j-)(t) t’@(t) dt<z, 
or equivalently 
If(z)I < Izl ~/j-)-(t) W(t,dt)~ < lz’+‘&z)l. 
For the special case y = 0, (29) reduces to Re[z@(z)/&z)] > - l/2, and 
(30) simplifies to 
If( < I4 - @4 d’(t) dtl G 14(z)l. 
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