Abstract. Local quadratic Lyapunov functions are combined to a global Lyapunov function for the Douglas-Rachford algorithm in the case of a non-convex geometry, in order to prove global convergence to the intersection points, as well as various robustness properties. Specifically, the case where one set is a line and the other a union of two lines is considered, with the latter set being non-convex. An explicit formula for the global Lyapunov function is given in terms of the problem parameters.
1. Introduction 1.1. Background. The Douglas-Rachford algorithm, which was originally introduced in [DR56] , is a well known method for finding the intersection of two or more closed sets in a Hilbert space. This algorithm has been found to be useful in the case where the sets are convex, as well as in the case where at least one of the sets is non-convex. See [BCL02, LM79] for the convex case and [AABT14, ERT07, GE08] for the non-convex case, to mention just a few. While there are results explaining the behaviour of the algorithm in the convex case, much less is known in the non-convex setting.
Given a non-empty set A in a Hilbert space (H, · ), define the projection operator P A : H ⇒ H by Note that in general P A can be multi-valued. Given two closed, non-empty sets A, B ⊆ H, define the Douglas-Rachford operator T A,B : H ⇒ H by T A,B := I + R B R A 2 , where I : H → H is the identity operator and given a set A ⊆ H, R A is the reflection operator, given by R A := 2P A − I. The case where A ∩ B = ∅ is known as the feasible case. In this paper we will only discuss the feasible case. Given x 0 ∈ H, define the sequence {x n } ∞ n=0 by the following recursive condition, x n+1 ∈ T A,B x n , n ∈ Z + , (1.1) as a difference inclusion system, and the sequence {x n } ∞ n=0 is also known as a trajectory of the system originating at x 0 . An operator T : H → H is said to be firmly non-expansive if for every x, y ∈ H, T x − T y 2 + (I − T )x + (I − T )y 2 ≤ x − y 2 .
In the case where both A and B are convex, it is known that T A,B is single-valued and firmly non-expansive. See for example [GK90, Ch. 12] . It then follows that if H is finite dimensional, then for every x 0 ∈ H, the Douglas-Rachford iteration of x 0 is norm convergent. If H is infinite dimensional, the norm convergence is replaced by weak convergence. See [Opi67] .
In the non-convex setting, different techniques are needed in order to prove convergence. A case which has been studied in detail is the case where A is the unit Euclidean sphere and B is a line in H. This case was first considered in [BS11] and later studied in [AAB13, Ben15] . Other non-convex cases were studied in [AABT16, BLS + 16, DT17, HL13, LP16]. In [BS11] , the authors show local convergence to the intersection points. The authors also show that in some special cases one can obtain global convergence, and that in the non-feasible case, the Douglas-Rachford iteration is divergent. A stronger result with a larger, explicit domain of convergence was proved in [AAB13] .
A different and powerful approach to studying the convergence of the Douglas-Rachford iteration is through the notion of a Lyapunov function. Broadly speaking, V : H → [0, ∞) is a Lyapunov function for the Douglas-Rachford operator if it satisfies V (T A,B x) ≤ V (x) for all x ∈ H. See Section 3 below for a more precise definition which will be used here. In [Ben15] , the author gives an explicit construction of a Lyapunov function for the Douglas-Rachford operator in the case of the sphere and a line. This in turn implies global convergence for all points which are not in the subspace of symmetry. In fact, the construction in [Ben15] can be used to prove a type of convergence which is stronger than norm convergence. See [Gil16] and also the discussion in Section 3.
Finding a Lyapunov function for a given operator is particularly useful, since there exists a rich theory that relates the existence and properties of Lyapunov functions to the asymptotic properties of the corresponding iteration sequences. We refer the reader to [Kel15] and the reference therein to a thorough discussion on this theory. Finding a Lyapunov function for a Douglas-Rachford operator is therefore a powerful tool in understanding the asymptotic behaviour of the sequence (1.1).
The case of lines in R
2 . A case which is elementary and well understood is the case of two straight lines in R 2 . Suppose then that A and B are two non-parallel straight lines in R 2 which intersect at a point p, cf. Fig. 1 . Assume also that the angle from B to A is θ ∈ (0, π). In this case it is straightforward to show that the Douglas-Rachford operator is affine, and is given by
See Proposition 2.3 below for a proof of this fact. In particular, it follows that in this case T A,B is merely a rotation around p, combined with a scaling factor of | cos θ|. As a result, if we define V :
then we have
that is, V is strictly decreasing along trajectories, which is a desired property for a Lyapunov function. Notice that we chose V to be the distance to p squared. This choice is often more convenient from a computational point of view, and it is usually the convention in the control theory literature. Since the case of two lines is simple and well understood, a natural question is the following: what happens when we add a third line? That is, one is interested in the case where A is not a single line, but is given by A = A 1 ∪ A 2 , where A 1 , A 2 are two nonparallel straight lines in R 2 . Notice that in this case, we have an additional complication due to the fact that for some choices of x we have T A,B x = T A 1 ,B x, while for other choices we have T A,B x = T A 2 ,B x (and for certain choices, T A,B might be multi-valued, see Section 2.1 below for a detailed discussion). In this paper we will assume that B is given by the x-axis, and the lines A 1 , A 2 have angles θ 1 , θ 2 , respectively, with the positive x-axis, cf. Fig. 2 .
Figure 2. The geometry studied in the paper: One non-convex set consisting of two lines (red) and another convex set consisting of a line (blue) with two unique intersection points p 1 and p 2 .
Sagemath [Dev17] code in the form of a jupyter notebook is available at [GR17] for the interested reader to experiment with. This code implements the geometry described above as well as the associated Douglas-Rachford operator.
In the main result in this paper, Theorem A in Section 2, it is shown that for certain choices of angles θ 1 , θ 2 , one can explicitly construct a Lyapunov function. The constructed function enjoys some continuity properties, as well as good bounds on the rate of decay along trajectories. More importantly yet, it is constructed by combining two local Lyapunov functions corresponding the equilibrium points at p 1 and p 2 , respectively.
As mentioned above, one of the advantages of using Lyapunov functions is the fact that in many cases, the existence and properties of a Lyapunov function imply types of convergence which are stronger than point-wise norm convergence. In the main result in Section 3, Theorem B, it is shown that using the construction from Theorem A, the Douglas-Rachford iteration is robustly KL-stable for certain choices of angles θ 1 , θ 2 . This means that even if we allow small perturbations of the elements of the sequence (1.1), we still obtain uniform convergence on bounded sets. See Section 3 for the exact formulation, as well as for the explicit bounds which are obtained.
Organisation of the paper. In Section 2.1, we formulate the problem and state the main result of this paper, Theorem A, which is then proved in Section 2.2. In Section 3 we discuss the stability properties of the Douglas-Rachford iteration that result from the existence of a Lyapunov function. In Section 3.1, we collect some definitions and known results regarding Lyapunov functions and stability of discrete time dynamical systems. In Theorem B in Section 3.2 it is shown how Theorem A can be used to prove stability properties of the Douglas-Rachford iteration. In Section 4, we prove the auxiliary results which are used in the proof of Theorem A and Theorem B. Finally, in Section 5, we discuss some open problems and directions for future research.
2.
A Lyapunov function for the case of two lines and one line 2.1. Setting. In this paper we focus on the two dimensional case, that is, when H = R 2 . Assume that A 1 , A 2 , are two non-parallel straight lines that each form a positive angle with the positive x-axis, and let A be given by
Without loss of generality, assume that B be the x-axis, and that we have
Here and in what follows e 1 , e 2 denote the standard basis vectors in R 2 , e 1 = (1, 0), e 2 = (0, 1). Denote by θ 1 , θ 2 , the angles of A 1 , A 2 , respectively, with the positive x-axis, as denoted in Fig. 2 . Again, without loss of generality we may assume that 0 < θ 1 ≤ π/2 and θ 1 < θ 2 < π (we exclude the cases θ 1 = 0, θ 2 = 0, and θ 1 = θ 2 since in this case we have parallel lines, or lines that coincide). Define the following three sets in R 2 ,
Notice that with the setting above, we have Figure 3 . Regions where the Douglas-Rachford operator is single, respectively, multi-valued in the case of two lines and one line. The orange domain is D 1 , the yellow domain is D 2 (the operator is singleton valued in both cases), and the two brown lines are D 3 (here it has two values).
Next, for i = 1, 2 define functions
where here and what follows R + = [0, ∞). Our main result gives a sufficient condition for V (x) := V 1 (x) α V 2 (x) to be a Lyapunov function for the equilibrium set {p 1 , p 2 } with respect to the dynamics x + = T A,B x, cf. also Fig. 4 .
Suppose that there exist α ∈ (0, ∞) and γ ∈ (0, 1] such that
Then the function V :
Remark 2.1. Notice that since 0 < θ 1 < θ 2 < π, we have
Figure 4. The domain in terms of θ 1 and θ 2 where there exists an α such that condition (2.5) holds, for γ = 0.999 (left) and γ = 1/2 (right). The red dashed line is θ 2 = θ 1 . and cos
Thus, by the definition of Θ given in (2.4), we have that Θ ≥ 1.
Remark 2.2. Note that condition 2.5 is equivalent to
In particular, if either θ 1 = π/2 or θ 2 = π/2, we can choose an α such that (2.8) holds.
Proof of Theorem A.
We begin by summarising the idea of the proof. It is to show that the set of points
is empty for certain combinations of θ 1 , θ 2 , γ, α. The condition in (2.9) translates to
Start by assuming x is such that T A,B x = T A 1 ,B x. So for x to be in the set in (2.9), we have
where ρ 2 = γ 1 cos 2 θ 1 α . We then show that the set B 2 (ρ 2 ) in (2.10) is a disc, cf. Lemma 2.4 below. Under the conditions of Theorem A, this disc is contained in D 2 , cf. Fig. 5 below, the set of points x where T A,B x = T A 2 ,B x, a contradiction. Hence we must have that
for all x ∈ D 1 . A symmetric argument holds for x ∈ D 2 , and the third case, x ∈ D 3 , is simple and discussed in the detailed proof of the theorem.
We continue by stating three technical results which will be used in the detailed proof of Theorem A. We postpone the proof of these results until Section 4.1.
Proposition 2.3. For i = 1, 2 and x ∈ R 2 , we have
In particular, if V 1 , V 2 , are defined as in (2.3), then for all x ∈ R 2 ,
Next, we characterise the sets on which V 1 , V 2 , are increasing. Given x ∈ R 2 and ρ > 0, let B(x, ρ) denote the open ball centred at x with radius ρ, with respect to the Euclidean norm. Given ρ > 0, define also the sets of points B i (ρ), where V i increases along trajectories of T A j ,B , j = i, by at least a factor of ρ (possibly smaller than one), namely,
The following result holds.
Lemma 2.4 implies that by choosing ρ i , i = 1, 2, sufficiently large, we can guarantee that the sets B i (ρ i ) lie entirely inside either D 1 or D 2 . This is formulated in the following lemma.
Lemma 2.5. Assume that θ 1 , θ 2 ∈ (0, π), and let Θ be defined as in (2.4).
With Lemma 2.4 and Lemma 2.5 in hand, we are now in a position to prove Theorem A.
Proof of Theorem A. First, notice that by Remark 2.2, we have
(2.13)
x) = 0 and so (2.7) holds. Assume then that x ∈ D 1 \ {p 1 , p 2 }. In this case T A,B is single-valued. Assume then that we have
(2.14)
It is known that the following holds,
where in ( * ) we used the fact that x ∈ D 1 and (2.2) and in ( * * ) we used Proposition 2.3. Thus,
Note that we are allowed to divide by V 1 (x) since we assumed that x / ∈ {p 1 , p 2 }. Thus, we can then apply Lemma 2.4 to obtain
On the other hand, by Lemma 2.5 we have
and so x ∈ D 2 , which is a contradiction to our assumption that x ∈ D 1 \ {p 1 , p 2 }. Thus, the condition V (T A,B x) > γV (x) cannot hold and we have V (T A,B x) ≤ γV (x). Next, if x ∈ D 2 \ {p 1 , p 2 }, then we have by Remark 2.2 and (2.8)
Again by the definition of V in (2.6) and Proposition 2.3,
. Thus, using (2.16) and (2.14), we get
and then as before, from Lemma 2.4 and Lemma 2.5 it follows that we must have x ∈ D 1 , which is a contradiction. Thus we must have V (T A,B x) ≤ γV (x).
Finally, assume that x ∈ D 3 \ {p 1 , p 2 }. Then by (2.2),
then it must follow that x ∈ D 1 . In both cases we get x / ∈ D 3 and so neither of the inequalities can hold true. We therefore have in this case V (T A 1 ,B x) ≤ γV (x) and V (T A 2 ,B x) ≤ γV (x). Inequality (2.7) thus holds for all x ∈ R 2 , and the proof is therefore complete. 3. Robust stability of the Douglas-Rachford iteration 3.1. Stability properties of discrete time dynamical systems. We begin by recalling some known definitions and results from the theory of discrete time dynamical systems. For more information on the subject, see [Kel15] . Let U ⊂ R d , T : U ⇒ U be a multi-valued map, and consider the difference inclusion
with initial condition x 0 ∈ U . For simplicity, we will focus on the case U = R 2 in what follows.
Let S(x 0 , T ) denote the set of all solutions to (3.1), and let φ(x 0 , n) ∈ S(x 0 , T ) denote a solution to (3.1), that is, φ :
Next, we define several stability properties of the system (3.1). In order to do that, we need the following concepts. A function β : R + × R + → R + is said to be of class KL if for every t ∈ R + , β(·, t) is continuous, strictly increasing, and β(0, t) = 0, and also for every s ∈ R + , β(s, ·) is decreasing, and satisfies β(s, t) t→∞ −→ 0.
Definition 3.1 (KL-stability). Assume that ω 1 , ω 2 : R 2 → R + are two continuous functions. The difference inclusion (3.1) is said to be KL-stable with respect to (ω 1 , ω 2 ) if there exists β ∈ KL such that for every x ∈ R 2 , every φ ∈ S(x) and every n ∈ Z + ,
Next, we consider a stronger notion, known as robust KL-stability. Let σ : R 2 → R + and for a set K ⊆ R 2 define its dilation with respect to σ as follows,
where here and in what follows, B[x, σ(x)] denotes the closed ball centred at x with radius σ(x), with respect to the Euclidean norm. Also, given a map T : R 2 ⇒ R 2 , define the σ-perturbation of T as follows,
and let S σ (x 0 , T ) := S(x 0 , T σ ) be the collection of all solutions to the perturbed difference inclusion x n+1 ∈ T σ x n with initial condition x 0 . Notice that if σ ≡ 0, the constant zero function, then T σ = T .
Finally, given a continuous function ω 1 : R 2 → R + , define the following two sets,
and
We are now in a position to define robust KL-stability.
Definition 3.2 (Robust KL-stability). Assume that ω 1 , ω 2 : R 2 → R + are continuous. The difference inclusion (3.1) is said to be robustly KL-stable with respect to (ω 1 , ω 2 ) if there exists a continuous function σ :
(1) For all x ∈ R 2 \ A, σ(x) > 0; (2) A σ = A; (3) The difference inclusion is x n+1 ∈ T σ x n is KL-stable with respect to (ω 1 , ω 2 ).
3.2. Lyapunov functions and robust stability of the Douglas-Rachford iteration. A function ϕ : R + → R + is said to be of class K ∞ if it is continuous, strictly increasing, unbounded, and ϕ(0) = 0. We have the following definition.
Definition 3.3 (Lyapunov function). Assume that ω 1 , ω 2 : R 2 → R + are two continuous functions. A function V : R 2 → R + is said to be a Lyapunov function with respect to (ω 1 , ω 2 ) for the difference inclusion (3.1) if there exist ϕ 1 , ϕ 2 ∈ K ∞ and γ ∈ [0, 1) such that for all x ∈ R 2 ,
where A is defined as in (3.2).
There is an intimate connection between the stability properties of the difference inclusion (3.1) and the existence and properties of associated Lyapunov functions. In particular, the following is known.
Theorem 3.4 ([KT05, Thm 2.8]). Assume that T : R 2 ⇒ R 2 is such that T x is compact for all x ∈ R 2 . Assume also that there exists a continuous Lyapunov function on R 2 with respect to two continuous functions ω 1 , ω 2 . Then the difference inclusion (3.1) is robustly KL-stable with respect to (ω 1 , ω 2 ).
Since the Lyapunov function we are using is given in (2.6), a natural and simple choice for ω 1 would be
In particular, this implies that
Next, we show that there is a simple way to choose σ.
Proposition 3.5. Let V : R 2 → R + be defined as in (2.6). Let ε ∈ (0, 1), and define σ :
Proof. Let z ∈ B[x, σ(x)]. First, notice that since ε ≤ 1, we have
Therefore, we have
and so
and similarly,
Hence,
Since z ∈ B[x, σ(x)] is arbitrary, the result follows.
Using Theorem 3.4 together with Theorem A, we have the following.
Theorem B. Assume that θ 1 ∈ (0, π/2], θ 2 ∈ (θ 1 , π) are such that there exist α ∈ (0, ∞) and γ ∈ (0, 1) that satisfy (2.5). Let ε ∈ (0, 1) be such that (1+ε) 2 γ < 1. Let σ : R 2 → R + be defined as in (3.7). Also, let ω 1 be the function defined in (3.6), and let ω 2 : R 2 → R + be the following continuous function,
(3.11)
Then V as defined in (2.6) is a Lyapunov function for T A,B with respect to (ω 1 , ω 2 ) in the sense of Definition 3.3. Also, the Douglas-Rachford iteration x n+1 ∈ T A,B x n is robustly KL-stable with respect to (ω 1 , ω 2 ). More specifically, we have for all x ∈ R 2 and n ∈ Z + ,
The proof of Theorem B follows closely the scheme of proof from [KT05] .
Proof of Theorem B. Let x ∈ R 2 . By the definition of the σ-perturbation, we have
where in (♣) we used Proposition 3.5 and in (♠) we used (2.7) in Theorem A. Let x ∈ R 2 and φ ∈ S σ (x, T A,B ). Then for all n ∈ Z + , we have by (3.12),
Let ϕ 1 , ϕ 2 : R + → R + be defined as follows,
(3.14)
Then clearly ϕ 1 , ϕ 2 ∈ K ∞ . Also, for all x ∈ R 2 , clearly we have
and so (3.3) holds. Next, if x ∈ A = A ∩ B, then we have φ(x, n) = T n A,B x = x for all n ∈ Z + , and so
which implies that x ∈ A σ . Thus, we have A ⊆ A σ . Since the other inclusion always holds, we have in fact A = A σ , which means that (3.5) holds. Finally, (3.4) holds by Theorem A. Hence, V is a Lyapunov function in the sense of Definition 3.3.
To conclude the proof of Theorem B, notice that by the choice of ϕ 1 and ω 1 , we have for φ ∈ S σ (x, T A,B ),
Altogether, for all x ∈ R 2 and n ∈ Z + ,
It is trivial to show that the function β :
is a KL-class function. The proof is therefore complete.
Theorem B immediately implies that on bounded sets, we obtain a type of convergence which is stronger than uniform convergence. More specifically, if we consider trajectories which originate from a bounded sets and are 'close enough' to the Douglas-Rachford iteration sequence, we still have uniform convergence. This is formulated in the following corollary.
Corollary 3.6. Assume that θ 1 ∈ (0, π/2], θ 2 ∈ (θ 1 , π) are such that there exist α ∈ (0, ∞) and γ ∈ (0, 1) that satisfy (2.5). Let ε ∈ (0, 1) be such that (1 + ε) 2 γ < 1. Let σ : R 2 → R + be defined as in (3.7). Then
Proof. Since K is bounded, there exists M ∈ R + such that
Thus, by Theorem B, we have for all n ∈ Z + ,
Since γ and ε are such that (1 + ε) 2 γ < 1, the result follows.
In the following corollary, it is shown that using Theorem B, one can obtain a quantitative bound on the number of steps required to determine the limit of a trajectory originating from a given point. First, we need the following proposition, whose proof is postponed to Section 4.2.
Proposition 3.7. Let i = 1, 2, and let D 3 be the set defined in (2.1). Then
In particular, for every n ∈ Z + ,
With Proposition 3.7 in hand, we have the following.
Corollary 3.8. Assume that θ 1 ∈ (0, π/2], θ 2 ∈ (θ 1 , π) are such that there exist α ∈ (0, ∞) and γ ∈ (0, 1) that satisfy (2.5). Let D 3 be the set defined in (2.1), and define
Let x ∈ R 2 and assume that n 0 ∈ Z + satisfies
Then for all φ ∈ S σ (x, T A,B ) and all n ≥ n 0 ,
Proof. Inequality (3.18) follows immediately from (3.17) and Theorem B. Next, note that we must have r ≤ 1/2. Thus, if (3.18) holds, then we must have either d(φ(x, n 0 ),
Assume that the first case holds. Then
Therefore, by Proposition 3.7, we have for all n ≥ n 0 ,
which implies that φ(x, n) n→∞ −→ p 1 . The second case is completely analogous, and so the proof is complete.
In order to compute r as in Corollary 3.8, one can use the following proposition.
Proposition 3.9. We have
In particular, r as defined in Corollary 3.8 is given by
The proof of Proposition 3.9 can be found in Section 4.2. See also Fig. 6 for an illustration of the regions of attraction in the case θ 1 = π/3, θ 2 = 2π/5.
Proof of auxiliary results

Section 2 auxiliary results.
Proof of Proposition 2.3. The vectors v A i = (cos θ i , sin θ i ) and v B = (1, 0) = e 1 are parallel to A i and B, respectively, and of norm 1. Let P A i , P B , be the (orthogonal) projections on A i , B. Then since we want P A i x, v A i = x, v A i and P B x, v B = x, v B , we conclude that
Now, we have
Thus,
Figure 6. Regions of attraction for the case θ 1 = π/3, θ 2 = 2π/5 (for which condition (2.5) holds). The green circles are the circles centred at D 3 ), respectively. The figure is based on about 1.5 million data points. Now, since v A i = (cos θ i , sin θ i ), we have
Therefore,
Altogether,
Finally, note that we have
and this completes the proof.
Proof of Lemma 2.4. Prove the first case first. By Proposition 2.3, we have
where
Also, notice that S θ 2 e 1 = e 1 + tan θ 2 e 2 , and so
The inequality 
Since θ 2 ∈ (0, π), we have sin θ 2 ≥ 0 and so
Thus, (4.2) is equivalent to
.
e 1 , this proves the first case. To prove the second case, notice that by Proposition 2.3,
, where now
Now, we have S θ 1 e 1 = e 1 + tan θ 1 e 2 , and so 1 2 e 1 − S θ 2 e 1 = − 1 2 e 1 − tan θ 2 e 2 .
The inequality V 2 (T A 1 ,B x) > ρV 2 (x) is thus equivalent to
Then continue as in the first case.
Before we can prove Lemma 2.5, we need the following proposition, which gives a characterisation of the set D 3 . Note that since A 1 and A 2 are two non-parallel straight lines, their intersection is a single point. The following result holds.
Proposition 4.1. Let D 3 be the set defined in 2.1. Also, let c be the intersection point of A 1 and A 2 . Then we have
where n 1 , n 2 , are given by
Proof. The line A 1 is the collection all points x ∈ R 2 that satisfy
x, e 1 sin θ 1 − x, e 2 cos θ 1 + 1 2 sin θ 1 = 0.
Similarly, the line A 2 is the collection of all points x ∈ R 2 that satisfy
x, e 1 sin θ 2 − x, e 2 cos θ 2 − 1 2 sin θ 2 = 0.
Solving these two equations implies that the intersection point c between A 1 and A 2 is given by
Now, the (normalised) normal vectors to the lines splitting the angles between A 1 and A 2 are given by
We are now in a position to prove Lemma 2.5.
Proof of Lemma 2.5. We begin by proving (2.11). Since the direction vector of A i is (cos θ i , sin θ i ), we have d p 1 + cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 , A 1 = p 1 + cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 − p 1 , sin θ 1 e 1 − cos θ 1 e 2 = cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 , sin θ 1 e 1 − cos θ 1 e 2 = cos θ 1 cos θ 2 sin θ 2 ρ − cos 2 θ 2 and d p 1 + cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 , A 2 = p 1 + cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 − p 2 , sin θ 2 e 1 − cos θ 2 e 2 = −e 1 + cos θ 2 sin θ 2 ρ − cos 2 θ 2 e 2 , sin θ 2 e 1 − cos θ 2 e 2 = cos 2 θ 2 sin θ 2 ρ − cos 2 θ 2 + sin θ 2 , Now, since θ 1 ∈ (0, π/2] and θ 2 ∈ (0, π), we have | cos θ 1 cos θ 2 | < 1, cos 2 θ i < 1, and sin θ 2 > 0. Also, by Remark 2.1 and since we assumed that ρ ≥ Θ, we have | cos θ 1 cos θ 2 | < 1 ≤ ρ. Therefore, we have Combining (4.6) and (4.7), it follows that p 1 + cos θ 2 sin θ 2 ρ 2 −cos 2 θ 2 e 2 ∈ D 1 . Therefore, in order to prove (2.11), it is enough to show that
that is, we want the radius of the ball to be smaller than the distance of the centre to the boundary of D 1 (which is exactly D 3 ). Now, by Proposition 4.1, we have
Next, notice that
Now, note that we have
As a result, we have Combining (4.14) and (4.15), (2.11) follows.
The proof of (2.12) is similar to the proof of (2.11). First, note that d p 2 − cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 , A 1 = p 2 − cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 − p 1 , sin θ 1 e 1 − cos θ 1 e 2 = e 1 − cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 , sin θ 1 e 1 − cos θ 1 e 2 = cos 2 θ 1 sin θ 1 ρ − cos 2 θ 1 + sin θ 1 , and d p 2 − cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 , A 2 = p 2 − cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 − p 2 , sin θ 2 e 1 − cos θ 2 e 2 = cos θ 1 sin θ 1 ρ − cos 2 θ 1 e 2 , sin θ 2 e 1 − cos θ 2 e 2 = cos θ 1 sin θ 1 cos θ 2 ρ − cos 2 θ 1 .
Again, since θ 1 ∈ (0, π/2], θ 2 ∈ (0, π) and ρ ≥ Θ ≥ 1, we have Figure 7 . The Douglas-Rachford scheme for a triangle (as a simple polygon) and a straight line. At each point we reflect either with respect to the blue line and one of the red lines (the yellow-orange domains) or with respect to the blue line and one of the red points (the green domains). The black lines are where the map is multi-valued.
