Passivity-based design approaches for hybrid attitude control of spacecraft using continuous magnetic torques and impulsive thrusts are proposed. The classical passivity notions, the passivity theorem, and the Kalman-YakubovichPopov conditions are extended to hybrid systems and used for linear passivity-based controller design. The plant's output dynamics are manipulated such that the hybrid extended (time-varying) Kalman-Yakubovich-Popov conditions are satisfied, hence establishing the plant's passivity. Then, evoking the hybrid passivity theorem that states the negative feedback interconnection of a passive hybrid plant and an input strictly passive hybrid controller is input-output stable, two such controllers are proposed: a proportional feedback controller with constant positive gains; and a dynamic compensator, developed using the hybrid algebraic (time-invariant) Kalman-YakubovichPopov conditions, that actively adjusts the gains based on the system's dynamics and response. Numerical simulations validate the proposed controllers' functionality and suggest performance improvements gained via hybrid control. The effects of random sensor noise are also studied, and the results suggest enhanced immunity in terms of performance arising from the use of the dynamic compensator instead of the constant-gain controller. 
T HIS paper focuses on passivity-based control of hybrid (continuous/impulsive) systems, with applications to the hybrid system emerging from combination of magnetic torquers and impulsive thrusters for spacecraft attitude control purposes. Passivity is intimately tied to the notion of energy and, for the interconnection of a plant and a controller, the passivity theorem (that states the negative feedback of a passive plant and an input strictly passive controller is input-output stable) enables a physical interpretation of stability by considering how much energy is injected into and dissipated by the system [1] . A survey of passivity-based feedback control designs was presented in [2] . Using the positive realness of a system's transfer function for stability analysis and developing algebraic criteria to guarantee this property date back to classical papers such as [3] [4] [5] [6] . A discussion of the more generalized concept of dissipativity, of which passivity is a special case, was provided in [7, 8] , and an extension of dissipativity to affine nonlinear systems was performed in [9] . Extending the notion of dissipativity to nonlinear hybrid systems that also include impulsive dynamics, a rigorous study on the stability of open-loop systems and their feedback interconnection was conducted in [10, 11] , respectively. Also presented in [10] were generalized interpretations of hybrid energy balance between the system's stored and dissipated energies, as well as a specialization of the stability results and the extended algebraic Kalman-Yakubovich-Popov (KYP) conditions to passive and nonexpansive hybrid systems. A notion of passivity for switched systems with multiple continuous states that are mapped by a set of discrete states (also referred to as "hybrid") was provided in [12] .
In terms of applications, passivity-based nonlinear control synthesis was explored in [13] , in which a brief discussion of possible extensions to discrete-time systems was also provided. Passification methods (for rendering a system passive) were proposed in [14] for passivity-based design of nonpassive systems, such as some flexible aerospace structures. An example of passive design for hybrid impulsive systems that exhibit dissipation only in continuous-or discrete-time dynamics was considered in [15] . Focusing on spacecraft equipped with magnetic torquers and reaction wheels, passivity-based design was used in [16] for attitude control. Some other spacecraft-related applications of the passivity theorem were discussed in [17] .
In this paper, a set of extended KYP conditions similar to those derived in [10] for hybrid impulsive systems, in conjunction with additional extensions to time-varying systems resembling those in [16] , is employed to design a plant that is passive, in a hybrid sense. Two different feedback controllers are then considered, which are both input strictly passive, as required by the passivity theorem: a proportional hybrid controller with positive constant gains for both continuous-and discrete-time outputs, and a dynamic compensator (similar to the one proposed in [18] ) that judiciously adjusts the feedback gains and ensures the controller's input strict passivity using a hybrid extension of a specialization of the algebraic KYP conditions of [10] . Adopting a passivity-based control scheme is primarily motivated by expectations on the robustness of such controllers [14, 16] , whereas proposing a dynamic compensator in addition to a simple constant-gain controller is driven by the latter's enhanced capability in filtering out sensor noise and in producing potentially smoother control inputs.
Attitude control using magnetic torquers relies on electromagnetic interactions between mutually perpendicular current-carrying coils and the geomagnetic field and, as a result, is a particularly attractive option for near-Earth spacecraft because of its efficiency and absence of fuel requirements [19] . Among earliest studies on magnetic attitude control was that performed in [20] , in which the feasibility of using magnetic torquers for two-axis control of the Orbiting Astronomical Observatory was studied and confirmed using experiments. Another practical application to three-axis stabilization of spacecraft was in the Ørsted satellite mission that was launched in 1999 [21] [22] [23] . A very recent application, discussed in [24] , was in the design of UPMSat-2, which was a microsatellite scheduled for launch in 2015 that relied only on magnetic torquers and magnetometers with new laws based on modifications of the classical B-dot control (originally proposed in [25] , with control inputs proportional to the derivative of the magnetic field vector).
A concise survey of the studies performed on magnetic attitude control was provided in [26] . It is well known that this mechanism inherently suffers from instantaneous underactuation that arises from orthogonality of the magnetic field vector to the control torque; however, owing to the time-varying nature of Earth's magnetic field, the attitude control system of interest possesses, on average, controllability properties (over some time interval) for a range of orbit inclinations [22, 26, 27] . In addition to the pointwise uncontrollability issue, there is also an intrinsic gain limitation associated with stabilization using magnetic actuators, as demonstrated in [28] . Early works on magnetic attitude control include that in [25] , in which B-dot control was proposed upon considering approximate solutions to the nonlinear time-varying problem, as well as that in [27] , which employed linear timeinvariant (LTI) techniques upon averaging the magnetic field over one orbit. With the aim of using magnetic torquers for momentum dumping, [29] also relied on averaging assumptions. Suggested in [30] were some control allocation techniques for auxiliary magnetic controllers used for oscillation dampening. Local and global three-axis stabilization results using purely magnetic control were derived in [21, 23] , relying on the quasi-periodic nature of the geomagnetic field.
With the quasi-periodicity assumption, various time-varying magnetic attitude controllers were developed in [22] , and optimal periodic control approaches were proposed in [31, 32] . A magnetic linear quadratic Gaussian controller was presented in [33] using state estimates for feedback. Considering a discrete-time design problem using magnetic actuators, projection-based optimal output feedback control techniques were introduced in [34] . Abandoning the periodicity assumption, full state feedback using only magnetic actuation was considered in [35] for an almost globally stable solution, but the aforementioned scaling condition restricting the control gains remained. Providing an auxiliary impulsive control mechanism to complement the continuous control of the magnetic torquers is thus partly motivated by a need to alleviate the gain limitation inherent to linear magnetic control. Although nonlinear controllers may be able to overcome such a gain limitation associated with proportional-derivative (PD) control, the proposed designs aim to achieve infinite gain margin using linear passivity-based control. Hybrid magnetic attitude control using both continuous and impulsive torques, along with a corresponding hybrid stability analysis approach, were proposed in [36] but, similar to many other previous works, used optimal control concepts (that did not inherently guarantee robustness) as opposed to the passivity-based techniques used in this paper. Passivity-based linear time-varying (LTV) attitude control was addressed in [16] , but using reaction wheels (that also provide continuous torques) in tandem with magnetic torquers. This paper focuses on passive continuous/ impulsive (referred to as hybrid) attitude control, presenting novel design schemes that are inherently stable owing to their passivitybased design. The paper's organization is as follows: First, some well-known definitions and lemmas pertaining to passivity, as well as the passivity theorem, are extended in Sec. II to hybrid systems. Sets of hybrid extended and algebraic KYP conditions that apply to timevarying and time-invariant hybrid systems, respectively, are also provided in this section. The kinematics and dynamics of the attitude control problem of interest, in the presence of gravity gradient and residual magnetic disturbance torques, are described in Sec. III. The system model is then linearized in Sec. IV, and the hybrid passivity theorem and KYP conditions of Sec. II are subsequently employed to design two types of passivity-based hybrid magnetic attitude controller: one with constant gains, and one with a dynamic compensator structure. Lastly, some simulation results, using the full nonlinear model, are presented in Sec. V to assess the performance of the proposed control schemes and study the effects of sensor noise on the controllers' performance, and some concluding remarks are provided in Sec. VI.
II. Hybrid Passivity
Consider a hybrid (continuous/impulsive) LTV system, with impulses applied at t k , k ∈ N, represented by y G h u, where u fu c t; u dk g consists of both continuous-and discrete-time control inputs; and y fy c t; y dk g consists of both continuous-and discrete-time outputs. Assume u c and y c have the same dimensions as do u d and y d . The continuous-time portion of G h at t ≠ t k is given, with the initial condition xt 0 x 0 , by
whereas the discrete-time portion of G h at t t k is given by
where xt:R → R n×1 is the state vector; u c t:R → R m c ×1 and 
The hybrid extended L h 2e space is defined as the Cartesian product of the extended continuous-and discrete-time finite norm spaces (L h 2e ≜ L 2e × l 2e ), such that a truncated hybrid vector function (that becomes identically zero after some time t t between impulses tN −1 <t < tN) v^t fv ct t; v dkt g ∈ L h 2e if both v ct t ∈ L 2e and v dkt ∈ l 2e . More precisely,
wheret denotes the truncation time (0 <t < ∞) and, afterN − 1 impulses, tN −1 <t < tN. The variablet is considered to be strictly less than tN in order to avoid ambiguity about whether or not there is a nonzero impulsive thrust at time tN. Consistent with the definition of N − 1 being the last nonzero thrust, the impulsive thrust at tN is set to zero.
2e and w ∈ L h 2e ), is defined as Follows:
Similar to the classical inner product and L 2 or l 2 norms, the hybrid (truncated) inner products and norms defined in Definition 2.3 satisfy the Cauchy-Schwarz inequality, as stated in Lemma 2.1 as follows:
Lemma 2.1:
2e and w ∈ L h 2e , the Cauchy-Schwarz inequality holds using hybrid (truncated) inner products and norms:
Proof: Refer to the Appendix of this paper.
With the preliminary definitions in place, the notion of "hybrid (input strict) passivity" [ 
for some real constant β⩽0 that relates to the initial energy of the system. If the initial conditions are zero, β 0. Similarly, it is input strictly passive if there exists ϵ > 0 such that
for some real constant β⩽0. Theorem 2.1: A hybrid system y G h u, represented by Eqs. (1) and (2) , is passive if there exists a piecewise continuous scalar function, termed a "hybrid storage function," Vxt⩾0, such that the following conditions hold within each time interval: t ∈ t κ ; t κ1 , κ ∈ W. Or, at each impulse time, t t k , k ∈ N:
where t 0 0, and the state dependence of V is omitted for brevity. Furthermore, the system is input strictly passive if there also exist constants ϵ cκ > 0, κ ∈ W, and ϵ dk > 0, k ∈ N, such that
Thus far, only (input strict) passivity of a single plant has been considered. Presented in Theorem 2.2 is a "hybrid passivity theorem" [a general case of which was considered in ( [11] 
for some real constant β 1 ⩽0, where linearity of the inner product operation is used. Similarly, from input strict passivity of ℋ h by Definition 2.4.
for some real constant β 2 ⩽0, where commutativity of the inner product operation is used. Rearranging Eq. (8) and using Eq. (9) results in the following:
where the Cauchy-Schwarz inequality of Lemma 2.1 is used. Finally, dividing Eq. (10) by ϵkyk
and lettingt → ∞ yields the following:
for some real constants β 1 ⩽0 and β 2 ⩽0, which implies that, if
, as required. This conclusion follows from assuming, by way of contradiction, that kyk h 2 → ∞ as t → ∞, and observing that the righthand side of Eq. (11) approaches kdk h 2 ∕ϵ < ∞. This places a finite upper bound on kyk h 2 that conflicts with the original assumption, hence proving that, indeed, kyk h 2 < ∞. Theorem 2.2 suggests a useful passivity-based design approach that involves specifying the plant's continuous-and discrete-time outputs such that it becomes passive, and then feeding the outputs back via an input strictly passive controller, hence ensuring the stability of the overall feedback system. An input strictly passive controller can be as simple as the proportional controller described later in Sec. IV.Ĉ y fŷ c t;ŷ dk g fk c y c t; k d y dk g with k c > 0 and k d > 0; or, it can have a more sophisticated design, such as that of the dynamic compensator detailed later in Sec. IV.D. Section II.B presents some conditions that could be used in designing a passive plant with a time-varying model, whereas Sec. II.C lists the algebraic analog of these conditions, to be used for an input strictly passive controller with time-invariant state-space matrices.
B. Hybrid Extended KYP Conditions
The classical KYP conditions focus on LTI systems. They establish an equivalence between a set of equations involving the state-space model's matrices and the existence of some positivedefinite matrices that also manifest themselves in the equations. A generalization of the KYP conditions for passivity of impulsive (dynamical) systems is presented in ([10] corollary 5), and an extension of the continuous portion to time-varying systems is provided in ([16] theorem 3.1). These results, together with the discrete-time equivalent of the KYP conditions presented in [39] , can all be combined to provide a set of hybrid extended KYP conditions, presented in Theorem 2.3 in the following, that could be used for the LTV hybrid system studied in this paper. 
then the LTV system G h is passive if all ϵ cκ ϵ dk ≡ 0, and it is input strictly passive if all ϵ cκ > 0 and ϵ dk > 0. Proof: A similar approach to that in [16] (for the continuous portion) is followed using a quadratic storage function:
the time derivative of which can be written, using Eq. (1a) and rearranging, as follows:
where the time dependence of all variables is omitted for clarity. Rearranging the conditions in Eqs. (12a) and (12b) and substituting the results in Eq. (14) yields the following:
in which Eq. (1b) for the output of the continuous model can be used to obtain, upon rearranging,
Further rearranging Eq. (16) and noting that Fig. 1 Negative feedback interconnection of a hybrid plant and a hybrid controller.
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we have the following:
where the condition in Eq. (12c) is evoked. Equation (17) can be integrated from time t a to t b within any time interval
but the integral of a norm is always nonnegative; thus, Z
as required by Eq. (7a) for some ϵ cκ > 0. If ϵ cκ ≡ 0, then Eq. (19) reduces to the following:
as required by Eq. (6a).
Using the same storage function for the discrete dynamics, the change in the function's value over an impulse can be found by taking the difference between Eq. (13) computed after and before an impulse time t k , using Eq. (2a) for the discrete-time state dynamics. We have where, similar to the continuous portion,
is used. Finally, using Eq. (2b) for the output of the discrete model and recognizing the second set of terms in Eq. (22) as an inner product, upon rearranging the result, we obtain the following:
But, a vector norm is always nonnegative; thus,
as required by Eq. (7b) for some ϵ dκ > 0. If ϵ dk ≡ 0, then Eq. (24) reduces to the following:
as required by Eq. (6b). Together with Eq. (20), Eq. (25) proves the hybrid passivity of the system; and together with Eq. (19), Eq. (24) establishes the hybrid input strict passivity of the system, as defined in Definition (2.4) and according to Theorem (2.2). □ Noting the resemblance of Eq. (12a) to the well-known Lyapunov equation, Pt will hereafter be referred to as the "Lyapunov solution." In addition, the set of conditions in Eq. (12) will be called the "hybrid extended KYP conditions" and will be used in Sec. IV.B for passivity-based design of the plant output dynamics.
C. Hybrid Algebraic KYP Conditions
Theorem 2.4 specializes the hybrid KYP conditions of Theorem 2.3 to a hybrid LTI system, in which the state-space matrices are constant, for which the differential and difference equations reduce to algebraic equations, and for which the Lyapunov solution P remains constant over time and at each impulse. These conditions follow directly from the results of [10] (although input strict passivity is not treated explicitly in that paper), but they can also be considered as special (time-invariant) analog of the hybrid extended KYP conditions presented in Sec. II.B.
Theorem 2.4: Consider the hybrid system y G h u represented by Eqs. (1) and (2) . If there exists a symmetric positive-semidefinite matrix P ∈ R n×n , real continuous-time matrices L c ∈ R m c ×n and W c ∈ R m c ×m c , and real discrete-time matrices
, such that the following conditions hold for some ϵ cκ ⩾0, κ ∈ W, and ϵ dk ⩾0, k ∈ N:
then the LTI system G h is passive if ϵ c ϵ d ≡ 0, and it is input strictly passive if all ϵ c > 0 and ϵ d > 0. Proof: Refer to the proof of theorem 14 of [10] , of which this theorem is a corollary, with the general quadratic supply rates
Are set using the specific parameters Q c 0, S c 1, R c −2ϵ c 1,
where ϵ c ϵ d ≡ 0 for passivity, and ϵ c > 0 and ϵ d > 0 for input strict passivity. □ Noting the resemblance of Eq. (26a) to the well-known Lyapunov equation, P will hereafter be referred to as the "algebraic Lyapunov solution." In addition, the set of conditions in Eq. (26) will be called the "hybrid algebraic KYP conditions" and will be used in Sec. IV.D to design an input strictly passive controller.
III. Spacecraft Kinematics and Dynamics
The passivity-based hybrid control strategy using the associated KYP conditions considered thus far is applied to the problem of attitude control via magnetic actuators augmented with auxiliary impulsive thrusters. A Keplerian orbit is assumed and used to determine the spacecraft's position vector r G t at any given time. Using this information, the tilted dipole model of Earth's magnetic field (described in appendix H of [19] ) can be used to estimate the magnetic field vector b G t. The body-fixed frame representations of these vectors are then obtained using b B C BG b G and r B C BG r G , where C BG denotes the rotation matrix from the inertial frame to the body-fixed frame. Adopting the four-parameter set of quaternions, ϵ ϵ 1 ϵ 2 ϵ 3 ⊺ and η; to represent the spacecraft's attitude, the rotation matrix can be computed using
. Assuming a total of N − 1 impulsive thrusts applied within the control interval, the rotational kinematics and dynamics can be described as follows ([40] Chaps. 2 and 4):
Where the first and second terms on the right-hand side of Eq. (27b) represent the magnetic torquers' and thrusters' contributions to the control torques, respectively, with the Dirac delta function δt − t k used to create the impulsive nature of the thruster torques. The operator _ ⋅ denotes the derivative with respect to time; and the skewsymmetric operator ⋅ × acts on ω, ϵ, and m as follows (shown for a generic vector v):
The disturbance torques, represented by τ dist in Eq. (27b), are neglected when designing the controller (consistent with a typical passivity-based approach that treats the disturbances as exogenous inputs), but they are accounted for during the nonlinear simulations used for testing the controller's performance. For near-Earth small spacecraft that are not significantly affected by solar radiation or atmospheric drag, the disturbance sources of importance are the gravity gradient and residual magnetic dipole moments resulting from onboard electronics ( [40] Chap. 9):
where μ 3.9859 × 10 14 m 3 ∕s 2 for Earth. The nonlinear differential equations in Eqs. (27a) and (27b) [with the disturbances in Eq. (29)] fully describe the attitude motion of the spacecraft. Numerical integration of this system of equations provides an accurate prediction of the spacecraft's on-orbit attitude changes over time.
IV. Passivity-Based Hybrid Magnetic Attitude Control
The hybrid passivity concepts and conditions described in Sec. II are applied in this section to the specific attitude control problem introduced in Sec. III. Augmenting continuous magnetic actuation with impulsive control provided by thrusters is motivated by a desire to overcome magnetic control's fundamental gain limitation (as demonstrated in [28] ) and alleviate its pointwise uncontrollability issues. A design approach that guarantees the closed-loop system's stability using passivity-related concepts is expected to result in improved robustness properties, making the control system better immune to modeling uncertainties and measurement noises.
To design a passivity-based controller, the equations of motion described in Sec. III are linearized in Sec. IV.A, and the resulting state-space model is treated as the plant of the hybrid system considered in Sec. II. The plant's output dynamics are then designed in Sec. IV.B in a manner that satisfies the set of hybrid extended KYP conditions presented in Sec. II.B, hence establishing the passivity of the plant. Finally, aiming to benefit from the hybrid passivity theorem (Theorem 2.2), two strictly passive controller designs are proposed to be used in negative feedback with the passive plant: In Sec. IV.C, the controller is set to provide proportional feedback with constant positive gains; whereas in Sec. IV.D, a dynamic compensator is designed using the hybrid algebraic KYP conditions presented in Sec. II.C.
A. Linearization of the Plant Model
The plant model is obtained by linearizing Eq. (27) (disregarding τ dist ) as follows ([40] Chap. 4):
where Eq. 
assuming small angles, and neglecting the resulting θ × θ × term because of its order], the implemented controller will have access to b B during the mission (via measurements), so the design approach presented in the following sections uses b B for higher accuracy when computing the matrix B c .
As mentioned earlier, the dynamic compensator proposed in Sec. IV.C relies on the algebraic KYP conditions of Sec. II.C, which presume time-invariant state-space matrices. For this reason, a timeinvariant approximate to the system in Eq. (3) is requires. One way of obtaining this involves average the time-varying B c tB ⊺ c t over an orbit (assuming quasi-periodicity of the system with one orbit and, as opposed to averaging B c t itself, which would integrate to 0):
upon diagonalizing the right-hand side of which an averaged B c can be obtained as follows:
where Λ nz contains the nonzero eigenvalues of the right-hand side of Eq. (31) as its diagonal elements, and E nz consists of these eigenvalues' corresponding eigenvectors as its columns. In other words, these matrices are extracted from the diagonalization B c B ⊺ c EΛE −1 that leads to Λ blockdiagfΛ nz ; 0g and E E nz E z , where E z has the eigenvectors corresponding to the zero eigenvalues of the right-hand side of Eq. (31) as its columns.
B. Passive Plant Design
As mentioned previously, the idea behind the passivity-based design approach described in this section is to complete the specification of the plant by determining for it appropriate output dynamics, given by Eqs. (1b) and (2b). To this end, assuming full state measurement, some artificial state-space matrices C c t, D c t, C dk , and D dk could be designed such that the set of hybrid KYP conditions provided by Eq. (12) are satisfied, hence establishing the passivity of the plant.
Some 
where Pt, U c t, and U dk should all be symmetric and positive semidefinite. The matrix Pt can be determined (numerically, if need be) by integrating Eq. (33a) backward in time and inducing jumps in it at each impulse time using Eq. (33b). To this end, a positive-semidefinite terminal condition Pt f is required to be set by the user as a design parameter. With the A c matrix specific to this problem, defined in Eq. (30a), Eq. (33a) can be rewritten as follows:
Once the Lyapunov solution Pt is determined, it can be used to assign the control inputs. Two different approaches for doing so are explored in Secs. IV.C and IV.D.
Assume, for simplicity, a constant block-diagonal U c [as in Eq. (34)], with U c1 u c1 1, U c2 0, and U c3 u c3 1, where u c1 > 0 and u c3 > 0 to ensure positive semidefiniteness. In addition, U dk ≡ 0 is assumed to keep the Lyapunov solution continuous, even at the impulse times [based on Eq. (33b)]. Integrating Eq. (34) with this choice of U c yields the following:
where the constants of integration can be solved for by assuming a terminal condition of Pt f :
which shows a linear, quadratic, and cubic increase (moving backward from t t f ) in P 1 , P 2 , and P 3 , respectively. This becomes problematic when t f is large because the initial values of Pt diverge to infinity, rendering the controller useless. To remedy this problem, this plant design procedure also incorporates resetting of the Lyapunov solution, at the end of every orbit, to its terminal value: i.e., PiT Pt f P f , i ∈ N. The Lyapunov solution provided in Eq. (36) then takes the following piecewise form for i ∈ N:
; t∈ i−1T;iT
This is an analytic solution that does not require numerical backward integration, owing to the choice of a constant U c . In theory, the terminal conditions can be set to any Pt f ⩾0; in practice, however, setting it to 0 can entail unsatisfactory steady-state performance resulting from loss of control at the end of each orbit. Larger terminal values are therefore recommended, and they are used in the simulations presented in Sec. V.
When simulating the nonlinear dynamics in Eq. (27) [together with the disturbance torques in Eq. (29) ], starting with some initial conditions at time zero, the analytic Lyapunov solution Pt and its value immediately before each impulse are used to compute, using the approaches described in Secs. IV.C and IV.D, the magnetic dipole moments and thruster gains (outputs of a strictly passive feedback controller) that guarantee the system's linear stability under the influence of sufficiently small disturbances.
What remains is designing the controller and determining the control inputs of the plant. Based on Theorem 2.3, any input strictly passive controller would render the closed-loop system (with the passive plant of Sec. IV.B) stable in the presence of sufficiently small disturbances. In Secs. IV.C and IV.D, two different design approaches for the controller are presented.
C. Input Strictly Passive Constant-Gain Controller
In this design, a proportional output feedback controller with constant positive gains is chosen to satisfy the strict passivity condition, considering the negative feedback interconnection of Fig. 1 (with d 0) :
where y c t and y dk are the plant outputs, represented by Eqs. (1b) and (2b), respectively. Recalling the assumption that D c t ≡ 0 and using Eqs. (33c-33e) for the plant, one obtains the following:
Lastly, using the block-diagonal form of P introduced in Eq. (34) and the B c t and B dk matrices specific to this problem [defined in Eq. (30)], the control inputs can be solved for from Eq. (39):
where a symmetric moment of inertia matrix I is also assumed. The control inputs provided by Eq. (40) are computed using the Lyapunov solution Pt, an analytic solution of which was obtained in Sec. IV.B upon assuming constant U c and U d matrices.
D. Input Strictly Passive Dynamic Compensator
Analogously to the hybrid linear system represented by Eqs. (1) and (2), we define a hybrid dynamic compensator structure for the controller ℋ h , the input of which is the plant's output. For simplicity, an LTI system is adopted for this controller:
The continuous-time portion of ℋ h at t ≠ t k is given, with the initial conditionxt 0 (set to 0 in the absence of any other justifiable value) by
whereas the discrete-time portion of ℋ h at t t k is given bŷ
wherext:R → R n×1 is the controller's "state" and has no physical significance. The vectorsû c t:R → R m c ×1 and u dk :N → R m d ×1 are the inputs used by the controller [that, for the negative feedback structure of Fig. 1 with d 0 Making use of the aforementioned plant-controller relationships arising from the negative feedback loop of Fig. 1 (with d 0) , the evolution of the controller's state based on Eqs. (41a) and (42a) is dictated by VATANKHAHGHADIM AND DAMAREN whereas the continuous-and discrete-time control inputs to be fed back to the plant are provided by
What remains is determining the matrices such that the resulting dynamic compensator is input strictly passive. A possible design approach that yields satisfactory performance follows, but the reader should keep in mind that many other approaches may be possible and should be explored as part of future work on this topic. We selectĈ c R 
where A c of the plant [given by Eq. (30a)] is constant in this problem. We then letÂ
which is guaranteed to have eigenvalues with negative real parts. WithÂ c andĈ c determined, the remaining continuous-time matrices to design areB c andD c . This is where input strict passivity comes in, and the set of hybrid algebraic KYP conditions of Sec. II.C are used (as the controller's system is LTI): Let (similar to the plant's design in
The algebraic Lyapunov solution is obtained via Eq. (26a) using the controller's state-space matrices:Â
where V c is a design parameter specified by the user. Once P is solved for, it can be used in Eq. (26b) (with
Lastly, assuming a symmetric D c , from Eq. (26c) we obtainD c ϵ c 1, which completes the specification of the continuous-time portion of the hybrid controller in a manner that, thus far, satisfies the pertinent portion of the hybrid algebraic KYP conditions by construction.
Before proceeding with the discrete-time matrices, we assume (similar to the continuous-time case) that
Because the set of conditions in Eq. (26) requires the same P for both continuous-and discrete-time portions, we let
, which is guaranteed to satisfy Eq. (26a): The control inputs to be fed back to the controller can now be evaluated at each time instance using Eq. (44). Substituting the matrices selected in this paper into that equation yields
where X and P [partitioned in a block-diagonal form similar to Pt in Eq. (34)] are the solutions of the algebraic Riccati and Lyapunov equations in Eqs. (46) and (47), respectively. The evolution of the state variablext is governed by Eq. (43):
Having satisfied all of the hybrid algebraic KYP conditions of Theorem 2.4 by construction of the matrices, the proposed hybrid dynamic compensator is guaranteed to be input strictly passive (in a linear sense), and its negative feedback interconnection with the passive plant of Sec. IV.B should be stable, according to Theorem 2.2.
V. Numerical Examples
Simulations are performed using MATLAB® to study the performance of the proposed passivity-based hybrid magnetic attitude controller. A circular near-polar Keplerian orbit with orbital parameters fa; e; i; Ω; ω; t 0 g f6.82 × 10 6 m; 0; 87 deg; 0 deg; 0 deg; 0 sg is assumed, corresponding to an altitude of 450 km. The moment of inertia matrix of the spacecraft is set to I diagf27; 17; 25g kg ⋅ m 2 ; based on some missions considered in [19] , the spacecraft is assumed to be equipped with three magnetic torquers with R 100 Ω, c 1000 turns, d 25 cm, and A d 2 (assuming square coils). Numerical integration is performed on the full nonlinear equations of motion given in Eq. (27) using a fourth-order Runge-Kutta algorithm. At each time step, the linearized model of Eq. (30) is constructed based on an estimation of the magnetic field vector; because the design approach of Sec. IV.B provides an analytic Lyapunov solution Pt, the plant's desired measurement matrices are readily obtained. Then, depending on which type of controller is being used, the control inputs are computed at every time instance from either Eq. (40), for the constant-gain controller, or from Eqs. (49) and (50), for the dynamic compensator. In conjunction with the gravity gradient and residual magnetic dipole moments (set to m dist 0.1 0.1 0.1 ⊺ A ⋅ m 2 ) disturbance torques, these control torques are applied and the resulting nonlinear states are obtained from Eq. (27) . For the plant, the design approach presented in Sec. IV.B is used. Following that approach, the discrete-time U dk is set to 0, producing a continuous Lyapunov solution. A constant block-diagonal form is assumed for U c blockdiagfu c1 1 3×3 ; u c3 1 3×3 g, and the scalar parameters are tuned to be u c1 0.3 and u c3 100. To prevent Pt from growing (backward) without bound, the solution is reset at every orbital period; and to prevent loss of control as a result of its zero or small values, the terminal value to which the solution is reset at every orbit is set to P 1 iT 0 3×3 , P 2 iT 2 × 10 6 1 3×3 , and P 3 iT 2 × 10 9 1 3×3 . Two types of hybrid controller are used: a two-impulse one with thrusts applied at t 2k−1 0.245 k − 1T, t 2k 0.735T k − 1T, k ∈ f1; 2; : : : ; 10g (which correspond to the times at which the magnetic controller has the least control authority [36] ); and a five-impulse controller with an equally spaced set of impulse times (separated by 0.20T and starting from time 0.20T), namely, at t k k × 0.20T, k ∈ f1; 2; : : : ; 10 × 5g for 10 orbits.
For the constant-gain controller of Sec. IV.C, matrix U c in Eq. (33a) is set constructed using u c1 0.3 and u c3 100, and the continuous and impulsive control gains used in Eq. (40) 
X and P), are used to compute the control inputs via Eqs. (49) and (50).
As a means of comparison and to assess the effectiveness of a hybrid architecture, a solely magnetic controller is also designed and tested using similar, but continuous only, passivity-based approaches (with no impulses applied). To this end, the same Pt from Eq. (37) is used for the plant, but only in conjunction with Eq. (40a) In both cases, the five-impulse hybrid controller generally outperforms the solely magnetic and the two-impulse ones, as is further evident from Tables 1 and 2 , which present some quantitative norms computed over 10 orbits. These measures include the electrical energy estimated using
as well as some root-mean-square-like norms defined generically as
s such that v is set to τ c m × b B for magnetic torques measure, is set to ω for a measure of angular velocities, and is set to ϕ for rotation angles. To compute the angle ϕ from Euler's axis/angle parameters, the relationship cosϕ tracefC BG g − 1∕2 is used. For a measure of the impulsive torques, owing to their discrete nature, v is set to τ d ≈ n k ∕h when t k ∈ t; t h during the numerical integration (where the impulse is approximated with a rectangle of area n k and finite width h) and to τ d 0 at all other time steps.
For the constant-gain controller represented by Table 1 , the two-impulse controller's performance actually appears to be worse than that of the solely magnetic controller, although it does result in reduced angular velocities. By increasing the number of impulses using the five-impulse controller, however, in addition to ameliorated steady-state behavior (discussed in more detail in Sec. V.B), further improvements are seen in the norms reported in Table 1 : most noticeably, that of the rotation angle is reduced by about 20 and 32% as compared to the solely magnetic and two-impulse cases, respectively. Table 1 also includes, as an external benchmark, the performance results using the proportional-derivative magnetic state feedback suggested in [28] , with control input u m b × B ν∕jb G j 2 , where ν −γ 2 k p ϵ γk v Iω. The scaling parameter and gains are set to γ 0.001 and k p k v 50, which is consistent with [28] for the moment of inertia, and orbital parameters are the same. The passivity-based constant-gain controllers seem to perform better than the reference PD law in terms of all measures defined (disregarding the impulsive torques that are not used by the continuous-only schemes). Similar comments can be made about the dynamic compensator represented by Table 2 : all passivity-based compensators perform better than the PD law used as a benchmark, and improvements are gained by adding an auxiliary impulsive mechanism with a sufficiently large number of thrusts.
B. Steady-State Behavior
Shown in Fig. 6 are the quaternions and angular velocities corresponding to simulations using the constant-gain controller; whereas depicted in Fig. 7 are those resulting from the use of the dynamic compensator, with the same spacecraft, orbit, and impulse patterns as those in Sec. V.A. In this section, however, the initial conditions are set to ϵ 0 0, η 0 1, and ω 0 0 0 0 ⊺ rad∕s. By eliminating the nonequilibrium initial conditions, the controllers are only influenced by the disturbances, so these results give an indication of their steady-state performance. For the constant-gain controller, based on Fig. 6 , there seems to be no improvement resulting from the use of the two-impulse controller (dashed curves) compared to the solely magnetic one (dashed-dotted curves). However, increasing the number of impulses to five seems to reduce some of the errors. The large jumps in the angular velocities (especially in ω 2 ), shown in Fig. 6 , occur every T and are caused by the resetting of the Pt solution used for the plant's design. For practical applications, such sudden changes may not be desirable, motivating future work on the passivity-based design schemes in hopes of circumventing the resetting action used in Sec. IV.B. Alternatively, although all the dynamic compensators exhibit similar steady behaviors in Fig. 7 , they seem to have reduced the undesirable ω 2 jumps to an extent, which seems logical owing to the filtering properties of compensators. Table 3 lists the quantitative norms (defined identically to those in Tables 1 and 2 ) corresponding to the constant-gain controllers for these zero initial condition simulation cases. The numbers suggest that the two-impulse controller is, once again, worse than the purely magnetic one in terms of disturbance rejection. The five-impulse controller, however, improves all of the parameters, reducing the magnetic torques by 30% compared to the solely magnetic case, as well as exhibiting a significant 40% decrease in both rotation angles and angular velocities. Once again, the passivity-based constant-gain controllers have generally better performance than the reference PD law, other than in terms of angular velocity, where the latter performs better than the passive magnetic and two-impulse controllers.
Presented in Table 4 are the steady-state performance norms computed for the passivity-based dynamic compensators. In general, the changes resulting from incorporating the impulses are not as pronounced as those in Table 3 for the constant-gain controllers. Unlike the two-impulse constant-gain controller, however, the twoimpulse dynamic compensator does exhibit improved attitude and angular velocity compared to the corresponding solely magnetic controller, but at the cost of larger energy consumption. Similar comments hold for the five-impulse controller, which causes about 30 and 20% decreases in the angular velocities and rotation angles Rotation angle norm 6.34 × 10 −2 2.49 × 10 −2 2.14 × 10 −2 2.00 × 10 −2 rad Fig. 8 Attitude performance of five-impulse a) constant-gain controller and b) dynamic compensator: without sensor noise (solid lines) and with sensor noise (dashed lines). 
C. Measurement Noise Effects
The attitude and rate measurements obtained and used for feedback control are never perfect, and there is always at least some unpredictable sensor noise present, the mean magnitude of which depends on the types of the sensors being used. To test the influence of measurement noise on the performance of the proposed passivity-based hybrid controllers, the state vector xt consisting of the direct attitude (converted to quaternions) and rate measurements is perturbed by a randomly generated zero-mean Gaussian white noise vector. Specifically, following the approach suggested in ([41] section 25.1.2), MATLAB's built-in random number generator randn is used to produce a vector of random numbers [namely, ρ ∼ N 0; 1 ∈ R 6×1 ]; and the noise vectors to be added to the states are set to E Λ p ρ, where E and Λ are obtained by diagonalizing the covariance matrix of the noise distribution as Σ EΛE ⊺ . This matrix is assumed to be constant, and it is set to Σ blockdiagfσ 2 ϵ 1 3×3 ; σ 2 ω 1 3×3 g. For the results reported in this section, the variance parameters associated with the attitude and rate measurements are set to σ 2 ϵ 5 × 10 −11 and σ 2 ω 5 × 10 −9 , respectively, resulting in mean values of around 1.5 × 10 −5 and 1.5 × 10 −4 rad∕s perturbations in ϵ and ω, respectively. These are relatively large noises to consider for most spacecraft, so the resulting effects should be viewed as somewhat exaggerated.
Figures 8a and 8b compare the attitude control performance of the constant-gain controller and the dynamic compensator, respectively, with (dashed) and without (solid) the presence of measurement noise. Table 5 lists the performance parameters computed for each case over 10 orbits. The same design parameters as those in Sec. V.A are used, with the five-impulse case of both controllers selected. The same initial conditions as those in Sec. V.A are used: ϵ 0 0.50 0.50 0.50 ⊺ , η 0 0.50, and ω 0 0.10 0.10 0.10 ⊺ rad∕s.
As is evident from both Fig. 8 and Table 5 , the dynamic compensator is much more immune to erroneous state knowledge, and it is thus expected to perform better than the constant-gain controller when significant sensor noise is anticipated. For example, when noise is added, the constant-gain controller uses about 175% more impulsive torque and results in a 40% increase in the rotation angles, whereas these numbers barely change for the dynamic compensator. Once again, this improved performance can be attributed to the dynamic compensator's filtering nature, and it provides another reason for why one should consider choosing the passivity-based compensator over the constant-gain controller, despite the former's significantly more complicated design procedure.
VI. Conclusions
Novel passivity-based attitude control schemes using magnetic torquers and impulsive thrusters in tandem have been presented. Hybrid (continuous/impulsive) controllers were developed by designing the output dynamics that artificially modify the plant's full state measurement in a manner that guarantees its hybrid passivity in a linearized sense. To this end, a set of hybrid extended KYP conditions is used while evoking a hybrid extension of the passivity theorem to stabilize the system using input strictly passive negative feedback control. Two designs were proposed for an input strictly passive controller: a constant-gain proportional controller, and a dynamic compensator that makes use of a set of hybrid algebraic KYP conditions to guarantee input strict passivity. Improvements in terms of controllability and gain limitation were expected as a result of using an auxiliary impulsive thrust mechanism, and thanks to the passivity-based approach, the controllers were anticipated to have good robustness and physically intuitive stability properties. In addition, the filtering properties of the dynamic compensator were expected and shown to result in improved sensor noise rejection. Numerical simulation results showed the functionality of all types of passivity-based controllers used, as well as transient and steady-state performance improvements as a result of adding an impulsive mechanism with a sufficient number of impulses. Further performance improvements, especially in the presence of sensor noise, were achieved by using a dynamic compensator instead of constant gains.
Appendix: Proofs of Auxiliary Theorems and Lemmas
Proof of Lemma 2.1: Consider the vector αv βw, with arbitrary scalars α and β, for which
because the inner product of a vector with itself is always nonnegative. The time or index dependence of all vectors is omitted for clarity. We observe that v 0 or w 0 would trivially satisfy Eq. (A1). Assuming v ≠ 0 and w ≠ 0, we let α 1∕kvk h and β −1∕kwk h in Eq. (A1): and rearranging the result yields Eq. (3a), as required. An identical approach can be used for Eq. (3b). □ Proof Theorem 2.1: Consider an arbitrary time instance:t > 0. The difference between the value of V evaluated at t t and t 0 can be interpreted as the total sum of the changes over the first and last intervals (that oft) and the instantaneous changes at each impulse time:
Vt − V0 Vt 
