Abstract: Application of a recursive subspace identification method to derive a state space model for a synchronous machine is described in this paper. Simulation studies show the effectiveness of such an algorithm to identify on-line a synchronous machine model over a wide range of operating conditions and disturbances. The model provides a foundation for further study on a MIMO adaptive power system stabilizer.
MOTIVATION
One aspect of power system stability is dynamic stability. The unstable situation in this case results in long-term low frequency oscillations. Power system stabilizer (PSS) is used to dampen such oscillations and it efficiently improves the stability of the power system.
In recent years adaptive PSS (APSS) has been developed to overcome inherent shortcomings of conventional PSSs. Most of them utilize the excitation control based on the single input single output model of a synchronous machine. As is well known, governor can also improve the power system stability by maintaining the generator output and frequency at predetermined values.
It is worth trying to coordinate excitation and governor controls together, that is, a multi-input multi-output (MIMO) APSS. To obtain such a controller, an accurate model of the plant is required. State space model is a better choice than transfer function model that is cumbersome with polynomial representations in the multivariable case. Thus, identification of a MIMO state space model is a key step in designing a model based APSS.
The paper is organized as follows. An ordinary MOESP (MIMO Output Error State Space) algorithm is introduced in Sec. 2. Recursive subspace identification based on PAST (Projection Approximation Subspace Tracking) approach is proposed in Sec. 3. Section 4 provides some discussion concerning identification of a simple power system consisting of a single machine connected to an infinite bus. In Sec. 5, simulation results of MIMO identification are presented. Finally, the conclusions are given in Sec. 6.
INTRODUCTION OF THE ORDINARY MOESP
(OM) SCHEME Mathematically, a state space model can be expressed by the following equations (Verhaegen and Dewilde, 1992) : 
where k is the starting time index, i is the number of the rows and N is the number of columns.
• Extended observability matrix i ...
For the special case of the absence of k w , k v , the data equation can be written in a condensed form:
It is obvious from (6) that the output from the system contains two parts. One is the zero input response 
where Q is an orthogonal matrix.
Comparing (8) and (9)
It is easy to find the estimate of A and C from 
For the more general model with noise k w and k v , (6) becomes: 
The rest of the algorithm to estimate system matrices is the same as that used in the noise-free environment. Different source and construction of IV can be used to handle different noise model (Lovera et al., 2000) .
RECURSIVE SUBSPACE IDENTIFICATION
As mentioned before, it is not only necessary to derive a state space model, but also need to update the model on line to adapt to the system variations. A bottleneck to the recursive implementation is the update of the SVD factorization. The idea of applying subspace-tracking algorithms to the recursive subspace identification was introduced in (Gustafson, 1998) to overcome the difficulty. A successful subspace-tracking algorithm is the PAST approach (Yang, 1995) . The basic idea is to treat the signal subspace-tracking problem as the solution of an unconstrained minimization task. Furthermore a projection approximation reduces the minimization to the well-known exponentially weighted least squares problem.
The PAST scheme
Consider a random vector
, and study the unconstrained criterion 
Hence the original fourth-order function of
The IV-PAST scheme
Using IV, similar results can be obtained as from the standard PAST. 
More details about the algorithmic steps of a recursive formulation of (23) are given in (Gustafson, 1998 (Lovera et al., 2000) .
When a new data point arrives, the LQ must be updated as 
SYNCHRONOUS MACHINE IDENTIFICATION
The power system model consists of a synchronous machine connected to an infinite bus through a double circuit transmission line. The cylindrical rotor machine is simulated by seven first order differential equations in the d-q frame of reference (Anderson et al., 1977) . The AVR used is IEEE standard type ST1A. Electro hydraulic governor and steam turbine are also included in the model. System parameters are given in the Appendix.
The system configuration for identification is shown in Fig.1 . For identification, the input signals are V_pss and V_gov that are connected to the AVR and governor summing junctions. Deviation of rotor speed and active power, dω and dPe, are chosen as the plant output signals.
Variance Accounted for (VAF) is used as a standard to measure the accuracy of identification. 
Selection of the model order n
Actually power system is a high order non-linear system. However, for control purposes, it is not necessary to identify a detailed model representing the whole system. For on-line identification the model is required to just stress the desirable features of the system, damping the low frequency oscillations of the mechanical mode of the interconnected system in the present case. A model that can represent this kind of oscillation accurately is required. A third order model can usually provide a pair of complex poles that represent the dominant oscillation frequency of the system and a single real pole that represents the free damping part of the system response. Therefore the model order n is selected as 3.
Scaling output data
Better identification results are obtained from a wellconditioned problem than an ill conditioned one. The results will be more sensitive to noise and perturbations for an ill-conditioned estimation problem.
dPe is nearly 100 times larger than dω. After scaling, the two output signals are brought to the same order of magnitude. Simulation studies show using scaled data leads to more accurate result than just using original data especially in the case of disturbance.
Observer for state estimation
Although state estimate is not a part of identification, it plays an important role for output prediction as well as the model parameters. The state space model is identified directly from the I-O data. Therefore, the states in the model have no physical meanings. An observer can be established to estimate all the states based on the following equations (Franklin et al., 1998) . 
SIMULATION RESULTS
In the simulation studies, the synchronous machine is operating in steady state at Pe = 0.7 p.u. , 0.85 power factor lag. The infinite bus voltage is 1.0 p.u. Using a sampling frequency of 20Hz and a variable forgetting factor (Park,1991) 
