Determinants and multiplicative functionals on quaternion matrices  by Fan, Jiangnan
Linear Algebra and its Applications 369 (2003) 193–201
www.elsevier.com/locate/laa
Determinants and multiplicative functionals
on quaternion matrices
Jiangnan Fan∗
Department of Mathematics, SUNY at Buffalo, Buffalo, NY 14260, USA
Received 29 January 2002; accepted 5 December 2002
Submitted by R.A. Brualdi
Abstract
Determinants of matrices over a field are multiplicative. Does there exist an extension of
the definition of determinants of real matrices to quaternion matrices, such that the multipli-
cation theorem holds? This paper proves there does not exist such an extension. We give a
universal property on multiplicative functionals from the set of quaternion matrices to the set
of quaternion numbers. The theorem tells us, in a sense, the definition of determinants for
quaternion matrices is unique.
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1. Introduction
Let R, C, H be respectively the real number field, the complex field and quater-
nion division ring over R. We denote the set of n × n matrices over F by Mn(F),
where F = R,C or H . Mn(F), F have usual addition and multiplication. Consider
a functional: f : M → N (M , N are subsets of Mn(F) or F ), if for any m1, m2 ∈
M , f (m1 · m2) = f (m1) · f (m2), we call f is multiplicative. Determinants of real,
complex matrices are multiplicative functionals.
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There are several versions of the definition of determinants for quaternion matri-
ces [1,3,5–7]. Some are multiplicative and some are not. Does there exist an exten-
sion of the definition of determinants of real matrices to quaternion matrices, such
that the multiplication theorem holds?
For A = A1 + A2j ∈ Mn(H) (A1, A2 are complex matrices), the complex adjoint
matrix is
χA =
(
A1
−A2
A2
A1
)
.
In [7], the determinant of quaternion matrix A is defined as det χA. In [7], Zhang
proved that det χA  0.
Now we define
f0 : Mn(H) → R+ ∪ {0} (R+ = {r | r > 0, r ∈ R}), by f0(A) =
√
det χA.
From [7], we know f0 is multiplicative. Generally, if a functional g : R+ ∪ {0} →
H is multiplicative, then g ◦ f0 : Mn(H) → H is multiplicative (for example, (f0)m,
m is a positive integer). In this paper, we will prove all multiplicative functionals f :
Mn(H) → H are of this form (universal property). As a corollary, we will answer
the above question.
2. Preliminaries
For a = a1 + a2i + a3j + a4k ∈ H , where ai ∈ R, a¯ = a1 − a2i − a3j − a4k is
the conjugate of a, the norm of a is
|a| =
√
a21 + a22 + a23 + a24 .
We need the following:
Lemma 1 ([4]). Solutions of equation x2 = x (x ∈ H) are: x1 = 1, x2 = 0.
Lemma 2 ([7]). For any a ∈ H, there exists x /= 0, x ∈ H, such that ax = xa¯.
Proof. ax = xa¯ if and only if a2x2 + a3x3 + a4x4 = 0, a2x1 = 0, a3x1 = 0,
a4x1 = 0.
We can choose x /= 0, such that
x1 = 0, a2x2 + a3x3 + a4x4 = 0. 
Lemma 3 ([4]). Solutions of equation x2 = a are:
(1) two quaternions, when a /∈ R,
(2) infinite quaternions, when a ∈ R, a < 0,
(3) two real numbers, when a ∈ R, a > 0,
(4) 0, when a = 0.
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Proof
x2 = (x21 − x22 − x23 − x24) + 2x1x2i + 2x1x3j + 2x1x4k.
If x1 = 0, x2 = −x22 − x23 − x24
(1) x1 /= 0, x2 = a2/2x1, x3 = a3/2x1, x4 = a4/2x1.
So
x21 =
a1 ±
√
a21 + a22 + a23 + a24
2
= a1 ± |a|
2
.
When a /∈ R, a1 < |a|, we get
x1 = ±
√
a1 + |a|
2
, x2 = a22x1 , x3 =
a3
2x1
, x4 = a42x1 .
In this case, the solutions are two quaternions.
(2) In this case, x1 = 0, x22 + x23 + x24 = −a1.
So the equation has infinite solutions.
(3) In this case, x2 = 0, x3 = 0, x4 = 0, x21 = a,
So the equation has two real solutions.
(4) Trivial. 
For convenience, we will use the following special matrices in Mn(H):
(1) Ei,j (i /= j): the matrix obtained from the unit matrix In by interchanging the
ith and the j th rows.
(2) Ei(α): the matrix obtained from In by multiplying the ith row by α. (α maybe
equal to 0.)
(3) Ei,j (α) (i /= j): the matrix obtained from In by adding α times the ith row to
the j th row.
When α = 0, Ei(α) is singular, it is not a elementary matrix.
Lemma 4. EveryA ∈ Mn(H) is a product of matrices with the forms:Ei(α),Ei,j (α)
(i /= j).
Proof
(1) A ∈ Mn(H) is a product of matrices with the forms: Ei,j , Ei(α), Ei,j (α) (i /= j).
Similar as in matrices over a field, applying some elementary row (column)
operations that are corresponding matrices Ei,j , Ei,j (α) (i /= j) to A, we can
get a diagonal matrix. So A is a product of a diagonal matrix with elementary
matrices of the forms: Ei,j , Ei,j (α) (i /= j). Since:
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diag{α1, α2, . . . , αn} = E1(α1) · E2(α2) · · ·En(αn).
(diag{α1, α2, . . . , αn} is a diagonal matrix, the diagonal elements are α1, α2, . . . ,
αn.)
We get A is a product of matrices with the forms: Ei,j , Ei(α), Ei,j (α).
For example, for n by n matrix of zeros, we have: O = E1(0) · E2(0) · · ·En(0).
(2) Ei,j (i /= j) is a product of matrices with forms: Ei(α), Ei,j (α) (i /= j).
When n = 2, it is easy to check:(
0 1
1 0
)
=
(
1 −1
0 1
)
·
(
1 0
1 1
)
·
(
1 0
0 −1
)
·
(
1 1
0 1
)
.
When n > 2, we have:
Ei,j = Ej,i(−1) · Ei,j (1) · Ej(−1) · Ej,i(1).
From (1) and (2), we get Lemma 4. 
When n = 2, every 2 × 2 quaternion matrix is a product of matrices with the
following four forms:(
1 0
0 α
)
,
(
α 0
0 1
)
,
(
1 0
α 1
)
,
(
1 α
0 1
)
.
Lemma 5 ([7]). For i /= j, f0(Ei,j (α)) = 1 . f0(Ei(α)) = |α|.
When n = 2, we have:
f0
((
α 0
0 1
))
= |α|, f0
((
1 0
0 α
))
= |α|, f0
((
1 0
α 1
))
= 1,
f0
((
1 α
0 1
))
= 1 for any α ∈ H.
Lemma 6 ([7]). If A is a complex matrix, f0(A) = | det A|.
3. Universal theorem on determinants of quaternion matrices
Suppose f : M2(H) → H is multiplicative. Now we can determine f .
Case I: f (I) = 0, I is the unit matrix(
1 0
0 1
)
.
Then f (A) = f (A · I ) = f (A) · f (I) = 0, for any A ∈ M2(H).
Case II: f (I) /= 0. Since I 2 = I ,
(f (I ))2 = f (I), f (I ) /= 0.
By Lemma 1, f (I) = 1.
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Step 1: Determination of
f
((
1 0
0 α
))
, f
((
α 0
0 1
))
.
(
0 1
1 0
)
·
(
0 1
1 0
)
=
(
1 0
0 1
)
⇒
(
f
((
0 1
1 0
)))2
= f (I).
Since f (I) = 1, by Lemma 3,
f
((
0 1
1 0
))
= ±1.
(
0 1
1 0
)
·
(
1 0
0 α
)
·
(
0 1
1 0
)
=
(
α 0
0 1
)
⇒ f
((
0 1
1 0
))
· f
((
1 0
0 α
))
· f
((
0 1
1 0
))
= f
((
α 0
0 1
))
.
So we get:
f
((
1 0
0 α
))
= f
((
α 0
0 1
))
.
Let
d(α) = f
((
1 0
0 α
))
,
d : H → H is a functional. Since f is multiplicative, so d is multiplicative.
d(1) = f (I) = 1.
When α /= 0, d(α) · d(α−1) = d(1), so d(α) /= 0.
(
α 0
0 1
)
·
(
1 0
0 β
)
=
(
1 0
0 β
)
·
(
α 0
0 1
)
⇒ d(α) · d(β) = d(β) · d(α) for any α, β ∈ H.
For b ∈ H , by Lemma 2, there exists x /= 0, x ∈ H , b · x = x · b¯.
So d(b) · d(x) = d(x) · d(b¯),
d(x) · d(b) = d(x) · d(b¯).
x /= 0 ⇒ d(x) /= 0.
We get: d(b) = d(b¯), for any b ∈ H .
For any a ∈ H , by Lemma 3, there exists b ∈ H , such that b2 = a.
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So d(a) = d(b) · d(b) = d(b) · d(b¯).
But d(b) · d(b¯) = d(b · b¯) = d(|b|2),
a = b2 ⇒ |a| = |b|2.
So d(a) = d(|a|), for any a ∈ H .
Finally, we get
f
((
α 0
0 1
))
= f
((
1 0
0 α
))
= d(|α|).
Set g(a) = d(a), for a ∈ R+ ∪ {0}.
Then g : R+ ∪ {0} → H is multiplicative, g(1) = 1.
Lemma 7. If f (I) /= 0, there exists a unique multiplicative functional g : R+ ∪
{0} → H, g(1) = 1, such that:
f
((
α 0
0 1
))
= f
((
1 0
0 α
))
= g(|α|).
Step 2: Determination of
f
((
1 0
α 1
))
, f
((
1 α
0 1
))
.
Since(
1 0
−1 1
)
·
(
1 0
0 −1
)
=
(
1 0
0 −1
)
·
(
1 0
1 1
)
,
f
((
1 0
0 −1
))
= d(−1) = d(| − 1|) = 1.
So
f
((
1 0
−1 1
))
= f
((
1 0
1 1
))
.
On the other hand,
(
1 0
−1 1
)
·
(
1 0
1 1
)
=
(
1 0
0 1
)
.
So
(
f
((
1 0
1 1
)))2
= 1.
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By Lemma 3,
f
((
1 0
1 1
))
= ±1.
(
1 0
α 1
)
·
(
1 0
0 α
)
=
(
1 0
0 α
)
·
(
1 0
1 1
)
⇒ f
((
1 0
α 1
))
· f
((
1 0
0 α
))
= ±f
((
1 0
0 α
))
.
If α /= 0, then
f
((
1 0
0 α
))
= d(α) /= 0,
so
f
((
1 0
α 1
))
= ±1, for any α /= 0, α ∈ H.
When α = 0,
f
((
1 0
α 1
))
= f (I) = 1.
We get:
f
((
1 0
α 1
))
= ±1, for any α ∈ H.
Since(
1 0
α 1
)
=
(
1 0
α
2 1
)
·
(
1 0
α
2 1
)
,
we get:
f
((
1 0
α 1
))
=
(
f
((
1 0
α
2 1
)))2
= 1, for any α ∈ H.
Similarly, we can get
f
((
1 α
0 1
))
= 1, for any α ∈ H.
Lemma 8. If f (I) /= 0,
f
((
1 0
α 1
))
= 1, f
((
1 α
0 1
))
= 1, for any α ∈ H.
Now, let us consider general case: functional f : Mn(H) → H is multiplicative.
Similar to step 1, we can get:
Lemma 7′. If f (I) /= 0, there exists a unique multiplicative functional g : R+ ∪
{0} → H, g(1) = 1, such that: f (Ei(α)) = g(|α|), for every i.
If we fix two integers i, j, 1  i, j  n, i /= j, similar to step 2, we have:
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Lemma 8′. If f (I) /= 0, f (Ei,j (α)) = 1, for any α ∈ H .
Theorem 1 (Universal Property). If functional f : Mn(H) → H (n  2) is multipli-
cative, then there exists a unique multiplicative functional g : R+ ∪ {0} → H, such
that f = g ◦ f0.
That is, the following diagram is commutative:
Mn (H) R+   {0}
f
g
f0
H
 U
Proof
Case I: f (I) = 0.
Then f (A) = f (I · A) = f (I) · f (A) = 0, for any A ∈ Mn(H).
In this case, let g(r) = 0, for any r ∈ R+ ∪ {0}, then f = g ◦ f0.
Case II: f (I) /= 0.
By Lemma 4, every A ∈ Mn(H) is a product of matrices with the forms: Ei(α),
Ei,j (α) (i /= j).
By Lemmas 5, 7′ and 8′, we know there exists a unique multiplicative functional
g : R+ ∪ {0} → H (g(1) = 1),
such that:
f (Ei(α)) = g(|α|) = g ◦ f0(Ei(α)),
f (Ei,j (α)) = 1 = g ◦ f0(Ei,j (α)), for any α ∈ H.
Generally, A = A1 · A2 · · ·At , each As (1  s  t) is of the above forms. Since
f, g, f0 are multiplicative, we have:
f (A) = f (A1) · f (A2) · · · f (At ),
g ◦ f0(A) = g ◦ f0(A1) · g ◦ f0(A2) · · · g ◦ f0(At ).
Since f (As) = g ◦ f0(As), for 1  s  t , we get
f (A) = g ◦ f0(A). 
Denote f1 : Mn(F) → F (F = R,C) by f1(A) = det A. Similar to the above,
we get:
Corollary 1. If functional f : Mn(F) → F (n  2) (F = R,C) is multiplicative,
then there exists a unique multiplicative functional g : F → F, such that f = g ◦ f1.
In this case, we only have
f
((
α 0
0 1
))
= f
((
1 0
0 α
))
= g(α).
You can compare it with Lemma 7.
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Corollary 2. If functional f : Mn(H) → H (n  2) is multiplicative, f0(A) =
f0(B), A,B ∈ Mn(H), then f (A) = f (B).
Corollary 3. There does not exist a multiplicative functional (definition of determi-
nants)
f : Mn(H) → H (n  2),
such that f (A) is determinant of A for any real matrix A.
Proof. Let A be the matrix obtained from unit matrix by multiplying −1 in the first
row. Then by Lemma 6, we have:
det A = −1, f0(A) = 1.
If there exists such a multiplicative functional, from Theorem 1, we have:
f (A) = g(1),
g : R+ ∪ {0} → H is a multiplicative functional, g(1) = 0, 1. Then f (A) = 0, 1,
f (A) /= det A, contradictory with the assumption. 
If we define f0(A) = det χA (or more generally, (det χA)m, m is a positive inte-
ger), we also can get the universal property and the above corollaries. Because of
Lemma 5, we define f0(A) = √det χA. If we consider g ◦ f0 and f0 are the same,
the universal property tells us the definition of determinants for quaternion matrices
is unique.
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