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ABSTRACT 
 There will unfortunately always be a pressing need to detect and identify explosive 
materials. Performing detection at a standoff distance is much safer and this is the impetus for 
this work. Photoacoustic spectroscopy is well suited to the task of explosive detection at a 
standoff distance. A detailed theory of the standoff measurement of the physical response of a 
system to photoacoustic excitation with an interferometric sensor has been constructed and 
tested. The use of this methodology to measure the standoff photoacoustic spectrum of TNT with 
an interferometric sensor has clearly been demonstrated. This methodology and the tested theory 
can both be used to examine pressing problems in explosive detection and characterization. 
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CHAPTER 1:  INTRODUCTION 
Section 1.1: Overview 
 The overarching goal of this work is to develop and investigate a method of chemical 
detection from a standoff distance between sample and detector. To accomplish this goal we have 
taken a well-known phenomenon, the photoacoustic effect, and extended the current theory to 
accommodate using a Laser Doppler Vibrometer for detection. The photoacoustic effect, 
discussed in depth in Sec. 1.2, is the production of sound from absorbed modulated light. The 
chemical identification component, Sec. 1.3, of this project dictates that we must be careful in 
the selection of the correct wavelength modulated light source.  
An LDV measures the generated photoacoustic signal by determining the change in the 
optical path length traveled by the probe laser beam. The LDV is a standoff tool capable of 
performing measurements at distances on the order of tens of meters. The LDV will be discussed 
later in Sec. 1.2 and the experimental use of the LDV will be expanded upon in Ch. 4. We must 
focus our analytical work on how the photoacoustic effect causes changes in the optical path 
length. The theoretical work will not only provide a qualitative description of the physical 
processes involved, but will be detailed enough to use for signal and detector characterization. 
The LDV does not differentiate between signal sources, but the theory developed in Ch. 3 will. 
The end result will be a theoretical treatment of the standoff spectroscopy tool with experimental 
confirmation of the theory and an experimentally produced spectrum of an explosive material 
matching the spectra presented in the literature.  
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Section 1.2: Review of Literature 
 The photoacoustic effect, and its use as a spectroscopic method, is not a recent 
development. The phenomena was discovered by Alexander Graham Bell in the late 1880's.1,2 In 
a paper titled “The Photophone” published in 1880, Bell described his work with his assistant 
Sumner Tainter. That work was on an “apparatus for the production and reproduction of sound by 
means of light.” The experiment in “The Photophone” was the first published account of sound 
emission from solids exposed to periodically interrupted light. The experiment was carried out 
using thin disks of assorted materials to produce sound. The next year Bell published another 
paper which detailed more work on the photoacoustic effect. “The Production of Sound by 
Radiant Energy,” published in 1881 employed hearing tubes to listen to the sound produced. Bell 
showed that solid masses of the substances previously used as thin disks produced no sound. 
From this data he concluded that the sound production was a surface effect. The absence of 
sound from solid masses was thought to be due to a damping effect.  
 In Ref. 2 Bell details a correspondence with Tainter; in this correspondence Bell told 
Tainter to place the samples in optically transparent vessels and use a hearing tube to listen to 
their response. The glass vessels (test tubes) evolved into a conical brass cavity closed by a piece 
of glass. These tubes are very much like the resonant cavities used today in photoacoustic 
experiments. In this experiment the frequency of chopping was matched to the resonance 
frequency of the cavity and the apparatus produced sounds audible to audiences without the need 
for hearing tubes. Bell thought that the photophone could be transformed into a device for the 
transmission of sounds such as speech. He says “The extremely loud sounds produced from 
lamp-black have enabled us to demonstrate the feasibility of using this substance in an 
articulating photophone”. Though this idea was eventually abandoned, it was the impetus for his 
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detailed theoretical explanation of the photoacoustic effect.  
 Bell observed that the best sound production came from fibrous materials and lamp black. 
He theorized that one could think of lamp black like a sponge with the pores filled with air. 
When the lamp black was heated it expanded and expelled the air from the pores producing a 
pulse of air. When the light was blocked from the lamp black it contracted forming a partial 
vacuum; air is absorbed back into the pores of the material. Because the sound was being 
produced by expelling air from the pores of the sample the sound in air would be quite large and 
audible, but the solid itself wouldn't vibrate much. After the work with fibrous materials, Bell, in 
conjunction with Tyndall, tried to use liquids and gases. Using two different liquids they 
determined that, in accordance with the current theory, the sound produced by the liquid with 
higher heat absorption was louder. Bell concluded that sound production from the photoacoustic 
effect is a universal property of matter. 
 Bell's work foreshadowed the most important current use of the photoacoustic effect. In 
Ref. 2 the construction of a device for the measurement of absorption spectra is discussed. Bell’s 
spectrophone was a spectroscope with the eye-piece removed. The samples being studied were 
placed at the focal point of the instrument behind a diaphragm with a slit in it, and the output 
from the photoacoustic effect on these substances was amplified by a hearing tube. By placing 
the sample at different positions in the diffracted spectrum the sample could be excited by 
variable wavelengths of light. He postulated that the absorption spectra of the substance 
corresponded to the “bands of sound and silence” observed by listening to the hearing tube.2 He 
stated that “of course, the ear cannot for one moment compete with the eye in the examination of 
the visible part of the spectra; but in the invisible part beyond the red... the ear is invaluable.”2 
Bell’s prediction that photoacoustic spectroscopy is particularly useful in the infrared absorption 
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range for obtaining molecular spectra has proven correct. 
 The photoacoustic effect (then called the optoacoustic effect) was largely forgotten for 
almost a century. Rosencwaig and Gersho developed the theory of the photoacoustic effect in 
their paper “The Photoacoustic Effect in Solids” in 1976.3 They placed the sample in a 
photoacoustic cell filled with air, reminiscent of the chamber used by Bell, and placed a very 
sensitive microphone inside to record the sound produced in the experiment. The response was 
recorded as a function of wavelength of incident light producing a spectrum that corresponded to 
the optical absorption spectrum of the material being analyzed. This technique has the advantage 
over conventional spectroscopic methods since there is no need for sample preparation. One can 
use any type of sample in any form; crystallized, powdered, gel, etc.2 The flexibility arises from 
the fact that only the light absorbed by the sample is converted into sound. The scattered light 
that plagues conventional absorption spectroscopic methods does not influence the signal 
measured in the photoacoustic effect.2  
 Bell had postulated that it was the periodic absorption and expulsion of gas that produced 
sound. However that notion was rejected by Rosenscwaig and Gersho,3 who showed that the 
absorbed gas did not play a significant role in the production of the acoustic signal by evacuating 
a resonant cell and filling it with a non-absorbing noble gas. The conclusion reached by 
Rosencwaig and Gersho was that the signal produced by the photoacoustic effect was from the 
periodic heat flow from the solid to the surrounding gas.3 Rosencwaig and Gersho developed a 
theory to describe the heat flow in a typical system. 
 The basic setup of a photoacoustic experiment hasn't changed much since its inception 
over a century ago: a sample under investigation, a modulated light source, and a device to detect 
the photoacoustic signal. The photoacoustic effect is initiated by the periodic interruption of the 
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light incident on the sample produced by a mechanical chopper operated at a constant rate. The 
chopped light sets up a fluctuating heat profile in the system, and the fluctuations produce sound. 
In most photoacoustic spectroscopy experiments the signal is recorded by a microphone in a 
resonant cell with the frequency tuned to match the modulation frequency of the light.  
Fig. 1.1 is a diagram of Rosencwaig and Gersho’s system.3 Light enters on the right and is 
directed in the negative x direction. That light is absorbed by the sample and is then converted 
into heat. The heat-flow in the system is then analyzed to obtain an understanding of the physical 
processes in the cell. The chopper and illuminating light source are not included in the drawing. 
The light-source is monochromatic and constant in peak intensity I0 (W/cm
2), and the chopper is 
set to chop the incident light at a constant frequency ω (rad/s).3 
 
Figure 1.1: Schematic of the Rosencwaig and Gersho 
photoacoustic cell. 
 
Eq. 1.1 gives the time rate of change of energy deposited per unit volume, H, at an arbitrary point 
in the solid. β is the optical absorption coefficient of the solid sample (cm-1).  
𝐻 =
1
2
𝛽𝐼0𝑒
𝛽𝑥(1 + cos(𝜔𝑡)). 
1.1  
Rosencwaig and Gersho concluded that the acoustic signal is generated by “the periodic heat 
flow from the solid to the surrounding gas”,3 and the heat transfer causes the immediate 
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boundary layer of gas to expand and contract periodically at the same frequency of the 
modulation of the light. The optical absorption coefficient varies for each sample as a function of 
the frequency of incident light. 
 Rosencwaig and Gersho
3
 laid a foundation for the current work in the field of 
photoacoustic spectroscopy. There are several spectroscopy methods utilizing the photoacoustic 
effect. The first method is the one used by Rosencwaig and Gersho.
3
 A microphone is used to 
measure the photoacoustic response of a sample in a resonant cell. A second photoacoustic 
spectroscopy method is called photothermal deflection spectroscopy and is related closely to the 
work described in this project.
10, 11
 Photothermal deflection spectroscopy utilizes the heat that is 
created by a substance absorbing light to affect measurable changes, like the deflection of a 
probe laser beam or surface deformation, in the system under study. The review by Power
12 
provides a succinct summary of the photothermal deflection spectroscopy methodologies and 
terminology.  
 There are several ways that photothermal deflection methods have been used measure 
system response to the stimulus of laser induced heating.
 13, 14, 15, 16, 17 
One method is to measure 
the deflection of a probe laser beam along the sample surface. This method, called mirage 
photothermal spectroscopy, is discussed in detail by Murphy and Aamodt
18
 and others.
19, 20, 21 
The mirage effect depends on the periodic heating and cooling of the gas layer adjacent to the 
sample. The probe beam is deflected from its original path at a rate determined by the heating of 
the air adjacent to the heated sample. The varying deflection is used as a measure of how 
absorptive the sample is at a certain wavelength of excitation relative to other excitation 
wavelengths.  There is a similar scheme that takes advantage of the mirage effect, but adds the 
deflection of the surface to the thermal deflection of the probe beam by bouncing the probe beam 
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off of the heated surface. The theory presented herein is based on the papers of Jackson and 
Amer
10
 and Olmstead et al.,
11
 but there are others who have employed this technique.
22,23
  
 Manning, Palmer, Chao, and Charbonnier
24
 describe the reverse mirage effect. The 
reverse mirage measures the deflection of a probe beam parallel to the back surface of the 
sample under investigation. The heat transfers through the sample and radiates to the air adjacent 
to the back of the sample. The probe beam is deflected in much the same way that regular mirage 
photothermal deflection spectroscopy works but does not interact with the probe beam or the 
front of the heated sample surface.  
 Measurement of the surface deflection alone can be used for photoacoustic 
measurements. Jackson and Amer
10
 is one of several papers that discuss measuring the deflection 
of the surface with a piezoelectric sensor for studying photoacoustic response. Rosencwaig in 
1983 studied thin-film thickness with the probe beam deflection.
25
 This project extends the 
surface deflection theory of Jackson and Amer,
10
 but there are other theoretical treatments of 
surface deflection spectroscopy. Miranda investigates the surface displacement of a single solid 
layer using a laser interferometer normally incident on the sample under study.
34
 This beam is 
used to measure the surface displacement. The interferometric optical work by Miranda, though 
one dimensional, is closely related to the work described herein, however the theory cannot be 
applied to our work because it is one dimensional theory while this project requires a three 
dimensional understanding of the surface excitation for a complete understanding of the whole 
system.
34
 
 
 Most of the previously discussed work employing beam deflection used positional 
sensors to measure the deflection of the probe laser beam with Miranda
34
 being the exception. 
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The work described in this project uses an interferometer (LDV) to measure changes in the 
optical path length of a probe beam. The idea of using interferometry is not novel and has been 
discussed previously.
27, 28, 29, 30, 31, 34 
Interferometer based photothermal deflection has wide 
ranging uses, from explosive detection to semiconductor lattice evaluation
27
 and tissue study.
29
  
 Photothermal displacement experiments have been used to measure other properties 
besides absorption spectra. Yun et al. devised a modified photothermal experiment to measure 
the thermal diffusivity of the air,
32
 and Bertolotti et al. examined the thermal diffusivity of the 
solid sample.
33
 Photothermal displacement can also be used to investigate the thickness of solid 
samples. Bertolotti et al. discuss adapting the thermal wave generated in the air above the solid 
sample to measure the thickness of a sample.
33 
Though these measurements are not applicable to 
the current work; it is interesting to note that with simple modifications the LDV can be used to 
investigate other system characteristics.  
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Section 1.3: Spectroscopy 
 Spectroscopy is based on the differential reaction of samples exposed to varying 
frequencies of electromagnetic radiation. The electromagnetic spectrum is very wide and 
different techniques use different parts of the spectrum. There are three parameters that can be 
used to identify and describe electromagnetic radiation; wavelength λ, frequency ν, and energy 
E. The parameters are interrelated by the physical constants c, the speed of light, and h, Planck's 
constant: 
𝑐 = 𝜆𝜈, 1.2  
𝐸 =
ℎ𝑐
𝜆
. 
1.3  
There are several ways that electromagnetic radiation can interact with an atom or molecule. At 
low energy (< 10 J/mol) and long wavelength radio waves can change the spin of the molecule.4 
As the energy of the electromagnetic radiation increases, microwaves can change the orientation 
of the molecules in a sample; infrared radiation can change molecular configurations and 
influence the rotational and vibrational energy of the absorbing molecule.4 In the visible, 
ultraviolet, and even X-ray regions; radiation no longer affects the atoms in the molecule, instead 
it changes the electronic configuration.4 In the highest energy region (~1012 J/mol) gamma rays 
incident on a sample change the nuclear configuration.4 These reactions to different energy 
electromagnetic waves can be used in various spectroscopic methods.  
 To understand and produce an accurate model of IR spectroscopy used in this work, one 
must understand how infrared light interacts with a solid, and how that interaction produces 
physical effects in molecules. An atom can be fully described energetically by its electronic 
configuration, but a molecule has other types of energy that arise from the bonding of two or 
more atoms.5 The molecular bonds allow for different degrees of freedom of the molecule to 
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store energy from two types of motion in the molecule. First, the entire molecule can rotate as 
illustrated in Fig. 1.2.5 In diatomic molecules the molecule has the freedom to rotate around two 
axes, and in nonlinear polyatomic molecules there is a third axis about which the molecule can 
rotate.5 
 
Figure 1.2: Diagram of rotational degrees of freedom in molecules. 
 
A molecule also has vibrational degrees of freedom that result from the non-rigid molecular 
bonds. Springs are used in Figs. 1.2 and 1.3 to represent the molecular bonds since the molecules 
vibrate regularly like masses connected by a spring.5 The vibrational degrees of freedom are 
illustrated in Fig. 1.3.  
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Figure 1.3: Diagram of vibrational degrees of freedom in 
molecules. 
 
 Since different molecules are comprised of different types of atoms or the same atoms in 
dissimilar configurations, the frequencies of the vibrational or rotational modes in the molecule 
differ. The absorption rate of electromagnetic radiation of various energies is the differentiation 
method used in spectroscopy.4 Just as atomic spectra are unique because of each atom’s 
distinctive electronic configuration; molecular spectra differ based on atomic composition and 
bond types. Infrared spectroscopy uses light wavelengths between 1 mm to 750 nm. This very 
wide wavelength range, covering three orders of magnitude, allows for great flexibility in 
material analysis.  
 A spectroscopic experiment on a known or unknown substance involves the 
measurement of the relative amplitude of response (in the case of photoacoustic spectroscopy the 
response is the PA signal in arbitrary units) versus frequency or wavelength. The response has 
peaks where absorption is at the maximum, and the peaks correspond to individual bond 
oscillations. Fig. 1.4 is a sample absorption spectra of 2,4,6-trinitrotoluene (TNT).6 The 
absorbance in arbitrary units is plotted versus wavelength of infrared light in micrometers. The 
plot has four peaks but the two most distinct peaks are at 6.4μm and 7.4μm. Each of the peaks 
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corresponds to a rotation or vibration in the molecular structure of TNT. The spectra plotted in 
Fig. 1.4 is unique to TNT and is used for both analysis of TNT and the identification of the 
explosive.  
 
Figure 1.4: Plot of the absorbance of infrared light by 2,4,6-
trinitrotoluene (TNT) versus wavelength.  
  
To understand how the photoacoustic effect generates the spectroscopic signal used to 
study or identify chemicals, one must understand the properties of those chemicals. 2,4,6-
trinitrotoluene or TNT was first prepared by Wilbrand in 1863, and a detailed study came seven 
years later by Beilstein and Kuhlberh.7 Germany was the first country to manufacture TNT and 
by the early 1900's it was adapted for use as an explosive by both the German and US armies.7 
Fig. 1.5 is a diagram of a molecule of TNT. The chemical formula is C7H5N3O6; the four extra 
groups (3xNO2 and 1 CH3) take the place of hydrogen atoms around a benzene ring. Not drawn 
in Fig. 1.5 are the two hydrogen atoms bonded to the two bottom corners of the central ring.  
 13 
 
 
Figure 1.5: Diagram of 2,4,6-trinitrotoluene (TNT). 
  
Knowing the molecular structure of TNT allows for the analysis of its absorption spectra. 
Fig. 1.4 is the IR absorption spectrum for TNT between the wavelengths of 5μm and 8μm, and 
Fig. 1.6 is the IR transmission spectra from 2.00μm to 16.67μm.8 The transmission spectrum is 
just the inverse of the absorption spectrum. The peaks in an absorption spectrum are the 
physically important parts of the plot, and the valleys of the transmission spectrum are the most 
important. The transmission rates are plotted versus inverse wavelength. The absorption peaks at 
6.4μm and 7.4μm are clearly seen as valleys at 1562.5cm-1 and 1351.4cm-1 respectively. The 
author of Ref. 8 uses inverse wavelength to plot transmission rather than wavelength. As 
discussed previously, there is no set convention for describing the electromagnetic radiation. To 
convert inverse centimeters to a wavelength one must simply invert the value and divide by 100 
to obtain the wavelength of the electromagnetic radiation in meters. 
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Figure 1.6:  The transmission spectrum of TNT is plotted versus 
inverse wavelength in cm-1.  
 
The analysis of absorption spectra matches the peaks in the plot of absorption versus wavelength 
to various normal modes of vibration or rotation of the molecule. Table 1.1 below is from R.L. 
Prasad et al.9 The table is a comparison of the observed TNT IR absorption, other observed 
absorption data, theoretical data, and the description of the corresponding modes.9 R.L. Prasad et 
al. did not themselves measure the absorption spectrum of TNT at the wavelengths discussed 
previously, but the referenced data and calculation show peaks around 6.5μm and 7.4μm that 
correspond to the two peaks from Fig. 1.4.9 
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Resonant Wavelength (μm) Description of excited mode 
3.23 Asymmetric C-H (ring) stretch 
3.24 Symmetric C-H (ring) stretch 
3.34 C-H (methyl) stretching 
3.37 C-H (methyl) stretching 
3.45 C-H (methyl) stretching 
5.77 N-O stretching 
6.18 C-C ring stretching 
6.50 C-C ring stretching 
6.63 N-O stretching 
6.86 CH3 deformation 
6.96 C-C (ring) stretching 
7.04 CH3 deformation 
7.40 C-C (ring) stretching 
8.13 C-H (ring) in plane bend 
8.22 C-C (ring) stretching 
8.54 C-CH3 stretching 
9.21 C-H (ring) in plane bend 
9.75 CH3 deformation 
10.64 C-N stretching 
11.00 C-N stretching 
11.52 C-N stretching 
12.63 C-C (ring) bending 
13.87 C-C (ring) bending 
14.18 Ring torsion 
15.06 NO2 in plane rocking 
15.65 C-C (ring) bending 
17.27 NO2 in plane rocking 
17.70 Ring torsion 
21.41 Ring torsion 
21.50 C-CH3 wagging 
Table 1.1: Table of TNT spectral lines and their 
corresponding vibrational modes. 
  
According to Table 1.1 the longer wavelength spectral line of about 7.4μm corresponds 
to a C-C (ring) stretching. The central ring in 1.5 is undergoing a stretch due the IR light 
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absorption. The shorter wavelength spectral line at 6.4μm also corresponds to a C-C ring 
stretching. The central ring of a molecule of TNT is a chain of six carbon atoms with alternating 
single and double bonds and the stretching of one or more of those bonds accounts for the 
redundancy of vibrational modes. There are many spectral lines in the characteristic spectrum of 
the explosive TNT since the molecules have several bonds and modes of excitation. 
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Section 1.4: Project Description 
Photoacoustic spectroscopy has been used for chemical identification for over three 
decades, and the theories of the photoacoustic effect date back to the 1880’s. To improve and 
expand on the work that has been done in the field, an understanding of the physical processes 
involved must be attained. The physical processes involved are dictated by the real world 
conditions of the experiment. The primary goal of this project is the development of the theory 
of photoacoustic spectroscopy with standoff chemical detection. This goal is the basis for 
determining the experimental conditions and the corresponding modeled system. 
Standoff distance photoacoustic spectroscopy requires the abandonment of the 
photoacoustic cell used to amplify the sound produced in traditional photoacoustic spectroscopy. 
To accomplish standoff detection we will use a Laser Doppler Vibrometer (LDV) to measure 
photoacoustic changes in the system. The LDV uses a Helium-Neon laser to interrogate the 
system by splitting the beam into a two parts, a probe beam and a reference beam. The probe 
beam is aimed at the measured sample and is reflected back from that surface. The light from the 
reflected probe beam is collected by the LDV and is then recombined with the reference beam. 
The reference beam, after being split from the probe beam is sent through a Bragg cell, or 
acousto-optic modulator (AOM), to shift the frequency of the probe beam. The shifted reference 
beam and the probe beam are mixed together and the LDV examines the difference in frequency 
of the two beams. Changes in the optical path length traversed by the probe beam change the 
frequency of the probe beam. When the frequency shifted probe beam is recombined with the 
reference beam the LDV extracts the total time rate of change of optical path length of the probe 
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beam. The changes in optical path length are the direct measurable from the photoacoustic 
effects that we will measure and calculate in the experimental and theoretical parts of this work.  
For this work we focus on chemical detection from a distance. We study the infrared 
absorption spectrum of TNT with photoacoustic spectroscopy. To aid in the experimental work, 
a theoretical model of the experimental system has been developed. Theoretical treatment of 
photoacoustic and photothermal work has been published previously, and the theory that we 
have developed utilizes similar methodology to previous work.
10, 11
 What differentiates the 
present work is the physical setup of the sample. We are interested in chemical detection of a 
thin layer on a substrate so we examine a two-layer system comprised of a thin layer of 
explosive material deposited on a much thicker but finite substrate. Our use of boundary 
conditions and assumptions further differentiates this work from previous efforts by examining 
the entirety of the physical response of the system. We calculate every resulting system change 
that could influence the probe beam of the LDV. This work will be discussed in the next chapter 
which details the construction of the model.  
The theoretical calculations allow for sensitivity calculations and better understanding of 
the physical processes involved in the acquisition of the photoacoustic spectrum of TNT. The 
theory work is the heart of this project and its experimental confirmation is as important as the 
reproduction of the TNT spectrum. The standoff tool to detect explosives will be realized by the 
reproduction of the IR absorption spectrum of a sample of TNT and the confirmation of the 
theory constructed to describe the system. Experimental confirmation work has been performed 
with TNT, however, the bulk of the theory and experimental work uses a more homogeneous 
and continuous analogous system. The major problem with using TNT experimentally is in 
sample preparation and control. We were not able to obtain a homogeneous thin coating of the 
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TNT solution. This is not a problem in the measurement system because spectroscopy does not 
demand perfect targets. Additionally the TNT sample degrades over time and can be damaged 
by the very laser used to investigate the substance. For those reasons an idealized system, 
consisting of a thin layer of gold deposited onto a glass substrate, was used for the simulation 
and the experimental verification. Finally, relative spectroscopy of TNT on a gold mirror 
substrate was performed as a proof of concept experiment and further verification of the theory. 
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CHAPTER 2: THEORY 
Section 2.1: Temperature Profile 
 The basis for the model of the photoacoustic effect is that heat is deposited in the sample 
by absorption of infrared light from an excitation laser. The deposited heat then disperses 
through the modeled system. The system is a thin chemical layer a substrate of finite thickness 
with another layer of air behind the substrate (Fig. 2.1). The thin layer and substrate are excited 
by the laser normally incident on the sample. A probe beam measures the changes to the system 
calculated as output from the theory. The probe beam and the excitation laser are drawn as not 
being collinear, and the distance between beam centers of the two lasers is adjustable in the 
theory. 
 
Figure 2.1: Diagram of the modeled system. 
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The calculation of the heat flow throughout the modeled system allows for the calculation 
of the surface displacement of the sample, the resultant acoustic wave in the air above the heated 
spot on the sample, and the heating of the air; all processes that influence the measurement made 
by the LDV. We use the equation of heat conduction in solids
35
 to calculate the heat dispersion in 
the sample-substrate system:  
  
 𝑡
=     +
 ̇
𝑐 
. 
2.1  
κ is the thermal diffusivity, cp is the specific heat, and  ̇ is the heat deposited per unit volume per 
unit time. To calculate  ̇ we must understand the properties of the excitation laser and how heat 
is deposited in the sample. One of the main goals of the model is to accurately portray 
experimental conditions that will be used to verify the accuracy of the model. To accomplish this 
for the modeled excitation laser we need to relate the physical properties of the laser to  ̇. In Eq. 
2.2, Imax is the maximum intensity of the beam, f is the fraction of light absorbed by the thin layer 
of explosives, R is the reflected fraction of light, a is the width of the excitation beam, r is the 
radial coordinate, and α is the absorptivity of the substrate. The light incident on the system is 
absorbed in the thin layer and in the substrate. Each absorption produces heat in the system and 
their contributions are accounted for in Eq. 2.2 and in the boundary conditions. 
 ̇ =
𝐼  𝑥(1     )
2
 𝑒
 
  
  𝑒   𝑒    , 
2.2  
where  ̇ is the heat absorbed in the substrate. The heat absorbed in the thin layer is accounted for 
with the boundary conditions which are discussed later. One assumption made in the generation 
of Eq. 2.2 is that the intensity of the excitation beam decays exponentially inside of the sample.
10
 
This assumption is represented mathematically by the exponential decay of  ̇ as z, the distance in 
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the sample along the direction of the excitation beam, increases. The Gaussian form of the radial 
dependence of the intensity is a standard assumption used in experimental work. The excitation 
beam center is used as the origin of the radial axis in this model. The harmonic time dependence 
expresses the modulation of the excitation beam at angular frequency ω. Imax is related to the 
total power, P, of the unmodulated excitation laser by Eq. 2.3. This relation can be used to 
evaluate Imax in terms of  P, which is a measured value. 
 = 𝐼  𝑥 ∫ 𝑒
 
  
      
 
0
 
2.3  
Integrating Eq. 2.3 and substituting the result into 2.2 we get evaluate  ̇ in terms of measured 
quantities and absorptions: 
 ̇ =
 (1     )
   
 𝑒
 
  
  𝑒   𝑒    . 
2.4  
From this point onward there will be no explicit time dependence in any of the equations. 
Complex amplitudes of the temperature and of the other harmonically varying terms will be used 
to express the magnitude and phase. Eq. 2.5 expresses the complex amplitude form of the 
temperature implicit in the rest of this work. The hat from  ̂ is also implicit in all of the relevant 
quantities for the rest of the document.  
 ( ⃑, 𝑡) =  𝑒( ̂( ⃑)𝑒    ) 2.5  
The next step is to simplify 2.1 so that it can be solved. The temperature profile produced by the 
harmonically oscillating heat deposition also varies harmonically. The time derivative in Eq. 2.1 
is evaluated with the given harmonic time dependence.  
    
 𝜔
𝜆
 =   𝑒
 
  
  𝑒    
2.6  
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λ is the thermal diffusivity and γ is given by: 
 =  
 (1     )
    
. 
2.7  
The solution to Eq. 2.6 is obtained by assuming that the form of the solution is the sum of 
a homogeneous solution and a particular solution.
10
 The particular solution is found by 
substitution of the general form for a cylindrically symmetric system into Eq. 2.6:  
  = ∫   ( )𝑒
    0(  )  
 
0
. 
2.8  
The integration variable, δ, is the thermal wavenumber and C(δ) is a constant used to satisfy Eq. 
2.5. 
  ∫   ( )𝑒    0(  )  
 
0
   ∫   ( )𝑒    0(  )  
 
0
=   𝑒
 
  
  𝑒   . 
2.9  
K
2
 is set equal to 
   
 
 for future simplification. The cylindrical Laplacian operator acting on the 
first term in Eq. 2.9 is given by: 
  =
1
 
 
  
( 
 
  
) +
1
  
  
   
+
  
   
. 
2.10  
Application of the Laplacian to our particular solution yields: 
 ∫ (     )  ( )𝑒    0(  )  .
 
0
 
2.11  
Using this result in Eq. 2.9 and some simplification gives: 
∫ (        )  ( ) 0(  )  
 
0
=    𝑒
 
  
  . 
2.12  
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The orthogonality of Bessel functions can be used to reduce Eq. 2.12 if both sides of Eq. 
2.12 are multiplied by∫      (   )
 
0
. The left hand side of Eq. 2.12 becomes: 
∫ (        )  ( )  ∫      (   )
 
0
 0(  )
 
0
 
2.13  
The integral over r on the LHS becomes: 
∫   (        )  ( )
 (    )
  
 
0
, 
2.14  
where δ is the Dirac delta function. Orthogonality gives: 
(         ) (  ) = ∫   𝑒
 
  
       (   )
 
0
. 
2.15  
The integral on the right hand side of Eq. 2.15 is a known Fourier-Bessel transform: 
 ( ) = ∫  ( )  (  )2    ,
 
0
 
2.16  
if 
 ( ) =
𝑒
 
  
   
  
, 
2.17  
and 
 ( ) = 𝑒 
    
 . 
2.18  
The integrand in Eq. 2.15 is in the form of Eq. 2.16-18 if the substitutions   =
 
  
 and δ=k are 
made. We find 
  
2 
∫ 𝑒 
    
 2      (   )
 
0
. 
2.19  
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Following the prescription from Eq. 2.16 and Eq. 2.17, 2.15 becomes: 
(         ) (  ) =
  
2 
  
2
𝑒 
     
 . 
2.20  
The equation is solved for C(δ) and the value substituted into Eq. 2.8. The particular solution to 
the temperature profile created in the sample is then given by: 
  = ∫
    
  
𝑒 
    
 
(        )
 0(  )𝑒
      
 
0
. 
2.21  
 We now have the particular solution and solve for the total temperature profile by 
assuming a form for the homogeneous solution and applying physical boundary conditions to 
evaluate the constants. The boundary conditions used in this work are a significant departure 
from those used by Jackson and Amer.
10
 The boundary conditions used herein come from 
acoustic boundary-layer theory which will also be employed to calculate the acoustic signal. We 
know that the physical processes in the system occur with constant angular frequency; 
additionally it is assumed that the temperature in the system varies much more rapidly in the z 
direction than in the transverse direction.
36
 The boundary conditions for this system keep the heat 
flow continuous across the two sample/gas interfaces at z equals 0 and l where l is the width of 
the substrate. The first boundary condition, Eq. 2.22, is the boundary condition at the back 
interface of the substrate. There is no excitation beam at that interface so the boundary condition 
is simply the continuity of heat flow and the continuity of the temperature across the boundary. 
   |   =
  
  
|
   
, 
2.22  
with  
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  =  (1   )
  
 
√(
𝜔
2𝜆 
) . 
2.23  
In Eq. 2.23 κ is the thermal conductivity, λ is a constant equal to 
 
   
, and the subscript “2” 
denotes the physical properties of the space behind the substrate (room temperature air). The 
values without subscripts are physical properties of the substrate.  
The second boundary condition used in this model is at the interface between the front of 
the sample, which has the thin layer of TNT on it, and another space of room temperature air. 
The boundary condition in Eq. 2.24 is similar to the first boundary condition in that it forces the 
heat flow and temperature across the boundary to be continuous. However, the added element of 
the heating of the excitation laser complicates the heat flow at the boundary. The thin layer of 
TNT is assumed to absorb a set percentage of the excitation laser f, and the substrate below that 
layer will absorb the remaining laser light at a rate that depends on its physical properties. 
   |  0  
  
  
|
  0
=
𝐼0 
 
𝑒
 
  
  , 
2.24  
where  
  = (1   )
  
 
√(
𝜔
2𝜆 
). 
2.25  
In Eq. 2.25 the subscript 1 denotes a physical constant from the space in front of the sample 
(room temperature air). The right hand side of Eq. 2.24 is the fraction of light deposited in the 
surface layer of TNT. This change accommodates the heating of the thin layer.  
These two boundary conditions are used to solve for the constants in the homogeneous 
solution. The total temperature profile is the sum of the particular and the homogeneous 
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solutions. We assume the same general form of the homogeneous solution as used by Jackson 
and Amer
10
 appropriate to cylindrical geometry: 
    = ∫   0(  )( ( )𝑒
  +  ( )𝑒   )  ,
 
0
 
2.26  
with 
 = √  +   . 2.27  
A(δ) and B(δ) are constants determined by the boundary conditions. The combined temperature 
profile is 
 = ∫   0(  )  ( )𝑒
  +  ( )𝑒   +  ( )𝑒      
 
0
, 
2.28  
where 
 ( ) =
    
  
𝑒 
    
 
(        )
. 
2.29  
The boundary condition at the back of the sample becomes 
∫ [  ( )𝑒     ( )𝑒      ( )𝑒   ]
 
0
 0(  )   
= ∫ [   ( )𝑒
      ( )𝑒
       ( )𝑒
   ]
 
0
 0(  )   . 
2.30  
We set the terms inside of the square brackets equal to each other: 
  ( )𝑒     ( )𝑒      ( )𝑒   =    ( )𝑒
      ( )𝑒
       ( )𝑒
   . 2.31  
Grouping like terms we arrive at the first equation used to solve for A(δ) and B(δ): 
 ( )(    )𝑒
    ( )( +   )𝑒
   =  ( )( +   )𝑒
    2.32  
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To get the second equation needed to solve for A(δ) and B(δ) we satisfy the boundary 
condition at the front of the sample: 
𝐼0 
 
𝑒
 
  
  = ∫     ( ) +  ( ) +  ( )  0(  )   
 
0
 ∫    ( )    ( )    ( )  0(  )   
 
0
. 
2.33  
Combine the two integrals on the right hand side of Eq. 2.33 and simplify: 
𝐼0 
 
𝑒
 
  
  = ∫  ( ) 0(  )   ,
 
0
 
2.34  
where  
 ( ) =  ( )(    ) +  (  +  ) +  ( )(  +  ). 2.35  
This equation can be inverted for S(δ) by employing the orthonormality of the Bessel function. 
∫
𝐼0 
 
𝑒
 
  
   0(  )   
 
0
= ∫ ∫  ( ) 0(  ) 0(  )      
 
0
 
0
 
2.36  
Integrating the right hand side over r we get: 
∫
𝐼0 
 
𝑒
 
  
   0(  )   
 
0
= ∫
1
 
 (   )  ( )  .
 
0
 
2.37  
Completing the integration over δ on the right hand side and substituting back in for S(δ) we 
have: 
∫
𝐼0 
 
𝑒
 
  
   0(  )   
 
0
=  ( )(    ) +  (  +  ) +  ( )(  +  ). 
2.38  
We solve the integral on the left hand side by putting it into the form of Weber’s first exponential 
integral:
46
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∫  0( 𝑡)𝑒
     𝑡 𝑡 =
1
2  
𝑒
 
  
   .
 
0
 
2.39  
Integrating Eq. 2.38 we get: 
𝐼0 
 
  
2
𝑒 
    
 =  ( )(    ) +  (  +  ) +  ( )(  +  ). 
2.40  
Two equations, Eq. 2.32 and Eq. 2.40, are solved for the two unknown constants A(δ) and B(δ) 
using Cramer’s rule. 
 ( ) =
(
𝐼0 
 
  
2 𝑒
 
    
   ( )(  +  )) ( +   )𝑒
   +  ( )𝑒   (  +  )(  +  )
(    )( +   )𝑒   + 𝑒  (    )(  +  )
, 
2.41  
and 
 ( )
=
 (    ) ( )𝑒
   ( +   ) + 𝑒
  (    ) (
𝐼0 
 
  
2 𝑒
 
    
   ( )(  +  ))
(    )( +   )𝑒   + 𝑒  (    )(  +  )
. 
2.42  
With Eq. 2.42, Eq. 2.41, and the temperature profile Eq. 2.28 the induced temperature profile can 
now be calculated for the entire sample. This temperature profile must be numerically integrated; 
however, we can use Eq. 2.28 to calculate the physical processes that result from the induced 
heating without explicitly evaluating the temperature profile (Sec. 2.2).  
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Section 2.2: Surface Deformation 
 The surface deformation of the sample is the first physical process calculated from the 
temperature distribution. Heating in the sample causes the surface to expand and contract 
periodically; this expansion is a measurable change to the optical path length. The LDV is 
sensitive to the varying distance the probe beam travels as the surface expands and contracts in 
the z direction. The surface deformation is also included in the calculation of the acoustic profile 
as the motion of the surface contributes to the acoustic source. To calculate the temperature 
induced surface deformation we start with the Navier-Stokes equation, Eq. 2.43. ν is Poisson’s 
ratio of the substrate, u is the surface displacement, T is the temperature calculated in the 
previous section, and α is the coefficient of thermal expansion for the substrate. As was 
explained in Sec. 2.1, all of the variables are complex amplitudes that vary harmonically at the 
modulation frequency. 
(1  2𝜈)   +  (   ) = 2(1 +  )      2.43  
To simplify Eq. 2.43 we make several assumptions.
11
 The first assumption made is that 
the substrate can be considered infinite in the radial direction; this assumption is valid because 
the laser spot size and the area of the system that the photoacoustic effect affects is much smaller 
than the radial dimension of the sample. The second assumption is that there is no normal stress 
at the z boundaries. Heat conduction does not affect the deformation, but it is included in solving 
for T. To solve the Navier-Stokes equation we assume a solution that is the sum of a particular 
and a homogeneous solution.
11
 The two part solution comes from Nowacki’s theory of 
thermoelasticity.
37
 The two solutions are differential equations of potentials that are used to solve 
for the surface deformation.
37
  The particular solution is 
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  =   , 2.44  
where Φ is the solution to the differential equation below11,37: 
   =     
(1 + 𝜈)
(1  𝜈)
. 
2.45  
The stress components must be zero at the boundaries z=l and z=0, and with that 
boundary condition the solution to Eq. 2.45 can be expressed as a Green’s function of a ring 
shaped temperature source of radius ρ at depth ζ integrated over the space of the substrate.11  
 ( ,  )
=     
1 + 𝜈
1  𝜈
∫   
 
0
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  ) 0(  )
s   (   ) s   (      )
s   (  )
}, 
2.46  
where z< is the smaller of z and ζ, and z> is the larger of z and ζ. The choice of which to use is 
made when applying the boundary conditions and a value of z is known. For example when z=0 
choose z<=0 and z>=ζ. The function T(ρ,ζ) is the temperature distribution calculated in the 
previous section. We now solve for the particular solution to the surface displacement in the z 
direction. The z component of the cylindrical gradient of Eq. 2.46 evaluated at the plane z=0 
gives:  
   ( ,  )
=     
1 + 𝜈
1  𝜈
∫    
 
0
∫    
 
0
∫   [ ( ,  ) 0(  ) 0(  )
s   (     )
s   (  )
]
 
0
. 
2.47  
Substituting the solution to the temperature profile (2.28) into Eq. 2.47 we get: 
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   ( ,  ) =     
1 + 𝜈
1  𝜈
∫    
 
0
∫    
 
0
∫   [{∫   0(  )[ ( )𝑒
  +  ( )𝑒   
 
0
 
0
+  ( )𝑒   ]  }  0(  ) 0(  )
s   (     )
s   (  )
]. 
2.48  
Next we evaluate the integral over ρ using the orthogonality of Bessel functions. 
∫   0(  ) 0(  )  
 
0
=
1
 
 (   )  
2.49  
   ( ,  ) =     
1 + 𝜈
1  𝜈
∫    
 
0
∫   
 
0
∫    0(  )
s   (     )
s   (  )
 
0
1
 
 (   )
 [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]. 
2.50  
Performing the integration over k: 
∫
s   (     )
s   (  )
 
0
 (   )[ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]  
=
s   (     )
s   (  )
[ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]. 
2.51  
Combining Eq. 2.51 and Eq. 2.50 we get: 
   ( ,  ) =     
1 + 𝜈
1  𝜈
∫    
 
0
∫   
 
0
 0(  )
s   (     )
s   (  )
 [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]. 
2.52  
The simplified version of the particular solution to the surface displacement, Eq. 2.52, is 
numerically integrable, and useable in our model.  
Next we solve for the homogenous solution to the surface displacement. The general 
form of the homogeneous solution is taken from thermoelasticity theory
37
 and Olmstead et al.
11
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  =
1
1  2𝜈
{
   
    
 ̂ + [2(1  2𝜈)    
   
   
]  ̂}, 
2.53  
where φ is the Love38 function satisfying: 
     =  . 2.54  
The general solution for φ given by Olmstead et al.11 is 
 ( ,  ) = ∫    0(  ) {[ +  (   
 
2
)] s   (   
 
2
)
 
0
+ [ +  (   
 
2
)] cos (   
 
2
)}, 
2.55  
where Δ=kl. The assumption of no normal stress at the boundaries yields the required four 
conditions: 
   ( ,  ) =   2.56  
   ( ,  ) =   2.57  
   ( ,  ) =   2.58  
   ( ,  ) =   2.59  
The normal r stress component in z plane, like the surface motion, has homogeneous and 
particular components:  
   =     +     , 2.60  
where 
    = 2 
   
    
, 
2.61  
and where μ is the shear modulus. 
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    =
2 
1  2𝜈
 
  
[(1  𝜈)    
   
   
] 
2.62  
The z stress component in the z plane also has homogeneous and particular parts: 
   =     +     , 2.63  
where 
    = 2 (
   
   
    ), 
2.64  
and 
    =
2 
1  2𝜈
 
  
[(2  𝜈)    
   
   
]. 
2.65  
These are the necessary equations to calculate the four constants A through D.  
We begin with the particular solutions to the stress equations starting with σrzp by solving 
2.61 by taking the partial derivatives of Eq. 2.46 with respect to z and r. 
    = 2 [   
1 + 𝜈
1  𝜈
∫     
 
0
∫    
 
0
∫   
 
0
{ ( ,  )  (  ) 0(  )
 
cos (   ) s   (      )  s   (   ) cos (      )
s   (  )
}] 
2.66  
At the boundaries z=0 and z=l, Eq. 2.67 becomes: 
    ( ,  ) =  2 [   
1 + 𝜈
1  𝜈
∫     
 
0
∫    
 
0
∫   
 
0
{ ( ,  )  (  ) 0(  )
s   (  )
s   (  )
}], 
2.67  
and 
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    ( ,  )
= 2 [   
1 + 𝜈
1  𝜈
∫     
 
0
∫    
 
0
∫   
 
0
{ ( ,  )  (  ) 0(  )
s   (     )
s   (  )
}]. 
2.68  
Next we evaluate the potential in Eq. 2.64 by expanding the gradient and examining terms: 
    = 2 (
   
   
 
1
 
 
  
( 
  
  
) +
1
  
   
   
+
   
   
). 
2.69  
 
The first and last terms in the parentheses in Eq. 2.69 cancel and the partial derivative of Φ with 
respect to the angle   is zero by symmetry. Simplifying we get: 
    =  2 
1
 
 
  
( 
  
  
). 
2.70  
We know that sinh(kz<)sin(kl-kz>) is unchanged by differentiation with respect to r, and is zero 
at the boundaries: 
    ( ,  =  ,  ) =  . 2.71  
We now have both particular parts of our stress equations needed to evaluate the constants in 
2.55. 
 To solve the homogeneous part of our stress equations we start with Eq. 2.62 by twice 
taking the partial derivative of φ with respect to z: 
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= ∫    0(  ) [ 
  s   (   
 
2
) +    cos (   
 
2
) +    cos (   
 
2
)
 
0
+     s   (   
 
2
)  
    
2
s   (   
 
2
) +    cos (   
 
2
)
+    s   (   
 
2
) +    s   (   
 
2
) +     cos (   
 
2
)
 
    
2
cos (   
 
2
)] . 
2.72  
We now take the cylindrical Laplacian of φ, but there is no angular dependence so the cylindrical 
Laplacian in Eq. 2.10 becomes: 
  =
1
 
 
  
( 
 
  
) +
  
   
, 
2.73  
where the double partial z derivative of φ is Eq. 2.74. To compute the partial derivatives in the r 
term we let φ be: 
 = ∫    0(  ) ( )
 
0
, 
2.74  
where F(z) is  
 ( ) = {[ +  (   
 
2
)] s   (   
 
2
) + [ +  (   
 
2
)] cos (   
 
2
)}. 
2.75  
The partial derivative of Eq. 2.74 with respect to r is: 
  
  
= ∫   (  )  (  ) ( )
 
0
. 
2.76  
Multiplying by r and again taking the partial r derivative: 
1
 
 
  
( 
  
  
) = ∫   (   ) 0(  ) ( )
 
0
 
2.77  
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We now have all the parts needed to construct σrzh from Eq. 2.62.  
    =
2 
1  2𝜈
 
  
[(1   )
1
 
 
  
( 
  
  
) +   
   
   
] 
2.78  
Substituting into Eq. 2.78 the results in Eq. 2.77 and Eq. 2.72 and taking the partial derivative 
with respect to r: 
    =
2 
1  2𝜈
[(1  𝜈)∫   (   )  (  ) ( )
 
0
+ 𝜈 ∫      (  ) [ 
  s   (   
 
2
) +    cos (   
 
2
)
 
0
+    cos (   
 
2
) +     s   (   
 
2
)  
    
2
s   (   
 
2
)
+    cos (   
 
2
) +    s   (   
 
2
) +    s   (   
 
2
)
+     cos (   
 
2
)  
    
2
cos (   
 
2
)]] 
2.79  
Next, we evaluate Eq. 2.79 at the boundaries of the solid sample at z=0 and z=l: 
    ( =  ) =
2 
1  2𝜈
[(1  𝜈)∫   (   )  (  ) ( )
 
0
+ 𝜈 ∫      (  ) [ 
  s   ( 
 
2
) +    cos ( 
 
2
)
 
0
+    cos ( 
 
2
)  
    
2
s   ( 
 
2
) +    cos ( 
 
2
)
+    s   ( 
 
2
) +    s   ( 
 
2
)  
    
2
cos ( 
 
2
)]] 
2.80  
Substituting Eq. 2.75 into 2.80: 
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    ( ) =
2 
1  2𝜈
[∫   (  )  (  ) [ s   (
 
2
) {  
  
2
+ 2 𝜈}
 
0
+ cos (
 
2
) {  
  
2
+ 2 𝜈}]] 
2.81  
Now we evaluate Eq. 2.79 at z=l:  
    ( =  ) =
2 
1  2𝜈
[(1  𝜈)∫   (   )  (  ) ( )
 
0
+ 𝜈 ∫      (  ) [ 
  s   (
 
2
) +    cos (
 
2
) +    cos (
 
2
)
 
0
+     s   (
 
2
)  
    
2
s   (
 
2
) +    cos (
 
2
) +    s   (
 
2
)
+    s   (
 
2
) +     cos (
 
2
)  
    
2
cos (
 
2
)]] 
2.82  
Substituting Eq. 2.75 into 2.82 and combining terms: 
    ( ) =
2 
1  2𝜈
[∫   (  )  (  ) [s   (
 
2
) { +
  
2
+ 2 𝜈}
 
0
+ cos (
 
2
) { +
  
2
+ 2 𝜈}]] 
2.83  
The last equation needed to solve for the constants A through D in Eq. 2.55 is the 
homogeneous part of the normal stress component σzz which we obtain by evaluating Eq. 2.65. 
We start by expanding the Laplacian, again throwing out the angular term, and combining the 
partial z derivatives to get: 
    =
2 
1  2𝜈
 
  
[(2  𝜈)
1
 
 
  
 
  
  
+ (1  𝜈)
   
   
] 
2.84  
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We have already computed both sets of partial derivatives we need to solve Eq. 2.84 in Eq. 2.77 
and Eq. 2.72. Taking those results and substituting them into Eq. 2.84 gives: 
    =
2 
1  2𝜈
 
  
[(2  𝜈)∫   (   ) 0(  ) ( )
 
0
+ ∫ (1  𝜈)   0(  ) [ 
  s   (   
 
2
) +    cos (   
 
2
)
 
0
+    cos (   
 
2
) +     s   (   
 
2
)  
    
2
s   (   
 
2
)
+    cos (   
 
2
) +    s   (   
 
2
) +    s   (   
 
2
)
+     cos (   
 
2
)  
    
2
cos (   
 
2
)]]. 
2.85  
Before we can take the partial z derivative we substitute F(z) from Eq. 2.75 back into Eq. 2.85: 
    =
2 
1  2𝜈
 
  
[(2  𝜈)∫   (   ) 0(  )
 
0
= {[ +  (   
 
2
)] s   (   
 
2
)
+ [ +  (   
 
2
)] cos (   
 
2
)}
+ ∫ (1  𝜈)   0(  ) [ 
  s   (   
 
2
) +    cos (   
 
2
)
 
0
+    cos (   
 
2
) +     s   (   
 
2
)  
    
2
s   (   
 
2
)
+    cos (   
 
2
) +    s   (   
 
2
) +    s   (   
 
2
)
+     cos (   
 
2
)  
    
2
cos (   
 
2
)]]. 
2.86  
Taking the partial z derivative and grouping like terms: 
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    =
2 
1  2𝜈
∫      0(  ) [s   (   
 
2
) { (1  2𝜈)   +
  
2
    }
 
0
+ cos (   
 
2
) { (1  2𝜈)   +
  
2
    }]. 
2.87  
Now we evaluate Eq. 2.89 at the z boundaries. For z=0: 
    ( =  ) =
2 
1  2𝜈
∫      0(  ) [ s   (
 
2
) { (1  2𝜈)   +
  
2
}
 
0
+ cos (
 
2
) { (1  2𝜈)   +
  
2
}] , 
2.88  
and for z=l Eq. 2.87 becomes: 
    ( =  ) =
2 
1  2𝜈
∫      0(  ) [s   (
 
2
) { (1  2𝜈)    
  
2
}
 
0
+ cos (
 
2
) { (1  2𝜈)    
  
2
}] . 
2.89  
 We now have all the parts to compile the four equations which we solve for our constants 
A through D. We start with the normal r stress component in the z plane by substituting the 
results from Eq. 2.68 and Eq. 2.81 into Eq. 2.56: 
   ( ,  ) =  
= 2 [   
1 + 𝜈
1  𝜈
∫     
 
0
∫    
 
0
∫   
 
0
{ ( ,  )  (  ) 0(  )
s   (     )
s   (  )
}]
+
2 
1  2𝜈
[∫   (  )  (  ) [ s   (
 
2
) {  
  
2
+ 2 𝜈}
 
0
+ cos (
 
2
) {  
  
2
+ 2 𝜈}]]. 
2.90  
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For the solution we rearrange Eq. 2.90 such that there are two identical k integrations on each 
side. This allows us to set the integrands of those k integrations equal to each other and drop the 
k integration: 
∫       (  ) [   
1 + 𝜈
1  𝜈
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
s   (     )
s   (  )
}]
 
0
= ∫       (  ) [
 
1  2𝜈
(s   (
 
2
) {  
  
2
+ 2 𝜈}
 
0
 cos (
 
2
) {  
  
2
+ 2 𝜈})], 
2.91  
and 
   
1 + 𝜈
1  𝜈
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
s   (     )
s   (  )
}
=
 
1  2𝜈
s   (
 
2
) {  
  
2
+ 2 𝜈}  cos (
 
2
) {  
  
2
+ 2 𝜈}. 
2.92  
We simplify the left hand side of Eq. 2.92 into two integrals that show up complete in the 
ensuing algebra. This is done by setting kl=Δ and using the hyperbolic trigonometric function 
identities to break s   (     ) into two parts: 
   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
cos (   
 
2) s   (
 
2)
 s   ( )
}
    
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
s   (   
 
2) cos (
 
2)
 s   ( )
}
= s   (
 
2
) {  
  
2
+ 2 𝜈}  cos (
 
2
) {  
  
2
+ 2 𝜈}. 
2.93  
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The integrals on the left hand side of Eq. 2.93 do not contain the constants and can be calculated. 
We simplify Eq. 2.93 by calling the first I1/2 and the second I2/2. 
𝐼  𝐼 = 2 s   (
 
2
) {  
  
2
+ 2 𝜈}  2cos (
 
2
) {  
  
2
+ 2 𝜈} 
2.94  
We now have completed the first of the four required equations to calculate the constants 
A through D. The second comes from the normal r stress component in the z plane at z=l 
boundary.  
   ( ,  ) =  =
=  2 [   
1 + 𝜈
1  𝜈
∫     
 
0
∫    
 
0
∫   
 
0
{ ( ,  )  (  ) 0(  )
s   (  )
s   (  )
}]
+
2 
1  2𝜈
[∫   (  )  (  ) [s   (
 
2
) { +
  
2
+ 2 𝜈} + cos (
 
2
) { +
  
2
+ 2 𝜈}]
 
0
] 
2.95  
Follow the same method used to obtain Eq. 2.94; starting with manipulating the k integration on 
both sides of Eq. 2.95: 
∫       (  )
 
0
[   
(1 + 𝜈)(1  2𝜈)
 (1  𝜈) s   ( )
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  ) s   (  )}]
= ∫       (  )
 
0
[s   (
 
2
) { +
  
2
+ 2 𝜈}
+ cos (
 
2
) { +
  
2
+ 2 𝜈}]. 
2.96  
We set the terms in the square brackets equal to each other and expand the integral on the left 
hand side to get: 
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(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
cos (   
 
2) s   (
 
2)
 s   ( )
}
+    
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
 
s   (   
 
2) cos (
 
2)
 s   ( )
}
= s   (
 
2
) { +
  
2
+ 2 𝜈} + cos (
 
2
) { +
  
2
+ 2 𝜈} 
2.97  
This can be written in terms if I1 and I2 defines above: 
𝐼 + 𝐼 = 2 s   (
 
2
) { +
  
2
+ 2 𝜈} + 2cos (
 
2
) { +
  
2
+ 2 𝜈} 
2.98  
We now are halfway to our four needed equations. The third equation comes from the z 
stress component in the z plane evaluated at z=0. We start by substituting the results of Eq. 2.71 
and Eq. 2.88 into Eq. 2.58: 
   ( ,  ) =  =  
+
2 
1  2𝜈
∫      0(  ) [ s   (
 
2
) { (1  2𝜈)   +
  
2
}
 
0
+ cos (
 
2
) { (1  2𝜈)   +
  
2
}] . 
2.99  
This can be satisfied by requiring that the square brackets in the integral be zero: 
 =  s   (
 
2
) { (1  2𝜈)   +
  
2
} + cos (
 
2
) { (1  2𝜈)   +
  
2
}. 
2.100  
Substituting Eq. 2.71 and Eq. 2.89 into Eq. 2.59 provides the last equation needed: 
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   ( ,  ) =  =  
+
2 
1  2𝜈
∫      0(  ) [s   (
 
2
) { (1  2𝜈)    
  
2
}
 
0
+ cos (
 
2
) { (1  2𝜈)    
  
2
}]. 
2.101  
Again, we can satisfy this condition by setting the bracket equal to zero: 
 = s   (
 
2
) { (1  2𝜈)    
  
2
} + cos (
 
2
) { (1  2𝜈)    
  
2
}. 
2.102  
The four equations now can be solved for A, B, C, and D via Gaussian elimination. 
Subtract Eq. 2.94 from Eq. 2.98: 
2𝐼 =   cos (
 
2
) + 2 ( s   (
 
2
) +  𝜈 cos (
 
2
)). 
2.103  
Divide by two and solve for C in terms of B: 
 =
𝐼   ( s  (
 
2) +  𝜈 cos (
 
2))
2 cos (
 
2)
 
2.104  
Next add Eq. 2.100 to Eq. 2.102: 
 2((1  2𝜈) s   (
 
2
)  (
 
2
) cos (
 
2
)) + 2 s   (
 
2
) , 
2.105  
 and solve for C. Substitute Eq. 2.104 into the result: 
𝐼   ( s  (
 
2) +  𝜈 cos (
 
2))
2 cos (
 
2)
=
 
s   (
 
2)
((1  2𝜈) s   (
 
2
)  (
 
2
) cos (
 
2
)). 
2.106  
Multiplying everything out we get: 
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𝐼    s   (
 
2
)   𝜈 cos (
 
2
) = 2 cos (
 
2
)   𝜈 cos (
 
2
)  
  cos  (
 
2)
s   (
 
2)
. 
2.107  
Simplifying and isolating B gives: 
 (2 cos (
 
2
) s   (
 
2
)   (cos  (
 
2
)  s    (
 
2
))) = 𝐼 s   (
 
2
). 
2.108  
We then apply hyperbolic trigonometric function identities to the product of the hyperbolic 
functions and the difference of the squares of the hyperbolic functions in the first and last terms 
on the left hand side of Eq. 2.108 respectively. Solving for B: 
 =
𝐼 s   (
 
2)
(s   ( )   )
. 
2.109  
Substitute B into Eq. 2.104 to solve for C: 
 =
𝐼  
𝐼 s   (
 
2)
(s   ( )   )
( s  (
 
2) +  𝜈 cos (
 
2))
2 cos (
 
2)
. 
2.110  
Simplify the numerator: 
 =
2𝐼 s   (
 
2) cos (
 
2)   𝐼   𝐼 s   
 (
 
2)   𝐼 𝜈 s   (
 
2) cos (
 
2)
2 cos (
 
2)
(s   ( )   )
. 
2.111  
Collect terms and use the hyperbolic trigonometric function identities: 
 =
𝐼 [(1  2𝜈) s   (
 
2)  
 
2 cos (
 
2)]
s   ( )   
. 
2.112  
We find A and D adding Eq. 2.94 to Eq. 2.98 to eliminate B and C: 
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  s   (
 
2
) + 2 ( 𝜈 s   (
 
2
) +  cos (
 
2
)) = 2𝐼 . 
2.113  
Isolate A:  
 =
𝐼   ( 𝜈 s   (
 
2) +  cos (
 
2))
2 s   (
 
2)
. 
2.114  
Next subtract Eq. 2.100 from Eq. 2.101 to eliminate B and C: 
2 cos (
 
2
) +  ( s   (
 
2
)  2(1  2𝜈) cos (
 
2
)). 
2.115  
Substitute the result for A from Eq. 2.114 into Eq. 2.115: 
 = 2 cos (
 
2
) [
𝐼   ( 𝜈 s   (
 
2) +  cos (
 
2))
2 s   (
 
2)
] +   s   (
 
2
)
  2(1  2𝜈) cos (
 
2
). 
2.116  
Multiply both sides by the denominator from the first term and cancel like terms: 
 = 𝐼 cos (
 
2
)    (cos  (
 
2
)  s    (
 
2
))   s    . 
2.117  
Apply hyperbolic trigonometric function identities and solve for D: 
 =
𝐼 cos (
 
2)
s   ( ) +  
. 
2.118  
Substitute the solution to D from Eq. 2.118 back into Eq. 2.114 to solve for A: 
 =
𝐼  
𝐼 cos (
 
2) ( 𝜈 s   (
 
2) +  cos (
 
2))
s   ( ) +  
2 s   (
 
2)
 
2.119  
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We simplify the numerator by finding a common denominator and expanding: 
 =
𝐼 (s   ( )   )  𝐼 cos (
 
2) 𝜈 s   (
 
2)  𝐼 cos (
 
2) cos (
 
2)
2 s   (
 
2)
(s   ( ) +  )
 
2.120  
Multiply both sides by (s   ( )   )/I1  
 (s   ( ) +  )
𝐼 
=
s   ( ) +     cos (
 
2) s   (
 
2)   cos 
 (
 
2)
2 s   (
 
2)
. 
2.121  
Group the terms containing Δ and get the term  (1  cos  (
 
 
)) in the numerator. We use an 
identity to simplify that into  ( s    (
 
 
)). Divide the denominator from Eq. 2.121 into the 
numerator, and solve for A: 
 =
𝐼 [(1  2𝜈) cos (
 
2)  (
 
2) s   (
 
2)]
s   ( ) +  
. 
2.122  
 We now have, in Eqs. 2.122, 2.109, 2.112, and 2.118 the values of the constants A 
through D that we need to evaluate the homogeneous part of the surface displacement in Eq. 
2.53. By experimental constraints we only need the z component of the surface displacement in 
Eq. 2.53. 
   =
1
1  2𝜈
[2(1  2𝜈)    
   
   
]. 
2.123  
The last term in Eq. 2.123 can be taken from Eq. 2.72. The Laplacian in the first term must again 
be expanded, and has already been calculated in Eq. 2.73. We want to calculate the surface 
displacement in the –z direction, the surface displacement at the z=0 boundary. Evaluate Eq. 2.77 
at z=0: 
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1
 
 
  
( 
  
  
) = ∫   (   ) 0(  ) ( )
 
0
 
2.124  
Substitute Eq. 2.75 evaluated at z=0 into Eq. 2.124: 
1
 
 
  
( 
  
  
) = ∫   (   ) 0(  )
 
0
{[ +  ( 
 
2
)] s   ( 
 
2
)
+ [ +  ( 
 
2
)] cos ( 
 
2
)}. 
2.125  
To evaluate the complete Laplacian in Eq. 2.123, the results of Eq. 2.72 evaluated at z=0 are 
added to Eq. 2.125: 
   = ∫   (   ) 0(  )
 
0
{[ +  ( 
 
2
)] s   ( 
 
2
) + [ +  ( 
 
2
)] cos ( 
 
2
)}
+ ∫    0(  ) [ 
  s   ( 
 
2
) +    cos ( 
 
2
) +    cos ( 
 
2
)
 
0
 
    
2
s   ( 
 
2
) +    cos ( 
 
2
) +    s   ( 
 
2
)
+    s   ( 
 
2
)  
    
2
cos ( 
 
2
)] . 
2.126  
Group like terms and simplify: 
   = ∫   (  ) 0(  ) [s   (
 
2
) ( 2 ) + cos (
 
2
) (2 )]
 
0
 
2.127  
Substitute Eq. 2.127 and Eq. 2.72 evaluated at z=0 into Eq. 2.123: 
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   =
1
1  2𝜈
[∫ 2(1  2𝜈)  (  ) 0(  ) [s   (
 
2
) ( 2 ) + cos (
 
2
) (2 )]
 
0
+ ∫   (  ) 0(  ) [s   (
 
2
) (  
  
2
+ 2 )
 
0
+ cos (
 
2
) (
  
2
 2   )]]. 
2.128  
Combine terms in Eq. 2.128: 
   =
1
1  2𝜈
∫   (  ) 0(  ) [s   (
 
2
) (  
  
2
 2 (1  2𝜈))
 
0
+ cos (
 
2
) (  +
  
2
+ 2 (1  2𝜈))] 
2.129  
We now have, in Eq. 2.129, a final result for the homogeneous surface displacement in 
the z direction. The orthogonality of the Bessel functions found within each of the constants A 
through D in Eq. 2.129 with the Bessel function  0(  
 ) can be used to simplify Eq. 2.129. Eq. 
2.129 is broken into six separate integrals, II1 through II6. The constants A though D contain one 
or the other of two integrals I1 and I2 from the left hand side of Eq. 2.93. Since the integrals II1 
through II6 depend on I1 or I2, we first evaluate the orthogonality of the Bessel functions 
contained in I1 and I2.  
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
cos (   
 
2) s   (
 
2)
 s   ( )
} 
2.130  
Substitute into Eq. 2.130 the calculated temperature amplitude T(ρ, ζ) from Eq. 2.28: 
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𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
∫     0(  )  ( )𝑒
  +  ( )𝑒   
 
0
+  ( )𝑒    { 0(  )
cos (   
 
2) s   (
 
2)
 s   ( )
}. 
2.131  
Rearrange the order of integration so that the integral over ρ is done first: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   
 
0
+  ( )𝑒   ] {
cos (   
 
2) s   (
 
2)
 s   ( )
}∫     0(  ) 0(  )
 
0
. 
2.132  
Use Eq. 2.49 to evaluate the ρ integral to get the final form of I1: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   
 
0
+  ( )𝑒   ] {
cos (   
 
2) s   (
 
2)
 s   ( )
}
1
 
 (   ). 
2.133  
The same steps can be applied to I2 in Eq. 2.93: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
{ ( ,  ) 0(  )
s   (   
 
2) cos (
 
2)
 s   ( )
}. 
2.134  
Substitute the calculated temperature profile T(ρ, ζ) from Eq. 2.28 into I2 in Eq. 2.134: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   
 
0
∫     0(  )  ( )𝑒
  +  ( )𝑒   
 
0
+  ( )𝑒    { 0(  )
s   (   
 
2) cos (
 
2)
 s   ( )
}. 
2.135  
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Reorder the integrals such that the first integral to be evaluated is the ρ integral: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫     ( )𝑒  +  ( )𝑒   
 
0
+  ( )𝑒    {
s   (   
 
2) cos (
 
2)
 s   ( )
}∫     0(  )
 
0
 0(  ) 
2.136  
Apply the orthogonality of the Bessel functions from Eq. 2.49: 
𝐼 = 2   
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫     ( )𝑒  +  ( )𝑒   
 
0
+  ( )𝑒    {
s   (   
 
2) cos (
 
2)
 s   ( )
}
1
 
 (   ). 
2.137  
Now the surface displacement in Eq. 2.129 is broken into six integrals II1 through II6. We 
follow the same prescription with all six integrals so we use the simplification of II1 as an 
example that shows how the rest II2 through II6 were obtained. From Eq. 2.129: 
𝐼𝐼 =
1
1  2𝜈
∫   (  ) 0(  ) s   (
 
2
) 
 
0
. 
2.138  
Substitute A from Eq. 2.122 into Eq. 2.138: 
𝐼𝐼 =
1
1  2𝜈
∫   (  ) 0(  ) s   (
 
2
)
 
0
[(1  2𝜈) cos (
 
2)  (
 
2) s   (
 
2)]
s   ( ) +  
𝐼 , 
2.139  
then substitute I1 from Eq. 2.133 into Eq. 2.139: 
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𝐼𝐼 = 2   
(1 + 𝜈)
(1  𝜈)
∫   (  ) 0(  )
 
0
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
 {
cos (   
 
2) s   (
 
2)
 s   ( )
}
1
 
 (   )
 
s   (
 
2) [
(1  2𝜈) cos (
 
2)  (
 
2) s   (
 
2)]
s   ( ) +  
. 
2.140  
Simplify Eq. 2.140 by performing the integral over δ. This is easy because of the delta function 
 (   ), which conforms to the following identity so long as a>0: 
∫  ( ) (   )  
 
0
=  ( ). 
2.141  
Apply the form of the integral of the delta function to Eq. 2.143: 
𝐼𝐼 
= 2   
(1 + 𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
 {
cos (   
  
2) s   
 (
  
2)
s   (  )
}  0(  )
[(1  2𝜈) cos (
  
2 )  (
  
2) s   (
  
2 )]
s   (  ) +   
, 
2.142  
 and then let k be written as δ for bookkeeping purposes:  
𝐼𝐼 
= 2   
(1 + 𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
 {
cos (   
  
2) s   
 (
  
2)
s   (  )
}  0(  )
[(1  2𝜈) cos (
  
2)  (
  
2) s   (
  
2)]
s   (  ) +   
. 
2.143  
The same methodology used to solve for II1 is followed for II2 through II6: 
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𝐼𝐼 =      
(1 + 𝜈)
(1  𝜈)
∫     
 
0
∫     ( )𝑒  +  ( )𝑒   +  ( )𝑒    
 
0
 {
s   (   
  
2) cos (
  
2)
s   (  )
}  0(  )
s    (
  
2)
(s   (  )    )
, 
2.144  
𝐼𝐼 =      
(1 + 𝜈)(1  2𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
 {
cos (   
  
2) s   (
  
2)
s   (  )
}  0(  )
s   (
  
2) cos (
  
2)
s   (  ) +   
, 
2.145  
𝐼𝐼 
=  2   
(1 + 𝜈)
(1  𝜈)
∫    
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
 {
s   (   
  
2) cos 
 (
  
2)
s   (  )
}  0(  )
[(1  2𝜈) s   (
  
2)  
  
2 cos (
  
2)]
s   (  )    
, 
2.146  
𝐼𝐼 =     
(1 + 𝜈)
(1  𝜈)
∫     
 
0
∫   [ ( )𝑒  +  ( )𝑒   +  ( )𝑒   ]
 
0
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 We now have, in Eqs. 2.143 to 2.148, the equations needed to calculate the surface 
deformation. The aforementioned integrals are computed separately and the results summed to 
get the complete surface deformation in the z direction as a function of the radial distance r. The 
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surface deformation by itself is the first contribution to the LDV signal. It is also one of the 
sources of acoustic fluctuations in the gas, which are also a measurable quantity. The acoustic 
pressure is not the quantity we measure directly with the LDV. It does, however, lead us towards 
that second contribution, which is the change in index of refraction of air above the surface z=0. 
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Section 2.3: Entropic Temperature 
 The temperature profile induced in the sample by the absorption of the excitation laser 
drives the system. The surface deformation was calculated in Sec. 2.2. The surface temperature 
and deformation, combined in acoustic boundary layer theory, produce a temperature mode 
profile in the air above the heated part of the sample.
36
 The temperature, pressure, and particle 
velocity in a gas can be expressed in terms of three wave modes: acoustic, entropic, and 
vorticity. Each mode obeys particular fixed relations between variables and polarization 
relations.
36
 The temperature profile in the adjacent air is called the entropic temperature and it 
contributes to the induced acoustics in the system and to changes in index of refraction of air 
measured by the LDV. We follow the complex amplitude notion of Secs. 2.1 and 2.2. All of 
which are complex amplitudes that vary harmonically at the modulation frequency. The 
calculation of the entropic temperature starts with the boundary conditions on an acoustic-mode 
field.
36 
In Eq. 2.149, vwall is the velocity of the wall that is calculated from the surface 
deformation, vvor is the velocity of the vorticity mode, vac is the acoustic velocity, and vent is the 
entropic velocity that is generated by the entropic temperature profile. 
     =     +    +      2.149  
We can simplify Eq. 2.149 by eliminating the vorticity term. Under the assumption that 
transverse gradients of physical quantities are much smaller than gradients in the z direction we 
examine the normal dot product. The normal vorticity term is small and can be discarded because 
it is equal to (1 +  )           and the entropic length is small:
36
  
       =      +       . 2.150  
The normal dot product of the entropic velocity is related to the entropic temperature by:
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2.151  
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. 
2.152  
ω is the angular frequency of chopping from the excitation laser, ρ is the density of the gas, β is 
the expansion parameter that is equal to one over the ambient room temperature Troom, κ is the 
thermal conductivity of the gas, and cp is the specific heat. The boundary condition for 
temperature at the solid surface and the entropic and acoustic temperatures in the air at the 
surface: 
 0 =     +    . 2.153  
The acoustic temperature relates to the acoustic velocity by the ratio of speed of sound, c, to 
specific heat per unit mass cp: 
   =
𝑐
𝑐 
   . 
2.154  
Multiply both sides of Eq. 2.153 by 
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Subtract Eq. 2.150 from Eq. 2.155: 
𝑐 
𝑐
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2.156  
Rearrange Eq. 2.156 to isolate      at the wall: 
 57 
 
    =
𝑐 
𝑐  0         
𝑐 
𝑐 + (
𝜔 
 𝑐 
)
 
 
(
1   
√2
)
1
     
 
2.157  
The entropic temperature profile in the z direction is a thermal wave in a half space:
35 
    ( ) =
𝑐 
𝑐  0         
𝑐 
𝑐 + (
𝜔 
 𝑐 
)
 
 
(
1   
√2
)
1
     
𝑒
 (   ) 
    . 
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The entropic temperature profile can be used with the surface deformation to calculate the 
acoustic temperature and pressure fluctuations in the gas above the surface. It is also a primary 
contribution to changes in the index of refraction of air in the gas.  
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Section 2.4: Acoustic Profile 
We have computed the temperature distribution on the surface, the resulting deformation 
of the surface in the –z direction, and the entropic temperature fluctuations in the gas. These 
phenomena combine to drive acoustic temperature and pressure fluctuations in the space adjacent 
to the surface. The excitation laser beam incident on the surface is chopped periodically to 
produce time-varying surface heating. This variation produces intermittent heating in the gas 
adjacent to the surface, and also causes the surface deformation to vary at the modulation 
frequency. The maximum surface velocity can be calculated by dividing by the angular 
frequency of excitation. The induced pressure fluctuations in the gas adjacent to the surface are 
calculated from the surface velocity and the temperature fluctuations on the surface.
36
   
 ( ⃑⃑) =
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∬  (  ,   )
1
 
𝑒          
2.159  
   is the complex acoustic source velocity, k is the wave number, and R is the distance to the 
inspection point. Eq. 2.159 is transformed to cylindrical coordinates so that we may use the 
calculated surface temperature and deformation: 
 ( ,  ,  ) =
  𝜔 
 
∫ ∫   ( ,  )
1
 
𝑒        
 
0
 
0
, 
2.160  
where  
  =   +    2  cos +   . 2.161  
x  is the offset distance of the probe distance from the excitation beam. The acoustic source 
velocity,   ( ,  ), can be found by examining the boundary condition on the acoustic-mode 
field.
36 
Recall the component breakdown of the wall velocity from Sec. 2.3: 
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     =     +    +      2.162  
Take the normal dot product and eliminate the vorticity term:  
       =      +        2.163  
Replace the normal entropic velocity with the previous definitions of entropic velocity 
and entropic length from Eq. 2.151 and Eq. 2.152, and replace the wall velocity with the time 
rate of change of the displacement of the wall:  
      
    =
 
 𝑡
      
    . 
2.164  
The time rate of change of the surface displacement has the same harmonic time dependence as 
the modulation frequency: 
     =   𝜔     . 2.165  
Substitute Eq. 2.151 and Eq. 2.165 into Eq. 2.167: 
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Substitute Eq. 2.166 into Eq. 2.160: 
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2.167  
Eq. 2.167 calculates the acoustic pressure fluctuations as a function of position in the 
cylindrical space. The acoustic pressure fluctuations are a measurable quantity and previous 
spectroscopy work has employed microphones and resonant chambers to measure the pressure. 
For this work we measure how photoacoustic effects change the path traversed by the probe laser 
beam. This entails calculation of the change in index of refraction of air along the beam path. 
 60 
 
Integration of the change in index of refraction yields the change in optical path length measured 
by the LDV. 
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Section 2.5: Index of Refraction 
 We have calculated the direct physical responses of a system excited by the absorption of 
a modulated laser. The whole response: surface expansion, temperature fluctuations, and 
pressure fluctuations comprises the measured photoacoustic effect. We measure the 
photoacoustic response of the system using a probe laser beam of an LDV. The LDV, an 
interferometer, works by measuring the change in optical path length of the probe beam. The 
optical path length the probe beam traverses depends on two factors. The first is the physical 
distance that the beam travels. This distance is not constant; as the surface expands and contracts 
the path length of the beam is modulated. The surface expansion has been calculated in Sec. 2.2. 
Fluctuations in the index of refraction of air are the other factor affecting the optical path length. 
The path length of a laser passing twice through a region of varying index of refraction is: 
   = ∫  ( )  
 
0
. 
2.168  
OPL is the optical path length, L is the distance from the LDV to the sample, and n(z) is a 
function that describes the index of refraction along the beam path.  
We must calculate the change in index of refraction of air produced by the photoacoustic 
response of the system. An empirical formula relates the index of refraction to the temperature 
and pressure of air:
39
  
(    1) =
 (   1)
 2 .   
 
1 +  ( . 1   . 1    )  1   
1 +  .     1   
 
2.169  
The subscript “TP” on the index of refraction, n, indicates that it is the value of the index of 
refraction at a certain temperature and pressure. The subscript “s” on the index of refraction 
indicates that it is the standard value of the index of refraction that can be found from the 
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dispersion formula for the index of refraction of standard air. P is the pressure of the system and 
T is the temperature. In using the empirical formula, care must be taken to use the correct 
parameter units.
39
 Fortunately most of the units used in the empirical formula are the same that 
we have been using for this modeling work. The exceptions are the pressure as we must make a 
conversion from the modeling work from Pascal to Torr, and the temperature which is degrees 
centigrade in the paper and degrees kelvin in the paper. Since we aren’t interested in the absolute 
temperature, merely the change in temperature, we do not have to correct the temperature units. 
The changes induced by the photoacoustic effects are small so a linear expansion of the 
variables in Eq. 2.169 can be used. 
   =     𝑥 +    2.170  
 =     𝑥 +    2.171  
 =     𝑥 +    2.172  
In Eq. 2.170 the indices are the same as described earlier, and the index “flux” denotes the 
change in the index of refraction of air. P and T on the left hand side are the total temperature 
and pressure for the changing system. On the right hand side of those equations, the terms with 
the “flux” subscript are the terms that represent the change to that particular variable. In all three 
equations, Eq. 2.170 through Eq. 2.172, the terms with the subscript “s” denote the term at room 
temperature values. Substitute the expanded n, T, and P into Eq. 2.169: 
(    𝑥 +    1)
(   1)
= (
    𝑥 +   
 2 .   
)
1 + (    𝑥 +   ) ( . 1   . 1  (    𝑥 +   ))  1 
  
1 +  .     1 (    𝑥 +   )
. 
2.173  
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Substitute the numerical values from the original reference
39
 into Eq. 2.173: 
    𝑥 +  .   2  
 .   2  
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2.174  
Expand Eq. 2.174 and let the second order and higher terms be zero:  
    𝑥 =  .    1   1 
  [1.           𝑥  2.  1      𝑥]. 2.175  
Eq. 2.175 calculates the change in optical path length as a function of temperature and pressure. 
Since this relation is linear in Tflux and Pflux we can calculate the temperature and pressure 
contributions to the index of refraction separately as well as the contributions to the optical path 
length changes. 
Eq. 2.175 can be used to convert the results of the previous sections into changes in 
optical path length measured by the LDV. Note that all of the changes in optical path length 
terms are complex amplitudes which contain amplitude and phase information. To obtain results 
from the temperature profiles and surface deformation both must be integrated numerically. This 
means that all the variables that depend on the temperature profiles and the surface deformation 
must be numerically integrated as well. Ch. 3 will discuss the mechanics of the numerical 
modeling and the results of that work. 
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CHAPTER 3: THE NUMERICAL MODEL 
Section 3.1: Motivation 
 Chapter 2 developed the theory to calculate the response of an LDV to the stimulus of a 
modulated excitation laser beam incident on a thin absorbing layer on an absorbing substrate. 
The theory calculates the temperature generated in the solid sample and adjacent gas, the 
resulting surface expansion and contraction, and the acoustic response of the system. An 
important assumption made in developing the theory is that the probe beam of the LDV is much 
smaller than that of the excitation beam. The assumption is seen in the development of the model 
where the calculations of the change in optical path length are calculated on the axis of the 
excitation beam as if the probe beam is a point source. This assumption overestimates the 
predicted LDV measurements since the physical effects decay off axis and the LDV 
measurement averages over the decaying signal off axis.   
The final form of the temperature distribution induced in the solid was found in Sec. 2.1, 
and that equation is not integrable analytically and must be integrated numerically. This is true of 
the final forms of the equations that describe the surface motion (Sec. 2.2), and the acoustic 
response of the system found in (Sec. 2.4). Additionally the results from the surface temperature 
distribution and surface motion are needed to calculate the acoustic response of the system and 
the resulting signal.
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The results needed are often calculated over the entire surface of the sample or along the 
path that the probe laser travels. This means that each of these integrations must be performed 
multiple times with incrementally changing inputs. A program to perform the calculations has 
been developed using the commercial software Mathematica from Wolfram. Mathematica 
allowed us to write a program in which we can define and vary inputs and select the outputs 
desired. The Mathematica workbook, which can be seen in full in Appendix A, is broken into 
eight sections, each with a different purpose. The first two sections define the variables and 
constants that are used in all of the calculations. Secs. 3 through 6 calculate the physical effects 
of the incident modulated excitation beam, and Secs. 7 and 8 calculate the optical path length 
contributions. The use of the sectioned Mathematica workbook allows for the flexibility to 
change parameters of the model while confirming the various parts of the model are functioning 
correctly. As much or as little of the model needed can be used for a set of calculations. Using 
the commercial package allowed for the flexibility to develop and test a complete model of the 
response to a sample absorbing a modulated excitation laser beam by calculating the signal 
measured by an LDV in experiments. 
Confirmation that the model is functioning properly was a dominating concern while 
constructing the model. Multiple checks were performed at every stage of model construction to 
ensure accuracy. The experimental confirmation of the model is discussed in Ch. 4. An idealized 
experimental system will be used to confirm the model rather than using the thin layer of 
explosive material. The idealized experimental system consists of a Low Expansion Borosilicate 
Glass (LEBG) substrate with a thin gold coating. This system is preferable to the explosive 
sample because the gold layer is homogenous across the surface.  
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Section 3.2 Mathematica Workbook 
 Sec. A.1 of the Mathematica worksheet defines the value and units of all the physical 
constants needed. Defining the constants first serves an organizational purpose, and allows for 
the easy comparison of units on parameters aggregated from multiple sources. One of the 
simplest and often the first check performed on any piece of the model is a dimensional analysis 
check to make sure of the units. There are three constants found within Sec. A.1 which have to 
be measured rather than found in a reference. Those constants are the fraction of incident light 
absorbed by the gold layer, the power of the excitation beam, and the width of the excitation 
beam. The mechanics of measuring these three values will be discussed in Ch. 4. Sec. A.2 of the 
Mathematica worksheet defines physical constants calculated from the basic material properties 
and used in the analytical calculations in Ch. 3. 
 Sec. A.3 calculates the temperature distribution generated on the surface of the sample 
with the excitation laser. The temperature distribution is calculated by numerically integrating 
Eq. 2.28 for z=0 and r is calculated at 16 equidistant points from the origin to three times the 
beam radius. The number of points is chosen to maintain a 100 micron point spacing throughout 
the radial calculations. The 100 micron separation is small enough to capture all behavior 
without oversampling and driving computation time unnecessarily high. The three beam radius 
distance comes from early work that showed no changes to the temperature or surface motion 
past three beam radii and a desire to decrease computation time. Eq. 2.28 is broken into two 
separate equations, Eq. A.3.1 and A.3.2 in the Mathematica worksheet. Both integrands are 
integrated over the thermal wavenumber “q” from zero to infinity. The temperature profile 
induced in the target is the engine that drives the rest of the physical response of the system. The 
induced surface temperature determines the induced acoustics in the system and also determines 
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the induced temperature profile in the adjacent gas of the system. Fig. 3.1 below is a plot of the 
combined surface temperature versus radial distance from the excitation beam center. The 
theoretical data presented in this chapter and the next, unless stated otherwise, is from the 
idealized system with a 500μm beam radius excitation beam modulated at 2500 Hz with a power 
of 98mW. The shape of the plot is approximately Gaussian since the model explicitly defines the 
excitation beam as Gaussian and the temperature distribution is only moderately different from 
the heat deposition since the thermal penetration distance is small with respect to the beam 
dimensions.  
 
Figure 3.1: Induced surface temperature vs. radial 
distance from excitation beam center.  
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The temperature profile of the substrate in the z direction along the axis of the excitation 
beam is also important because it drives the surface motion, but it is not calculated explicitly, it 
is instead part of the derivation of the surface motion. In Sec. 2.2, seven equations were derived 
that sum to give the surface displacement as a function of radial distance from the excitation 
beam center. This surface displacement is in the negative z direction and has the same harmonic 
time dependence as the modulation frequency. It is not possible to directly calculate the surface 
displacement integrals through either analytical or numerical means because we have used two 
Green’s functions in the derivation of the surface motion.11 However, the derivative of the 
surface motion with respect to the radial distance r can be calculated numerically. Sec. A.4 of the 
Mathematica worksheet calculates the seven parts of the radial derivative of the surface 
deformation.  
The first integral Eq. A.4.1 is the r derivative of the particular solution to the surface 
deformation from Eq. 2.52. The surface deformation across the face of the sample is tabulated 
from the excitation point to three times the excitation beam radius in the radial direction. We use 
the same number of points and the same point spacing as used to calculate the temperature 
distribution. Since the surface temperature distribution and the surface deformation are used 
together to calculate other values like the entropic temperature from Sec. 2.3. The homogeneous 
solution of the surface motion is calculated by similar integration and tabulation of the radial 
derivatives (Eq. 2.124-2.148). The last routines in Sec. A.4 of the Mathematica worksheet sums 
the different parts of the r derivatives of the surface motion to produce a single table and then 
interpolates those data points to create an integrable function. The interpolated points are 
numerically integrated from each point to the last point and multiplied by the value of dr, which 
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is the radial distance between points (100 microns), to get the surface displacement at each point 
on the surface from the derivative. 
Fig. 3.2 is a plot of the surface deformation in the negative z direction versus radial 
distance from the excitation beam center. The approximate Gaussian shape is maintained for the 
surface motion as expected. There are, however, differences between the shape of the surface 
deformation and the temperature distribution. The peak of the surface deformation is broader and 
has a smaller slope in the section between points two and twelve. The surface deformation also 
does not go to zero as fast as the temperature distribution. The difference between the curves 
comes from elastic deformation of the surface. The induced temperature distribution pulls the 
surface up from the middle, enlarging the surface deformation area and producing the observed 
behavior differences. The values for the physical constants in the system can be found in the 
example Mathematica worksheet in Appendix A. Also included in Appendix A are the three 
laboratory measured values, incident power, laser beam radius, and absorption fraction, 
discussed in depth in Ch. 4.  
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Figure 3.2: Plot of surface deformation in the 
negative z direction as a function of radial distance 
from the excitation beam center.  
 
The surface deformation is the second major result from the numerical modeling. It 
directly changes the optical path length measured by the LDV and, by A.5.2, contributes to the 
signal produced by the acoustic profile. With the temperature and surface motion calculations we 
now have two of the three required numerical products for the complete model. 
 The last component of the computation is the calculation of the acoustical fluctuations. 
Sec. A.5 of the Mathematica worksheet calculates the pressure fluctuations at a point (r,z) 
induced by the photoacoustic effect based on the calculations in Sec. 2.4. The acoustic source 
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velocity is calculated in A.5.2. as the sum of the wall velocity calculated from the surface motion 
and a velocity component due to the fluctuating gas temperature near the surface. The 
Mathematica software interpolates the velocity tables into a continuous function that can be used 
in the integrations. Fig. 3.3 below is a plot of the surface velocity as a function of radial distance 
 
Figure 3.3: Source velocity as a function of radial 
distance from excitation beam center.  
 
The points in Fig. 3.3 are the calculated values of the source velocity and the continuous line is a 
plot of the function that Mathematica has created by interpolating those points. 
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source velocity over the entire surface of the sample in polar coordinates. There is no angular 
dependence in the source velocity so we rotate the radial profile around in a circle creating a 
three dimensional bump of surface deformation. The pressure is also integrated, in A.5.5, along 
the z axis from the surface to the detector. Eq. 2.168 and Eq. 2.175 are used to calculate the 
change in optical path length due to the change in index of refraction of air. Fig. 3.4 is a plot of 
axial acoustic pressure as a function of z along the negative z axis at points 100 microns apart 
 
Figure 3.4: Plot of the change in pressure versus 
negative z distance from the sample surface.  
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 Sec. A.6 combines the numerically integrated results from Sec. A.3 through A.5 to 
predict the signal measured by the LDV. The LDV measures the time rate of change of the 
optical path length travelled by a probe laser beam. We take the calculated values from the 
previous sections and evaluate the change in optical path length using Eq. 2.168 and Eq. 2.175. 
The wall temperature at the center of the excitation beam is combined with the maximum 
velocity from the surface motion to calculate the complex exponentially decaying entropic 
temperature profile in Sec. 2.3 (2.158). The entropic temperature profile is one of the three terms 
that contribute to the change in optical path length of the interrogation beam. The other two are 
the acoustic temperature, calculated next by multiplying the axial pressure by constants, and the 
axial pressure calculated previously. There is a linear relationship between pressure and 
temperature fluctuations and the changes to the index of refraction of air as discussed in Sec. 2.5. 
This means we can calculate the contributions separately in A.6.6, A.6.8, and A.6.9. Integration 
along the z axis is done numerically for the entropic temperature in Sec. A.6 and previously for 
the pressure and acoustic temperature in Sec. A.5. We now have three of the four components of 
the total change in optical path length measured by an LDV. The fourth is the maximum surface 
displacement calculated previously but extracted in Sec. A.7. Sec. A.8 takes the four components 
and sums them to get the final complex change in optical path length. We take the magnitude of 
the complex value as the maximum change in optical path length measured by the LDV. Phase 
data is also available.  
 All of the previous calculations have led to one output for a given set of initial conditions. 
Plots of the data are interesting and are useful for checking the model for errors. The final output 
for the numerical model is a single number, the maximum value of the change in optical path 
length for the interrogation beam. This number is reported in meters and can be used to compare 
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to experimental results that have the same initial conditions. As a first step to confirm the model 
we generate data sets examining the behavior of the change in optical path length as various 
initial conditions such as excitation power and modulation frequency are changed.  
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Section 3.3: Numerical Examples 
 We conclude this chapter with three examples. First we ensure that the calculation results 
in a linear increase in signal as the excitation power is increased. Next we examine the effect of 
the modulation frequency on the LDV signal. Finally we will discuss the behavior of each 
component to the LDV signal as the modulation frequency changes and compare their relative 
signal contributions for the investigated system. The first model result that will be discussed is 
the effect of changing power on the calculated signal of the LDV. In Fig. 3.5 the calculated 
change in optical path length is plotted versus the excitation beam power at a constant 
modulation frequency of 2500 Hz. The modulation frequency was chosen in the middle of the 
investigated frequency range to minimize room noise. 
 In Fig. 3.5 below, there is a clear linear dependence between the signal produced by the 
photoacoustic effect and the excitation laser power as expected. This shows that increasing the 
excitation power increases the signal under high noise conditions. This is particularly useful in 
detection schemes or spectroscopy when the excitation laser is non-ideal because of low 
absorption. One needs to be careful that the increase in power is not so great as to damage the 
interrogated sample. It should be noted that though the values for the change in optical path 
length seem small at fractions of angstroms, they are well above the noise floor of the LDV (Ch. 
4). Examining the relationship between calculated change in optical path length and the 
excitation power is an important check on the model as every component that explicitly depends 
on the excitation power does so with a linearly increasing relationship. 
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Figure 3.5: Plot of calculated signal versus excitation 
power.  
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Figure 3.6: Plot of change in optical path length 
versus frequency of modulation.  
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Figure 3.7: Semi logarithmic plot of normalized 
change in optical path length versus frequency of 
modulation for the four signal components. 
 
 The optical path length changes from the acoustic temperature (diamond) and pressure (square) 
fluctuations both increase as the modulation frequency increases, and the optical path length 
changes from the entropic temperature fluctuations (triangle) and displacement (circle) decrease 
as the modulation frequency increases. The signal for this pair of sample and substrate is 
dominated by the entropic temperature fluctuations and the surface displacement and is 
confirmed experimentally in Ch. 4.  
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We have developed a numerical model that calculates the signal measured by an LDV 
measuring the photoacoustic response of a thin layer of gold on an LEBG substrate absorbing the 
light of a green excitation laser. The numerical model proved to be invaluable at every stage of 
model construction, testing, and application. The computerized model allows for the non-
analytical integrals to be calculated while producing physically verifiable outputs. Additionally 
the computerization of the model allows for many different calculations to be run swiftly and 
autonomously. In the next chapter the calculations will be compared to experimental results from 
the idealized system.  
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CHAPTER 4: EXPERIMENTAL WORK 
Section 4.1: Overview of the experiments 
Two types of measurements are described in this chapter. First are highly controlled 
measurements performed to check the accuracy of the theory. The second set of measurements 
demonstrates the utility of an LDV to detect and identify thin layers of explosives on a substrate. 
The idealized system, chosen to control experimental parameters, is shown in Fig. 2.1. The 
idealized system was necessary because of the inhomogeneity of the TNT sample discussed in 
Secs. 1.5 and 3.1. The idealized sample system is a commercially purchased gold mirror 
normally used in infrared optical setups because gold has near perfect reflection for light with 
infrared wavelengths. For our purposes, the gold mirror does not function as a reflector of the 
available Coherent Verdi V5 green laser used as the excitation beam for the experiment. The 
mirror absorbs a significant fraction of the light and reflects or transmits the rest. The relative 
reflection and transmission will be discussed in Sec. 4.2.  The mirror is constructed from an 
uncovered, thin layer of gold deposited on a low expansion borosilicate glass (LEBG) window. 
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Figure 4.1: Picture of the ideal gold mirror sample. 
 
The commercially produced gold mirror was chosen as the sample since it is uniform and 
absorbs 532nm green light, the wavelength of the laser chosen for the experimental confirmation 
of the theory. The mirror was ordered from CVI Melles Griot and is an off-the-shelf optical 
component used as mirror in infrared laser optics. We chose this substrate and thin layer for 
several reasons. The first reason was sample preparation, the gold layer is uniform and 
homogeneous on the substrate, two things the TNT lacked, and the layer is thin enough so that 
we can assume that it has no mechanical effect on the system. The commercially produced 
optical piece also has advantages when we measure the absorption of the thin layer. The 
commercial sample allows for easy measurement of the reflected and transmitted light which are 
 82 
 
vital in the experimental determination of the absorption, though that will be discussed in depth 
in Sec. 4.2. The mirror is 10 mm thick and the gold coating, while not specified exactly, is on the 
order of 100nm. The relative thicknesses of the coating compared to the substrate is appropriate 
for assumptions of the analytical model (Ch. 2) that the absorbing layer does not have a 
mechanical effect on the system.  
The gold mirror had the additional advantage of being compatible with the already 
constructed modulation optics. The excitation beam is focused using a beam expander onto the 
acousto-optic modulator (AOM). The AOM modulates the beam introducing a sinusoidal 
variation in the excitation beam intensity. The modulated output from the AOM is then directed 
towards the other half of the optical setup, the target optics. It should be noted that the drawings 
are not to scale. The excitation optics setup, seen below in Fig. 4.2, is comprised of standard 
optical equipment with one exception. The exception is the acousto-optic modulator (AOM) used 
to modulate the excitation laser beam in place of a standard mechanical chopper. 
 
Figure 4.2: Optical schematic for the excitation 
optics.  
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An AOM is constructed out of an optical medium connected to a piezoelectric transducer 
with a driver that produces ultrasonic waves in the optical medium.
40
 The ultrasonic waves act 
upon the laser beam guided through the AOM in a direction transverse to the propagation 
direction of the ultrasonic field. The ultrasonic field diffracts the incident laser beam and the first 
order diffracted beam is modulated by varying the amplitude of the ultrasonic field in the AOM. 
The laser power of the first order diffraction has the shape and frequency of the desired 
modulated excitation beam. For this experiment we have used a sinusoidal modulated beam with 
frequencies between 1000 and 5000 Hz. Fig. 4.3 below is a diagram of the AOM. The frequency 
range was selected because of a low room noise floor in that range. 
 
Figure 4.3: Diagram of an Acousto-Optic Modulator 
(AOM).  
 
 The target optics setup receives the modulated excitation laser beam and directs that 
beam to the sample. The beam is first passed through a lens to control the width of the excitation 
beam. The width of the excitation beam is one of the most important factors in the generation of 
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experimentally measured signal. The next section will detail the measurement of the laser beam 
width. The placement of the first lens in the target optics determines the width of the excitation 
beam on the sample and position of the lens in the optical setup is variable so that the beam 
width can be changed. Fig. 4.4 below is a schematic of the target optics setup. The only 
nonstandard component of the setup is the most important to this work. The measurement device 
used to measure the signal excited by the photoacoustic effect is a Laser Doppler Vibrometer 
(LDV). The LDV is directed coaxially to the excitation beam as the red laser from the LDV 
passes directly through a beam splitter onto the sample and the excitation beam is redirected at a 
right angle onto the sample. The beam splitter is a dichroic mirror selected because it completely 
transmits the LDV probe beam and completely reflects the excitation beam. 
 
Figure 4.4: Schematic of the Target Optics.  
 
The probe beam from the LDV is reflected from the surface of the sample and passes 
back through the beam splitter where it is then collected by the LDV. The LDV measures the 
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change in optical path length that is induced in the system from the reflected probe beam and 
outputs that signal to a signal analyzer where the data is then collected.  
 The LDV uses the interference of two coherent laser beams to measure changes in the 
optical path length of a probe laser beam. When two light beams, a probe and a reference beam 
for the LDV, are superimposed, the intensity of the combination of the two beams varies from 
zero (total destructive interference) to a maximum point greater than the sum of the initial 
intensities (constructive interference).
41
 Interference of two light sources is used in many 
different applications which fall into the category of interferometry. The LDV used in this 
experiment is a commercially available device from Polytec. It is the PDV100 model and uses a 
Michelson interferometer to examine the combination of two branches of same initial laser beam. 
A Michelson interferometer uses a single light source that is split and recombined to perform 
measurements.
41
 Fig. 4.5 below is a schematic of the Polytec PDV100 LDV used for the 
experimental work.
42
 
 
Figure 4.5: Diagram of the Polytec PDV100 LDV.  
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The LDV uses a Helium-Neon (He-Ne) laser beam. The He-Ne beam is split into the 
reference arm by the first beam splitter. The reference beam is then directed through an AOM 
similar to that used with the excitation beam. However, this AOM does not modulate the 
intensity of the reference beam, rather it shifts the frequency of the He-Ne beam. The reference 
beam is eventually recombined with the probe beam, but not until after the probe beam is 
reflected from the sample and recollected by the LDV. The probe beam splits from the initial 
beam at Beam Splitter 1 and is focused on the sample. The reflected probe beam is gathered by 
the LDV and directed to Beam Splitter 3. The two beams are combined and the interference is 
then measured by a detector.  
The LDV calculates the change in optical path length of the probe beam by comparing 
the interference pattern of the combined beams. The interference pattern is modulated based on 
the difference between the frequency of the reference beam, shifted by a constant value, and the 
frequency of the probe beam, shifted by a value that is proportional to the time rate of change of 
the optical path length traveled by the beam. The LDV extracts the frequency difference between 
the two beams by analyzing the frequency modulated interference pattern, and produces a 
velocity signal. This signal is then output as an analog voltage signal that can be measured by a 
signal analyzer. 
 The signal from both the noise floor measurements and the measurements from the 
photoacoustic effect in the system are recorded by the signal analyzer as root mean square 
voltages. To convert to peak measurements to match the results of the model we multiply the 
root mean square voltages by the square root of two. The LDV settings are vital to convert the 
output voltage into the time rate of change of the optical path length in m/s and eventually into 
the total change in optical path length measured in meters. This conversion is necessary because 
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the output from the model is a total change in optical path length in meters. We are interested in 
the photoacoustic signal for modulation frequencies from 1000 to 5000 Hz because of the low 
room noise in that range; we can then utilize the low pass filter setting on the LDV to increase 
the LDV sensitivity by decreasing noise. The scaling factor for converting voltage to velocity is 
read from the LDV console; for all experimental data taken by the LDV we have used the 
velocity setting on the LDV of “20” which means that every volt measured on the signal analyzer 
corresponds to a velocity of 5 mm/s. To calculate the change in optical path length from the 
measured velocity we must divide the velocity by the angular frequency which converts the 
velocity measurement to change in optical path length to match the output from the model.  
 The experimental setup just detailed is used to measure the change in optical path length 
generated by the photoacoustic effect required for experimental confirmation of the model. 
However, to compare to theory, several experimental parameters that are used as physical 
constants in the model must be measured: width of the excitation beam, incident power from the 
excitation beam, and the absorption of the excitation beam by the gold sample layer. Measuring 
the three model inputs will allow for the calculation of the predicted signal output by the LDV 
during the photoacoustic effect experiments. 
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Section 4.2: Experimental Measurement of Model Inputs 
 The goal of the experimental work is the confirmation of the theory. The model, 
however, cannot be experimentally confirmed if it does not have the same inputs used in the 
experiment. Literature values can be found for most of the physical constants needed for the 
model, but there are values that cannot be found in the literature or are variables characterizing 
the experimental setup. The absorption of the gold layer can be estimated from literature values, 
but the thickness of the gold layer is only an estimate. We can, however, measure the absorption 
of the gold layer directly so that the model is more accurate. The incident power of the excitation 
beam is not something that is found in the literature, but an estimate of the value can be read 
from the excitation laser controls. This estimate is not accurate because there is power loss due to 
the distance traveled by the excitation beam and attenuation by the AOM. Therefore we must 
measure the power of the excitation laser at the sample. The last measured value required for the 
model is the measurement of the Gaussian width of the excitation laser beam.  
For the power measurements the AOM is left in the “on” position and the beam not 
modulated so the maximum power can be measured by the photodiode. This assures that the 
excitation beam power measured by the photodiode is the maximum power delivered to the 
sample. The measurement is complicated by a fluctuating photodiode power reading. The 
excitation beam power was measured and compared to the displayed power on the laser controls. 
When the optical setup is reassembled the exact power delivered to the sample is known by 
cross-referencing the power displayed on the laser with the data taken at the sample. Fig. 4.6 is a 
plot of measured excitation beam power at the sample versus the displayed power on the laser 
controls.  
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Figure 4.6: Plot of measured excitation laser power 
versus the displayed value at the laser.  
 
It is important to note that relationship between displayed power and measured power is a linear 
relationship, but it is not exact. There exists a clear deviation from the exact linear relationship at 
the low power end of the data. This deviation is thought to be in the measurement of the power 
value rather than the actual power delivered to the sample itself. Experimental measurement of 
photoacoustic signal versus excitation power in Fig. 4.10 confirms this hypothesis. 
 We measure the amount of that light absorbed by the sample by measuring the power of 
the transmitted and reflected light from the sample and subtracting their sum from the incident 
light power. The substrate has negligible absorption of the 532nm light. Dividing the absorbed 
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power by incident power gives the fraction of light (f) absorbed by the gold layer required for 
theoretical modeling. The setup needed to measure incident power has been described, and that 
measurement will be performed again at a set laser power. Measuring the fraction absorbed 
requires two modifications from the incident power experimental design. First the transmitted 
light through both the gold layer and the LEBG substrate is measured. To measure the 
transmitted light we collect the light from the slightly diffuse back surface of the LEBG 
substrate. Fig. 4.7 below shows the modification to the experimental setup. A telescope was 
constructed using two lenses behind the LEBG substrate. The first lens collects and collimates 
the transmitted light while the second focuses the collimated light to a size small enough for the 
detector to capture all of the transmitted power. 
 
Figure 4.7: Diagram of the experimental setup used 
to measure the transmitted power of the excitation 
laser.  
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The last piece need for the calculation of the fraction of light absorbed by the thin gold 
layer is the power of reflected light from the gold mirror surface. This measurement does not 
require the modifications to the experimental setup that the transmitted light measurement 
needed. The sample is tilted so that the reflected light is directly captured by the photodiode. The 
results from these measurements can be used into Eq. 4.1 to return the fraction of light absorbed 
by the gold layer: 
 =
𝐼  ( +  )
𝐼
, 
4.1  
where T is the power of the transmitted light, R is the power of the reflected light and I is the 
power of the incident light. When the measured values are inserted, we see that the fraction of 
absorbed light is calculated to be: 
 =
.      ( .   1    + . 2  )
.     
= .2   
4.2  
The value of f from the literature was roughly estimated at 0.20 using transmittance and 
reflectance from charts.
43
 The uncertainty from the estimate from the charts and what has been 
measured in the lab are within expected values given the uncertain thickness of the layer and the 
inaccuracy of selecting data from the chart. 
 The last measured constant of the system for the theory is the most important in terms of 
signal dependence. The photoacoustic signal varies linearly with the beam power and fraction 
absorbed but increases as the inverse square beam width. The width of the assumed Gaussian 
excitation beam cannot be measured visually since the beam width is defined as the distance 
from the center to where the power of the beam has dropped to the 1/e level. To measure the 
width of the Gaussian beam we use the knife-edge method. This technique is appropriately 
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named because it uses the straight edge of a razor translated through the Gaussian laser beam to 
perform the measurement. Fig. 4.8 below is a diagram of the target optics half of the optical 
setup adapted to performing this measurement. The sample is replaced by a vertical razor blade 
attached to a translation stage that incrementally translates the knife edge perpendicularly to the 
direction of the excitation laser beam propagation. The photodiode used to measure the power of 
the excitation laser beam is behind the razor. 
 
Figure 4.8: Diagram of the changes made to the 
experimental setup to perform beam width 
measurements.  
  
As the knife translates perpendicularly through the excitation laser the area of excitation 
laser beam that reaches the photodiode decreases and the measured power goes down. For 
Gaussian beams Eq. 4.3 can be derived from three measurements. The total power and the x 
coordinate of the translator when the power is at 90% and 10%. Eq. 4.3 below is a form of the 
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classic knife edge relation adjusted for the assumed beam shape 𝐼0𝑒
 (
 
 
)
 
rather than the 
𝐼0𝑒
  (
 
 
)
 
normally used.
44 
 =
  0    0 
1.  12  
 
4.3  
The numerical constant in Eq. 4.3 comes from the error function complement, and r is the 
Gaussian beam radius. For the expansion lens placement in the target optical setup used to 
perform experimental confirmation measurements the beam width was approximately 500 
microns. This estimate comes from averaging several measurements seen in table 4.1 below. 
X10 (mm) X90 (mm) r (μm) 
10.57 9.76 450 
10.75 9.975 430 
10.84 9.83 561 
  Average = 480 (500 used for 
model) 
 
Table 4.1: Table of beam width measurements. 
 
 It must be noted here that this measurement is not as accurate and noise free as others in the 
dissertation. The power of the laser fluctuates and perfect alignment of the razor and excitation 
beam system is difficult at best. This measurement is a close estimate of the width of the 
Gaussian beam used to excite the system, but it is also the largest source of error in our 
measurements. Even small errors in the actual width of the beam are magnified because the 
photoacoustic signal is related to the inverse square of the beam width. Deviations from an exact 
Gaussian laser beam shape are difficult to quantify but also contribute to the uncertainty in 
measuring the excitation beam shape.  
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Section 4.3: Experimental Measurements of Modeled Data 
 The three experimentally determined constants allow for close comparison of the theory 
and the measurements. Changing inputs like the incident power and the modulation frequency 
allow for the model results to be compared to experimental results. The experimental setup 
discussed in Sec. 4.1 is used for the measurement of the photoacoustic response. A noise floor 
measurement is made by blocking the excitation laser from hitting the sample. We have repeated 
the noise floor measurement at each point of changing power and frequency to monitor the 
experiment.  
 The first behavior we examine experimentally is the change in photoacoustic signal and 
as a byproduct the change in noise floor versus modulation frequency. We will measure both 
signal and LDV noise every 500 Hz from 1000 to 5000 Hz at a constant 78mW excitation power. 
Fig. 4.9 below is a plot of change in optical path length versus excitation frequency. Plotted for 
reference are the LDV noise floor measurements at each frequency point. Included in Fig. 4.9 are 
the predicted values from our model that were presented in Ch. 3. 
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Figure 4.9: Plot of experimentally measured and 
calculated change in optical path length versus 
excitation frequency for the idealized system.  
 
The change in optical path length clearly decreases with increasing frequency. The noise floor 
also decreases with increasing frequency maintaining the excellent signal to noise ratio 
throughout the experiment. 
We have clear behavioral agreement between predicted values (diamonds) and the 
measured values (squares). Though it looks like the data is in better agreement for increasing 
frequency the predicted signal is a constant fraction of the measured signal. The predicted values 
are on average one and a half times higher than their corresponding measured. The difference 
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between the theoretical data and the experimental data comes from two likely sources. The 
measurement of the beam width is imprecise and adds to the difference between values, and 
there is an issue with one of the assumptions made in the development of the theoretical model. 
The beam size of the probe beam of the LDV is assumed to be much smaller than the excitation 
laser beam and thus is treated as a line source. This assumption is faulty when measuring the 
surface displacement and entropic temperature with the LDV. Correcting for a finite beam width 
would decrease the calculated LDV signal. Fortunately the model data can be considered 
successful in fulfilling its stated purpose. We have clearly succeeded in modeling the behavior of 
the photoacoustic effect as measured by an LDV and the theoretical data is close enough to 
measured values to provide information on the experimental detectability threshold and 
optimization parameters. 
Next we compare the predicted and measured optical path length change as a function of 
excitation power. A modulation frequency of 2500 Hz is chosen in the center of the examined 
frequency range. We will also use the same excitation laser power levels discussed in Sec. 4.2 
and plotted in Fig. 4.6. Since the theory is linear, we expect the change in optical path length to 
have a linear dependence on the excitation power. The experimental and modeled results, plotted 
below in Fig. 4.10, confirm that expectation. 
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Figure 4.10: Plot of measured and calculated change 
in optical path length versus excitation laser power.  
 
A quick check of the LDV noise floor data, plotted in Fig. 4.10, shows no dependence on the 
excitation laser power. This is expected because the excitation laser is blocked before it enters 
the optical setup anywhere near the LDV. It is obvious that the experimental results have the 
same behavior to changing excitation power as the theoretical data; the R
2
 values for linear trend 
lines are near unity and exactly unity for the respective data sets. We again see the same 
difference between predicted and measured values seen in the frequency data. The power data 
confirms the difference of an average one and a half times higher expected signal. The same 
reasoning can be applied to the difference in signal as was done for the frequency data; 
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inaccurate beam width measurements and inaccurate modeling of the probe beam radius. The 
data is good enough, however, to provide confirmation of predictive capabilities of the 
constructed model. The model response to changing inputs clearly and consistently follows the 
experimental response to the same changes. The model is accurate in describing the physical 
processes involved in the photoacoustic effect as seen by an LDV. Additionally the model is 
accurate enough to be useful in experimental analysis. We now say with certainly that the model 
is accurate in its predictive capabilities of the behavior of the photoacoustic signal with respect to 
modulation frequency and excitation power. 
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Section 4.4: Experimental Measurement of TNT Spectrum 
 This project was initiated to address the vital need for standoff detection of explosives. 
Ch. 2 and Ch. 3 describe the theory and this chapter provides the experimental confirmation of 
the theory. The validated theory can be used to investigate the characteristic absorption spectrum 
of TNT. In this section we discard the idealized system, and the optical setup tailored to it. We 
now use a different but similar optical setup to demonstrate that the spectrum can be measured 
with the LDV described in Sec. 4.2. The differences center on changing targets from the 
idealized sample to an explosive sample. A thin layer of TNT has been deposited on a smaller 
version of the same gold mirror we used for the idealized experiment and then is excited by a 
tunable infrared laser. TNT has a very prominent absorption spectrum in the IR wavelength 
range and does not absorb 532nm light from the laser used in the previous experiments.
45
 We 
therefore must change excitation laser to a wavelength tunable IR laser. Because of the laser 
change we also no longer have access to an AOM to modulate the excitation beam and will 
instead use a mechanical chopper for modulation. The LDV and the signal analyzer remain the 
same as the experimental work from Sec. 4.3. 
The TNT suspended in a solvent of acetonitrile was repeatedly dropped onto the gold 
mirror and left to dry forming a thin layer of just the explosive. This process does not produce a 
uniform coating which is why the theory validation was done with the gold mirror in Sec. 4.3. 
The new optical setup can be seen below in Fig. 4.11. 
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Figure 4.11: Optical setup for the measurement of 
TNT photoacoustic spectrum. 
  
The infrared laser used in the TNT spectroscopy experiments is a commercially available 
quantum cascade laser from Daylight Solutions. The laser is not tunable over the entire infrared 
spectrum of TNT, but only over the wavenumber range of 1305 cm
-1
 to 1445 cm
-1
. Additionally 
the laser has an output power that varies with output wavelength. The variable power is 
measured by splitting the excitation beam into two branches with a beam splitter. One branch is 
the excitation branch incident on the TNT. The second branch is a reference branch that excites 
the photoacoustic effect of a carbon black reference sample in a photoacoustic cell. Carbon black 
has a uniform absorption spectrum of the IR laser in the interest wavelength range and thus by 
dividing the output from the LDV by the carbon black reference spectrum we produce the 
normalized TNT absorption spectrum. The wavelength range of the IR laser covers enough of 
the TNT infrared spectrum to identify key constructs of the TNT absorption spectrum. Fig. 4.11 
below is a plot of the infrared absorption spectrum of TNT over a much wider wavenumber 
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range than that of the Daylight Solutions laser.
45
 Marked on the plot is the first peak in the 
experimentally measured TNT spectrum for reference. 
 
Figure 4.12: TNT IR absorption spectrum from the 
literature.  
 
The absorption spectrum of TNT is reported in arbitrary amplitude units. It is not necessary to 
measure the exact change in optical path length produced in the photoacoustic effect by TNT to 
identify the spectrum. The spectrum needs only to be normalized and converted into arbitrary 
units that display the effects of changing the excitation wavelength versus the recorded signal.  
 The use of relative numbers to obtain a photoacoustic spectrum simplifies some 
parameters and complicates others. When dealing with global signal increases or decreases the 
1352 cm
-1 
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relative strength of the photoacoustic signal remains the same so things like background noise 
can be ignored because it is constant at every wavelength of the excitation laser. However, 
experimental parameters like water absorption and laser output power can vary based on the 
wavelength of the laser and must be accounted for in the production of a TNT spectrum. 
Absorption of the excitation laser by water vapor in the laboratory is a major problem that is best 
avoided if possible. Plotted below in Fig. 4.13 is the experimentally produced IR photoacoustic 
spectrum of TNT.  
 
Figure 4.13: Experimentally measured photoacoustic 
IR spectrum of TNT. 
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Compare the experimentally produced spectrum in Fig. 4.13 with the spectrum from the 
literature, Fig. 4.12 in Fig. 4.14. Fig. 4.14 overlays the relevant parts of the TNT spectrum from 
the literature and experiment. 
 
Figure 4.14: Experimental (Blue) and Literature 
(Black) TNT IR absorption spectra overlaid to show 
agreement. 
 
 Fig. 4.14 shows that we have successfully reproduced the absorption spectrum of TNT. This 
comparison is made by comparing peaks from the literature and experiment at 1352, 1362, 1377, 
and 1381 cm
-1
. We see that the experimentally obtained spectrum matches the reference 
spectrum exactly except for the water absorption peak at 1372 cm
-1
. 
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CHAPTER 5: CONCLUSIONS 
 
The primary goal of this research is to develop theory to improve the understanding of 
application of the LDV to standoff photoacoustic spectroscopy. This goal is reached by 
developing an understanding of how the physical processes in the experiment lead to signal 
generation. After the physical processes have been dissected, the analysis can be taken a step 
deeper. How the signal changes and why is an important part in full understanding of the 
photoacoustic effect, and it can be used to improve the sensitivity, accuracy, and effectiveness of 
the photoacoustic effect as an investigative tool. If one can calculate the system response as the 
experimental inputs are changed, the measurement parameters can be tailored to the receiving 
system. Finally when one drills down far enough and the model output is successfully compared 
quantitatively with the experimental results, one can use the model to predict measurements and 
determine sensitivity of the final experimental procedure, and also predict system performance 
and perform optimization for different substrates and thin layers. It is when the model reaches 
this point that it has fulfilled its purpose in examining all facets of the physical system. 
 If a model is constructed from first principles and closely details the relevant energy 
deposition and transfer in the system, it can be used to determine which physical responses are 
important in terms of signal generation. The sources of signal generation in the model are 
separable, though they’re not separately measureable. The physical responses of the system that 
contribute to the signal are all calculated individually. The modulated excitation beam generates 
heating in the sample which leads to surface motion, modulation of the temperature profile in the 
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adjacent air, and an acoustic wave which combine linearly to generate the signal modeled for the 
LDV measurement experimental setup.  For the systems in this dissertation the primary sources 
of changes to the optical path length of a probe laser beam are the entropic temperature 
fluctuations and the surface deformation. They dominate the other two by two orders of 
magnitude, and are dependent on the particular thin layer and substrate combination and are 
above the measured noise floor of the LDV. The experimental measurements do not differentiate 
between signal generation sources so one must turn to the model for this important information. 
 The chapters on modeling and experimental work delved into the behavior of the 
calculated and measured change in optical path length as a function of both frequency and 
excitation power. This exploration is vital for verifying model accuracy and in using the 
completed and verified model to optimize experimental parameters. Because there is a linear 
relationship between excitation power and change in optical path length it is simple to see that if 
the signal to noise ratio is too low, an increase in the excitation power can lead to an improved 
ratio. The idea that there is a linear dependence can be further expanded. The model is governed 
not by excitation power itself, but rather by the intensity of the excitation beam. The intensity is 
directly proportional to the power of the laser so that the linear relationship between signal and 
excitation power is preserved. In the intensity though is another factor to signal generation that 
has been discussed in Ch. 4, the Gaussian beam width. The relationship between the change in 
optical path length and the beam width is much more severe. The change in optical path length 
goes as the inverse square of the beam width. This means that beam width must be accurately 
measured to predict signal strengths. If that can be accomplished the width of the excitation 
beam becomes the best way to control the signal because of the squared dependence, but care 
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must be taken as the theory dictates that the thermal penetration depths must be much less than 
the beam diameter. The theory breaks down if the beam is over focused.  
The true test for the model developed in this project is to be able to accurately predict the 
behavior of the signal generated in the photoacoustic effect. Close prediction of the actual 
change in optical path length measured by the LDV allows for the model to be used to determine 
detection thresholds. The detection thresholds are the point at which there is a good enough 
signal to noise ratio that the investigator can say that there is measured signal of the 
photoacoustic effect. This allows for the construction of trace material detectors of explosives 
such as TNT. We compared the experimental and theoretical data in Figs. 4.9 and 4.10. The 
average percent difference of the frequency dependent data is 36 percent; within the needed 
accuracy to determine detectability thresholds. The model data is in excellent agreement with the 
experimental data confirming the utility of the completed theory. 
 The title of this project is “Standoff Laser Interferometric Photoacoustic Spectroscopy of 
the Detection of Explosives”. The most important term in the title is “Spectroscopy” because of 
what performing spectroscopic measurements means. When one has the capability of measuring 
the spectrum of unknown materials or of searching for spectra of known materials there is much 
that can be accomplished. Knowing the spectra of interest allows an investigator to perform trace 
detection of the identified element or molecule. The first four words of the title explain how the 
acquisition of the spectra is to be accomplished. We have explained in Ch. 4 how standoff 
interferometric measurements are performed in the discussion of the experimental work and in 
how the LDV measurement tool achieves this task. The reproduction of the photoacoustic 
spectrum of TNT from a standoff distance using a laser interferometer, seen in Fig. 4.12 
ostensibly completes the task designated by the title of this work. 
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 The model that describes from first principles the effect modulated light absorption has 
on the LDV signal is the core of the work. The model allows for deep understanding of the 
physical processes involved, their relative strength and importance, and how the system will 
work with different substrate and amounts of material deposited on the substrate. Combining all 
of this it is easy to see how strong of a tool the model is for spectroscopy. The model does not 
need to be structurally changed to work with spectroscopic measurements of any kind. As long 
as the light is monochromatic and modulated it is a very simple process in changing the physical 
constants of the model to match that of the experiment.  
 A detailed model of the physical response of the system to the absorption has been 
constructed and extensively tested. Every test has shown the model to accurately predict and 
explain the corresponding measurement results. The model details a standoff methodology that 
can be applied to spectroscopic experiments. The use of this methodology to measure the 
standoff photoacoustic spectrum of TNT with an interferometric sensor has clearly been 
demonstrated. This methodology and the tested model can both be used to examine pressing 
problems in explosive detection and characterization. 
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APPENDIX  
 
 
H*This Program is used to calculate the change in
optical path length produced by a gaussian shaped laser
beam incident on a solid sample with finite size.*L
H*This Particular Notebook describes
a Gold sample on a LEBG HpyrexL Window*L
H*Section 1: Physical Constants; Symbol = Value HDefinition, UnitsL*L
Off@NIntegrate::ncvb, NIntegrate::slwcon, NIntegrate::izeroD
Clear@P, a, Κ, Α, Ρ, c, Ω, Σ, Τ, Υ, Φ, Χ, Ψ, l, r, z, Γ, k, Λ,
W, L, d, Ξ, R, e, S, O, Q, P, F, C, Y, Z, A, B, T, T1, T2, AbsT,
f, Io, TemperatureProfile, TemperaturePoint, ath, U, q, R, U,
r, PrecisionTable, wp, f, Io, x, phi, R, Pressure, dudr, Uwall,
Velocity, InterpVelocity, soundspeed, rscale, Β, ztemp, ztempprofile,
rscale, Tent, Tac, Tflux, Pac, Pflux, nflux, OPL, Twall, ztemp,
ninterp, Troom, zz, nfluxac, nfluxent, ninterpac, ninterpent,
OPLac, OPLent, zzac, zzent, nfluxp, interpp, OPLp, zzp, ztentD;
P = 0.078; H*Total power for unmodulated laser, Watts*L
a = 0.0005; H*Laser beam radius, m*L
Κ = 1.14; H*Thermal conductivity of the sample, W
m*k
*L
Α = .01; H*Optical absorption coefficient of the substrate, 1m*L
Ρ = 2230; H*Density of the substrate, kg
m3
*L
c = 711.756; H*Specific heat of the substrate, J
k*kg
*L
Ω = 2 * Π * 1500; H*Angular frequency of modulation, Rads*L
Σ = 0.0255224; H*Thermal Conductivity of Gas in Region 1, W
m*k
*L
Τ = 1.2250; H*Density of the gas in Region 1, kg
m3
*L
Υ = 1005; H*Specific heat of the gas in Region 1, J
k*kg
*L
Φ = 0.0255224;
H*Thermal Conductivity of air behind substrate HRegion 2L, W
m*k
*L
Χ = 1.2250; H*Density of air behind substrate HRegion 2L, kg
m3
*L
Ψ = 1005; H*Specific heat of air behind substrate HRegion 2L, J
k*kg
*L
l = 0.01; H*Thickness of the substrate, m*L
f = 0.243; H*Fraction of heat deposited in the surface layer*L
ztempprofile = 0; H*Zdistance from surface, m*L
ath = 3.25 * 10-6; H*Thermal Expansion Coefficient of the substrate, 1K *L
U = 0.20; H*Poisson's Ratio of the substrate*L
Β = 0.0035951825;
H*Coefficient of Thermal Expansion for gas in Region 1, 1K*L
soundspeed = 3400000; H*Scaled Speed of sound in gas in Region 1, m's*L
x = 0; H*Probe beam offset from exciation beam center, m'*L
Troom = 278.15; H*Room Temperature, K*L
Reflected = .7568; H*Fraction of light reflected by the surface*L
H*Section 2: Combinations of physical constantsHNotesL*L
Io =
P
;
;
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Io =
P
Π * a2
; H*Peak intensitiy of excitation laser, Wm^2*L
Γ =
-P * H1 - f - reflectedL
2 * Π * a2 * Κ
; H*Combination constant*L
k =
-ä * Ω
Λ
; H*Conglomerate constant*L
Λ =
Κ
Ρ * c
; H*Constant from the heat equation of sample*L
W =
Γ * Α * a2 * ExpB -q
2*a2
4
F
4 * Π * IΑ2 - q2 - kM
; H*Constant from application of boundary
conditions to homogeneous and particular temperature solutions*L
L =
H1 - äL * Σ
Κ
*
Ω
2 * d
; H*Constant from boundary condition manipulation*L
d =
Σ
Τ * Υ
; H*Constant from the heat equation for the gas in Region 1*L
Ξ = Iq2 + kM ; H*Simplifcation variable used in Homogeneous solution*L
R =
-H1 - äL * Φ
Κ
*
Ω
2 * e
; H*Constant from boundary condition manipulation*L
e =
Φ
Χ * Ψ
; H*Constant from the heat equation for substrate in Region 2*L
A =
Io * f
Κ
*
a2
2
* ExpB
-q2 * a2
4
F - W * HL + ΑL * HΞ + RL * Exp@-Ξ * lD +
W * Exp@-Α * lD * HΑ + RL * HL + ΞL 
HHL - ΞL * HΞ + RL * Exp@-Ξ * lD + Exp@Ξ * lD * HΞ - RL * HL + ΞLL;
H*Constant in homogeneous solution*L
B = -HL - ΞL * W * Exp@-Α * lD * HΑ + RL +
Exp@Ξ * lD * HΞ - RL *
Io * f
Κ
*
a2
2
* ExpB
-q2 * a2
4
F - W * HL + ΑL 
HHL - ΞL * HΞ + RL * Exp@-Ξ * lD + Exp@Ξ * lD * HΞ - RL * HL + ΞLL;
H*Constant in homogeneous solution*L
R = z2 + x2 - 2 * rscale * x * Cos@phiD + rscale2 ;
H*Radius from acoustic pressure calculation*L
wave =
Ω
soundspeed
; H*Wavenumber in Pressure Integration*L
deltath =
2 * Φ
Ω * Τ * Υ
; H*Thermal penetration depth*L
H*Section 3: Numerical integration of the temperature profile*L
115Printed by Mathematica for Students
H*A.3.1*LT1 = TableBNIntegrateB
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* BesselJ@0, Hq * rLD *
Exp@-Α * ztempprofileD * q, 8q, 0, Infinity<F, 8r, 0, .0015, .0001<F;
H*A.3.2*LT2 = Table@NIntegrate @
HA * Exp@Ξ * ztempprofileD + B * Exp@-Ξ * ztempprofileDL * BesselJ@0, Hq * rLD * q,
8q, 0, Infinity<D, 8r, 0, .0015, .0001<D;
H*A.3.3*LTemperatureProfile = T1 + T2;
H*A.3.4*LTemperaturePoint = Take@TemperatureProfile, 1D;
H*Section 4:
Numerical integration of the r derivative of the surface motion*L
H*A.4.1*LUzp = ath *
1 + U
1 - U
* q * q * BesselJ@1, q * rD *
Sinh@q * l - q * ΗD
Sinh@q * lD
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.2*LUzpTable = Table@NIntegrate@Uzp, 8q, 0, Infinity<, 8Η, 0, l<D,
8r, 0, .0015, .0001<D;
H*A.4.3*LUzhOneA = -2 * ath *
1 + U
1 - U
* q * q * BesselJ@1, q * rD *
Sinh@q * l * 0.5D * Sinh@q * l * 0.5D *
Cosh@q * Η - q * l * 0.5D
Sinh@q * lD
*
H1 - 2 * UL * Cosh@q * l * 0.5D - q * l * 0.5 * Sinh@q * l * 0.5D
Sinh@q * lD + q * l
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.4*LUzhOneATable = Table@NIntegrate@UzhOneA,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.5*LUzhOneB = l * ath *
1 + U
1 - U
* q3 * BesselJ@1, q * rD * Sinh@q * l * 0.5D *
Sinh@q * l * 0.5D * Cosh@q * l * 0.5D *
Sinh@q * Η - q * l * 0.5D
Sinh@q * lD
*
1
Sinh@q * lD - q * l
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.6*LUzhOneBTable = Table@NIntegrate@UzhOneB,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.7*LUzhOneC = 4 * H1 - 2 * UL * ath *
1 + U
1 - U
* q * q * BesselJ@1, q * rD *
Sinh@q * l * 0.5D * Cosh@q * l * 0.5D *
Cosh@q * Η - q * l * 0.5D
Sinh@q * lD
*
Sinh@q * l * 0.5D
Sinh@q * lD + q * l
*
;
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Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.8*LUzhOneCTable = Table@NIntegrate@UzhOneC,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.9*LUzhTwoA = 2 * ath *
1 + U
1 - U
* q * q * BesselJ@1, q * rD * Cosh@q * l * 0.5D *
H1 - 2 * UL * Sinh@q * l * 0.5D - 0.5 * q * l * Cosh@q * l * 0.5D
Sinh@q * lD - q * l
*
Cosh@q * l * 0.5D * Sinh@q * Η - q * l * 0.5D
Sinh@q * lD
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.10*LUzhTwoATable = Table@NIntegrate@UzhTwoA,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.11*LUzhTwoB = -2 * ath *
1 + U
1 - U
* q * q * BesselJ@1, q * rD * Cosh@q * l * 0.5D *
q * l
2
*
Cosh@q * l * 0.5D
Sinh@q * lD + q * l
*
Sinh@q * l * 0.5D * Cosh@q * Η - q * l * 0.5D
Sinh@q * lD
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.12*LUzhTwoBTable = Table@NIntegrate@UzhTwoB,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.13*LUzhTwoC = -4 * ath * H1 - 2 * UL *
1 + U
1 - U
* q * q * BesselJ@1, q * rD *
Cosh@q * l * 0.5D * Sinh@q * l * 0.5D
Sinh@q * lD - q * l
*
Cosh@q * l * 0.5D * Sinh@q * Η - q * l * 0.5D
Sinh@q * lD
*
Γ * Α * a2
4 * Π
*
ExpB-J q
2*a2
4
NF
IΑ2 - q2 - kM
* Exp@-Α * ΗD + A * Exp@Ξ * ΗD + B * Exp@-Ξ * ΗD ;
H*A.4.14*LUzhTwoCTable = Table@NIntegrate@UzhTwoC,
8q, 0, Infinity<, 8Η, 0, l<D, 8r, 0, .0015, .0001<D;
H*A.4.15*Ldudr = UzpTable + UzhOneATable + UzhOneBTable +
UzhOneCTable + UzhTwoATable + UzhTwoBTable + UzhTwoCTable;
H*A.4.16*LInterpdudr = Interpolation@dudrD;
H*Section 5: Acoustic pressure calculation*L
H*A.5.1*LUwall = -0.0001 *
Table@NIntegrate@Interpdudr@RSurfaceD, 8RSurface, n, 16<D, 8n, 1, 16, 1<D;
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H*A.5.2*LVelocity = H-ä * Ω * UwallL +
Β * Σ
Τ * Υ
*
-H1 - äL
2*Σ
Ω*Τ*Υ
* TemperatureProfile ;
H*A.5.3*LVelocityPoint = Take@Velocity, 1D;
H*A.5.4*LInterpVelocity = Interpolation@VelocityD;
H*A.5.5*LPflux = NIntegrateB
1
10000
2
*
-ä * Ω * Τ
Π
* InterpVelocity@rscaleD *
Exp@ä * wave * RD
R
* rscale,
8rscale, 1, 16<, 8phi, 0, Π<, 8z, 0, -5500<F;
H*A.5.6*LAxialPressure = TableBNIntegrateB
1
10000
*
-ä * Ω * Τ
Π
* InterpVelocity@rscaleD *
Exp@ä * wave * RD
R
* rscale,
8rscale, 1, 16<, 8phi, 0, Π<F , 8z, 0, -5500, 1<F;
H*Section 6: Acoustic path length change calculation*L
H*A.6.1*LTwall = TemperaturePoint;
H*A.6.2*LVelocityPoint = Take@-ä * Ω * Uwall, 1D;
H*A.6.3*LTent =
c
340
* Twall - HVelocityPointL
c
340
+
1-ä
2
*
Ω*Σ
Τ*Υ
* Β
* ExpB
-Hä - 1L ztent
deltath
F;
H*A.6.4*LTac =
Troom * Β
Τ * Υ
* Pflux;
H*A.6.5*LAxialTac =
Troom * Β
Τ * Υ
* AxialPressure;
H*A.6.6*LOPLac = 3.5908106 * 10-7 * H-2.63106 * TacL;
H*A.6.7*Lnfluxent = 3.5908106 * 10-7 * H-2.63106 * TentL;
H*A.6.8*LOPLp = 3.5908106 * 10-7 * I1.0009386 * 7.5006 * 10-3 * PfluxM;
H*A.6.9*LOPLent = NIntegrate@nfluxent, 8ztent, 0, -.55<D;
H*A.6.10*LAbs@OPLacD;
H*A.6.11*LAbs@OPLentD;
H*A.6.12*LAbs@OPLpD;
H*Section 7: Surface path length calculation*L
H*A.7.1*LDisp = Take@Uwall, 1D;
H*A.7.2*LAbs@DispD;
H*Section 8: Model Output Aggregation and Save Point*L
H*A.8.1*LTotalOPL = Abs@-Disp + OPLac + OPLp + OPLentD
FrontEndExecute@FrontEndToken@"Save"DD
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