We present simple algorithms for three problems belonging to the class of intersection query problems. The "rst algorithm deals with the static rectangle enclosure problem and can easily be extended to d dimensions, the second algorithm copes with the generalized c-oriented polygon intersection searching problem in two dimensions, while the third solves the static 2-dimensional dominance searching problem with respect to a set of obstacles. All algorithms are simple, are based on persistence and improve previous bounds. Also, as a corollary of the "rst algorithm, we present a result for the static d-dimensional range searching problem.
INTRODUCTION
A class of problems that has attracted much attention in the "eld of computational geometry is the class of intersection query problems. A general formulation for problems of this class is: Let S be a set of n objects and Q be a (possibly in"nite) collection of query objects. Pre-process S into a data structure, such that for any query object q ∈ Q, all objects of S intersected by q can be reported or counted ef"-ciently. Many known problems can be described by this general formulation with each problem being distinguished by the kind of objects in S, Q and the speci"c meaning of`intersection', for example range searching, segment intersection searching, polygon intersection searching, rectangle enclosure searching, dominance searching, triangle stabbing, etc.
On the other hand another class of problems, the so-called generalized intersection searching problems, has appeared recently, attracting much research [1, 2, 3, 4, 5, 6, 7] . This class, motivated from applications in databases and VLSI design, generalizes the standard problems in the following way: we are asked to pre-process a set S of coloured objects (lines, points, arcs etc.) into a data structure so that given a query object q, we can report or count the distinct colours of the objects of S intersected by q. The colours are introduced in order to be able to deal with the following form of intersection searching: The set S consists of groups of objects and when we pose a query we are interested in whether there is an intersection of q with a group rather than with the objects themselves. So we paint each group of objects with a distinct colour and then the original problem reduces to reporting/counting the distinct colours intersected by q. Hence, the class of generalized problems can be considered to be a subclass of the intersection query problems, where the set S consists of objects of non-constant size. This paper deals with the following three intersection query problems.
Static rectangle enclosure
In Section 2 we study this problem:
Given a scene of n iso-oriented rectangles, "nd the subset of them containing a given rectangle.
This problem is fundamental in many applications such as processing graphical data with the computer, CAD/CAM applications and VLSI design. The best known bounds for the static version of this problem are given in [8] where an algorithm using O(n log 2 n) space and O(log 2 n log log n + k) query time is given (k is the output size). This result can be extended to d dimensions so that the space becomes O(n log 2d−2 n) and the query time becomes O(log 2d−2 n log log n + k). We give a simple algorithm, based on the use of persistence, which needs the same space but has query time O(log 2d−2 n + k). In the following we will brie#y outline the basic notions of persistence. A persistent data structure is one that allows access to multiple versions of the structure, as opposed to an`ordinary' data structure, where an update destroys the old version, leaving only the new one. There are two kinds of persistent data structures: a partially persistent one allows queries to previous versions but updates only the latest one, while a fully persistent one allows for updates and accesses of any version. More speci"cally, let us consider a sequence of intermixed access and update operations on an initially empty structure, indexing the update operations and the versions they produce by integers. That is, update i is the ith update of the sequence, version 0 is the initial (empty) structure and version i is the version produced by update i. In a partially persistent structure, version i can only be derived by updating version i − 1 while in a fully persistent one, i can be produced with an update to any version j with 0 ≤ j ≤ i − 1. Accesses are permitted to any existing version in both cases. The paper [9] describes a general approach that makes any linked data structure partially or fully persistent with an O(1) amortized time and space cost per change in the ephemeral structure and an O(1) worst case time per access step. This result is applicable only when every node in the ephemeral data structure has a "xed number of incoming and outgoing pointers.
We should note here that in [10] an algorithm was proposed which has the same bounds as ours. However, that solution works for the RAM model of computation while ours and [8] are designed for the pointer machine model. A pointer machine implementation of [10] would degrade its time complexity to O(log 2d−2 n log log n + k log log n)-since their structure is based on repetitive least-common ancestor computations, and in a pointer machine non-of#ine least common ancestor computation needs (log log n) time-which is much inferior to our bounds.
In the same section, as a corollary of this result, we derive a generalization of the algorithm, which solves the static d-dimensional orthogonal range searching problem. Speci"cally, we show that the static orthogonal d-dimensional range searching problem can be solved in O(n log d n) space pre-processing time and O(log d−2 n + k) query time, in the pointer machine model of computation (the RAM case is discussed brie#y at the end of the section). There are many solutions concerning the static orthogonal d-dimensional range searching problem (see for example [11, 12, 13, 14] ). The only previously reported solution having a small query time as ours is given in [12] , using the same space and a similar approach. However, our algorithm is simpler while adding a log n factor to the pre-processing time. All the other known algorithms have a larger query time and this is due to the fact that they take the planar case as the base case of application of data structuring techniques.
Generalized intersection searching for c-oriented polygons
In Section 3 we deal with the following problem:
we are asked to pre-process a set of n coloured coriented polygons, each with a bounded number of edges, such that for any c-oriented query polygon q, of constant size, the colours of the polygons that intersect q can be reported ef"ciently.
Here a set of polygons is said to be c-oriented if all the polygons in the set have edges parallel to at most c possible orientations A = {a 1 , a 2 , . . . , a c } (c is a constant). Note that rectangles are a special case of 2-oriented polygons. It is also assumed w.l.o.g. that some two orientations in the collection are parallel to the coordinate axes.
We present two solutions; one time-ef"cient (O(n log 2 n) space, O(log n + k) query time) and one space-ef"cient (O(n log n) space, O(log 2 n + k) query time). This is accomplished by combining previous solutions for some generalized subproblems with small observations that improve previous bounds. This is the "rst paper dealing with the generalized version of this standard problem (c-oriented polygon intersection) as far as we know. The motivation for studying this problem and especially the c-oriented version is its application in VLSI design (chip designs deal not only with orthogonal but also with c-oriented objects) and its theoretical interest. The theoretical interest stems from the fact that a special instance of the generalized problem is the following:`given a set S of not necessarily bounded-sized, c-oriented polygons, report the polygons whose intersection with a constant-sized c-oriented query polygon q is non-empty', which is an immediate extension of the standard problem ( [15] ) that demanded the stored polygons to be of constant size. Indeed, it is possible to subdivide each polygon
c-oriented polygons of constant size. Then, if for each i we colour the subpolygons that subdivide Q i , with the same colour, the extended problem is reduced to the generalized problem de"ned above.
Finally, we must note that we assume (as in all the query problems dealt with in [1, 2, 4, 5, 6, 7] ) that the query object is of constant description size. If this is not the case, then it may be possible to deal with the problem, by using the techniques developed in [3] . In Section 4 we deal with the query version of the problem for d = 2 in the static case; that is, we want to store the points in P and the obstacle points in O such that, given a query point q, all points in P that are dominated by q with respect to O can be determined ef"ciently.
This problem was studied in [16, 17, 18] and the best bound was given in [16] , where a static structure with a query time of O(log n + k) and O(n log 2 n) space was given (n denotes |P| + |O|). In the following we will show that following the same algorithmic concept as in [16] , but using more ef"cient data structuring techniques, the space can be reduced to O(n log n) while the time bound remains the same.
Concluding this introduction, we present our main results on the aforementioned problems in Table 1 . [8] n log 2d−2 n log 2d−2 n log log n + k New n log 2d−2 n lo g 2 d − 2 n+k Genaralized c-oriented polygonal intersection searching New n log n log 2 n + k New n log 2 n log n + k Generalized rectangular point enclosure problem
Previous [4] n log n log 2 n + k Previous [6] n 1.5 log n + k New n log n log n + k Two-dimensional dominance searching with respect to a set of obstacle points Previous [16] n log 2 n log n + k New n log n log n + k
THE STATIC RECTANGLE ENCLOSURE SEARCHING PROBLEM
The static version of the rectangle enclosure searching problem is described formally as: given a set S of n d-dimensional iso-oriented rectangles, pre-process it so that, given any query rectangle r , the rectangles of S that enclose r can be reported ef"ciently. This problem was studied in [8] and it was solved with O(n log 2d−2 n) space and O(log 2d−2 n log log n + k) query time. More speci"cally, after mapping d-dimensional rectangles to 2d-dimensional points, the solution of [8] employs a multilevel data structure that combines range and priority search trees. They make use, in principle, of a kind of (2d − 1)-dimensional range tree where in the last level they maintain the priority search trees of [19] connected together with bridges, as Vaishnavi ([20] ) did.
Here we will present a simple solution based on persistence, that improves the previous query time using the same space. In order to solve the problem we will use the remark in [21] about the equivalence of the rectangle enclosure searching problem and the dominance searching problem. So let r = ([x 1 :
. . , y d ) then r encloses r if and only if p(r ) dominates p(r ).
In this case the 2d-dimensional dominance searching problem can be used to solve the d-dimensional rectangle enclosure problem. For convenience throughout this section we deal with the planar version of the problem.
So let S be a set of rectangles in the plane. We represent each rectangle r = ([x 1 :
Hence the set S of rectangles becomes a set S of 4-dimensional points. We store these points in a 2-dimensional range tree T , modi"ed at some point to re#ect the combination with a different secondary data structure. The "rst layer L of T is a balanced binary search tree for the points of S sorted according to the "rst coordinate. Let S v be the set of points stored in the leaves of the subtree of L rooted at an internal node v. Then the second layer L v of T , associated with each node v of L, is a data structure solving the 3-dimensional dominance problem for the next three coordinates of the points in S v . LEMMA 2.1. Given a set P of n points in three dimensions we can pre-process it in O(n log n) space and time, so that for any query point q we can "nd the k points in P that dominate q in O(log n + k) time.
Proof. Let x, y, z be the three coordinates. We sort the points of P by non-increasing z-coordinates and insert them in this order into a partially persistent version of a priority search tree, taking only the x, y coordinates into account. Since a priority search tree has O(log n) update time, uses O(n) space and has bounded in-degree, the space complexity of the n versions is O(n log n) ( [9] ) while it can clearly be constructed in O(n log n) time. Note that the version created at each insertion point p corresponds to a priority search tree storing the projections onto the x-y plane of all points in the upper half-space z ≥ p z . So, in order to answer a query for a point q = (q x , q y , q z ) we access the version corresponding to the smallest z-coordinate bigger than q z (in order to examine only those points that have acceptable z-coordinate values), and pose a 2-dimensional dominance searching query q = (q x , q y ). Since a priority search tree can answer a 2-dimensional dominance query in O(log n + k) time, and the time for "nding the right version is O(log n), the whole query time is O(log n + k).
So the algorithm performing a query with a rectangle r = ([x 1 : y 1 ] × [x 2 : y 2 ]) is the following. First we map r to the point (−x 1 , −x 2 , y 1 , y 2 ). Let P be the path in L from the root to the left-most leaf storing a point whose "rst coordinate is at least equal to −x 1 , and let v be that leaf. Call M the set composed of v and the nodes v 1 , v 2 , . . . , v log n that are right sons of nodes on P, but do not belong to P themselves. Then on each u ∈ M, we make a 3-dimensional dominance query with (−x 2 , y 1 , y 2 ) to S u , using the structure of the lemma.
The correctness of the above algorithm is straightforward, and it is clear that it uses O(n log 2 n) space and has O(log 2 n + k) query time. On the other hand its generalization to d-dimensions is simple; instead of T use a (2d − 2)-dimensional range tree that employs the 3-dimensional dominance structure at the last level. So 
Generalization
Note that the algorithm and the bounds in Lemma 2.1 remain valid if for one of the coordinates, say x, the restriction is not a half in"nite, but a bounded interval, say [x 1 : x 2 ]. This follows because a priority search tree can also answer a query of the form (
time. This observation leads to the following generalization of Theorem 2.1.
n) space and time, such that for any query range r = [a 1 :
Proof. Store the points of P in a (d-2)-dimensional range tree T according to the "rst d-3 coordinates and in the last level of the range tree employ the data structure of Lemma 2.1. Then the "rst d-3 intervals/restrictions of the query r can be resolved by the "rst d-3 layers of T , producing O(log d-3 n) canonical subsets, while the last three restrictions can be resolved by querying each subset using the data structure of Lemma 2.1. The correctness of the algorithm is straightforward and the complexity bounds follow from the de"nition of the range tree and Lemma 2.1. REMARK 1. Theorem 2.1 is a special case of Lemma 2.2 if the dimension of the points in P is 2d and the query ranges in r are all half-in"nite intervals.
Then, using Lemma 2.2 we can prove the following theorem. THEOREM 2.2. Let P be a set of n d-dimensional points (d ≥ 3). Then P can be pre-processed in O(n log d n) space and time, such that for any query range r = [a 1 : Proof. Note that the structure of Lemma 2.2 can resolve any query containing d − 2 bounded intervals and 2 half-in"nite intervals. We will use a known technique, see for example [22] , for transforming any range query containing a bounded interval to two range queries containing half-in"nite intervals. This technique can be described as follows.
Let S be a set of points and C = [a 1 : b 1 ] × R (R can be any restriction) a given query. Assume that we have a data structure D that can resolve queries of the form H ×R, where H is a half-in"nite interval, and R is the same restriction as in C. Let us call D 1 (respectively D 2 ) the version of D resolving queries of the form [ a 1 : +∞) × R (respectively (−∞ Consider now the d-dimensional range searching problem. In order to solve the problem we store the points of P in a 3-layered data structure T . The "rst layer of T is a complete binary tree storing the points of P sorted according to the "rst coordinate. The second layer is also a complete binary tree storing the respective set of points according to the second coordinate, and the third layer is the structure of Lemma 2.2 (presented in various versions according to the speci"c form the half in"nite-intervals take).
According to the previously described technique the "rst two layers transform the query r to the following four queries:
These are asked to the respective versions of the data structure of Lemma 2.2. The time of the transformation is 3 log n (log n in the "rst layer structure and 2 log n for the two secondary structures that are traversed). The correctness of the algorithm easily follows, the space used is O(n log d−2 n log n log n) = O(n log d n) and the query time is O(log n + 2 log n +
where k denotes the output size. Since the data structure of Lemma 2.2 can be constructed in O(n log d−2 n) time, straightforward analysis shows that the pre-processing time is O(n log d n).
Note that for d = 3 the data structure of the above theorem has query time O(log n+k). The only previous solution with O(log n + k) query time for d = 3 is given in [12] using the same space. However, the data structure of [12] has worse pre-processing time, by a factor of log n. This is due to the fact that the main building block of its solution is the hive graph structure which uses O(n) space and has O(n log n) pre-processing time. The latter bound leads to the increased pre-processing time of the whole solution, as opposed to the space needed. REMARK 2. Our structure and the solution in [12] achieve this performance, in the pointer machine model of computation. However, in the RAM we can reduce the space by a factor of log n. More speci"cally, the structure in [10] for d-dimensional dominance searching (which was mentioned in the Introduction) can also handle, with the same time and space bounds, any query range with d − 1 bounded intervals and one half-in"nite interval. So, if we use this structure and the technique in the proof of Theorem 2.2, we can get a static, d-dimensional range searching data structure, in the RAM, with O(log d−2 n + k) query time and O(n log d−1 n) space. This structure has the same space as the RAM structure in [14] but query time less by an O(IL (n)) factor (IL denotes the iterated log function); a fact that was overlooked by the authors of [14] , where they claimed that their structure has the best time-space product performance in the RAM.
GENERALIZED INTERSECTION SEARCHING FOR C-ORIENTED POLYGONS
It is known ( [23, 15] ) that the standard polygon intersection searching problem can be solved by reducing it to three simpler searching subproblems, namely:
1. Polygonal range searching, which asks for the points of a set that lie in a given query polygon.
Polygonal point enclosure (or polygon stabbing),
which asks for the reporting of all polygons of a given set that contain a speci"ed query point. 3. Segment intersection searching, which asks for all line segments of a given set intersected by a given query line segment.
The same reduction holds trivially for the generalized version of the problem, with the difference that the standard subproblems are replaced by their generalized counterparts.
Before we study each of the generalized subproblems we will show how to solve the generalized 3-dimensional dominance searching problem; this is necessary since in [15] it was pointed out that to solve the standard c-oriented polygon searching problem, one must be able to answer a constant number of triangle searching or stabbing queries where the involved triangles are c-oriented with one vertical edge. Next, the authors of [15] reduced the triangle-point intersection condition to 3-dimensional dominance and so the triangle searching or stabbing problem became equivalent to dominance searching. The next two lemmas describe two simple solutions for the generalized 3-dimensional dominance searching problem, one with O(n log n) space and O(log 2 n + i) query time and one with O(n log 2 n) space and O(log n + i) query time (i is the number of the reported colours). LEMMA 3.1. Let S be a set of n coloured points in the 3-dimensional space. We can build a data structure of size O(n log n) such that for any query point q we can report the i distinct colours of the points that dominate q in O(log 2 n + i) time.
Proof. Let q = (q x , q y , q z ) be the query point. We sort the points of S by non-increasing z-coordinates and insert them in this order into a partially persistent version of the data structure of [4] for the semi-dynamic (insertions only) generalized 2-dimensional dominance searching problem, taking only the "rst two coordinates into account. This structure of [4] has size O(n), amortized insertion time O(log n), O(log 2 n + i) reporting time (where i is the number of distinct colours of the output) and constant in-degree.
So, to answer a 3-dimensional dominance query we just access the version corresponding to the smallest z-coordinate bigger than q z (in order to examine only those points that have acceptable z-coordinate values) and query it with the point (q x , q y ). Space and time bounds follow easily from [9] (since the structure made persistent has constant in-degree). LEMMA 3.2. Let S be a set of n coloured points in the 3-dimensional space. We can build a data structure of size O(n log 2 n) such that for any query point q we can report the i distinct colours of the points that dominate q in O(log n + i) time.
Proof. We give a new solution for the semi-dynamic generalized 2-dimensional dominance searching problem which has space O(n log n), amortized insertion time O(log 2 n), O(log n + i) reporting time and constant in-degree. Then using the same persistence technique as in the proof of Lemma 3.1 the bounds of the lemma follow.
The new solution for the generalized 2-dimensional dominance problem is as follows. As shown in [4] the generalized 2-dimensional dominance searching problem can be transformed to this one: given a set of O(n) coloured horizontal line segments, such that no two segments of the same colour overlap in their x-ranges, we want to determine for any query point q, the segments intersected by an upward vertical ray starting at q. Since the x-ranges of segments of the same colour do not overlap, each colour is intersected at most once. It is also shown in [4] that n insertions of coloured points in the original problem correspond to O(n) insertions/deletions of segments in the transformed problem.
We give a structure that solves the transformed problem in the bounds mentioned above. The structure is a dynamic segment tree (implemented as a BB[α] tree) which stores the horizontal segments in its nodes. Each node stores the segments associated to it in sorted y-order in its node-list (implemented as a balanced binary tree). To answer a query ray we locate the nodes in the search path for the x-value of the query ray in O(log n) time. Each node-list of these nodes is traversed and the colours of the segments that are stored in it are reported as long as their y-value is greater than the y-value of the ray's endpoint. This takes time O(i). In this way all colours are reported in O(log n + i) time. Updating the structure takes O(log 2 n) time since each segment has to be inserted (deleted) to (from) O(log n) node-lists, and the space used is O(n log n). Now we can study the generalized subproblems:
1. Generalized c-oriented polygonal searching. Following the approach of [15] , we decompose the query polygon into rectangles and c-oriented triangles with one vertical edge. This is accomplished if we "rst apply trapezoidal decomposition, i.e. we attach a vertical segment to every vertex, extending it upwards or downwards until it hits a polygon segment. Then each trapezoid is divided (at most) in two triangles and one rectangle. Therefore, we have to solve (i) generalized rectangle range searching: this problem was solved in [6] with O(n log n) space, O(log 2 n + i) time and with O(n log 2 n) space, O(log n + i) time; and (ii) generalized c-oriented triangular range searching, which is equivalent to generalized 3-dimensional dominance searching and can be solved within the bounds stated in Lemmas 3.1 and 3.2. 2. Generalized c-oriented segment searching. As [15, 24] have done this can be reduced to O(1) instances of the generalized orthogonal segment searching problem. The latter was solved in [6, 7] with O(n log n) space and O(log n + i) query time. 3. Generalized c-oriented polygonal point enclosure searching. Following [15] we decompose the polygon into rectangles and c-oriented triangles with one vertical edge. The generalized c-oriented triangular point enclosure is equivalent to a constant number of generalized 3-dimensional dominance searching problems and so according to Lemmas 3.1 and 3.2 we have two solutions, one with O(n log n) space and O(log 2 n + i) time, and one with O(n log 2 n) space and O(log n + i) time.
Let us now look at the generalized rectangular point enclosure problem. We are going to give a solution for this problem having space O(n log n) and time O(log n + i), which is an improvement over the previous solutions in [4] (O(n log n) space, O(log 2 n + i) time) and [6] (O(n 1.5 ) space, O(log n + i) time).
LEMMA 3.3. Let S be a set of n coloured axes-parallel rectangles in the plane. Then S can be stored in a data structure of size O(n log n) so that for any query point q, the i distinct colours of the rectangles containing q can be reported in O(log n + i) time.
Proof. In [4] Each node of T is allocated a list of y-intervals for each colour, so that (i) all y-intervals of a colour allocated in the nodes in a path are pairwise disjoint and (ii) their union is equal to the union of all y-ranges of that colour associated with the nodes in that path. The y-intervals allocated to each node are stored in an auxiliary structure for 1-dimensional generalized point enclosure. In this way the query procedure is simple: given a point q = (q x , q y ) we "nd the nodes of the segment tree lying in the search path for q x . Then we query the auxiliary structure of each node with q y . Since the y-ranges for the nodes in the path have the aforementioned properties all colours are reported only once.
The drawback of the above solution is the auxiliary structure. The authors of [4] used the structure proposed in [6] which has O(n) space and O(log n + i) time but to which, according to the authors, it was not clear how to apply fractional cascading [25] . So in what follows we give a solution for the 1-dimensional generalized point enclosure which has also O(n) space and O(log n + i) query time and to which we can easily apply fractional cascading.
The solution is the following: let S be a set of coloured segments on the real line. The endpoints of S partition the real line into at most 2n + 1 basic intervals. For each basic interval we store the colours of the segments covering it in a list. If we make the list partially persistent, then moving from left to right we can have 2n + 1 versions of total size O(n). Then the query can be answered if we make a binary search on the endpoints and "nd the basic interval the query point is in. Then report the intervals of the appropriate version list. The query time is O(log n + i) and the space is O(n). Since we do only a simple binary search we can easily apply fractional cascading to the instances of the above structure that are stored in the nodes of a binary tree. So the query time of the whole structure falls to O(log n + i) and the lemma follows.
According to the previous discussion we have 
STATIC 2-DIMENSIONAL DOMINANCE SEARCHING WITH RESPECT TO A SET OF OBSTACLE POINTS
Static dominance searching in the plane with respect to a set of obstacle points is de"ned as follows. Let O be a set of obstacle points, P a set of points and n = |O| + |P|. We want to store the points in P and the obstacle points in O in a way that, given a query point q, all points in P that are dominated by q with respect to O can be determined ef"ciently. That is, we want to "nd all points p ∈ P such that q p and there is no point o in O such that q o and o p.
The solution in [16] can be described as follows. Consider these two de"nitions: 
Based on the above remark, the algorithm in [16] uses as the main structure a balanced binary search tree T storing the x-coordinates of the points in P, O in increasing order. Let P v , O v be the subsets of P, O respectively whose x-coordinates are stored in the subtree of T rooted at v. Each node v is augmented with the following information. The space bound of the above algorithm is clearly O(n log 2 n). Consider now the time bound. At a "rst look the analysis gives an O(log 2 n + k) bound. However it can be reduced to O(log n + k) if (i) the segment trees are equipped-in a somewhat complex way-with additional pointers so that, given the starting leaf λ, they reply in a time in linear proportion to the number of answers they contain, following the corresponding sorted list of nodes laying on the searching path P λ ; (ii) fractional cascading is applied to the main tree T with the T In the following we will show how the space complexity can be further reduced to O(n log n). The essence of our solution is the replacement of the segment tree T s v with a different structure D v . This structure uses space in linear proportion to on the number of the stored segments and replies in O(log n + k) time to the query in such a way that we can easily apply fractional cascading to it. LEMMA 4.1. Let S be a set of segments on the x-axis. We can pre-process this set in a structure D using only linear space such that for any two given points p, q, we can "nd the segments that contain p and have their left endpoint greater than q in O(log|S| + k) time.
Proof. Perform a left-to-right sweep on the endpoints of the segments, storing the segments that intersect the sweep station in a partially persistent red-black tree T according to the order of their left endpoint. If the sweep station is the left endpoint of a segment s then s is inserted into T ; if it is the right endpoint of a segment s then s is deleted from T . Overall we have 2|S| insertions/deletions producing 2|S| versions of T that need O(|S|) space.
Consider now a query with two given points p, q. The set of segments that contain p consists of those segments that are stored in the version of T labelled with the biggest endpoint value among the endpoints that are less than p. After this search, which costs O(log |S|), we can traverse T from the right-most leaf and output the segments that have left endpoint greater than q in O(k) time. So, the required data structure D will be composed of the T and the array used for the location of p.
We can apply fractional cascading to the above structure D since it enables the retrieval of the output in O(k) time after locating the right position in an ordered list of items. Then in the structure of the initial algorithm we replace the segment tree T s v with the structure D v . In this way we maintain the same time bound O(log n + k) using only O(n log n) space. Therefore, THEOREM 4.1. Let P be a set of points and O be a set of obstacle points in the plane with total size n = |P| + |O|. Given a query point q, all k points p ∈ P dominated by q with respect to O can be reported in O(log n + k) time using O(n log n) space.
CONCLUSION
We have studied some simple algorithms for three intersection query problems which improve previous bounds and show the power of persistence in the static settings. We believe that similar applications of persistence can be used to improve the bounds in the static versions of other geometric problems.
