Abstract. With the depletion of many natural resources, we are growing aware of the need to understand the risks that stem from different management decisions. Here, we outline an approach to test the ability of different dynamical signatures to characterize time-series data: how likely is it that a natural population is declining, sustainable, or increasing, and at what rates are these temporal changes likely occurring? These dynamical signatures can serve as a robust foundation on which to formulate alternative scenarios in a decision analysis. They take account of much of the uncertainty in model parameters and have precise mathematical underpinnings with associated risks. We present methods to evaluate the likelihood of these scenarios, and ways that the analysis can be graphically represented. We discuss different ecological factors such as climate variability, life history, ecosystem interactions, and a changing population age structure, all of which impact the dynamics of natural populations. Considering the types of dynamical signatures that emerge from these factors can change our understanding of risk and the decisions that we make.
INTRODUCTION
Many natural populations are exploited beyond the point that is productive for the resource industry or the health and stability of the ecosystem. This is often because scientific certainty in the overall state of the resource is lacking, and so only a tenuous case can be made to limit harvesting. One way of approaching this issue has been to consider a range of possibilities for the future of the resource, each a different hypothesis that can be tested. Considering alternative scenarios in this way presents a clear and accessible way of considering uncertainty in our data, and the risks to which the resource might be subject. In this paper, we present an approach to build alternative scenarios based on different population dynamics, giving rise to distinct biological and management considerations. Exploring alternative dynamical patterns in data can reveal much of the uncertainty in our model parameters and hopefully to some degree, in the future of the ecosystem, encouraging critical and timely decisions to be taken.
The future of a population has long been speculated about using time-series data and employing a model that describes the population's dynamics. The model is fit to the data in the best way possible in order to estimate the likely state of the population. If other, less likely, alternative fits were examined, however, we may find that very different ways of fitting are not statistically far behind. For example, the best fit may be interpreted as a stable population (Fig. 1a) , while other fits suggest much worse scenarios, some of which may be quite plausible (Fig. 1c) .
In many fields of ecology, and fisheries in particular, there has been a growing literature on the use of decision analysis to evaluate alternative scenarios (Walters and Hilborn 1976 , FAO 1995 , Punt and Hilborn 1997 , McAllister and Kirkwood 1998 , Schnute et. al. 2000 . The sequence of steps involved in a simple decision analysis may be summarized as follows: (1) identify a suitable model to describe the population's dynamics; (2) build alternative hypothesized scenarios; and (3) evaluate the hypotheses by their ability to describe the data.
The primary focus of this paper is on building alternative scenarios. What levels of biomass and productivity constitute a new population state that is worth investigating? How do we avoid redundant scenarios, yet ensure that the spectrum of important alternatives is examined? The way these alternative scenarios are formulated is critical for understanding the current state of the population-its size and productivity, its response to alternative harvest levels, and the risks to which it may be exposed.
Where data-collection techniques are the same from year to year, we can be more confident in relative annual population changes than we can in estimates of absolute numbers of individuals. Making sense of catch-per-uniteffort data, for example, requires modeling relative annual changes in order to estimate absolute values, the latter of which we have much less confidence in. Simple population models often provide a good description of overall population dynamics, though we are often much less certain in the component model parameters. By building scenarios based on dynamical signatures (how population densities change from year to year), we can avoid enumerating absolute levels and interpret the state of the population strictly in terms of its relative trajectory. Using the data we can then test how closely each scenario approximates the elusive truth.
In the sections that follow we outline an approach to build scenarios to uncover general dynamical characteristics present in time-series data. The boundaries of these scenarios are based on functional differences in population trajectory, thus having distinct management implications that can be coherently related to different risk levels. We have tried to clarify this approach using a simple dynamic production model, and have applied it to examine fisheries time-series data. We begin by exploring the state space of this model for revealing various dynamical patterns, and outline the implementation of the approach. We then apply it to time-series data of yellowtail flounder, to show that the fishery appears healthy, but that its changing population age structure may not support growing harvests. We then discuss how to incorporate ecological factors such as climate variability, life history, and community interactions, all of which impact our assumptions about productivity and thus interpretations of risk.
DYNAMICAL SCENARIOS IN STATE SPACE

Surplus-production state space
The surplus-production curve, arising from the classic logistic growth equation offers a good basis for discussing key management principles (May et al. 1979 , Hilborn and Walters 1992 , Roughgarden 1998 . Here, we have used a discrete form of the model, extended to include catch as formulated by Schaefer (1954) :
where r and K are parameters that may be thought of as the intrinsic rate of growth and the carrying capacity, respectively, B t is the predicted biomass at time t, and C t is the observed catch. In addition to representing predictions for maximum sustainable yield and carrying capacity, the surplusproduction curve remains a useful way of assessing longterm risk, since any continued harvesting above production is unsustainable and results in a declining biomass, as shown in Fig. 2a .
The surplus-production curve can be thought of as the equilibrium solution that arises when catch is equal to production. The regions of space surrounding the curve represent various scenarios about the population, each of which has a precise dynamical signature. In addition, each scenario accommodates harvest (relative to productivity) and biomass (relative to carrying capacity), and can therefore portray different levels of risk. In fact, numerous risk levels can be assigned to regions of the production state space (also called the ''phase plane''), as depicted in Fig. 2b .
The ability of the various regions of state space to portray the dynamics of a population can tell us a great deal about the risk of the population collapsing and our certainty in this assessment. Fig. 2c represents an example distribution of likelihoods throughout this space, spanning different levels of risk. The situation is not as clear as it would be by simply considering the best fit (a single point in the state space), but there is valuable information that would then be lost. We can, however, simplify this distribution by taking the most likely point at each risk level. As the broad dynamical characteristics of the system emerge, we can then choose to represent the distribution in more detail in regions that are of interest. Fig. 3 illustrates how hypotheses are constructed in three regions of state space, encompassing three broad risk levels (low, medium, and high). The boundaries of these scenarios consist of relative units, rather than absolute numerical units such as tones or number of FIG. 1. Illustration of how slightly different model fits (solid line) to the same population data (points) can lead to widely different interpretations about risk. The best fit (a) indicates that the trajectory of the fishery is most likely stable; there may be some risk of collapse, but it is generally sustainable. However, by considering other model fits, we can test the likelihood of other scenarios to gain a more meaningful understanding of the uncertainty in our best fit. Although there may be little chance that the fishery is growing (poor model fit; b), there is a relatively good chance that the fishery is approaching collapse (c), a fact that may be difficult to grasp from conventional measures of uncertainty in individual parameters (e.g., goodness-of-fit statistics, confidence intervals, likelihood profiles).
Constructing scenarios
individuals. As such, biomass is measured in units of carrying capacity (Bˆ¼ ¼K, ½K, etc.) and catch is measured in terms of productivity. These units are not fixed, but are derived from the analytical solutions to our model and are thus dependent on the values taken by the parameters. The same boundary between any two adjacent scenarios will therefore bear different numerical values, depending on which of the scenarios is being considered.
Each scenario is constrained along the axes of both biomass and catch. For example, Fig. 3c shows how the rather risky scenario, H 3 , is formulated: biomass is less than one half of carrying capacity (0 , Bˆ, ½K); and catch is greater than the population's productivity and less than maximum sustainable yield ((rB/K)(K À B) , Cˆ, rK/4). Here, it is not Bˆand Cˆthat will change to fall within their respective inequalities, but the constraints themselves that must shift to accommodate the fixed values of Bˆand Cˆ.
The values for Bˆand Cˆare a snapshot for the period we are interested in, and are thus fixed for all scenarios. For example, to examine the state of the population 10 years ago would employ the biomass and catch observations from that period. The model parameters making up the inequality, however, will be fit to all of the data. We may also evaluate Cˆas corresponding to a particular harvest quota intended for the future. The likelihood of our various scenarios would then indicate what the likely biological consequences of that quota would be. By iterating this approach under different harvest levels, a resource manager could navigate towards a sustainable harvest policy, while considering the set of dynamical outcomes and their relative likelihoods. Throughout our analyses, we have assessed the current state of the population. Our values for Bˆand Cˆ, however, are derived from the average terminal three years of data for both biomass and catch in order to suppress the influence of any observation error from a single most recent data point.
Evaluating scenarios
Once the set of scenarios have been formalized, they can be compared based on their relative ability to describe the data. Most commonly, this has been done in FIG. 2. (a) Relationship between surplus production (SP) plotted against biomass. This curve arises from the production model, which includes discrete logistic growth and is extended to include catch (C t ), as shown. Maximum sustainable yield (MSY) is assumed to occur when the population is at a biomass of half carrying capacity. The vertical axis also displays catch, so that when catch is above production, biomass will decline in time, as represented by the upper arrow (and vice versa for the lower arrow). (b) Representation of three broad risk levels for a population throughout the production state space. The curve is the equilibrium catch level that is just equal to production. High-risk scenarios are characterized by low population levels relative to carrying capacity, and/or high catch levels relative to productivity. The trajectory of the population in these regions is declining and thus at high risk of collapse. In contrast, regions not shaded portray a relatively large population that is approaching carrying capacity (increasing or decreasing) and is thus considered at low risk of collapse. (c) In fitting the model to the example data, we can map the best fit, as well as the likelihoods of all other fits in the production state space, by integrating over the state space or sampling the likelihood values from a two-dimensional grid. This differs from a twodimensional likelihood profile in that grid nodes are not separated by fixed numerical intervals, but rather, are marked in units of MSY and K. Although this distribution shows a smooth surface culminating in our best fit, as models become more complex, the landscape of plausible fits could show numerous local optima, making the space less interpretable. Here, the distribution spans our three levels of risk but is more likely in a region of higher risk.
a Bayesian framework where alternative hypotheses are compared based on their probability of being true. This requires calculation of the likelihood of the data, integrated across each hypothesis, to which, in conjunction with our prior beliefs about our parameters, can be assigned a probability. Alternatively, we can maximize the likelihood of our data for each hypothesis, yielding different parameter combinations and likelihood point estimates. In this case, hypotheses can be thought of as separate models comprising different constraints, which can be distinguished using Akaike's information criterion (AIC; for an account of information theoretic approaches, including AIC, see Burnham and Anderson [1998] ). For the broad dynamical signals that we are attempting to uncover here, the use of Bayesian or frequentist methods is largely a matter of preference. (The merits of each are outlined in a series of papers: Dixon and Ellison 1996.) Fig. 3d presents an overview of how the model is fit to the data for each of the three hypotheses. FIG. 3 . Illustration of an approach for building and evaluating dynamical scenarios in the production state space. Three hypotheses (H 1 -H 3 ) in different regions of the production state space are tested. Here, r and K are parameters fit by the model, B t and C t are time-dependent variables for biomass and catch, and Bˆand Cˆare the biomass and catch estimates that we want to evaluate for their sustainability. We go through four steps, (a)-(d). (a) The production state space is used to construct three scenarios. H 1 hypothesizes that the population biomass is less than half of carrying capacity, and that catch is less than production. In this case the population is increasing, with a low biomass and some risk of collapse. The curve is schematic, without absolute values on either axis, since its magnitude is dependent on the parameters obtained for each scenario. (b) Constraints depicted in (a) are formalized in terms of model parameters. The symbols Bˆand Cˆrepresent estimates for the time period we wish to evaluate (e.g., the current state of the population or some future set of harvest quotas). The constraint inequalities are not fixed values (unlike Bˆand Cˆ), but will vary as the parameters are optimized and to satisfy biomass and catch inequalities for each hypothesis. (c) The model (line) is fit to the data (points), subject to the constraints of each hypothesis. In addition to r and K, the analysis may estimate starting biomass for the first year of the time series and, if the data are derived from catch and effort, an additional catchability parameter. To obtain maximum-likelihood estimates for H 1 -H 3 we may also fit the standard deviation of the observation error, assumed to be lognormally distributed. This will lead to three sets of parameter values with differing goodness of fits. The ability of the model to describe the data for each hypothesis can be expressed by Akaike's information criterion (AIC). (d) Scenarios are shaded according to their relative likelihood (in panel c). This allows us to visualize the likelihood of various scenarios, and how risky they may be.
In order to maximize the likelihood of our data for a given hypothesis, different parameter values are searched, but the values taken by r and K will in turn alter the bounds of the biomass and catch inequalities. These parameters are solved so as to minimize the discrepancy between the observed data and the model, subject to those very same parameters yielding hypothesis bounds for which our biomass and catch inequalities hold true. This gives us the most likely parameters capable of generating the general trajectory particular to a given hypothesis (note the three different trajectories illustrated in Fig. 3d) .
The maximum-likelihood estimates that emerge for each hypothesis can be compared to gain insight into how plausible states of the population are distributed throughout state space. For every hypothesis, the biomass and catch inequalities are fit in conjunction with the model. These fits can be used to shade different regions of state space, for a clearer view of the likelihood of the various dynamics (Fig. 3d ). This approach may be considered a type of state space modeling, though discretely resolved and without an integrated treatment of process and observation uncertainty (see de Valpine [2002] for an overview of statespace modeling).
In the next section, we apply this approach to timeseries data for yellowtail flounder to assess the current state of the fishery and the level of harvest it can sustain. In doing so, we discuss how hypotheses can be reconstructed to deal with new questions as they arise. We also outline the calculation of our likelihood function, including the assumptions we have made about error, other parameters used in the analysis, and the use of AIC.
APPLICATION TO YELLOWTAIL FLOUNDER
Yellowtail flounder (Limanda ferruginea) range from Labrador to Chesapeake Bay, and concentrated around Georges Bank (NAFO [North Atlantic Fisheries Organisation] Statistical Areas 5Zjmnh), where there is a transboundary fishery under both Canadian and United States jurisdictions. They migrate into deeper waters in the winter and back to shallow waters in the spring and early summer for spawning. Fertilized eggs float to the surface, and larvae are then pelagic for about a month, after which they settle into benthic habitats. The diet of this relatively sedentary species is largely restricted to polycheates and small crustaceans due to their small gape size (Benoıˆt and Pepin 1999, DFO 2003) .
Yellowtail are one of many New England groundfish stocks where over-harvesting throughout the past 40 years has contributed to substantial declines. In the years leading up to 1995 the yellowtail fishery showed strong signs of collapse, at which time fishing effort was drastically reduced to allow the stock to rebuild (Stone 2002) . Harvesting has since intensified given recent assessments that the stock is recovering (Fig. 4a) , though recruitment levels may not continue to support growing harvests.
Methods: evaluating likelihood
Time-series catch and effort data from 1963 to 2001 were analyzed to gain insight into the current state of the fishery (data are from Stone [2002] ). The analysis estimated the production model parameters (r and K ), as well as the starting biomass (I ) for the first year of the predicted biomass time series. An additional parameter was estimated to scale the catch-per-unit-effort time series to a level that best reflects the biomass of the stock, given the model (often termed the ''catchability coefficient,'' q). Finally, we expected there to be observation errors in the data collection and assumed these to be log-normally distributed, the standard deviation for which constituted an additional parameter, r. In total, five parameters were fit to the observed catch and effort time series in a way that minimized the negative log likelihood of these parameters, given the data (Lfĥ j Dg):
Here, the function is determined by minimizing the discrepancy between our predicted biomass (B This minimization was achieved by passing an extensively sampled range of initial parameter estimates to the Solver function in Excel (Microsoft 1994) . The Solver function uses a Newtonian search method that will converge on the best fit for each state hypothesis when the initial parameter estimates are not too far from their respective optimum values. This becomes increasingly difficult as more parameters are fit to the data and discontinuities in the fit space lead the routine to converge on points that are not truly optimal for each scenario. We used what may be thought of as a multidimensional grid of initial parameter estimates, over which we iteratively solved.
The minimized negative log likelihood was calculated so as to satisfy the biomass and catch inequalities for each alternative hypothesis. The likelihoods were compared on the basis of a bias correction to Akaike's information criterion accounting for small sample sizes (AIC c ):
where L is the negative log likelihood of the parameters (ĥ) given the data (D), n is the number of data points in the time series, and p i is the number of parameters in the model (five in this case). The rightmost term is a correction factor that tends to zero as the sample becomes large relative to the number of parameters. Hypotheses were regarded as unlikely states of the fishery if they differed from the global optimum by DAIC c values between 2 and 4, and expected to fall outside the 95% confidence set of the global optimum for values above 4 (Burnham and Anderson 1998:128).
There is strong evidence that hypotheses with DAIC c values greater than 10 are not competitive scenarios for the fishery.
Building hypotheses
We began with seven hypothesized scenarios (Fig. 4b , leftmost plot), formulated in much the same way as those outlined in Fig. 3 . In fact, H 1 , H 2 , and H 3 are composed of exactly the same constraints. This is a simple starting point to identify general dynamical attributes in the data throughout the range of possible alternatives.
In 2001 we found that the state of the fishery is consistent with other assessments (Stone 2002 ): the fishery is likely sustainable since all hypotheses outside the curve are not competitive (Fig. 4b) . Little can be gleaned, however, about the precise state of the fishery given the resolution obtained from these scenarios. Hypotheses were thus reformulated, imparting added resolution to likely regions of state space, as shown in the middle panel of Fig. 4b . Although the state of the fishery is most likely at low risk (H 2 ), the uncertainty in this best fit is distributed in regions of higher risk (H 1 , H 5 , and H 6 ). Although the population is unlikely to be . The leftmost panel shows the relative likelihood (in terms of DAIC c ) of seven hypothesized scenarios about the state of the fishery, designed to explore the entire space and highlight regions that beg further investigation. In the middle panel, hypotheses were formulated so that unlikely regions of state space received lower resolution and the area under the curve was more finely resolved. Here, although H 2 is most likely, all other plausible hypotheses (H 1 , H 5 , and H 6 ) are in regions of higher risk, indicating that the full distribution of fits may be worthwhile. The panel to the far right demonstrates a highly resolved state space, where optimum likelihoods were retained between intervals along the biomass and catch axes in units of carrying capacity and maximum sustainable yield, respectively. This panel demonstrates likelihood values instead of DAIC c , though the shading and classification roughly match across all three. This is somewhat different from a two-dimensional likelihood profile across the parameters r and K. Here, sampling intervals are composed of relative values based on dynamical regions of state space, as opposed to fixed numerical intervals. These plots indicate that the fishery appears relatively healthy, and that even a 50% increase in harvest would likely remain below production, an hypothesis we will test by considering yellowtail recruitment. near collapse, it remains difficult to determine whether harvesting can be increased, or if caution is warranted.
The state space was further resolved to investigate the full distribution of the state of the fishery (Fig. 4b, far  right) . This was achieved by using fractional quantities of maximum sustainable yield (rK/4) and carrying capacity (K) along each of the catch and biomass axes, respectively, and then solving for the likelihood between constraint nodes in this grid. Our interpretation of this highly resolved state space is equivalent to what might be obtained from the joint marginal probability distribution that arises from a Bayesian analysis if we specify non-informative priors for our parameters. Although more computationally intensive, such resolution presents a more complete picture than point estimates in describing the state of the fishery throughout the dynamical spectrum. Fig. 4b suggests that the fishery is most likely just below half the biomass for optimum yield and that harvest levels are well below production estimates. It even seems reasonable that current harvesting could increase by half, and remain sustainable.
The effect of age structure on sustainability Recruitment in yellowtail flounder is known to depend on spawning stock density (Brodziak et al. 2001) , and in the terminal years of the recruit timeseries, seems not to have kept pace with the growing adult population (Fig. 5a ). The production state space, while flexible, fails to capture the time delays inherent in a changing age distribution. We therefore set out to test whether current recruitment levels were sufficient to support (1) current harvesting, and (2) a potential increase, by instead constructing scenarios using a stock-recruit model, and the associated state space.
We modeled pooled adult abundance (assumed to be three years and older), and one-year-olds. For simplicity, two-year-old fish were not included in the analysis. Abundance at age estimates were obtained from a previous assessment by Stone (2002) , the data for which are shown in Fig. 5a . The model associated annual spawning stock, S t, , to recruits, R t , by means of a Ricker relationship (Ricker 1954) as follows:
where a and b are parameters fit by the optimization routine. Annual adult-abundance estimates were modeled based on previous-year densities, recruitment, and mortality, as follows:
where m is the natural mortality of both the spawning stock and recruits, assumed to equal 0.2 (Stone 2002) . Removals by the fishery of spawners and recruits were represented by the rightmost term (C S,t þ C R,t-1 ) and obtained from catch-at-age observations.
Hypotheses were constructed to evaluate how current yellowtail recruitment affects the sustainability of various harvest levels. Fig. 5b shows how three hypotheses (H 1 -H 3 ) were formulated in the stockrecruit state space and bounded by the recruitment just necessary to sustain the population at two different harvest levels: current levels (about 10 million fish) and 1.5 times this level (about 15 million fish). Similar to the production curve, scenario boundaries can be thought of as equilibrium solutions where recruitment is such that FIG. 5 . (a) Time series of yellowtail flounder age 1 (recruits) and age 3þ years (spawners) estimated by Stone (2002 Stone ( ) between 1973 Stone ( and 2002 . The fishery was found to be healthy in the foregoing analysis (Fig. 4) , which may be largely attributed to the increase in spawners from the mid-1990s to 2001. The trajectory of recruits in recent years fails to follow suit, however, highlighting the need to consider stage or age structure where the data are available. (b) Three hypotheses in the spawning stock-recruit state space. Curves bounding the hypotheses represent the recruitment just necessary to sustain the population at the two labeled harvest levels. The solid line is the recruitment curve at the current catch of 6800 metric tons (corresponding to about 10 million fish), and the dashed line is the recruitment at 1.5 times that catch (about 15 million fish). Our three hypotheses are: H 1 , average recruitment from 2000 to 2002 is high enough to support a harvest increased by half; H 2 , recruitment is sufficient to sustain current harvest levels, but below what is needed to sustain a harvest increased by half; and H 3 , recent recruitment is not even sustainable under current harvesting. Although the foregoing production analysis seemed to indicate evidence for a sustainable increase in catch, recruitment estimates reveal the converse, with H 2 extended considerable support over H 1 (DAIC c ¼ 9.2) and H 3 (DAIC c . 10). catch levels are just sustainable. These hypotheses were then evaluated based on how well they each approximate the data, and were distinguished using AIC c in the manner described above.
If necessary, further hypotheses may be formulated throughout the stock-recruit state space, to detail other harvest options or stock densities. For example, we may wish to constrain hypotheses by carrying capacity or the stock density at maximum sustainable yield. Analytical solutions for these values are not obvious, nor can they be explicitly represented throughout the stock-recruit state space. They can be solved for numerically, however, and were used here to constrain hypotheses between one and three quarters of carrying capacity, which is approximately the area shaded in Fig. 4b .
The relative likelihoods and AIC values for our three hypotheses are further evidence that the fishery is likely healthy (H 3 is highly unlikely), despite the apparent decline in recruitment shown in the latter years of the spawner and recruit time series. The idea that harvesting may be increased by half without eliciting decline, however, is not supported given the available data (H 1 is unlikely with a DAIC c value of 9.2). The analysis could then be repeated at more modest harvest increases to determine those levels that will likely remain sustainable.
This analysis of yellowtail flounder demonstrates how we may iteratively refine our understanding of the state of the resource based on how we construct hypotheses to partition the production state space. We also show how we are able to surpass simple surplus-production reasoning by formulating hypotheses in other state spaces like that of spawning stock and recruits. Although our treatment of age-structure data is admittedly simplistic, recruitment is a key component of a changing age distribution, and its consideration in this kind of dynamical framework enables us to answer some common management questions.
CONSIDERING ECOLOGICAL FACTORS
In this section we discuss how the consequences of various ecological factors can be explored by building dynamical scenarios in an altered production state space or in those of alternative models.
Environmental variability
Fluctuations in the environment are an important consideration in all natural harvested systems as they can alter the productivity of a population in unpredictable ways. In systems where there is a time series of these environmental fluctuations, but deterministic modeling is not feasible, it may be possible to incorporate the data into an altered production model to cast new scenarios in state space. Of course, there would need to be biological evidence that the environment is impacting production and that any additional model parameters were statistically justified. Statistically, additional model parameters are justified if they confer a lower AIC c value than that of the simpler ''nested'' model. Alternatively, a likelihood-ratio test could be used, though AIC can also be used to distinguish between non-nested models with or without the same number of parameters. Additional hypotheses can then be constructed in the production state space to account for the impact that the environment may have on productivity.
Environmental fluctuations cannot often be predicted or controlled, and they may change drastically from one year to the next. A model showing the effect (a) of some environmental variable (A t ) on production could be written as
from which can be derived the maximum sustainable yield (MSY) and the carrying capacity (CC). We can then construct inequalities for biomass and catch and evaluate the likelihood that the data afford to each of the various regions in this space. The hatched region in Fig. 6 illustrates how harmful environmental fluctuations up to some critical threshold lower production below otherwise-sustainable harvest levels. This new scenario can be tested to see how likely it is that the population resides in this unpredictable region. Here, identifying unpredictable state-space regions can present a buffer against environmental variability, in which only very dramatic fluctuations will render the fishery unsustainable. FIG. 6 . The effect of some component of the environment changing from year to year can impact production, and when it causes production to decrease, there is a risk of overharvesting. The larger curve (a) is the productivity when the environmental variable (A t ) is at its mean, or not included in the model. The smaller curve (b) is production that results from A t reaching some critical level that can be set according to our level of risk aversion (e.g., 1 SD). At the critical level the maximum sustainable yield (MSY) and the carrying capacity (CC) are reduced from average levels, as shown. The area under the smaller curve is a region where harvesting is sustainable except in the rather rare instances when A t reaches beyond critical levels. The fate of the population kept in the hatched region is highly unpredictable and can be used as a management buffer against environmental fluctuations. The relative magnitudes of these two curves are changing for each region that is tested, the size of the smaller one being contingent on the parameter a.
Life history
A number of exploited species bear very different lifehistory characteristics than those on which the classic production assumptions are based. The simple production function is symmetrical and always compensatorytwo assumptions that may be inadequate for describing some populations. For example, depensation (also known as an Allee effect, or inverse density dependence) may arise where a minimum population density is necessary to maintain social and reproductive interactions (Dennis 1989) . It may also stem from competition between species that undergo trophic changes throughout their life history (Walters and Kitchell 2001) . Alternatively, the production curve may be skewed to the right, as is generally assumed for many large marine mammals such as minke whales (International Whaling Commission 1993) . Both of these assumptions can have severe consequences at low population levels, where the stock's resilience may be much lower than what the simple production function predicts.
Given these vulnerabilities, we can test alternative models to examine whether asymmetries in the production function or depensation would be more appropriate for describing the data. These alternative model formulations, shown in Fig. 7 , are representations of how life history may alter our understanding of the production state space, opening up areas under the production curve with dynamics that are no longer sustainable. These new scenarios, arising from different assumptions about productivity are of high potential risk, and may be helpful to managers when presented explicitly in state space (see hatched regions in Fig. 7 ).
Community interactions
Mathematical models have long been used to make theoretical predictions for consumer-resource or competitive interactions. Here, we highlight studies that have investigated live interacting populations, and suggest how building dynamical scenarios can have potential beyond resource management, to draw out the dynamics predicted by ecological models. Fussmann et al. (2000) used a live predator preysystem to explore the different dynamics that are exhibited by two populations under various combined levels of mortality and nutrient loading (chemostat dilution). Apart from the extinctions that result at extremes, with increasing nutrient levels they witnessed the dynamics shift from stability to limit cycles and back to stability, as predicted by classic consumer-resource models, such as those of Rosenzweig and MacArthur (1969) . They reported the results by showing how the coefficient of variation in stable predator-prey time series changed qualitatively as a function of dilution rate.
An alternative way of showing these dynamical changes could be to construct hypotheses constrained by the analytical solutions for the bifurcation points (dilution rates at which there are qualitative changes in dynamics). We could then test the concurrence of observed dynamics with model predictions to show FIG. 7 . Different biological factors can affect the productivity of a population at different densities. Productivity may be less than expected at lower biomass densities, which poses a grave risk of overexploitation. (a) The generalized (asymmetric) surplus production model (Pella and Tomlinson 1969) , as restructured by Fletcher (1978) , where m is the maximum sustainable yield and n is a parameter that confers a flexible density for that yield. All other designations are the same as for the simple production model, and c is a numerical factor prescribed by n as shown. Here, when n ¼ 2, c ¼ 4, and the model collapses back to the simple formulation. (b) The depensatory surplus-production model with the property of an increasing per capita growth rate at low increasing density, where b dictates the extent of depensation and all other designations are the same as for the simple production model. In both panels the hatched regions, though considered sustainable under the assumptions for simple production, may be rendered otherwise if production asymmetry or depensation better describes the population. These regions can be formulated as hypotheses and tested against the data, to know how likely it is that the population may be exposed to these risks.
how well the populations conform to theoretical results, rather than making inferences from individual parameter estimates. Such an approach would also avoid having to rely on changes in the coefficient of variation, which may be an adequate measure in theoretical systems, but may be confounded with noise or other factors in natural systems.
Another interesting study of the dynamics of live interacting species was conducted by Pascual and Kareiva (1996) , in which they reanalyzed Gause's (1934) Paramecium data. Here, the authors created and tested four inequalities delineating different dynamical scenarios, including coexistence and three exclusion scenarios depending on parameters and initial conditions. They then used both maximum likelihood and Bayesian approaches to evaluate these different scenarios. Their formulation of dynamical scenarios allowed them to examine the dynamics of two live interacting populations, presenting a novel way of viewing a classic competition experiment.
DISCUSSION
The way in which we formulate alternative decisions or scenarios is vital to understanding ecological data, where nearly never is there a simple pattern without uncertainty. Very often in time-series data we can be fairly confident of relative year-to-year changes of a population, even if little is known of absolute numerical values. We can thus draw out how such year-to-year variability is reflective of different dynamical signatures. These signatures represent functionally different biological and management alternatives that can be formulated without ever having to specify numerical limits. If well designed, these dynamical alternatives can act as a filter to the data, through which a robust understanding of its character can emerge.
The approach here considers dynamical alternatives in a type of decision table, where each scenario in the table bears a particular biological consequence. It is directed in the same spirit as many previously cited decision studies, most of which use Bayesian inference for the statistical testing of alternatives. Maximum-likelihood estimates or even least squares can also be used if the intention is for broad exploration of the set of dynamics, allowing for unsophisticated computation. Integrating across the state space and using Bayesian approaches, however, may be more appropriate if there is reason to suspect that the range of dynamics is not suitably represented by single-point estimates, or auxiliary information is available.
This paper has focused chiefly on how hypotheses are structured. We have used the production state space to delineate different types of dynamical patterns, and discussed the management options that might follow. Building scenarios in state space ensures they have consistent dynamical attributes, and avoids arbitrary or redundant thresholds from dictating what alternatives are examined. In applying such an approach to yellowtail flounder, we have illustrated how we can focus in on certain regions of the production state space after an initial pass at answering the fundamental questions about risk and sustainability. Other ecological factors can be incorporated into the model, such as environmental or life-history factors, which alter the magnitude, shape, or symmetry of the production curve. This in turn changes the state space, highlighting regions that may no longer be predictable or sustainable. Factors such as recruitment and community interactions can also be modeled, though not in the production framework. The dynamical patterns that emerge from these models can also be used to build and evaluate alternative scenarios.
The loss of many valuable natural resources is clear testimony of the need to understand risk and uncertainty in resource management. We have focused on using a simple but flexible framework for addressing these concerns, and a simple beginning can foster communication among all stakeholders participating in the management of the resource (Francis and Shotton 1997) . We believe that a robust understanding of an ecosystem is within the reach of even very basic models, provided they are used to explore a range of possibilities. If these possibilities have functionally different dynamics, each describing different futures, we can communicate a way to relate uncertainty to risk.
