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EMERGENT DYNAMICS OF THE CUCKER-SMALE FLOCKING
MODEL AND ITS VARIANTS
YOUNG-PIL CHOI, SEUNG-YEAL HA, AND ZHUCHUN LI
Abstract. In this chapter, we present the Cucker-Smale type flocking models, and dis-
cuss their mathematical structures and flocking theorems in terms of coupling strength,
interaction topologies and initial data. In 2007, two mathematicians Felipe Cucker and
Steve Smale introduced a second-order particle model which resembles Newton’s equations
in N-body system, and present how their simple model can exhibit emergent flocking be-
havior under sufficient conditions expressed only in terms of parameters and initial data.
After Cucker-Smale’s seminal works in [31, 32], their model has received lots of attention
from applied math and control engineering communities. We discuss the state-of-art for
the flocking theorems to Cucker-Smale type flocking models.
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1. Introduction
The jargon “flocking” represents collective phenomena in which self-propelled particles
(or agents) is organized into an ordered motion from a disordered state using only limited
environmental information and simples rules [63]. Such an organized motion is ubiquitous
in our nature, e.g., aggregation of bacteria, flocking of birds, swarming of fish, herding of
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sheep etc. [6, 64], and they have been extensively studied recently because of their possible
applications to sensor networks, controls of robots and unmanned aerial vehicles [49, 55, 57],
and opinion formation of social networks. After the pioneering work [58, 64] of Reynolds
and Vicsek et al, many agent-based models have been proposed in literature and studied
extensively both analytically and numerically. Among them, we are interested in the model
introduced by Cucker and Smale [31, 32]. This model resembles Newton type N -body sys-
tem for an interacting particle system. In the sequel, we introduce Cucker-Smale (C-S)
type models from microscopic to macroscopic sales and under various network topologies.
We also summarize state-of-art flocking theorems for the C-S type models and explain how
these models can achieve asymptotic flocking under what conditions and main ideas behind
them. For other survey on the related topics, we refer to [14, 51].
The rest of this chapter is organized as follows. In Section 2, we present hierarchical
models for the description of C-S flocking ensemble starting from the particle to kinetic
and fluid desciptions. In Section 3, we introduce three continuous-time C-S type models
including the original flocking model [32] and discuss the flocking problem for these mod-
els. In Section 4, we present a discrete-time C-S model with leadership structures such as
hierarchical and rooted leaders, alternating leadership. In Section 5, we present a meso-
scopic description, namely kinetic picture for the C-S flocking. We also discuss flocking
particle-fluid interactions via the coupled kinetic-fluid model. In Section 6, we present a
C-S hydrodynamic flocking model and its flocking estimate, and then we study its coupling
with compressible Navier-Stokes equations through the drag force.
Notation: Throughout the chapter we use a superscript to denote the component of a
vector; for example x := (x1, . . . , xd) ∈ Rd. Subscripts are used to represent the ordering of
particles. For vectors x, v ∈ Rd, its ℓ2-norm and the inner product are defined as follows:
|x| :=
(
d∑
i=1
(xi)2
) 1
2
, 〈x, v〉 :=
d∑
i=1
xivi,
where xi and vi are the i-th components of x and v, respectively.
2. Preliminaries
In this section, we briefly discuss hierarchical C-S models from microscopic scale to meso-
scopic and macroscopic scales following the presentation in [42].
In [31, 32], Cucker and Smale introduced a Newton type microscopic model for an in-
teracting many-body system exhibiting a flocking phenomenon, and provide sufficient con-
ditions for an asymptotic flocking (see Definition 3.1) in terms of initial configuration and
interaction topologies. We next describe the C-S model. Let xi and vi to be the position and
velocity of the i-th C-S particle, respectively. Then, the C-S model with metric dependent
communication weight ψ is given by the following ODE system:
dxi
dt
= vi, t > 0, i = 1, . . . , N,
dvi
dt
=
K
N
N∑
j=1
ψ(|xj − xi|)(vj − vi),
(2.1)
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where K is a nonnegative coupling strength and ψ is a communication weight measuring
the degree of communications(interactions) between particles. For a large C-S system (3.1)
with N ≫ 1, it is not reasonable to integrate the particle model for computational purpose,
because it is too expensive to integrate (3.1) numerically even if it is possible. Thus, it is
natural to introduce a kinetic model as an approximation for (3.1). For this, we introduce
a kinetic density (one-particle distribution function) f = f(x, ξ, t) at phase space position
(x, ξ), at time t. Then the spatial-temporal evolution of f is governed by the following
Vlasov-McKean equation:
∂tf + ξ · ∇xf +∇ξ · (Fa(f)f) = 0, (x, ξ) ∈ R
d × Rd, t > 0,
Fa(f)(x, ξ, t) = −K
∫
R2d
ψ(|x− y|)(ξ − ξ∗)f(y, ξ∗)dξ∗dy.
(2.2)
The equation (2.2) admits a global smooth solution, as long as initial datum is compactly
supported in x and v and sufficiently regular (see [42]). In kinetic theory of gases, it is well
known that the velocity moments of f yield the macroscopic observables. For example, for
a given (x, t) ∈ Rd × R+, we set
ρ :=
∫
Rd
fdξ : local mass density,
ρu :=
∫
Rd
ξfdξ : local momentum density,
ρE := ρe+
1
2
ρ|u|2 : local energy density,
(2.3)
where ρe :=
1
2
∫
Rd
|ξ−u(x)|2fdξ is the internal energy. Then, macroscopic observables (2.3)
satisfy the following hydrodynamic equations:
∂tρ+∇x · (ρu) = 0, x ∈ R
d, t > 0,
∂t(ρu) +∇x · (ρu⊗ u+ P ) = S
(1),
∂t(ρE) +∇x · (ρEu+ Pu+ q) = S
(2),
(2.4)
where P = (pij) and q = (q1, . . . , qd) are stress tensor and heat flow, respectively.
pij :=
∫
Rd
(ξi − ui)(ξj − uj)fdξ, qi :=
∫
Rd
(ξi − ui)|ξ − u|
2fdξ, (2.5)
and the source terms are given by the following relations:
S(1) := −K
∫
Rd
ψ(|x− y|)(u(x) − u(y))ρ(x)ρ(y)dy,
S(2) := −K
∫
Rd
ψ(|x− y|)(E(x) + E(y)− u(x) · u(y))ρ(x)ρ(y)dy.
(2.6)
Of course, the moment system (2.4) is not closed as it is, because we need to know the
third velocity moment of f to calculate the heat flux q in (2.5). So far, suitable closure
conditions for (2.4)(e.g., the local Maxwellian for the Botlzmann equation) are not known.
In a quasi-flocking regime, we may employ the mono-kinetic ansatz for f :
f(x, ξ, t) = ρ(x, t)δ(ξ − u(x, t)), x, ξ ∈ Rd, t > 0. (2.7)
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Then, under this mono-kinetic assumption (2.7), the stress tensor P = (Pij) and heat flux
q become zero:
pij = 0, qi = 0, 1 ≤ i, j ≤ d.
Thus, in the quasi-flocking regime, the system (2.4)-(2.6) is reduced to the pressureless
Euler system with a flocking dissipation:
∂tρ+∇x · (ρu) = 0, x ∈ R
d, t > 0,
∂t(ρu) +∇x · (ρu⊗ u) = −Kρ
∫
Rd
ψ(|x− y|)ρ(y)(u(x) − u(y))dy,
(2.8)
Note that the energy equation in (2.4) can be derivable from the equations for ρ and
ρu, and the condition (2.7) will be valid only for the collisionless regime. However, when
particles with different microscopic velocities collide, the mono-kinetic ansatz (2.7) will
break down. Therefore, our system (2.8) should be regarded as a quasi equilibrium model
for the hydrodynamic description of the C-S ensemble.
Remark 2.1. If we consider other strong interaction forces such as local alignment and
noise, then the density function f is close to a thermodynamical equilibrium f ∼ C0ρe
−|u−ξ|2/2,
and in this case, the dynamics can be well approximated by a compressible isothermal Euler
equations with the velocity-alignment force. This rigorous derivation is obtained in [45] by
employing a relative entropy argument.
3. Continuous-time Cucker-Smale type models
In this section, we discuss continuous-time C-S models and their flocking estimates. As
discussed in previous section, after Cucker-Smale’s seminal works in [31, 32], several variants
of the C-S model have been introduced for better modelings including local and nonsymmet-
ric interactions, collision avoidance and formation control, etc in [52, 56]. In the following,
we explain how flocking estimates for particle models can be obtained. We first consider a
Cauchy problem for the C-S model:
x˙i = vi, t > 0, i = 1, . . . , N,
v˙i =
K
N
N∑
j=1
ψ(|xj − xi|)(vj − vi),
(3.1)
subject to initial data
(xi, vi)(0) = (xi0, vi0), (3.2)
where the communication weight function ψ : R+ → R is assumed to be Lipschitz continu-
ous, nonnegative and non-increasing:
ψ ∈ Lip(R+;R), ψ ≥ 0, (ψ(r2)− ψ(r1))(r2 − r1) ≥ 0, r1, r2 ≥ 0. (3.3)
Before we present flocking estimates for (3.1) - (3.2), we recall the definition of (mono-
cluster) flocking of a many-body system as follows.
Definition 3.1. [31, 42] Let G := {(xi, vi)}
N
i=1 be an N -body interacting system. Then G
exhibits a asymptotic flocking if and only if the following two relations hold.
(1) (Velocity alignment): The relative velocities approach to zero asymptotically.
lim
t→∞
|vi(t)− vj(t)| = 0, 1 ≤ i, j ≤ N.
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(2) (Spatial coherence): The relative positions are uniformly bounded:
sup
0≤t<∞
|xi(t)− xj(t)| <∞, 1 ≤ i, j ≤ N.
To have some feeling for the large-time dynamics of (3.1), we consider the simplest system
made of two C-S particles on the real line R:
x˙1 = v1, x˙2 = v2, t > 0, xi, vi ∈ R,
v˙1 =
K
2
ψ(|x2 − x1|)(v2 − v1), v˙2 =
K
2
ψ(|x1 − x2|)(v1 − v2),
(xi, vi)(0) = (xi0, vi0).
(3.4)
To reduce the number of equations in (3.4), we introduce the spatial and velocity differences:
x := x1 − x2, v := v1 − v2.
Then, without loss of generality, we may assume
x0 > 0, v0 > 0. (3.5)
Note that the differences of x and v satisfy
x˙ = v, v˙ = −Kψ(|x|)v,
or equivalently,
dv = −Kψ(|x|)dx.
We integrate the above relation to obtain
v(t) = v0 −K
∫ x(t)
x0
ψ(|y|)dy. (3.6)
Depending on the relations between the coupling strength K and initial data, we might
not have flocking in the sense of Definition 3.1. This negative result can be seen from the
following proposition.
Proposition 3.1. [16] Suppose that the communication weight ψ takes the following form:
ψ(|x − y|) =
1
(1 + |x− y|)β
, β ≥ 0, (3.7)
and let (x, v) be the solution to the system (3.4)-(3.5) with initial data (x0, v0). Then the
following assertions hold:
(1) If (x0, v0) satisfies
v0 = K
∫ ∞
x0
ψ(|y|)dy, (3.8)
then the positions of the two particles diverge with the same asymptotic velocities.
(2) If (x0, v0) satisfies
v0 > K
∫ ∞
x0
ψ(|y|)dy, (3.9)
then the positions of the two particles diverge with different asymptotic velocities.
Proof. (i) Suppose (x0, v0) satisfies
v0 = K
∫ ∞
x0
ψ(|y|)dy.
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Using (3.3), (3.6), and (3.8), we obtain
v(t) = v0 −K
∫ x(t)
x0
ψ(|y|)dy = K
∫ ∞
x(t)
ψ(|y|)dy > 0. (3.10)
On the other hand, since dxdt = v > 0 and x(0) = x0 > 0, we have
x(t) > 0, i.e., ψ(|x|) = ψ(x). (3.11)
We now use (3.7), (3.10) and (3.11) to find a first-order equation for x:
dx
dt
= K
∫ ∞
x(t)
ψ(y)dy =
K
β − 1
1
(1 + x(t))β−1
. (3.12)
Directly integration (3.12) yields
x(t) =
(
βKt
β − 1
+ (1 + x0)
β
)1/β
− 1, v(t) =
K
β − 1
(
βKt
β − 1
+ (1 + x0)
β
)1/β−1
.
The above explicit formula implies
lim
t→∞
x(t) =∞, lim
t→∞
v(t) = 0.
Note that the velocity difference of v goes to zero at the rate of t−(1−1/β).
(ii) Suppose (x0, v0) satisfies (3.9). It follows from (3.6) that
v(t) = v0 −K
∫ x(t)
x0
ψ(|y|)dy
= v0 −K
∫ ∞
x0
ψ(|y|)dy +K
∫ ∞
x(t)
ψ(|y|)dy.
(3.13)
Note that (3.13) implies
v(t) ≥ v0 −K
∫ ∞
x0
ψ(|y|)dy > 0, t ≥ 0.
Thus, the asymptotic velocities are not equal. On the other hand, if we set
v∞ := v0 −K
∫ ∞
x0
ψ(|y|)dy,
then (3.13) implies
dx
dt
= v∞ +
K
β − 1
(1 + x(t))1−β .
Clearly, x(t) increases faster than v∞t by the comparison theorem. This completes the
proof. 
Remark 3.1. 1. It follows from Proposition 3.1 that even for a simple two-body system,
the flocking theorem is not always true and it depends on the interplay between the coupling
strength and initial data. In the following three subsections, we briefly discuss the flocking
estimates for the continuous-time C-S model. In the following three subsections, we present
three variants of the C-S model with metric dependent communications.
2. The coupling strength function (3.7) appears also in different forms in literature:
ψ(|x− y|) :
1
(1 + |xi(t)− xj(t)|2)
β
2
or
1
(1 + |xi(t)− xj(t)|)β
.
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They are in fact equivalent to each other. Thus we may use β ↔ β2 in the models and results
interchangeably.
3.1. General symmetric weights. In this subsection, we briefly review sufficient con-
ditions for the emergence of asymptotic flocking for the C-S model in (3.1)-(3.3). Flock-
ing estimate was first studied by Cucker and Smale [31]. They provided a sufficient con-
dition on the formation of flocking for an algebraically decaying communication weight
ψ(r) = (1 + r2)−β/2 with β ≥ 0. For the short-ranged communication weight, they showed
that asymptotic flocking is possible for initial configurations close to the flocking state us-
ing the self-bounding argument. Later, Cucker and Smale’s results were further generalized
to general nonincreasing communication weights (3.3) using a simpler energy method and
Lyapunov functional approach, which were based on the ℓ2-norm and mixed ℓ∞− ℓ2 norms
in [1, 41, 42]. For a given configuration (x, v) ∈ R2dN with a zero sum condition:
N∑
i=1
xi(t) = 0,
N∑
i=1
vi(t) = 0, t ≥ 0,
we set
|x|∞ := max
1≤i≤N
|xi|, |v|∞ := max
1≤i≤N
|vi|.
Then, the norms |x|∞ and |v|∞ are Lipschitz continuous, and satisfy a system of dissipative
differential inequalities:∣∣∣∣ ddt |x|∞
∣∣∣∣ ≤ |v|∞, ddt |v|∞ ≤ −Kψ(2|x|∞)|v|∞ a.e. t ∈ (0,∞). (3.14)
Note that once we have a uniform bound for |x|∞, the second relation in (3.14) yields
the exponential decay of |v|∞. Thus, we introduce Lyapunov-type functionals L±(t) ≡
L±(x(t), v(t)):
L±(t) := |v(t)|∞ ±
K
2
∫ 2|x(t)|∞
0
ψ(s)ds, t ≥ 0. (3.15)
Then, it is easy to see the non-increasing property of L± using (3.14):
L±(t) ≤ L±(0), t ≥ 0,
which leads to the stability estimate of L±(t):
|v(t)|∞ +
K
2
∣∣∣∣∣
∫ 2|x(t)|∞
2|x0|∞
ψ(s)ds
∣∣∣∣∣ ≤ |v0|∞, t ≥ 0.
The following theorem is most relevant result on the flocking estimate.
Theorem 3.1. [1, 31, 41, 42]. Let (x, v) be a solution to (3.1)-(3.3) with initial data (x0, v0)
satisfying the following condition:
|x0|∞ > 0, |v0|∞ <
K
2
∫ ∞
|x0|∞
ψ(2r)dr. (3.16)
Then there exists a positive number xM such that
sup
t≥0
|x(t)| ≤ xM , |v(t)| ≤ |v0|e
−ψ(2xM )t, t ≥ 0.
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Remark 3.2. 1. The result of Theorem 3.1 can be restated as follows. For a given initial
data (x0, v0), there exists a coupling strength K
∗(x0, v0) =: 2|v0|∞/
∫∞
|x0|∞
ψ(2r) dr such that
if K > K∗(x0, v0), then we have an exponential flocking. Thus, natural question is to see
the large-time dynamics in the regime K < K∗(x0, v0) which Theorem 3.1 cannot be applied
for. In this small coupling strength regime, there might be local flocking(or multi-cluster
flocking). Recently this issue has been addressed in a series of papers [16, 17, 39, 40].
2. In [1], C-S model with a singular communication weight is considered. Under certain
condition of the initial configurations, the collision avoidance between agents is provided.
Later, these conditions are refined in [12].
3.2. Non-symmetric interactions. After Cucker-Smale’s seminal work [32], one inter-
esting extension of the C-S model has been proposed by Motsch and Tadmor in [52]. They
replaced the symmetric interaction potential ψij in the C-S model by a non-symmetric one:
ψij −→
ψij∑N
k=1 ψik
.
Thus, the general C-S model proposed by Motsch and Tadmor reads as follows.
dxi
dt
= vi, t > 0, i = 1, . . . , N,
dvi
dt
=
K∑N
k=1 ψ(|xk − xi|)
N∑
j=1
ψ(|xj − xi|)(vj − vi).
(3.17)
This model does not only take into account the distance between agents, but instead,
the influence between agents is scaled in term of their relative distance. Hence, it does
not involve any explicit dependence on the number of agents. However, this extension of
communication weight destroys the symmetry property of the original C-S model. The
symmetry property of the communication weights is essential in energy estimate for the
C-S model. Fortunately, the Lypaunov type functional approach introduced in the previous
subsection works for this non-symmetric situation. To state their result, we introduce
diameters for x and v:
D(x) := max
1≤i,≤N
|xi − xj |, D(v) := max
1≤i,≤N
|vi − vj |.
Then, by the detailed calculations, they showed that these diameters satisfy a system of
dissipative differential inequalities:∣∣∣∣dD(x)dt
∣∣∣∣ ≤ D(v), dD(v)dt ≤ −Kψ2(D(x))D(v), a.e., t ∈ (0,∞).
Then, by using the idea of Lyapunov functional approach (3.15) depicted in the previous
subsection, they obtain the following flocking estimate.
Theorem 3.2. [52] Suppose that ψ is positive and initial data satisfy
D(v0) <
∫ ∞
D(x0)
ψ2(r)dr.
Then, the model (3.17) exhibits an asymptotic flocking:
sup
0≤t<∞
D(x(t)) <∞ and lim
t→∞
D(v(t)) = 0.
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In particular, if ψ has a fat tail such that∫ ∞
c
ψ2(r)dr =∞, for any positive c,
then asymptotic flocking occurs for any initial data.
3.3. Bonding force. For the realistic applications to robotic multi-agent systems, we need
to consider the formation control and collision avoidance. For this, we extend the C-S model
by introducing additional interaction terms between agents in order to incorporate collision
avoidance between agents, and at the same time achieve tighter spatial configurations. We
make use of not only position but also velocity information of the agents in order to derive
the additional interaction between agents. This results in a control term which drives agents
together or away in such a manner that the distance between agents converge to a non-
zero constant value. The C-S model with aforementioned formation control and collision
avoidance terms reads as follows.
x˙i = vi, t > 0, i = 1, . . . , N,
v˙i =
K0
N
N∑
j=1
ψ(|xj − xi|)(vj − vi) +
K1
N
N∑
j=1
〈vj − vi, xj − xi〉
|xj − xi|
(xj − xi)
+
K2
N
N∑
j=1
(|xj − xi| − 2R)(xj − xi),
(3.18)
where K0,K1 and K2 are nonnegative coupling constants. Due to the translation invariance
of (3.18), without loss of generality, we assume that
N∑
i=1
xi(t) = 0,
N∑
i=1
vi(t) = 0, t ≥ 0. (3.19)
We define energy functionals:
E := Ek + Ep, Ek :=
1
2
N∑
i=1
|vi|
2, Ep :=
K2
4N
∑
1≤i,j≤N
(|xj − xi| − 2R)
2 ,
where Ek and Ep represent kinetic and potential energies, respectively. Then, it follows from
the energy estimates that the total energy E satisfies dissipation estimate.
Proposition 3.2. [56] For some T ∈ (0,∞], let (x, v) be a solution to (3.18) - (3.19) in
the time-interval [0, T ). Then, the energy functional E is non-increasing in time t:
E(t) +
∫ t
0
P(τ)dτ = E(0), t ≥ 0,
where energy production functional P is given by the relation:
P :=
K0
2N
∑
1≤i,j≤N
ψ(|xj − xi|)|vj − vi|
2 +
K1
2N
∑
1≤i,j≤N
(
d
dt
|xj − xi|
2
)
.
This yields the flocking estimate for (3.18).
Theorem 3.3. [1, 56] Suppose that the communication weight ψ and initial data satisfy the
following conditions.
ψ(r) ≥ 0, ∃ r0 ∈ (0,∞] such that ψ(r) > 0, for r ≤ r0,
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ψm := min
ψ(r) : 0 ≤ r ≤ 2R+
√
2NE(0)
K2
 > 0, E(0) < K2R2N.
Let (x, v) be a global solution to (3.18) - (3.19). Then, the following assertions hold.
(1) Asymptotic flocking occurs.
sup
0≤t<∞
|xi(t)− xj(t)| < 2R +
√
2NE(0)
K2
, lim
t→∞
|vi(t)− vj(t)| = 0, 1 ≤ i, j ≤ N.
(2) The collision avoidance is guaranteed.
inf
0≤t<∞
|xi(t)− xj(t)| > 0, 1 ≤ i, j ≤ N.
4. Discrete-time Cucker-Smale models with leadership
In this section, we present the discrete-time C-S model. Let (xi, vi) denote the position
and velocity of the i-th particle, then the discrete-time C-S model, with time step h > 0, is
governed by
xi(t+ 1) = xi(t) + hvi(t), i = 1, 2, . . . , N,
vi(t+ 1) = vi(t) + h
N∑
j=1
φ(|xi − xj|) (vj(t)− vi(t)) ,
φ(|xi − xj|) =
1
(1 + |xi(t)− xj(t)|2)β
, β ≥ 0.
(4.1)
The choice of weight function is a crucial ingredient which makes the C-S model attrac-
tive: the convergence results depend on conditions on the initial state only. In contrast,
the convergence results in [44] for the linearized Vicsek model rely on some assumptions on
the infinite time-sequence of states. In the original C-S model, the interactions are bidirec-
tional, thus, symmetric. With bidirectional couplings, they used the Fiedler number of the
symmetric Laplacian matrix to develop some estimates on the iterates of the fluctuations of
position and velocity so that the self-bounding lemma [31, Lemma 2] can be applied. The
pioneering work [31] of Cucker and Smale gave the following flocking theorem.
Theorem 4.1. [31] Consider the model (4.1) (which is under all-to-all and symmetric
coupling). If β < 12 , the flocking occurs for any initial data; if β ≥
1
2 , the flocking occurs
depending on the initial data.
An example in [31] shows that when β > 12 , the unconditional flocking is not true. Thus,
the exponent 1 is regarded as the critical exponent for the unconditional flocking. In this
section we will briefly introduce some results on discrete-time C-S model with interactions
under some leadership. Before we discuss the variant interaction topologies, we first briefly
introduce some concepts in graph theory [34]. A digraph G = (V, E) (without self-loops)
representing (N + 1) particles with interaction in C-S model, is defined by
V := {0, 1, . . . , N}, E ⊆ V × V \ {(i, i) : i ∈ V}.
We say (j, i) ∈ E if and only if j influences i. In this case, we also write j ∈ L(i). The graph
G can be regarded as the information flow chart of a network structure; that is, we write
j → i ⇐⇒ (j, i) ∈ E .
EMERGENT DYNAMICS OF THE CUCKER-SMALE FLOCKING MODEL AND ITS VARIANTS 11
A directed path from j to i (of length n + 1) comprises a sequence of distinct arcs of the
form j → k1 → k2 → · · · → kn → i. The distance from j to i is the length of the shortest
path from j to i.
4.1. Hierarchical leadership. The general form of a discrete-time C-S model is given by
xi(t+ 1) = xi(t) + hvi(t), i = 0, 1, . . . , N,
vi(t+ 1) = vi(t) + h
N∑
j=0
φij(x(t)) (vj(t)− vi(t)) ,
φij(x(t)) =
{
0 , if j /∈ L(i),
φ(|xi − xj|), if j ∈ L(i).
(4.2)
Here, L(i) ⊂ {0, 1, . . . , N}, regarded as the leader set of agent i, is the set of agents which
influence i directly. Thus the interaction topology of the C-S model is registered in the
configuration of L(i), or equivalently, the adjacency matrix Φx := (φij(x)).
Shen extended the C-S flocking to an asymmetric structure in which the interactions are
unidirectional. More precisely, he considered a C-S model under hierarchical leadership,
which means that the agents can be partially ordered in such a way that lower-rank agents
are led and only led by some agents of higher ranks. The formal definition of hierarchical
leadership is as follows.
Definition 4.1. [60] An (N +1)-flock {0, 1, . . . , N} is said to be under hierarchical leader-
ship if the following two statements hold:
(a) j ∈ L(i) implies that j < i;
(b) for any i > 0, L(i) 6= ∅.
Definition 4.1 means that the adjacency matrix is triangular under a proper ordering of
the agents. For the continuous-time model with hierarchy, Shen used the induction method
to prove the unconditional flocking for β < 12 . The triangularity of the adjacency matrix
is the key for the induction method; actually the idea lies in the fact that the dynamics of
agents {0, 1, . . . , N} does not change if a new agent N + 1 ranking lowest is added. Later,
Cucker and Dong extended the induction method to the discrete-time hierarchical model
to improve the critical exponent, see [27]. The main result is as follows.
Theorem 4.2. [27, 60] Consider the model (4.2) with interaction topology as in Definition
4.1. If β < 12 , the flocking occurs for any initial data.
The induction method does not give any sufficient condition for the flocking behavior
when β is larger than the critical exponent, i.e., β > 12 .
4.2. Individual preference. A variant of the hierarchical C-S model is the flocking with
individual preference [46]:
xi(t+ 1) = xi(t) + hvi(t), i = 0, 1, . . . , N,
vi(t+ 1) = vi(t) + h
N∑
j=0
φij(x(t)) (vj(t)− vi(t)) + hδi(t)qi(t),
φij(x(t)) =
{
0 , if j /∈ L(i),
Hφ(|xi − xj |), if j ∈ L(i).
(4.3)
Here, the parameter H > 0 is incorporated as a measure of the strength of leader-follower
interactions, qi(t) ∈ R
3 describes the temporarily preferred acceleration of agent i, δi(t) ∈ R
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is a local measure of the consensus at time t which determines the strength of preferred
acceleration. As a special case, we may choose qi(t) ≡ q¯i for all time t; then it represents
a constant preferred acceleration of agent i. In [46] a typical choice of δi depending on
its relative velocities with respect to its leaders, which had been inspired by [28], was
considered:
δi(t) =
1
#(L(i))
∑
j∈L(i)
∣∣vj(t)− vi(t)∣∣, i = 1, 2, . . . , N, and δ0(t) ≡ 0.
Here, #(L(i)) denotes the cardinality of the leader set L(i). When an agent observes a
consensus in its leaders and itself, then it tends to give up its own preferred acceleration
to follow the social leader-follower forces; otherwise, it will take an acceleration which is
a combination of the social forces and its own preference; the strength of its preference is
higher if it finds less consensus. On the other hand, one may assume |qi| ≤ ν for some ν ≥ 0
and all 1 ≤ i ≤ N . Under these assumptions the ratio Hν expresses a tradeoff between the
social forces and individual preferences. Obviously, the terms δi(t)qi(t) are state-dependent
even when qi(t)’s are constant.
A simple example shows that the asymptotic flocking can fail due to a state-dependent
individual preference, see [46, Example 2.1]. Thus, a natural question is: whether it is
possible to find an asymptotic flocking in the presence of such perturbations. The induction
method works quite well for the hierarchical C-S flocking [27, 33, 60], but it cannot deal
with the case of state-dependent perturbations.
In order to study such a system, one may consider the “fluctuation” system. Let
X = (X1,X2, . . . ,XN )
⊤ := (x1 − x0, x2 − x0, . . . , xN − x0)
⊤,
V = (V1, V2, . . . , VN )
⊤ := (v1 − v0, v2 − v0, . . . , vN − v0)
⊤,
(4.4)
and denote Q(t) = (δ1(t)q1(t), δ2(t)q2(t), . . . , δN (t)qN (t))
⊤. Then we use the C-S model (4.3)
and hierarchical leadership to derive that
X(t+ 1) = X(t) + hV (t),
V (t+ 1) = PtV (t) + hQ(t),
where Pt := I − hLt, regarded as the flocking matrix, is given by
Pt =

1− hd1(t) 0 · · · 0
hφ21(t) 1− hd2(t) · · · 0
· · · · · ·
. . . · · ·
hφN1(t) hφN2(t) · · · 1− hdN (t)
 .
Here, the matrices Lt and Pt are acting on V (t) ∈ (R
3)
N
via the three dimensions individ-
ually. The crucial idea to deal with the perturbation hQ(t) is a special matrix norm. For
ε ∈ (0, 1), we set an N ×N diagonal matrix
D = Dε :=

εℓ(1) 0 · · · 0
0 εℓ(2) · · · 0
· · · · · ·
. . . · · ·
0 0 · · · εℓ(N)
 ,
where ℓ(i) is the directed distance from the leader 0 to i, i.e., the number of edges in a
shortest directed path from 0 to i. For any matrix A ∈ RN×N , we define
‖A‖ε := ‖DAD
−1‖∞,
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where ‖ · ‖∞ denotes the infinity norm of matrices. For more details we refer to [46]. The
crucial advantage of this norm is, for sufficient small time step h,
‖Pt‖ε ≤ 1− (1− ε)hφm(t) < 1,
where φm(t) := min(i,j),j∈L(i) φij(x(t)) > 0, see [46, Proposition 3.1]. This well-chosen norm
enables us to apply a boot-strapping self-bounding lemma and find sufficient conditions to
guarantee the asymptotic flocking. For more details we refer to [46].
4.3. Rooted leadership. A more general framework with leadership was introduced in
[50]: the “rooted leadership” which requires that there exists a global leader which is not
influenced by any other agent but influences them all either directly or indirectly.
Definition 4.2. [50] An (N+1)-flock {0, 1, . . . , N} is said to be under rooted leadership, if
there exists a root agent, say 0, which does not have an incoming path from others, whereas
each agent in {1, 2, . . . , N} has a directed path from 0.
In this case, the interactions can be unidirectional or bidirectional. Obviously, the hier-
archical leadership is a special case of rooted leadership. The adjacency matrix is in general
neither symmetric nor triangular and the induction method cannot be applied. Use the
same variable changes as in (4.4), we find a compact form
X(t+ 1) = X(t) + hV (t),
V (t+ 1) = PtV (t),
(4.5)
where Pt := I − hLt. In [50] the (sp) matrix [67, 68] was employed to study the flocking
of (4.5). As a result of the rooted leadership, the transition matrix Pt turns into an (sp)
matrices when the time step h is small. Based on this observation, the authors could use
the infinity norm to obtain an estimate on the iteration of transition matrices. This idea,
together with the nice self-bounding lemma, leads to the following result.
Theorem 4.3. [50] Consider the model (4.2) with interaction topology as in Definition 4.2.
If β < 12L , the flocking occurs for any initial data; if β ≥
1
2L , the flocking occurs depending
on the initial data.
Remark 4.1. The parameter L, referred as the “depth” of the graph, is the largest distance
(in the sense of graph theory) from the leader to other agents. Note that the conditions are
sufficient but not necessary; thus, the critical exponent for this case is still open.
The scenario of leadership can be observed in many physical systems, e.g., flocks of
flying birds and moving herds, governmental or military leadership, etc. However, the
connectivity topology might change over time. For example, in the movement of birds
flock, some individuals fly so far away from the others that they cannot see each other from
time to time. In social networks, it is more realistic to assume that the neighboring agents
keep in connection only for a sequence of time slices rather than at all time instants. In
[48], such an extended framework with joint rooted leadership was considered.
Definition 4.3. [48] The system is under joint rooted leadership across the time interval
[t1, t2), (t1, t2 ∈ N, t1 < t2) if for the union graph of {Gσ(t1),Gσ(t1+1), . . . ,Gσ(t2−1)}, the
agent 0 does not have an incoming path from others, whereas each agent in {1, 2, . . . , N}
has a directed path from 0.
Concerning the potential applications in engineering, this is relevant in at least two as-
pects. First, the failure of connections is very common due to the obstacles, faults, distur-
bances and noise, and the joint connectivity helps the system to endure such failures which
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can be recovered after a finite recovery time. Second, it is relevant to the communication
costs because more connections entail higher costs. In [48] a flocking result was established
for joint rooted leadership, which says that the unconditional flocking occurs for β < 12NT0
where T0 is the maximum length of the time intervals for the joint connectivity.
4.4. Alternating leaders. In the previous studies the leader agent is assumed to be fixed
in temporal evolution of flocks. This is not realistic. For example, the dynamic leader-
follower relation in pigeon flocks was discussed in [53]. Actually, we can often observe that
the leaders can be changed during the migration of a migrating flock of birds. Of course,
we can also find alternating leaders in our human social systems, for example, the periodic
election of political leaders. In [47] the flocking with alternating leaders was discussed. Use
{1, 2, . . . ,m} to label the admissible neighbor graphs with rooted leadership, then we write
the system with a switching signal σ : N→ {1, 2, . . . ,m} as follows:
xi(t+ 1) = xi(t) + hvi(t), i = 1, 2, . . . , N,
vi(t+ 1) = vi(t) + h
N∑
j=1
χ
σ(t)
ij φ(|xi − xj|) [vj(t)− vi(t)] ,
χ
σ(t)
ij =
{
0 , if j /∈ Lσ(t)(i),
1, if j ∈ Lσ(t)(i).
(4.6)
Definition 4.4. [47] The system is under rooted leadership with alternating leaders, if the
system is under rooted leadership at each time slice, but the leader agent, denoted by rt, is
dependent on time t.
Note that for the flocking with symmetric interactions or a fixed leader, such as [27,
31, 32, 41, 46, 48, 50, 60], the asymptotic velocity is a priori known, either the average
of the initial velocities or just that of the leader. Thus, we can consider the dynamics
of the fluctuations around the average velocity, or around the fixed leader, to study the
flocking behavior. However, in the case of alternating leaders, one cannot a priori know the
asymptotic velocity. To overcome this difficulty, one may combine the original system and
a reference system. Let
xˆ := (xˆ1, . . . , xˆN−1)
⊤ = (x1 − xN , . . . , xN−1 − xN )
⊤,
vˆ := (vˆ1, . . . , vˆN−1)
⊤ = (v1 − vN , . . . , vN−1 − vN )
⊤,
(4.7)
which satisfy, by (4.6), the reference system
xˆ(t+ 1) = xˆ(t) + hvˆ(t), vˆ(t+ 1) = Pσ(t)vˆ(t).
On the other hand, a compact form of (4.6) reads
x(t+ 1) = x(t) + hv(t),
v(t+ 1) = (I − hLσ(t))v(t) =: Fσ(t)v(t).
(4.8)
In [29, 30], the convergence estimate for the first-order consensus model was studied. The
self-bounding argument enables us to use their estimates in [29, 30] to find a priori estimate
for v(t) in (4.8). This easily turns into an estimate for vˆ(t). Then the self-bounding
argument can be applied on system (4.7). The flocking result is as follows.
Theorem 4.4. [47] Consider the model (4.2) with interaction topology as in Definition 4.4.
If 2β(N − 1)2 < 1, the flocking occurs for any initial data; if 2β(N − 1)2 ≥ 1, the flocking
occurs depending on the initial data.
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Remark 4.2. In [29, 30], the authors studied the exponential consensus with more general
interaction topologies, i.e., the rooted graph or joint rooted graph with a switch. Here, a
rooted graph means it has at least one spanning tree. Thus, the rooted leadership turns into
a special case of rooted graph and the case of alternating leaders is a special case of rooted
graphs undergoing a switch. Therefore, the methodology in [47] can be easily extended to
the C-S model with such a general interaction topologies, i.e., the rooted graph or even the
joint rooted graphs with a switch. Indeed, one can easily combine the consensus estimates
in [29, 30] with the argument in [47] to cover the general interaction topologies, slightly
changing the sufficient conditions.
5. Kinetic description of Cucker-Smale model
In this section, we first briefly present the derivation of the mean-field kinetic equation
(2.2) from the particle system (3.1) using the BBGKY hierarchy in statistical mechanics.
We also discuss interactions between flocking particles and fluid.
5.1. Derivation of the kinetic C-S model. Let us denote fN = fN (x1, ξ1, ..., xN , ξN , t)
by the N -particle probability density function. Note that the density function fN is sym-
metric in its phase-space arguments, i.e.,
fN (· · · , xi, ξi, · · · , xj , ξj , · · · , t) = f
N (· · · , xj , ξj, · · · , xi, ξi, · · · , t) ,
due to the indistinguishability of particles.
We deduce from the conservation of mass that the time evolution of fN can be written
in the following form of Liouville equation:
∂tf
N +
N∑
i=1
ξi · ∇xif
N +
1
N
N∑
i=1
∇ξi ·
 N∑
j=1
ψ (|xi − xj|) (ξj − ξi) f
N
 = 0. (5.1)
We next define the marginal distribution fN = fN(x1, ξ1, t) as
fN (x1, ξ1, t) :=
∫
R2d(N−1)
fN (x1, ξ1, x−, ξ−, t) dx− dξ−,
where
(x−, ξ−) := (x2, ξ2, ..., xN , ξN ) .
Integrating the equation (5.1) with respect to dx−dξ−, we find that the transport part and
the forcing term of (5.1) can be estimated as∫
R2d(N−1)
N∑
i=1
ξi · ∇xif
N dx− dξ− = ∇x1
∫
R2d(N−1)
fN dx− dξ− = ξ1 · ∇x1f
N (x1, ξ1, t)
and
1
N
N∑
i=1
∫
R2d(N−1)
N∑
j=1
∇ξi ·
(
ψ (|xi − xj |) (ξj − ξi) f
N
)
dx−dξ−
=
1
N
∫
R2d(N−1)
N∑
2≤j≤N
∇ξ1 ·
(
ψ (|x1 − xj |) (ξj − ξ1) f
N
)
dx−dξ−,
(5.2)
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respectively. On the other hand, the symmetry property that for j = 2, 3, · · · , N∫
R2d(N−1)
ψ (|x1 − x2|) (ξ2 − ξ1) f
N dx dξ−
=
∫
R2d(N−1)
ψ (|x1 − x3|) (ξ3 − ξ1) f
N dx− dξ−
allows us to estimate (5.2) as follows.
1
N
(N − 1)
∫
R2d(N−1)
ψ (|x1 − x2|)∇ξ1 ·
(
(ξ2 − ξ1) f
N
)
dx− dξ−. (5.3)
We now define the two-particle marginal function gN as
gN (x1, ξ1, x2, ξ2, t) =
∫
R2d(N−2)
fN dx3 dξ3...dxN dξN .
Then, by using the newly defined marginal function gN , we rewrite (5.3) as(
1−
1
N
)
∇ξ1 ·
∫
R2d
ψ (|x1 − x2|) (ξ2 − ξ1) g
N dx2 dξ2.
Hence we have
∂tf
N + ξ1 · ∇x1f
N +
(
1−
1
N
)
∇ξ1 ·
∫
R2d
ψ (|x1 − x2|) (ξ2 − ξ1) g
N dx2 dξ2 = 0.
Then by taking the mean-field limit N →∞ together with the following notations
f(x1, ξ1, t) := lim
N→∞
fN(x1, ξ1, t), g(x1, ξ1, x2, ξ2, t) := lim
N→∞
gN (x1, ξ1, x2, ξ2, t),
we obtain that the limiting functions f and g satisfy
∂tf + ξ1 · ∇x1f +∇ξ1 ·
∫
R2d
ψ (|x1 − x2|) (ξ2 − ξ1) g dx2 dξ2 = 0.
In order to close the above equation, we use the following assumption called propagation of
chaos:
g(x1, ξ1, x2, ξ2, t) = f(x1, ξ1, t)f(x2, ξ2, t).
Finally, we relabel the position-velocity parameters, (x1, ξ1) 7→ (x, ξ) and (x2, ξ2) 7→ (y, ξ∗)
and conclude the one-particle distribution function f(x, ξ, t) satisfies the following Vlasov-
type equation:
∂tf + ξ · ∇xf +∇ξ · (Fa(f)f) = 0, (x, ξ) ∈ R
d × Rd, t > 0,
Fa(f)(x, ξ, t) := K
∫
Rd×Rd
ψ(|x − y|)(ξ∗ − ξ)f(y, ξ∗)dydξ∗.
(5.4)
We can adapt the classical result of [35] to rigorously derive the kinetic C-S equation (5.4)
due to the smoothness of the communication weight ψ. More precisely, let us consider the
empirical measure µN (t):
µN (t) =
1
N
N∑
i=1
δ(xi(t),vi(t)), (5.5)
where (xi(t), vi(t)) is a solution to the particle system (3.1). Then we can show that µ
N
satisfies the equation (5.4) in the sense of distributions, i.e., µN and f satisfy the same
equation. Before stating the mean-field limit result, we introduce several notations: Let us
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denote by M(R2d) the set of positive Radon measures and fix T > 0. dBL(ρ1, ρ2) stands
for the bounded and Lipschitz distance between two measures ρ1, ρ2 ∈ M(R
2d), i.e.,
dBL(ρ1, ρ2) := sup
h∈S
∣∣∣∣∫
Rd×Rd
hdρ1 −
∫
Rd×Rd
hdρ2
∣∣∣∣ ,
where S is given by
S :=
{
h : R2d → R : ‖h‖L∞ ≤ 1 and Lip(h) := sup
x 6=y
|h(x) − h(y)|
|x− y|
≤ 1
}
.
Theorem 5.1. [8, 41] Given f0 ∈ M(R
2d) compactly supported, take a sequence of µN0 of
measures of the form:
µN0 =
1
N
N∑
i=1
δ(xi(0),vi(0))
such that
lim
N→∞
dBL(µ
N
0 , f0) = 0.
Consider µN (t) the empirical measure (5.5) with initial data (xi(0), vi(0)). Then we have
lim
N→∞
dBL(µ
N (t), f(t)) = 0 for t ≥ 0,
where f is the unique measure solution to the equation (5.4) with initial data f0.
Remark 5.1. 1. We can determine the measure solution f as the push-forward of the initial
density f0 through the flow map generated by (v, Fa(f)), i.e., for any h ∈ C
1
c (R
d × Rd) and
t, s ≥ 0∫
Rd×Rd
h(x, ξ)f(x, ξ, t) dxdξ =
∫
Rd×Rd
h(X(0; t, x, ξ),Ξ(0; t, x, ξ)))f0(x, ξ) dxdξ,
where (X,Ξ) satisfy
d
dt
X(t; s, x, ξ) = Ξ(t; s, x, ξ), X(s; s, x, ξ) = x,
d
dt
Ξ(t; s, x, ξ) = Fa(f)(X(t; s, x, ξ),Ξ(t; s, x, ξ), t), Ξ(s; s, x, ξ) = ξ.
2. In [10, 43], the mean-field limits of C-S type equations with topological interactions and
sharp sensitivity regions are studied. In particular, the strategy used in [10] can be applied to
other models including nonlocal repulsive-attractive forces locally averaged over sharp vision
cones. C-S model with a singular communication weight is considered in [1, 9, 12] and the
mean-field limit is studied in [12] under suitable condition for the initial configurations.
3. Large time behavior of solutions for the equation (5.4) is provided in [15, 41, 42]. Kinetic
C-S type equations corresponding to (3.1) and (3.17) with noises are treated in [36, 18]
showing the global existence of classical solutions near the global Maxwellian and its large-
time behavior.
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5.2. Interactions between flocking particles and fluids. In this part, we discuss the
interactions between particles and its environment, i.e., fluids. Emergent phenomena of self-
organized particles such as flocking, crowd, and swarming behaviors have recently received
lots of attention due to the engineering, physical and biological applications. Most available
literature for collective behavior deal with only the dynamics of self-organized particles as
a closed system, i.e., interactions with fluids and external force fields are often ignored.
However, as we can easily imagine, the dynamics of self-organized particles can be strongly
influenced by neighbouring fluids and force fields, for example, water, gas and electro-
magnetic waves, etc. Thus incorporating these neglected effects in the modelling of the
self-organized particles will be necessary. In [3], the dynamics of flocking particles governed
by the C-S model interacting with viscous compressible fluids through a drag forcing term
are taken into account in the spatial periodic domain T3. More precisely, let f = f(x, ξ, t)
be the one-particle distribution function of the C-S flocking particles at (x, ξ) ∈ T3 × R3
and n = n(x, t), v = v(x, t) be the local mass density and bulk velocity of the isentropic
compressible fluid, respectively. Then the situation we mentioned above is governed by
∂tf + ξ · ∇xf +∇ξ · (Fa(f)f + Fd(v)f) = 0, (x, ξ) ∈ T
3 ×R3, t > 0,
∂tn+∇x · (nv) = 0,
∂t(nv) +∇x · (nv ⊗ v) +∇xp(n) + Lv = −
∫
R3
Fd(v)f dξ,
(5.6)
where the pressure p and the Lame´ operator L are given by
p(n) = nγ with γ > 1,
Lv = −µ∆xv − (µ + λ)∇x(∇x · v) with µ > 0 and λ+ 2µ > 0.
Here we assumed the coupling strength K = 1, and Fa and Fd represent the alignment and
the drag forces in velocities, respectively:
Fa(f)(x, ξ, t) =
∫
T3×R3
ψ(|x − y|)(ξ∗ − ξ)f(y, ξ∗) dydξ∗ with ψ ≥ 0,
Fd(x, ξ, t) = v(x, t) − ξ.
Recently, this kind of coupled kinetic-fluid system describing the interactions between
particles and fluid has received increasing attention due to a number of their applications
in the field of, for example, biotechnology, medicine, and in the study of sedimentation
phenomenon, compressibility of droplets of the spray, cooling tower plumes, and diesel
engines, etc [7, 59, 61, 65]. We refer to [54, 66] for more physical backgrounds of the
modelling issues in a kinetic-fluid system.
In the lemma below, we present the properties of conservation and energy estimates for
the system (5.6). For details of the proof, we refer to [3].
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Lemma 5.1. Let (f, n, v) be a classical solution to the system (5.6). Then we have
(i) Conservation of the mass:
d
dt
∫
T3×R3
f dxdξ =
d
dt
∫
T3
n dx = 0.
(ii) Conservation of the total momentum:
d
dt
(∫
T3×R3
ξf dxdξ +
∫
T3
nv dx
)
= 0.
(iii) Dissipation of the total energy:
d
dt
1
2
(∫
T3×R3
|ξ|2f dxdξ +
∫
T3
n|v|2 dx+
2
γ − 1
∫
T3
nγ dx
)
= −
∫
T6×R6
ψ(|x− y|)|ξ − ξ∗|
2f(x, ξ)f(y, ξ∗) dxdydξdξ∗
−
∫
T3×R3
|v − ξ|2f dxdξ.
The global existence of unique strong solutions for the system (5.6) is studied in [3]
under suitable assumptions on the initial data such as smallness and smoothness. For the
large time behavior of solutions to types of equations (5.6), in [19], the following Lyapunov
functional L measuring the fluctuation of momentum and mass from the averaged quantities
is introduced:
L(f, ρ, u) :=
∫
T3×R3
|ξ − ξc|
2f dxdξ +
∫
T3
n|v − jc|
2dx+
∫
T3
(n− nc)
2dx
+ |ξc − jc|
2,
where
ξc(t) :=
∫
T3×R3 ξf dxdξ∫
T3×R3 f dxdξ
, jc(t) :=
∫
T3
nv dx∫
T3
n dx
, fc(t) :=
∫
T3×R3
f dxdξ,
and
nc(t) :=
∫
T3
n dx.
Theorem 5.2. [19] Let (f, n, v) be a global classical solution to the system (5.6) satisfying
(i) ‖ρf‖L∞(R+;L3/2(T3)) <∞ where ρf (x, t) :=
∫
R3
f(x, ξ, t) dξ,
(ii) n(x, t) ∈ [0, n¯] for all (x, t) ∈ T3 × R+ and nc(0) > 0,
(iii) v ∈ L∞(T3 × R+) and E0 > 0 is small enough,
where E0 is the initial total energy given by
E0 :=
∫
T3×R3
|ξ|2f0 dxdξ +
∫
T3
n0|v0|
2dx+
2
γ − 1
∫
T3
nγ0 dx.
Then we have
L(t) ≤ CL0e
−λt t ≥ 0,
where C and λ are positive constants independent of t.
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Theorem 5.2 shows the alignment between flocking particles and fluid velocities as time
goes on exponentially fast. More precisely, it follows from conservations of masses and total
momentum that
ξc(t)− jc(t)
= (fc(0) + 1)ξc(t)−
1
nc(0)
(∫
T3×R3
ξf0(x, ξ) dxdξ −
∫
T3
n0(x)v0(x) dx
)
.
This yields
ξc(t), jc(t)→
1
nc(0) (fc(0) + 1)
(∫
T3×R3
ξf0(x, ξ) dxdξ −
∫
T3
n0(x)v0(x) dx
)
,
as t→∞. We notice that it is natural to expect from the presence of the drag forcing term
in the kinetic and fluid equations (5.6).
For the case when the fluid is incompressible, the global well-posedness and a priori
estimate of large-time behaviors of solutions are studied in [2, 4, 5, 23, 24]. In particular,
the density dependent drag forcing term which is more physically relevant is considered in
[25] and the global existence of strong solutions and large-time behavior are obtained. In
[11], the dynamics of particles immersed in an incompressible fluid through local alignments
is taken into account. Unlike the C-S alignment force Fa, each particle actively tries to align
its velocity to that of its closest neighbors. For this system, the global existence of weak
solutions, hydrodynamic limit corresponding to strong noise and local alignment, and large-
time behavior of solutions are established. Very recently, the finite-time blow-up phenomena
of classical solutions to (5.6) and other related systems under suitable assumptions on the
initial configurations are provided in [22].
6. Hydrodynamic descriptions for flocking behavior
In this section, we discuss hydrodynamic models describing the behavior of flocking be-
havior of the C-S ensemble. We first deal with the hydrodynamic C-S model introduced
in Section 2 and then discuss its coupling with isentropic Navier-Stokes equations via the
drag force.
6.1. A hydrodynamic Cucker-Smale model. In this part, we discuss a hydrodynamic
C-S model:
∂tρ+∇ · (ρu) = 0, x ∈ Ω, t > 0
∂t(ρu) +∇ · (ρu⊗ u) =
∫
Ω
ψ(|x − y|)(u(y)− u(x))ρ(x)ρ(y) dy,
(6.1)
subject to initial density and velocity
(ρ(x, t), u(x, t))|t=0 = (ρ0(x), u0(x)) x ∈ Ω.
Here we again assumed the coupling strength K = 1 for simplicity. Without loss of gener-
ality, we may assume that ρ is a probability density function, i.e., ‖ρ(·, t)‖L1 = 1 since the
total mass is conserved in time.
For the system (6.1), the global existence of classical solutions in periodic domain and
moving boundary problem studied in [37, 38] under suitable assumptions on the initial data
and the communication weight. In one dimension, a complete description for the critical
threshold to the system (6.1) leading to a sharp dichotomy condition between global-in-
time existence or finite-time blow-up of strong solutions is obtained in [13] which extends
both, the sub- and supercritical regions derived in [62]. Other interaction forces, such as
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attractive/repulsive forces in position are also considered in [13] for the classification of the
critical thresholds to the system (6.1).
Inspired by [15](see also Section 3.1), we show the large time behavior of solutions in
L∞-framework. For this, we first set spatial diameter Rx and velocity diameter Ru as
follows.
Rx(t) := sup
x,y∈ supp ρ(·, t)
|x− y| and Ru(t) := sup
x,y∈ supp ρ(·, t)
|u(x, t) − u(y, t)|.
Using the above notations, we define the notion of flocking behavior for the system (6.1).
Definition 6.1. Let (ρ, u) be the solution to (6.1). Then the system (6.1) exhibits global
flocking if and only if the following two conditions hold.
(i) The spatial diameter Rx is uniformly bounded in time, i.e., there exists a positive
constant C which is independent of t such that
sup
t≥0
Rx(t) ≤ C.
(ii) The velocity diameter Ru decays to zero as time goes to infinity:
lim
t→∞
Ru(t) = 0.
Theorem 6.1. Let (ρ, u) be any smooth solutions to the system (6.1) with compactly sup-
ported initial data (ρ0, u0). Suppose that the initial spatial and velocity diameters satisfy
Ru0 <
∫ ∞
Rx0
ψ(s) ds.
Then the system (6.1) exhibits the flocking behavior.
Proof. Let us consider the following two characteristic flows:
dX(t)
dt
= u(X(t), t) and
dY (t)
dt
= u(Y (t), t),
with the initial conditions X(0) = x and Y (0) = y where x, y ∈ supp ρ0. For notational
simplicity, in the rest of estimates, we omit the time dependence of X and u, i.e., X := X(t)
and u(X) := u(X(t), t), similarly, it is also taken for the Y and u(Y ). Note that
du(X)
dt
= (∂t + u · ∇x)u =
∫
Rd
ψ(|X − y|)(u(y) − u(X))ρ(y) dy on supp ρ(t).
For the proof, it is enough to show that the spatial and velocity diameters satisfy the
following differential inequalities:
d
dt
Rx(t) ≤ Ru(t),
d
dt
Ru(t) ≤ −ψ(Rx(t))Ru(t),
(6.2)
due to Theorem 3.1. First, it easily follows from the definition of the Rx and Rv that
1
2
d
dt
|X − Y |2 = (X − Y ) · (u(X) − u(Y )) ≤ RxRu,
and this yields
d
dt
Rx(t) ≤ Ru(t).
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Since we are dealing with the classical solutions, we can choose X and Y such that Ru =
|u(X) − u(Y )| and Ru is differentiable with respect to time almost everywhere. For the
estimate of time-evolution of Ru, we obtain
1
2
d
dt
(Ru)2 =
1
2
d
dt
|u(X)− u(Y )|2 = (u(X) − u(Y )) · (F (ρ)(X) − F (ρ)(Y ))
=: J1 + J2,
where
F (ρ)(X) :=
∫
Rd
ψ(|X − y|)(u(y) − u(X))ρ(y) dy.
For the estimate of J1, we use the fact
(u(X)− u(Y )) · (u(z)− u(X)) = (u(X) − u(Y )) · (u(z)− u(Y ) + u(Y )− u(X)) ≤ 0,
for X,Y, z ∈ supp ρ(t), due to the choice of X and Y . This yields
J1 =
∫
Rd
ψ(|X − z|) (u(X)− u(Y )) · (u(z) − u(X)) ρ(z) dz
≤ ψ(Rx)
∫
Rd
(u(X) − u(Y )) · (u(z)− u(X)) ρ(z) dz
Similarly, we can find
J2 ≤ −ψ(R
x)
∫
Rd
(u(X) − u(Y )) · (u(z)− u(Y )) ρ(z) dz.
Hence we have
1
2
d
dt
(Ru)2 ≤ −ψ(Rx)|u(X) − u(Y )|2 = −ψ(Rx)(Ru)2,
where we used ∫
Rd
ρ dx = 1.
This completes the proof. 
6.2. Hydrodynamic model for the interaction of Cucker-Smale flocking particles
and fluids. By using a similar derivation presented in Section 6.1, we can also derive
the two-phase fluid model consisting of the pressureless Euler equations and the isentropic
Navier-Stokes equations where the coupling is through the drag force from the coupled
kinetic-fluid system (5.6). More precisely, this hydrodynamic system is governed by
∂tρ+∇x · (ρu) = 0, x ∈ T
3, t > 0,
∂t(ρu) +∇x · (ρu⊗ u) = −ρ(u− v)− ρ
∫
T3
ψ(|x− y|)(u(x) − u(y))ρ(y) dy,
∂tn+∇x · (nv) = 0,
∂t(nv) +∇x · (nv ⊗ v) +∇xp(n) + Lv = ρ(u− v).
(6.3)
Here ρ(x, t) and n(x, t) represent the particle density and the fluid density at a domain
(x, t) ∈ T3 × R+, and u(x, t) and v(x, t) represent the corresponding bulk velocities for
ρ(x, t) and n(x, t), respectively.
For the global-in-time existence of classical solutions to the system (6.3), one of main dif-
ficulties in analyzing it arises from the formation of singularities. We notice that the system
(6.3) without the drag and nonlocal velocity-alignment forces reduces to the pressureless
Euler equations, and it is well-known that the Euler equations many develop a singularity
in finite time no matter how smooth the initial data are. For this reason, it is natural to
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extend the notion of solutions to the measure-valued solutions. Concerning this issue, an
interesting question is whether the interactions with viscous fluids through the drag force
can prevent the formation of the finite-time singularities, and whether the system can admit
the global classical solutions.
In [37], the global existence of classical solutions for the pressureless Euler/incompressible
Navier-Stokes equations with the nonlocal alignment forces and its large-time behavior are
studied. It is interesting that the (a priori) estimate of time behavior of solutions plays an
important role in constructing the global-in-time solutions. For the system (6.3) without
the alignment force, i.e., ψ ≡ 0, the global existence and uniqueness of classical solutions
and a priori estimate of large-time behavior of solutions showing that the two fluid velocities
are aligned exponentially fast are obtained in [26]. The strategy used in [26] can be directly
applied to the system (6.3), and in particular, we can deduce from [26] the following a priori
estimate for the large-time behavior of solutions to the system (6.3).
Theorem 6.2. Let (ρ, u, n, v) be the classical solutions to the system (6.3) satisfying
(i) ρ, n, v ∈ L∞(T3 × R+).
(ii) ρc(0), nc(0) ∈ (0,∞) and E˜0 > 0 is small enough,
(6.4)
where E˜0 is an initial total energy given by
E˜0 :=
∫
T3
ρ0|u0|
2 dx+
∫
T3
n0|v0|
2dx+
2
γ − 1
∫
T3
nγ0 dx.
Then we have
L˜(t) ≤ CL˜0e
−λt, t ∈ [0, T ],
for some constants C and λ > 0, where
L˜(t) =
∫
T3
ρ|u−mc|
2dx+
∫
T3
n|v − jc|
2dx+ |mc − jc|
2 +
∫
T3
(n− nc)
2dx,
and
mc(t) :=
∫
T3
ρu dx∫
T3
ρ dx
.
It is worth noticing that we do not require that the L∞(T3)-norms of solutions ρ, n, and
v should be small, we need only the small initial total energy.
As mentioned in Remark 2.1, we can derive the isothermal Euler equations coupled with
Navier-Stokes equations from the kientic-fluid system (5.6) by considering the strong noise
and the local alignment instead of the velocity-alignment force Fa(f). We notice that
for the hydrodynamic limit to be rigorously derived (and not only formally) within the
framework of relative entropy techniques, one of the main challenges is to establish the
global existence of strong solutions of the fluid equation. To be more precise, the standard
argument for the hydrodynamic limit is based on the weak-strong stability employing a
relative entropy functional and holds as long as there exist global weak solutions to the
kinetic-fluid equations and strong solutions to the fluid-fluid equations. However, as we
briefly mentioned as before, solutions of Euler-type equations are well-known to possibly
develop a singularity in a finite-time no matter how smooth the initial data are.
For the isothermal Euler/incompressible Navier-Stokes equations, the global existence
and uniqueness of classical solutions are studied in [20] by reinterpreting the drag forcing
term as the relative damping and extracting the smoothing effect of viscosity in the Navier-
Stokes equations. This yields that its rigorous derivation from Vlasov-Fokker-Planck/ in-
compressible Navier-Stokes equations with local alignment forces for some particular regime
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of the dispersed phase obtained in [11] holds for all time. For the interactions with compress-
ible fluids, i.e., isothermal Euler/compressible Navier-Stokes equations, the global-in-time
existence of classical solutions and its large-time behavior are obtained in [21].
Acknowledgement
The work of S.-Y. Ha is supported by the Samsung Science and Technology Foundation
under Project Number SSTF-BA1401-03. The work of Y.-P. Choi is supported by Engi-
neering and Physical Sciences Research Council(EP/K008404/1) and ERC-Starting Grant
HDSPCONTR “High-Dimensional Sparse Optimal Control”. The work of Z. Li was sup-
ported by the National Natural Science Foundation of China grant 11401135.
References
[1] Ahn, S., Choi, H., Ha, S.-Y., and Lee, H.: On the collision avoiding initial-congurations to the Cucker-
Smale type flocking models, Comm. Math. Sci. 10, 625–643 (2012).
[2] Bae, H.-O., Choi, Y.-P., Ha, S.-Y., and Kang, M.-J.: Time-asymptotic interacton of flocking particles
and incompressible viscous fluid, Nonlinearity 25, 1155–1177 (2012).
[3] Bae, H.-O., Choi, Y.-P., Ha, S.-Y., and Kang, M.-J.: Asymptotic flocking dynamics of Cucker-Smale
particles immersed in compressible fluids, Disc. and Cont. Dyn. Sys. 34, 4419–4458 (2014).
[4] Bae, H.-O., Choi, Y.-P., Ha, S.-Y., and Kang, M.-J.: Global existence of strong solution for the Cucker-
Smale-Navier-Stokes system, J. Diff. Eqns. 257, 2225–2255 (2014).
[5] Bae, H.-O., Choi, Y.-P., Ha, S.-Y., and Kang, M.-J.: Global existence of strong solutions to the Cucker-
Smale-Stokes system, to appear in J. Math. Fluid Mech.
[6] Ballerini, M., Cabibbo, N., Candelier, R., et al.: Interaction ruling animal collective behavior depends
on topological rather than metric distance: Evidence from a field study, Proc. Nat. Acad. Sci. 105,
1232–1237 (2008).
[7] Boudin, L., Desvillettes, L., and Motte, R.: A modelling of compressible droplets in a fluid, Comm.
Math. Sci. 1, 657–669 (2003).
[8] Can˜izo, J. A., Carrillo, J. A., and Rosado, J.: A well-posedness theory in measures for some kinetic
models of collective motion, Math. Mod. Meth. Appl. Sci. 21, 515–539 (2011).
[9] Carrillo, J. A., Choi, Y.-P., and Hauray, M.: Local well-posedness of the generalized Cucker-Smale
model, ESAIM: Proc. 47, 17–35 (2014).
[10] Carrillo, J. A., Choi, Y.-P., Hauray, M., and Salem, S.: Mean-field limit for collective behavior models
with sharp sensitivity regions, preprint.
[11] Carrillo, J. A., Choi, Y.-P., and Karper, T.: On the analysis of a coupled kinetic-fluid model with local
alignment forces, to appear in Annales de l’IHP-ANL.
[12] Carrillo, J. A., Choi, Y.-P., and Peszek, J.: Sharp Conditions to avoid collisions in singular Cucker-Smale
interactions, work in progress.
[13] Carrillo, J. A., Choi, Y.-P., Tadmor, E., and Tan, C.: Critical thresholds in 1D Euler equations with
nonlocal interaction forces, Math. Mod. Meth. Appl. Sci. 26, 185–206 (2016).
[14] Carrillo, J. A., Fornasier, M., Toscani, G. and Vecil, F.: Particle, kinetic and hydrodynamic models
of swarming. In Mathematical modeling of collective behavior in Socio-Economic and Life Sciences,
297–336 (2010).
[15] Carrillo, J. A., Fornasier, M. Rosado, J., and Toscani, G.: Asymptotic flocking dynamics for the kinetic
Cucker-Smale model, SIAM J. Math. Anal. 42, 218–236 (2010).
[16] Cho, J., Ha, S.-Y., Huang, F., Jin, C. and D. Ko: Emergence of bi-cluster flocking for the Cucker-Smale
model, Math. Mod. Meth. Appl. Sci. 14, (2016) doi: 10.1142/S0219530515400023.
[17] Cho, J., Ha, S.-Y., Huang, F., Jin, C. and D. Ko: Emergence of bi-cluster flocking for agent-based
models with unit speed constraint. Analysis and Applications 14, 39–73 (2016).
[18] Choi, Y.-P.: Global classical solutions of the Vlasov-Fokker-Planck equation with local alignment forces,
preprint.
[19] Choi, Y.-P.: A revisit to the large-time behavior of the Vlasov/compressible Navier-Stokes equations,
preprint.
[20] Choi, Y.-P.: Compressible Euler equations interacting with incompressible flow, Kinetic and Related
Models 8, 335–358 (2015).
EMERGENT DYNAMICS OF THE CUCKER-SMALE FLOCKING MODEL AND ITS VARIANTS 25
[21] Choi, Y.-P.: Global classical solutions and large-time behavior of the two-phase fluid model, preprint.
[22] Choi, Y.-P.: Finite-time blow-up phenomena of Vlasov/Navier-Stokes equations and related systems,
preprint.
[23] Choi, Y.-P. and Lee, J.: Global existence of weak and strong solutions to Cucker-Smale-Navier-Stokes
equations in R2, Nonlinear Anal.-Real. 27, 158–182 (2016).
[24] Choi, Y.-P. and Kwon, B.: Two-species flocking particles immersed in a fluid, Comm. Info. Sys. 13,
123–149 (2013).
[25] Choi, Y.-P. and Kwon, B.: Global well-posedness and large-time behavior for the inhomogeneous Vlasov-
Navier-Stokes equations, Nonlinearity 28, 3309–3336 (2015).
[26] Choi, Y.-P. and Kwon, B.: The Cauchy problem for the pressureless Euler/isentropic Navier-Stokes
equations, preprint.
[27] Cucker, F., and Dong J.G.: On the critical exponent for flocks under hierarchical leadership, Math.
Mod. Meth. Appl. Sci. 19, 1391–1404 (2009).
[28] Cucker. F., and Huepe, C.: Flocking with informed agents, Maths. in Action 1, 1–25 (2008).
[29] Cao, M., Morse, A. S., and Anderson, B. D. O.: Reaching a consensus in a dynamically changing
environment: A graphic approach, SIAM J. Control Optim. 47, 575–600 (2008).
[30] Cao, M., Morse, A. S., and Anderson, B. D. O.: Reaching a consensus in a dynamically changing
environment: Vonvergence rates, meansurement delays, and asynchronous events, SIAM J. Control
Optim. 47, 601–623 (2008).
[31] Cucker, F., and Smale S.: Emergent behavior in flocks, IEEE Trans. Autom. Control 52, 852–862
(2007).
[32] Cucker, F., and Smale S.: On the mathematics of emergence, Japan. J. Math. 2, 197–227 (2007).
[33] Dalmao, F., and Mordecki, E.: Cucker-Smale flocking under hierarchical leadership and random inter-
actions, SIAM J. Appl. Math. 71, 1307–1316 (2010).
[34] Diestel, R.: Graph Theory, Graduate Texts in Mathematics New York, U.S.A.: Springer-Verlag, (1997).
[35] Dobrushin, R.: Vlasov equations, Funct. Anal. Appl. 13, 115–123, (1979).
[36] Duan, R., Fornasier, M., and Toscani, G.: A kinetic flocking model with diffusion, Commun. Math.
Phys. 300, 95–145 (2010).
[37] Ha, S.-Y., Kang, M.-J., and Kwon, B.: A hydrodynamic model for the interaction of Cucker-Smale
particles and incompressible fluid, Math. Mod. Meth. Appl. Sci. 24, 2311–2359 (2014).
[38] Ha, S.-Y., Kang, M.-J., and Kwon, B.: Emergent dynamics for the hydrodynamic Cucker-Smale system
in a moving domain, SIAM. Math. Anal. 47, 3813–3831 (2015).
[39] Ha, S.-Y., Ko, D., Zhang, Y. and Zhang, X.: Emergent dynamics in the interactions of Cucker-Smale
ensembles, preprint.
[40] Ha, S.-Y., Ko, D. and Zhang, Y.: A criterion for non-flocking and emergence of multi-cluster flocking
for the Cucker-Smale model, preprint.
[41] Ha, S.-Y. and Liu, J.-G.: A simple proof of Cucker-Smale flocking dynamics and mean field limit.
Comm. Math. Sci. 7, 297–325 (2009).
[42] Ha, S.-Y. and Tadmor, E.: From particle to kinetic and hydrodynamic description of flocking, Kinetic
and Related Models 1, 415–435 (2008).
[43] Haskovec, J.: Flocking dynamics and mean-field limit in the Cucker-Smale-type model with topological
interactions, Physica D 261, 42–51 (2013).
[44] Jadbabaie, A., Lin, J., and Morse, A.: Coordination of groups of mobile autonomous agents using
nearest neighbor rules, IEEE Trans. Autom. Control 48 988-1001 (2003).
[45] Karper, T. K., Mellet, A., and Trivisa, K.: Hydrodynamic limit of the kinetic Cucker-Smale flocking
model 25, 131–163 (2015).
[46] Li, Z.: Effectual leadership in flocks with hierarchy and individual preference, Disc. Cont. Dyn. Syst. A
34, 3683–3702 (2014).
[47] Li, Z., and Ha, S.-Y.: On the Cucker-Smale flocking with alternating leaders, Quart. Appl. Math. 73,
693–709 (2015).
[48] Li, Z., Ha, S.-Y., and Xue, X.: Emergent phenomena in an ensemble of Cucker-Smale particles under
joint rooted leadership, Math. Mod. Meth. Appl. Sci. 24, 1389–1419 (2014).
[49] Leonard, N. E., Paley, D. A., Lekien, F., Sepulchre, R., Fratantoni, D.M. and Davis, R. E.: Collective
motion, sensor networks and ocean sampling, Proc. IEEE 95, 48–74 (2007).
[50] Li, Z. and Xue, X.: Cucker-Smale flocking under rooted leadership with fixed and switching topologies,
SIAM J. Appl. Math. 70, 3156–3174 (2010).
26 CHOI, HA, AND LI
[51] Motsch, S. and Tadmor, E.: Heterophilious dynamics enhances consensus, SIAM Rev. 56, 577–621
(2014).
[52] Motsch, S. and Tadmor, E.: A new model for self-organized dynamics and its flocking behavior, J. Stat.
Phys. 144, 923–947 (2011).
[53] Nagy, M., A´kos, Z., Biro, D., and Vicsek, T.: Hierarchical group dynamics in pigeon flocks, Nature
464, 890–893 (2010).
[54] O’Rourke, P.: Collective drop effects on vaporising liquid sprays, Ph. D. Thesis, Princeton University,
Princeton, NJ, 1981.
[55] Paley, D.A., Leonard, N. E., Sepulchre, R., Grunbaum, D. and Parrish, J. K.: Oscillator models and
collective motion, IEEE Control Systems 27, 89–105 (2007).
[56] Park, J., Kim, H., and Ha, S.-Y.: Cucker-Smale flocking with inter-particle bonding forces, IEEE Tran.
Automatic Control 55, 2617–2623 (2010).
[57] Perea, L., Go´mez, G., and Elosegui, P.: Extension of the Cucker-Smale control law to space flight
formation, J. Guidance, Control and Dynamics 32, 526–536 (2009).
[58] Reynolds, C. W.: Flocks, herds and schools: A distributed behavioral model, Proceeding SIGGRAPH
87 Proceedings of the 14th annual conference on Computer graphics and interactive techniques 25–34
(1987).
[59] Ranz, W. and Marshall, W.: Evaporization from drops, Chem. Eng. Prog. 48, 141–180 (1952).
[60] Shen, J.: Cucker-Smale Flocking under Hierarchical Leadership, SIAM J. Appl. Math. 68, 694–719
(2007).
[61] Spannenberg, A. and Galvin, K. P.: Continuous differential sedimentation of a binary suspension, Chem.
Eng. Aust. 21, 7–11 (1996).
[62] Tadmor, E. and Tan, C.: Critical thresholds in flocking hydrodynamics with nonlocal alignment, Proc.
Royal Soc. A, 372:20130401 (2014).
[63] Toner, J. and Tu, Y.: Flocks, herds, and Schools: A quantitative theory of flocking, Physical Review
E. 58, 4828–4858 (1998).
[64] Vicsek, T., Cziro´k, A., Ben-Jacob, E., Cohen I., and Shochet O.: Novel type of phase transition in a
system of self-driven particles, Phys. Rev. Lett. 75, 1226–1229 (1995).
[65] Vinkovic, I., Aguirre, C., Simoe¨ns S., and Gorokhovski, M.: Large eddy simulation of droplet dispersion
for inhomogeneous turbulent wall flow, Int. J. Multiph. Flow 32, 344–364 (2006).
[66] Williams, F. A.: Spray combustion and atomization, Phys. fluids 1, 541–555 (1958).
[67] Xue, X., and Guo, L.: A kind of nonnegative matrices and its application on the stability of discrete
dynamical systems, J. Math. Anal. Appl. 331, 1113–1121 (2007).
[68] Xue, X., and Li, Z.: Asymptotic stability analysis of a kind of switched positive linear discrete systems,
IEEE Trans. Autom. Control 55, 2198–2203 (2010).
(Young-Pil Choi)
Fakulta¨t fu¨r Mathematik
Technische Universita¨t Mu¨nchen, Boltzmannstraße 3, 85748, Garching bei Mu¨nchen, Germany
E-mail address: ychoi@ma.tum.de
(Seung-Yeal Ha)
Department of Mathematical Sciences and Research Institute of Mathematics
Seoul National University, Seoul 151-747, Republic of Korea
E-mail address: syha@snu.ac.kr
(Zhuchun Li)
Department of Mathematics
Harbin Institute of Technology, Harbin 150001, P.R.China
E-mail address: lizhuchun@hit.edu.cn
