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The structure factor for electric field correlations in the two dimensional Coulomb fluid is simulated
and compared to theories of the dielectric function. Singular changes in the structure factor occur at
the BKT insulator to conductor transition, as well as at a higher temperature correlation transition
between a poor electrolyte and perturbed Debye-Hu¨ckel fluid. Structure factors are found to differ
in the canonical and grand canonical ensembles, with the poor electrolyte showing full ensemble
inequivalence. We identify mechanisms of ‘underscreening’ and ‘pinch point’ scattering that are
relevant to experiments on ionic liquids and artificial spin ice respectively.
The two dimensional Coulomb fluid is a prototype
for many condensed matter systems, including two di-
mensional superfluids and magnets [1–3], one dimen-
sional metals [4, 5] and even three-dimensional elec-
trolytes [6, 7]. Its electric field correlations are there-
fore relevant to chemical and biological processes [8], to
novel classes of electrolyte such as ‘ionic fluids’ [9, 10],
and to ‘emergent’ Coulomb fluids, where experiments
have imaged the field correlations of Coulomb fluids for
the first time [11–14]. On increasing the temperature
at small charge density, the Coulomb fluid undergoes a
Berezinskii-Kosterlitz-Thouless (BKT) transition [1–3] at
TKT, from a low temperature insulating state of bound
charge pairs to a high temperature conducting, or elec-
trolyte, state of free charges.
The evolution of the dielectric function and implic-
itly, the structure factor, through the transition, was dis-
cussed in early works by Zittartz and Huberman [4] (ZH)
and Everts and Koch [5] (EK). They predict that the
conducting phase is divided into two regimes by a second
temperature, T2 such that in the temperature interval
TKT < T < T2, the Coulomb fluid is a ‘poor electrolyte’
with non-analytic components in the response functions.
The classical response of a standard electrolyte, which
can be described by Debye-Huckel theory and its correc-
tions, only appears above the ‘correlation transition’ [15]
at T2.
Working in the limit of vanishing charge density ZH
find T2 = 2TKT. In this limit, a singularity occurs in the
pressure function of a primitive model of charges ±Q, at
Q2
8pi0kBT
= 1 [4, 16], signalling the charge pair condensa-
tion of the BKT transition. For temperatures below TKT,
the structure factor is predicted to give a cusp of finite
amplitude at wavevector q = 0. Above this temperature,
as the Coulomb interaction between charges Q1 and Q2
separated by distance r varies as ∼ −Q1Q22pi0 ln
(
r
a
)
, inte-
grals in the partition function remain singular in r for all
TKT < T < 2TKT. This is the poor electrolyte in which
the logarithmic interaction ensures scale free behaviour
over all scales including the ultraviolet cut off a.
EK generalised this work to finite density, showing that
the ‘inertial range’ is eventually cut off at large scale by a
screening length which itself is a non-analytic function of
density. These simple arguments were confirmed by map-
ping to the Sine-Gordon equation [17] and using renor-
malisation techniques [18]. Refs. [17, 18] interpreted the
poor electrolyte as a gas of coexisting monopoles and
dipoles, but here we show that the non-analytic prop-
erties are consistent with unbounded dipolar, or multi-
scale, pairs. All calculations suggest that, while TKT is
shifted at finite density, T2 is density independent but
with reduced inertial range as density increases. Setting
the free space permittivity 0 = 1/2pi and chargeQ = ±1,
as in Ref. [19], gives the the upper limit for TKT =
1
4 and
that for T2 =
1
2 .
We have simulated the static structure factor for
electric field correlations of a two dimensional lattice
Coulomb fluid across its rich phase diagram [19, 20]. We
take a field theoretic approach, using the algorithm de-
scribed in detail in Refs. [21, 22] and summarised in
the Supplementary Material. In this paper we present
results at zero core energy, a situation compatible with
magnetic systems and superfluids [2]. System sizes are
L2 on a square lattice, with L = 128, unless otherwise
stated and the lattice constant a is taken to be unity.
Zero core energy corresponds to fugacity, z = exp(βµ2D),
with −2µ2D the purely electrostatic energy cost of intro-
ducing an isolated neutral pair of charges, separated by
the lattice parameter [2]. This gives a small but non-
zero value of z which reduces the BKT transition to
TKT = 0.215 [22], but for which the unbinding picture
remains valid.
In the rest of the paper we test our simulated struc-
ture factor against ZH and EK theories. We demonstrate
full consistency with the EK theory, including the exis-
tence of a well-defined correlation singularity at T2. We
have not addressed the thermodynamic consequences of
this transition but we note that it has been addressed in
the literature [18, 23, 24]. At the level of the structure
factor, we find that the poor electrolyte is further charac-
terised by a breakdown of ensemble equivalence between
the canonical and grand canonical ensembles, a conse-
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2quence of the divergent inertial range of the contributing
length scales [25]. Such effects are striking signatures
of the approach to topological order [2], but would be
challenging to study experimentally in real BKT systems
such as magnets and superfluid films [2]. Therefore we
conclude the paper by briefly considering the relevance
of our results to more accessible systems such as ionic
liquids [9, 10] and artificial spin ice [13, 14].
Following Refs. [21, 22], the solution of Gauss’ law
gives a generalised electrostatic field E with solenoidal,
irrotational and harmonic components which, for pe-
riodic boundary conditions are confined to zero wave
vector, q = 0. The irrotational and solenoidal fields
Fourier transform to longitudinal (L) and transverse
(T) components EL, ET respectively, which fluctuate in-
dependently. The longitudinal structure factor SL =
〈EL(q)EL(−q)〉 and the transverse structure ST =
〈ET(q)ET(−q)〉 are the eigenvalues of the structure fac-
tor tensor Sαβ(q). These eigenvalues are periodic with
the reciprocal lattice {G} as shown in Fig.1a.
Of most interest is the longitudinal structure factor
SL as this characterizes the fluctuations of the irrota-
tional electric fields that emanate from the charges in
the system. It is related to the Fourier transform of
the charge-charge correlation function via Gauss’ law:
SL(q) = a
2
−204q 〈ρ(q)ρ(−q)〉, where ρ(q) is the Fourier
transform of the local charge density and where 4q =
2− cos(qxa)− cos(qya) is the lattice Laplacian which re-
duces to the −q2a2 expected of continuous systems at
long wavelength.
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FIG. 1: (a) Longitudinal structure factor SL(Q) (T = 1.5) across several Brillouin zones. (b) Line shape of SL(q)
along the trajectory [1, 1] as a function of temperature (here q = Q−G where G is a reciprocal lattice vector). (c)
Zoom in near to the BKT transition at TKT = 0.215.
Figure 1 b shows the thermal evolution of SL(q),
sweeping over a large temperature range. Empirically,
the structure factor is found to rapidly narrow in q and
tend to a multi-Lorentzian form at temperatures below
T2 [26], consistent with the anticipated finite-q region of
non-analytic scaling [5]. There is evidence of a cusp form-
ing around the BKT transition (TBKT ≈ 0.215). Rather
surprisingly, on heating well above the transition, the
line shape evolves in a non-monotonic way: it first flat-
tens and then sharpens again. Zooming into a reduced
temperature range in Fig. 1c, one can see that the cusp,
which is indeed finite below TKT and which diverges at
the transition. The singularity remains for an extensive
temperature range above, with rounding finally appear-
ing above T = 0.28.
A quantitative analysis of the lineshape may be
achieved by relating the structure factor to the elec-
trostatic susceptibility and to the static dielectric func-
tion. The susceptibility is the response of the internal
field to an external field D, χ(q) = − 0EL−DD , which
is related to the structure factor for field correlations:
SL(q) = a2kTχ(q)/0 and to the dielectric function by
q = (1− χ(q))−1. This can be written in Dyson form
q = 1 + χ(q)q = 1 +
1
−kBT04q 〈ρ(q)ρ(−q)〉q, (1)
and developed perturbatively in diagrammatic series.
This is the approach taken by EK [5] in the low charge
density limit, where the small parameter is the fugacity
z. For systems with short ranged charge correlations,
and number density of charges n = n+ + n−, one ex-
pects 〈ρ(q)ρ(−q)〉 = (1 + F )na2Q2, with F a constant
of order unity, as all but short ranged off-diagonal terms
in the correlation function sum to zero. The limit of
weak correlations, in which F = 0, corresponds to the
Debye-Hu¨ckel dielectric function q = 1−κ2a2/4q, where
κ =
√
nQ2/0kT is the reciprocal Debye length. EK find
that this logic is satisfied for T > 2TKT with F (T ) a pos-
itive, temperature dependent function falling to zero at
high temperature.
However, in the poor electrolyte regime, TKT < T <
2TKT, the inverse screening length must be replaced by
3a new non-analytic function
κ˜ = C(T )nν/2, ν =
1
2
(
T
T − TKT
)
, (2)
such that κ˜−1  κ−1 throughout the poor electrolyte
regime. Accordingly the structure factor is predicted to
follow the anomalous law, SL ∼ ( qκ˜)−2/ν for for qκ˜ > 1
and to crossover to classical behaviour, SL ∼ κ˜2q2+κ˜2 for q
below this anomalously small threshold.
For finite charge density, as TKT is shifted, Eq. (2) will
need to be modified unless T2 is shifted linearly with TKT.
To test EK theory we retain Eq. (2), but use the renor-
malised BKT transition temperature, testing the validity
of this conjecture near TKT by making quantitative anal-
ysis of our data.
Our results are summarised in Figs. 2, 3, where we
show that the simulated longitudinal structure factor can
be divided into the three temperature regions. In regime
(i), T > 0.5, using F (T ) as a fitting parameter, we find
near-perfect agreement between theory and simulation
(Fig.2a). The best fit value of F (T ), shown in Fig. 2b
increases from zero at high temperature and appears to
diverge as T = 0.5 is approached from above, confirming
that there is indeed a singular change in the form of the
structure factor at, or near this temperature. The sur-
prising sharpening of the line shape at high temperature
arises because as F → 0 with increasing T , n(T ) satu-
rates (Fig. 2b). The lineshape then sharpens as 1√
T
and
the system becomes a dense electrolyte described quan-
titatively by Debye-Hu¨ckel theory.
In regime (ii), the poor electrolyte 0.215 < T < 0.5,
highlighted in Fig. 3, the single function F (T ) is unable
to fit the data and the analytic EK function progressively
fails below T = 0.5. At T = 0.4 this is already unequiv-
ocal. By T = 0.3, a crossover can be observed between
anomalous response and a quadratic regime at small q.
Below this temperature, the crossover to screened corre-
lations at small q = 0 passes outside the scale of the sim-
ulation box. This is confirmed in Fig. 4 where we show
structure factors for L = 32 and L = 128 at T = 0.7
and T = 0.25. For the higher temperature there is near-
perfect data collapse, showing that the screening length
is well below these scales. However, at the lower temper-
ature the peak height at q = 0 is strongly size dependent.
More extensive finite size scaling would be necessary to
test this further.
In this strongly anomalous regime it is possible to make
a quantitative test of the above predictions. Considering
first the temperature range T = 0.22 − 0.25 (i.e. just
above the shifted TKT), Eqn. 2 predicts small exponents
varying in the range 2/ν = 0.09− 0.56 respectively. Fig.
3 confirms that our simulations are fully consistent with
these predicted values (Fig. 3a) and support the pro-
posed shift in TKT. Included in the figure are fits for
an exponent fixed at 0.6, for comparison. As one might
expect, at higher temperature (T > 0.25) the range of
reciprocal length scales over which the structure factor
is described by a power law diminishes, which makes the
fitting much less precise. The predicted value continues
to fit the data over a reduced range of q values, but fitting
with a fixed exponent appears equally good (not shown).
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FIG. 2: (a) Simulated structure factor (black points)
versus SL(q) = (a2kT/0)η
2/
(
η2 + (−∆q)
)
with
η2 = κ2a2(1 + F (T )) [5]. Red and blue lines indicate
the standard electrolyte (accurate fits) and poor
electrolyte (approximate fits) regimes respectively. (b)
The fitted F (T ) (red – full line, accurate fits; dashed
line, approximate fits) and simulated density n(T )
(blue; lines are guides to the eye)
.
In Regime (iii), T < TKT, we find a finite cusp sin-
gularity at q = 0 compatible with the above predictions.
ZH provide a closed form for the structure factor which
we do not reproduce here but which fits the data with a
single fitting parameter (see SM).
Included in this analysis is the data set at T = 0.22,
which shows scaling compatible with the proposed poor
electrolyte regime (Fig. 3, black line), yet here the di-
vergence at the origin is more strongly cut off at a finite
value, in the form of a cusp, as if one were still in the con-
fined charge phase with bound pairs. Fig. 3 (cyan line)
shows how the data at this temperature just above TKT
can alternatively be fitted with the scaled ZH form. This
combined state of affairs is consistent with the expected
shift in the BKT transition in a finite system where cor-
rections go as the logarithm of the system size [27].
One of the consequences of long range interactions is
the possibility of ensemble inequivalence [25]. In the case
of Coulomb interactions, screening typically regularises
the interactions ensuring ensemble equivalence for ther-
modynamic variables. However, even in this case, struc-
ture factors could show differences at finite wavevector.
The results of our preliminary investigations of this ques-
tion are shown in Fig. 5. where we compare simulated
data in the two ensembles with the canonical density
tuned to the grand canonical average at fixed z. In the
classical electrolyte regime, for T = 1 where we previ-
ously fitted data with F ≈ 1.5, we find a considerable
difference for the canonical structure factor. It can be
fitted over a large range of q with the Debye-Hu¨ckel func-
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FIG. 3: Test of the EK form SL ∼ ( qκ˜)−2/ν (lines)
versus simulated data (points) at T = 0.22, 0.23, 0.24,
0.25 (bottom– top) where TKT = 0.215. Lines (except
cyan) are A(T ) +B(T )|q|−C(T ) where A,B are
determined by fitting at q = 0.75, 1.25, while cyan line
is the rescaled ZH function (see SM). Left plot:
C = 2/ν(T ) = 0.09− 0.56 respectively (Eqn. (2)).
Right plot: C = 0.6.
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FIG. 4: Size dependence of data at (a) T = 0.7 (line is
EK form) and (b) T = 0.25 (lines are guides to the eye.
All other figures refer to L = 128.
tion, F = 0, coinciding at q = 0 and appearing to cross
over back to the grand-canonical function for large q.
At T = 0.3, in the poor electrolyte regime the canoni-
cal structure factor is much narrower and of smaller am-
plitude over the entire Brillouin zone, including q = 0.
This result gives a hint of complete thermodynamic en-
semble inequivalence in this intermediate regime. It sug-
gests that, although the result at zero density, TKT =
0.25 is surely ensemble independent, the renormalisa-
tion of TKT at finite charge density may not be. A de-
tailed analysis of this question is beyond the scope of the
present work but could be the subject of future studies.
Having described our main results, we conclude the
paper by commenting in their relevance to two particular
experiments: on ‘underscreening’ in ionic liquids [10] and
on superspin correlations in artificial spin ice [13, 14].
The term ‘underscreening’ implies screening lengths
that are much greater than the Debye length. High
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FIG. 5: Grand canonical ensemble (CGE) and canonical
ensemble (CE) results at two {T, n} combinations (red
line = fit. of Fig.2a), compared with the Debye-Hu¨ckel
prediction (orange line).
density ionic fluids, when placed in confined geometry,
appear to be strongly underscreened [10] but the ori-
gin of this remains an open question. In any real ionic
fluid, the dielectric function, and hence field correla-
tions at large q, will depend on local chemical details, or
the precise short-ranged form of the potential [28], but
long ranged underscreening is more likely a generic prop-
erty that can be captured by our model. Our analysis
of EK theory reveals two mechanisms for underscreen-
ing. First, while the normal electrolyte is, if anything,
‘overscreened’ (Fig. 2), the poor electrolyte becomes
massively underscreened, as the increasing formation of
multi-scale dipoles reduces the effective free charge con-
centration and frustrates the screening to expose the long
range interaction (Fig. 3). Second, a restriction on chan-
nels for particle exchange tends to enhance the screening
length, as evidenced by the ensemble inequivalence we
have found (Fig. 5). Both mechanisms may be relevant
to ionic liquids: in three dimensions, dipolar correlations
are weaker than in two dimensions, but it is plausible
that dimensional reduction from the steric effects of con-
finement, or shape anisotropy, could enhance the effective
range of the 1/r potential (and hence the dipolar correla-
tions), while the loss of ergodicity with respect to particle
exchange could mimic ensemble inequivalence.
Turning now to artificial spin ice [29], the correla-
tions of the micromagnetic elements (superspins) in these
metamaterials show a striking ‘pinch point’ pattern in
the effective neutron scattering cross section, a feature
that is taken as a diagnostic of emergent electromag-
netism [13, 14]. We retrieve an effective neutron scatter-
ing pattern (Fig. 6a) by projecting our structure factor
tensor transverse to the ‘scattering’ vector Q = G+ q.
Just below the BKT transition, this pattern is almost
identical to that observed experimentally in artificial spin
ice [13, 14]. The pinch points arise because of a break-
ing of rotational invariance in the dipolar regime (see
Ref. [30] for a detailed discussion). Fig. 6b,c shows
how, as the system is heated through the BKT transi-
tion, the pinch points broaden, as the excitation of de-
confined charges restores rotational invariance on length
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FIG. 6: (a) Sαβ(Q) projected transverse to Q at T = 0.22. (b) Sharp pinch point at T = 0.22 ≈ TBKT. (c) Rounded
pinch point at T = 0.29 > TBKT. (d) Transverse projection of S
L(Q) at T = 0.29 with ‘longitudinal pinch points’.
scales longer than the screening length. The observation
of broadened pinch points in very large artificial spin ice
arrays would be a signature of magnetic charge that is
deconfined and fully screened on all long length scales
within the system. However any such effect would go
beyond a model of classical dipoles. In addition, con-
struction of the transverse projection of SL would also be
interesting, because, as shown in Fig. 6d, this contains
‘anti pinch points’ (‘bow-ties’ rather than ‘hour-glasses’),
reminiscent of some antiferromagnets [31].
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Electric field fluctuations in the two-dimensional Coulomb fluid
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1. Details of the Simulations
The program is written in Fortran 2008 with OpenMPI
used for parallelisation and FFTW for the Fourier trans-
forms of the electric field. In addition to an irrotational
and harmonic part, the algorithm [1] introduces a freely-
fluctuating rotational field, which maintains the thermo-
dynamics of the system because the partition function
factorises.
Three main field updates are used. (1) A field link up-
date which combines charge creation, annihilation and
movement. Flux Ei → Ei ± Q/ is added to, or sub-
tracted from a randomly chosen field link, which is equiv-
alent to adding or subtracting a unit of charge from one
end of the field link and subtracting or adding it at the
other end (Fig.1).
qi qj
Eij
qi ± q qj ∓ q
Eij ± q/0
FIG. 1: A field link update.
(2) Addition or subtraction of flux ∆ around a ran-
domly chosen plaquette of field links (Fig. 6); this al-
lows for relaxation of the total field via sampling of the
solenoidal (rotational) degrees of freedom. (3) Addition
or subtraction of E¯µ → E¯µ + L QLd0n to a given compo-
nent µ of the the harmonic mode of the field is proposed,
which corresponds to the change in the harmonic mode
arising from a single charge winding around the system
once in the µ-direction. This results [2, 3] in a grand
canonical energy change of QL
(
q
2L ± E¯µ
)
.
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FIG. 2: A rotational update.
All three updates are proposed and accepted or re-
jected by the Metropolis algorithm. One Monte Carlo
sweep consists of N = L2 field link updates, 2N ro-
tational updates and N harmonic updates. The grand
canonical simulations begin with vacuum; the canoni-
cal simulations begin with nN/2 dipole pairs placed ran-
domly throughout the system, with no new charges added
or removed as the simulation proceeds.
The simulations were run for 250,000 thermalization
sweeps and 500,000 subsequent sweeps for a lattice of
linear length L = 128 (N = 16384), with measure-
ments taken every 20 sweeps. OpenMPI is used to per-
form identical simulations with different random seeds,
in this case over 32 nodes. For each measurement vari-
ous thermodynamic quantities are sampled and the cur-
rent field configuration is Fourier transformed using the
FFTW 2D real-to-complex transform. After each simu-
lation, the Fourier-transformed correlation tensor Sαβ(q)
was eigendecomposed to extract the longitudinal and
transverse eigenvalues, which were then used to con-
struct the longitudinal and transverse field components
SL(q) and ST (q). The code used can be found at
http://github.com/cuamll/mr.
2. Comparison with the ZH form
For regimes (ii) and (iii), defined in the main text,
ZH [4] derived a thermodynamic limit formula for the cor-
relation function in a low density or fugacity approxima-
tion. This translates to q = 1 + κ
2 (1− JA(qa)) /(−∆q)
with
JA(qa) =
2ν′
Γ[ν′ + 1]
(
q2a2
4
)ν′/2
Kν′
(√
q2a2
)
, (1)
where ν′ = 2pi0Q
2
2kT − 1 and Kν′ is a modified Bessel func-
tion of the second kind. A comparison of this expression
with the simulated date is shown in Fig.3. The cusp-like
ZH form is qulitatively correct at, and below, TKT.
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FIG. 3: Simulated SL(q) (black points) compared with
ZH theory (magenta line, no fitted parameters) and ZH
theory with rescaled peak (cyan line, one fitted
parameter; the function is represented as a constant
term plus a q-dependent term, where the latter is
rescaled).
