Abstract -The purpose of this paper is to propose models for project scheduling when there is considerable uncertainty in the activity durations, to the extent that the decision maker cannot with confidence associate probabilities with the possible scenarios. Our modeling techniques stem from robust optimization, which is a theoretical framework that enables the decision maker to produce solutions that will have a reasonably good objective value under any likely input data scenario. We develop and implement a scenario-relaxation algorithm and a scenario-relaxationbased heuristic. The first algorithm produces optimal solutions but requires excessive running times even for medium-sized instances; the second algorithm produces high-quality solutions for medium-sized instances and outperforms two benchmark heuristics.
I. INTRODUCTION
Both in production and in service sectors, project management is a discipline of particular interest. Project-based organization and work is encountered within a very wide variety of applications: research and development (R&D), software development, construction, public infrastructure, process reengineering, maintenance operations, . . . A project itself can be informally defined as a unique undertaking, consisting of a set of precedence-related activities that have to be executed using diverse and mostly limited company resources. Project management deals with the selection and initiation of projects, as well as with their operation and control. Project scheduling, as a part of project management, is aimed at deciding when in time to start (and finish) which project activities, and at allocating scarce resources to the activities.
Unfortunately, project parameters such as activity durations and resource requirements are seldom precisely known and usually subject to estimation errors. Uncertainty is the prime cause of incomplete and unreliable data. This uncertainty can originate from a great number of potential sources, but in this paper we focus only on uncertainty in the activity durations. Specifically, we study the resource-constrained project scheduling problem (RCPSP) (see [10] , [12] , [16] for surveys). The most-studied objective for the so-called stochastic RCPSP [4] , [7] , [18] , where a probability distribution is specified for the durations, is to select a policy that minimizes the expected value of the project makespan within a specific class of policies. Our purpose is to propose models for this scheduling problem that are useful when there is considerable uncertainty in the activity durations, to the extent that the decision maker does not have sufficient confidence in the subjective probabilities that can be attributed to the different duration scenarios, so that expected values cannot be computed. Our modeling techniques stem from robust optimization, which is a theoretical framework that enables the decision maker to produce solutions that will have a reasonably good objective value under any likely input data scenario [1] , [13] .
The contributions of this paper are threefold: (1) we describe how robust optimization can be applied to project scheduling under uncertainty; (2) we develop a scenario-relaxation algorithm to solve the optimization problem at hand; and (3) based on the scenario-relaxation algorithm, we develop a heuristic procedure that produces better results than two benchmark heuristics for medium-sized instances.
II. DEFINITIONS AND PROBLEM STATEMENT
In the following subsections, we provide some general definitions (Section II-A), we outline the concept of scheduling policies (Section II-B) and we give a detailed problem statement (Section II-C). Section II-D discusses the difficulty of the evaluation of the objective function and Section II-E contains our findings for an example project.
A. Project scheduling
We examine the scheduling of a single project. The project consists of a set V = {0, 1, . . . , n + 1} of activities that need to be performed. We associate with each activity i ∈ V a set P i ⊂ R + containing the possible realizations of the duration of activity i (with R + the set of non-negative reals). This set P i can be a discrete set {p i1 , p i2 , p i3 , . ≡ max Pi p ik . The (dummy) activities 0 and n + 1 have zero duration (meaning that P 0 = P n+1 = {0}). We use a lowercase vector p = (p 0 , p 1 , . . . , p n+1 ), with p i ∈ P i for all i ∈ V , to represent one particular scenario of the durations (also called sample or realization). The set containing all scenarios is denoted by P = P 0 × P 1 × . . . × P n+1 : the possible durations for one activity are not dependent on the values chosen for the other activities.
When each |P i | = 1, we are in the case of the (deterministic) RCPSP. Since each duration is a constant in this case, we also use the vector notation p = (p 0 , . . . , p n+1 ) for the durations. A solution to the RCPSP is a schedule s, i.e., an (n + 2)-vector of starting times (s 0 , s 1 , . . . , s n+1 ) with s i ≥ 0 for all i ∈ V . In most projects, some of the activities can only be started once other activities are completed. Such precedence relationships between the activities are represented by a binary relation E ⊂ V ×V . We assume that E is a (strict) partial order on V , i.e. an irreflexive and transitive relation. The activities 0 and (n + 1) represent the start and end of the project, respectively, meaning that ∀i ∈ V \ {0} : (0, i) ∈ E, and ∀i ∈ V \ {(n + 1)} : (i, n + 1) ∈ E, or in other words, 0 and (n + 1) are predecessor, respectively successor, of all other activities. A so-called precedence graph G(V, E) is inferred, where the nodes correspond to activities and arcs represent precedence relations. For a binary relation A on V , we let T (A) denote its transitive closure, defined as the minimal transitive relation on V that contains A. Since E is transitive and irreflexive, G does not contain a cycle, and all precedence networks G(V, A) with the same transitive closure G(V, T (A)) represent the same scheduling instance. The schedule s is said to be precedence feasible if
Without loss of generality, we usually set s 0 = 0.
The project activities are to be scheduled on a set R of renewable resource types with availability b k for each k ∈ R (e.g., groups of equivalent workers or machines). Each activity i ∈ V occupies a fixed number b ik ∈ N units of each resource type k during its execution. The activities 0 and n + 1 do not use resources: b 0k = b n+1,k = 0 for all k ∈ R. A schedule s is said to be resource feasible if, at any time t and for each resource type k ∈ R, it holds that i∈A(s,t) b ik ≤ b k , where the active set A(s, t) = {i ∈ V |s i ≤ t < s i + p i } contains the activities in V \{0, n + 1} that are in progress at time t. The objective of the RCPSP is to find a precedence-feasible and resource-feasible schedule s that minimizes the project makespan s n+1 .
In this article, we examine the following problem: at the start of the project, the decision maker does not know which activity duration scenario will occur, and yet a number of sequencing decisions need to be made already (at least, he/she needs to decide which activities to release for execution at the start of the project horizon). We assume that an activity's duration realization is known only when the activity finishes (although this may implicitly be discovered earlier in the discrete case, namely as soon as the last-but-one scenario is exceeded). Sequencing decisions take the form of scheduling policies, which are the subject of the next subsection. Figure 1 (a) represents a precedence network for a small project with n = 5 non-dummy activities, so V = {0, 1, . . . , 6} (the dummy nodes 0 and 6 are omitted for brevity). In our example project, the resource availability of a single resource type (|R| = 1) is b 1 = 3 units. All remaining data are provided in Figure 1 (b). The schedule graphically represented in Figure 2 is a feasible schedule for this project when the activity durations are the components of the vector p 1 = (0, 2, 2, 2, 1, 2, 0). 
B. Scheduling policies
The execution of a project with uncertain activity durations is a dynamic decision process. A solution is a policy, which defines actions at decision times. Decision times are typically the start of the project and the completion times of activities. An action can entail the start of a set of activities that is both precedence feasible and resource feasible. A schedule is thus constructed gradually through time. A decision at time t can only use information that has become available before or at time t; this requirement is often referred to as the non-anticipativity constraint. As soon as all activities are completed, the activity durations are known, yielding a realization p.
A set of activities F ⊂ V is a forbidden set of a precedence relation A if it is an anti-chain of A (a stable set in graph G(V, A)) and if i∈F b ik > b k for at least one k ∈ R: these sets can give rise to resource conflicts during project execution. A subset-minimal forbidden set is called a minimal forbidden set or mfs (see for instance [19] ). The set of mfss for precedence relation A is denoted by F(A). For the example project presented in the previous subsection, we have E = {(2, 3)} and F(E) = {{1, 2, 5}, {1, 3, 4}, {2, 4}, {3, 4, 5}}. Several scheduling policies for projects with stochastic activity durations were presented by Igelmund and Radermacher [11] based on the concept of forbidden sets. In this article, we study the set of earliest-start policies (ES-policies), which can be applied also when the probability distributions are not known. An ES-policy is characterized by a set of activity pairs X ⊂ (V × V ) \ E, such that for the extended set of activity pairs E ∪ X it holds that F(T (E ∪ X)) = ∅. The implication is that we can ignore the resource constraints if we respect the precedence constraints corresponding with E ∪ X; in line with Balas [6] , we call X a selection. The policy is feasible if G(V, E ∪ X) is still acyclic. A selection X of activity pairs that leads to a feasible ES-policy is called a sufficient set or sufficient selection.
An ES-policy parameterized by a sufficient selection X can be interpreted as a function R n+2 + → R n+2 + : p → s(X, p) that maps given samples p of activity durations to feasible schedules s [11] , [18] . Let G(V, E∪X, p) denote the weighted graph where each arc (j, k) ∈ E ∪ X is valued by p j . The starting time s i (X, p) is the length of a longest path from 0 to i in G(V, E ∪ X, p), which can be determined recursively (via standard longest-path calculations in acyclic graphs). The optimal makespan s *
where X is the set containing all sufficient selections. For known durations, this model is an extension of the disjunctivegraph representation of the classic job-shop scheduling problem [17] , and has been known for quite some time already (see Balas [6] , for instance).
In what follows, will use transshipment networks that represent the flow of resource units between activities; these networks are subsequently referred to as (resource) flow networks. Such networks have recently been proposed by various sources, for example [2] , [9] , [15] . In this article, the word flow refers to a resource flow. A flow f assigns to each
representing the number of resource units of type k that are transferred from the end of activity i to the start of activity j. These values must satisfy the following constraints, which are flow-conservation constraints as well as lower and upper bounds on the flow through intermediate nodes (not the start or end node):
For each resource type k ∈ R, b k resource units are sent into the network from the start node and collected at the end node:
We are most interested in the flow-carrying arcs that are not in E. These arcs do not coincide with technological precedence constraints and are gathered in the set
A flow f entails a detailed resource allocation decision for the individual units of each resource type, and induces additional precedence constraints via the elements of C(f ) under the condition of invariant resource allocation (see Bowers [9] for a discussion). We say that a flow f is feasible when G(N, E ∪ C(f )) is acyclic, in which case the project can be implemented with the resource-allocation decisions inherent in f . It is obvious that for a feasible flow f , X = C(f ) is a sufficient set; conversely, if the selection X defines a feasible ES-policy, then a feasible flow f exists with E ∪C(f ) ⊆ T (E ∪X). A further discussion of the equivalence between ES-policies and resource flows can be found in [14] , [15] . . The dummy activities 0 and 6 function as source and sink for the three resource units of the single resource type: the three units are dispatched into the network from activity 0 and gathered at node 6. Obviously, if more than one resource type is considered (|R| > 1), there will be a separate flow network for each resource type.
In the flow networks, some resource units are transported between activities that are not originally precedence-related (e.g., from activity 4 to 1 in case of f 1 ). If we decide to maintain the same resource allocation throughout the execution of the project then arcs such as (4, 1) in the flow network induce additional "hard" precedence constraints. In fact, once a decision has been made regarding the allocation of resources and as long as all (original and extra) precedence constraints are respected, we can disregard resource constraints altogether and still produce a resource-feasible schedule. The schedule in Figure 2 , for instance, is the result of starting all activities as early as possible subject to the original precedence constraints augmented with the extra arcs from either Figure 4(a) or 4(b) .
C. Problem statement
In this paper, we examine the minimax absolute-regret robust resource-constrained project scheduling problem or AR-RCPSP. The objective of the AR-RCPSP is to find an ES-policy that minimizes the maximum absolute regret over all scenarios. The absolute regret ρ(X, p) for a sufficient selection X and duration vector p is the difference between the makespan s n+1 (X, p) obtained by selection X and the optimal makespan s *
The maximum regret ρ max (X) for a given sufficient selection X is
The optimization problem that we wish to solve can now be stated as follows:
A duration scenario p is said to be extreme if
for all i ∈ V . In our working paper [3] , we show that the maximum absolute regret can always be attained at an extreme scenario.
D. Objective-function evaluation
The RCPSP, which has known durations p, is strongly NPhard [8] and reduces to the evaluation of the regret for a known selection X and duration vector p: ρ(X, p) is the difference between s n+1 (X, p) and s * n+1 (p), where the first term can be obtained by a longest-path computation in G(V, E ∪X, p) and the second term is the optimal solution to the RCPSP instance. Consequently, once we know ρ(X, p), we also know s * n+1 (p). Hence, since the RCPSP is NP-hard, computing ρ(X, p) is also NP-hard.
Since computing the regret for a fixed ES-policy and duration vector is itself NP-hard, the computation of the maximum regret is not easy either. More precisely, evaluating the maximum absolute regret ρ max (X) is NP-hard for a given ES-policy defined by X: if the set of possible durations P i is a singleton for each activity i ∈ V then |P| = 1 and the evaluation of ρ max (X) is equivalent to the evaluation of ρ(X, p * ), where P = {p * }. In project scheduling, when activity durations are decision variables, one deals with a so-called multi-mode scheduling problem. The problem of evaluating the maximum regret of a given ES-policy amounts to a multimode resource-constrained project scheduling problem.
By similar arguments, we also see that the computation of ρ * is hard: when |P| = 1, minimizing the maximum regret amounts to finding a policy X with critical-path length of the extended network equal to the minimal RCPSP makespan, which is equivalent to solving the RCPSP.
E. Example project
For the example project presented in Section II-A, define X 1 = C(f 1 ) and X 2 = C(f 2 ), with f 1 and f 2 as described in Figure 4 . The regret of X 1 is maximized for duration vector p 2 = (p 01 , p 13 , p 21 , p 31 , p 42 , p 52 , p 71 ) = (0, 8, 2, 2, 3, 2, 0), with an optimal selection for this scenario being Y = {(2, 5), (4, 2)}, which isolates activity 1 on a separate resource unit because this activity may have a high duration (namely 8); the regret in this case is equal to the highest possible duration of activities 4 and 5, which are successors of activity 1 according to X 1 . We have
Similarly, the maximum regret of X 2 equals 2, which is the duration of activity 3 (which has only one possible value).
The maximum regret ρ max (·) is minimized by both the policies Y and X 2 and equals 2 (so ρ * = 2). A maximum-regret scenario for Y is p 3 = (0, 1, 3, 2, 3, 1, 0), with s 6 (Y, p 3 ) = 8 while s 6 (Z, p 3 ) = 6, where Z = {(1, 3), (2, 1), (2, 4), (5, 4)}. The value of ρ max (Z), on the other hand, is 5.
III. MINIMAX ABSOLUTE-REGRET OPTIMIZATION
Our starting point for producing solutions to the AR-RCPSP is the following bi-level formulation of the problem:
We can assume that P contains only the extreme duration scenarios. The two levels of optimization are easily integrated and we resort to a so-called "event-oriented" formulation for the longest-path computations in the graph G(V, E ∪ X) (for details, see [20] ). This leads to
subject to
together with the following scenario-independent constraints:
In this formulation, M is a large number and the scenario set P = {p 1 , . . . , p |P| }. In the worst case, we have |P| = 2 n . Hence, the MILP (mixed-integer linear program) includes an exponential number of variables S h i and constraints (2)-(4). Furthermore, for each duration vector p h the optimal RCPSP solution s * n+1 (p h ) has to be computed. We therefore investigate the possibility of solving a relaxed version of the foregoing formulation by incorporating the constraints corresponding with only a subsetP ⊂ P, iteratively adding scenarios until it can be guaranteed that the solution obtained forP has the same objective as the full model with P. Following Assavapokee et al. [5] , we will refer to this approach as scenario relaxation. We call the resulting MILP the master problem, by analogy with Benders' decomposition, with objective function value ρ * (P) for setP. Clearly, ρ * (P) is a lower bound of ρ * ≡ ρ * (P). The variables S h i = 0 for scenarios p h ∈ P \P can be removed from the model without any influence.
In [5] , a scenario-relaxation method is proposed to solve a general minimax absolute-regret optimization problem with two-stage variables. The first-stage variables are binary "choice" variables, corresponding to our f and x, representing the ES-policy. The second-stage variables are continuous "recourse" variables, in our case the variables S h . To overcome the implementation problems caused by an exponential number of constraints, Assavapokee et al. [5] propose a three-stage algorithm, based on the iterative solution of the model on a restricted scenario set. The first stage consists in solving the master problem with a restricted scenario set so as to obtain a lower bound and the corresponding values for the first-stage decision variables. For a general optimization problem, these values can be infeasible for some scenarios excluded from the scenario set. For this reason, the second stage consists in finding such "infeasible" scenarios, which are added to the scenario set and the algorithm returns to the first stage. If no infeasibilities are found, the algorithm proceeds to the third stage, which aims to identify a scenario in P \P achieving the largest regret for the candidate robust solution (here: x and f ). In this paper, each ES-policy produced by the master problem will be feasible for all scenarios: the feasibility of an ESpolicy is independent of the activity durations. We investigate scenario relaxation for AR-RCPSP in which upper and lower bounds are stepwise tightened over the course of the algorithm. Since an extreme duration vector is generated at each iteration, the solution framework converges within at most 2 n iterations; the restricted set of scenarios is updated at each iteration.
Our computational results indicate that the execution of the standard scenario-relaxation procedure until convergence may take an inordinate amount of time even for mediumsized instances. We have therefore also developed heuristic solution procedures, with a scenario-relaxation framework as a basis. A first obvious such heuristic is a variant that is not run until the stopping criterion "lower bound = upper bound" is met, but rather until the second value is within a desired precision of the first (e.g., = 5%). However, even this run with non-zero tolerance will sometimes require very high running times. We therefore also propose a different approach, still following the same overall algorithmic structure but with significant efficiency gains. The essential drawback is that we abandon even the approximation guarantee: a number of approximations are inserted throughout the procedure.
Datasets have been randomly generated with n = 10, 20 and 30 non-dummy activities; implementation details and computational results are reported and commented in the online available working paper [3] . The exact algorithm produces optimal solutions but requires excessive running times even for medium-sized instances; the scenario-relaxationbased heuristic produces high-quality solutions for mediumsized instances, which are significantly better than those produced by two benchmark heuristics -although the latter consume less CPU time.
