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Abstract
This paper presents the Maude Termination Tool (MTT) version 1.5. MTT takes Maude programs as inputs
and tries to prove them terminating by applying diﬀerent transformation techniques and by using existing
termination tools as back-ends. MTT can use as back-end tool any termination tool supporting the TPDB
syntax, either locally if it follows the rules for the Termination Competition, or remotely as web services.
This allows us to interact with the diﬀerent tools in a uniform way, and not restricting ourselves to a speciﬁc
set of tools. Thus, tools that have participated in the competition, like AProVE, MU-TERM, TTT, etc., or
others that accommodate to the syntax and form of interaction, can be used as back-ends of MTT. In the
MTT environment, Maude speciﬁcations can be proved terminating by using (any of these) distinct formal
tools, allowing the user to choose the most appropriate one for each particular case, a combination of them,
or trying diﬀerent alternatives in the case of a particular tool cannot ﬁnd a proof.
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1 Introduction
Although the theory of termination has had a remarkable development in the last
years, and there is today a good number of tools which can be used to automatically
prove termination of rewriting (e.g., AProVE [11], CiME [5], mu-term [17], Torpa
[25], TTT [14], etc.), they cannot directly prove termination of programs in high-
level equational languages as, e.g., ASF+SDF [24], CafeOBJ [6], ELAN [1], Haskell
[15], Maude [4,3], OBJ [13], or Prolog [23]. This is due to the use in these languages
of advanced features such as conditional equations and rules, types and subtypes,
(possibly programmable) strategies for controlling the execution, matching modulo
axioms, and so on. Programs using these features are placed outside the scope of
current termination tools, which assume considerably more restrictive speciﬁcations
(untyped, unconditional term rewriting systems).
There is a clear tension between the goals of expressiveness and eﬃciency when
using equational theories as programs, and the considerably simpler assumptions of
standard reasoning techniques for rewrite systems and their associated tools. For
example, many equational programs do not terminate in the usual sense, but do so
when evaluated, e.g., with suitable types, memberships, strategies, etc. This situa-
tion has been studied recently for the case of the programming languages Haskell [12]
and Maude [10,7,8,18,19].
Consider the Maude functional module FINITE-LISTS below, where sorts
NatList and NatIList are intended to classify ﬁnite and inﬁnite lists of natu-
ral numbers, respectively. The function zeros generates an inﬁnite list of zeros,
and length computes the length of a ﬁnite list. Note the overloaded operator cons,
which can be used for building both ﬁnite and inﬁnite lists of natural numbers and
which is declared with evaluation strategy (1 0). The interpretation of this strategy
annotation is as follows: the evaluation of an expression cons(h,t) proceeds by ﬁrst
evaluating h and then trying a reduction step at the top position (represented by
0). No evaluation is allowed on the second argument t, because index 2 is missing
in the annotation. Note also that NatList is a subsort of NatIList.
fmod FINITE-LISTS is
sorts Nat NatList NatIList .
subsort NatList < NatIList .
op 0 : -> Nat .
op s : Nat -> Nat .
op zeros : -> NatIList .
op nil : -> NatList .
op cons : Nat NatIList -> NatIList [strat (1 0)] .
op cons : Nat NatList -> NatList [strat (1 0)] .
op length : NatList -> Nat .
var N : Nat .
var L : NatList .
eq zeros = cons(0, zeros) .
eq length(nil) = 0 .
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Fig. 1. Transformations available in MTT.
eq length(cons(N, L)) = s(length(L)) .
endfm
This system is terminating (i.e., all reduction sequences, for any initial term,
are ﬁnite), but both the evaluation strategy (1 0) for cons and the use of sorts and
subsorts (especially for length) are crucial to achieve this terminating behavior. In
fact, by removing either the strategy annotation or the sort information we would
get a non-terminating program: on the one hand, if reductions were allowed on the
second argument of cons, then the evaluation of zeros would never terminate; on
the other hand, an attempt to evaluate length(xs) will not terminate if length
‘accepts’ inﬁnite lists xs like, e.g., zeros; this is forbidden by specifying that length
only accepts lists of sort NatList, i.e., ﬁnite lists.
In this paper we present the Maude Termination Tool (MTT), which takes
Maude programs as inputs and tries to prove them terminating by applying diﬀerent
transformation techniques and by using existing termination tools as back-ends.
2 A transformational approach
In recent years, a number of non-termination preserving theory transformations
associating a context-sensitive term rewriting system (CS-TRS, a TRS together with
a replacement map μ) [16] to a membership rewrite theory [2,22] and to a rewriting
logic theory [21] have been presented. In MTT, we take advantage of these previous
developments and use sequences of transformations which are applied in a kind
of pipeline to ﬁnally obtain a CS-TRS whose termination can be proved by using
existing tools. The complete set of transformations available is shown in Figure 1,
where each transformation comes with a reference where it is described. All the time
non-termination is preserved under the transformations in such a way that a proof
of termination of a system which is downwards the diagram implies termination of
the system which originated it upwards. See [10,7,9,8,18,19] for details.
MTT 5 provides these sequences of transformations as alternative transforma-
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Fig. 2. Interactions between the tools.
tions, between which one can choose the more appropriate for each particular case.
Thus, one can proof the termination of a Maude speciﬁcation by transforming a sug-
ared rewrite theory (SRWT) into a context-sensitive term rewrite theory (CS-TRS),
which can be handled by tools like AProVE and mu-term combining diﬀerent trans-
formations. But one can follow several alternative paths. E.g., a context-sensitive
membership conditional term rewriting system (CS-MCTRS) can be transformed
into a context-sensitive conditional term rewriting system (CS-CTRS) by using
transformation A (which can be either complete, discarding information on kinds,
or discarding all information on sorts), or into a context-sensitive order-sorted con-
ditional term rewriting system (CS-OSCTRS) by using the transformation OS.
3 Architecture of the tool
The implementation of MTT clearly distinguishes two parts: (1) a Maude spec-
iﬁcation that implements the theory transformations described in the diagram in
Figure 1, and (2) a Java application that connects Maude and the back-end tools,
and provides a graphical user interface. Figure 2 shows the current interactions
between the tools.
The Java application is in charge of sending the Maude speciﬁcation introduced
by the user to Maude to perform transformations; depending on the selections,
one transformation or another will be accomplished (alternatively, the MTT expert
can be used to try an appropriate sequence of them automatically). The resulting
unsorted unconditional rewriting system obtained from such transformations may
be proved terminating by using any of the available back-end tools. Notice that
such resulting CS-TRS may have associative or associative-commutative operators,
context sensitive information, etc., which are expected to be appropriately handled
by the selected back-end tool. The tool’s output is given as result. Optionally, the
intermediate speciﬁcations can be shown.
Once a speciﬁcation is open in one of the editors of the tool, it can be used to
check its termination. MTT does such a check by sending a termination-preserving
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transformation of the user’s speciﬁcation to some external termination tool.
MTT can use as back-end tool any termination tool supporting the TPDB syn-
tax 8 and following the rules for the Termination Competition [20], celebrated every
year as part of the Woskshop on Termination (WST). The basic rules in the com-
petition for term rewriting systems are:
• Each tool must be available as an executable that takes as argument the name of
a ﬁle describing a termination problem, and an integer giving the maximal CPU
time in seconds allowed to give an answer.
• The tool must run without any user interaction, and the answer must be printed
on standard output.
• The input ﬁle will be in the common format of the TPDB.
• The answer must start by either YES or NO, meaning that the given rewrite
system is terminating or not terminating, respectively. The output should include
a proof trace of the claimed result, thus providing enough information for the
termination being checked by a third party.
This procedure provides a uniform way of interacting with the diﬀerent tools.
In previous versions of the tool, MTT was able to interact with CiME, AProVE, and
mu-term, but now other formal tools, such as TTT, Jambox, etc. can be considered
as well for “the same price”.
Moreover, the interaction between MTT and each of the tools can be done in
two ways:
• If the external tool is installed in the same machine, they can interact locally (via
pipes). This is the more eﬃcient form of interaction available.
• Interaction based on web services is also possible. This is the most ﬂexible of the
possibilities oﬀered by MTT (no local installaton is required).
The use of web services frees us from the burden of installing and conﬁguring
the external tools locally. And not only that, it can happen that some tool is not
distributed for our platform. Even more, in the future we may be using tools that
are not available today.
In the MTT environment, Maude speciﬁcations can be proved terminating by us-
ing (any of these) distinct formal tools, either installed locally or remotely, allowing
the user to choose the most appropriate tool for each particular case, a combination
of them, or trying diﬀerent alternatives in the case of a particular tool not being
able to ﬁnd a proof.
4 MTT in use
MTT has a graphical user interface where one can introduce or load and edit the
speciﬁcations to be checked. Figure 3 shows a snapshot of the GUI of the application
with a nat-list.fm ﬁle in its editing window. This ﬁle contains several modules and
8 The TPDB format is described at http://www.lri.fr/~marche/tpdb/format.html.
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views, with the NAT-LIST module at the top of the structured speciﬁcation, which
deﬁnes lists of natural numbers. In this ﬁgure we can see how we can attempt the
termination check either using the transformation options we select or an automatic
check using the expert. When the Check button is clicked, the transformation
selected on the graph is used to attempt the termination checking of the speciﬁcation
in the active editing panel. The path in the graph can be selected just by clicking
on the edges of the graph. When the mouse passes on a node or arrow of the graph,
a When selected, edges turn orange. If the selected edges form a valid path, they
turn green. In Figure 3, the transformation C;A;B is selected in the graph. It was
selected when the Check button was pressed, and therefore the panel at the bottom
of the ﬁgure shows the result of the termination check as given by the selected tool,
AProVE, for the NAT-LIST module, using the C;A;B transformation. MTT gives
the output of the back-end tool used in the check in the pane at the bottom of
the GUI. In this case we see only the last lines of such proof, but we can scroll
up to see it entirely. All intermediate transformed speciﬁcations obtained in the
transformation process can also be shown. This is optional, as we will see below.
The use of the AND-optimization (see [7]) and the inclusion of the context-sensitive
information are given as options. A timeout for the proofs can also be given. Proofs
can be interrupted at any time by clicking on the red cross button in the corner at
the right top of the proof pane.
Alternatively, we can choose to use the expert by pressing the Automatic check
button. The expert just attempts the termination check using the selected tool
with a sequence of paths in the graph. The order in which the transformations are
considered is given by their cost. The more complexity introduced in the transfor-
mation, the more cases covered. But this complexity in the speciﬁcations passed to
the back-end tools make it harder for them to ﬁnd a proof. If a proof can be found
using a simpler transformation, it should be attempted ﬁrst, since a more complex
transformation can be unable to ﬁnd a proof in the same case.
Multiple proofs can be carried out simultaneously, either for the same module
or for diﬀerent ones. Each time a Check or Automatic check is pressed, a new pane
is added, in which the result of the proof attempts for the options selected when the
button was clicked are shown. Each tab shows the name of the tool it is interacting
with as its label, with a colored diamond on its side showing its state. While waiting
for the transformed speciﬁcation from Maude, the diamond is blue; if Maude fails, it
turns red. Once Maude returns a valid transformed speciﬁcation, the diamond turns
yellow, and it is like that while the chosen termination tool is active looking for a
proof; when the interaction with the corresponding tool ﬁnishes, the diamond turns
either green o red depending on whether the proof succeeded or not. Additionally,
the path being used, together with the selection for and-optimization and context-
sensitivity, is shown at the top of each pane. Figure 4 shows a snapshot of the tool
with several ﬁles open and diﬀerent proofs attempted. Notice the diﬀerent tools
used and the colors indicating the diﬀerent results.
At any time, we can add a new back-end tool, or a new conﬁguration for an
existing tool. We can, for example, set up mu-term and AProVE , with AProVE
F. Durán et al. / Electronic Notes in Theoretical Computer Science 248 (2009) 83–9288
Fig. 3. Snapshot of the tool.
both to be used locally and remotely, and mu-term to be used with TPDB and
Maude syntax (mu-term accepts Maude syntax). We can edit the preferences to
conﬁgure the diﬀerent tools available, or to add or remove tools at any time, by
using the Preferences... option of the File menu. Figure 5 shows a snapshot of
the preferences window of MTT. In this case Maude, AProVE and mu-term are
conﬁgured, and the pane shown corresponds to AProVE, which is settled to be used
locally. Since we assume that the interaction is the same for every tool, we can
add a new tool just by clicking on the Add tool button and providing the path
of the binary, if to be used locally, or the URL of the web service, if to be used
remotely. Notice that we can also decide whether we wish to see the intermediate
speciﬁcations or not, just by clicking on the corresponding mark box. We can also
remove the conﬁguration information of any tool by clicking on the Remove tool
button, or mark the Not available to indicate that the corresponding back-end tool
is not available, in which case the conﬁguration information is kept by MTT but it
is not oﬀered to the user for its proofs.
MTT is available at http://maude.lcc.uma.es/MTT. The binary, its documen-
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Fig. 4. Snapshot of the tool.
Fig. 5. Snapshot of the tool preferences window.
tation, and some benchmarks are also available.
5 Conclusions and future work
MTT 5 can check the termination of Maude programs (both rewrite theories and
membership equational theories).
The techniques needed to go from standard termination methods and tools to
termination tools for programs in rule-based languages with expresive features has
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been discussed in diﬀerent works (see e.g. [10,7,8,18,19]). Here, we have focussed on
the implementation of MTT, a new tool for proving termination of Maude programs
like the previous one, and more speciﬁcally in its interaction facilities. MTT uses
the Maude system and a number of termination tools as back-ends with which it
must interact. All the interactions happens transparently to the user, hiding it
behind a user-friendly graphical interface that helps and guides the user in the
proofs. Moreover, although the interaction with Maude is mandatory, the back-end
tools used are completely conﬁgurable. In fact, the number and characteristics of
these tools can change dynamically as the requirements of the user change.
There are still several restrictions on the Maude speciﬁcations to be checked
• built-ins cannot be used,
• attributes owise and identity elements are not supported,
• the speciﬁcation must be in Full Maude notation (each module must be enclosed
in parentheses and operator declarations must be in their single-token equivalent
form, see the Maude oﬃcial web site for further information), etc.
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