This study examines the impact of bank size on bank regulatory capital ratios and risk-taking behavior using a panel dataset of 30 Bangladeshi commercial banks over the period [2008][2009][2010][2011][2012] 
Introduction
Many banks tend to merge with each other or tend to acquire other banks. An important outcome of mergers and acquisitions is the increase in bank size. Increase in bank size raises several important questions such as: 'Do the larger banks take higher risk as compared to the risk-taking of small banks?' and 'Do the larger banks hold higher levels of capital as compared to the capital levels of small banks?' Another linked question is 'What is the relationship between bank capitalization and bank risk-taking behavior?' Answers of these questions are important for the policy makers, as well as, for bank stakeholders. In this paper, we empirically address these questions using a panel dataset of 30 Bangladeshi commercial banks over the period [2008] [2009] [2010] [2011] [2012] . Specifically, we analyze the relationships among bank size, bank capital levels and bank risk-taking behavior.
Too-big-to-fail (TBTF) is an idea which suggests that the government will bail out a failing bank if the failing bank is big enough that its failure can have adverse impact on the whole economy of the country. In the short-run, a bank may have a tendency to take excessive risks if the bank is perceived to be TBTF. These aggressive risk-taking strategies by the larger banks are attributed to the moral hazard problems linked with TBTF policies of government and regulators (see details in Boyd et al., 2009 ). These moral hazard problems of TBTF also generate other problems. For example, Afzal and Mirza (2012) find that larger banks do not diversify their risks and continue their speedy growth by investing in few profitable sectors. For controlling excessive risk-taking by the larger banks, several arrangements of regulations have been proposed. For example, Boyd et al. (2009) and Walter (2009) propose to limit the size of the firms to address the issue of TBTF.
Does the bank size matter in Bangladesh's commercial banking sector? In this paper, we have an attempt to examine the effect of size on capital levels and risktaking of Bangladeshi banks including both private and state-owned commercial banks. Bank size can has a significant impact on bank capital levels and risk-taking behavior due to the relationship of bank size with investment opportunities, risk diversification and access to equity capital (Rime, 2001) . For example, larger banks can operate with lower capital levels due to having an easy access to capital (equity) markets. Similarly, larger banks can easily carry out a large number of different activities and diversify their portfolios to reduce credit risk.
Basel I was introduced in 1988 to provide level playing field for international banking system. Basel II was introduced in 2006 to counter the weaknesses of Basel I and to further improve the regulatory capital requirements. Occurrence of global financial crisis of 2007-2009 questioned the effectiveness of Basel I and II capital regulations as during crisis many banks failed due to weak capitalization positions. Basel III was introduced in 2010 to make up the shortcomings of Basel I and II. Bangladesh has implemented Basel-based capital regulation since 1996. According to this regulation, banks in Bangladesh have to maintain 10% capital adequacy ratio or Taka 4000 million which one is higher as a minimum capital.
Our paper is innovative in several aspects: First, our study is the first one to examine the relationship between bank size, capitalization and risk-taking behavior simultaneously for Bangladesh's commercial banks. Most of the previous studies in this direction have been done on the banking systems of Europe and/or USA. Very few studies have been done on the banking systems of Asian countries. Second, we use GMM panel method that is robust for endogeneity among variables.
The remainder of the paper is arranged as follows: Section 2 reviews existing literature briefly and states hypotheses to be tested. Section 3 reports data and defines variables used in the study. Section 4 presents econometric methodology. Section 5 reports empirical results and final Section 6 concludes the study and draws policy implications.
Literature Review and Hypotheses development
From long ago, banking research has focused on interplay between bank capitalization and bank risk-taking behavior. Equally important is the area of research that how banks of different size respond to capital regulations by adjusting capital ratios and risk. This section briefly reviews the related literature and states the hypotheses to be tested.
For the impact of higher regulatory capital requirements on bank risk-taking, extant banking literature is largely finds mixed conclusions. For instance, Koehn and Santomero (1980) examined the impact of higher capital adequacy ratios on portfolio risk of banks. They found ambiguous results for the average probability of failure due to a higher required capital adequacy ratio. But the dispersion of the probability of failure for intra-industry increases. They also concluded that either the regulation of bank capital through ratio constraint should be discontinued or for both asset composition and capital regulation should be imposed. Kim and Santomero (1988) investigated the impact of capital regulation on risk in banks. By using mean variance model they found that capital ratio regulation is not effective to control the insolvency risk of banks. As a solution to the problem they suggested to use risk weights under the risk-based capital and the risk weights are the restrictions for composition of assets, as a result the optimal portfolio of banks will be altered. Furlong and Keeley (1989) examined theoretically the impact of capital regulation on bank asset portfolio risk. They found that higher capital requirements decrease the incentives of bank managers to raise the bank assets risk. High stringent capital regulation decreases the liability of deposit insurance system until there is an effort to contain asset risk and if the size is not reduced. They also observed that higher required capital is met by a value-maximizing bank and this is done by increasing additional capital. Jacques and Nigro (1997) found, by using a sample of US banks, that risk based capital requirements were effective in raising the capital ratios of the banks. They also found that risk based capital requirements reduce the portfolio risk of commercial banks. From their findings, it is seen that bank size has significant negative impact on changes in capital ratio and significant positive impact on changes in bank risk. Same conclusion is reached when Tier 1 capital is used instead of capital ratio. They concluded that banks which were unable to raise additional capital from external sources mainly met higher risk-based capital requirements by decreasing risky assets in portfolios. Aggarwal and Jacques (1998) assessed the impact of Prompt Corrective Action on bank capital and risk by using U.S. commercial banks data over the period 1991-1993. They found that bank size has a significant negative impact on capital suggesting that larger banks hold lower amount of capital. On the other hand, they concluded that bank size has a negative impact on risk; larger banks take lower risk. They also found that changes in risk and changes in capital are negatively correlated when risk is measured by non performing loan to total assets ratio, but the relation is positive when risk is measured by risk weighted assets to total assets. Ediz et al. (1998) examined the impact of risk-based capital requirements on U.K. bank behavior by using bank data over the period 1989-95. They concluded that UK banks responded to risk-based capital requirements by adjusting their portfolio risk, while banks didn't change their capital ratios much. They also found that banks met capital requirements by raising new capital rather than by alternating the loan composition in assets portfolio. Their findings largely suggest that capital regulation is an effective tool for reinforcing the stability of banks without disrupting banks choices of lending. Blum (1999) examined whether risk-based capital requirements decrease bank risktaking in a dynamic theoretical model. He concluded that higher capital requirements will increase risk if cost of raising capital is excessively high. He also demonstrated that introduction of capital adequacy rules may not be a good idea if the regulators are interested to decrease the risk of insolvency. Calem and Rob (1999) studied the impact of regulatory capital requirements on risk-taking behavior of banks. They found that there is a U-shaped relationship between bank capital and risk-taking which implies that when the capital of banks rises then the banks first take lower risk, and then higher risk. Due to deposit insurance premium surcharge, more risk is taken by undercapitalized banks. They found a positive relationship between capital and risk-taking for well-capitalized banks i.e. as the capital requirement increases risk taken by well-capitalized banks also increases. Rime (2001) used data of Switzerland banks to examine the impact of regulatory capital requirements on bank risk-taking behavior. Their results indicated that banks increased their capital due to regulatory pressure. They also found that there is no significant relationship between regulatory pressure and risk. Banks having lower capital than minimum regulatory capital requirements want to raise capital adequacy ratio. It is concluded from their study that there is significant positive relationship between changes in capital ratio and changes in risk. For both alternative measures of capital (capital to risk-weighted assets and capital to total assets) they observed that bank size has significant negative impact on capital and has significant positive impact on risk. Repullo (2002) analyzed the relationship among capital requirements, market power and risk taking. He used a dynamic model of imperfect competition where the banks have an option to invest in gambling or prudent assets. He found that the franchise values of banks are small if the margins of intermediation are small. There will be a gambling equilibrium if there is no regulation. He also found that capital requirements are effective in decreasing bank risk-taking in competitive banking industries. González (2004) used a panel of 251 banks from 36 countries and analyzed the impact of bank regulation on bank risk-taking and charter values. They found that higher regulatory restrictions reduce bank charter values and increase incentives for banks to increase risk-taking. They largely found a negative relationship between the satiability of banking system and regulatory restrictions. They found that existence of deposit insurance in a country increases the bank charter values. They also showed that size has a positive impact on banks' credit risk measured by non performing loans to total loans. This implies that large banks take more risk. Hussain and Hassan (2005) empirically examined the impact of capital requirements on credit risk-taking in developing countries using data from 11 developing countries. They found that such regulation did not raise the banks' capital ratio in developing countries. According to them, attention should be given to the environmental, cultural, business and legal issues in developing countries to design and implement capital regulations. However, they observed that such regulation did decrease the risk in banks. Evidence from their study has shown that financial development is adversely related with risk. It is also observed from their study that bank size has a significant negative impact on capital using both 3SLS and GMM estimators. On the other hand, banks size has a significant positive impact on risk when GMM estimator is used, while the impact is negative when 3SLS estimator is used. Altunbas et al. (2007) examined the relationships between capital, risk and efficiency by using banks from Europe for a period from 1992 to 2000. They found a positive relationship between levels of capital and risk. Their study also shows that bank size has a significant negative impact on bank capital for all types of banks. On the other hand, bank size has a positive impact on bank risk for all types of banks except commercial banks for which relation is negative. EJBE 2015, 8 (15) Iwatsubo (2007) used a sample of Japanese banks and showed that the relationship between capital and risk is non-linear and direction of sign changes from positive to negative when franchise value decreases. They also found that when the banks are undercapitalized, capital requirements cannot prevent risk taking behavior of banks. This is because banks may issue more subordinated debts to meet their capital requirements. Banks are led to decrease their risky loans by government capital injections, where as banks can recover capital losses by the recapitalization through issuing subordinated debts. Silva (2007) used seminal model developed by Blum (1999) to study the impact of capital regulation on risk taking. According to the findings of the study, risk is reduced by constant capital requirements. Monitoring and supervision is essential tool to reduce risk and to implement capital regulations.
Laeven and Levine (2008) empirically assessed the theories regarding bank ownership structures, bank industry regulations and bank risk taking. Specifically, they focused on the conflicts between owners and managers over bank risk-taking decisions. They found that main owner's control rights and bank risk-taking are positively linked; that is, bank risk-taking increases as the control rights of main shareholder increase. Their findings suggest that bank risk-taking also depends on the corporate governance structure of banks. They also found that bank size has a significant negative effect on bank risk-taking. Roy (2008) examined that how banks adjusted their regulatory capital and riskweighted assets ratios in G-10 countries after the introduction of Basel I in 1988. He found that weakly capitalized banks increased their capital ratios in response to capital regulation, while capital regulation did not change the behavior of wellcapitalized U.S. banks. However, the risk-weighted assets were not modified by the weakly capitalized banks. According to the study, market discipline played a vital role in the capital build-up. Bank size has a negative impact on changes in capital ratios, which implies that banks with large size have easy access to capital market and by using a lower amount of capital they can operate. In addition, bank size has significant positive impact on changes in risk. It implies that large banks increase exposure to high risk. Zhang et al. (2008) examined the impact of capital regulation on bank risk-taking using data of Chinese commercial banks. By using GMM dynamic estimator, they found a significant negative relation between changes in capital and changes in risk which implies that increment in capital ratio was effective to reduce the risk of commercial banks by implementing the capital adequacy regulation. They also concluded that bank size has a positive effect on changes in capital. This is because the larger banks have easy access to funds. They also found that bank size has a positive significant impact on bank risk confirming a TBTF effect. Jokipii and Milne (2011) examined the relationship between adjustments in bank capital buffers and adjustments in portfolio risk in a dynamic panel setting. By using panel data of U.S. bank holding company and commercial banks over the period 1986-2008, their results indicate that the relationship between adjustments in capital buffers and adjustments in portfolio risk is a positive two way relationship. For bank size, by using single equation they found that size has a significant negative impact on capital buffer and positive impact on risk. Similar results are also found when they used simultaneous equations modeling. Klomp and Haan (2012) used 200 banks from OECD countries covering a period of [2002] [2003] [2004] [2005] [2006] [2007] [2008] to examine the impact of bank supervision and regulation on risk-taking. They found that bank supervision and regulation has strong impact on risk-taking decisions of high-risk banks. However, the impact is not significant for low-risk banks. Their findings also show that bank size has a positive impact on both capital and risk.
Afzal and Mirza (2012) used a sample of Pakistani banks and examined the relationship among bank size, risk and diversification. Specifically, they investigated whether banks with large size are better diversified. They found that in terms of size of credit portfolio the larger banks are more diversified. Both accounting and market based risk measures were used in the study.
From the literature we see that most of the studies are done on U.S. and European banks. For example, Aggarwal and Jacques (1998), Jokipii and Milne (2011), Laeven and Levine (2008) , González (2004) , Klomp and Haan (2012) , Silva (2007) , Furlong and Keeley (1989) , Roy (2008) , Jacques and Nigro (1997) (2008), González (2004) , Hussain and Hassan (2005) worked on Asian countries. As per our knowledge, there is no study on the relationship among bank size, risk-taking and capital for Bangladeshi banks. Both positive and negative relationship between bank size, risk-taking and capital are found in the literature. The present study is designed to observe the situation in Bangladesh. Based on the literature we have designed the following alternative hypotheses.
Hypothesis 1: There is a negative significant impact of capital on bank risk taking.
Hypothesis 2: There is a negative significant impact of risk on capital.
Hypothesis 3: Larger banks have a tendency to have lower amount of capital (i.e., there is a negative association between bank size and capital).
Hypothesis 4: Larger banks have a tendency to take higher risk (i.e., there is a positive relationship between bank size and risk taking).
Data and Variables

Data
Data of bank-specific and macro-economic variables is used in empirical analysis. Banking sector of Bangladesh consists of 57 banks including 4 state-owned commercial banks, 39 private-owned commercial banks, 9 foreign-owned commercial banks and 5 state-owned specialized banks. Bank-specific income statement and balance sheet data over the period 2008-2012 is collected from the annual financial statements of the banks available on their websites. We exclude some banks which are very new or for which necessary data is not available. We also exclude 5 state-owned specialized banks as they do not run commercial business. Yearly macro-economic data is collected from the website of Bangladesh bank (http://www.bangladesh-bank.org) and World Development Indicators database of World Bank (http://data.worldbank.org).
Variables Descriptions
All the variables used in the study are described in this section. This section is divided into three sub-sections: Sub-section 3.2.1 describes the main variables, Sub-section 3.2.2 introduces bank-level control variables and Sub-section 3.2.3 describes the macroeconomic variables.
Main Variables
Bank Capital: The bank capital mainly includes funds from issuing shares and retained earnings. Two concepts of bank capital are mainly used in the literature: actual capital and regulatory capital. Actual capital is also known as physical capital and is composed of owner's equity. It is usually measured as the ratio of equity to total assets and also known as capital ratio. Regulatory capital is the capital measured on the base of bank risk and is maintained in accordance with the rules determined by the banking industry supervisor in a country. This capital is measured as the ratio of capital to risk-weighted assets and also known as riskbased capital ratio. As used by Shrieves and Dahl (1992) , Altunbas et al. (2007) , we refer capital ratio as the ratio of equity to total assets. Agency problem that is raised due to increase in equity can be dealt with directly by using capital ratio. This is because the capital ratio is considered as a standard measure of leverage. The second definition has been used by Jackes and Nigro (1997), Aggarwal and Jacques (1998) , Ediz et al. (1998) . In this paper, second definition of capital is used, because the second definition of capital is the requirement of Basel I, II and III.
Risk measures:
Extant banking literature has used several variables to measure bank risk-taking. For example, bank credit risk is measured by the non-performing loans (NPL) to gross/total loans (NPLTL) ratio. Higher values of NPLTL ratio indicate that banks ex-ante took higher lending risk and, as a result, have accumulated expost higher bad loans on balance sheets (Zhang et al., 2013) . This ratio is also used by Berger (1995) , Shrieves and Dahl (1992) . According to Zhang et al. (2013) , market risk is measured by the interbank borrowing to total borrowing ratio where higher values of this ratio indicate that a bank highly relies on interbank borrowings. This suggests that banks are highly vulnerable to movements in market rates. Bank liquidity risk is measured by the liquid assets to total assets ratio. A high ratio indicates high liquidity and suggests a lower bank risk because banks can easily meet obligations when they become due for payments. Overall risk is measured by the ratio of loan loss reserve to NPL and this ratio indicates the ability of banks to absorb losses from NPLs (Zhang et al., 2013) . Overall risk is also measured by the standard deviation of annual values of ROA and/or standard deviation of annual values of ROE. Higher values of these proxies indicate a higher level of overall bank risk. Another measure of bank risk is the ratio of risk weighted assets to total assets (RWATA). According to Avery and Berger (1991) , RWATA ratio indicates bank risk-taking in risky assets. Z-score is a measure of bank default risk. Z-score equals the return on assets ratio (ROA) plus the capital asset ratio (CAR) divided by the standard deviation of return on assets ratio (σ(ROA)). Z-score measures the distance from insolvency. A high value shows high level of stability i.e. a high value of Z-score is associated with a lower level of bank insolvency risk. In this study, NPLTL and SROA are used as proxy for credit risk and overall risk, respectively.
Bank Size: Bank size (SIZE) variable is used to proxy for bank size and is measured as the natural logarithm of annual bank total assets. SIZE variable is included in both risk and capital equations to consider the size effects. SIZE is considered as an important determinant of bank risk-taking and capital. SIZE has an impact on various activities of banks including investing opportunities, portfolio diversification, reputation and access to equity capital (Zhang et al., 2008) . As the large banks have easy access to equity capital market, thus we expect a large bank will have lower capital ratio than smaller banks. In addition, as large banks can carry out a large number of different activities, so they can diversify their portfolio, and, hence credit risk will be decreased (Roy, 2008) . We assume large banks take more overall risk.
Bank specific control variables
Three bank-level control variables, bank earnings, liquidity and deposit base, are included in empirical models to control for other bank attributes that are likely to affect bank capitalization and risk-taking decisions. Brief definitions of these banklevel control variables are as follow:
Earning Level: Operating income is considered as an important source of capital (Zhang et al., 2008) . Internal funds are one of the important sources to increase capital (Berger, 1995) . Banks can increase capital by not paying or by paying lower amount of dividends and retaining surplus profits . Therefore, we include the return on assets (ROA) as an explanatory variable in the capital equation to control for the ability of profitable banks to accumulate capital through retained earnings.
Liquidity: A portion of total assets represents loans and advances. We include the ratio of total loans to total assets (TLTA) in both capital and risk equations. High level of loans and advances indicates high level of liquidity and corresponds to higher investment in risk-weighted assets. As a result, it will lead the banks to a high level of credit risk and there is a need for higher level of capital (Roy, 2008; Berger, 1995) .
Deposit ratio: Bank risk is affected by deposits which include savings, time deposits and demand deposits. We include the total deposits to total assets ratio (TDTA) as a proxy for deposit ratio. As deposits are insured, a higher deposit ratio raises moral hazard of banks to fund in risky investments. Meanwhile, a high level of deposit ratio indicates a high level of leverage risk. We expect a positive relationship between deposit ratio and bank risk taking.
Macroeconomic variables
Several recent studies have shown that country-level factors are important for bank-level practices (Ashraf and Zheng, 2015; Houston et al., 2010; Kanagaretnam et al., 2014; Zheng and Ashraf, 2014 ), therefore we include following variables in our empirical models to control for macro-economic environment of the country.
Growth in real GDP:
National level of GDP growth may affect the banks' capital and credit risk choices by affecting the overall loan demand in the economy (Ayuso et al., 2004; Jiménez and Saurina, 2006) . Therefore, we include growth in real GDP (GGDP) variable in both capital and risk equations to control for GDP growth effects.
Inflation:
We also include inflation in both capital and risk equations to consider the changes in macro-economic condition of the country that also influences the relationship between risk and capital. Hussain and Hassan (2005) have shown that there is a significant negative impact of inflation on capital. On the other hand, there is a positive impact of inflation on risk. We use annual inflation rate (INFR) as a proxy for inflation.
The list of variables with their acronym is stated in Table 1 and the expected sign of relationships among variables are depicted in Table 2 . 
Econometric Model
We use simultaneous equation model developed by Shrieves and Dahl (1992) to examine the relationship among bank size, risk-taking and capital. But, in our study, we examine the relationship between capital levels and risk levels rather than relationship between changes in risk and changes in capital. This is because we are limited by the length of period for data. As the risk and capital are correlated, they are endogenous variables and in the simultaneous equations they are explanatory variables to one another. We specify following set of simultaneous equations and use panel GMM estimator to estimate these equations. Where the subscript i indicates the banks, and t indicates the time. ε it indicates error term. To account for endogeneity and simultaneity between capital and risk, RISK and CAPITAL are included in the capital and risk equations, respectively. Bank capital is dependent variable in equation (1) and bank risk is dependent variable in equation (2).
Empirical Result
This section reports the empirical results derived from the simultaneous equation model specified above where capital and risk are the endogenous variables in risk and capital equations, respectively. The GMM estimation has been used for the endogeneity problem. In this study, the balanced panel model has been used. In modeling panel data with a long-time dimension, it is a challenge that the variables are likely to be non-stationary. There are only five years time dimension and by conducting unit root tests the nature of stationarity of data has been tested and found that the data are non-stationary. This is may be due to the short term panel data. This section is divided into three parts. Part 1 shows descriptive statistics, part 2 explains the correlation among the variables and part 3 describes the regression analysis by using GMM estimator.
Descriptive Statistics
Descriptive statistics of all variables are presented in the Table 3 . Descriptive statistics is reported in three groups: for full sample in first four columns, for large banks in next four columns and for small banks in last four columns. A bank is considered as large if it has more assets than the average assets of all banks included in the study. Note: A bank is considered as large if it's assets size is more than the average asset size of all banks in sample, otherwise the bank is considered as small bank. Max= Maximum, Min= Minimum, S.D= Standard Deviation.
From the Table 3 , it is seen that average CAP for all banks is 11.73% with a standard deviation of 3.60%. The maximum CAP is 30.75% and minimum is -6% when all banks are considered. Average CAP is 10.67% for large banks with a standard deviation of 2.99%, whereas average CAP is 12.42% for small banks with a standard deviation of 3.81%. The CAP for large banks ranges from a maximum 14.7% to a minimum -6%. On the other hand, the CAP for small banks ranges from a maximum 30.75% to a minimum 8.11%. On an average, the CAP is higher for small banks than large banks. For both large and small banks, the average CAP is more than the minimum regulatory capital of 10%.
Average credit risk as measured by NPLTL is 4.18%, 5.66% and 3.20% for all banks, large banks and small banks, respectively. Average overall risk as measured by SROA is 0.77%, 1.05% and 0.59% for all banks, large banks and small banks, respectively. It is seen from the Table 3 that large banks take more credit and overall risk than that of small banks. Average earning level as measured by ROA is 1.57%, 1.34% and 1.72% for all banks, large banks and small banks, respectively. On average, small banks perform better than large banks. The average liquidity measured by TLTA is 67.82% for large banks and 67.42% for small banks. This implies that large banks are more liquid than small banks. DEPTA of large banks is more than that of small banks. Average deposit ratio is 81.61% for large banks. On the other hand, average deposit ratio for small banks is 79.59%. The average GGDP and INFR are 6.23% and 8.54% respectively for the period under study. The GGDP ranges from a maximum 6.7% to a minimum 5.74%. The INFR ranges from a maximum 10.62% to a minimum 6.66%.
Correlation Analysis
Pearson's correlations coefficients between the variables are presented in Table 4 . The primary concern of the study is to observe the relationship among bank size, risk and regulatory capital of banks. Other bank-level and country-level macroeconomic variables are used as control variables. From the Table 4 , it is clear that regulatory capital is negatively related with the credit risk as proxied by NPLTL and with the overall risk as proxied by SROA. The relations are significant at 1% level of significance. The regulatory capital is positively related with bank earnings as proxied by ROA. This implies that banks with better performance hold more capital. The relation between earning level and risk (proxied by NPLTL and SROA) is negative and significant at 1% level of significance for both NPLTL and SROA. The negative relation demonstrates that the banks with higher earnings levels take lower levels of risk. Bank size (SIZE) is negatively related with CAP and positively related with risk (NPLTL and SROA). All these relations are significant at 1% level of significance. The negative relation between SIZE and CAP implies that large banks have lower levels of regulatory capital, whereas small banks hold higher levels of regulatory capital. The positive relation between risk and SIZE demonstrates that larger banks take higher risk and smaller banks take lower risk. It is also seen from Table 4 that liquidity (proxied by TLTA) is negatively related with CAP, NPLTL and SROA. The relations are significant at 1% level. The negative relations state that liquid banks hold lower amount of capital and take lower level of risk.
Deposit ratio has a significant negative relation with CAP. It means that banks with higher deposit ratio hold lower level of capital. Deposit ratio has negative relation with risk, but the relation is not statistically significant. The negative relation implies that banks with lower deposit ratio take more risk. Inflation has negative relation with CAP and positive relative with risk. During high inflation banks hold lower amount of capital and take more risk. GGDP has a positive relation with CAP, NPLTL and SROA. During high growth in real GDP, banks hold more capital and take higher risk. Some relationships are ambiguous and some sign of relationships are also ambiguous. Therefore, we run multivariate regression analysis.
Regression Analysis
System GMM panel estimator, developed by Arellano and Bover (1995) and Blundell and Bond (2000) , is used to estimate the Equations 1 and 2. System GMM estimator takes into account the endogeneity problems and serial correlation. Estimated results from GMM estimator are shown in Tables 5 and 6 . Main variables are bank size (SIZE), regulatory capital ratios (CAP) and risk (NPLTL and SROA). The main concern of the study is to see the relationship among the bank size, regulatory capital ratios and risk. Related bank-level and macroeconomic control variables are also included. Results from regression analyses are displayed in two parts. Part 5.3.1 discusses the impact of bank size and risk on capital. Part 5.3.2 explains the impact of bank size and capital on risk.
Impact of bank size and risk on bank capital
Equation 1 is estimated with system GMM estimator and results are reported in Table 5 . Negative and significant (at 1% level) coefficients on NPLTL and SROA variables in Models 1 and 2, respectively, show that there is a reverse relationship between bank capital and risk-taking. This result is consist with the findings of Furlong and Keeley (1989) , Jacques and Nigro (1997) , Ediz et al. (1998 ), Repullo (2002 , Hussain and Hassan (2005) , Silva (2007) , Zhang et al. (2008) , but opposite to the results of Blum (1999) , Rime (2001) , González (2004) , Altunbas et al. (2007) , Jokipii and Milne (2011) . As t-values are significant for both models, the null hypothesis of no significant association is rejected. The negative relation implies that if banks want to decrease risk by 1% then the level of capital has to be increased by 0.30% for NPLTL and 1.31% for SROA.
SIZE variable enters negative and significant in both Models and show that bank size has a significant negative impact on capital. This result is consistent with the findings of Jacques and Nigro (1997) , Aggarwal and Jacques (1998) , Rime (2001) , Altunbas et al. (2007) , Roy (2008) , Jokipii and Milne (2011) , but is opposite to the findings of Zhang et al. (2008) , Klomp and Haan (2012) . Negative relation indicates that large banks maintain lower level of capital. As t-values are significant for both models, the null hypothesis is rejected and alternative hypothesis of significant negative association between bank size and capital is accepted. Control variables also enter in expected directions. For example, results show a positive and significant association between bank earnings and capital, and suggest that profitable banks retain more profits to increase capital. Similarly, negative and significant coefficients on TLTA variable show that more liquid banks hold lower levels of capital. GDP growth and inflation variables have positive impact on capital but these relations are not statistically significant. Lagged-capital variable enters negative and significant in both Models. This negative sign indicates that banks with a lower capital ratio in the last period will raise their capital in the current period.
From the adjusted R-square it can be concluded that 58.02% and 54.99% variation in capital are explained by the Models 1 and 2, respectively. The p-value of Hausman Test for Models 1 and 2 is 0.000 (significant at 1% level) implying that risk and capital are simultaneously determined. Sargan test for Model 1 and 2 is not significant and null hypothesis that over identification restrictions are valid cannot be rejected. Serial correlation test reject the null hypothesis of no serial correlation.
Impact of bank size and capital on bank risk
Equation 2 is estimated with system GMM estimator and results are reported in Table 6 . Negative and significant (at 1% level) coefficients on CAP variable in both Models show that there is a negative relationship between bank risk-taking and capital. These results support the findings of Furlong and Keeley (1989) , Jacques and Nigro (1997) , Ediz et al. (1998) , Repullo (2002) , Hussain and Hassan (2005) , Silva (2007) , Zhang et al. (2008) , but are opposite to the results of Blum (1999) , Rime (2001) , González (2004) , Altunbas et al. (2007) , Jokipii and Milne (2011) . The negative relation indicates that if banks increase capital by 1% then credit risk (proxied by NPLTL) decreases by 0.61% and overall risk (proxied by SROA) decreases by 0.05%. As t-values are significant for both models, the null hypothesis of no significant impact of capital on risk is rejected and alternative hypothesis is accepted. deposit ratio leads to a decrease in risk. Real growth in GDP has a positive impact on risk. It suggests that if real growth in GDP increases, the banks have more risktaking opportunities and hence take higher risk. Inflation has a negative impact on risk which denotes that during high inflation banks take lower level of risk. Lagged risk is negatively associated with the risk at significant level. The negative sign indicates that banks with higher risk in previous year may reduce their risk in current period.
From the adjusted R-square it can be concluded that 54.77% variation in risk (proxied by NPLTL) is explained by Model 1 and 37.36% variation in risk (proxied by SROA) is explained by the Model 2. The p-value of Hausman test for Models 1 and 2 is 0.000 (significant at 1% level) indicating that risk and capital are simultaneously determined. Sargan test for Models 1 and 2 is not significant and null hypothesis that over identifications restrictions are valid cannot be rejected. Serial correlation test reject the null hypothesis of no serial correlation.
Conclusion and Recommendations
This study examines the relationships among bank size, regulatory capital ratios and risk-taking of commercial banks of Bangladesh. The empirical results show that there is a significant negative relationship between regulatory capital ratios and bank risk-taking. This result implies that capital regulation is effective in reducing risk of commercial banks in Bangladesh. These findings suggest that the objective of capital regulation is being met in Bangladesh; that is, risk of banks can be reduced by increasing capital ratios. Thus, one implication from our study is that bank risk-taking can be contained by increasing the capital requirements. Another implication specific to Bangladesh is that the supervisory authority in Bangladesh should set up the mechanism to ensure that banks meet the regulatory capital requirements to make banking industry as a whole sound.
The empirical results also show that bank size has a significant negative relationship with bank capital, while significant positive relationship with bank risk-taking. These results imply that larger banks hold lower amount of capital and take higher levels of risk. These findings suggest that special attention should be paid to large banks to increase their capital ratios and to decrease their risk-taking. To make banks safe, larger banks should have loss absorbing capacity beyond the minimum standards. This can be done by requiring larger banks to hold a buffer capital in addition to minimum capital requirements.
The empirical results also reveal that banks with more liquidity holds lower capital ratio and take lower level of risk. Focus should be given to different loan and advances as liquidity has negative impact to capital ratio. Under the capital regulation, commercial banks should allocate their resources and expand their businesses in a way that safety, liquidity and earning level are integrated to attain the continuous development of commercial banks in Bangladesh. Government should work on GDP and control inflation for the efficient functioning of the commercial banks in Bangladesh.
