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A physically transparent and mathematically simple semiclassical model is employed to examine
dynamics in the central-spin problem. The results reproduce a number of previous findings obtained
by various quantum approaches and, at the same time, provide information on the electron spin
dynamics and Berry’s phase effects over a wider range of experimentally relevant parameters than
available previously. This development is relevant to dynamics of bound magnetic polarons and spin
dephasing of an electron trapped by an impurity or a quantum dot, and coupled by a contact inter-
action to neighboring localized magnetic impurities or nuclear spins. Furthermore, it substantiates
the applicability of semiclassical models to simulate dynamic properties of spintronic nanostructures
with a mesoscopic number of spins.
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A persistent progress in controlling of ever smaller
spin ensembles has stimulated the development of var-
ious quantum approaches [1–10] and numerical diagonal-
ization procedures [11–14] to the central-spin problem
[15, 16], designed to describe dephasing of a single elec-
tron coupled to a spin bath residing within electron’s
confinement region. These works have been put forward
to understand effects of nuclear magnetic moments on
electron spin qubits in quantum dots [17–20] but they
appear also relevant to studies of spin dynamics of a con-
fined electron in dilute magnetic semiconductors (DMSs)
at times shorter than intrinsic transverse relaxation time
T2 of the central and bath spins. However, due to inher-
ent complexity, the quantum models are so far valid in a
restricted range of experimental parameters.
In this paper, we reexamine spin dephasing of a con-
fined electron employing a previous semiclassical ap-
proach to the central-spin problem [21, 22]. The proposed
model appears similar to more recent semiclassical treat-
ments of electron spin dynamics in the presence of a nu-
clear spin bath [23–28], but its significantly more generic
formulation put forward here allows us to consider less
restricted ranges of times t, magnetic fields B, polariza-
tions pI and lengths I of the bath spins as well as to take
into account Berry’s phase, polaronic effects, and spin-
spin interactions within the bath. These interactions are
encoded in the dynamic longitudinal and transverse mag-
netic susceptibilities χ~q(ω) of the system in the absence of
the electron, which—at least in principle—are available
experimentally, and constitute the input parameters to
the theory. In this way we provide a formalism suitable
to describe experimental results in the hitherto unavail-
able parameter space, allowing also to benchmark various
implementations of quantum theory and to establish lim-
itations of the present semiclassical model.
The starting point [21, 29] is the electron spin Hamil-
tonian ~ˆs~∆ with eigenvalues describing spin-split electron
energies ± 12∆, where in the presence of a collinear mag-
netic field ~B and an average magnetization ~M0 of bath
spins each with a magnetic moment µI ,
~∆ = g∗µB ~B +
JI
|µI | (
~M0 +
∑
~q
b~q~η~q). (1)
Here g∗ is the electron effective Lande´ factor; J is either
the s–d exchange integral α or, in terms of the hyperfine
interaction energy A, J = A/N0, where N0 is the cation
concentration (inverse unit cell volume in zinc-blende
semiconductors); b~q and ~η~q are Fourier components of
the square of the electron envelope function |ψ(~r)|2 and
of bath magnetization fluctuations ~M(~r) − ~M0, respec-
tively. If the electron localization length is much longer
than an average distance between the bath spins the sum-
mation over q can be extended to infinity but otherwise
an appropriate cutoff qmax should be implemented [30].
Except for the immediate vicinity to spin ordering tem-
perature, the distribution of ~η~q is, to a good approxima-
tion, gaussian for any mixed state that can be described
by spin temperature with the variance, according to the
fluctuation-dissipation theorem, determined by an appro-
priate integral over ω of the imaginary part of χ~q(ω).
Since ~∆ is linear in ~η~q, the central limit theorem implies
that the distribution of ~∆ in the absence of the electron,
PI(~∆), is also gaussian,
PI(~∆) = Z
−1
I exp[−(∆z −∆0)2/2σ2‖ − ~∆2⊥/2σ2⊥], (2)
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2where ZI = (2pi)
3/2σ‖σ2⊥ is the probability normalizing
constant insuring that
∫
d~∆PI(~∆) = 1 and ∆
2 = ∆2z +
~∆2⊥ with the z-axis taken along the magnetic field. The
three parameters characterizing cubic systems are then
given by [21, 29]
∆0 = g
∗µBB +
JI
|µI |M0, (3)
σ2‖(⊥) =
(
JI
µI
)2
kBT
∑
~q
χ˜‖(⊥)~q|b~q|2/µ0. (4)
If energies of bath magnetic excitations are smaller than
the thermal energy kBT and their q-dependence irrele-
vant then χ˜‖ = µ0∂M0/∂B and χ˜⊥ = µ0M0/B, i.e., ex-
cept for the region near magnetization saturation, σ‖ '
σ⊥.
By adding the free energy of the electron, so that
P (~∆) = Z−12 cosh(∆/2kBT )PI(~∆), (5)
the bound magnetic polaron (BMP) effects in thermal
equilibrium are taken into account. Since non-scalar
spin-spin interactions break spin momentum conserva-
tion, the BMP formation time is of the order of T2(I) of
the bath spins. Hence, up to a time scale of T1(I), adi-
abatic rather than isothermal magnetic susceptibilities
describe energetics of the system [31].
For a typical number of bath spins within the confine-
ment region, NI ' 50, this model was found entirely
equivalent to quantum approaches developed indepen-
dently [32, 33]. Moreover, the probability distribution of
spin splitting P (∆), obtained from P (~∆) by integration
over polar and azimuthal angles [21, 22], together with
appropriate optical selection rules [29], describe with no
adjustable parameters the position, width, and shape of
spin-flip Raman scattering lines for electrons bound to
shallow donors in various II-VI DMS [22, 34–37]. Fur-
thermore, the contribution to the system free energy
brought by the electron [21, 22], F = −kBT lnZ, pro-
vides magnetic susceptibilities of BMPs [21, 22], whose
magnitudes are in quantitative agreement with experi-
mental values as a function of temperature [22] and the
donor electron concentration [38].
While in DMSs a full account of the spin-spin interac-
tions is essential [and implemented by using experimental
values of M0(B, T ) in Eqs. 3 and 4], in the case of a nu-
clear bath interactions among spins are often negligible.
In such a case, in terms of polarization of spins pI , i.e.,
the paramagnetic Brillouin function BI ,
∆0 = g
∗µBB + xIN0JIpI , (6)
σ2‖(⊥) = (xIN0J)
2I(I + 1)f‖(⊥)/3NI , (7)
where xI is the fractional content of the spin I in the
crystal lattice (for instance, in GaAs, I = 3/2 and xI =
2 if an average value of the hyperfine coupling energy
A = N0J is used; see, e.g., Ref. 23),
NI = xIN0/
∑
q
|b~q|2 = xIN0/
∫
d~r|ψ(~r)|4, (8)
f‖ = [3/(I + 1)]∂pI/∂y and f⊥ = [3/(I + 1)]pI/y, where
y is determined by the implicit relation,
pI = [(2I + 1)/2I] coth[(2I + 1)y/2]− (1/2I) coth(y/2).
(9)
As seen, f‖(⊥) → 1 for pI → 0 and f‖(⊥) → 0 for
pI → 1. The last describes narrowing of the spin distri-
bution when polarization is enhanced by, e.g., a magnetic
field or, dynamically, by the Overhauser effect [39, 40].
We also note that in the case of several uncoupled spin
species α (e.g., a heteronuclear system, the case of GaAs)
PI(∆) =
∏
α PIα(∆α).
In the absence of polaronic effects, the most probable
value of spin splitting ∆¯ corresponds to a maximum of
PI(∆). Hence, in terms of ∆0 and for σ‖ = σ⊥ = σ, ∆¯
is determined by [21, 22]
∆¯2 − ∆¯∆0 coth(∆¯∆0/σ2)− σ2 = 0. (10)
This expression, by describing corrections to spin split-
ting ∆0 brought about by magnetization fluctuations,
generalizes for an arbitrary value of ∆0 the formula ob-
tained by quantum methods in the regime ∆0  σ (and
referred to as a Lamb shift) [1, 2, 4, 6, 7]. In this range,
according to Eq. 10, ∆¯ = ∆0 + σ
2/∆0. If only trans-
verse magnetization fluctuations are taken into account,
∆¯n = ∆0 + σ
2
⊥/2∆0, the result in agreement with the
corresponding determination of the Lamb shift for the
narrowed spin bath [4].
Having specified the distribution of bath spin orienta-
tions, we move to electron dephasing that is character-
ized by the time evolution of the off-diagonal component
of the s = 12 density matrix ρˆ(t) normalized by its initial
value, w(t) = ρ12(t)/ρ12(0). We describe this dynam-
ics (free induction decay - FID) by quantum Liouville’s
equation with the Hamiltonian Hs = ~ˆs~∆(t), where ~∆(t)
is a classical field. Its time dependence is determined
by: (i) the presence of the electron, the effect we ne-
glect (see Ref. 25) and (ii) internal bath dynamics. Ac-
cording to Eq. 1 and the fluctuation-dissipation theorem
relevant information is provided by correlation functions
〈∆i(t)∆j(t′)〉 determined, in turn, by the Fourier trans-
form of χ′′ij~q(ω) available from paramagnetic or nuclear
resonance studies in the case of DMSs and non-magnetic
systems, respectively.
One of models that have been put forward in dephasing
studies [5, 9, 23, 24] consists of assuming Hs in a trun-
cated form, Hs = sˆz[∆z(t) + ∆
2
⊥(t)/2∆0], which may
be justified in the region ∆0  σ‖(⊥), where a relative
contribution of ∆⊥(t) to the most probable ~∆ is rela-
tively small. It is straightforward to reproduce within
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FIG. 1. (a) Time dependence of the coherence function in
the rotating frame and in the narrowed bath case, xt =
exp(−it∆¯)wt, where wt is given in Eq. 13 for ∆0 = 20σ⊥ and
ωI = 0. Real and imaginary parts of xt are shown by solid
and dashed lines, respectively. (b) Real part in an expanded
scale. Points denote data displayed as lines in Figs. 1 and 2
in Ref. 2 and referred to as ”exact”.
our formalism theoretical results obtained by using such
an effective Hamiltonian [23, 24, 41].
We turn, therefore, to a theory appropriate for an arbi-
trary ratio ∆0/σ‖(⊥). We consider a homospin system in
the regime t < T2(I) and t < NI/|xIN0J |. In this range,
the time dependence of ~∆ is neither affected by interac-
tions among bath spins nor by the molecular field of the
central spin. It comes solely from the field-induced pre-
cession (with the frequency ωI = −µIB/I) that we treat
in the adiabatic approximation [26, 42]. For experiments
involving sequential measurements of FID for a single dot
or donor impurity we are interested in w(t) averaged over
possible initial values of ~∆. After integrating over the az-
imuthal angle ϕ we arrive to the coherence function wt
in the form,
wt = 2pi
∫ ∞
−∞
d∆z
∫ ∞
0
d∆⊥∆⊥PI(~∆)(cos dt + ix sin dt)2.
(11)
Here, x ≡ cos θ = ∆z/∆ and, implementing henceforth
h¯ = 1, dt = [∆ + sgn(x)ωI(1 − |x|)]t/2, where the term
with ωI describes geometrical Berry’s phase. If the mea-
surement sequence allows for the BMP formation and the
BMP energy [22] p = σ
2
‖/4kBT > kBT then P (~∆) given
in Eq. 5 [rather than PI(~∆), Eq. 2] should be employed
in Eq. 11.
If one neglects both the Berry phase effects and the
difference between σ‖ and σ⊥, i.e., if pI <∼ 0.2, Eq. 11
assumes an analytic form for the distribution of ~∆ de-
scribed by either PI(~∆) (Eq. 2) or P (~∆) (Eq. 5). In the
former case we obtain,
wt = 1/∆
2
0 + (1 + it/∆0 − 1/∆20) exp(−t2/2 + it∆0)
+
√
2pii
4∆30
[erf(t/
√
2− i∆0/
√
2)− erf(t/
√
2 + i∆0/
√
2)
+ 2erf(i∆0/
√
2] exp(−∆20/2), (12)
where ∆0 and t are in the units of σ and σ
−1, respectively.
It can be easily shown that the above equation is not only
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FIG. 2. Real and imaginary parts of coherence function in the
rotating frame, x′t = exp(−it∆0)wt as a function of the square
root of time in the absence of ∆z fluctuations – narrowed
spin bath (Eq. 13, ωI = 0; solid and dashed lines) and with
∆z fluctuations included (Eq. 12; dashed-dot and dot lines).
Results for ∆0 = 0, 2σ, and 20σ are shown in panels (a), (b),
and (c), respectively.
equivalent to the expression derived previously within the
semiclassical approach for ∆0 → 0 [28] but is also related
to a quantum formula given in Eq. 3 of Ref. 8.
Another relevant case corresponds to the narrowed spin
bath, σ‖ → 0 and σ = σ⊥. Adopting again units in which
σ⊥ = 1, Eq. 11 leads to
wt =
∫ ∞
0
d∆⊥(cos dt+ix sin dt)2∆⊥ exp(−∆2⊥/2), (13)
where ∆z = ∆0 in dt and x.
We first present results obtained within our model in
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FIG. 3. Absolute value of coherence function |wt| for nar-
rowed bath computed within the semiclassical theory from
Eq. 13 (valid for arbitrary bath polarization pI and spin I)
assuming ∆0 = 20σ⊥ and ωI = 0 as a function of the square
root of time (solid line). Predictions of the quantum model
(Eq. 14) for the same ∆0/σ⊥ and ωI as well as for pI = 0.4
and various values of I are shown by dots up to t = 0.8/ωr.
The data in the inset demonstrate the equivalence of the semi-
classical approach (Eq. 13; solid line) and the quantum model
(Eq. 14 for pI = 0.4 and I = 3/2; dots) at early times.
the parameter region for which quantum theories have
been developed, ∆0  σ⊥, ωI = 0 (no Berry phase ef-
fects), and for the case of a narrowed spin bath. The
data computed from Eq. 13 for ∆0 = 20σ are collected in
Fig. 1. Their comparison to findings presented in Figs. 1
and 2 of Ref. [2], obtained for pI = 0 demonstrates a
quantitative equivalence of the semiclassical and quan-
tum approaches in this case. This agreement holds up to
t σ−1.
Encouraged by this finding, we illustrate in Fig. 2 the
theoretically expected behavior of the coherence func-
tion in the rotating frame, x′t = exp(−it∆0)wt, for three
distinct cases, ∆0 = 0, 2σ, and 20σ, considering the sit-
uation when both transverse and longitudinal magneti-
zation fluctuations are present (Eq. 12) and also the case
of a narrowed spin bath (Eq. 13), where σ corresponds
to σ⊥. A saturation of x′t at 1/3 and at 1/2 for t → ∞,
visible in Fig. 2(a), was previously noted (Refs. 10 and 28
and Ref. 11, respectively). Oscillations in x′t appearing
in Fig. 2(b,c) have the frequency of ∆0.
We now turn to the recent non-perturbative solution
of the time-convolutionless master equation [1] which,
within our notation, predicts for an arbitrary shape of
the electron envelope function ψ(~r) at given NI and in
the regime ∆0  σ⊥ and t NI/|xIN0J |,
wt =
exp{it∆0 + [it∆0 + exp(−it∆0)− 1]y coth(y/2)/2∆20}
cos(ωrt)− i coth(y/2) sin(ωrt) .
(14)
where t and ∆0 are in the units of σ
−1
⊥ and σ⊥, respec-
tively; y is defined in Eq. 9; ωr = y/2∆0, and ∆0 should
be replaced by ∆0−ωI if ωI 6= 0. Since, abandoning the
relative units, ωr = (xIN0J/2NI)(∆0 − g∗µBB)/∆0, we
see that as t  NI/|xIN0J |, the quantum approach in
question is valid for t |ω−1r |.
As shown in Fig. 3, our theory for arbitrary pI and I
is in a quantitative agreement with the quantum expec-
tations in the regime of their validity.
Finally, we comment on the role played by the field-
induced precession of the bath spins. If the corresponding
frequency is in the range 1/T2  ωI  ∆¯, the adiabatic
conditions are fulfilled, so that the precession gives rise
to geometrical Berry’s phase. Our evaluations with the
help of Eq. 13 indicates that in the regime ∆0  σ the
Berry phase contribution to the spin dephasing rate is
δγ ' ωIσ2/∆20, where γ is twice the inverse of time cor-
responding to |wt| = 1/e. Interestingly, this dephasing
mechanism cannot be removed by Hahn’s spin echo se-
quence [43].
In summary, we have developed a semiclassical ap-
proach to dynamics in the central spin problem for t < T2
and t < NI/|xIN0J |, which is in quantitative accord with
quantum predictions. This finding substantiates the ap-
plicability of semiclassical models, such as the Landau-
Lifshitz-Gilbert equation, to simulations of spintronic
nanostructures with a few dozen or more spins. Our
physically transparent and mathematically simple model
allows incorporating interactions among bath spins, po-
laronic effects, and Berry’s phase contribution as well as
extending the theory to the region of small spin split-
tings, ∆0 <∼ σ, so far unaccessible to the quantum ap-
proaches. An extension of our theory to longer times,
explored already in some quantum models [4, 44], re-
quires consideration of electron-induced bath dynamics
and incorporation of corrections to the gaussian approx-
imation, both leading to a dependence of the results not
only on NI but also upon the shape of the electron en-
velope function ψ(~r). Another important line of research
concerns dynamics of a confined hole interacting with a
bath of nuclear [45–47] or magnetic spins, particularly in
view of current interest in dynamics of trapped excitons
in DMSs [48–54].
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