Data Envelopment Analysis (DEA) cross-efficiency has been used to replace the self-evaluation system, which requires decision-makers to rank a series of decision-making units (DMUs) according to cross-efficiency scores, and finally determine the order of each DMU, so as to provide decision-making basis for decision-makers. However, this method has certain deficiencies: one is that the cross-efficiency value is not unique; the other one is that the cross-efficiency evaluation uses the same weight to aggregate cross-efficiency. In this paper, Technique for order performance by similarity to ideal solution (TOPSIS) and The Best Worst Method (BWM) methods are used to aggregate the aggressive cross-efficiency values and benevolent cross-efficiency values. Besides, the high consistency of the BWM method improves the shortcomings of the TOPSIS method. The result of TOPSIS method is not necessarily close to the ideal solution, and far away from the negative ideal solution. At the same time, the distance measured by the TOPSIS method replaces the preference of the BWM method, which makes BWM method more objective. Finally, a numerical example is given to verify the feasibility and effectiveness of the method.
I. INTRODUCTION
DEA is a nonparametric mathematical programming method for evaluating the relative efficiency of DMU in the same type which Originated from the study of productivity by Farrell [1] . At present, DEA has been widely accepted as a powerful performance assessment tool. In 1978, Charnes et al. [2] proposed DEA-CCR model based on the definition of production possible set (PPS) [3] . Banker [4] extended the work of Charnes and Cooper, proposed DEA-BCC model based on the variable return to scale (VRS).
In the subsequent research and application, the deficiencies of the traditional DEA model are gradually revealed. The weight obtained by DEA model which relates to the other DMUs is the most efficient weight of the evaluated DMU, which makes the result cannot be accepted. Sexton et al. [5] proposed cross-efficiency model based on self-evaluation and peer-evaluation. Through self-evaluation, the efficiency of DMU can be evaluated with the most favorable weight, while
The associate editor coordinating the review of this manuscript and approving it for publication was Marta Cimitile . the peer-evaluation requires the weight determined by other DMUs to evaluate the efficiency of each DMU. The overall efficiency of DMU is the average of self-evaluated efficiency and peer-evaluated efficiency of each DMU.
Although the cross-efficiency uses the self-evaluation and peer-evaluation evaluation to eliminate or reduce the disadvantages of the traditional DEA model, but its defects are beginning to highlight: (1) The DMUs is evaluated by averaging the cross-efficiency, the average cross-efficiency result is not a Pareto solution, and it will lose the association between weights; (2) The optimal weights of DMUs may not be unique which accordingly result non-unique cross-efficiency values.
In view of the non-unique cross-efficiency, scholars have proposed many secondary goals to choose superior weight. Doyle and Green [6] proposed the classic aggressive and benevolent models which selected a group of optimal weights for self-evaluated efficiency and peer-evaluated efficiency. Liang et al. [7] , Lim et al. [8] , Wang and Chin [9] , and Wu et al. [10] improved the original aggressive and benevolent models. In addition, Ramón [11] , [12] , Wang et al. [13] , [14] , Wu et al. [15] used secondary goals to get the weights which effectively avoid the problem of zero weight. For cross-efficiency aggregation problems, previous studies obtained the weight of each cross-efficiency to summarize the cross-efficiency by using nuclear and Shapley values [16] , [17] , Shannon entropy [18] - [20] , ordered weighted average operators [21] , evidence reasoning methods [22] , Gini Guidelines [23] and the ordered weighted averaging (OWA) [24] , [25] . In addition, Liang et al. [26] proposed the game cross-efficiency model in which DMUs were regarded as players in the non-cooperative game, Wu et al. [27] applied to the performance evaluation of participating countries in the Olympic Games. Some scholars extended cross-efficiency model into the uncertain environment, introduced hesitant fuzzy sets [28] , interval values [29] - [32] .
First, the aggressive and benevolent cross-efficiency models are the most classical methods to improve the nonunique cross-efficiency. Second, TOPSIS and BWM are used to improve the average cross-efficiency result. So, in order to improve the original cross-efficiency method, the paper applies the TOPSIS and BWM methods to integrate the cross-efficiency values based on the aggressive and benevolent cross-efficiency model. Lai et al. [33] proposed the TOPSIS method which is multi-criteria decision-making (MCDM) method by detecting the distance between alternatives and solutions of ideal and non-ideal. Because its intuitionist, reliable and real, it has been applied to many practical problems. BWM proposed by Rezaei [34] is a method in which experts and decision-makers firstly determine the best criterion and the worst criterion, then compare the best criterion and the worst criterion with other criteria, finally draw a conclusion by using linear programming method and obtained a comprehensive score. It has been applied in many fields. Rezaei et al. [35] used BWM method to evaluate suppliers; Li et al. [36] proposed intuitionist fuzzy multiplication optimization-optimal method under the fuzzy environment, Mou et al. [37] introduced multi-criterion decision-making method of probabilistic hesitation fuzzy and BWM, Li et al. [36] proposed linear BWM method. Rezaei [38] used BWM method to measure the social sustainability of manufacturing enterprise supply chain; Ahmadi et al. [39] proposed an integrated model of failure mode and effects analysis (FMEA) based on fuzzy BWM, relative entropy and VIKOR method, and so on.
The innovation of this paper lies in combining BWM, TOPSIS, and cross-efficiency for the first time. In order to increase the objectivity of BWM, the efficiency value will be selected to the best and worst solution, and the distance in the TOPSIS method is used instead of the expert determine the comparative preference in BWM; on the contrary, the high consistency of the BWM method also addresses the shortcomings of the final result of the TOPSIS method, which is not necessarily closest from the ideal solution and farthest from the negative ideal solution. Combining TOPSIS and BWM with cross-efficiency will solve the shortcomings of a simple weighting of cross-efficiency.
The rest of the article is organized as follows: Section 2 introduces the cross-efficiency model, TOPSIS method and BWM method; Section 3 proposes Crossefficiency method based on BWM-TOPSIS; Section 4 uses a numerical example to prove the feasibility and practicability of the method proposed in this paper; Section 5 makes a summary and prospect.
II. PRELIMINARIES A. THE CROSS-EFFICIENCY MODEL
Consider n DMU s that are to be evaluated with m inputs and s outputs. For the j th DMU j (j = 1, 2, . . . , n), note i th input and r th output are x ij (i = 1, 2, . . . , m) an y rj (r = 1, 2, . . . , s). Respectively, for any evaluated d th DMU d , the efficiency value E dd under the CCR model can be obtained by solving the program (1):
Among them, variables v id and u rd represent the weights given to the i th input and the r th output for DMU d for the above fractional program (1), the following equivalent forms of linear programming problems can be obtained through the classical Charnes et al. [2] transformation:
where j = 1, 2, . . . , n indicate that there are n subjects to be evaluated, that is DMU ; i = 1, 2, . . . , m indicate that there are m inputs, r = 1, 2, . . . , s indicate that there are s outputs; E 0 represents the efficiency value of the evaluated DMU . E 0 is between 0 and 1, the closer E 0 is to 1, the higher the efficiency of the evaluated DMU . Note that the optimal solution of the model (2) is ϑ * id , µ * rd and for the other DMU j (j = 1, 2, . . . , n), the optimal solution ϑ * id , µ * rd can be obtained.
The cross-efficiency of DMU j (j = 1, 2, . . . , n) can be obtained by solving program (3): The DEA cross-efficiency matrix can be obtained by equation (3):
The element E dj in the matrix is the cross-efficiency value DMU j obtained by the weight of DMU d , and the element on the diagonal represents the efficiency value of the self-evaluation of DMU d . For DMU j (j = 1, 2, . . . , n), all the average E dj (d = 1, 2, . . . , n), E l = 1 n n d=1 E dj represents the final cross-efficiency value of DMU j .
The traditional cross-efficiency may be non-unique because the optimal weight may not be unique. Therefore, some secondary gold cross-efficiency models were proposed. The most classic models are aggressive and benevolent models. The aggressive model minimizes other DMU s average efficiencies while ensuring that its self-evaluation efficiency is constant. Conversely, the benevolent model maximizes other DMU s as much as possible while ensuring that the self-evaluation efficiency is constant.
The aggressive model:
The benevolent model:
B. TOPSIS TOPSIS was proposed by Lai et al. [33] , the steps for TOPSIS are as follows:
Step 1: Use the vector specification method to obtain the normative decision matrix.
Let the decision matrix of the multi-attribute decision problem is Y = y ij , and the normalized decision matrix is F = f ij , then:
Step 2: Construct a weighted normalized decision matrix a X = x ij :
Let the weight vector of each attribute given by the decision maker be W = (w 1 , w 2 , . . . , w n ) T , where the w j is the weight of the j attribute or criterion, and n j=1 w j = 1. Then:
Step 3: Determine the ideal solution and the negative ideal solution:
The ideal solution:
The negative ideal solution:
Among them, J 1 and J 2 respectively represent the benefit indicator set and the cost indicator set.
Step 4: Calculate the distance from each alternative to the ideal solution and the negative ideal solution:
The distance from the alternative to the ideal solution is:
The distance from the alternative to the negative ideal solution is:
Step 5: Calculate the comprehensive evaluation index of each alternative:
Larger C i indicates that the alternative i is relatively better, whereas smaller C i indicates this alternative i is relatively poorer. Then the alternatives are ranked according to their C i .
C. BWM
BWM proposed by Rezaei [34] , the specific steps of BWM are as follows:
Step 1: Determine a set of decision criteria.
Step 2: Determine the best (most desirable, most important) and worst (least desirable, least important) decision criteria based on the opinions of the decision-maker or expert.
Step 3: Determine the preference of the best criterion over all the other criteria using a number between 1 and 9. The resulting Best-to-Others vector would be:
where a Bj represents the preference of the best criterion B over criterion j, it is clear that a BB = 1.
Step 4: Determine the preference of all the criteria over the worst criterion using a number between 1 and 9. The resulting Others-to-Worst vector would be:
where a jW represents the preference of the criterion j over the worst criterion W , it is clear that a WW = 1.
Step 5: Find the optimal weights w * 1 , w * 2 , . . . , w * n : The optimal weight for the criteria is the one where, for each pair of w B /w j and w j /w W , we have w B /w j = a Bj and w j /w W = a jW . Therefore, to get as close as possible to the ideal situation, we should minimize the maximum among the set of w B − a Bj w j , w j − a jW w W , and the problem can be formulated as follows:
Problem (13) can be transferred to the following problem:
Solving equation (14), we can get the optimal weights w * 1 , w * 2 , . . . , w * n and consistency index ξ L * . The lager weight w * j is, the more important the index j is. ξ L * is the consistency index, The closer ξ L * is to 0, the higher the consistency.
Step 6: Calculate the final score.
Let the decision matrix of the multi-attribute decision problem is Y = y ij , and the normalized decision matrix is F = f ij , where:
, i = 1, 2, . . . , m; j = 1, 2, . . . , n (15) Obtain the multi-attribute, and the final score V i is:
w * j f ij , i = 1, 2, . . . , m; j = 1, 2, . . . , n (16)
Larger V i indicates that the alternative i is better. Then the alternatives are ranked according to their V i .
III. THE BWM-TOPSIS CROSS-EFFICIENCY METHOD
This paper combines aggressive and benevolent crossefficiency methods with BWM and TOPSIS methods to introduce the BWM-TOPSIS aggressive and benevolent cross-efficiency methods. The specific steps are as follows:
Step 1: Derive an aggressive (or benevolent) crossefficiency matrix from the above description:
Step 2: Based on the aggressive (or benevolent) crossefficiency matrix, find the ideal solution Z + j and the negative ideal solution Z − j , where: The ideal solution:
The negative ideal solution
Then, we can get aggressive (or benevolent) crossefficiency matrixes containing ideal and negative ideal solutions: VOLUME 8, 2020 Step 3: Calculate the distance d + d from the ideal solution and the distance d − d from the negative ideal solution:
Step 4: Derive the best preference vector, the worst preference vector:
The optimal weight for the criteria is the one where, for each pair of w B /w d and w d /w W , we have w B /w d = a Bd and w d /w W = a dW .
The best preference vector:
where a Bd = d + d + 1, it represents the preference of the best criterion B over criterion d, it is clear that a BB = 1.
The worst preference vector:
it represents the preference of the criterion d over the worst criterion W , it is clear that a WW = 1.
Step 5: Get the final score: To get as close as possible to the ideal situation, we should minimize the maximum among the set of {|w d − a Bd w d | , |w d − a dW w W |}, and the problem can be formulated as follows: Program (20) can be transformed into the following linear problem:
Solving equation (21), we can get the optimal weights w * 1 , w * 2 , . . . , w * n and consistency index ξ L * . Lager w * d indicates that the alternative d is better. ξ L * is the consistency index, The closer ξ L * is to 0, the consistency is higher. Then the DMUs are ranked according to their w * j .
IV. NUMERICAL EXAMPLE
In this section, we provide a numerical example to illustrate the feasibility and performance of the BWM-TOPSIS Crossefficiency method. The three inputs and three outputs are given to evaluate the seven academic departments in a university recorded (Efficiency evaluation of seven departments in a university seven academic departments [40] ) in table 4.
A. THE AGGRESSIVE CROSS-EFFICIENCY METHOD BASED ON BWM-TOPSIS
Step1: The aggressive cross-efficiency matrix of seven DMUs is obtained based on the raw data:
The closer the efficiency value is to 1, the DMU is better, and the closer the efficiency value is to 0, the DMU is worse.
Step 2: Find the ideal solution and the negative ideal solution based on the cross-efficiency matrix:
Z + j = (1.000,1.000,1.000,1.000,1.000,1.000,1.000)
The negative ideal solution: Obtain an aggressive cross-efficiency matrix containing the ideal solution and the negative ideal solutions:
Step 3: Calculate the distance from the ideal solution and the distance from the negative ideal solution: Step 4: Derive the best preference vector and the worst preference vector:
The best preference vector: Step 5: Get the final score: cross-efficiency model; the value 2 represents the efficiency calculated by the cross-efficiency improved by TOPSIS, and the value 3 represents the efficiency value calculated by BWM-TOPSIS cross-efficiency method proposed in this paper. The results calculated by the three methods are consistent, which shows that the BWM-TOPSIS cross-efficiency proposed in this paper is feasible.
B. THE BENEVOLENT CROSS-EFFICIENCY METHOD BASED ON BWM-TOPSIS
Step 1: Based on the raw data, the benevolent cross-efficiency matrix of seven DMUs is obtained:
Z + j = (1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000)
Z − j = (0.641, 0.701, 0.294, 0.688, 0.414, 0.641, 0.641) Obtain a benevolent cross-efficiency matrix containing positive ideal solution and negative ideal solution:
The best preference vector: The above table is the comparison among BWM-TOPSIS cross-efficiency method, the benevolent cross-efficiency model and the cross-efficiency improved by TOPSIS. The value 1 represents the efficiency calculated by the benevolent cross-efficiency model; the value 2 represents the efficiency calculated by the cross-efficiency improved by TOPSIS, and the value 3 represents the efficiency value calculated by BWM-TOPSIS cross-efficiency method proposed in this paper. Compared with the results of benevolent cross-efficiency model, the order of the department 3, department 5, and department 7 have changed. Where department 7 is the DMU farthest from the negative ideal solution, but it is also farthest from the ideal solution; department 5 is closest to the ideal solution, and it is not closest to the negative ideal solution; department 3 is closest to the negative ideal solution, but it is not farthest from the ideal solution. Compared with the results of the cross-efficiency improved by TOPSIS, there is a discrepancy between the department 3 and the department 7, and the gap between the two results is small. Compared with department 3, although department 7 is the furthest from the negative ideal solution, it is not as close to the ideal solution as department 3. In summary, the method proposed in this paper doesn't only rely on the absolute value of the average efficiency, but it also considers the relative distance.
V. CONCLUSION
In view of the drawbacks when the ultimate average cross-efficiency scores are used to evaluate and rank DMUs, we improve the assumption of average and utilize the BWM-TOPSIS technique to rank cross-efficiency. There are some advantages to this method: (1) The method is clear, and the calculation is simple; (2) Combining TOPSIS, BWM and cross-efficiency methods for the first time. The biggest feature of the BWM method is that it greatly improves the consistency, but the method is more subjective. Adding efficiency values will more objectively select the best and worst solution. At the same time, using the distance in TOPSIS instead of the preference vector in BWM will also increase the objectivity of the method; on the contrary, the high consistency of the BWM method also solves the shortcomings of the final result of the TOPSIS method, that is, the final decision made by the TOPSIS method is not necessarily closest to the ideal solution and farthest from the negative ideal solution; combining these two methods with cross-efficiency will solve the aggregation of cross-efficiency. The results of the rank order make full use of the original data information in cross-efficiency matrix and can quantitatively reflect the virtues or defect degree of different evaluation programs. In order to prove the effectiveness of the proposed approach, a numerical example is illustrated finally. The disadvantage of this method is that there are many cross-efficiency improvement models. The aggressive and benevolent cross-efficiency models can only solve certain deficiencies. Then, Improvements can be made based on more complex cross-efficiency. Secondly, the weight of each cross-efficiency is not determined in this method, which needs to be explored in the future research.
