The feature selection is an important challenge in many areas of machine learning because it plays a crucial role in the interpretations of machine-driven decisions. There are various approaches to the feature selection problem and methods based on the information theory comprise an important group. Here, the minimum redundancy maximum relevance (mRMR) feature selection is undoubtedly the most popular one with widespread application. In this paper, we prove in contrast to an existing finding that the mRMR is not equivalent to Max-Dependency criterion for first-order incremental feature selection. We present another form of equivalence leading to a generalization of mRMR feature selection. Additionally, we compare several feature selection methods based on mRMR, Max-Dependency, and feature ranking, employing different measures of dependency. The results on high-dimensional real-world datasets show that the distance correlation is the suitable measure for dependency-based feature selection methods. The results also indicate that the Max-Dependency incremental algorithm combined with distance correlation appears to be a promising feature selection approach. relevant features of the dataset and removes the irrelevant and redundant ones. In contrast, feature transformation achieves dimensionality reduction by combining the original features into a set of new features with stronger discriminating power. Each of the approaches has its advantages. Feature transformation is preferable in applications where model accuracy is more important than model interpreting. Because FS gives the original features, it is especially useful for model interpreting and knowledge extraction.
Introduction
In recent years, there has been an unprecedented growth in data size. The number of samples in datasets is growing because the data acquisition in many areas such as social networks and multimedia is more feasible than ever before. Not only sample size, but also dimensionality is increasing rapidly. There are areas of research such as bioinformatics and image processing where the dimensionality of tens or hundreds of thousands of features is quite frequent. Although the development of algorithms is following the trend determined by the data growth and new algorithms are being developed, there are still several challenges with big and high-dimensional data. Some examples of a challenging scenario are high-dimensional and small sample datasets, where the dimensionality of the data is significantly higher than the sample size [1, 2] . In predictive modeling, high-dimensionality can lead to overfitting when the model captures the patterns in the training data well but fails to generalize well to unseen data. In a setup like this, it is necessary to reduce the dimensionality of the data to avoid effects of the curse of dimensionality. These include overfitting, prolonged computational times, and negative influence on classification algorithms.
There are two ways to dimensionality reduction: feature selection and feature transformation [3] . Feature selection (FS) is the process of obtaining a subset from the original feature set, which selects the 2 Minimum redundancy maximum relevance
The mRMR FS method is a filter with a forward selection. In every step, the method extends the set of selected explanatory variables (features) by the next one to maximize relevance toward the target variable and simultaneously to minimize the redundancy among the already selected variables. The original method is proposed in [14, 15] .
Let dataset be represented by a two-dimensional matrix, whose rows are the observations and the columns are the explanatory variables. We denote {x 1 , x 2 , . . . , x n } as the set of n observations and {X 1 , X 2 , . . . , X k } as the set of k explanatory variables or features. Let the target variable Y be a vector (y 1 , y 2 , . . . , y n ). Consider the general case when the values of explanatory variables are real numbers, then the variables constitute the k-dimensional space R k . The observations are data points in this highdimensional space.
The FS aims to find the subset S of explanatory variables that optimally characterize the target variable Y . Under optimal characterization, we will understand the highest statistical dependency of the target variable Y on the selected subset S. This criterion is known as a maximal dependency.
In mRMR [15] , the mutual information is utilized as a dependency measure of two random variables. The mutual information between the set of explanatory variables S and the target variable Y is defined as
where p(Y ) is the probability density function (PDF) of the continuous random variable Y . The terms p(S) and p(S, Y ) stand for the joint PDFs of the continuous random variable sets S and S ∪ {Y }, respectively.
In the case of continuous random variables, the calculation of the mutual information is difficult because the densities are all unknown and are hard to estimate from data. Therefore, discretizing the values or density approximation is preferred [19] . In the case of the discrete variables Z and Y , the mutual information is defined as follows [19] :
The probabilities P are determined from the contingency tables covering count of values occurrences of the variables Z and Y . The goal of the FS algorithm is to find the subset S of the explanatory variables on which Y shows the highest dependency expressed by [15] using mutual information as
Because the Max-Dependency criterion is hard to implement, the preferred alternative is to use maximum relevance (Max-Relevance) as a criterion. The Max-Relevance condition looks for the highest dependency of the target variable on the individual selected variables, i.e., it searches for the variables satisfying
Eq. (4) approximates Max-Dependency by the highest average dependency of the target variable Y on the individual variables from the set S. However, the explanatory variables selected by this approach can be redundant. If one of the redundant variables is omitted, the prediction performance does not decrease. Therefore, the condition for minimum redundancy (Min-Redundancy) to drop redundant variables is added:
The criterion that combines both conditions is the mRMR. The following function represents the simplest way to concurrently optimize relevance D and redundancy R:
Sequential forward search (first-order incremental search) can be used to find the subset of the variables close to the optimal variables obtained by maximizing the function Φ defined by (6) . In the first step, the variable with the largest relevance toward the target variable is selected. When the subset S with m variables is known, then the (m + 1)th variable is selected from the other variables by optimizing one of the following conditions [15] :
• For subtraction (MID-mutual information difference criterion):
• For division (MIQ-mutual information quotient criterion):
This step is repeated until the required number of variables is selected. The order of selection of the variables corresponds to their ranking by importance.
Theoretical aspects of mRMR feature selection
In this section, we focus on the theoretical properties of the mRMR algorithm. First, we analyze the equivalence between mRMR and Max-Dependency presented in [14] . We construct a dataset on which these two FS methods give different results using the first-order incremental search. Similar findings are presented on some real-world datasets. Then, we examine the relationship between the objective function Φ defined in (6) and the incremental step of the mRMR FS method (7) . We define a new objective function of feature subsets, maximization of which is equivalent to the mRMR algorithm for the first-order incremental search. The definition of the objective function is the basis for generalization of the mRMR FS method.
A counterexample to the equivalence of mRMR and Max-Dependency
As was already indicated, the algorithm for Max-Dependency is computationally demanding especially in the case of continuous variables. The mRMR algorithm represents a computationally more feasible approach. Peng et al. [14] claims the equivalence of mRMR and Max-Dependency. Theorem 1. For the first-order incremental search, mRMR is equivalent to Max-Dependency.
The motivation for a counterexample to the theorem comes from [19] showing an example of two independent variables X 1 , X 2 such that I(X 1 ; Y ) = 0 and I(X 2 ; Y ) = 0, whereas the combination of these two allows to easily differentiate between different classes of the target variable. Table 1 provides description of the binary classification dataset containing 16 observations. All three explanatory variables are discrete. The variable X 1 takes three values, whereas X 2 , X 3 take two values. We will examine how the mRMR and Max-Dependency methods work in selecting a two-element set of variables.
It can be shown that for this dataset, the following holds: 
Additionally,
The mRMR and Max-Dependency algorithms select variable X 1 in the first step because the value of I(X 1 ; Y ) is positive (approximately 0.156).
In the second step, mRMR calculates the differences of I() by (7) for the candidates:
Because the value of I(X 2 ; X 1 ) ∼ = 0.156 is positive, the maximum is achieved for X 3 and mRMR chose X 3 as a second selected variable. However, this choice is not correct because X 3 is not relevant for prediction of the target variable.
On the other hand, Max-Dependency selects X 2 as a second selected variable. The selection by Max-Dependency is based on the mutual information values of the sets {X 1 ,
The resulting values for the candidates are
Therefore, for this particular dataset, the Max-Dependency algorithm selects the different pair of variables than the mRMR algorithm when the first-order incremental search is used. In addition, the pair selected by the Max-Dependency algorithm shows substantially larger dependency on the target variable as the pair selected by mRMR. This is the counterexample to Peng's theorem stated in [14] .
For an explanation, we describe how we calculate the mutual information values of the sets {X 1 , X 2 } and {X 1 , X 3 } with the target Y . The mutual information is determined according to (2) by substituting the pairs (X 1 , X 2 ) and (X 1 , X 3 ) for Z using Table 2 . Now, we outline the main idea of the original proof of Theorem 1. Based on the definition of the first-order search, the authors assume that the set S m−1 of m − 1 variables has already been obtained and the task is to select the optimal mth variable X m . The Max-Dependency algorithm searches the variable
The authors show that the mutual information I(S m ; Y ) can be expressed as a difference of two terms:
where J(S m ) for S m = {X 1 , . . . , X m } is a "mutual information" for multiple scalar variables defined as
The authors claim that Max-Dependency expressed by maximizing the left side of equation (9) is equivalent to simultaneously maximizing the first term and minimizing the second term of the subtraction on the right side of equation (9) . They derive that the maximum of the first term on the right side of equation (9) is attained when all the variables from S m ∪ {Y } are maximally dependent. Because S m−1 is fixed, the X m and Y should have the maximal dependency. This is the Max-Relevance criterion. The minimum of the second term is attained when all variables of S m are independent of each other. As all the m − 1 variables have been selected, this pair-wise independence condition means that the mutual information between X m and any selected variable from S m−1 is minimized. This is the Min-Redundancy criterion.
The authors conclude that mRMR, as a combination of Max-Relevance and Min-Redundancy, is equivalent to Max-Dependency for first-order selection.
However, considering the abovementioned counterexample, when the mRMR and Max-Dependency algorithms select the second variable to build the set S 2 , the following holds for candidates: X 2 : Max-Dependency:
whereas mRMR: I(X 2 ; Y ) − I(X 1 ; X 2 ) = 0 − 0.156 = −0.156; X 3 : Max-Dependency:
We observe that the second term in the subtraction for the individual candidates is the same for Max-Dependency and mRMR. But the difference is in the first term. J(X 1 , X 2 , Y ) and J(X 1 , X 3 , Y ) cannot be replaced by the terms I(X 2 ; Y ) and I(X 3 ; Y ), respectively, because they reflect the joint effect of variables on the target class, whereas the terms I(X 2 ; Y ) and I(X 3 ; Y ) show only independence of the target variable Y from the individual variables X 2 and X 3 . This is the reason why the Max-Dependency and mRMR algorithms give different results of variable selection on the constructed dataset.
It is worth noting that the original proof assumes that if S m−1 is fixed, then there exists one variable X m / ∈ S m−1 simultaneously maximizing the first term and minimizing the second term of the subtraction on the right side of (9) . But this is not always true. The presented counterexample shows that if S 1 = {X 1 } is fixed, then in the second step, the first term on the right side of (9) is maximized by X 2 because J(X 1 , X 2 , Y ) = 1.156 and J(X 1 , X 3 , Y ) = 0.156, whereas the second term is minimized by X 3 because J(X 1 , X 2 ) = 0.156 and J(X 1 , X 3 ) = 0.
It can be proven that the similar situation as for the constructed dataset occurs also for real-world datasets. We study the behavior of the Max-Dependency and mRMR FS methods for the first-order incremental search on high-dimensional microarray datasets described in Table 3 [20] [21] [22] [23] [24] [25] [26] [27] .
Let us consider the Golub dataset [20] . Continuous features are discretized in the similar way as in [15] to three discrete values using thresholds mean − std and mean + std. Here, mean stands for the average value of a feature and std represents for the standard deviation of a particular feature. For this dataset, the Max-Dependency selects four features v3319, v803, v6942, and v48 (in this order) with the mutual information between this feature set and the target variable equal to 0.93. In contrast, mRMR selects the first four iteration features v3319, v803, v4846, and v1828, i.e., there is a difference in third and also fourth selected features. Moreover, the mutual information of the selected set of features with the target variable is only 0.84 that is considerably less than the mutual information obtained by the set selected by Max-Dependency. Also, the Max-Dependency algorithm selects only four features as an optimal feature set. Adding more features do not increase the mutual information between the set of selected features and the target variable.
The similar behavior is observed for the Gordon dataset [21] . In this case, only three features are selected by Max-Dependency. The contingency table (Table 4) shows that selecting only three out of 12533 features is enough to determine the value of the target variable Y .
The described examples show one drawback of mRMR as a bivariate FS method. Bivariate methods are not expected to perform as well as multivariate ones because they only consider pair-wise redundancy or relevance. Thus, this algorithm is not able to select features which together provide more information about the target variable than any one separately.
Generalization of mRMR algorithm
By comparing definitions (7) and (8) of the incremental step of mRMR proposed by [15] and the definition of the objective function Φ in (6), we recognize several differences. For example, incremental mRMR does not contain the expression I(X i ; X j ) for i = j. It can be experimentally shown that the results yielded by mRMR based on the incremental definition are different from the results obtained by the incremental algorithm for maximization of the function Φ.
The following lemma introduces the objective function Φ ′ of variable subsets. We prove by induction that the first-order incremental algorithm for maximization of Φ ′ selects the same set of variables as mRMR in mutual information difference criterion (MID) version with the incremental definition (7). Lemma 1. Let the function Φ ′ be defined as follows:
For the first-order incremental search, mRMR algorithm in MID implementation is equivalent to the algorithm for maximization of function Φ ′ . Proof.
In the first step, the incremental implementation of the mRMR algorithm selects the variable with maximal relevance to the target variable. The same is true for the incremental algorithm for maximization of the function Φ ′ . We will show that if both algorithms in the first m steps select the same variables into the subset S, then they select the same variable X in step m + 1.
Let S ′ = S ∪ {X}. The set S ′ has m + 1 items. The value of the optimized function after addition of
The algorithm for maximization of the function Φ ′ selects variable X to maximize the expression on the right side of (12), whose terms can be expressed as follows:
After substitution, we obtain
The terms in (15) not containing the variable X do not have any influence on maximization of Φ ′ (S ′ ) with respect to X. Therefore, it is enough to maximize the expression:
The positive term 1 m+1 may be taken out and the resulting expression for maximization is as follows:
The expression (17) is equivalent to the incremental step (7) in MID mRMR. Therefore, the first-order incremental search for maximization of the function Φ ′ selects the same variable X as the incremental mRMR algorithm.
The function Φ ′ is the difference between the average dependency of the explanatory variables on the target variable and the average dependency between different variables in the set S to each other weighted by 1 2 . The function can be generalized as follows:
where λ is a positive real number which expresses the weight of redundancy. It can be proven that the value of λ = 1 2 is not always the best choice. Consider a dataset that is created from the counterexample presented in Table 1 changing the value of the variable X 2 in the 16th observation from 1 to 0. When comparing to the original dataset, this change results in decreasing dependency between the variables X 1 and X 2 and increasing the dependency of X 3 and Y on X 2 .
We show that maximizing the objective function Φ ′ with λ = 1 2 , i.e., the mRMR algorithm, does not select the optimal two-element subset of variables on this dataset.
It can be shown that for this dataset, the following holds:
The algorithm for maximization of the function Φ ′ with λ = 1 2 selects the variable X 1 with the maximal dependency on the target Y in the first step. In the second step, the values of Φ ′ for the subsets {X 1 , X 2 } and {X 1 , X 3 } are calculated by (18) as follows:
The maximum is achieved for {X 1 , X 3 }, thus the algorithm for maximizing the function Φ ′ , like mRMR, selects X 3 as a second variable. On the other hand, Max-Dependency selects X 2 , because the values of the mutual information of the sets {X 1 , X 2 } and {X 1 ,
It implies that the algorithm for maximizing the function Φ ′ with λ = 1 2 , which is equivalent to mRMR, does not provide the optimal result.
In contrast, decreasing the value of the parameter λ to 1 5 results in increasing the value of Φ ′ ({X 1 , X 2 }):
and because the value of Φ ′ ({X 1 , X 3 }) remains unchanged, in this case, the algorithm for maximizing the function Φ ′ selects the optimal variable X 2 in the second step. The critical value of the parameter λ for this dataset is approximately 0.297, which is obtained by comparing the values of Φ ′ ({X 1 , X 2 }) and Φ ′ ({X 1 , X 3 }), i.e., from the equation:
When the value of λ 0.297, the algorithm for maximization of the function Φ ′ selects the set {X 1 , X 3 }, whereas for the values of λ < 0.297, the algorithm selects the optimal set {X 1 , X 2 }.
We define the objective function Φ ′ in (18) . Maximization of Φ ′ for the parameter λ = 1 2 is equivalent to the mRMR algorithm, for the first-order incremental search. We show that the value of λ can influence the quality of the FS.
It is worth noting that for the counterexample shown in Subsection 3.1, there is no positive parameter λ of the function Φ ′ for which the maximization of the function Φ ′ leads to the same solution as the Max-Dependency algorithm. This can be proven by solving (21) .
Comparison of different dependency-based methods: numerical experiments
The mRMR method can be interpreted as a framework for effective FS that provides the potential for novel sophisticated and effective schemes [14] . One possible approach is to select the convenient measure of dependency that is a crucial aspect in the mRMR methodology [18] . In the case of continuous features, the correlation coefficients as Pearson and Spearman, instead of the mutual information can be used. For discrete variables, one can employ also chi-squared test statistics. Recently, a new correlation measuredistance correlation [28] has been proposed and is gaining popularity. Owing to its characteristics, it can be a suitable measure for use in dependency-based FS methods.
Distance correlation
To define the distance correlation, the distance covariance needs to be defined. Let (z i , y i ) for i = 1, 2, . . . , n be statistical samples of two random variables (Z, Y ). Variables Z and Y can be multidimensional and have different sizes. Additionally, we define (a i,j ) and (b i,j ) as distance matrices of size n × n with matrix elements:
where L2 stands for the Euclidean distance. Let A i,j and B i,j for i, j = 1, 2, . . . , n be elements of double centered distance matrices:
. , for i, j = 1, 2, . . . , n,
whereā i. is the mean value of the ith row,ā .j is the mean value of the jth column andā .. is the mean value of all matrix elements. Then, the squared sample distance covariance is defined as the arithmetic average of the products A i,j B i,j :
The distance variance is a special case of distance covariance when two random variables are identical. The squared sample distance variance is defined as dVar 2 n (Z) = dCov 2 n (Z, Z).
The sample distance correlation of two random variables is determined by the ratio:
The distance correlation measures dependency between two arbitrary random variables, not necessarily of equal dimension. It is zero if and only if the random variables are independent. Because for the classical correlation measures such as the Pearson and Spearman coefficients, this claim is valid only in one direction, they can easily be zero for dependent variables. Whereas the Pearson (Spearman) correlation coefficient is sensitive mainly to the linear (monotonic) relationship between two random variables, the distance correlation can capture both linear and nonlinear association between them. Therefore, the distance correlation is one of the measures we used in numerical experiments to compare the performance of mRMR and some other FS methods based on dependency measures.
Different dependency-based methods: numerical experiments
We evaluate the performance of the mRMR FS method with various dependency measures. The versions of mRMR are compared with two other FS methods based on the dependency. The first of them is the first-order incremental Max-Dependency (MD) algorithm that looks for a feature subset on which the target variable is most dependent. The second method ranks the features individually according to their dependency on the target variable (Rank), with a higher value feature being more important. In addition to the mutual information (MI) as an original dependency measure for mRMR, other measures such as chi-squared test statistics (chi2), Pearson correlation coefficient (Pear), Spearman correlation coefficient (Spea), and distance correlation (dCor) are used. We also include the state-of-the-art FS method reliefF [29] in the comparison. For evaluation, we use eight high-dimensional real-world datasets. They are publicly available DNA microarray datasets that constitute the binary classification tasks or are converted to the binary task. Their basic characteristics are provided in Table 3 .
To evaluate the influence of the FS methods on the prediction performance, we use four different classifiers, Gaussian naive Bayes classifier, support vector classifier (the penalty parameter C = 1), random forest classifier (1000 base estimators, the entropy function to measure the quality of a split), and k nearest neighbors classifier (k = 5). Stratified 10-fold cross-validation is used to validate the results.
Because several of the utilized datasets are imbalanced, the accuracy is not an appropriate measure of the prediction performance. Instead of accuracy, we use F 1 score to measure the performance of the classifiers.
To provide the compact overview of the classification results, we show the average classification results of four classifiers in Figure 1 and the best results of four classifiers in Figure 2 . When comparing the results, it can be observed that the methods Max-Dependency using mutual information (MD/MI) and chi-squared test statistics (MD/chi2) give generally worse results than the other evaluated methods. The problem of MD/MI and MD/chi2 is in estimating the probability of possible states from the complete contingency table. When using only five features, each with three values, the complete contingency table has 3 5 × 2 = 486 items, what is more than the number of samples in the datasets used. The examined datasets have a too-small number of samples to reliably estimate the probability of possible states and to compute the MI. The results confirm exceptions described in [14] that the MD/MI method is appropriate in selecting only the small number of relevant features and needs a larger number of samples. The same is true for the MD/chi2 method.
The results of the Max-Dependency FS method using distance correlation (MD/dCor) are promising. When comparing the highest F 1 score of four classifiers, MD/dCor accomplishes the highest precision of the prediction on all datasets except the Burczynski and Pomeroy datasets and this method significantly outperforms the others. When comparing the average F 1 score, the results of MD/dCor and some versions of mRMR are more balanced. The best method of MD/dCor is followed by mRMR using the Spearman correlation coefficient (mRMR/Spea). To support comparative analysis of utilized FS methods, we provide Table 5 showing Winn/Tie/Loss (WTL) statistics, mean rank, standardized mean, and standardized median. We compare all FS methods on the eight datasets from Table 3 using four classifiers. These results show that the best performing methods are mRMR/Pear, MD/dCor, mRMR/dCor, and mRMR/Spea. In contrast with the results achieved by MD/dCor, the results of MD/MI and MD/chi2 are yielding poor prediction performance.
When analyzing the mRMR results, although the Pearson and Spearman correlation coefficients reveal only linear or monotonic dependencies, they may be useful when mRMR is applied to continuous data. The transformation of continuous to discrete data for using MI or chi-squared statistics leads to loss of information and thus worsens the results of mRMR/MI and mRMR/chi2. The experiments confirm that the distance correlation is a suitable measure for such tasks. If we compare all the three approaches to use distance correlation-simple ranking (Rank), mRMR, and Max-Dependency, ranking appears to be the worst, whereas Max-Dependency achieves the best results, under expectations. The weakness of the methods using distance correlation is their worse usability in the case of a larger number of observations because of the need to calculate a distance matrix with the quadratic complexity.
Generalization of mRMR algorithm: numerical experiments
In Subsection 3.2, we define the objective function Φ ′ in (18) maximization of which for the parameter λ = 1 2 is equivalent to the mRMR algorithm in MID version, for the first-order incremental search. To examine the influence of the λ parameter on FS quality, we conduct experiments with various values of λ for eight real-world datasets stated in Table 3 . We use nine values of λ = 0.00, 0.25, 0.50 up to 2.00. The value of λ determines a weight of the average redundancy in the objective function Φ ′ in (18) . If the weight is λ = 0.00, redundancy is not considered and the optimization task is equivalent to the Rank/MI method. For λ = 0.50, the average redundancy has half the weight of the average relevance and the optimization task is equivalent to mRMR. As the maximum λ, we use the value of 2.00, where the weight of the average redundancy is twice as the weight of the average relevance.
The experiments show that the value of λ influences the quality of the FS. For all datasets, we obtain distinct feature subsets for all λ values. The optimal value of this parameter depends on a particular dataset, e.g., in the case of the Pomeroy dataset, maximum F 1 score is achieved with λ = 0.25, whereas for the Singh dataset, it is for λ = 1.75.
The summary of the experimental results is in Table 6 , where we present the average ranking obtained on examined datasets and computed from maximum and average F 1 score for all four used classifiers. As the results show, too-small values of λ (0.00, 0.25) or too large values (2.00) yield sub-optimal results. For the test datasets in general, the optimal values are in the range 0.75 to 1.50, which are higher weights of redundancy as in the standard mRMR. 
Conclusion
FS is one of the key concepts in machine learning which has a significant impact on the performance and interpretability of a predictive model. In this paper, we focused on the minimum redundancy maximum relevance (mRMR) feature selection method, which is the very popular FS method based on the information theory. We analyzed the relationship between mRMR and Max-Dependency criterion and constructed the discrete counterexample to the theorem about the equivalence of mRMR and Max-Dependency for the first-order incremental search presented by the authors of the mRMR method. We also showed the examples of real-world datasets on which the mRMR method and the incremental Max-Dependency algorithm give different results. In addition, we defined the objective function whose maximization is equivalent to mRMR and provided the generalization of the mRMR method. In the numerical experiments, we compared three dependency-based approaches, mRMR, Max-Dependency, and simple ranking, using various dependency measures in terms of their influence on the prediction accuracy of classifiers. The results on eight high-dimensional real-world datasets showed that the performance of mRMR originally used with MI can be improved by employing the other suitable dependency measures. When comparing the maximal performance of classifiers used, the Max-Dependency incremental algorithm with distance correlation as a measure outperformed the other presented FS methods and looked as a promising FS approach for the case of small sample sizes problems frequently occurring in biomedical research.
