Reliability of Technical Systems by Ertl, Jakub
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA STROJNÍHO INŽENÝRSTVÍ
ÚSTAV MATEMATIKY
FACULTY OF MECHANICAL ENGINEERING
INSTITUTE OF MATHEMATICS
SPOLEHLIVOST TECHNICKÝCH SYSTÉMŮ
RELIABILITY OF TECHNICAL SYSTEMS
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. JAKUB ERTL
AUTHOR
VEDOUCÍ PRÁCE doc. RNDr. ZDENĚK KARPÍŠEK, CSc.
SUPERVISOR
BRNO 2009
Vysoké učení technické v Brně, Fakulta strojního inženýrství
Ústav matematiky
Akademický rok: 2008/2009
ZADÁNÍ DIPLOMOVÉ PRÁCE
student(ka): Bc. Jakub Ertl
který/která studuje v magisterském navazujícím studijním programu
obor: Matematické inženýrství (3901T021) 
Ředitel ústavu Vám v souladu se zákonem č.111/1998 o vysokých školách a se Studijním a
zkušebním řádem VUT v Brně určuje následující téma diplomové práce:
Spolehlivost technických systémů
v anglickém jazyce:
Reliability of Technical Systems
Stručná charakteristika problematiky úkolu:
Studium moderních stochastických metod a charakteristik spolehlivosti technických systémů
vzhledem k možnostem jejich reálných aplikací pomocí software.
Cíle diplomové práce:
Popis vlastností a odhadů funkčních a číselných charakteristik spolehlivosti objektu. Modelování
spolehlivosti systému pomocí spolehlivosti jeho prvků vzhledem k množině stavů a druhům
obnovy. Realizace metod pomocí speciálního software pro PC na konkrétních datových
souborech.
Seznam odborné literatury:
1. Ryan, T. P.: Statistical Methods for Quality Improvement. New York: J. Wiley, 1989.
2. Ireson, W. G.: Reliability Handbook. New York: McGraw-Hill, 1986.
3. Montgomery, D. C.: Introduction to Statistical Quality Control. New York: Chapman&
Hall, 1990.
4. Leemis, L.: Reliability – Probabilistic Models and Statistical Methods. Prentice-Hall, 1995.
5. Smith, P. J.: Analysis of Failure and Survival Data. New York: Chapman&Hall/CRC, 2002. 
6. Limnios, N., Oprisan, G.: Semi Markov Processes and Reliability. Birkhauser Verlag
AG, 2001.
7. Články a materiály z odborných časopisů, sborníků konferencí a Internetu dle pokynů
vedoucího diplomové práce.
Vedoucí diplomové práce: doc. RNDr. Zdeněk Karpíšek, CSc.
Termín odevzdání diplomové práce je stanoven časovým plánem akademického roku 2008/2009.
V Brně, dne 20.11.2008
L.S.
_______________________________ _______________________________
prof. RNDr. Josef Šlapal, CSc. doc. RNDr. Miroslav Doupovec, CSc.
Ředitel ústavu Děkan fakulty
Licencˇn´ı smlouva
poskytovana´ k vy´konu pra´va uzˇ´ıt sˇkoln´ı d´ılo
uzavrˇena´ mezi smluvn´ımi stranami:
1. Pan
Jme´no a prˇ´ıjmen´ı: Bc. Jakub Ertl
Bytem: Dukelska´ 57, 57101, Moravska´ Trˇebova´ - Prˇedmeˇst´ı
Narozen (datum a mı´sto): 22.6.1985, Moravska´ Trˇebova´
(da´le jen autor)
a
2. Vysoke´ ucˇen´ı technicke´ v Brneˇ
Fakulta strojn´ıho inzˇeny´rstv´ı
se s´ıdlem Technicka´ 2896/2, 61669 FSI VUT v Brneˇ
jej´ımzˇ jme´nem jedna´ na za´kladeˇ p´ısemne´ho poveˇrˇen´ı deˇkanem fakulty:
prof. RNDr. Josef Sˇlapal, CSc.
(da´le jen nabyvatel)
Cˇl. 1
Specifikace sˇkoln´ıho d´ıla
1. Prˇedmeˇtem te´to smlouvy je vysokosˇkolska´ kvalifikacˇn´ı pra´ce (VSˇKP):
disertacˇn´ı pra´ce
× diplomova´ pra´ce
bakala´rˇska´ pra´ce
jina´ pra´ce, jej´ızˇ druh je specifikova´n jako . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(da´le jen VSˇKP nebo d´ılo)
Na´zev VSˇKP: Spolehlivost technicky´ch syste´mu˚
Vedouc´ı/ sˇkolitel VSˇKP: doc. RNDr. Zdeneˇk Karp´ıˇsek, CSc.
U´stav: U´stav matematiky
Datum obhajoby VSˇKP: neuvedeno
VSˇKP odevzdal autor nabyvateli v1:
tiˇsteˇne´ formeˇ — pocˇet exempla´rˇ˚u 2
elektronicke´ formeˇ — pocˇet exempla´rˇ˚u 1
2. Autor prohlasˇuje, zˇe vytvorˇil samostatnou vlastn´ı tv˚urcˇ´ı cˇinnost´ı d´ılo shora popsane´
a specifikovane´. Autor da´le prohlasˇuje, zˇe prˇi zpracova´va´n´ı d´ıla se sa´m nedostal do
rozporu s autorsky´m za´konem a prˇedpisy souvisej´ıc´ımi a zˇe je d´ılo d´ılem p˚uvodn´ım.
3. Dı´lo je chra´neˇno jako d´ılo dle autorske´ho za´kona v platne´m zneˇn´ı.
4. Autor potvrzuje, zˇe listinna´ a elektronicka´ verze d´ıla je identicka´.
1
hod´ıc´ı se zasˇkrtneˇte
Cˇl. 2
Udeˇlen´ı licencˇn´ıho opra´vneˇn´ı
1. Autor touto smlouvou poskytuje nabyvateli opra´vneˇn´ı (licenci) k vy´konu pra´va
uvedene´ d´ılo nevy´deˇlecˇneˇ uzˇ´ıt, archivovat a zprˇ´ıstupnit ke studijn´ım, vy´ukovy´m
a vy´zkumny´m u´cˇel˚um vcˇetneˇ porˇizova´n´ı vy´pis˚u, opis˚u a rozmnozˇenin.
2. Licence je poskytova´na celosveˇtoveˇ, pro celou dobu trva´n´ı autorsky´ch a majetkovy´ch
pra´v k d´ılu.
3. Autor souhlas´ı se zverˇejneˇn´ım d´ıla v databa´zi prˇ´ıstupne´ v mezina´rodn´ı s´ıti
× ihned po uzavrˇen´ı te´to smlouvy
1 rok po uzavrˇen´ı te´to smlouvy
3 roky po uzavrˇen´ı te´to smlouvy
5 let po uzavrˇen´ı te´to smlouvy
10 let po uzavrˇen´ı te´to smlouvy
(z d˚uvodu utajen´ı v neˇm obsazˇeny´ch informac´ı)
4. Nevy´deˇlecˇne´ zverˇejnˇova´n´ı d´ıla nabyvatelem v souladu s ustanoven´ım §47b za´kona
cˇ. 111/1998 Sb., v platne´m zneˇn´ı, nevyzˇaduje licenci a nabyvatel je k neˇmu povinen
a opra´vneˇn ze za´kona.
Cˇl. 3
Za´veˇrecˇna´ ustanoven´ı
1. Smlouva je sepsa´na ve trˇech vyhotoven´ıch s platnost´ı origina´lu, prˇicˇemzˇ po jednom
vyhotoven´ı obdrzˇ´ı autor a nabyvatel, dalˇs´ı vyhotoven´ı je vlozˇeno do VSˇKP.
2. Vztahy mezi smluvn´ımi stranami vznikle´ a neupravene´ touto smlouvou se rˇ´ıd´ı au-
torsky´m za´konem, obcˇansky´m za´kon´ıkem, vysokosˇkolsky´m za´konem, za´konem o
archivnictv´ı, v platne´m zneˇn´ı a poprˇ. dalˇs´ımi pra´vn´ımi prˇedpisy.
3. Licencˇn´ı smlouva byla uzavrˇena na za´kladeˇ svobodne´ a prave´ v˚ule smluvn´ıch stran,
s plny´m porozumeˇn´ım jej´ımu textu i d˚usledk˚um, nikoliv v t´ısni a za na´padneˇ
nevy´hodny´ch podmı´nek.
4. Licencˇn´ı smlouva naby´va´ platnosti a u´cˇinnosti dnem jej´ıho podpisu obeˇma sm-
luvn´ımi stranami.
V Brneˇ dne:
Nabyvatel Autor
Abstrakt
Diplomova´ pra´ce je zameˇrˇena na zkouma´n´ı spolehlivosti v´ıcestavovy´ch technicky´ch syste´-
mu˚. Pra´ce obsahuje prˇehled za´kladn´ıch pojmu˚ z teorie obnovy a na´hodny´ch proces˚u. Je
zde uka´za´na mozˇnost rˇesˇit splehlivost v´ıcestavovy´ch syste´mu˚ pomoc´ı Markovovy´ch model˚u
a simulac´ı. Pro vy´pocˇet nehomogenn´ıho se´riove´ho, paraleln´ıho, se´rioveˇ-paraleln´ıho a para-
lelneˇ-se´riove´ho syste´mu byl vytvorˇen software Reliab. S. M. S. O. 1.0. Jeho vy´stupy jsou
popsa´ny v kapitole 10. Pra´ce take´ obsahuje metodu β-factor a problematiku spolecˇny´ch
chyb. Diplomova´ pra´ce je soucˇa´st´ı rˇesˇen´ı projektu MSˇMT Cˇeske´ republiky cˇ´ıs. 1M06047
”Centrum pro jakost a spolehlivost vy´roby” a projektu Grantove´ agentury Cˇeske´ republiky
reg. cˇ´ıs. 103/08/1658 ”Pokrocˇila´ optimalizace na´vrhu slozˇeny´ch betonovy´ch konstrukc´ı”.
Summary
The diploma project is focused on investigating the reliability of multi-state technical
systems. A summary of the basic conception of renewal theory and stochastic processes
is given in this paper. The possibility of solving multi-state systems reliability by using
Markov models or simulation is shown. The software Reliab. S. M. S. O. 1.0 was created for
solving non-homogeneous series, parallel, series-parallel and parallel-series systems. Out-
puts of this software are described in chapter 10. This work also contains β-factor method
and theory of common-cause failures. The diploma project was supported by project from
MSMT of the Czech Republic no. 1M06047 ”Centre for Quality and Reliability of Produc-
tion” and by grant from Grant Agency of the Czech Republic (Czech Science Foundation)
reg. no. 103/08/1658 ”Advanced optimum design of composed concrete structures”.
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1 U´vod
Urcˇen´ı spolehlivosti technicky´ch zarˇ´ızen´ı je d˚ulezˇitou soucˇa´st´ı inzˇeny´rske´ praxe. Ve
smyslu norem CˇSN ISO je spolehlivost cha´pa´na jako termı´n pro popis pohotovosti a cˇinite-
l˚u, ktere´ ji ovlivnˇuj´ı. Mezi tyto cˇinitele patrˇ´ı bezpecˇnost, zˇivotnost, bezporuchovost,
u´drzˇba, pohotovost atd. Jedna´ se o d˚ulezˇite´ znaky jakosti vy´robk˚u a sluzˇeb. Ovlivnˇuj´ı
schopnost uspokojovat stanovene´ nebo ocˇeka´vane´ pozˇadavky za´kazn´ık˚u a cele´ spolecˇnosti.
Spolehlivost a funkcˇn´ı vlastnosti vy´robn´ıch zarˇ´ızen´ı jsou vzˇdy povazˇova´ny za kl´ıcˇove´. Maj´ı
vliv na provozn´ı na´klady, na´klady na preventivn´ı u´drzˇbu, u´drzˇbu po porusˇe atd. Soucˇasneˇ
urcˇuj´ı, jak neohrozˇovat zˇivot osob a zˇivotn´ı prostrˇed´ı.
Prˇedmeˇtem za´jmu mnoha vy´zkumny´ch pracoviˇst’ jsou zvysˇova´n´ı spolehlivosti a bezpecˇ-
nosti, problematika zajiˇsteˇn´ı u´drzˇby po porusˇe, preventivn´ı u´drzˇba a metody jej´ı optimali-
zace. Veˇnuje se pozornost zava´deˇn´ı komplexn´ı a produktivn´ı u´drzˇby technicky´ch syste´mu˚.
Rˇesˇ´ı se ota´zky diagnosticky´ch metod cˇi uzˇit´ı prvk˚u umeˇle´ inteligence.
Zvla´sˇtnost´ı spolehlivosti je skutecˇnost, zˇe ji lze urcˇovat azˇ prˇi uzˇ´ıva´n´ı dane´ho vy´robku
v praxi. Rˇesˇen´ı te´to problematiky proto vyzˇaduje aktivity a na´klady, jejichzˇ na´vratnost
je delˇs´ı. Vyznacˇuje se vsˇak dlouhodoby´m efektem.
Stochasticky´ model spolehlivosti spocˇ´ıva´ v tom, zˇe doba bezporuchove´ho provozu
T se povazˇuje za spojitou na´hodnou velicˇinu. Tato na´hodna´ velicˇina naby´va´ hodnoty
z intervalu [0,∞). Je popsa´na funkcˇn´ımi charakteristikami (distribucˇn´ı funkce, hustota
pravdeˇpodobnosti, funkce spolehlivosti, intenzita poruch) a cˇ´ıselny´mi charakteristikami
(strˇedn´ı hodnota, rozptyl, smeˇrodatna´ odchylka, p-kvantil aj.)
Tato pra´ce se zaby´va´ studova´n´ım spolehlivosti v´ıcestavovy´ch syste´mu˚. Rozliˇsuje se v´ıce
kvalitativn´ıch stav˚u, ve ktery´ch se mohou dane´ objekty nacha´zet. Jedna´ se o matematicky´
prˇ´ıstup, ktery´ vystihuje realitu le´pe nezˇ dvoustavove´ modely (porucha a bezporuchovy´
stav). C´ılem diplomove´ pra´ce je modelova´n´ı spolehlivosti syste´mu pomoc´ı spolehlivosti
jeho prvk˚u vzhledem k mnozˇineˇ stav˚u a druh˚um obnovy. Da´le potom realizace odvozeny´ch
metod pomoc´ı specia´ln´ıho software pro PC. K pra´ci je prˇilozˇeno CD se softwarem Reliab.
S. M. S. O. 1.0, ktery´ byl vytvorˇen v programu Borland Delphi. Reliab. S. M. S. O.
1.0 pocˇ´ıta´ spolehlivostn´ı charakteristiky technicky´ch syste´mu˚ slozˇeny´ch z v´ıcestavovy´ch
prvk˚u.
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2 Na´hodne´ procesy ve spolehlivosti
Stochasticke´ procesy popisuj´ı rea´lne´ prˇ´ırodn´ı, technicke´ a jine´ procesy vyznacˇuj´ıc´ı se
na´hodny´m charakterem. Z matematicke´ho hlediska se jedna´ o zobecneˇn´ı pojmu na´hodne´
promeˇnne´, tj. rea´lne´ funkce jedne´ promeˇnne´, kterou je elementa´rn´ı jev. Stochasticky´ proces
za´vis´ı nav´ıc na cˇase. Vyjadrˇuje tedy dynamiku na´hodny´ch deˇj˚u, zat´ımco na´hodne´ velicˇiny
nepostihuj´ı vy´voj.
Prˇi definici na´hodne´ho procesu se vycha´z´ı stejneˇ jako u definice na´hodne´ promeˇnne´
z pravdeˇpodobnostn´ıho prostoru (Ω,S, P ), kde Ω je dana´. V teorii stochasticky´ch proces˚u
se uvazˇuje nav´ıc nepra´zdna´ mnozˇina parametr˚u T ⊂ (−∞,∞). Jej´ı prvky se zancˇ´ı jako
t ∈ T .
Definice 2.1. Stochasticky´m procesem se nazy´va´ rea´lna´ funkce X(ω, t) definovana´ na
mnozˇineˇ Ω × T takova´, zˇe prˇi kazˇde´m pevne´m t0 ∈ T je X(ω, t0) na´hodnou velicˇinou.
Stochasticky´ proces je tedy syste´m na´hodny´ch promeˇnny´ch indexovany´ch parametry z mno-
zˇiny T . Stochasticky´ proces X(ω, t) se oznacˇuje strucˇneˇji {X(t)}t∈T , kde X(t) je na´hodna´
velicˇina odpov´ıdaj´ıc´ı hodnoteˇ parametru t.
Obecneˇ mu˚zˇe by´t T libovolnou podmnozˇinou mnozˇiny rea´lny´ch cˇ´ısel. Nejcˇasteˇji se uvazˇuj´ı
T = {1, 2, . . .} a T = {t : t ≥ 0}. Pokud je T jednobodova´ mnozˇina, prˇecha´z´ı stochasticky´
proces v na´hodnou promeˇnnou a v prˇ´ıpadeˇ konecˇne´ mnozˇiny T = {1, 2, . . . , n} se jedna´
o n-rozmeˇrny´ na´hodny´ vektor.
Definice 2.2. Stochasticky´ proces, jehozˇ mnozˇina parametr˚u T je diskre´tn´ı (spocˇetna´) se
nazy´va´ na´hodna´ posloupnost. V prˇ´ıpadeˇ nespocˇetne´ mnozˇiny paramet˚u T (oborem hodnot
t je neˇjaky´ cˇasovy´ interval) jde o proces se spojity´m cˇasem, ktery´ se oznacˇuje jako na´hodna´
funkce. Hodnoty promeˇnne´ X(t) v cˇase t urcˇuj´ı stav procesu (stav pozorovane´ho objektu)
v cˇase t. Jestlizˇe ma´ X(t) prˇi kazˇde´m t spojite´ rozdeˇlen´ı, je proces {X(t)}t∈T procesem se
spojity´mi stavy. Ma´-li diskretn´ı rozdeˇlen´ı, jedna´ se o proces s diskretn´ımi stavy.
Definice 2.3. Necht’ X(ω, t) je na´hodny´ proces. Pro pevne´ ω0 ∈ Ω je X(ω0, t) pouze
funkc´ı promeˇnne´ t. Tato funkce se nazy´va´ realizace na´hodne´ho procesu x(t). Libovolna´
realizace vznika´ jako vy´sledek konkre´tneˇ provedene´ho procesu a cely´ proces lze povazˇovat
za mnozˇinu vsˇech jeho realizac´ı.
V teorii spolehlivosti se nejcˇasteˇji uplatnˇuj´ı procesy se spojity´m cˇasem a diskretn´ımi stavy.
Rozliˇsuj´ı se prvky:
1. dvoustavove´
Sleduje se provoz urcˇite´ho zarˇ´ızen´ı, ktere´ mu˚zˇe by´t v kazˇde´m okamzˇiku t bud’
provozuschopne´ nebo v opraveˇ. X(t) = 1 znacˇ´ı, zˇe je zarˇ´ızen´ı v provozu a X(t) = 0,
zˇe je zarˇ´ızen´ı v opraveˇ. Ma´me tedy proces se dveˇma stavy, mnozˇina T je tvaru
T = {t; t ≥ 0}, t znacˇ´ı rea´lny´ cˇas a mnozˇina stav˚u je I = {0, 1}. Zarˇ´ızen´ı tohoto
typu jsou podrobneˇ popsa´na v na´sleduj´ıc´ı kapitole.
2. v´ıcestavove´
U neˇktery´ch technicky´ch syste´mu˚ se rozliˇsuje v´ıce stav˚u r˚uzne´ho druhu. Existuj´ı
poruchy katastrofa´ln´ıho typu (po nich je zarˇ´ızen´ı nefunkcˇn´ı), poruchy tolerancˇn´ı (po
nich je prvek ve stavu kvalitativneˇ horsˇ´ım). Odchylky parametr˚u od jmenovity´ch
hodnot se deˇl´ı do trˇ´ıd a prˇ´ıslusˇnost ke kazˇde´ trˇ´ıdeˇ urcˇuje stav zarˇ´ızen´ı i. Prˇedpokla´da´
se, zˇe mnozˇina stav˚u je konecˇna´ a interval v neˇmzˇ dojde k prˇechodu mezi stavy
ma´ nulovou de´lku. Cˇas, kdy zarˇ´ızen´ı prˇejde z jednoho stavu do druhe´ho je dobou
prˇechodu a znacˇ´ı se Tj. Cˇas setrva´n´ı zarˇ´ızen´ı ve stavu j se urcˇ´ı ze vztahu
τj = Tj − Tj−1.
Doby prˇechod˚u Tj jsou na´hodne´ velicˇiny a prvky syste´mu jsou vza´jemneˇ neza´visle´
vzhledem k doba´m prˇechod˚u mezi stavy. Pokud maj´ı doby prˇechodu Tj expo-
nencia´ln´ı rozdeˇlen´ı, vytva´rˇ´ı se matematicky´ model pomoc´ı Markovsky´ch na´hodny´ch
proces˚u.
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3 Teorie obnovy
Syste´my se obecneˇ deˇl´ı na neopravovane´ a opravovane´. Opravovane´ syste´my podstupuj´ı
u´drzˇbu, ktera´ nefunkcˇn´ı prvky oprav´ı nebo nahrad´ı novy´mi. Sta´rˇ´ı jednotlivy´ch prvk˚u tedy
uzˇ nada´le nen´ı jednotne´. Neopravovane´ syste´my jsou veˇtsˇinou zarˇ´ızen´ı, u ktery´ch shleda´me
porˇ´ızen´ı zcela novy´ch d´ıl˚u ekonomicˇteˇjˇs´ı nezˇ opravu.
3.1 U´drzˇba
U´drzˇba je definova´na jako jaka´koliv cˇinnost, ktera´ uvede porouchane´ prvky do provoz-
n´ıch podmı´nek a funguj´ıc´ı prvky necha´ v provozn´ım stavu. Existuj´ı trˇi druhy u´drzˇby:
1. U´drzˇba po porusˇe
U´drzˇba po porusˇe opravuje nebo nahrazuje prvky, ktere´ jsou zodpoveˇdny za poruchu
cele´ho syste´mu. Je prova´deˇna v neprˇedv´ıdatelny´ch cˇasovy´ch intervalech, protozˇe cˇas
poruchy nen´ı doprˇedu zna´m. C´ılem tohoto druhu u´drzˇby je uve´st syste´m zpeˇt do
provozu v nejkratsˇ´ım mozˇne´m cˇase.
2. Preventivn´ı u´drzˇba
Preventivn´ı u´drzˇba nahrazuje prvky prˇed t´ım, nezˇ se porouchaj´ı. Je tak zajiˇsteˇna
spojita´ cˇinnost syste´mu. Doba uskutecˇneˇn´ı preventivn´ı u´drzˇby je zalozˇena na prˇedesˇ-
le´m chova´n´ı zarˇ´ızen´ı a na znalostech, ktere´ prvky jsou rozhoduj´ıc´ı pro neprˇetrzˇitou
cˇinnost syste´mu. Preventivn´ı u´drzˇba ma´ smysl jen v prˇ´ıpadech, kdy intenzita poruch
roste s cˇasem. Jedna´ se o pravou cˇa´st vanove´ krˇivky, prˇi n´ızˇ docha´z´ı k porusˇe vlivem
u´navy materia´lu, sta´rnut´ı apod. Naprˇ´ıklad pro exponencia´ln´ı rozdeˇlen´ı (λ(t) = λ =
const.) cˇas˚u do poruchy nema´ preventivn´ı u´drzˇba smysl.
3. Kontrola
Kontrola je prova´deˇna za u´cˇelem odhalen´ı skryty´ch chyb. Obecneˇ se nekona´ zˇa´dna´
u´drzˇba beˇhem kontroly. Nicme´neˇ existuj´ı i vy´jimky. Prˇ´ıkladem mu˚zˇe by´t kontrola
oleje v automobilu mezi prˇedepsany´mi termı´ny vy´meˇny, kdy se doplnˇuje olej na
konstantn´ı hladinu.
3.2 Proces obnovy
Pokud jsou jednotlive´ prvky technicke´ho syste´mu po porusˇe podrobeny opraveˇ, vznika´
tzv. proces obnovy. Jedna´ se o posloupnost bezporuchovy´ch stav˚u a stav˚u poruchy na´hodne´-
ho procesu. Rozliˇsujeme dva druhy obnovy.
3.2.1 Procesy s okamzˇitou obnovou
Jedna´ se o procesy, kdy je doba obnovy nulova´. To znamena´, zˇe porouchany´ prvek
je okamzˇiteˇ opraven. V praxi se tyto procesy realizuj´ı pomoc´ı syste´mu s prˇep´ına´n´ım
a nekonecˇny´m pocˇtem za´loh. Prvek je uveden do provozu v cˇase t = 0. Kdyzˇ se poroucha´,
ihned se nahrad´ı novy´m stejne´ho druhu. Kazˇdy´ prvek ma´ cˇas do poruchy dany´ distribucˇn´ı
funkc´ı. Posloupnost chyb se rˇ´ıd´ı pravidly obnovovac´ıho procesu, ktery´ je zobrazen na
obra´zku 1. Tj jsou cˇasy j-te´ poruchy a τj jsou doby cˇinnosti mezi j − 1 a j-tou poruchou.
Doba procesu pro n− 1 obnov je rovna dobeˇ n-te´ poruchy
Tn =
n∑
i=1
τi.
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Obra´zek 1: Obnovovac´ı proces
Jsou-li prvky po vy´meˇneˇ shodne´, pro distribucˇn´ı funkci plat´ı vztah
Fn(t) = P (Tn ≤ t) =
∫
Fn−1(t− τ)dF (τ),
kde F1(t) = F (t) je distribucˇn´ı funkce poruchy jednoho prvku. Derivova´n´ım se dostane
vztah pro hustotu pravdeˇpodobnosti
fn(t) =
∫ t
0
fn−1(t− τ)f(τ)dτ,
kde f1(t) = f(t) je hustota pravdeˇpodobnosti poruchy jednoho prvku.
Maj´ı-li prvky konstantn´ı intenzitu poruch λ(t) = λ, potom f(t) = λe−λt a cˇas do
poruchy ma´ tak exponencia´ln´ı rozdeˇlen´ı s parametrem λ > 0. Hustoty pravdeˇpodobnosti
doby provozu pro 1, 2, . . . , n obnov se vypocˇ´ıtaj´ı podle vy´sˇe uvedene´ho postupu
f1(t) = λe
−λt,
f2(t) =
∫ t
0
λe−λ(t−τ)λe−λτdτ =
∫ t
0
λ2e−λtdτ = tλ2e−λt,
f3(t) =
∫ t
0
tλ2e−λ(t−τ)λe−λτdτ =
∫ t
0
tλ3e−λtdτ =
t2
2
λ3e−λt,
...
fn(t) =
λ(λt)n−1
(n− 1)!
e−λt.
U syste´mu s okamzˇitou obnovou se veˇtsˇinou pocˇ´ıta´ pravdeˇpodobnost, zˇe nastane urcˇity´
pocˇet obnov do doby t. Necht’ N(t) je pocˇet obnov do doby t, pak plat´ı
N(t) < n⇔ Tn > t.
Odtud se vyvod´ı vztahy
P (N(t) < n) = P (Tn > t),
P (Tn > t) = 1− P (Tn ≤ t) = 1− Fn(t).
Plat´ı tedy
P (N(t) < n) = 1− Fn(t).
P (N(t) = n) se z´ıska´ ze vztahu
P (N(t) = n) = P (N(t) < n+1)−P (N(t) < n) = 1−Fn+1(t)−(1−Fn(t)) = Fn(t)−Fn+1(t).
Dosazen´ım vy´sˇe odvozeny´ch hustot pravdeˇpodobnosti vznika´
P (N(t) = n) =
∫ t
0
λ(λt)n−1
(n− 1)!
e−λtdt−
∫ t
0
λ(λt)n
n!
e−λtdt.
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Po proveden´ı integrace per partes
Fn(t) =
∫ t
0
λ(λt)n−1
(n− 1)!
e−λtdt =
λn
(n− 1)!
∫ t
0
tn−1e−λtdt =
= −
(λt)n−1
(n− 1)!
e−λt +
λn−1
(n− 2)!
∫ t
0
tn−2e−λtdt =
= −
(λt)n−1
(n− 1)!
e−λt −
(λt)n−2
(n− 2)!
e−λt +
λn−2
(n− 3)!
∫ t
0
tn−3e−λtdt =
= −
(λt)n−1
(n− 1)!
e−λt −
(λt)n−2
(n− 2)!
e−λt + . . .+
λ
0!
∫ t
0
e−λtdt =
= −
(λt)n−1
(n− 1)!
e−λt −
(λt)n−2
(n− 2)!
e−λt + . . .+ 1− e−λt
se odvod´ı rovnost
Fn(t) =
∫ t
0
λ(λt)n−1
(n− 1)!
e−λtdt = 1−
n−1∑
k=0
(λt)k
k!
e−λt.
Potom pro P (N(t) = n) plat´ı
P (N(t) = n) = 1−
n−1∑
k=0
(λt)k
k!
e−λt − (1−
n∑
k=0
(λt)k
k!
e−λt) =
(λt)n
n!
e−λt.
Pocˇet obnov ma´ tedy Poissonovo rozdeˇlen´ı pravdeˇpodobnosti. Strˇedn´ı pocˇet obnov, ktere´
nastaly do doby t se nazy´va´ funkce obnovy H(t).
H(t) = E(N(t)) =
∞∑
n=0
n · P (N(t) = n) =
∞∑
n=0
n · [Fn(t)− Fn+1(t)] =
∞∑
n=1
Fn(t).
Funkci obnovy lze zapsat ve tvaru
H(t) = F (t) +
∞∑
n=1
∫ t
0
Fn(t− τ)dF (τ)
nebo
H(t) = F (t) +
∫ t
0
H(t− τ)dF (τ).
Pokud je cˇas do poruchy rˇ´ızen exponencia´ln´ım rozdeˇlen´ım s parametrem λ, vypocˇ´ıta´ se
H(t) podle
H(t) = E(N(t)) =
∞∑
n=0
n · P (N(t) = n) =
∞∑
n=0
n ·
(λt)n
n!
e−λt =
= λte−λt
∞∑
n=0
(λt)n−1
(n− 1)!
= λte−λteλt = λt.
Plat´ı tedy
H(t) = λt.
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Strˇedn´ı pocˇet poruch v intervalu (t1; t2) je pak roven rozd´ılu H(t1)−H(t2). Funkce obnovy
roste linea´rneˇ s cˇasem. Hustota obnovy se z´ıska´ derivac´ı h(t) = dH(t)
dt
= d(λt)
dt
= λ. Intervaly
mezi jednotlivy´mi poruchami jsou tedy rˇ´ızeny exponencia´ln´ım rozdeˇlen´ım s parametrem
λ. Jedna´ se o homogenn´ı Poisson˚uv proces. Na obra´zku 2 je zobrazena funkce obnovy
pro r˚uzne´ parametry λ. Pro exponencia´ln´ı rozdeˇlen´ı plat´ı, zˇe intenzita poruch je rovna
parametru λ. Z rovnosti h(t) = λ, potom vyply´va´
h(t) = λ(t),
kde λ(t) je intenzita poruch, kterou se rˇ´ıd´ı u´plneˇ prvn´ı porucha syste´mu.
Obra´zek 2: Funkce obnovy
Pro hustotu obnovy plat´ı analogicke´ vztahy jako pro funkci obnovy
h(t) = f(t) +
∫ t
0
h(t− τ)f(τ)dτ.
3.2.2 Procesy s konecˇnou dobou obnovy
Jedna´ se o procesy, kdy je doba obnovy nenulova´. Cˇas mezi poruchou a opeˇtovny´m
uveden´ım prvku do cˇinnosti se oznacˇuje jako doba necˇinnosti. Existuje spousta faktor˚u,
ktere´ ovlivnˇuj´ı jej´ı de´lku. Obecneˇ se doba necˇinnosti zarˇ´ızen´ı skla´da´ ze dvou cˇa´st´ı:
1. Cˇekac´ı doba do cˇinnosti syste´mu
Definuje se jako scˇas, kdy je syste´m v necˇinnosti, ale jesˇteˇ nen´ı podroben opraveˇ.
Patrˇ´ı sem naprˇ´ıklad prodleva z d˚uvodu dopravy na´hradn´ıch d´ıl˚u, doba nezˇ probeˇhne
administrativn´ı cˇinnost atd.
2. Aktivn´ı doba do cˇinnosti syste´mu
Jedna´ se o cˇas, po ktery´ je syste´m v necˇinnosti, ale uzˇ je podrobova´n opraveˇ. Jeho
de´lku vy´razneˇ ovlivnˇuje lidsky´ faktor a technicke´ proveden´ı syste´mu.
Vliv rozd´ılny´ch faktor˚u zp˚usobuje r˚uznou de´lku doby necˇinnosti, cozˇ je prˇ´ıcˇinou toho,
zˇe cˇas do opravy je na´hodna´ velicˇina stejneˇ jako cˇas do poruchy. V prˇ´ıpadeˇ opravovany´ch
syste´mu zava´d´ıme tedy spolu s distribucˇn´ı funkc´ı pro poruchy i distribucˇn´ı funkci pro
opravy. Prvn´ı jmenovana´ popisuje cˇas do poruchy a druha´ cˇas do opravy. Pravdeˇpodobnost
doby aktivn´ı u´drzˇby je pak pravdeˇpodobnost, zˇe prvek bude opraven do dane´ho cˇasu t.
Ma´-li cˇas do opravy exponencia´ln´ı rozdeˇlen´ı, pravdeˇpodobnost doby aktivn´ı u´drzˇby lze
pak vyja´drˇit ve tvaru
M(t) = 1− e−µt,
11
kde µ > 0 je parametr opravy. Podobnost prˇedesˇle´ rovnosti se vztahem pro distribucˇn´ı
funkci syste´mu s exponencia´ln´ım rozdeˇlen´ım dob do poruchy je zrˇejma´. Parametr µ
odpov´ıda´ parametru λ exponencia´ln´ıho rozdeˇlen´ı dob do poruchy. Strˇedn´ı doba do opravy
pak lze vyja´drˇit analogicky jako SDO = 1
µ
. Uvedeny´ postup lze rozsˇ´ıˇrit i na dalˇs´ı druhy
rozdeˇlen´ı.
U opravovany´ch syste´mu˚ se uvazˇuje jak spolehlivost (pravdeˇpodobnost, zˇe syste´m
nebude v porusˇe), tak i pravdeˇpodobnost doby aktivn´ı u´drzˇby (pravdeˇpodobnost, zˇe
syste´m je po porusˇe u´speˇsˇneˇ opraven). Opravovana´ zarˇ´ızen´ı se tedy popisuj´ı pomoc´ı
pohotovosti. Pohotovost je pravdeˇpodobnost, zˇe syste´m nen´ı v porusˇe a nen´ı podrobova´n
opraveˇ, kdyzˇ je pozˇadova´na jeho cˇinnost.
Opravovany´ syste´m je urcˇen posloupnost´ı stav˚u cˇinnosti (stav 1) a stav˚u necˇinnosti
(stav 0). Cˇas, kdy je zarˇ´ıze´n´ı v cˇinnosti tedy nen´ı spojity´. Syste´m pracuje, dokud nenas-
tane porucha, potom je podroben opraveˇ a vra´cen zpeˇt do stavu cˇinnosti. To se neusta´le
opakuje a vy´sledkem je tzv. proces obnovy, ktery´ je definova´n jako posloupnost neza´visly´ch
a neza´porny´ch na´hodny´ch promeˇnny´ch. V tomto prˇ´ıpadeˇ jsou na´hodne´ promeˇnne´ jak cˇasy
do poruchy, tak cˇasy do opravy. U procesu obnovy se prˇedpokla´da´, zˇe prvek v porusˇe je
nahrazen novy´m a nebo je opraven do stavu ”jako novy´”. To vsˇak v praxi nemus´ı by´t
vzˇdy splneˇno. Na obra´zku 3 je zna´zorneˇn proces obnovy jednoho prvku.
Obr. 3: Proces obnovy jednoho prvku
Proces obnovy syste´mu je urcˇen pocesem obnovy svy´ch prvk˚u. Na obra´zku 4 je zna´zorneˇn
proces obnovy pro syste´m slozˇeny´ ze dvou serioveˇ spojeny´ch prvk˚u A a B.
Obr. 4: Proces obnovy pro dva serioveˇ spojene´ prvky
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Existuje v´ıce druh˚u pohotovosti:
1. Okamzˇita´ pohotovost
Jedna´ se o pravdeˇpodobnost, zˇe syste´m cˇi prvek je funkcˇn´ı v jake´mkoliv na´hodne´m
cˇase t. Je velice podobna´ funkci spolehlivosti, nicme´neˇ okamzˇita´ pohotovost zahrnuje
nav´ıc i informace o pravdeˇpodobnosti doby aktivn´ı u´drzˇby. Syste´m pracuje bez chyby
s pravdeˇpodobnost´ı R(t) nebo pracuje bez chyby od sve´ posledn´ı opravy v cˇase u
(0 < u < t)
s pravdeˇpodobnost´ı ∫ t
0
R(t− u)h(u)du,
kde h(u) je obnovovac´ı hustota syste´mu definovana´ v kapitole 3.2.1. Potom okamzˇita´
pohotovost je soucˇet teˇchto dvou pravdeˇpodobnost´ı
A(t) = R(t) +
∫ t
0
R(t− u)h(u)du.
2. Strˇedn´ı pohotovost
Strˇedn´ı pohotovost reprezentuje strˇedn´ı hodnotu okamzˇite´ pohotovosti a je da´na
vztahem
A(t) =
1
t
∫ t
0
A(u)du.
3. Staciona´rn´ı pohotovost
Jedna´ se okamzˇitou pohotovost, pokud cˇas plyne do nekonecˇna
A(∞) = lim
t→∞
A(t).
4. Za´kladn´ı pohotovost
Za´kladn´ı pohotovost je vlastneˇ staciona´rn´ı pohotovost, pokud se uvazˇuje pouze
oprava po porusˇe. Urcˇ´ı se ze vztahu
Az =
SDP
SDP + SDO
,
kde SDP je strˇedn´ı doba do poruchy a SDO je strˇedn´ı doba do opravy.
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4 Markovovy na´hodne´ procesy
Definice 4.1. Na´hodny´ proces X(t), t ∈ T , jehozˇ mnozˇina stav˚u I je diskretn´ı (spocˇetna´)
se nazy´va´ Markov˚uv proces (se spojity´m cˇasem pro kontinuum T), jestlizˇe
1 ∀i ∈ I ∃t ∈ T : P (X(t) = i) > 0,
2 ∀t0, t1, . . . , tk ∈ T, t0 < t1 < . . . < tk a ∀i0, i1, . . . , ik ∈ I :
P (X(tk) = ik |
⋂k−1
s=0 X(ts) = is) = P (X(tk) = ik | X(tk−1) = ik−1)
pro P (
⋂k−1
s=0 X(ts) = is) > 0.
Druhou podmı´nku v definici 4.1 lze interpretovat tak, zˇe stav, ve ktere´m se proces
nacha´z´ı v cˇase tk je za´visly´ pouze na stavu prˇedcha´zej´ıc´ım v cˇase tk−1 a neza´vily´ na
cesteˇ, jak se do toho prˇedcha´zej´ıc´ıho stavu dostal. Pokud se doby prˇechodu procesu rˇ´ıd´ı
exponencia´ln´ım rozdeˇlen´ım s parametrem λ, je splneˇna druha´ podmı´nka definice 4.1.
Exponencia´ln´ı rozdeˇlen´ı je totizˇ tzv. rozdeˇlen´ı ”bez pameˇti” a plat´ı
P (T > t+ s | T > s) = P (T > t), protozˇe
P (T > t) = 1− P (T ≤ t) = 1− F (t) = 1− (1− e−λt) = e−λt,
P (T > t+ s | T > s) =
P (T > t+ s ∩ T > s)
P (T > s)
=
P (T > t+ s) · P (T > s|T > t+ s)
P (T > s)
=
=
P (T > t+ s) · 1
P (T > s)
=
e−λ(t+s)
e−λs
= e−λt = P (T > t).
Definice 4.2. Necht’ Markov˚uv proces X(t) ma´ diskretn´ı mnozˇinu stav˚u I a kontinua´ln´ı
mnozˇinu stav˚u T . Pravdeˇpodobnost prˇechodu X(t) pro libovolne´ t1, t2 ∈ T ze stavu i do
stavu j (i, j ∈ I), t1 < t2 je podmı´neˇna´ pravdeˇpodobnost
Pij(t1, t2) = P (X(t2) = j | X(t1) = i).
Veˇta 4.1. Pro vsˇechna i, j ∈ I a libovolne´ t1, t2 ∈ T , t1 < t2 plat´ı∑
j∈I
Pij(t1, t2) = 1.
Veˇta 4.2. Je da´n Markov˚uv proces s mnozˇinou stav˚u I a mnozˇinou cˇas˚u T . Necht’ existuje
absolutn´ı pravdeˇpodobnost Pj(u), cozˇ je pravdeˇpodobnost, zˇe se proces nacha´z´ı v cˇase u ve
stavu j. Necht’ je da´na pravdeˇpodobnost prˇechodu Pjk(u, t) ze stavu j v cˇase u do stavu k
v cˇase t, kde j, k ∈ I a u, t ∈ T , prˇicˇemzˇ u < t. Absolutn´ı pravdeˇpodobnost Pk(t) se urcˇ´ı
pomoc´ı vztahu
Pk(t) =
∑
j∈I
Pj(u)Pjk(u, t),
kde k ∈ I.
Definice 4.3. Staciona´rn´ı pravdeˇpodobnosti Markovova procesu X(t) jsou cˇ´ısla
P˜k = limt→∞ Pk(t) ∀k ∈ I za prˇedpokladu, zˇe P˜k neza´vis´ı na Pk(0). Mı´sto P˜k se cˇasto p´ıˇse
Pk(∞).
Definice 4.4. Markov˚uv proces je homogenn´ı, jestlizˇe ∀i, j ∈ I a ∀t1, t2 ∈ T (t1 < t2) je
pravdeˇpodobnost prˇechodu Pij(t1, t2) = Pij(t2 − t1).
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Definice 4.5. Necht’ X(t) je Markov˚uv proces a I mnozˇina vsˇech jeho stav˚u. Pij(t+ △ t)
se zkra´ceneˇ znacˇ´ı pravdeˇpodobnost prˇechodu Pij(t, t+ △ t) ze stavu i do stavu j za maly´
cˇasovy´ interval △ t, kde i, j ∈ I,△ t ∈ (−∞,∞), △ t > 0. Intenzity prˇechodu z i do j se
znacˇ´ı λij(t), intenzity vy´stupu ze stavu i analogicky λi(t) a plat´ı, zˇe
λij(t) = lim
△t→0
Pij(t+ △ t)
△ t
∀i 6= j,
λi(t) = lim
△t→0
1− Pii(t+ △ t)
△ t
∀i.
Z toho plyne
lim
△t→0
Pij(t+ △ t) = lim
△t→0
Pij(t+ △ t)
△ t
lim
△t→0
△ t = λij(t) lim
△t→0
△ t,
pokud limity lim△t→0
Pij(t+△t)
△t
a lim△t→0 △ t existuj´ı a jsou ohranicˇene´. Podobneˇ
lim
△t→0
Pii(t+ △ t) = lim
△t→0
Pii(t+ △ t)− 1
△ t
· △ t+ 1 = −λi(t) · lim
△t→0
△ t+ 1,
pokud limity lim△t→0
Pii(t+△t)−1
△t
a lim△t→0 △ t existuj´ı a jsou ohranicˇene´. Odtud tedy
vznika´
Pij(△ t) ≈ λij(t)· △ t, i 6= j
a
Pii(△ t) ≈ 1− λi(t)· △ t.
Pro konecˇny´ pocˇet stav˚u n a pevne´ i plat´ı
Pi0(t+ △ t) + Pi1(t+ △ t) + . . .+ Pii(t+ △ t) + . . .+ Pin(t+ △ t) = 1
Pi0(t+ △ t) + . . .+ Pii−1(t+ △ t) + Pii+1(t+ △ t) + . . .+ Pin(t+ △ t) = 1− Pii(t+ △ t).
Posledn´ı rovnost se podeˇl´ı △ t a aplikuje se lim△t→0
lim
△t→0
Pi0(t+ △ t)
△ t
+ lim
△t→0
Pi1(t+ △ t)
△ t
+ . . . = lim
△t→0
1− Pii(t+ △ t)
△ t
,
λi0(t) + λi1(t) + . . .+ λii−1(t) + λii+1(t) + . . .+ . . .+ λin(t) = λi(t).
Byl tedy odvozen vztah
λi(t) =
n∑
j∈I;,i 6=j
λij(t). (4.1)
Da´le se prˇedpokla´da´, zˇe pravdeˇpodobnosti v´ıce nezˇ jednoho prˇechodu v cˇasove´m intervalu
△ t jsou rˇa´doveˇ mensˇ´ı a lze je zanedbat. Plat´ı-li λi(t) = −λii(t), kde λii(t) prˇedstavuje
intenzitu prˇechodu ze stavu i do stavu i, pak
∑
j∈I λij(t) = 0 ∀i ∈ I. Zrˇejmeˇ je λii(t) < 0.
Cˇ´ısla λij(t) se zapisuj´ı do matice intenzit prˇechodu, ktera´ se znacˇ´ı Q. Jde o tzv. kvazisto-
chastickou matici. Specia´lneˇ pro mnozˇinu stav˚u I = {0, 1, 2, . . . , n} ma´ tvar
Q =

λ00(t) λ01(t) . . . λ0n(t)
λ10(t) λ11(t) . . . λ1n(t)
...
...
. . .
...
λn0(t) λn1(t) . . . λnn(t)
 .
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Veˇta 4.3. Necht’ homogenn´ı Markov˚uv proces ma´ konecˇny´ pocˇet stav˚u n a intenzity
prˇechodu λij, kde i, j ∈ I. Pak absolutn´ı pravdeˇpodobnosti Pk(t) tohoto procesu splnˇuj´ı
tzv. Chapmanovu-Kolmogorovovu soustavu linea´rn´ıch diferencia´ln´ıch rovnic prvn´ıho rˇa´du
s konstantn´ımi koeficienty
P ′k(t) =
∑
i∈I
Pi(t)λik, ∀k ∈ I a ∀t ∈ T.
Maticoveˇ lze prˇedesˇla´ rovnost zapsat ve tvaru
P′(t) = QTP(t),
kde P je vektor absolutn´ıch pravdeˇpodobnost´ı a P′ je vektor derivac´ı absolutn´ıch pravdeˇpo-
dobnost´ı.
Veˇta 4.4. Necht’ homogenn´ı Markov˚uv proces ma´ spocˇetneˇ moho stav˚u a intenzity prˇechodu
λij. Nutnou a postacˇuj´ıc´ı podmı´nkou existence staciona´rn´ıch pravdeˇpodobnost´ı P˜i neza´visle
na pocˇa´tecˇn´ım stavu tohoto procesu a splnˇuj´ıc´ıch podmı´nku
∑
i∈I P˜i = 1, pi > 0 ∀i ∈ I
je existence pra´veˇ jednoho rˇesˇen´ı soustavy linea´rn´ıch rovnic∑
i∈I
P˜iλik = 0, k ∈ I.
Toto rˇesˇen´ı mus´ı nav´ıc splnˇovat podmı´nku
∑
i∈I P˜i = 1.
Staciona´rn´ı pravdeˇpodobnosti na´hodne´ho procesu se z´ıskaj´ı jako rˇesˇen´ı soustavy linea´rn´ıch
rovnic
QT P˜ = O,
kde O je nulova´ matice. Protozˇe matice Q je singula´rn´ı, doplnˇuje se dana´ soustava rovnic´ı∑
i∈I P˜i = 1. Vsˇechny veˇty uvedene´ v te´to kapitole byly doka´za´ny v [1].
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5 Vztah mezi intenzitou prˇechodu v Markovovy´ch
procesech a intenzitou poruch
V te´to kapitole bude odvozen vztah mezi intenzitou prˇechodu v Markovovy´ch procesech
a intenzitou poruch λ(t) = f(t)
R(t)
, kde f(t) je hustota pravdeˇpodobnosti doby do poruchy
a R(t) je funkce spolehlivosti. Bez u´jmy na obecnosti se bude da´le uvazˇovat pouze soustava
s jedn´ım neopravitelny´m prvkem a dveˇma stavy. Ve stavu 1 prvek pracuje spra´vneˇ a ve
stavu 2 je prvek v porusˇe. Pravdeˇpodobnost bezporuchove´ho stavu 1 v cˇase t+ △ t se
znacˇ´ı P1(t+ △ t). Pravdeˇpodobnost, zˇe bude soustava v poruchove´m stavu 2 je analogicky
P2(t+ △ t). Zrˇejmeˇ plat´ı λ12(t) = λ(t). Markov˚uv model zachycuje obra´zek 5.
Obr. 5: Markov˚uv model
Z veˇty 4.2 plyne
P1(t+ △ t) = (1− λ(t) △ t)P1(t),
P2(t+ △ t) = (λ(t) △ t)P1(t) + P2(t).
Maticoveˇ zapsa´no jako(
P1(t+ △ t)
P2(t+ △ t)
)
=
(
1− λ(t) △ t 0
λ(t) △ t 1
)(
P1(t)
P2(t)
)
Rovnice lze upravit na tvar
P1(t+ △ t)− P1(t)
△ t
= −λ(t)P1(t),
P2(t+ △ t)− P2(t)
△ t
= λ(t)P1(t).
Po zaveden´ı limity pro △ t→ 0
lim
△t→0
P1(t+ △ t)− P1(t)
△ t
= −λ(t)P1(t),
lim
△t→0
P2(t+ △ t)− P2(t)
△ t
= λ(t)P1(t).
z´ıska´me soustavu diferencia´ln´ıch rovnic
P ′1(t) = −λ(t)P1(t)
P ′2(t) = λ(t)P1(t).
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Tato soustava lze zapsat v maticove´m za´pisu
P′(t) = QTP(t),
kde Q je matice intenzit tvaru (
−λ λ
0 0
)
.
Protozˇe prvek je uveden do provozu v bezporuchove´m stavu 1, jsou pocˇa´tecˇn´ı podmı´nky
P1(0) = 1 a P2(0) = 0. Prvn´ı rovnice se rˇesˇ´ı samostatneˇ separac´ı promeˇnny´ch
dP1
dt
= −λ(t)P1(t),
dP1
P1(t)
= −λ(t)dt,
lnP1(t) = c
∫ t
0
−λ(t)dt,
P1(t) = ce
R t
0 −λ(t)dt.
Dosazen´ım pocˇa´tecˇn´ıch podmı´nek se z´ıska´ pravdeˇpodobnost bezporuchove´ho provozu
P1(t) = e
R t
0 −λ(t)dt. (5.1)
Rˇesˇen´ı druhe´ rovnice je
P2(t) = 1− e
R t
0 −λ(t)dt. (5.2)
λ˜(t)dt znacˇ´ı podmı´neˇnou pravdeˇpodobnost, zˇe porucha nastane v cˇasove´m intervalu
(t, t+ dt) za podmı´nky, zˇe nenastala do cˇasu t a pocˇ´ıta´ se podle vztahu
λ˜(t)dt =
f(t)dt
R(t)
,
kde f(t)dt je pravdeˇpodobnost, zˇe porucha nastane v intervalu (t, t + dt) a R(t) je
pravdeˇpodobnost, zˇe porucha nenastala do cˇasu t. λ˜(t) se pak nazy´va´ intenzita poruch
a plat´ı
λ˜(t) =
f(t)
R(t)
= −
dR(t)
dt
·
1
R(t)
.
Po integraci prˇedesˇle´ rovnosti se vyuzˇije poznatek R(0) = 1∫ t
0
λ˜(t)dt = −
∫ R(t)
1
dR(t)
R(t)
,
−
∫ t
0
λ˜(t)dt = [lnR(t)]
R(t)
1 ,
−
∫ t
0
λ˜(t)dt = lnR(t)⇒ R(t) = e−
R t
0
eλ(t)dt.
To je ovsˇem stejna´ rovnost jako v prˇ´ıpadeˇ 5.1. P1(t) tedy odpov´ıda´ funkci spolehlivosti
R(t). Pro exponencia´ln´ı rozdeˇlen´ı dob do poruchy je intenzita poruch λ(t) = λ a funkce
spolehlivosti R(t) = e−λt. Pokud se v rovnici 5.1 dosad´ı λ(t) = λ = konst, vycha´z´ı
P1(t) = e
R t
0 −λ(t)dt = e
R t
0 −λdt = e−λt. To je vsˇak funkce spolehlivosti pro exponencia´ln´ı
rozdeˇlen´ı. Podobneˇ se odvod´ı, zˇe P2 v rovnici 5.2 odpov´ıda´ distribucˇn´ı funkci exponen-
cia´ln´ıho rozdeˇlen´ı.
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6 Markovovy procesy v teorii obnovy
Proces obnovy lze zna´zornit jako Markov˚uv proces. V prvn´ı cˇa´sti te´to kapitoly se rˇesˇ´ı
dvoustavove´ modely, v druhe´ cˇa´sti jsou pak uvedeny neˇktere´ aplikace Markovova procesu
na r˚uzne´ druhy obnovy.
6.1 Dvoustavove´ Markovovy modely v teorii obnovy
Necht’ maj´ı cˇasy do poruchy i cˇasy do opravy exponencia´ln´ı rozdeˇlen´ı.
Obr. 6: Dvoustavovy´ Markov˚uv proces
1
λ
je strˇedn´ı doba do poruchy a 1
µ
je strˇedn´ı doba do opravy. Matice intenzit ma´ tvar(
−λ λ
µ −µ
)
.
Pro zjiˇsteˇn´ı staciona´rn´ıch pravdeˇpodobnost´ı se rˇesˇ´ı soustava rovnic(
−λ µ
λ −µ
)
·
(
P1
P0
)
=
(
0
0
)
µP0 = λP1
λP1 = µP0
Rovnice jsou linea´rneˇ za´visle´, uplatn´ı se tedy jesˇteˇ rovnice P1 + P0 = 1. Z prvn´ı rovnice
plyne P0 =
λ
µ
P1.
P1 +
λ
µ
P1 = 1⇒ P1 =
1
1 + λ
µ
=
µ
λ+ µ
=
1
λ
1
λ
+ 1
µ
=
SDP
SDP + SDO
P0 =
λ
µ
1 + λ
µ
P1 ma´ stejny´ tvar jako za´kladn´ı pohotovost Az. Pro z´ıska´n´ı okamzˇite´ pohotovosti se rˇesˇ´ı
Chapmanova-Kolmogorovova soustava diferencia´ln´ıch rovnic(
−λ µ
λ −µ
)
·
(
P1(t)
P0(t)
)
=
(
P ′1(t)
P ′2(t)
)
.
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Protozˇe P1(t) + P0(t) = 1 a P
′
1 = −λP1(t) + µP0(t), plat´ı
P ′1(t) = −λP1(t) + µ(1− P1(t)),
P ′1(t) + P1(t)(λ+ µ) = µ.
Protozˇe je syste´m uveden do provozu v bezporuchove´m stavu, jsou pocˇa´tecˇn´ı podmı´nky
tvaru P1(0) = 1 a P0(0) = 0. Obecne´ rˇesˇen´ı se z´ıska´ metodou separace promeˇnny´ch
a variac´ı konstant
P1 = Ke
−(λ+µ)t +
µ
µ+ λ
.
Po dosazen´ı pocˇa´tecˇn´ı podmı´nky vznika´
P1(t) = A(t) =
µ
µ+ λ
+
λ
µ+ λ
e−(λ+µ)t.
Pro µ = 0 je spolehlivostn´ı funkce R(t) = e−λt a pro t → ∞ staciona´rn´ı pohotovost
A(∞) = µ
µ+λ
. Uvedene´ vy´sledky ilustruje pro λ = 0.2 a µ = 0.7 obra´zek 7.
Obr. 7: Pohotovost syste´mu
Pohotovost syste´mu je znacˇneˇ vysoka´, cozˇ zp˚usobuje velka´ intenzita oprav (µ = 0.7)
a mala´ intenzita poruch (λ = 0.2). Od 45 cˇasovy´ch jednotek pak sply´va´ okamzˇita´ poho-
tovost se staciona´rn´ı.
6.2 Vı´cestavove´ Markovovy modely v teorii obnovy
Tento odd´ıl pojedna´va´ o syste´mech, ktere´ maj´ı v´ıce nezˇ dva stavy.
6.2.1 Syste´m dvou paralelneˇ spojeny´ch komponent
Necht’ se syste´m skla´da´ ze dvou paralelneˇ spojeny´ch prvk˚u. Cˇasy do poruchy maj´ı
opeˇt exponencia´ln´ı rozdeˇlen´ı s parametrem λ a cˇasy do opravy exponencia´ln´ı rozdeˇlen´ı
s parametrem µ. Jsou-li oba prvky ve stejny´ cˇas v porusˇe, je syste´m nefunkcˇn´ı. Syste´m
tvorˇ´ı trˇ´ıstavovy´ Markov˚uv model. Cˇ´ıslo stavu znacˇ´ı pocˇet prvk˚u, ktere´ pracuj´ı spra´vneˇ.
20
Pro neza´visle´ opravy prvk˚u je model zna´zorneˇn na obra´zku 8. Tento proble´m lze rˇesˇit jako
paraleln´ı spojen´ı dvou neza´visly´ch prvk˚u, kdy ma´ kazˇdy´ z nich pohotovost A = µ
µ+λ
.
A(∞) = 1−
2∏
i=1
(1− Ai) = 1−
(
1−
µ
µ+ λ
)2
.
Obr. 8: Neza´visle´ opravy prvk˚u
Za´visle´ opravy prvk˚u tvorˇ´ı model, kdy intenzita prˇechodu ze stavu 0 do stavu 1 je µ.
Obr. 9: Za´visle´ opravy prvk˚u
Matice intenzit je v tomto prˇ´ıpadeˇ tvaru
Q =
(
−2λ 2λ 0
µ −(µ+ λ) λ
0 µ −µ
)
.
Pro vy´pocˇet staciona´rn´ıch pravdeˇpodobnost´ı se rˇesˇ´ı soustava rovnic
−2λP2 + µP1 = 0
2λP2 +−(µ+ λ)P1 + µP0 = 0
λP1 − µP0 = 0.
Z prvn´ı rovnice plyne P2 =
µ
2λ
P1, z druhe´ pak P1 =
µ
λ
PO. Protozˇe dveˇ posledn´ı rovnice
jsou linea´rneˇ za´visle´, dopln´ı se soustava o rovnici P2 + P1 + P0 = 1.
µ
2λ
µ
λ
PO +
µ
λ
PO + P0 = 1⇒ P0 =
1
1 + µ
λ
+ µ
2
2λ2
,
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P1 =
1
1 + λ
µ
+ µ
2λ
,
P2 =
µ
2λ
1 + λ
µ
+ µ
2λ
.
Staciona´rn´ı pohotovost syste´mu je
A(∞) = P1 + P2 =
1 + µ
2λ
1 + λ
µ
+ µ
2λ
.
Pro λ = 0.3 a µ = 0.5 byl proveden vy´pocˇet staciona´rn´ıch pravdeˇpodobnost´ı pomoc´ı
makra QTS v programu Excel s vy´sledkem
Obr. 10: Staciona´rn´ı pravdeˇpodobnosti syste´mu
Na obra´zku 11 je videˇt rozd´ıl mezi staciona´rn´ı pohotovost´ı syste´mu s neza´visly´mi opravami
a se za´visly´mi opravami. Pro za´visle´ opravy klesa´ s rostouc´ım λ pohotovost syste´mu v´ıce
strmeˇji.
Obr. 11: Staciona´rn´ı pohotovost syste´mu
Pro z´ıska´n´ı okamzˇite´ pohotovosti je nutne´ rˇesˇit prˇ´ıslusˇnou Chapmanovu-Kolmogorovo-
vu soustavu diferencia´ln´ıch rovnic. Jej´ı analyticke´ rˇesˇen´ı se z´ıska´ pomoc´ı programu Maple
a je k dispozici na prˇilozˇene´m CD. Prˇehledneˇjˇs´ı za´veˇry prˇina´sˇ´ı simulace chova´n´ı syste´mu.
Simulace je provedena pomoc´ı programu Extend. Na obra´zku 12 jsou uvedeny vy´sledky
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jedne´ realizace, prˇ´ıslusˇne´ soubory jsou k dispozici na prˇilozˇene´m CD. Stav 1 symboli-
zuje poruchu a stav 0 dokoncˇen´ı opravy prvku. Syste´m nepracuje v cˇasovy´ch intervalech
[3.068879165; 3.413290845] a [6.058241627; 6.448940152], kdy nepracuje ani jeden prvek.
Vsˇechny vy´pocˇty jsou provedeny pro parametry λ = 0.3 a µ = 0.5.
Obr. 12: Graf simulace
Obr. 13: Tabulka simulace
6.2.2 Nedokonala´ u´drzˇba
Prˇedmeˇtem za´jmu je stejny´ syste´m dvou paralelneˇ spojeny´ch prvk˚u jako v prˇedesˇle´m
prˇ´ıpadeˇ. V praxi ovsˇem mu˚zˇe nastat situace, kdy jeden prvek nelze opravit. Syste´m je
v cˇinnosti, pokud pracuj´ı oba prvky a nebo se nacha´z´ı v porusˇe pouze ten, ktery´ lze opravit.
Pro sestaven´ı prˇ´ıslusˇne´ho Markovova modelu se mus´ı urcˇit opravny´ faktor. Znacˇ´ı se sym-
bolem c. Vyjadrˇuje podmı´neˇnou pravdeˇpodobnost, zˇe syste´m bude po porusˇe opraven. Cˇas
do poruchy ma´ opeˇt exponencia´ln´ı rozdeˇlen´ı s parametrem λ a cˇas do opravy take´ expo-
nencia´ln´ı rozdeˇlen´ı s parametrem µ .Obra´zek 14 zna´zornˇuje prˇ´ıslusˇny´ stavovy´ diagram
syste´mu.
Stav 2 znacˇ´ı situaci, kdy jsou oba prvky v cˇinnosti. Odtud mu˚zˇe syste´m prˇej´ıt do
stavu 1, ktery´ symbolizuje poruchu jen opravitelne´ho prvku. Stav 0 nastane pokud se
porouchaj´ı oba prvky a nebo jen neopravitelny´ prvek. Syste´m je uveden do cˇinnosti ve
stavu 2. Pocˇa´tecˇn´ı rozdeˇlen´ı pravdeˇpodobnosti je P2(0) = 1, P1(0) = 0, P0(0) = 0.
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Obr. 14: Stavovy´ diagram pro nedokonalou u´drzˇbu
Matice intenzit je tvaru (
−2λ 2λc 2λ(1− c)
µ −(µ+ λ) λ
0 0 0
)
.
Staciona´rn´ı pohotovost syste´mu A(∞) = P2 + P1 se z´ıska´ rˇesˇen´ım soustavy rovnic
−2λP2 + µP1 = 0
2λcP2 − (µ+ λ)P1 = 0
2λ(1− c)P2 + λP1 = 0
P2 + P1 + P0 = 1.
Snadno se nahle´dne, zˇe jediny´m rˇesˇen´ım soustavy je P2 = 0, P1 = 0, P0 = 1. Takzˇe
A(∞) = P2 + P1 = 0. Tento vy´sledek lze urcˇit okamzˇiteˇ ze stavove´ho diagramu. Pro
t → ∞ dojde syste´m do stavu O, ktery´ je absorpcˇn´ı. Z neˇj syste´m nemu˚zˇe nikam prˇej´ıt.
Pokud ma´ tedy stavovy´ diagram poruchovy´ absorpcˇn´ı stav, je vzˇdy staciona´rn´ı pohotovost
syste´mu rovna 0. Okamzˇita´ pohotovost syste´mu A(t) = P1(t) + P2(t) se z´ıska´ pomoc´ı
Chapmanovy-Kolmogorovovy soustavy diferencia´ln´ıch rovnic
−2λP2 + µP1 = P
′
2
2λcP2 − (µ+ λ)P1 = P
′
1
2λ(1− c)P2 + λP1 = P
′
0
P2 + P1 + P0 = 1
Soustava je rˇesˇena v programu Maple pro parametry λ = 0.3, µ = 0.5, c = 0.7 s vy´sledkem
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Obr. 15: Vy´stup z programu Maple
Z obra´zku 15 je videˇt, zˇe s rostouc´ım cˇasem klesa´ k nule P1 i P2, a tud´ızˇ tak klesa´ k nule
i okamzˇita´ pohotovost A(t). Nepohotovost syste´mu P0 roste a zhruba od 25 cˇasovy´ch
jednotek se rovna´ jedne´. Mu˚zˇe za to opeˇt absorpcˇn´ı poruchovy´ stav 0. Chova´n´ı syste´mu
je simulova´no v programu Extend s parametry λ = 0.3, c = 0.5 a µ = 0.5.
V simulaci se porucha vyskytuje ve v´ıce cˇasovy´ch intervalech, nezˇ u stejne´ho syste´mu
s dokonalou opravou. Prˇ´ıcˇinou je skutecˇnost, zˇe jakmile se prvek B poroucha´, neoprav´ı se
a syste´m da´le pracuje jen v prˇ´ıpadeˇ, kdy funguje prvek A. Podle tabulky simulace vstu-
puje prvek B do poruchy v cˇase 1.92082952 a pak z n´ı uzˇ nevystoup´ı. Syste´m nepracuje
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Obr. 16: Graf simulace
Obr. 17: Tabulka simulace
v intervalech [0.934875884; 1, 92082952], [5.168584216; 6.285664578] a [7.002650107; 10].
Syste´m s nedokonalou opravou je tedy urcˇiteˇ kvalitativneˇ horsˇ´ı nezˇ stejny´ syste´m s dokona-
lou opravou.
6.2.3 Preventivn´ı u´drzˇba
Prova´deˇn´ı preventivn´ı u´drzˇby ma´ smysl pouze v prˇ´ıpadeˇ, kdyzˇ doba do poruchy ma´
rozdeˇlen´ı pravdeˇpodobnosti s nekonstantn´ım parametrem. V na´sleduj´ıc´ım prˇ´ıkladeˇ se
uplatnˇuje hypoexponencia´ln´ı rozdeˇlen´ı. Na´hodna´ velicˇina T =
∑n
j=1 Tj ma´ hypoexpo-
nencia´ln´ı rozdeˇlen´ı s parametry λ1, . . . , λn, pra´veˇ tehdy kdyzˇ na´hodna´ velicˇina Tj ma´
pro kazˇde´ j exponencia´ln´ı rozdeˇlen´ı s parametrem λj. T ∼ HY PO(λ1, . . . , λn). Jedna´ se
o vsˇeobecne´ Erlangovo rozdeˇlen´ı.
Necht’ ma´ cˇas do poruchy hypoexponencia´ln´ı rozdeˇlen´ı HY PO(λ1, λ2), cˇas do spusˇteˇn´ı
inspekce ma´ rozdeˇlen´ı EXP (λinsp), cˇas ukoncˇen´ı inspekce EXP (µinsp), cˇas do opravy
EXP (µ) a cˇas do ukoncˇen´ı preventivn´ı u´drzˇby EXP (λpu). Syste´m se modeluje pomoc´ı
Markovova procesu se trˇemi stavy. Prvn´ı stav prˇedstavuje bezporuchovou cˇinnost syste´mu.
Druhy´ stav je stavem kvalitativneˇ horsˇ´ım, ovsˇem syste´m sta´le pracuje. Trˇet´ı stav znacˇ´ı
poruchu syste´mu a prˇerusˇen´ı provozu. Model bez preventivn´ı u´drzˇby je zachycen na
obra´zku 18. Matice intenzit ma´ tvar(
−λ1 λ1 0
0 −λ2 λ2
µ 0 −µ
)
.
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Obr. 18: Stavovy´ diagram pro syste´m bez preventivn´ı u´drzˇby
Stejneˇ jako v prˇedesˇly´ch prˇ´ıpadech se vypocˇ´ıta´
P3 =
1
µ
λ1
+ µ
λ2
+ 1
a
A(∞) = 1− P3 = 1−
1
µ
λ1
+ µ
λ2
+ 1
.
Prˇi prova´deˇn´ı preventivn´ı u´drzˇby se model rozsˇ´ıˇr´ı o trˇi dalˇs´ı stavy. Stav A symbolizuje
proveden´ı inspekce, kdyzˇ se syste´m nacha´z´ı ve stavu 1. Stav B znacˇ´ı potom proveden´ı
inspekce, kdyzˇ je syste´m ve stavu 2. Stav C znamena´, zˇe inspekce najde poruchu neˇjake´
cˇa´sti syste´mu, v ra´mci preventivn´ı u´drzˇby ji oprav´ı a syste´m se tak vra´t´ı do stavu 1.
Obr. 19: Stavovy´ diagram pro syste´m s preventivn´ı u´drzˇbou
Matice intenzit je v tomto prˇ´ıpadeˇ tvaru
−(λ1 + λinsp) λ1 0 λinsp 0 0
0 −(λ2 + λinsp) λ2 0 λinsp 0
µ 0 −µ 0 0 0
µinsp 0 0 −µinsp 0 0
0 0 0 0 −µinsp µinsp
µpu 0 0 0 0 −µpu
 .
Staciona´rn´ı pohotovost syste´mu se z´ıska´ rˇesˇen´ım soustavy rovnic
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−(λ1 + λinsp)P1 + µP3 + µinspPA + µpuPC = 0
λ1P1 − (λ2 + λinsp)P2 = 0
λ2P2 − µP3 = 0
λinspP1 − µinspPA = 0
λinspP2 − µinspPB = 0
µinspPB − µpuPC = 0.
Postupneˇ se vypocˇ´ıta´
P2 =
λ1P1
λ2 + λinsp
,
P3 =
λ2λ1P1
µ(λ2 + λinsp)
,
PB =
λinspλ1P1
µinsp(λ2 + λinsp)
,
PC =
µinspλinspλ1P1
µpuµinsp(λ2 + λinsp)
,
PA =
λinspP1
µinsp
.
P1 se z´ıska´ z podmı´nky P1 + P2 + P3 + PA + PB + PC = 1.
P1 =
(λ2 + λinsp)µµinspµpu
C +D + E
,
kde C = (λ1µinspµpu)(µ+λ2), D = (λinspλ1)(µµpu+µinspµ), E = (λ2 +λinsp)(µµpuλinsp+
µµinspµpu). Protozˇe syste´m funguje pouze ve stavu 1 a 2, jeho staciona´rn´ı pohotovost je
rovna soucˇtu pravdeˇpodobnost´ı teˇchto stav˚u
A(∞) = P1 + P2.
Z obra´zku 20 je patrne´, zˇe cˇ´ım rychleji syste´m vystoup´ı z inspekce, t´ım bude staci-
ona´rn´ı pohotovost syste´mu lepsˇ´ı. Veˇtsˇ´ı pocˇet stav˚u Markovova modelu zp˚usob´ı daleko
komplikovaneˇjˇs´ı vy´pocˇetn´ı rˇesˇen´ı dane´ho proble´mu. Pro zjiˇsteˇn´ı okamzˇite´ pohotovosti je
vy´hodneˇjˇs´ı chova´n´ı syste´mu nasimulovat, nezˇ rˇesˇit Chapmanovu-Kolmogorovovu soustavu
diferencia´ln´ıch rovnic. Dalˇs´ı obra´zky umozˇnˇuj´ı porovna´n´ı syste´mu s preventivn´ı u´drzˇbou
a syste´mu bez preventivn´ı u´drzˇby.
Podle obra´zku 21 ma´ syste´m s preventivn´ı u´drzˇbou mensˇ´ı pohotovost nezˇ syste´m bez
preventivn´ı u´drzˇby. Prˇ´ıcˇinou je veˇtsˇ´ı pocˇet stav˚u, kdy syste´m nen´ı v cˇinnosti. Du˚lezˇity´m
faktorem pro pouzˇit´ı preventivn´ı u´drzˇby jsou v praxi ceny oprav porouchany´ch cˇa´st´ı
syste´mu, ekonomicke´ ztra´ty ve vy´robeˇ atd. Pokud budou oprava´renske´ cˇinnosti prova´deˇne´
prˇi prˇechodu ze stavu 3 do stavu 1 znacˇneˇ financˇneˇ na´rocˇne´, bude lepsˇ´ı prova´deˇt preven-
tivn´ı u´drzˇbu i za cenu mensˇ´ı pohotovosti syste´mu.
Na obra´zku 22 se vy´razny´m zvy´sˇen´ım parametru µinsp prˇiblizˇuje pohotovost syste´mu
s preventivn´ı u´drzˇbou k syste´mu bez preventivn´ı u´drzˇby. Prˇ´ıcˇinou je rychlejˇs´ı vystoupen´ı
z inspekce.
Obra´zek 23 zobrazuje prˇ´ıpad, kdy intenzita nastoupen´ı inspekce je znacˇneˇ mensˇ´ı nezˇ
ostatn´ı intenzity prˇechodu. Oba syste´my tak sply´vaj´ı v jeden.
Pro lepsˇ´ı analy´zu chova´n´ı syste´mu je provedena simulace v programu Matlab. Na
prˇilozˇene´m CD jde o soubory realizace.m a simulace3.m. V souboru realizace.m se nasta-
vuj´ı hodnoty intenzit prˇechodu a souborem simulace3.m se spousˇt´ı simulace. Vy´stupem
tohoto programu je vektor (ET1, . . . , ET6), kde ET1 zaznamena´va´ strˇedn´ı dobu setrva´n´ı
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Obr. 20: Pohotovost syste´mu pro r˚uzne´ intenzity prˇechodu do inspekce
Obr. 21: Srovna´n´ı pohotovosti syste´mu˚
syste´mu v prvn´ım stavu, ET2 ve druhe´m stavu atd. Da´le se generuje vektor (S1, . . . , S6),
kde S1 znacˇ´ı strˇedn´ı hodnotu, kolikra´t se syste´m nacha´z´ı v prvn´ım stavu, S2 ve druhe´m
stavu atd.DT aDS jsou pak prˇ´ıslusˇne´ rozptyly. Z technicky´ch d˚uvodu odpov´ıda´ v progra-
mu stav A stavu 4, stav B stavu 5 a stav C stavu 6.Vy´stup simulace ma´ na´sleduj´ıc´ı podobu
ET = 3.9212 4.6996 1.8464 1.3715 1.1669 0.9033,
DT = 4.7557 13.4696 4.6138 3.3698 2.4712 1.5590,
ES = 3.7200 2.2800 1.2200 1.1000 0.8700 0.8100,
DS = 0.4016 0.6216 0.8716 1.5100 0.5331 0.4739.
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Obr. 22: Pohotovost syste´mu˚ pro veˇtsˇ´ı µinsp
Obra´zek 23: Pohotovost syste´mu pro male´ λinsp
Syste´m se nacha´z´ı ve stavu 1 pr˚umeˇrneˇ 4.7557-kra´t a setrva´ v neˇm pr˚umeˇrneˇ 3.9212
jednotek cˇasu. Simulace se skla´da´ ze sta reaalizac´ı a kazˇda´ realizace je provedena pro
prvn´ıch deset stav˚u syste´mu. Pokud se v programu nastav´ı λinsp daleko mensˇ´ı nezˇ ostatn´ı
intenzity prˇechodu, vznika´ na´sleduj´ıc´ı vy´stup
ET = 6.4846 10.4053 3.9456 0 0.0627 0.0100,
DT = 9.0786 40.9661 4.3383 0 0.1953 0.0079,
ES = 3.9800 3.0000 2.9800 0 0.0200 0.0200,
DS = 0.0196 0 0.0196 0 0.0196 0.0196.
Posledn´ı trˇi stavy maj´ı velice male´ hodnoty. Prˇ´ıcˇinou je skutecˇnost, zˇe se syste´m vlivem
n´ızke´ho λinsp ma´lo podrobuje preventivn´ı u´drzˇbeˇ.
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7 Nehomogenn´ı procesy ve spolehlivosti
Prˇedesˇle´ kapitoly pojedna´valy o procesech s intenzitou prˇechodu, ktera´ se mezi jednot-
livy´mi stavy nemeˇnila s cˇasem (doby prˇechodu meˇly exponencia´ln´ı rozdeˇlen´ı s parametrem
λ). V praxi cˇasto za´vis´ı intenzita prˇechodu na cˇase t, jde o tzv. nehomogenn´ı Markovovy
procesy. V teorii spolehlivosti se jedna´ prˇedevsˇ´ım o technicke´ syste´my s Weibullovy´m
rozdeˇlen´ım cˇasu do poruchy. Intenzita poruch je v teˇchto prˇ´ıpadech da´na vztahem
λ(t) =
b
δ
(
t− c
δ
)b−1
,
kde b > 0 je parametr tvaru, c je parametr polohy a δ > 0 je parametr meˇrˇ´ıtka.
7.1 Dvoustavove´ nehomogenn´ı syste´my s obnovou
V kapitole 3 byl dvoustavovy´ syste´m s obnovou popsa´n funkc´ı obnovy H(t). Jedna´ se
o strˇedn´ı pocˇet obnov, ktere´ nastaly do doby t.
7.1.1 Nehomogenn´ı syste´my s okamzˇitou obnovou
V odd´ıle 3.2.2 byl odvozen vztah pro vy´pocˇet pravdeˇpodobnosti, zˇe syste´m do cˇasu t
prosˇel n obnovami
P (N(t) = n) =
(λt)n
n!
e−λt, n = 0, 1, 2, . . . ,∞, (7.1)
kde λ je konstantn´ı intenzita poruch. V prˇ´ıpadeˇ, zˇe se meˇn´ı intenzita poruch s cˇasem,
prˇejde tento vztah na tvar
P (N(t) = n) =
[H(t)]n
n!
e−λt, n = 0, 1, 2, . . . ,∞, (7.2)
kde H(t) = E(N(t) = n) =
∫ t
0
λ(τ)dτ je funkce obnovy. λ(t) pak odpov´ıda´ derivaci H(t)
λ(t) =
dH(t)
dt
.
Pro konstantn´ı intenzitu poruch λ(t) = λ bude H(t) = λt a vztah 7.2 se transformuje na
7.1. Proces s okamzˇitou obnovou ma´ stavovy´ diagram zna´zorneˇny´ na obra´zku 24.
Obr. 24: Stavovy´ diagram nehomogenn´ıho procesu s okamzˇitou obnovou
Cˇ´ıslo stavu urcˇuje pocˇet obnov, ktery´mi syste´m prosˇel. Na za´kladeˇ pozorova´n´ı a prˇedcho-
z´ıch zkusˇenost´ı se prˇedpokla´da´, zˇe syste´m beˇhem sve´ cˇinnosti projde maxima´lneˇ a obno-
vami.
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Cˇas se rozdeˇl´ı rovnomeˇrneˇ do maly´ch interval˚u, v nichzˇ mu˚zˇe by´t λ(t) aproximova´na
konstantou λ. Ta slouzˇ´ı k urcˇen´ı absolutn´ıch pravdeˇpodobnost´ı Pi(t) Markovova procesu
na konci cˇasove´ho intervalu. Pi(t) prˇedstavuj´ı pocˇa´tecˇn´ı rozdeˇlen´ı pravdeˇpodobnosti pro
dalˇs´ı cˇasovy´ u´sek. Protozˇe pocˇet obnov se rˇ´ıd´ı Poissonovy´m rozdeˇlen´ım pravdeˇpodobnosti,
strˇedn´ı hodnota je da´na vztahem E(X) =
∑∞
x=0 xp(x). Funkce obnovy se vyja´drˇ´ı pomoc´ı
rovnosti
H(t) =
a∑
i=0
iPi(t).
7.1.2 Nehomogenn´ı syste´my konecˇnou dobou obnovy
V praxi nen´ı oprava vzˇdy provedena ihned po porusˇe. Necht’ je da´n syste´m, kde je
strˇedn´ı doba do opravy konstantn´ı (µ = konst.) a r˚uzna´ od nuly. Jedna´ se tedy o dvousta-
vovy´ opravovany´ syste´mem s konecˇnou dobou obnovy. Pocˇet poruch a obnov za´vis´ı na cˇase,
beˇhem neˇhozˇ bude prob´ıhat oprava. Opravy jsou rˇazeny do fronty, dokud nejsou ukoncˇeny.
Pokud l prˇedstavuje pocˇet obnov, fronta ma´ de´lku a− l, kde a je pocˇet prˇedpokla´dany´ch
poruch syste´mu. Markov˚uv proces zna´zorneˇny´ na obra´zku 24 prˇejde v diagram na obra´zku
25.
Obr. 25: Stavovy´ diagram nehomogenn´ıho procesu s okamzˇitou obnovou
Stavovy´ prostor Markovova procesu z obra´zku 25 tvorˇ´ı usporˇa´dane´ dvojice (i, j), kde i
znacˇ´ı pocˇet obnov a j pocˇet poruch cˇekaj´ıc´ıch ve fronteˇ na opravu. Cˇas se opeˇt rozdeˇl´ı
na rovnomeˇrneˇ male´ intervaly, v nichzˇ lze λ(t) aproximovat konstantou a zjist´ı se abso-
lutn´ı pravdeˇpodobnosti Pi,j(t) na konci kazˇde´ho intervalu. Tyto pravdeˇpodobnosti pak
urcˇuj´ı za´rovenˇ pocˇa´tecˇn´ı rozdeˇlen´ı pravdeˇpodobnosti pro dalˇs´ı interval. Funkce obnovy
ma´ podobny´ tvar jako v prˇ´ıpadeˇ okamzˇity´ch oprav
H(t) =
a∑
i=0
a−l∑
j=0
iPi,j(t).
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7.2 Vı´cestavove´ nehomogenn´ı syste´my
Ve Veˇteˇ 4.3 byla zavedena Chapmanova-Kolmogorovova soustava diferencia´ln´ıch rovnic
pro rˇesˇen´ı homogenn´ıch Markovovy´ch proces˚u. Uvedeny´ vztah lze zobecnit i pro nehomo-
genn´ı Markovovy procesy na tvar
P′(t) = P(t)Q(t), (7.3)
m∑
i=1
Pi(t) = 1. (7.4)
Na rozd´ıl od homogenn´ıch proces˚u je matice prˇechodu Q(t) funkc´ı cˇasu. Existuje metoda,
ktera´ prˇeva´d´ı nehomogenn´ı Markov˚uv proces za urcˇity´ch podmı´nek na ekvivalentn´ı homo-
genn´ı Markov˚uv proces. Jej´ı teoreticky´ za´klad je uveden v [2].
Veˇta 7.1. Pokud je Q(t) po cˇa´stech spojita´ (integrabiln´ı), potom existuje jedine´ rˇesˇen´ı
rovnice 7.3 ve tvaru
P(t) = P(t0)G(t, t0), (7.5)
kde G(t, t0) je matice pravdeˇpodobnost´ı prˇechodu zobrazuj´ıc´ı P(t0) na P(t).
V analy´ze spolehlivosti technicky´ch zarˇ´ızen´ı s intenzitou poruch za´vislou na cˇase obvykle
vznika´ situace, kdy Q(t) a
∫ t
t0
Q(τ)dτ jsou zameˇnitelne´. V d˚usledku toho lze psa´t rˇesˇen´ı
rovnice 7.3 ve tvaru
G(t, t0) = e
R t
t0
Q(τ)dτ
. (7.6)
Pokud Q(t) = f(t)Q, kde f(t) je libovolna´ skala´rn´ı funkce cˇasu a Q je konstantn´ı matice,
jsou Q(t) a
∫ t
t0
Q(τ)dτ zameˇnitelne´. Plat´ı-li Q(t) = Q, je matice prˇechodu neza´visla´ na
cˇase a rovnost 7.6 prˇejde v
G(t, t0) = e
Q(t−t0).
Syste´m, ve ktere´m matice Q(t) tvorˇ´ı diskre´tn´ı zmeˇny, se rˇesˇ´ı pomoc´ı homogenn´ıho Marko-
vova procesu mezi cˇasy, ve ktery´ch se parametry procesu meˇn´ı. Matice intenzit je tedy
da´na vztahem
Q(t) = Qn pro tn−1 ≤ t < tn.
Absolutn´ı pravdeˇpodobnosti splnˇuj´ı
P(t) = P(t0)e
Q1(t−t0) pro t0 ≤ t < t1,
P(t) = P(t1)e
Q2(t−t1) pro t1 ≤ t < t2,
P(t) = P(t2)e
Q3(t−t2) pro t2 ≤ t < t3,
...
kde
P(t1) = P(t0)e
Q1(t1−t0),
P(t2) = P(t1)e
Q2(t2−t1),
...
Podle [2] ma´ matice pravdeˇpodobnosti prˇechodu vlastnosti
G−1(t0, t1) = G(t1, t0),
G(t2, t0) = G(t1, t0)G(t2, t1),
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G(t, t) = I,
kde I je jednotkova´ matice. Plat´ı tedy
G(t, t0) = e
Q1(t1−t0)eQ2(t2−t1)eQ3(t3−t2) . . . eQn(t−tn−1) pro tn−1 ≤ t < tn (7.7)
Pomoc´ı vztahu 7.7 lze rˇesˇit nehomogenn´ı Markovovy procesy. Protozˇe vsˇak G(t0, t1) 6=
G(t1, t0) , vy´raz na prave´ straneˇ nesmı´ by´t zjednodusˇen secˇten´ım exponent˚u. Porˇad´ı
cˇinitel˚u se mus´ı zachovat.
7.2.1 Periodicke´ syste´my
Postup rˇesˇen´ı nehomogenn´ıho Markovova procesu se nejdrˇ´ıve uka´zˇe pro syste´my, jejichzˇ
matice intenzit Q(t) se opakuje s periodou T . V za´veˇru se pak odvozena´ teorie rozsˇ´ıˇr´ı i na
neperiodicke´ syste´my.
Pro syste´m s periodou T plat´ı pro kazˇde´ t a t0
Q(t) = Q(t+ T ),
G(t, t0) = G(t+ T, t0 + T ).
Podle vy´sˇe uvedeny´ch rovnost´ı a vztahu 7.7 vznika´
G(kT, 0) = G(T, 0)G(2T, T ) . . .G(kT, (k − 1)T ) = {G(T, 0)}k,
P(kT + δ) = P (0){G(T, 0)}kG(δ, 0).
Pro periodickou Q(t) lze dynamicky´ syste´m 7.3 s periodou T transformovat na cˇasoveˇ
neza´visly´ syste´m popsany´ rovnic´ı
F′(t) = F(t)R nebo F(t) = F(0)eRt, (7.8)
kde F(t) = P(t)S(t), S(t) = G(0, t)eRt a G(0, t) = {G(0, t)}−1. R je rˇesˇn´ım rovnice
eRT = G(T, 0) nebo R =
1
T
lnG(T, 0). (7.9)
Pro vy´pocˇet logaritmu z matice existuj´ı vhodne´ numericke´ metody. Pokud je G(T, 0) da´na
vztahem 7.6, potom rˇesˇen´ı rovnice 7.9 ma´ tvar
R =
1
T
∫ T
0
Q(τ)dτ. (7.10)
Protozˇe plat´ı S(t) = G(0, t)eRt a G(0, t) = {G(0, t)}−1, je
S(0) = G(0, 0)eR·0 = I,
G(t, 0) = S(0)eRtS−1(t),
S−1(kT + δ) = S−1(δ).
S−1(t) vzˇdy existuje, ma´ periodu T a vypocˇ´ıta´ se ze vztahu
S−1(t) = e−RtG(t, 0).
Z rovnosti P(t)S(t) = F(t) se odvod´ı
P(kT + δ) = F(kT + δ)S−1(kT + δ) = F(0)eR(kT+δ)e−RδG(δ, 0) = F(0)eRkTG(δ, 0) =
= F(kT )G(δ, 0).
Byla tedy odvozena rovnost
P(kT + δ) = F(kT )G(δ, 0). (7.11)
Ve vztahu 7.11 za´vis´ı vy´pocˇet absolutn´ıch pravdeˇpodobnost´ı syste´mu na matici F(kT ),
ktera´ je ovsˇem da´na ekvivalentn´ım homogenn´ım procesem. Tedy pro libovolne´ t = kT
(δ = 0) lze absolutn´ı pravdeˇpodobnosti nehomogenn´ıho procesu pocˇ´ıtat podle vztahu
P(kT ) = F(kT ). (7.12)
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7.2.2 Neperiodicke´ syste´my
Prˇedesˇla´ teorie umozˇnˇuje pocˇ´ıtat absolutn´ı pravdeˇpodobnosti pouze v cˇasovy´ch okam-
zˇic´ıch, ktere´ jsou na´sobkem periody syste´mu. Nyn´ı bude naznacˇen vy´pocˇet absolutn´ıch
pravdeˇpodobnost´ı pro libovolny´ cˇas.
Necht’ je da´n neperiodicky´ syste´m, u neˇhozˇ intenzita poruch za´vis´ı na cˇase. Prˇi vy´pocˇtu
P (t) v libovolne´m cˇase t = T˜ se povazˇuje syste´m za periodicky´ s periodou T˜ a postup je
stejny´ jako v prˇedesˇle´ kapitole. Pokud lze Q(t) a
∫ t
t0
Q(τ)dτ zameˇnit, z´ıska´ se R ze vztahu
7.10.
R =
1
T˜
∫ eT
0
Q(τ)dτ. (7.13)
Veˇta 7.2. Necht’ R je da´no vztahem 7.10, potom plat´ı
P(T˜ ) = F(T˜ ), (7.14)
protozˇe
F(T˜ ) = F(0)eR
eT = P(0)e 1eT ln G(eT ,0)·eT = P(0)G(T˜ , 0) = P(T˜ ).
Vsˇechny prˇedesˇle´ veˇty byly doka´za´ny v [2].
7.3 Syste´m dvou paralelneˇ spojeny´ch prvk˚u s cˇasoveˇ promeˇnnou
intenzitou poruch
V te´to kapitole se pouzˇije prˇedesˇly´ postup k z´ıska´n´ı spolehlivosti syste´mu slozˇene´ho ze
dvou paralelneˇ spojeny´ch prvk˚u. Cˇas do poruchy jednoho prvku ma´ Weibullovo rozdeˇlen´ı
a neprob´ıha´ oprava´renska´ cˇinnost. Intenzita poruch se tedy s rostouc´ım cˇasem meˇn´ı.
Syste´m se modeluje nehomogenn´ım Markovovy´m procesem se stavovy´m diagramem na
obra´zku 26.
Obr. 26: Stavovy´ diagram pro dva paralelneˇ spojene´ prvky s rostouc´ı intenzitou poruch
Matice intenzit ma´ tvar
Q(t) =
(
−2λ(t) 2λ(t) 0
0 −λ(t) λ(t)
0 0 0
)
,
kde λ(t) = b
δ
(
t−c
δ
)b−1
.
Protozˇe je splneˇna podmı´nka 7.6
Q(t) = λ(t)
(
−2 2 0
0 −1 1
0 0 0
)
,
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lze prove´st transformaci na ekvivalentn´ı homogenn´ı syste´m 7.8. R se spocˇ´ıta´ pomoc´ı vzta-
hu 7.10
λh =
1
T˜
∫ eT
0
λ(τ)dτ =
1
T˜
∫ eT
0
b
δ
(
τ − c
δ
)b−1
dτ =
1
T˜
(
T˜ − c
δ
)b
−
1
T˜
(
−c
δ
)b
.
Pro prˇ´ıpad c = 0, b = 2 a δ = 10000 plat´ı
λh = 0.0001T˜ .
Stavovy´ diagram ekvivalentn´ıho homogenn´ıho Markovova procesu je stejny´ jako na obra´zku
27.
Obr. 27: Stavovy´ diagram ekvivalentn´ıho homogenn´ıho procesu
Matice intenzit homogenn´ıho syste´mu je
R =
(
−2λh 2λh 0
0 −λh λh
0 0 0
)
.
Hleda´ se tedy rˇesˇen´ı soustavy diferencia´ln´ıch rovnic prvn´ıho rˇa´du 7.8. Absolutn´ı pravdeˇpo-
dobnosti p˚uvodn´ıho nehomogenn´ıho procesu P(t) plynou ze vztahu 7.14. Protozˇe k zjiˇsteˇn´ı
λh je nutne´ zna´t cˇas T˜ , nelze vyja´drˇit spolehlivost syste´mu v za´vislosti na libovolne´m cˇase.
Zde se pocˇ´ıta´ spolehlivost v cˇase T˜ = 100 jednotek cˇasu. Plat´ı tedy λh = 0.01. Ekvivalentn´ı
homogenn´ı syste´m je rˇesˇen v programu Maple pro f2(t) = x(t), f1(t) = y(t), f0(t) = z(t)
s na´sleduj´ıc´ım vy´stupem.
Obr. 28: Rˇesˇen´ı soustavy diferencia´ln´ıch rovnic v programu Maplu
Spolehlivost syste´mu je pak da´na soucˇtem f2(100) + f1(100)
R(100) = 2e−1 − e−2
.
= 0.6.
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7.4 Vı´cestavove´ nehomogenn´ı syste´my s obnovou
Matice intenzit prˇechodu mus´ı opeˇt splnˇovat podmı´nku
Q(t) = f(t)Q, (7.15)
kde f(t) je libovolna´ skala´rn´ı funkce cˇasu. Necht’ je da´n syste´m zna´zorneˇny´ na obra´zku 9.
Intenzity prˇechodu mezi jednotlivy´mi stavy se nyn´ı meˇn´ı v cˇase. Mı´sto λ vystupuje λ(t)
a µ nahrazuje µ(t). Matice intenzit ma´ tvar
Q(t) =
(
−2λ(t) 2λ(t) 0
µ(t) −(µ(t) + λ(t)) λ(t)
0 µ(t) −µ(t)
)
.
Pokud bude splneˇno µ(t) = kλ(t), kde k ∈ R, matice intenzit prˇejde na
Q(t) =
(
−2λ(t) 2λ(t) 0
kλ(t) −(kλ(t) + λ(t)) λ(t)
0 kλ(t) kλ(t)
)
.
Tato matice splnˇuje podmı´nku 7.15, kdy f(t) sply´va´ s λ(t). Lze prove´st transformaci na
ekvivalentn´ı homogenn´ı syste´m s matic´ı intenzit
Q =
(
−2λh 2λh 0
kλh −(kλh) + λh) λh
0 kλh kλh
)
,
kde λh = λh =
1eT
∫ eT
0
λ(τ)dτ . Rˇesˇen´ım ekvivalentn´ıho homogenn´ıho syste´mu se z´ıskaj´ı
absolutn´ı pravdeˇpodobnosti nehomogenn´ıho syste´mu.
Pokud nen´ı splneˇna podmı´nka 7.15, syste´m se rˇesˇ´ı jinou metodou a nebo se jeho chova´n´ı
simuluje. Na obra´zku 29 je videˇt graf simulace tohoto syste´mu v programu Extend. Cˇas
do poruchy ma´ Weibullovo rozdeˇlen´ı s parametry b = 2, δ = 10000, c = 0 a cˇas do opravy
ma´ exponencia´ln´ı rozdeˇlen´ı s parametrem µ = 0.5. Prˇ´ıslusˇne´ soubory jsou k dispozici na
prˇilozˇene´m CD.
Obr. 29: Graf simulace
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Obr. 30: Tabulka simulace
8 Vı´cestavove´ syste´my slozˇene´ z v´ıcestavovy´ch prvk˚u
Tato kapitola se zaby´va´ spolehlivostn´ımi charakteristikami v´ıcestavovy´ch nehomogen-
n´ıch syste´mu, ktere´ se skla´daj´ı z prvk˚u o v´ıce stavech. Tyto prvky mohou by´t spojeny
se´rioveˇ, paralelneˇ, se´rioveˇ-paralelneˇ a nebo paralelneˇ-se´rioveˇ. Nehomogennost syste´mu se
projevuje v tom, zˇe prvky maj´ı exponencia´ln´ı funkci spolehlivosti s r˚uzny´mi λ mezi
podmnozˇinami svy´ch stav˚u. Mezi charakteristiky spolehlivosti takovy´ch syste´mu patrˇ´ı
v´ıcestavova´ spolehlivostn´ı funkce, limitn´ı v´ıcestavova´ spolehlivostn´ı funkce, funkce rizika
a strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch stavech atd. V dalˇs´ım textu se uplatn´ı
na´sleduj´ıc´ı prˇedpoklady:
1) prvky syste´mu se znacˇ´ı Ei, kde i = 1, 2, . . . , n,
2) vsˇechny prvky a syste´m maj´ı stejnou mnozˇinu stav˚u {0, 1, 2, . . . , z},
3) indexy stav˚u jsou usporˇa´da´ny, 0 je nejhorsˇ´ı stav a z je nejlepsˇ´ı stav,
4) Ti(u) jsou neza´visle´ na´hodne´ promeˇnne´, ktere´ symbolizuj´ı dobu setrva´n´ı prvku Ei
v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z},
5) T (u) je na´hodna´ doba setrva´n´ı syste´mu v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z},
6) syste´m podle´ha´ procesu postupne´ degradace bez mozˇnosti opravy,
7) ei(t) je stav prvku Ei v cˇase t, t ∈ (0,∞),
8) s(t) je stav cele´ho syste´mu v cˇase t, t ∈ (0,∞).
Definice 8.1. Vı´cestavovou spolehlivostn´ı funkc´ı prvku Ei se nazy´va´ vektor
Ri(t) = [Ri(t, 0), Ri(t, 1), . . . , Ri(t, z)], t ∈ (0,∞), i = 1, 2, . . . , n,
kde
Ri(t, u) = P (ei(t) ≥ u) = P (Ti(u) > t), t ∈ (0,∞), u = 1, 2, . . . , z,
je pravdeˇpodobnost, zˇe prvek Ei je v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z} v cˇase t.
Pravdeˇpodobnost, zˇe prvek Ei je ve stavu u v cˇase t se znacˇ´ı
pi(t, u) = P (ei(t) = u), t ∈ (0,∞), u = 1, 2, . . . , z,
pi(t, u) lze vyja´drˇit pomoc´ı Ri(t, u) a da´le
pi(t) = Ri(t, u)−Ri(t, u+ 1), u = 0, 1, . . . , z − 1, t ∈ (0,∞), i = 1, 2, . . . , n.
Pro prvn´ı a posledn´ı prvek plat´ı
Ri(t, z) = pi(t, z) a Ri(t, 0) = 1, kde t ∈ (0,∞), i = 1, 2, . . . , n.
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Strˇedn´ı doba setrva´n´ı prvku Ei v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z} je
Mi(u) =
∫ ∞
0
Ri(t, u)dt, u = 1, 2, . . . , z, i = 1, 2, . . . , n.
Strˇedn´ı doba setrva´n´ı prvku Ei ve stavu u je
M i(u) =
∫ ∞
0
pi(t, u)dt, u = 1, 2, . . . , z, i = 1, 2, . . . , n.
Zrˇejmeˇ plat´ı
M i(u) =Mi(u)−Mi(u+ 1), u = 1, 2, . . . , z − 1, (8.1)
M i(z) =Mi(z), i = 1, 2, . . . , n. (8.2)
Jak bylo uvedeno na zacˇa´tku kapitoly, budou zde diskutova´ny pouze nehomogenn´ı
syste´my s exponencia´ln´ım rozdeˇlen´ım doby to poruchy. Ri(t, u) ma´ tvar
Ri(t, u) = e
−λi(u)t,
kde λi(u) jsou intenzity prˇechodu z podmnozˇiny stav˚u {u, u + 1, . . . , z} do podmnozˇiny
{0, 1, . . . , u− 1}, i = 1, 2, . . . , n a u = 1, 2, . . . , z. Mi(u) pak lze vyja´drˇit vztahem
Mi(u) =
1
λi(u)
. (8.3)
Definice 8.2. Vı´cestavova´ spolehlivostn´ı funkce syste´mu je vektor
Rn(t) = [Rn(t, 0), Rn(t, 1), . . . , Rn(t, z)], t ∈ (0,∞),
kde
Rn(t, u) = P (s(t) ≥ u) = P (T (u) > t), t ∈ (0,∞), u = 1, 2, . . . , z
je pravdeˇpodobnost, zˇe syste´m je v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z} v cˇase t.
Definice 8.3. Pravdeˇpodobnost, zˇe se syste´m nacha´z´ı v podmnozˇineˇ stav˚u, ktere´ jsou
kvalitativneˇ horsˇ´ı nezˇ kriticky´ stav r (r ∈ {1, . . . , z}) se nazy´va´ funkce rizika a znacˇ´ı se
r(t) = P (T (u) ≤ t) = P (s(t) < r) = 1− P (s(t) ≥ r) = 1−Rn(t, r). (8.4)
τ symbolizuje cˇas, kdy riziko prˇevysˇuje povolenou hranici δ. Plat´ı na´sleduj´ıc´ı vztah
τ = r−1(δ), (8.5)
kde r−1(t) je inverzn´ı funkce k funkci rizika r(t).
Pro vyja´drˇen´ı limitn´ı v´ıcestavove´ spolehlivostn´ı funkce se prˇedpokla´da´ na´hodna´ promeˇn-
na´ ve tvaru
T (u)− bn(u)
an(u)
, u = 1, 2, . . . , z,
kde T (u) je doba setrva´n´ı syste´mu v podmnozˇineˇ stav˚u {u, u + 1, . . . , z} a an(u) > 0,
bn(u) ∈ (−∞,∞), u = 1, 2, . . . , z jsou vhodneˇ zvolena´ cˇ´ısla. Plat´ı
P
(
T (u)− bn(u)
an(u)
> t
)
= P (T (u) > an(u)t+ bn(u)) = Rn(an(u)t+ bn(u), u).
Vı´cestavova´ funkce spolehlivosti je v tomto prˇ´ıpadeˇ opeˇt vektor
Rn(t) = [1, Rn(t, 1), . . . , Rn(t, z)]. (8.6)
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Definice 8.4. Necht’ jsou da´na cˇ´ısla an(u) > 0, bn(u) ∈ (−∞,∞) tak, zˇe existuje limita
lim
n→∞
Rn(an(u)t+ bn(u), u) = R(t, u), u = 1, 2, . . . , z.
Potom se vektor
R(t) = [1,R(t, 1), . . . ,R(t, z)], t ∈ (0,∞)
nazy´va´ limitn´ı v´ıcestavova´ funkce spolehlivosti syste´mu.
R(t) je tedy limitn´ı funkce, ke ktere´ se bude bl´ızˇit R(t) v prˇ´ıpadeˇ, zˇe se zvy´sˇ´ı pocˇet
prvk˚u v syste´mu. Pro dostatecˇneˇ velke´ n lze aproximovat v´ıcestavovou funkci spolehlivosti
podle vztahu
[Rn(t, 0), Rn(t, 1), . . . , Rn(t, z)] ∼=
[
1,Rn
(
t− bn(1)
an(1)
, 1
)
, . . . ,Rn
(
t− bn(z)
an(z)
, z
)]
(8.7)
pro t ∈ (0,∞).
8.1 Nehomogenn´ı v´ıcestavovy´ se´riovy´ syste´m
Definice 8.5. Vı´cestavovy´ syste´m se nazy´va´ se´riovy´, pokud jeho doba setrva´ n´ı T (u)
v podmnozˇineˇ stav˚u {u,u+1,. . . ,z} je da´na vztahem
T (u) = min
1≤i≤n
{Ti(u)}, u = 1, 2, . . . , z.
Syste´m se nacha´z´ı v podmnozˇineˇ stav˚u {u,u+1,. . . ,z}, pokud jsou vsˇechny jeho prvky
v te´to podmnozˇineˇ stav˚u.
Definice 8.6. Vı´cestavovy´ se´riovy´ syste´m se nazy´va´ nehomogenn´ı, kdyzˇ je slozˇen z a,
1 ≤ a ≤ n, r˚uzny´ch druh˚u prvk˚u a pod´ıl i-te´ho druhu prvk˚u v syste´mu je roven qi, kde
qi > 0 a
∑a
i=1 qi = 1.
Vı´cestavova´ spolehlivostn´ı funkce i-te´ho druhu prvk˚u se spocˇ´ıta´ podle
R(i)(t, u) = 1− F (i)(t, u), i = 1, 2, . . . , a, u = 0, 1, . . . , z.
Sche´ma v´ıcestavove´ho se´riove´ho syste´mu zachycuje obra´zek 31.
Obr. 31: Nehomogenn´ı v´ıcestavovy´ se´riovy´ syste´m
Vı´cestavova´ spolehlivostn´ı funkce cele´ho syste´mu se spocˇ´ıta´ pomoc´ı prˇedpisu
Rsn(t) = [1, R
s
n(t, 1), . . . , R
s
n(t, z)], (8.8)
kde
Rsn(t, u) =
a∏
i=1
(Ri(t, u))qin, t ∈ (0,∞), u = 1, 2, . . . , z.
V [6] je odvozen na´sleduj´ıc´ı postup vy´pocˇtu limitn´ı v´ıcestavove´ spolehlivostn´ı funkce.
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Veˇta 8.1. Pokud plat´ı
Ri(t, u) = e
−λi(u)t a an(u) =
1
λ(u)n
, bn(u) = 0,
kde λ(u) = max1≤i≤a{λi(u)}, potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce se´riove´ho
nehomogenn´ıho syste´mu da´na vztahem
R
s
2(t) = [1,R
s
2(t, 1), . . . ,R
s
2(t, z)],
kde
R
s
2(t, u) = e
−d(t,u)t,
d(t, u) =
a∑
i=1
qi
λi(u)
λ(u)
.
Prˇ´ıklad 8.1. Urcˇete spolehlivostn´ı charakteristiky syste´mu, ktery´ se skla´da´ ze 100 prvk˚u
zapojeny´ch do se´rie. Kazˇdy´ prvek ma´ 4 stavy a rozliˇsuj´ı se celkem 3 druhy prvk˚u. 50 prvk˚u
ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ1(u) = 6
u−4, 30 prvk˚u
ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ2(u) = 4
u−4 a 20
prvk˚u ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ3(u) = 7
u−4.
Parametry syste´mu jsou tedy
n = 100, a = 3, q1 =
1
2
, q2 =
3
10
, q3 =
1
5
.
Vı´cestavova´ spolehlivostn´ı funkce se zjist´ı ze vztahu 8.8.
Rs100(t, u) = (e
−6u−4)50 · (e−4
u−4
)30 · (e−7
u−4
)20,
Rs100(t) = [1, e
−0.7585t, e−3.6721t, e−18.6905t],
λ(u) = max
1≤i≤3
{λi(u)} = 4
u−4, an(u) =
1
4u−4 · 100
, bn(u) = 0.
d(t, u) =
1
2
6u−4
4u−4
+
3
10
4u−4
4u−4
+
1
5
7u−4
4u−4
.
Limitn´ı v´ıcestavova´ spolehlivostn´ı funkce syste´mu je da´na prˇedpisem
R
s
2(t) = [1,R
s
2(t, 1),R
s
2(t, 2),R
s
2(t, 3)],
kde
R
s
2(t, u) = e
−d(t,u)t.
R
s
2(t) = [1,R
s
2(t, 1),R
s
2(t, 2),R
s
2(t, 3)] = [1, e
−0.4855t, e−0.5875t, e−0.7476t].
Pro aplikaci aproximacˇn´ıho vztahu 8.7 je nutne´ prˇedpokla´dat jiny´ cˇasovy´ okamzˇik.
R
s
2
(
t− bn(u)
an(u)
, u
)
= e−d(t,u)t·4
u−4·100.
R
s
2
(
t− bn(u)
an(u)
)
=
[
1,Rs2
(
t− bn(1)
an(1)
, 1
)
,Rs2
(
t− bn(2)
an(2)
, 2
)
,Rs2
(
t− bn(3)
an(3)
, 3
)]
=
= [1, e−0.7585t, e−3.6721t, e−18.6905t].
Pravdeˇpodobnost, zˇe se syste´m nacha´z´ı ve svy´ch dvou nejlepsˇ´ıch stavech (2. a 3. stav) je
Rs100(t, 2). Na obra´zku 32 jsou zna´zorneˇny v´ıcestavove´ funkce spolehlivosti pro jednotlive´
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Obr. 32: Vı´cestavove´ funkce spolehlivosti pro jednotlive´ stavy se´riove´ho syste´mu
stavy syste´mu. K blizˇsˇ´ımu porovna´n´ı teˇchto funkc´ı s jejich aproximacemi pomoc´ı limitn´ıch
v´ıcestavovy´ch funkc´ı v cˇase lze pouzˇ´ıt soubor NHseries.m z prˇilozˇene´ho CD.
Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch podmnozˇina´ch stav˚u je
da´na vztahem 8.3.
M1(u) =
1
λ1(u)
= 64−u, u = 1, 2, 3.
Plat´ı tedy
M1(1) = 216, M1(2) = 36, M1(3) = 6.
Analogicky se vypocˇ´ıtaj´ı strˇedn´ı doby setrva´n´ı v jednotlivy´ch podmnozˇina´ch stav˚u pro
dalˇs´ı druhy prvk˚u. Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch stavech se
zjist´ı podle 8.1.
M1(1) = 180, M1(2) = 30, M1(3) = 6.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch podmnozˇina´ch stav˚u je da´na prˇedpisem
M(u) = E[T (u)] =
∫ ∞
0
Rs100(t, u)dt.
Pro u = 1 je
M(1) = E[T (1)] =
∫ ∞
0
Rs100(t, u)dt =
∫ ∞
0
e−0.7585t =
1
0.7585
= 1.318.
Analogicky
M(2) = 0.272, M(3) = 0, 054.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch stavech se zjist´ı podobneˇ jako pro jednotlive´
druhy prvk˚u uzˇit´ım vztahu 8.1.
M(1) =M(1)−M(2) = 1.046, M(2) =M(2)−M(3) = 0.218,
M(3) =M(3) = 0.054.
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Pokud je pro dany´ syste´m kriticky´ 2. stav, funkci rizika urcˇuje rovnost 8.4.
r(t) = 1− e−3.6721t.
Je-li povolena´ hranice rizika δ = 0.2, cˇas, kdy ji syste´m prˇekrocˇ´ı se z´ıska´ ze vztahu 8.5.
τ = r−1(δ) =
− ln(1− δ)
3.6721
= 0.06.
Funkci rizika zachycuje obra´zek 33.
Obr. 33: Funkce rizika
8.2 Nehomogenn´ı v´ıcestavovy´ paraleln´ı syste´m
Definice 8.7. Vı´cestavovy´ syste´m se nazy´va´ paraleln´ı, pokud jeho doba setrva´n´ı T (u)
v podmnozˇineˇ stav˚u {u,u+1,. . . ,z} je da´na vztahem
T (u) = max
1≤i≤n
{Ti(u)}, u = 1, 2, . . . , z.
Syste´m se nacha´z´ı v podmnozˇineˇ stav˚u {u,u+1,. . . ,z}, pokud je asponˇ jeden jeho prvek
v te´to podmnozˇineˇ stav˚u.
Definice 8.8. Vı´cestavovy´ paraleln´ı syste´m se nazy´va´ nehomogenn´ı, kdyzˇ se skla´da´ z a,
1 ≤ a ≤ n, r˚uzny´ch druh˚u prvk˚u a pod´ıl i-te´ho druhu prvk˚u v syste´mu je roven qi, kde
qi > 0 a
∑a
i=1 qi = 1.
Sche´ma v´ıcestavove´ho paraleln´ıho syste´mu zachycuje obra´zek 34. Vı´cestavova´ spolehlivost-
n´ı funkce i-te´ho druhu prvk˚u se spocˇ´ıta´ podle
R(i)(t, u) = 1− F (i)(t, u), i = 1, 2, . . . , a, u = 0, 1, . . . , z.
Vı´cestavova´ spolehlivostn´ı funkce cele´ho syste´mu je vektor
Rpn = [1, R
p
n(t, 1), . . . , R
p
n(t, z)], (8.9)
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Obr. 34: Nehomogenn´ı v´ıcestavovy´ paraleln´ı syste´m
kde
Rpn(t, u) = 1−
a∏
i=1
(F i(t, u))qin, t ∈ (0,∞), u = 1, 2, . . . , z.
V [6] je odvozen na´sleduj´ıc´ı postup vy´pocˇtu limitn´ı spolehlivostn´ı funkce.
Veˇta 8.2. Pokud plat´ı
Ri(t, u) = e
−λi(u)t a an(u) =
1
λ(u)
, bn(u) =
lnn
λ(u)
,
kde λ(u) = min1≤i≤a{λi(u)}, potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce paraleln´ıho
nehomogenn´ıho syste´mu da´na vztahem
R
p
3(t) = [1,R
p
3(t, 1), . . . ,R
p
3(t, z)],
kde
R
p
3(t, u) = 1− e
−d(t,u)e−t ,
d(t, u) =
a∑
[i:λi(u)=λ(u)]
qi.
Prˇ´ıklad 8.2. Urcˇete spolehlivostn´ı charakteristiky syste´mu, ktery´ se skla´da´ z 80 paralelneˇ
spojeny´ch prvk˚u. Kazˇdy´ prvek ma´ 4 stavy a existuj´ı celkem 3 druhy prvk˚u. 20 prvk˚u ma´
exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ1(u) = 5
u−4, 50 prvk˚u ma´
exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ2(u) = 4
u−4 a 10 prvk˚u
ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ3(u) = 8
u−4.
Parametry syste´mu jsou
n = 80, a = 3, q1 =
1
4
, q2 =
5
8
, q3 =
1
8
.
Pro v´ıcestavovou spolehlivostn´ı funkci plat´ı vztah 8.9.
R
p
80(t, u) = 1− {(1− e
−5u−4t)20 · (1− e−4
u−4t)50 · (1− e−8
u−4t)10}.
R
p
80(t) = [1, R
p
80(t, 1), R
p
80(t, 2), R
p
80(t, 3)],
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λ(u) = min
1≤i≤3
{λi(u)} = 8
u−4, an(u) =
1
8u−4
, bn(u) =
ln 80
8u−4
.
d(t, u) = q3 =
1
8
.
Limitn´ı v´ıcestavova´ spolehlivostn´ı funkce syste´mu se vypocˇ´ıta´ podle
R
p
3(t) = [1,R
p
3(t, 1),R
p
3(t, 2),R
p
3(t, 3)],
kde
R
p
3(t, u) = 1− e
−d(t,u)e−t .
R
p
3(t) = [1, 1− e
−0.125e−t , 1− e−0.125e
−t
, 1− e−0.125e
−t
].
Pro aplikaci aproximacˇn´ıho vztahu 8.7 je nutne´ prˇedpokla´dat jiny´ cˇasovy´ okamzˇik.
R
p
3
(
t− bn(u)
an
, u
)
= 1− e−d(t,u)e
−
t−bn(u)
an(u)
.
R
p
3
(
t− bn(u)
an
)
=
[
1,Rp3
(
−
t− bn(1)
an(1)
, 1
)
,R
p
3
(
−
t− bn(2)
an(2)
, 2
)
,R
p
3
(
−
t− bn(3)
an(3)
, 3
)]
=
= [1, 1− e−0.1250e
−
t−2243.6
512
, 1− e−0.1250e
−
t−280.4497
64
, 1− e−0.1250e
−
t−35.0562
8 ].
Pravdeˇpodobnost, zˇe se syste´m nacha´z´ı ve svy´ch dvou nejlepsˇ´ıch stavech (2. a 3. stav) je
R
p
80(t, 2). Na obra´zku 35 jsou zna´zorneˇny v´ıcestavove´ funkce spolehlivosti pro jednotlive´
stavy syste´mu. K blizˇsˇ´ımu porovna´n´ı teˇchto funkc´ı s jejich aproximacemi pomoc´ı limitn´ıch
v´ıcestavovy´ch funkc´ı lze pouzˇ´ıt soubor NHparallelpriklad.m z prˇilozˇene´ho CD.
Obr. 35: Vı´cestavove´ funkce spolehlivosti pro jednotlive´ stavy paraleln´ıho syste´mu
Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch podmnozˇina´ch stav˚u je
da´na vztahem 8.3.
M1(u) =
1
λ1(u)
= 54−u, u = 1, 2, 3.
Plat´ı tedy
M1(1) = 125, M1(2) = 25, M1(3) = 5.
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Analogicky se vypocˇ´ıtaj´ı strˇedn´ı doby setrva´n´ı v jednotlivy´ch podmnozˇina´ch stav˚u pro
dalˇs´ı druhy prvk˚u. Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch stavech je
da´na prˇedpisem 8.1.
M1(1) = 100, M1(2) = 20, M1(3) = 5.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch podmnozˇina´ch stav˚u je
M(u) = E[T (u)] =
∫ ∞
0
R
p
80(t, u)dt.
Pro u = 1 vznika´
M(1) =
∫ ∞
0
R
p
80(t, u)dt =
∫ ∞
0
1− {(1− e−5
−3t)20 · (1− e−4
−3t)50 · (1− e−8
−3t)10}dt.
Prˇedchoz´ı integra´l nelze analyticky spocˇ´ıtat. Z´ıska´ se pomoc´ı Lichobeˇzˇn´ıkove´ numericke´
metody v programuMatlab. Prˇ´ıslusˇny´ soubor se nazy´va´ numintegrace.m a je k dispozici na
prˇilozˇene´m CD. Pro numericky´ vy´pocˇet je nutne´ omezit dobu provozu syste´mu. V tomto
prˇ´ıpadeˇ syste´m prˇestane pracovat po 100 cˇasovy´ch jednotka´ch.
M(1) = 99.9, M(2) = 99.21, M(3) = 26.63.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch stavech se vypocˇ´ıta´ podobneˇ jako pro druhy
prvk˚u uzˇit´ım vztahu 8.1.
M(1) =M(1)−M(2) = 0.69, M(2) =M(2)−M(3) = 72.58,
M(3) =M(3) = 26.63.
Pokud je pro dany´ syste´m kriticky´ 2. stav, funkce rizika splnˇuje prˇedpis 8.4.
r(t) = (1− e−5
−2t)20 · (1− e−4
−2t)50 · (1− e−8
−2t)10.
Necht’ je povolena´ hranice rizika δ = 0.2. Cˇas, kdy ji syste´m prˇekrocˇ´ı se urcˇ´ı ze vztahu
8.5.
τ = r−1(δ) = 127.3892.
Pro z´ıska´n´ı cˇasu τ , kdy riziko prˇekrocˇ´ı povolenou hranici byl v programu Matlab vytvorˇen
soubor rizikoparallel.m. Tento soubor je k dispozici na prˇilozˇene´m CD. Funkce rizika je
zobrazena na obra´zku 36.
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Obr. 36: Funkce rizika
8.3 Syste´my slozˇene´ z v´ıcestavovy´ch nehomogenn´ıch se´riovy´ch
a paraleln´ıch syste´mu˚
V technicke´ praxi se nejcˇasteˇji uplatnˇuj´ı kombinace obou vy´sˇe zmı´neˇny´ch syste´mu˚.
V dalˇs´ım textu se uplatnˇuj´ı na´sleduj´ıc´ı prˇedpoklady:
1) prvky syste´mu se znacˇ´ı Eij, kde i = 1, 2, . . . , kn, j = 1, 2, . . . , li, kn, l1, l2, . . . , lkn ∈ N,
kde N znacˇ´ı mnozˇinu prˇirozeny´ch cˇ´ısel,
2) mnozˇina stav˚u je opeˇt {0, 1, . . . , z},
3) doby setrva´n´ı Tij(u) prvku Eij v podmnozˇineˇ stav˚u {u, u + 1, . . . , z} jsou na´hodne´
velicˇiny.
8.3.1 Vı´cestavovy´ nehomogenn´ı se´rioveˇ-paraleln´ı syste´m
Definice 8.9. Vı´cestavovy´ syste´m se nazy´va´ se´rioveˇ-paraleln´ı, pokud je doba setrva´n´ı
T (u) v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z} da´na vztahem
T (u) = max1≤i≤kn{min1≤j≤li{Tij(u)}}, u = 1, 2, . . . z.
Definice 8.10. Se´rioveˇ-paraleln´ı v´ıcestavovy´ syste´m se nazy´va´ regula´rn´ı, kdyzˇ je splneˇna
podmı´nka
l1 = l2 = . . . = lkn = ln, ln ∈ N.
Pokud ma´ tedy syste´m ve vsˇech paralelneˇ spojeny´ch rˇada´ch stejny´ pocˇet prvk˚u, nazy´va´
se regula´rn´ı.
Definice 8.11. Vı´cestavovy´ regula´rn´ı se´rioveˇ-paraleln´ı syste´m se nazy´va´ nehomogenn´ı
v prˇ´ıpadeˇ, zˇe je slozˇen z a, 1 ≤ a ≤ kn, kn ∈ N, r˚uzny´ch druh˚u se´riovy´ch podsyste´mu
a pod´ıl i-te´ho druhu v cele´m syste´mu je roven qi, kde qi > 0,
∑a
i=1 qi = 1. Nav´ıc i-ty´ druh
se´riove´ho podsyste´mu obsahuje ei, 1 ≤ ei ≤ ln, ln ∈ N, druh˚u prvk˚u s v´ıcestavovou funkc´ı
spolehlivosti
R(i,j) = (t, u) = 1− F (i,j)(t, u), j = 1, 2, . . . , ei, u = 0, 1, . . . , z.
Pod´ıl j-te´ho druhu prvk˚u v tomto podsyste´mu je roven pij, kde pij > 0 a
∑ei
j=1 pij = 1.
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Obr. 37: Nehomogenn´ı v´ıcestavovy´ se´rioveˇ-paraleln´ı syste´m
Sche´ma se´rioveˇ-paraleln´ıho syste´mu zna´zornˇuje obra´zek 37. Vı´cestavova´ spolehlivostn´ı
funkce regula´rnho nehomogenn´ıho se´rioveˇ-paraleln´ıho syste´mu je
R
sp
kn,ln
(t) = [1, Rspkn,ln(t, 1), . . . , R
sp
kn,ln
(t, z)],
kde
R
sp
kn,ln
(t, u) = 1−
a∏
i=1
[1− (R(i)(t, u))ln ]qikn , t ∈ (0,∞), u = 1, 2, . . . , z,
R(i)(t, u) =
ei∏
j=1
(R(i,j)(t, u))pij , i = 1, 2, . . . , a.
V [6] je odvozen postup vy´pocˇtu limitn´ı v´ıcestavove´ spolehlivostn´ı funkce pro dva prˇ´ıpady:
1) Syste´m, ktery´ ma´ v paraleln´ıch veˇtv´ıch ma´lo se´rioveˇ spojeny´ch prvk˚u
Veˇta 8.3. Pokud plat´ı
Rij(t, u) = e
−λij(u)t, kn = n, ln > 0
a
an(u) =
1
λ(u)ln
, bn(u) =
lnn
λ(u)ln
pro i = 1, 2, . . . , a, j = 1, 2, . . . , ei, u = 1, 2, . . . , z, kde
λi(u) =
ei∑
j=1
pijλij(u), λ(u) = min
1≤i≤a
λi(u),
potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce se´rioveˇ-paraleln´ıho nehomogenn´ıho
syste´mu da´na vztahem
R
sp
3 (t) = [1,R
sp
3 (t, 1), . . . ,R
sp
3 (t, z)],
kde
R
sp
3 (t, u) = 1− e
−d(t,u)e−t ,
d(t, u) =
a∑
[i:λi(u)=λ(u)]
qi.
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2) Syste´m, ktery´ ma´ v paraleln´ıch veˇtv´ıch velke´ mnozˇstv´ı se´rioveˇ spojeny´ch prvk˚u
Veˇta 8.4. Pokud plat´ı
Rij(t, u) = e
−λij(u)t, kn → n, ln →∞
a
an(u) =
1
λ(u)ln
, bn(u) = 0
pro i = 1, 2, . . . , a, j = 1, 2, . . . , ei, u = 1, 2, . . . , z, kde
λi(u) =
ei∑
j=1
pijλij(u), λ(u) = min
1≤i≤a
{λi(u)}, (8.10)
potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce se´rioveˇ-paraleln´ıho nehomogenn´ıho
syste´mu da´na vztahem
R
sp
9 (t) = [1,R
sp
9 (t, 1), . . . ,R
sp
9 (t, z)],
kde
R
sp
9 (t, u) = 1−
a∏
i=1
[1− di(t, u)e
−t]qik,
di(t, u) = e
−
“
λi(u)
λ(u)
−1
”
t
.
Prˇ´ıklad 8.3. Urcˇete spolehlivostn´ı charakteristiky syste´mu, ktery´ se skla´da´ ze 3 paralelneˇ
spojeny´ch rˇad. Jednotlive´ rˇady jsou tvorˇeny 80 prvky spojeny´mi do se´rie. Prvky maj´ı
5 stav˚u a v kazˇde´ rˇadeˇ se rozliˇsuj´ı celkem 2 druhy prvk˚u. 50 prvk˚u v prvn´ıch dvou
rˇada´ch ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ(u) = 2.1u−5
a dalˇs´ıch 30 prvk˚u ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem
λ(u) = 2.4u−5. 40 prvk˚u v posledn´ı rˇadeˇ ma´ exponencia´ln´ı v´ıcestavovou spolehlivostn´ı
funkci s parametrem λ(u) = 1.8u−5 a 40 dalˇs´ıch prvk˚u ma´ exponencia´ln´ı v´ıcestavovou
spolehlivostn´ı funkci s parametrem λ(u) = 2.2u−5.
Parametry syste´mu jsou tedy
λij = 2.1
u−5, i = 1, 2, j = 1, 2, . . . , 50, u = 1, 2, 3, 4,
λij = 2.4
u−5, i = 1, 2, j = 51, 52, . . . , 80, u = 1, 2, 3, 4,
λij = 1.8
u−5, i = 3, j = 1, 2, . . . , 40, u = 1, 2, 3, 4,
λij = 2.2
u−5, i = 3, j = 41, 42, . . . , 80, u = 1, 2, 3, 4,
kn = 3, ln = 80, a = 2, q1 =
2
3
, q2 =
1
3
.
Je zrˇejme´, zˇe se jedna´ o syste´m, ktery´ ma´ v paraleln´ıch veˇtv´ıch velke´ mnozˇstv´ı se´rioveˇ
spojeny´ch prvk˚u.
R
sp
3,80(t) = [1, R
sp
3,80(t, 1), R
sp
3,80(t, 2), R
sp
3,80(t, 3), R
sp
3,80(t, 4)], kde
R
sp
3,80(t, u) = 1−
2∏
i=1
[1− (R(i)(t, u))80]qi3 = 1− [1− (R(1)(t, u))80]2[1− (R(2)(t, u))80], kde
e1 = 2, p11 =
5
8
, p12 =
3
8
,
50
R(1)(t, u) =
e1∏
j=1
(R(1,j)(t, u))p1j = (R(1,1)(t, u))0.625(R(1,2)(t, u))0.375 = e−0.625·2.1
u−5t−0.375·2.4u−5t,
e2 = 2, p21 =
1
2
, p22 =
1
2
,
R(2)(t, u) =
e2∏
j=1
(R(2,j)(t, u))p2j = (R(2,1)(t, u))0.5(R(2,2)(t, u))0.5 = e−0.5·1.8
u−5t−0.5·2.2u−5t.
Plat´ı tedy
R
sp
3,80(t, u) = 1− [1− (e
−0.625·2.1u−5t−0.375·2.4u−5t)80]2[1− (e−0.5·1.8
u−5t−0.5·2.2u−5t)80] =
= 1− [1− e−50·2.1
u−5t−30·2.4u−5t]2[1− e−40·1.8
u−5t−40·2.2u−5t]
Z 8.12 plyne
λ1(u) = 0.625 · 2.1
u−5 + 0.375 · 2.4u−5, λ2(u) = 0.5 · 1.8
u−5 + 0.5 · 2.2u−5.
λ(u) = min{λ1(u), λ2(u)} = 0.625 · 2.1
u−5 + 0.375 · 2.4u−5,
Podle obra´zku 38 je hledane´ minimum skutecˇneˇ λ1(u) (n´ızˇe polozˇene´ cˇtverecˇky).
Obr. 38: λ1(u) a λ2(u)
an(u) =
1
50 · 2.1u−5 + 30 · 2.4u−5
, bn(u) = 0.
an(1) = 0.2878, an(2) = 0.1321, an(3) = 0.0604, an(4) = 0.0275.
d1(t, u) = 1 ∀u, d2(t, u) = e
−(
λ2(u)
λ(u)
−1)t = e
−( 0.5·1.8
u−5+0.5·2.2u−5
0.625·2.1u−5+0.375·2.4u−5
−1)t
,
d2(t, 1) = 0.5878, d2(t, 2) = 0.4024, d2(t, 3) = 0.2456, d2(t, 4) = 0.1128.
Limitn´ı v´ıcestavova´ spolehlivostn´ı funkce syste´mu je da´na vztahem
R
sp
9 (t) = [1,R
sp
9 (t, 1),R
sp
9 (t, 2),R
sp
9 (t, 3),R
sp
9 (t, 4)],
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kde
R
sp
9 (t, u) = 1−
2∏
i=1
[1− di(t, u)e
−t]qi3.
R
sp
9 (t) = [1, 1− (1− e
−t)2(1− e−1.59t), 1− (1− e−t)2(1− e−1.4t),
1− (1− e−t)2(1− e−1.25t), 1− (1− e−t)2(1− e−1.11t)].
Pro aplikaci aproximacˇn´ıho vztahu 8.7 je nutne´ prˇedpokla´dat jiny´ cˇasovy´ okamzˇik.
R
sp
9
(
t− bn(u)
an
, u
)
= 1− e−d(t,u)e
−
t−bn(u)
an(u)
.
R
sp
9
(
t− bn(u)
an
)
=
[
1,Rsp9
(
t− bn(1)
an(1)
, 1
)
, . . . ,R
sp
9
(
t− bn(4)
an(4)
, 4
)]
=
= [1, 1− (1− e−3.47t)2(1− e−5.52t), 1− (1− e−7.57t)2(1− e−10.62t),
1− (1− e−16.56t)2(1− e−20.62t), 1− (1− e−36.36t)2(1− e−40.47t)].
R
sp
3,80(t, 3) je pravdeˇpodobnost, zˇe se syste´m nacha´z´ı ve svy´ch dvou nejlepsˇ´ıch stavech (3.
a 4. stav). Obra´zek 39 zobrazuje v´ıcestavove´ funkce spolehlivosti pro jednotlive´ stavy
syste´mu. K blizˇsˇ´ımu porovna´n´ı teˇchto funkc´ı s jejich aproximacemi pomoc´ı limitn´ıch
v´ıcestavovy´ch funkc´ı lze pouzˇ´ıt soubor s na´zvem NHseriesparallelpriklad.m z prˇilozˇene´ho
CD.
Obr. 39: Vı´cestavova´ funkce spolehlivosti se´rioveˇ-paraleln´ıho syste´mu
Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch podmnozˇina´ch stav˚u je da´na
vztahem 8.3.
M1(u) =
1
λ1(u)
= 2.15−u, u = 1, 2, 3.
Zrˇejmeˇ tedy plat´ı
M1(1) = 19.45, M1(2) = 9.26, M1(3) = 4.41, M1(4) = 2.1.
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Analogicky se z´ıskaj´ı strˇedn´ı doby setrva´n´ı v jednotlivy´ch podmnozˇina´ch stav˚u pro dalˇs´ı
druhy prvk˚u. Strˇedn´ı dobu setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch stavech urcˇuje
prˇedpis 8.1.
M1(1) = 10.19, M1(2) = 4.85, M1(3) = 2.31, M1(4) = 2.1.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch podmnozˇina´ch stav˚u je da´na vztahem
M(u) = E[T (u)] =
∫ ∞
0
R
sp
3,80(
t− bn(u)
an(u)
, u)dt.
Pro u = 1 je
M(1) = E[T (1)] =
∫ ∞
0
1− [1− e−50·2.1
−4t−30·2.4−4t]2[1− e−40·1.8
−4t−40·2.2−4t]dt =
=
∫ ∞
0
1− [1− e−3.475t]2[1− e−5.518t]dt.
Prˇedchoz´ı integra´l se pocˇ´ıta´ na´sleduj´ıc´ım postupem.∫ ∞
0
1−(1−e−at)2(1−e−bt)dt =
∫ ∞
0
1−(1−2e−at+e−2at−e−bt+2e−(a+b)t−e−(2a+b)t)dt =
= . . . =
2
a
−
1
2a
+
1
b
−
2
a+ b
+
1
2a+ b
.
M(1) = 0.4707, M(2) = 0.2212, M(3) = 0.1040, M(4) = 0.0488.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch stavech se urcˇ´ı podobneˇ jako pro jednotlive´
druhy prvk˚u uzˇit´ım vztahu 8.1.
M(1) =M(1)−M(2) = 0.2495, M(2) =M(2)−M(3) = 0.1172,
M(3) =M(3)−M(4) = 0.0552, M(4) =M(4) = 0.0488.
Pokud je pro dany´ syste´m kriticky´ 2. stav, funkce rizika je urcˇena vztahem 8.4.
r(t) = [1− e−50·2.1
−3t−30·2.4−3t]2[1− e−40·1.8
−3t−40·2.2−3t]
Necht’ je povolena´ hranice rizika δ = 0.2. Cˇas, kdy ji syste´m prˇekrocˇ´ı se z´ıska´ podle 8.5.
τ = r−1(δ) = 0.0740.
Pro z´ıska´n´ı cˇasu τ , kdy riziko prˇekrocˇ´ı povolenou hranici byl v programu Matlab vytvorˇen
soubor rizikosp.m. Tento soubor je k dispozici na prˇilozˇene´m CD. Funkci rizika zachycuje
obra´zek 40.
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Obr. 40: Funkce rizika
8.3.2 Vı´cestavovy´ nehomogenn´ı paralelneˇ-se´riovy´ syste´m
Definice 8.12. Vı´cestavovy´ syste´m se nazy´va´ paralelneˇ-se´riovy´, pokud doba setrva´n´ı
v podmnozˇineˇ stav˚u {u, u+ 1, . . . , z} T (u) splnˇuje podmı´nku
T (u) = min1≤i≤kn{max1≤j≤li{Tij(u)}}, u = 1, 2, . . . z.
Definice 8.13. Paralelneˇ-se´riovy´ v´ıcestavovy´ syste´m se nazy´va´ regula´rn´ı, kdyzˇ je splneˇna
podmı´nka
l1 = l2 = . . . = lkn = ln, ln ∈ N.
Pokud ma´ tedy syste´m ve vsˇech se´riove´ spojeny´ch sloupc´ıch stejny´ pocˇet prvk˚u, oznacˇuje
se za regularn´ı.
Definice 8.14. Vı´cestavovy´ regula´rn´ı paralelneˇ-se´riovy´ syste´m se nazy´va´ nehomogenn´ı
v prˇ´ıpadeˇ, zˇe je slozˇen z a, 1 ≤ a ≤ kn, kn ∈ N, r˚uzny´ch druh˚u paraleln´ıch podsyste´mu˚
a pod´ıl i-te´ho druhu podsyste´mu v cele´m syste´mu je roven qi, kde qi > 0,
∑a
i=1 qi = 1.
Nav´ıc i-ty´ druh paraleln´ıho podsyste´mu obsahuje ei, 1 ≤ ei ≤ ln, ln ∈ N, druh˚u prvk˚u
s v´ıcestavovou funkc´ı spolehlivosti
R(i,j) = (t, u) = 1− F (i,j)(t, u), j = 1, 2, . . . , ei, u = 0, 1, . . . , z.
Pod´ıl j-te´ho druhu prvk˚u v tomto podsyste´mu je roven pij, kde pij > 0 a
∑ei
j=1 pij = 1.
Paralelneˇ-se´riovy´ syste´m zachycuje obra´zek 41. Vı´cestavova´ spolehlivostn´ı funkce regula´r-
n´ıho nehomogenn´ıho paralelneˇ-se´riove´ho syste´mu je n-tice
R
ps
knln
(t) = [1, Rpsknln(t, 1), . . . , R
ps
knln
(t, z)],
kde
R
ps
knln
(t, u) =
a∏
i=1
[1− (F (i)(t, u))ln ]qikn , t ∈ (0,∞), u = 1, 2, . . . , z,
F (i)(t, u) =
ei∏
j=1
(F (i,j)(t, u))pij , i = 1, 2, . . . , a.
V [6] je odvozen postup vy´pocˇtu limitn´ı v´ıcestavove´ spolehlivostn´ı funkce pro dva prˇ´ıpady:
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Obr. 41: Nehomogenn´ı v´ıcestavovy´ paraleln´ı syste´m
1) Syste´m, ktery´ ma´ ve veˇtv´ıch umı´steˇny´ch do se´rie maly´ pocˇet paralelneˇ spojeny´ch
prvk˚u
Veˇta 8.5. Pokud plat´ı
Rij(t, u) = e
−λij(u)t, kn = n, ln → c
a
an(u) =
1
λ(u)n
1
ln
, bn(u) = 0,
pro i = 1, 2, . . . , a, j = 1, 2, . . . , ei, u = 1, 2, . . . , z,c ∈ (0,∞), kde
λi(u) =
ei∏
j=1
λ
pij
ij (u), λ(u) = max
1≤i≤a
{λi(u)}, (8.11)
potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce paralelneˇ-se´riove´ho nehomogenn´ı-
ho syste´mu da´na vztahem
R
ps
2 (t) = [1,R
ps
2 (t, 1), . . . ,R
ps
2 (t, z)],
kde
R
ps
2 (t, u) = e
−d(t,u)tc ,
d(t, u) =
a∑
i=1
qi
(
λi(u)
λ(u)
)c
.
2) Syste´m, ktery´ ma´ ve veˇtv´ıch umı´steˇny´ch do se´rie velky´ pocˇet paralelneˇ spojeny´ch
prvk˚u
Veˇta 8.6. Pokud plat´ı
Rij(t, u) = e
−λij(u)t, kn → k, ln →∞
a
an(u) =
1
λ(u)
, bn(u) =
ln ln
λ(u)
,
pro i = 1, 2, . . . , a, j = 1, 2, . . . , ei, u = 1, 2, . . . , z, kde
λi(u) = max
1≤j≤ei
{λij(u)}, λ(u) = max
1≤i≤a
{λi(u)}, (8.12)
potom je limitn´ı v´ıcestavova´ spolehlivostn´ı funkce paralelneˇ-se´riove´ho nehomogenn´ıho
syste´mu da´na vztahem
R
ps
10(t) = [1,R
ps
10(t, 1), . . . ,R
ps
10(t, z)],
kde
R
ps
10(t, u) =
∏
[i:λi(u)=λ(u)]
[1− e−e
−t
]qik.
Prˇ´ıklad 8.4. Urcˇete spolehlivostn´ı charakteristiky syste´mu, ktery´ se skla´da´ z 80 para-
leln´ıch podsyste´mu˚. Jednotlive´ podsyste´my tvorˇ´ı 4 prvky s 5 stavy. Existuj´ı celkem
2 druhy prvk˚u. Prvn´ı dva prvky trˇiceti podsyste´mu˚ maj´ı exponencia´ln´ı v´ıcestavovou
spolehlivostn´ı funkci s parametrem λ(u) = 2.1u−5 a dalˇs´ı dva prvky teˇchto podsyste´mu˚
exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ(u) = 2.4u−5. Prvn´ı dva
prvky ve zbyly´ch padesa´ti podsyste´mech maj´ı exponencia´ln´ı v´ıcestavovou spolehlivostn´ı
funkci s parametrem λ(u) = 1.8u−5 a dalˇs´ı dva prvky exponencia´ln´ı v´ıcestavovou spolehli-
vostn´ı funkci s parametrem λ(u) = 2.2u−5.
Parametry syste´mu jsou tedy
λij = 2.1
u−5, i = 1, . . . , 30, j = 1, 2, u = 1, 2, 3, 4,
λij = 2.4
u−5, i = 1, , . . . , 30, j = 3, 4, u = 1, 2, 3, 4,
λij = 1.8
u−5, i = 31, . . . , 80, j = 1, 2, u = 1, 2, 3, 4,
λij = 2.2
u−5, i = 31, . . . , 80, j = 3, 4, u = 1, 2, 3, 4,
kn = 80, ln = c = 4, a = 2, q1 =
3
8
, q2 =
5
8
.
Jedna´ se o syste´m, ktery´ ma´ ve veˇtv´ıch umı´steˇny´ch do se´rie maly´ pocˇet paralelneˇ spojeny´ch
prvk˚u.
R
ps
80,4(t) = [1, R
ps
80,4(t, 1), R
ps
80,4(t, 2), R
ps
80,4(t, 3), R
ps
80,4(t, 4)],
kde
R
ps
80,4(t, u) =
2∏
i=1
[1− (F (i)(t, u))4]qi80 = [1− (F (1)(t, u))4]30[1− (F (2)(t, u))4]50,
kde
e1 = 2, p11 =
1
2
, p12 =
1
2
,
F (1)(t, u) =
e1∏
j=1
(F (1,j)(t, u))p1j = (F (1,1)(t, u))0.5(F (1,2)(t, u))0.5 =
= [1− e−2.1
u−5t]0.5[1− e−2.4
u−5t]0.5,
e2 = 2, p21 =
1
2
, p22 =
1
2
,
F (2)(t, u) =
e2∏
j=1
(F (2,j)(t, u))p2j = (F (2,1)(t, u))0.5(F (2,2)(t, u))0.5 =
= [1− e−1.8
u−5t]0.5[1− e−2.2
u−5t]0.5.
Vı´cestavova´ spolehlivostn´ı funkce je tedy
R
ps
80,4(t, u) = [1− (1− e
−2.1u−5t)2(1− e−2.4
u−5t)2]30[1− (1− e−1.8
u−5t)2(1− e−2.2
u−5t)2]50.
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Podle 8.11 plat´ı
λ1(u) = 2.1
(u−5)0.5 · 2.4(u−5)0.5, λ2(u) = 1.8
(u−5)0.5 · 2.2(u−5)0.5.
λ(u) = max{λ1(u), λ2(u)} = λ2(u) = 1.8
(u−5)0.5 · 2.2(u−5)0.5,
Na obra´zku 42 je uka´za´no, zˇe hledane´ maximum je skutecˇneˇ λ2(u) (vy´sˇe polozˇene´ cˇtverecˇky).
Obr. 42: λ1(u) a λ2(u)
an(u) =
1
1.8(u−5)0.5 · 2.2(u−5)0.5n
1
4
, bn(u) = 0.
an(1) = 5.2435, an(2) = 2.6349, an(3) = 1.3241, an(4) = 0.6654.
d(t, 1) = 0.6795, d(t, 2) = 0.7132, d(t, 3) = 0.7679, d(t, 4) = 0.8565.
Limitn´ı v´ıcestavova´ spolehlivostn´ı funkce syste´mu je da´na vztahem
R
ps
2 (t) = [1,R
ps
2 (t, 1),R
ps
2 (t, 2),R
ps
2 (t, 3),R
ps
2 (t, 4)],
kde
R
ps
2 (t, u) = e
−d(t,u)t4 .
R
ps
2 (t) = [1, e
−0.6795t4 , e−0.7132
4
, e−0.7679t
4
, e−0.8565t
4
].
Pro aplikaci aproximacˇn´ıho vztahu 8.7 je nutne´ prˇedpokla´dat jiny´ cˇasovy´ okamzˇik.
R
ps
2
(
t− bn(u)
an
, u
)
= e−d(t,u)(
t−bn(u)
an
)
4
.
R
ps
2
(
t− bn(u)
an
)
=
[
1,Rps2
(
t− bn(1)
an(1)
, 1
)
, . . . ,R
ps
2
(
t− bn(4)
an(4)
, 4
)]
=
= [1, e−0.0009t
4
, e−0.0148t
4
, e−0.2498t
4
, e−4.3695t
4
].
R
ps
80,4(t, 3) je pravdeˇpodobnost, zˇe se syste´m nacha´z´ı ve svy´ch dvou nejlepsˇ´ıch stavech (3.
a 4. stav). Na Obra´zku 43 jsou zakresleny v´ıcestavove´ funkce spolehlivosti. K blizˇsˇ´ımu
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Obr. 43: Vı´cestavova´ funkce spolehlivosti paralelneˇ-se´riove´ho syste´mu
porovna´n´ı teˇchto funkc´ı s jejich aproximacemi pomoc´ı limitn´ıch v´ıcestavovy´ch funkc´ı lze
pouzˇ´ıt soubor NHparallelseries.m z prˇilozˇene´ho CD.
Strˇedn´ı doba setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch podmnozˇina´ch stav˚u je
da´na vztahem 8.3.
M1(u) =
1
λ1(u)
= 2.15−u, u = 1, 2, 3, 4.
Konkre´tneˇ tedy jsou
M1(1) = 19.45, M1(2) = 9.26, M1(3) = 4.41, M1(4) = 2.1.
Analogicky se spocˇ´ıtaj´ı strˇedn´ı doby setrva´n´ı v podmnozˇina´ch stav˚u pro dalˇs´ı druhy prvk˚u.
Strˇedn´ı dobu setrva´n´ı prvn´ıho druhu prvk˚u v jednotlivy´ch stavech je da´na vztahem 8.1.
M1(1) = 10.19, M1(2) = 4.85, M1(3) = 2.31, M1(4) = 2.1.
Strˇedn´ı doba setrva´n´ı syste´mu v podmnozˇina´ch stav˚u se urcˇ´ı podle
M(u) = E[T (u)] =
∫ ∞
0
R
ps
80,4(t, u)dt.
Pro u = 1 plat´ı
M(1) =
∫ ∞
0
[1− (1− e−2.1
−4t)2(1− e−2.4
−4t)2]30[1− (1− e−1.8
−4t)2(1− e−2.2
−4t)2]50dt.
Protozˇe prˇedchoz´ı integra´l analyticky nelze spocˇ´ıtat, je jeho vy´pocˇet proveden numericky
pomoc´ı lichobeˇzˇn´ıkove´ metody v programu Matlab. Prˇ´ıslusˇny´ soubor se nazy´va´ numinte-
grace1.m a je k dispozici na prˇilozˇene´m CD. Pro numericky´ vy´pocˇet je nutne´ omezit dobu
provozu syste´mu. Tento syste´m prˇestane pracovat po 100 cˇasovy´ch jednotka´ch.
M(1) = 6.5599, M(2) = 3.2139, M(3) = 1.5693, M(4) = 0.7623.
Strˇedn´ı doba setrva´n´ı syste´mu v jednotlivy´ch stavech se z´ıska´ uzˇit´ım vztahu 8.1.
M(1) =M(1)−M(2) = 3.346, M(2) =M(2)−M(3) = 1.6446,
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M(3) =M(3)−M(4) = 0.807, M(4) =M(4) = 0.7623.
Pokud je pro dany´ syste´m kriticky´ 2. stav, funkce rizika splnˇuje 8.4.
r(t) = 1− [1− (1− e−2.1
−3t)2(1− e−2.4
−3t)2]30[1− (1− e−1.8
−3t)2(1− e−2.2
−3t)2]50.
Necht’ je povolena´ hranice rizika δ = 0.2. Cˇas, kdy ji syste´m prˇekrocˇ´ı se zjist´ı z 8.5.
τ = r−1(δ) = 2.2660.
Funkci rizika zachycuje obra´zek 44.
Obr. 44: Funkce rizika
Vsˇechny syste´my rˇesˇene´ v te´to kapitole byly regula´rn´ı. Uvedene´ postupy lze aplikovat i na
neregula´rn´ı. Neregula´rn´ı paraleln´ı podsyste´my se dopln´ı na regula´rn´ı prˇida´n´ım prˇedem
porouchany´ch prvk˚u a neregula´rn´ı se´riove´ podsyste´my prˇida´n´ım prvk˚u, ktere´ se neporou-
chaj´ı.
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9 Spolehlivost syste´mu˚ se za´lohami
V rea´lny´ch aplikac´ıch se cˇasto pro zvy´sˇen´ı spolehlivosti a bezpecˇnosti technicky´ch
zarˇ´ızen´ı zava´d´ı za´lohy. Jejich cˇinnost lze nejle´pe vysveˇtlit na prˇ´ıkladu dvou paralelneˇ
spojeny´ch prvk˚u, z nichzˇ jeden se nazy´va´ za´loha. Zarˇ´ızen´ı pracuje, pokud je v cˇinnosti
asponˇ jeden prvek. Na zacˇa´tku pracuje A, B je v necˇinnosti. Jakmile se A poroucha´,
prˇeb´ıra´ B jeho funkci. A se po opraveˇ sta´va´ za´lohou a cˇeka´ na poruchu B. Stavovy´
diagram takove´ho syste´mu je zobrazen na obra´zku 45. Indexy u jednotlivy´ch stav˚u maj´ı
na´sleduj´ıc´ı vy´znam.
1 ... spra´vna´ cˇinnost prvku
0 ... porucha prvku
Z ... prvek funguje jako za´loha
Obr. 45: Stavovy´ diagram
Matice intenzit je tvaru
Q =

−λ 0 λ 0 0
0 −λ 0 λ 0
0 µ −(λ+ µ) 0 λ
µ 0 0 −(λ+ µ) λ
0 0 µ µ −2µ
 ,
kde 1
λ
znacˇ´ı strˇedn´ı dobu do poruchy a 1
µ
je strˇedn´ı doba do opravy. Pro z´ıska´n´ı stacio-
na´rn´ıch pravdeˇpodobnost´ı syste´mu se stejneˇ jako v odd´ıle 6.2 vyrˇesˇ´ı soustava rovnic
QTP = O,
kde O je nulova´ matice. Protozˇe matice Q je singula´rn´ı, prˇida´ se k dane´ soustaveˇ rovnice∑
i∈I Pi = 1. Spolehlivost syste´mu se pocˇ´ıta´ podle vztahu
R = 1− PA0B0 ,
kde PA0B0 je staciona´rn´ı pravdeˇpodobnost stavu, kdy jsou oba prvky v porusˇe.
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9.1 Spolecˇne´ chyby
Je zrˇejme´, zˇe se za´lozˇn´ı podsyste´my vzˇdy neporouchaj´ı neza´visle na sobeˇ. Jedna
spolecˇna´ prˇ´ıcˇina mu˚zˇe zp˚usobit hava´rii vsˇech za´loh ve stejny´ cˇas. Prˇi studiu spolehlivosti
teˇchto zarˇ´ızen´ı se mus´ı uva´zˇit i tzv. spolecˇne´ poruchy (common cause failures). K rˇesˇen´ı
takovy´ch prˇ´ıpad˚u se nejcˇasteˇji pouzˇ´ıva´ metoda zna´ma´ jako β-faktor. Pokud maj´ı jedno-
tlive´ cˇa´sti syste´mu r˚uznou u´rovenˇ bezpecˇnosti, β-faktor se projev´ı v pravdeˇpodobnosti
poruchy nejv´ıce spolehlive´ cˇa´sti.
Syste´m dvou stejny´ch paralelneˇ spojeny´ch prvk˚u A a B bude v porusˇe, pokud se
porouchaj´ı A i B ve stejny´ cˇas. Jsou-li poruchy neza´visle´, je pravdeˇpodobnost necˇinnosti
syste´mu rovna p2, kde p je pravdeˇpodobnost poruchy jednoho prvku. Takto konstruovane´
zarˇ´ızen´ı ma´ zrˇejmeˇ daleko veˇtsˇ´ı spolehlivost nezˇ v prˇ´ıpadeˇ, kdy by obsahovalo pouze jeden
prvek. Pokud se ovsˇem A a B porouchaj´ı za´visle ze stejne´ho d˚uvodu, je paraleln´ı syste´m
jen o neˇco ma´lo spolehliveˇjˇs´ı nezˇ samotny´ prvek. Uda´lost, ktera´ mu˚zˇe zp˚usobit poruchu
v´ıce jak jedne´ cˇa´sti technicke´ho zarˇ´ızen´ı se nazy´va´ spolecˇna´ prˇ´ıcˇina. Spolecˇne´ poruchy se
deˇl´ı do 3 kategori´ı:
1) prostrˇed´ı, ve ktere´m se syste´m nacha´z´ı: tlak, vibrace, teplota, zemeˇtrˇesen´ı atd.
2) zameˇstnanci tova´rny: u´drzˇba, rˇ´ıd´ıc´ı pracovn´ıci, instalace zarˇ´ızen´ı atd.
3) poruchy zp˚usobene´ sta´rnut´ım zarˇ´ızen´ı a u´navou materia´lu: prvky vytvorˇene´ ze stejne´-
ho materia´lu atd.
Nejcˇasteˇjˇs´ı prˇ´ıcˇiny spolecˇny´ch chyb:
1) prvky obsahuj´ı stejne´ vy´robn´ı chyby,
2) prvky jsou udrzˇova´ny jedn´ım pracovn´ıkem,
3) prvky jsou umı´steˇne´ ve stejne´m mı´steˇ a jsou tak vystaveny stejny´m vliv˚um okoln´ıho
prostrˇed´ı,
4) prvky maj´ı spolecˇny´ zdroj napa´jen´ı,
5) prvky jsou obsluhova´ny jedn´ım pracovn´ıkem.
9.2 Beta faktor
Beta faktor da´va´ do pomeˇru intenzitu poruch za´lohy a intenzitu poruch nejv´ıce spoleh-
live´ cˇa´sti. Necht’ je celkova´ intenzita poruch λ, neza´visla´ intenzita poruch λi a spolecˇna´
intenzita poruch λcc. Plat´ı
λ = λi + λcc.
Beta faktor se definuje jako pomeˇr spolecˇne´ intenzity poruch a celkove´ intenzity poruch.
β =
λcc
λ
nebo λcc = βλ, (9.1)
λi = λ− λcc = (1− β)λ. (9.2)
Jednoduchy´ syste´m se za´lohou zachycuje obra´zek 46. Pro neza´visle´ poruchy je spolehlivost
tohoto syste´mu da´na vztahem
Rs = 1− [(1−Ri)(1−Ri)],
kde Ri znacˇ´ı funkci spolehlivosti jednoho prvku prˇi neza´visly´ch porucha´ch. Rˇ´ıd´ı-li se cˇas
do poruchy exponencia´ln´ım rozdeˇlen´ım s parametrem λi, plat´ı
Rs(t)1− [(1− e
−λit)(1− e−λit)] = 1− [1− 2e−λit + e−2λit] = 2e−λit − e−2λit.
61
Obr. 46: Syste´m se za´lohou bez vlivu spolecˇny´ch chyb
Obr. 47: Syste´m se za´lohou prˇi p˚usoben´ı spolecˇny´ch chyb
Prˇi p˚usoben´ı spolecˇny´ch chyb, prˇejde syste´m z obra´zku 46 na syste´m zobrazeny´ na obra´zku
47. Funkce spolehlivosti syste´mu se v tomto prˇ´ıpadeˇ vypocˇ´ıta´ podle
R˜s = Rs ·Rcc = [2e
−λit − e−2λit] · e−λcct.
Ze vztah˚u 9.1 a 9.2 plyne
R˜s = [2e
−(1−β)λt − e−2(1−β)λt] · e−βλt = 2e−λt − e−(2−β)λt.
V prˇ´ıpadeˇ, zˇe jsou vsˇechny poruchy za´visle´ (β = 1), je
R˜s = 2e
−λt − e−(2−1)λt = e−λt.
Protozˇe λ = λcc, plat´ı
R˜s = e
−λcct.
Pokud syste´m nepodle´ha´ zˇa´dny´m spolecˇny´m porucha´m (β = 0), je
R˜s = 2e
−λt − e−(2−0)λt = 2e−λt − e−2λt.
Protozˇe λ = λi, plat´ı
R˜s = 2e
−λit − e−2λit.
Je zrˇejme´, zˇe beta faktor da´va´ v obou prˇ´ıpadech odpov´ıdaj´ıc´ı vy´sledky. Ve veˇtsˇineˇ prakti-
cky´ch aplikac´ıch se obecneˇ uvazˇuje β = 0.2. Nastaven´ım r˚uzny´ch hodnot parametru β se
meˇn´ı vliv spolecˇny´ch chyb na spolehlivost cele´ho syste´mu. Hodnotu parametru β ovlivnˇuje
rozmanitost technicke´ho zarˇ´ızen´ı. Pokud kazˇda´ cˇa´st zarˇ´ızen´ı meˇrˇ´ı jinou velicˇinu (teplota,
tlak atd.), zmensˇ´ı se vliv spolecˇny´ch chyb a β je mensˇ´ı nezˇ doporucˇena´ hodnota β = 0.2.
Velky´ vliv na hodnotu β ma´ slozˇitost syste´mu. Jednodusˇsˇ´ı syste´my cˇi samostatne´ prvky
podle´haj´ı me´neˇ spolecˇny´m chyba´m a β tak bude opeˇt mensˇ´ı nezˇ doporucˇena´ hodnota.
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Na druhou stranu u slozˇity´ch zarˇ´ızen´ıch pouzˇ´ıvaj´ıc´ıch pocˇ´ıtacˇe, prˇedstavuj´ı softwarove´
chyby vy´znamny´ proble´m a β je veˇtsˇ´ı nezˇ doporucˇena´ hodnota. Obrana proti spolecˇny´m
chyba´m spocˇ´ıva´ ve spra´vne´m na´vrhu a realizaci technicke´ho zarˇ´ızen´ı, ve zp˚usobu u´drzˇby
a v oveˇrˇova´n´ı spra´vne´ cˇinnosti zarˇ´ızen´ı. Existuje mnoho dalˇs´ıch metod, ktere´ modifikuj´ı
β-faktor [7]:
1) Binomial Failure Rate Model,
2) Multiple Greek Letter Model,
3) Hughes Method,
4) Betaplus model,
5) Alfa faktor,
a dalˇs´ı.
9.3 Analy´za spolehlivosti pomoc´ı sromu chyb
V technicke´ praxi se cˇasto vysˇetrˇuje za´vislost syste´mu na cˇinnosti a porucha´ch jeho
jednotlivy´ch cˇa´st´ı. K tomu slouzˇ´ı tzv. strom chyb [9]. Jeho analy´zou se vyjadrˇuje porucha
cele´ho syste´mu pomoc´ı stav˚u jeho prvk˚u. Porucha cele´ho zarˇ´ızen´ı se nazy´va´ nejvysˇsˇ´ı
uda´lost. Strom chyb je rozvinut do veˇtv´ı, ktere´ vychaz´ı z te´to uda´losti a zobrazuj´ı jej´ı
prˇ´ıcˇiny. Rozliˇsuj´ı se uda´losti jako porucha a chyba prvku. Rozd´ıl je videˇt na prˇ´ıkladu
zav´ırac´ıho ventilu. Ventil se zavrˇe v prˇ´ıpadeˇ, kdy dostane prˇ´ıslusˇny´ signa´l. Kdyzˇ ven-
til prˇijme signa´l a nezavrˇe se, jde o poruchu ventilu. Ventil se ovsˇem mu˚zˇe zavrˇ´ıt ve
sˇpatne´m cˇasove´m okamzˇiku z d˚uvodu neprˇesne´ funkce jine´ho prvku syste´mu. Tato situ-
ace se oznacˇuje jako chyba ventilu.
Diagram stromu chyb se skla´da´ z dvou za´kladn´ıch prvk˚u, ktere´ se nazy´vaj´ı bra´ny
a uda´losti. Bra´ny vyjadrˇuj´ı vztahy mezi uda´lostmi, ktere´ zp˚usob´ı na´stup vysˇsˇ´ı uda´losti.
Jednotlive´ typy bran jsou zna´zorneˇny na obra´zku 48 a typy uda´lost´ı na obra´zku 49.
Obr. 48: Typy bran ve stromu chyb
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Obr. 49: Typy uda´lost´ı ve stromu chyb
9.3.1 Konstrukce stromu chyb
Tvorba stromu chyb pro dany´ technicky´ syste´m se rˇ´ıd´ı na´sleduj´ıc´ımi peˇti pravidly.
1) Napsat sdeˇlen´ı do pole uda´losti, stanovit prˇesneˇ, co je chyba a kdy se objev´ı.
(Naprˇ´ıklad: Zvonek u dverˇ´ı zvon´ı azˇ po chv´ıli, kdy host stiskne tlacˇ´ıtko.)
2) Pokud je prˇ´ıcˇinou chyby porucha prvku, oznacˇ´ı se uda´lost jako chyba zp˚usobena´
stavem prvku. V opacˇne´m prˇ´ıpadeˇ se jedna´ o chybu zp˚usobenou stavem syste´mu.
Existuj´ı trˇi druhy poruch:
Prima´rn´ı porucha - je definova´na jako jaka´koliv porucha prvku, ktera´ se objev´ı
za podmı´nek, pro ktere´ byl prvek navrzˇen. Jej´ı nastoupen´ı mu˚zˇe zaprˇ´ıcˇinit
i prˇirozene´ sta´rnut´ı.
Sekunda´rn´ı porucha - je definova´na jako porucha prvku, ktera´ se objev´ı jako
d˚usledek p˚usoben´ı podmı´nek, pro ktere´ nebyl prvek navrzˇen. Patrˇ´ı sem i porucha
zp˚usobena´ sˇpatnou cˇinnost´ı jine´ho prvku v syste´mu.
Porucha zp˚usobena´ sˇpatny´m prˇ´ıkazem - nasta´va´ v prˇ´ıpadeˇ, kdy je prvek ve
stavu necˇinnosti kv˚uli neprˇesne´mu kontroln´ımu signa´lu nebo sˇumu.
Na obra´zku 50 je uvedena souvislost mezi druhy poruch a chybou zp˚usobenou stavem
prvku.
3) Trˇet´ı pravidlo se nazy´va´ ”Zˇa´dne´ za´zraky”. Pokud spra´vna´ cˇinnost prvku zp˚usob´ı
chybu, potom se usuzuje, zˇe prvek pracuje spra´vneˇ. Jedna´ se o prˇ´ıpad, kdy mu˚zˇe
”za´zracˇna´” porucha neˇjake´ho prvku blokovat vy´skyt chyby. Necht’ je plyn veden
trubic´ı do prostoru zapalovac´ıho zarˇ´ızen´ı. Za norma´ln´ıch podmı´nek by mohl nastat
pozˇa´r cˇi expoloze. Pokud ovsˇem porucha trubice zp˚usob´ı jej´ı ucpa´n´ı, zabra´n´ı se tak
riziku. Jde o tzv. za´zracˇnou cˇi sˇt’astnou poruchu, ktera´ by nemeˇla by´t zacˇleneˇna do
stromu chyb. Jej´ı vy´skyt ve stromu chyb vyzˇaduje pouzˇit´ı NOT-bra´ny.
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Obr. 50: Chyba zp˚usobena´ stavem prvku
4) Vsˇechny vstupy do bra´ny mus´ı by´t zcela definova´ny prˇed dalˇs´ım postupem ktere´hoko-
liv z nich smeˇrem k nejvysˇsˇ´ı uda´losti.
5) Vsˇechny vstupy do bra´ny jsou prˇesneˇ definova´ny chybovy´mi uda´lostmi popsany´mi
pomoc´ı obde´ln´ıkovy´ch pol´ı a bra´ny nesmı´ by´t spojeny prˇ´ımo s dalˇs´ımi branami.
9.3.2 Analy´za stromu chyb
Situace, kdy nastane porucha, se nazy´va´ poruchovy´ rezˇim syste´mu a zahrnuje poruchy
jednotlivy´ch prvk˚u nebo jejich kombinace. Prˇi analy´ze stromu chyb se urcˇuj´ı vsˇechny
mozˇne´ poruchove´ rezˇimy. To lze prove´st logickou analy´zou stromu chyb. Poruchove´ rezˇimy
syste´mu se definuj´ı pomoc´ı mnozˇiny rˇez˚u. Mnozˇina rˇez˚u je soubor takovy´ch za´kladn´ıch
uda´lost´ı, jejichzˇ vy´skyt dohromady zp˚usob´ı nastoupen´ı nejvysˇsˇ´ı uda´losti. Pomoc´ı pravidel
Booleovy algebry se urcˇuj´ı minima´ln´ı mnozˇiny rˇez˚u. Minima´ln´ı mnozˇina rˇez˚u je takova´
mnozˇina, z ktere´ po odstraneˇn´ı jake´koliv za´kladn´ı uda´losti nikdy nenastane nejvysˇsˇ´ı
uda´lost. Nejvysˇsˇ´ı uda´lost se nazy´va´ T . Necht’ ma´ strom chyb N minima´ln´ıch mnozˇin
rˇez˚u Ki, kde i = 1, . . . , N . Nejvysˇsˇ´ı uda´lost nastane, kdyzˇ existuje asponˇ jedna minima´ln´ı
mnozˇina rˇez˚u.
T = K1 +K2 + . . .+KN =
N∑
i=1
Ki.
P (T ) =
N∑
i=1
P (Ki)−
N∑
i=2
i−1∑
j=1
P (Ki ·Kj) + . . .+ (−1)
N−1P (K1 · . . . ·KN). (9.3)
Pro N = 2 se dostane zna´my´ vzorec
P (A+B) = P (A) + P (B)− P (A ·B).
Necht’ pravdeˇpodobnost uda´losti A je pA, uda´losti B je pB a uda´losti C je pC . Pro
T = AB + AC plat´ı
P (T ) = P (AB + AC) = P (AB) + P (AC)− P (AB · AC) = pApB + pApC − pApBpC .
Postup anyly´zy stromu chyb je aplikova´n na na´sleduj´ıc´ı prˇ´ıklad.
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Obr. 51:
Prˇ´ıklad 9.1. Vypocˇ´ıtejte pravdeˇpodobnost poruchy syste´mu z obra´zku 51.
Strom chyb pro zadany´ syste´m je na obra´zku 52.
Obr. 52: Strom chyb
T = G1 ·G2 = (G3 + A) · (C +G4) = G3 · C +G3 ·G4 + A · C + A ·G4, G3 = B + C,
T = (B+C) ·C+(B+C) ·G4+A ·C+A ·G4 = B ·C+C ·C+B ·G4+C ·G4+A ·C+A ·G4.
Z C · C = C, plyne
T = B · C + C +B ·G4 + C ·G4 + A · C + A ·G4.
Podle axiomu absorpce (A+ (A ·B) = A) vznikne
T = C +B ·G4 + A ·G4.
G4 = A ·B da´va´
T = C +B · (A ·B) + A · (A ·B) = C +B · A+ A ·B = C + A ·B,
P (T ) = P (C) + P (A ·B)− P (A ·B · C) = pC + pA · pB − pA · pB · pC .
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V technicke´ praxi se cˇasto uplatnˇuje prˇi vycˇ´ıslen´ı pravdeˇpodobnosti nastoupen´ı nejvysˇsˇ´ı
uda´losti tzv. rˇ´ıdka´ aproximace. Jde o situaci, kdy se mı´sto prˇesne´ho vyja´drˇen´ı 9.3 pravdeˇpo-
dobnosti sjednocen´ı minima´ln´ıch rˇez˚u pocˇ´ıta´ pouze jej´ı horn´ı mez. Potom plat´ı vztah
P (T ) =
N∑
i=1
P (Ki). (9.4)
Protozˇe pravdeˇpodobnosti nastoupen´ı jednotlivy´ch uda´lost´ı pAi jsou male´, zanedba´va´ se
odchylka rˇ´ıdke´ aproximace 9.4 od prˇesne´ho vyja´drˇen´ı 9.3.
9.3.3 Spolecˇne´ chyby ve stromu chyb
Je da´n syste´m, jehozˇ struktura je zobrazena na obra´zku 53. Prvek B se poroucha´
s pravdeˇpodobnost´ı pB = 0.3, prvek C s pravdeˇpodobnost´ı pC = 0.2 a prky A1 a A2
s pravdeˇpodobnost´ı pA1 = pA2 = 0.1. Prvky A1 a A2 podle´haj´ı spolecˇne´ porusˇe, ktera´ se
znacˇ´ı CCFA. Prˇ´ıslusˇny´ strom chyb je zobrazen na obra´zku 54. Z prˇedchoz´ı teorie vyply´va´
Obr. 53: Syste´m se spolecˇny´mi chybami
T = G1 ·G2.
Protozˇe G1 = A1 + CCFA a G2 = B +G3, plat´ı
T = (A1+CCFA) · (B+G3) = A1 ·B+A1 ·G3+CCFA ·B+CCFA ·G3, G3 = G4 ·C,
T = A1 ·B + A1 · (G4 · C) + CCFA ·B + CCFA · (G4 · C), G4 = A2 + CCFA,
T = A1 ·B + A1 · C · (A2 + CCFA) + CCFA ·B + CCFA · C · (A2 + CCFA).
CCFA = A1 · A2 implikuje
T = A1 ·B + A1 · C · A2 + CCFA ·B + CCFA · C.
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Obr. 54: Strom chyb
Minima´ln´ı mnozˇiny rˇez˚u jsou tedy
B · A1,
C · A1 · A2,
B · CCFA,
C · CCFA.
Pokud se za β dosad´ı obecneˇ doporucˇena´ hodnota 0.2, je
CCFA = β · 0.1 = 0.02.
P (T ) = (0.3·0.1)+(0.2·0.1·0.1)+(0.3·0.02)+(0.2·0.02) = 0.03+0.002+0.006+0.004 = 0.042.
Spolehlivost syste´mu je tedy rovna R = 1 − P (T ) = 0.958. Prˇi zanedba´n´ı spolecˇny´ch
chyb (β = 0), je R = 0.968. Tato spolehlivost syste´mu prˇevysˇuje skutecˇnou. Rozmaniteˇjˇs´ı
syste´m ma´ hodnotu parametru β mensˇ´ı. V prˇ´ıpadeˇ velke´ rozmanitosti, se dosazuje β =
0.002 a spolehlivost syste´mu je tak R = 0.9679. Prˇi velke´ rozmanitosti se spolehlivost
syste´mu te´meˇrˇ shoduje se spolehlivost´ı, kdy jsou spolecˇne´ chyby u´plneˇ zanedba´ny.
Spolecˇne´ chyby tedy mus´ı by´t rozhodneˇ uvazˇova´ny prˇi studiu spolehlivosti technicke´ho
zarˇ´ızen´ı. Beta faktor poskytuje na´vod pro urcˇen´ı d˚usledk˚u spolecˇny´ch chyb a jejich zacˇleneˇ-
n´ı do stromu chyb. Doporucˇena´ hodnota parametru β = 0.2 mus´ı by´t pouzˇita s rozvahou.
U rozmaniteˇji navrhnuty´ch zarˇ´ızen´ı potlacˇuje samotna´ konstrukce a zp˚usob u´drzˇby cˇi
obsluhy vy´skyt spolecˇny´ch chyb. Za β se pak dosazuje mensˇ´ı hodnota nezˇ 0.2.
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10 Reliab. S. M. S. O. 1.0
Program byl vytvorˇen pomoc´ı software Borland Delphi 7. Uzˇivateli poskytuje prˇehled
spolehlivostn´ıch charakteristik pro technicka´ zarˇ´ızen´ı slozˇena´ z v´ıcestavovy´ch prvk˚u. Jedna´
se o syste´my se´riove´, paraleln´ı, paralelneˇ-se´riove´ a se´rioveˇ-paraleln´ı. U nich se pocˇ´ıtaj´ı
limitn´ı v´ıcestavova´ spolehlivostn´ı funkce, v´ıcestavova´ spolehlivostn´ı funkce, funkce rizika,
strˇedn´ı doby setrva´n´ı syste´mu i samotny´ch jeho prvk˚u v podmnozˇineˇ stav˚u a v jedno-
tlivy´ch stavech. Program vykresluje neˇktere´ charakteristiky v za´vislosti na cˇase. Po spusˇteˇ-
n´ı aplikace si uzˇivatel vyb´ıra´ syste´m, jehozˇ spolehlivost potrˇebuje zjistit. Pro lepsˇ´ı orientaci
obsahuje u´vodn´ı okno sche´mata syste´mu˚, ktere´ lze pomoc´ı programu rˇesˇit. V na´sleduj´ıc´ım
textu budou popsa´ny vstupy pro jednotlive´ syste´my. Vy´stupy budou naznacˇeny na prˇ´ıkladu
paralelneˇ-se´riove´ho syste´mu z odd´ılu 8.3.2. Software je opatrˇen chybovy´mi hla´sˇkami, ktere´
uzˇivatele upozorn´ı na chyby a napov´ı mu, jake´ hodnoty zada´vat do jednotlivy´ch pol´ı.
Teorie, podle n´ızˇ software pracuje, je popsa´na v kapitole 8.
Obr. 55: U´vodn´ı okno programu
10.1 Se´riovy´ syste´m
Vstupn´ı parametry jsou:
1) pocˇet prvk˚u spojeny´ch do se´rie,
2) pocˇet druh˚u prvk˚u - jedna´ se o pocˇet r˚uzny´ch druh˚u prvk˚u spojeny´ch do se´rie, kazˇdy´
druh ma´ jinou intenzitu prˇechodu mezi jednotlivy´mi stavy,
3) pocˇet stav˚u - prˇedstavuje pocˇet kvalitativneˇ rozd´ılny´ch stav˚u, ve ktery´ch se mohou
nacha´zet cˇa´sti technicke´ho zarˇ´ızen´ı,
4) cˇas - zde uzˇivatel zada´va´ cˇas, ve ktere´m chce spolehlivostn´ı charakteristiky vycˇ´ıslit,
5) kriticky´ stav - urcˇuje kvalitativn´ı stav, ktery´ je pro cely´ syste´m kriticky´, tzn. stav,
jehozˇ dosazˇen´ı mu˚zˇe ohrozit bezpecˇnost cˇi funkci cele´ho zarˇ´ızen´ı,
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6) povolene´ riziko - jde o prˇedem stanovenou mı´ru rizika, ktere´ lze u dane´ho syste´mu
respektovat, mı´ra tohoto rizika je vyja´drˇena cˇ´ıselnou hodnotou z intervalu [0, 1].
Pole pod za´kladn´ımi parametry slouzˇ´ı pro prˇ´ıpady, kdy lze vyja´drˇit intenzity prˇechodu
mezi jednotlivy´mi stavy ve forma´tu au−b, kde a je libovolne´ kladne´ cˇ´ıslo, u znacˇ´ı stav, ve
ktere´m se prvek nacha´z´ı a b je pocˇet mozˇny´ch stav˚u. Zada´va´n´ı dalˇs´ıch parametr˚u se pak
vy´razneˇ zjednodusˇ´ı. Pokud nelze pouzˇ´ıt tuto volbu, mus´ı se intenzity vyplnit pro kazˇdy´
prˇechod mezi stavy. Tlacˇ´ıtkem Zadat pocˇet a intenzitu prˇechodu stejny´ch prvk˚u se vytvorˇ´ı
tabulka pro jejich vycˇ´ıslen´ı. Nakonec se zapisuj´ı parametry pro vykreslen´ı:
1) rozsah cˇasove´ osy - urcˇ´ı cˇasy, ve ktery´ch se jednotlive´ spolehlivostn´ı charakteristiky
vykresl´ı,
2) stav syste´mu - charakteristiky se graficky zna´zorn´ı pra´veˇ pro tento stav syste´mu.
Tlacˇ´ıtkem Pocˇ´ıtej se zaha´j´ı vy´pocˇet. Prˇi kazˇde´ dalˇs´ı zmeˇneˇ vstupn´ıch hodnot mus´ı uzˇivatel
prˇed stiskem tlacˇ´ıtka Pocˇ´ıtej potvrdit nove´ parametry syste´mu stisknut´ım tlacˇ´ıtka Zadat
pocˇet a intenzitu prˇechodu stejny´ch prvk˚u.
10.2 Paraleln´ı syste´m
Vstupn´ı parametry paraleln´ıho syste´mu jsou te´meˇrˇ stejne´ jako v prˇ´ıpadeˇ se´riove´ho.
Zde se vsˇak mus´ı zadat jesˇteˇ Doba provozu. Jedna´ se o maxima´ln´ı cˇasovy´ u´sek, po ktery´
bude technicke´ zarˇ´ızen´ı v provozu. Doba provozu je v programu vyuzˇita jako horn´ı mez
urcˇite´ho integra´lu prˇi vy´pocˇtu strˇedn´ı doby setrva´n´ı syste´mu v jednotlivy´ch stavech. Tento
integra´l je pocˇ´ıta´n pomoc´ı lichobeˇzˇn´ıkove´ formule, kterou lze aplikovat pouze na vy´pocˇet
urcˇite´ho integra´lu.
Obr. 56: Vstupy paraleln´ıho syste´mu
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10.3 Se´rioveˇ - paraleln´ı syste´m
Syste´m se skla´da´ z paralelneˇ propojeny´ch se´riovy´ch podsyste´mu˚. Se´riovy´ podsyste´m
se zkra´ceneˇ nazy´va´ rˇada. Vstupn´ı parametry jsou:
1) pocˇet rˇad - vyjadrˇuje pocˇet paralelneˇ spojeny´ch se´riovy´ch podsyste´mu˚,
2) pocˇet prvk˚u v rˇadeˇ - jedna´ se o pocˇet se´rioveˇ propojeny´ch prvk˚u v kazˇde´ rˇadeˇ,
3) pocˇet stav˚u - prˇedstavuje pocˇet kvalitativneˇ rozd´ılny´ch stav˚u, ve ktery´ch se mohou
nacha´zet cˇa´sti technicke´ho zarˇ´ızen´ı,
4) cˇas - zde uzˇivatel zada´va´ cˇas, ve ktere´m chce spolehlivostn´ı charakteristiky vycˇ´ıslit,
5) kriticky´ stav - urcˇuje kvalitativn´ı stav, ktery´ je pro cely´ syste´m kriticky´, tzn. stav,
jehozˇ dosazˇen´ı mu˚zˇe ohrozit bezpecˇnost cˇi funkci cele´ho zarˇ´ızen´ı,
6) povolene´ riziko - jde o prˇedem stanovenou mı´ru rizika, ktere´ lze u dane´ho syste´mu
respektovat, mı´ra tohoto rizika je vyja´drˇena cˇ´ıselnou hodnotou z intervalu [0, 1],
7) doba provozu - maxima´ln´ı cˇasovy´ u´sek, po ktery´ bude technicke´ zarˇ´ızen´ı v provozu,
8) pocˇet druh˚u rˇad - jedna´ se o pocˇet r˚uzny´ch druh˚u rˇad, kazˇdy´ druh ma´ jinou intenzitu
prˇechodu mezi svy´mi stavy.
Software je zameˇrˇen na zpracova´n´ı syste´mu˚, ktere´ maj´ı v jednotlivy´ch podsyste´mech
stejny´ pocˇet prvk˚u. Tyto syste´my se nazy´vaj´ı regula´rn´ı. Program lze pouzˇ´ıt i pro neregula´r-
n´ı syste´my. Stacˇ´ı zadat do Pocˇtu prvk˚u v rˇadeˇ nejveˇtsˇ´ı pocˇet prvk˚u ze vsˇech podsyste´mu˚.
Pote´ se u vsˇech rˇad, ktere´ maj´ı me´neˇ prvk˚u, uvazˇuje spolehlivost chybeˇj´ıc´ıch prvk˚u 1.
Toho uzˇivatel doc´ıl´ı zada´n´ım nulove´ intenzity prˇechodu.
V dalˇs´ım kroku uzˇivatel vol´ı mezi syste´mem podobny´m jednoduche´mu paraleln´ımu
syste´mu a nebo syste´mem s velky´m pocˇtem prvk˚u v rˇada´ch. Prvn´ımu prˇ´ıpadu odpov´ıda´
technicke´ zarˇ´ızen´ı s maxima´lneˇ trˇemi azˇ cˇtyrˇmi prvky v rˇadeˇ. Pro zby´vaj´ıc´ı syste´my je lepsˇ´ı
volit druhy´ typ. Rozd´ıl mezi obeˇma variantami spocˇ´ıva´ ve vy´pocˇtu limitn´ı spolehlivostn´ı
funkce a bl´ızˇe je popsa´n v odd´ıle 8.3.1. Je zrˇejme´, zˇe pro maly´ pocˇet prvk˚u v se´rii vznika´
dosazen´ım ln = 1 vzorec pro vy´pocˇet limitn´ı spolehlivostn´ı funkce paraleln´ıho syste´mu.
Forma´t, ve ktere´m se zapisuj´ı intenzity prˇechodu se nastavuje stejneˇ jako u prˇedesˇly´ch
syste´mu˚ volbou Zadat intenzity ve tvaru a(u−b). U kombinovany´ch syste´mu˚ mus´ı uzˇivatel
nav´ıc nastavit parametry jednotlivy´ch podsyste´mu˚. K tomu zde slouzˇ´ı tlacˇ´ıtko Zadat
parametry jednotlivy´ch rˇad. Podle teˇchto hodnot se pak tlacˇ´ıtkem Zadat intenzity prˇechodu
vytvorˇ´ı tabulka pro zapsa´n´ı intenzit prˇechodu.
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Obr. 57: Vstupy se´rioveˇ - paraleln´ıho syste´mu
10.4 Paralelneˇ - se´riovy´ syste´m
Vstupn´ı parametry paralelneˇ - se´riove´ho syste´mu jsou stejne´ jako v prˇedesˇle´m prˇ´ıpadeˇ.
Opeˇt je mozˇne´ rˇesˇit i neregula´rn´ı syste´my. Nyn´ı se nastav´ı mala´ spolehlivost chybeˇj´ıc´ıch
prvk˚u. Vy´stupn´ı parametry jsou pro vsˇechny typy stejne´ a budou vysveˇtleny na prˇ´ıkladu
paralelneˇ - se´riove´ho syste´mu z odd´ılu 8.3.2.
Prˇ´ıklad 10.1. Urcˇete spolehlivostn´ı charakteristiky syste´mu, ktery´ se skla´da´ z 80 para-
leln´ıch podsyste´mu˚. Jednotlive´ podsyste´my tvorˇ´ı 4 prvky s 5 stavy. Existuj´ı celkem
2 druhy prvk˚u. Prvn´ı dva prvky trˇiceti podsyste´mu˚ maj´ı exponencia´ln´ı v´ıcestavovou
spolehlivostn´ı funkci s parametrem λ(u) = 2.1u−5 a dalˇs´ı dva prvky teˇchto podsyste´mu˚
exponencia´ln´ı v´ıcestavovou spolehlivostn´ı funkci s parametrem λ(u) = 2.4u−5. Prvn´ı dva
prvky ve zbyly´ch padesa´ti podsyste´mech maj´ı exponencia´ln´ı v´ıcestavovou spolehlivostn´ı
funkci s parametrem λ(u) = 1.8u−5 a dalˇs´ı dva prvky exponencia´ln´ı v´ıcestavovou spolehli-
vostn´ı funkci s parametrem λ(u) = 2.2u−5.
Zada´n´ı vstupn´ıch parametr˚u do programu je zna´zorneˇno na obra´zku 58. Jedna´ se
o syste´m s maly´m pocˇtem prvk˚u v podsyste´mu. Jednotlive´ charakteristiky se pocˇ´ıtaj´ı
pro cˇas t = 5 cˇasovy´ch jednotek. Jako kriticky´ je oznacˇen 2. stav a vykresl´ı se funkce
pro tenty´zˇ stav. V tabulce pro spolehlivostn´ı funkci urcˇuje prvn´ı sloupec stav syste´mu,
ve druhe´m je vyja´drˇena v´ıcestavova´ spolehlivostn´ı funkce pro obecny´ cˇas t a posledn´ı
sloupec zachycuje hodnoty v´ıcestavove´ spolehlivostn´ı funkce pro zadany´ cˇas t = 5 cˇasovy´ch
jednotek. Pravdeˇpodobnost toho, zˇe syste´m se v cˇase t = 5 nacha´z´ı v jednom ze stav˚u
1, 2, 3, 4 je 0.7437.
Analogicky je vytvorˇena tabulka pro limitn´ı v´ıcestavovou spolehlivostn´ı funkci. Posledn´ı
sloupec tvorˇ´ı cˇas T , ve ktere´m ma´ limitn´ı v´ıcestavova´ spolehlivostn´ı funkce stejne´ hodnoty
jako v´ıcestavova´ spolehlivostn´ı funkce. Na´sleduj´ı dveˇ tabulky pro strˇedn´ı doby setrva´n´ı
jednotlivy´ch prvk˚u a cele´ho syste´mu ve svy´ch stavech. Pod nimi se nacha´z´ı funkce rizika,
ktera´ je opeˇt vyja´drˇena pro obecny´ cˇas t a pro konkre´tn´ı cˇasovy´ okamzˇik t = 5 cˇasovy´ch
jednotek. Posledn´ım vy´stupem je kriticky´ cˇas, cozˇ je cˇas, kdy funkce rizika dosa´hne prˇedem
stanovenou mez. V tomto prˇ´ıkladeˇ je mez rizika 0.2.
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Obr. 58: Paralelneˇ - se´riovy´ syste´m
Obr. 59: Vı´cestavova´ spolehlivostn´ı funkce, limitn´ı v´ıcestavova´ spolehlivostn´ı funkce
a funkce rizika
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11 Za´veˇr
Te´matem diplomove´ pra´ce je problematika spolehlivosti v´ıcestavovy´ch syste´mu˚. Pra´ce
obsahuje trˇ´ı hlavn´ı cˇa´sti.
Prvn´ı cˇa´st (kapitoly 2 azˇ 4) je veˇnova´na za´kladn´ım pojmu˚m z teorie na´hodny´ch proce-
s˚u ve spolehlivosti, teorie obnovy a Markovovy´m proces˚um. Nejdrˇ´ıve se cˇtena´rˇ sezna´mı´
s teori´ı stochasticky´ch proces˚u a s teori´ı obnovy. V kapitole 5 je odvozen vztah mezi
intenzitou prˇechodu v Markovovy´ch modelech a intenzitou poruch z teorie spolehlivosti.
Tento vztah da´va´ na´vod, co se dosad´ı v praxi za intenzity prˇechodu v matematicky´ch
modelech. V kapitole 6 je na neˇkolika prˇ´ıkladech uka´za´na aplikace te´to teorie pro r˚uzne´
druhy u´drzˇby. Prˇ´ıklady jsou rˇesˇeny pomoc´ı matematicky´ch softwar˚u Maple, Matlab a nebo
makra v Excelu QTS. Dale je zde prezentova´n vy´pocˇet spolehlivosti pomoc´ı simulac´ı.
Chova´n´ı technicke´ho zarˇ´ızen´ı se simuluje prostrˇednictv´ım genera´toru na´hodny´ch cˇ´ısel.
Generuj´ı se doby setrva´n´ı v jednotlivy´ch stavech. K simulac´ım se pouzˇ´ıva´ software Mat-
lab nebo Extend. Spolehlivost kazˇde´ho syste´mu je modelova´na pomoc´ı spolehlivosti jeho
prvk˚u vzhledem k mnozˇineˇ stav˚u a druh˚um obnovy. V kapitole 7 je naznacˇena mozˇnost
vy´pocˇtu pro prˇ´ıpady, kdy jsou intenzity prˇechodu mezi jednotlivy´mi stavy za´visle´ na cˇase.
S postupuj´ıc´ım cˇasem se tedy meˇn´ı intenzity prˇechodu a syste´my se mus´ı rˇesˇit pomoc´ı
teorie nehomogenn´ıch Markovovy´ch proces˚u.
Druhou cˇa´st pra´ce tvorˇ´ı kapitola 8. Zde se pocˇ´ıtaj´ı spolehlivostn´ı charakteristiky
(v´ıcestavova´ spolehlivostn´ı funkce, limitn´ı v´ıcestavova´ spolehlivostn´ı funkce, strˇedn´ı doba
prˇechodu jednotlivy´ch prvk˚u, strˇedn´ı doba prˇechodu cele´ho syte´mu a funkce rizika) v´ıcesta-
vovy´ch syste´mu˚ nejv´ıce pouzˇ´ıvany´ch v technicke´ praxi. Jedna´ se o syste´my se´riove´, para-
leln´ı, se´rioveˇ - paraleln´ı a paralelneˇ - se´riove´. Prakticky´m vy´stupem te´to teorie je vytvorˇeny´
program Reliab. S. M. S. O. 1.0 sestaveny´ pomoc´ı softwaru Borland Delphi 7. Na´vod pro
pouzˇit´ı tohoto programu je popsa´n v kapitole 10.
Kapitola 9 pojedna´va´ o posledn´ı cˇa´sti diplomove´ pra´ce. Zde je naznacˇena problematika
spolehlivosti syste´mu˚ se za´lohami. Neˇkdy nastane situace, kdy z d˚uvodu jedne´ spolecˇne´
prˇ´ıcˇiny havaruje cely´ syste´m vcˇetneˇ za´loh. Nejedna´ se tedy uzˇ o neza´visle´ poruchy, cozˇ se
prˇedpokla´dalo ve vsˇech prˇedesˇly´ch kapitola´ch diplomove´ pra´ce.
V na´vaznosti na vy´sledky popsane´ v te´to pra´ci lze pokracˇovat rozpracova´n´ım teorie
spolecˇny´ch chyb a rˇesˇen´ım souvisej´ıc´ıch proble´mu˚. Software Reliab S. M. S. O. 1.0 bude
mozˇno rozsˇ´ıˇrit doprogramova´n´ım metody β-faktor. Takto rozsˇ´ıˇreny´ software nalezne uplat-
neˇn´ı prˇedevsˇ´ım prˇi rˇesˇen´ı se´rioveˇ - paraleln´ıch syste´mu˚, kdy se za za´lohy povazˇuj´ı paralelneˇ
spojene´ veˇtve se´riovy´ch prvk˚u.
Vhodny´m na´meˇtem pro dalˇs´ı pra´ci je zkouma´n´ı metod pro rˇesˇen´ı syste´mu˚ s nekon-
stantn´ımi intenzitami prˇechodu mezi jednotlivy´mi stavy. Teorii Markovovy´ch model˚u lze
rozsˇ´ıˇrit i o syste´my slozˇene´ z prvk˚u, ktere´ nemaj´ı stejny´ pocˇet stav˚u.
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