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Today, a consistent part of our everyday interaction with art and aesthetic ar-
tefacts occurs through digital media, and our preferences and choices are sys-
tematically tracked and analyzed by algorithms in ways that are far from trans-
parent. Our consumption is constantly documented, and then, we are fed back 
through tailored information. We are therefore witnessing the emergence of a 
complex interrelation between our aesthetic choices, their digital elaboration, 
and also the production of content and the dynamics of creative processes. All 
are involved in a process of mutual influences, and are partially determined by 
the invisible guiding hand of algorithms. 
With regard to this topic, this paper will introduce some key issues concerning 
the role of algorithms in aesthetic domains, such as taste detection and for-
mation, cultural consumption and production, and showing how aesthetics can 
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1. Aesthetics in the digital age: externalization and automation of taste 
 
Consumption of information and images, decision-making processes, 
and both social and cultural dynamics are increasingly mediated, fil-
tered and regulated by software and algorithms, which can be con-
cisely defined as sets of procedures consisting of instructions and in-
puts that are executed in order to produce a result, solve a problem, 
or generate an output. In recent years, the impact of digital technolo-
gies on human thinking and culture has become an increasingly de-
bated topic: issues related to what has been called “algorithmic cul-
ture” (see Striphas 2015) include, among others, the cognitive impact 
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of the ever closer relationship between human subjects and digital de-
vices (Heersmink 2017), the influence on politics (Bucher 2018), soci-
ety (Beer 2016), and culture (Finn 2015). The aesthetic dimension is a 
specific and less-investigated domain and will be the focus of the pre-
sent paper. 
As a general claim, we could synthesize two main aspects of the 
diffusion of algorithms: externalization and automation. The first as-
pect concerns the outsourcing of human thinking and cultural pro-
cesses and the development of an increasingly complex and integrated 
“external mind”, in which search and storage of information is handed 
over to mechanisms outside our minds. We are used to the notion of 
external memories, but we could also hypothesize that taste formation 
and creative inspiration, as well, happen more and more “out there”. 
For instance, one could consider the process by which users might look 
for specific cultural content or artists in their research process. The 
second aspect concerns the fact that those processes follow auto-
mated mechanisms that could be responsible for both a standardiza-
tion of aesthetic phenomena (for instance, through the quick and 
worldwide diffusion of styles, trends and aesthetic standards/innova-
tion), and, allowing greater choice and freedom, an increasingly de-
tailed customization of user preferences. As a consequence, handing 
over aesthetic and taste processes to external mechanisms and algo-
rithms is responsible for the development of a new kind of aesthetic 
production and experience, where phenomena of collective exposure 
meet, at the same time, a higher level of individualization of aesthetic 
consumption. 
Concerning taste, digital platforms almost appear as tools of intro-
spection: the task of “understanding what we like” is outsourced to the 
system by offering information about our behavior as users. Platforms 
like Spotify or YouTube for music or video, or Netflix for movies, visual 
art archives like Google Cultural Institute or popular image social net-
works like Instagram, or generalist product retailers like Amazon, are 
able to associate our preferences with specific choice categories, rec-
ognizing what kind of aesthetic experience draws us. At the same time, 
those systems help us understand and refine our taste. By using Fou-
cault’s terminology, they could be seen as “technologies of the self”, 
namely apparatuses that “permit individuals to effect […] a certain 
number of operations on their own […], so as to transform themselves” 
(Foucault 1988: 225). 
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However, these systems rarely mirror human preferences pas-
sively, but are based on pre-determined classification and categoriza-
tion systems, as well as on suggestion mechanisms in which the viewer 
is directed towards content based on criteria that are not always clear, 
but rather, are aimed at increasing consumption and not necessarily 
true introspection. 
The crucial point is therefore to investigate the kind of goals ac-
cording to which these systems are developed. We could think that 
one goal is to allow the search of information to be flawlessly respond-
ent to a user’s interest and needs, known as “finding optimization”. At 
the same time, most of the content providers’ business models are 
based on “engagement optimization”, that is the maximization of the 
users’ decision to use the services, spend time on it and orient their 
attention to its products and share them with others. Even though en-
gagement is usually a consequence of efficient satisfaction of user in-
terest, the difference between “which content users really want” and 
“what makes users keep looking for content” cannot be overlooked 
and is a central point in the investigation of “what algorithms want” 
(see Finn 2015). 
In fact, several concerns have been manifested toward these devel-
opments. We can summarize with the following: a) the problem of 
opacity, i.e. the fact that the mechanisms intervening in our decision-
making and information consumption follow logics that are beyond the 
users’ understanding; b) the problem of privatization of processes that 
are implemented by commercial operators having the aim of maximiz-
ing user attention; c) the issue of alienation of thought processes and 
therefore manipulation, and the resulting social, political and cultural 
repercussions. 
However, it would be simplistic to see the rising of an “algorithmic 
culture” in purely critical terms as a scenario of loss of control in human 
decision-making and individual thinking through sophisticated systems 
of manipulation of our attention and preferences. On one side, the en-
tanglement between individual and algorithm could be seen as a fur-
ther process of integration between technical objects, subjects and 
their relation to reality (Simondon 1958 and 1992), and as an enhance-
ment of our possibilities in the pursuit of knowledge and information, 
in the same fashion as a telescope outsourced to an external device 
the possibility to enhance and expand our vision. 
On the other side, as we will pinpoint in the sections that follow, in 
the different areas of contemporary cultural consumption (images, 
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music, video) we can observe an evolution in which the algorithm, 
from simple tool to empower our choices and experiences, increas-
ingly becomes a pervasive factor in determining those choice, experi-
ences and preferences. Using the previous analogy, the telescope, 
from being an empowering prosthesis, ends up being an instrument in 
which the subject itself becomes the object of observation and trans-
formation. This evolution has far reaching consequences for aesthetic 
experience and behavior that still needs to be investigated in full. 
 
 
2. Algorithmic customization 
 
On the one hand, we assume that taste should be the expression of 
authentic inner preferences, and we expect recommendation systems 
to be helpful tools in researching them. On the other hand, taste is not 
only a question of subjective sensitivity and inclination, but also the 
product of a social interrelation in which complex mediations occur be-
tween the individual, his desire to define his own identity and his status 
(Bourdieu 1984). Therefore, aesthetic consumption has never been 
the product of a solipsistic decision, but a choice in which people look 
at the suggestions of cultural intermediaries such as tastemakers, crit-
ics, and intellectuals. The possibility of having access to what interme-
diaries have suggested has been, in the past, primarily the privilege of 
those who had the cultural and material means to enjoy their own aes-
thetic consumption. Although the ability to process and enjoy cultural 
content always needs a specific amount of cultural and intellectual 
capital, today, the cost associated with accessing it has mostly been 
neutralized thanks to digital technologies. The reduction in access 
costs has been described as having a democratizing effect for the indi-
vidual freedom of cultural consumption, in the same way as technical 
reproducibility in the past, according to the classic intuition of Walter 
Benjamin, reduced the role of cultural “guardians” and allowed wider 
access to art products. However, a situation of great “cultural abun-
dance” (see Wright 2015) leads to the daunting problem of selection 
and decision-making in correctly choosing what to enjoy and experi-
ence in the face of the individual’s limited temporal resources com-
pared to the amount of actual available content. Since the problem is 
no longer accessing aesthetic products, but making the right “aesthetic 
choice” (see Melchionne 2017), this has greatly advanced the develop-
ment of increasingly sophisticated systems of evaluation, suggestion, 
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feedback and reviews, covering anything we could have access to, from 
services and everyday consumer commodities to sophisticated cultural 
products. The major value-creating function of such systems is in help-
ing users to discover what they are looking for, as we can see in three 
separate domains, such as photography, music and film culture. 
 
 
2.1. Photography as networked perception 
 
The twenty-first century opens with a transformation of our way of 
perceiving the world through the massive production, diffusion and 
consumption of photographic images. Platforms like social networks, 
research engines and visual databases are the main contributors in 
shaping this hyper-visual era. They represent “a function of the tech-
nologies that organize the gaze and the image world it surveys” (Mac-
phee 2002: 7). 
An automatized algorithmic process takes place right at moment in 
which a shot is taken, not only because we are used to the automatic 
regulation of a digital camera’s optical parameters (focus, exposure, 
adjustment of lighting and contrast, blurring correction, picture stabi-
lization, etc.), but also because of the increasingly sophisticated real 
time re-elaboration of the raw picture data. In contemporary digital 
cameras (including those incorporated into smart phones) the differ-
ences in quality is mostly determined by the advancement in pro-
cessing software, aimed at creating the most satisfying final output. 
Even for professional photographers using digital cameras, the choice 
is between getting a JPG image that has been processed through an in-
built picture style or getting a RAW file that will later need adjustments, 
by means of a complex image processing software, in order to create 
a photograph that is close to what the photographer wants to convey. 
Although algorithms are developed to adapt to the user’s final im-
pression and preferences, they nevertheless end up creating a qualita-
tive “look and feel” with which the photographer’s eye becomes ac-
customed in assessing his own pictures. 
The development of algorithms (along with the evolution of camera 
and sensor technology) to improve the photographic results is there-
fore not a neutral transition, but influences the perceptual sensibility 
and expectations we have toward the images to which we are exposed. 
This is particularly evident with regard to the aesthetic evaluation of 
images. In large image databases, such as Pinterest, the algorithmic 
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image suggestion system not only works following search terms, object 
categories or formal analogies (shape, color, texture) with other im-
ages, but also through an automatic selection and ranking of the pic-
tures reputed as aesthetically superior (Liu et al. 2014). Selection and 
ranking make use of software that predicts the order of preference for 
images by users based on their past choices. In platforms such as Flickr 
and Pinterest, these processes have already been developed and im-
plemented with success (Yeh et al. 2010.). Some of them use purely 
algorithmic techniques, others are based on a hybrid between content 
analysis, user recommendations and search words. The selection is 
made through the identification of certain features of the images that 
have been analyzed with large databases and appear to correlate with 
the general preferences of particular users. A relevant consequence of 
the algorithmic analysis of photographic quality is the occurrence of a 
feedback-loop between expressed preferences and suggested images, 
visual “filter bubble” and the consequent convergence of photographic 
styles that contain features that are considered aesthetically more 
pleasing by the majority of users. The efficiency of these systems is 
demonstrated by the increase in users’ consumption of the content 
offered by the suggestion algorithms (Zhong et al. 2015). 
From the perspective of photographers, predicting which image 
will be the one closest to the user’s taste would mean targeting the 
categories and styles according to which an image will have a greater 
degree of popularity. For those uploading images with the goal of max-
imizing interest and appreciation by users, there will be the incentive 
to follow the formal styles and cues that are most likely to be selected 
and suggested by the system. Therefore, in a circular feedback process 
of learning and suggesting, the algorithm not only identifies what is 
aesthetically optimal, but directs those who produce images to follow 
those optimality criteria (Veerina 2015). 
Another popular case is the image sharing platform Instagram, 
which is an example of a social network based on everyday visual aes-
thetics (Manovich 2017) in which, on the one hand, stylistic and aes-
thetic choices allowed by the platform offer a unique possibility of 
compositional personalization, but, on the other hand, favor a process 
of large scale diffusion and aesthetic influence where innovations (e.g., 
a specific filters, framing, compositional style, subject choice, pose or 
expression) that are successful are rapidly adopted on a global scale 
and contribute to the evolution of trends in the social visual culture. 
The individual style, gaze and compositional habits that determine how 
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a user generates content are empowered and influenced by a sugges-
tion algorithm that analyzes his past preferences and behavior, as well 
as the network of his social connections, taking cues from the images 
that have been liked by himself and by the people he follows, thereby 
generating a numerical score assigned by the system to each image in 
order to prioritize which picture to show. The final result is not only to 
capture the user’s attention, but also to cultivate his visual standard 
and preferences and suggest, at the same time, formal and composi-
tional solutions in the production of new pictures. 
 
 
2.2. Music and the extractions of acoustic attributes 
 
In the context of the daily consumption of music we are witnessing the 
evolution of complex methods in which the algorithmic analysis of the 
audience’s preferences is combined with the critical evaluation of ex-
perts and musicologists, in some cases replacing it. As a primary exam-
ple, the Music Genome Project is a project developed in 1999 with the 
aim of capturing the essential components of musical qualities using 
over 450 traits (or musical “genes”) attributed by trained music experts 
to describe songs. The project utilizes a complex algorithm to organize 
them. Each attribute corresponds to a musical characteristic of a song, 
describing its tonal quality, the key, the instruments played, the type 
of rhythm, the gender of the vocalist, etc. An internet radio service like 
Pandora, currently only available in the US, uses this system to pre-
cisely define the tastes of listeners. Through behavioral targeting, the 
system identifies specific listening habits based on what the person 
does at different times of the day (e.g. unobtrusive background music 
during worktime, relaxing tune in the evening, more innovative sug-
gestions during free time, and so on). The result is a scientifically 
tracked series of “everyday aesthetics” of the users, through the anal-
ysis of their behavior, mood and aesthetic needs. Moreover, the pro-
filing of personal listening habits and the correlation with the large da-
tabase of musicological data allows them, according to Pandora’s de-
velopers, to discover particular relationships between musical prefer-
ences, personal attitudes and social traits (Prey 2017 and Titlow 2013). 
While Pandora uses a classification system of music built by expert 
musicologist, the Echo Nest system, in contrast, relies largely on auto-
matic extraction of data, consisting of algorithms that analyze both the 
musical content (through “machine listening”) and texts of websites 
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that mention songs, articles by critics and forum sites that discuss mu-
sic (Morris 2015 and Aguiar et al. 2018). The system was acquired in 
2015 by the music service Spotify, which offers playlists for users that 
are partially determined by the algorithmic tracking of individual pref-
erences and also by the curatorship of professional DJs. A recently in-
troduced musical playlist (Discover Weekly) is a completely computa-
tional suggestion that uses a complex algorithm based on three main 
methods: 1) collaborative filtering, which analyze both the user’s be-
havior and the behaviors of other people. It uses data such as the lis-
tening counts of the tracks, whether a user saved the track to his own 
playlist or visited the artist’s page; 2) Natural Language Processing 
(NLP) models, which analyze metadata, news articles, and blogs, crawl-
ing the web constantly looking for written text about musical topics 
and identifying the “cultural vectors” associated with specific artists 
and songs; and 3) audio models, which analyze the raw audio tracks 
themselves (by means of neural networks similar to those used in facial 
recognition software). Those models automatically rate the features of 
a song, like, for instance, its “valence”, that is the emotional positivity 
or sadness conveyed by a track. Other acoustic attributes – like, e.g. 
danceability or instrumentalness – are algorithmically extracted and 
correlated with the user’s taste profiles (Jacobson et al. 2016, Pichl et 
al. 2017 and Ciocca 2017). These profiles assess style and taste attrib-
utes like the “mainstreamness” of a user’s taste (how widely popular 
is the music he tends to listen), freshness (the level of novelty he pre-
fers), diversity (the level of openness to new sounds, the frequency of 
adding new music to his own playlists), discovery (how often the user 
listens to songs that later get popular), hotness and so on. Taste pro-
files measure every subject along each of these different scales and 
compare him to everyone else, correlating the user with algorithmi-
cally extracted musical attributes.  
 
 
2.3. Film: the calculation of movie culture 
 
The relationship between algorithm and film culture has been more 
widely discussed after the diffusion of the media platform Netflix (Finn 
2015, Lawrence 2015 and McDonald et al. 2016). According to Finn, 
Netflix clearly shows the transition from a flawed and inaccurate 
method in which algorithms are used to analyze judgments and sub-
jective evaluations of users (drawing on their ratings expressed by 
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“stars” and votes) to an algorithmic observation and profiling of all 
their viewing habits. Metrics like completion rate, stop and start time, 
time of day, search history and viewing behavior (e.g., pause, skip, fast 
forward, rewind, etc.) could be described as the sum of the user’s “mi-
cro-cultural practices” and behavior, which are taken in account not 
only to perfect suggestions but to gain insights on how users engage 
and react to specific aspects of the movie experience. Notoriously, 
Netflix developed over 1.000 tag categories that classify content by 
genre, time period, cast, plot development, and mood, using profes-
sional “taggers” to classify movies on an extremely fine-grained level 
(Lawrence 2015). These categories define so-called “micro-genres” (or 
alt-genres), which, by 2014, had amounted to more than 76.000 (like 
Australian 20th Century Period Pieces, Best Actor Oscar-winning Fight-
the-System Movies, Sentimental set in Europe Dramas from the 1970s 
etc.). This micro-classification allows the company to get a nuanced 
view of consumer preferences and optimize Netflix’s recommendation 
engine (about 75%-80% of viewer activity is influenced by the recom-
mendation algorithm). Netflix can attain a very detailed picture of the 
user’s personal taste in a way that otherwise might not even be acces-
sible to the user himself. 
But the major development of this data-driven approach concerns 
decisions regarding what movie to produce. Being a “system for calcu-
lating culture” (see Finn 2015) that is able to “understand content as 
well as consumers”, Netflix allowed producers to decide whether or 
not to greenlight additional runs of a series, identifying which episodes 
or scenes particularly resonated with audiences. The classic example is 
the production of the series House of cards. Netflix used its algorithms 
to determine whether an audience might exist for a combination of a 
David Fincher movie, the actor Kevin Spacey, the genre of political 
thriller, and so forth (Hallinan and Striphas 2017). After several years 
of data-experimenting, Netflix had enough information to create orig-
inal shows from scratch that had a success rates of 80%, compared to 
the 30%-40% rates of traditional TV shows. In allowing the production 
of series like Orange is the new black, Netflix had already determined 
its higher likelihood of success using viewership data from similar 
shows and greatly reducing the risks of failure. 
From this perspective, Netflix could be considered more of a data 
analytics company than a media company. Similar to what happens 
with digital giants such as Google and Facebook, interaction with users 
takes the form of a mass social experiment in which information about 
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people’s preferences, tastes and behaviors is collected, analyzed and 
associated with specific stimuli and cultural contents. This allows com-
panies to sketch an increasingly detailed map of the audience’s psyche, 
their positioning in the cultural space and their desires concerning aes-
thetic consumption, making it possible to find out which are the most 
effective ways for introducing novel cultural products. 
 
 
3. Categorizations and the structuring of perception 
 
The detailed classifications of cultural and aesthetic content and its 
correlation with our sensitivity and taste not only has the function of 
satisfying our preferences in an increasingly refined manner, but also 
redefine how we perceive, enjoy and interpret those products. In his 
classic Categories of art, Kendall Walton (1970: 343) argues that we 
appreciate works of art in categories and that how we categorize 
pieces of artwork alters the features we assume those works have. 
How categories are built has profound implications on our evaluative 
standards and judgments. As we saw, the process of categorization be-
comes an implicit feature of the algorithmic analysis of a person’s con-
sumption and of the following feedback and filtering of information. 
Customization consists in a more and more detailed categorization of 
what we appreciate by means of data analysis, allowing for the devel-
opment of a predictive personalization, based on the assumption that 
similar people want similar things. 
Customization, on one side, can favor feedback loops that reinforce 
a person’s choices, leading to an algorithmic self-confirming aesthetic 
consumption. On the other side, from a closer look, what we observe 
is also that pre-determined categories are imposed from above on the 
individual choices in a schematic description of allegedly true prefer-
ences. Categories that are offered to our individual decision architec-
tures begin to function as an explanation for our aesthetic experience 
and appreciation. Recommendations, feedback and filtering of content 
become self-actuating – that is, they could instill in the user just those 
preferences that they presume he should have. 
The idea that algorithms increasingly determine how our aesthetic 
experience is structured in its consumption raises the issue of the con-
trol of the cultural categorization processes, recalling the traditional 
warning by Adorno and Horkheimer, according to which mass culture 
creates a system of schemes and filters that eventually become the 
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foundation of our collective perception of reality: “The whole world is 
made to pass through the filter of the culture industry” (1944, 2002: 
99, see also Berry 2014). 
Patterns and categories are fundamental in structuring our 
knowledge and experience: as far as cultural content is concerned, this 
process of categorization is progressively automated and outsourced. 
As previously shown, Spotify recognizes the musical genres we are 
mostly drawn to and use this knowledge to produce suggestions that 
increase our satisfaction and at the same move us towards new music 
that could expand the horizon of our preferences. Similarly, Netflix 
identifies extremely sophisticated narrative categories that are then 
used to target users’ consumption, satisfying their preferences but at 
the same time building their taste and influencing their viewing behav-
ior. 
In summary, algorithmic suggestion systems “perfect” the tastes of 
individuals through aesthetic and perceptive categories that are elab-
orated to catch our attention and keep us interested. It would be naïve 
to think that the goal of a successful platform would be to simply mir-
ror our actual preferences: individual taste needs to be cultivated, cu-
rated and expanded to maximize our engagement. Algorithms are 
therefore “cultural machines” (see Finn 2017) oriented to fulfill our 
consumption desire in the most effective way. They are also able to 
modulate what is culturally relevant and meaningful for us in ways that 
escape our direct understanding. The user’s taste is satisfied, but at 
the same time he is led into new paths. In this sense, the algorithm 
constitutes a technological unconscious (Thrift 2005) that operates at 
an unseen level and permeates the dynamics of our preferences, con-
sumption and aesthetic experience. 
 
 
4. From suggestion to profiling: the subject as a bundle of traits 
 
A further aspect of behavioral tracking in digital platforms is the devel-
opment of increasingly sophisticated profiling mechanisms that clas-
sify not only cultural content but also individuals themselves. The re-
finement of classification and profiling leads us to believe that those 
systems would eventually know us better than we know ourselves. The 
algorithmic personalization is based on the view that the user is a bun-
dle of different preferences and potential consumption traits: each 
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type of aesthetic consumption corresponds to a trait related to a spe-
cific taste, personality trait and a variety of socio-economic character-
istics. 
By identifying specific human traits and functions, technology has 
always allowed us to support and enhance individual components of 
our abilities: for example, empowering physical skills with tools or ve-
hicles, amplifying perceptive abilities with sensorial extensions such as 
microscopes and telescopes, integrating cognitive skills, like memory, 
through writing systems, memory storage devices and so on. In this 
sense, algorithms can be seen as instruments of further empower-
ment, outsourcing the ability for the subject to search, elaborate and 
choose within a set of almost unlimited content, maximizing his quest 
for information, but also for optimal aesthetic experience. 
In profiling users according to specific needs, suggestion systems 
analyze and disassemble the unique behavior of the individual into 
specific and targetable traits. For some commentators (see Raunig 
2016), this conforms to the view of the subject as “dividuum”, in par-
ticular along the definition offered by Deleuze and Guattari (1980), 
where the singular self is not a whole but a calculable aggregate of 
traits that merge and integrate with technology. A person’s affective 
and cognitive elements are connected and integrated into economic, 
technological, biological and social complexes. Therefore, the individ-
ual is not a monolithic given that relates with all these factors, but the 
product of a process of individuation through the dynamic intertwining 
with them. Similarly, every person is interconnected to others not as a 
whole personality, but through its algorithmically determined traits 
through social connections. This is a coupling that tends to work with-
out repression or ideological manipulation, since it only requires tech-
niques of modulation and modeling to guarantee the functional inter-
penetration between humans and machines. Deleuze’s main inspira-
tion for the idea that not the individual, but the process of individua-
tion is central, is to be found in the work of Gilbert Simondon (1958 
and 1992). According to Simondon, we should not assume the a priori 
existence of individuals as a cause of their behaviors and preferences. 
We are rather an effect of an always open process of individuation 
through our everyday acts and interaction with systems (including the 
environment, technology and human artifacts) that continuously de-
fine our identity, preferences and choices (Shaviro 2006 and Prey 2016 
and 2017). 
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If the relation to external systems is essential to the process of in-
dividuation, then it would be simplistic to see algorithms as mere tools 
mirroring preferences and traits of already-given individuals. If algo-
rithmic analysis is not only intended to better describe the subject, but 
to target and change his behavior, then the ideal of an algorithmic cul-
ture as an ultimate achievement of democratic public culture based on 
a transparent description of our preferences and choices would be a 
naïve illusion (Gillespie 2010 and Striphas 2015). Nobody knows, in de-
tail, the mechanisms underlying the main digital information systems 
such as Facebook, Amazon and Google, which are therefore far from 
being democratic and transparent; rather, they are private tools aimed 
at maximizing profit through increased user engagement. This sug-
gests that algorithms cease to be just a “telescope” that enhances de-
cision-making skills. They evolve “not merely to enact our decisions, 
but to control the decision pathways, the space of agency” (Finn 2015: 
97). Referring to Netflix, Finn states that we are witnessing “an atom-
ized viewing audience, interacting directly with the algorithm […] 
watching the show in our own private temporal stream, while Netflix 
watches us” (Finn 2015: 102-3). 
As Christian Sandvig put it (see Sandvig 2014), algorithmic targeting 
and profiling could lead to a “corrupt personalization”, that is the pro-
cess by which your attention is drawn to interests that are not your 
own. According to this view, personalization always follows a model of 
humans as experience maximizer: each trait that constitutes the (in)-
dividual manifests unexhausted consumption potentialities. There-
fore, suggestions will never back a person’s behavior who, for instance, 
would prefer to consume less, to set limits to his search of novelty and 
reach a point in which his interests are satiated. Profiling is never 
simply descriptive, but is transformative, and supports a pattern of be-
havior in which individuals are preference maximizers, transparent in 
their cultural consumption, and inclined to share their data with the 
system and the community of other users. 
 
 
5. The internalization of algorithmic taste: influence on creativity 
 
Technology shapes and forms its content and its users, as we know at 
least since Walter Benjamin. Every media’s innovation has always 
brought with it a change and evolution in cultural production, and 
there is always a relationship between technological advancement and 
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formal innovation in the creative domain. Following this point, we 
could say that algorithms not only track and describe human produc-
tion, but human creative choices begin to adapt to the output and the 
categories generated by the algorithm. For example, we have already 
mentioned how algorithmic visual curation impacted the production 
of photographic images through a modification of preferences and 
habits. 
In the case of the music industry, technological restrictions (or lack 
thereof) always determined creative constraints (or freedom from 
them), as shown by the effect that the numerous changes in the re-
cording technologies and support media had on musical production 
(Katz 2004). For example, an LP album in the years 1980-90 could only 
be about 45 minutes long, given the memory limitations of vinyl rec-
ords and optical CDs. Today, not only it is possible to have pop music 
productions of two or more hours, thanks to the absence of limitations 
in digital media storage, but there is an incentive to offer a greater 
number of singles per album to increase the probability of its success, 
since success is measured by how many times a single gets listened to 
through a streaming service: “Online streaming platforms create a 
highly saturated ecosystem that encourages a high level of competi-
tion for the listener’s attention” (Gauvin 2018: 302). With streaming, 
moreover, music producers have access to an immense amount of 
data: they can know which songs are skipped after a few seconds, 
which are most listened to in a playlist, and which musical styles or 
rhythms are able to attract more attention. This also led to a modifica-
tion of the melodic structure of musical pieces: since, in a streaming, a 
user usually listens only to the first seconds of a song before making 
the decision to keep listening or to skip it, the musicians are oriented 
to capture the attention of the listening in these initial moments. For 
instance, this can result in the immediate introduction of the main 
song refrain or in the decrease of the time before the initial entry of 
the singing voice. Additionally, musicians may attempt to produce cer-
tain styles or sounds because they are more likely to be picked up by 
algorithms. Further changes have been observed, such as a decrease 
in the number of words in song titles, a decrease in the time before the 
title of a song is heard, and a general increase in the average tempo 
(Gauvin 2018). 
Algorithms, as seen in the case of Netflix, can be explicitly used to 
model the creative process. In the case of the series Orange is the new 
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black, Netflix has even exerted an influence on the casting process ac-
cording to what its algorithms suggested would be the most effective 
choices for actors in terms of attracting viewers (Hallinan and Striphas 
2017). The analysis of data can lead to precisely define the format and 
length of a television production, its genre and narrative structure, 
rhythm and plot-twists, and the appropriate use of the emotional pal-
ette in the story with the aim of maximizing public success. 
It could be argued that this kind of analysis in the creation of any 
popular production is not a novelty: market research, feedback from 
focus-groups and observation of the public’s taste have always been 
the tools of producers of mass consumption products. But the intro-
duction of extensive data analysis has led to a more pervasive, broad 
and precise level of observation of public reaction and a more effective 
intervention on their preferences. 
Moreover, it could be argued that independent productions, in-
cluding “high” and sophisticated cultural products (such as contempo-
rary art, highbrow music and non-mainstream literature), are, per def-
inition, free from explicit algorithmic profiling and analysis. But this 
does not mean that they are free from the influence of algorithmically 
curated circulation of information. For instance, museums already 
have redefined the ways they organize and present their collections 
under the influence of the digital visibility of artworks (Pulh et al. 2015 
and Wilson-Barrano 2017). As renowned art critic Boris Groys recently 
suggested (2016), contemporary art practices are also influenced by 
the dynamics of the information flux to which we are exposed. All sub-
jects of the “artworld” (artists, critics, researchers, theorists) are heav-
ily dependent on the very same digital flows. According to Groys, the 
traditional creative process was characterized by a phase of isolation 
and seclusion, but with the Internet every user is exposed to the other 
and the reciprocal influence of art-creators and viewers, even those 
belonging to the restricted circle of the “artworld”, gets blurred in a 
constant circle where documentation, inspiration and production in-
fluence each other. When we search for an artist, his artwork, or for a 
specific trend, the Web provides us with a set of sites, critical texts, 
images of the artist’s works, and links to galleries, as well as videos and 
news articles. This not only creates a change in the way we view, access 
and experience art (both on or offline), but also in the way that the 
artworld itself (artists, researchers, curators, critics) thinks about the 
process of art-making. Every young artist or designer is constantly in 
search of new inspirations, is checking the state-of-the art of his field 
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or medium, and is trying to get a grasp of the trending zeitgeist in 
which she (consciously or unconsciously) tries to position herself. 
Creativity has always been the product of a “networked” inspiration 
and of the influx of what other peers are offering to the public atten-
tion. But with the rising use of digital media and the role of platforms 
selecting and filtering what is culturally relevant for our eyes and sen-
sibility the contribution of algorithms has become a presence that any 
cultural investigation into the dynamic of contemporary aesthetic can-
not ignore. In all this, quoting Manovich, “software is the invisible glue 
that ties it all together” (2013: 8). That is to say, the algorithmic filter 
mechanisms that select and organize the information we are exposed 




6. Conclusion: “Know thy algorithm” 
 
Algorithms shape us. They have a crucial role in the formation of our 
taste and in the directions we take in our aesthetic experiences. They 
adapt to our aesthetic choices, and choices are partly the result of how 
the algorithm teaches us, expands our self-knowledge, but also manip-
ulates us in subtle ways: aesthetic autonomy is a complex dialectic 
based on different degrees of externalized control. In investigating this 
dialectic, aesthetics as a discipline occupies a central role in trying to 
answer questions concerning how our choices and experiences are 
“cultivated” through a complex and not always transparent process of 
filtering and directing attention. Algorithms are opaque things – pro-
prietary black boxes whose primary goals do not necessarily align with 
those of their users. Taste and aesthetic experience have always been 
the result of the meeting of personal inclinations and preferences with 
complex and unpredictable factors such as education, cultural context, 
casual exposure to new stimuli, and external influences. All these fac-
tors are “imponderable levers” that contribute to serendipitous dis-
coveries and to the evolution of personal taste and aesthetic prefer-
ences. But with the rise of the algorithmic analysis of our aesthetic be-
havior, less and less is left to chance, and those imponderable levers 
become computable factors that are used to optimize the cultural 
products to which we are exposed. 
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Moreover, the anthropological model underlying algorithmic cul-
ture is the idea that a person’s aesthetic attitudes and tastes are de-
fined only in terms of manifest choices and consumption, based on the 
assumption that engagement, along with maximization of interest and 
attention, is the direct expression of autonomy and authenticity in the 
exercise of one’s own preferences. The assumption, here, is that we 
are consumption maximizers; the possibility that an individual would 
choose not to engage in an aesthetic experience or not to constantly 
look out for new cultural products is generally excluded by the very 
mechanism of algorithmic profiling and suggestion. 
A further question that should be investigated is if our preferences 
and tastes are undergoing a process of global homogenization, 
through the convergence of consumption habits and content, led by 
algorithms with the goal of engagement maximization, or if instead we 
witness an increase of plurality (or fragmentation) of styles, trends and 
aesthetic preferences by users that are atomistically closed in their 
bubble of personalized cultural choices. Alternatively, it could be the 
case that hyperconnectivity combines homogenization and atomistic 
personalization as a consequence of the individual profiling based on 
sub-personal components: every person is the particular combination 
of globally tracked and cultivated traits (the deleuzian dividuum). Spe-
cifically, if algorithms track and suggest pieces of content that are per-
tinent to specific social attributes and cultural capital (using Bourdieu’s 
terminology), this would not weaken, but would even further reinforce 
the mechanisms that shape culturally closed habits of taste and aes-
thetic consumption. 
Since viewing time, search queries, comments and “likes”, video or 
audio rewind, and past behavior feed into a process of intermediation 
that curates what we view, hear and read next, “we may find that we 
[…] cannot escape the data” (Morris 2015: 460). This omnipresence of 
trackable data points has often favored the dystopian idea of the digi-
tal realm as a surveillance device conducted by means of desire satis-
faction. Recalling Jonathan Crary’s observation about the double-
edged role of “screens” as today’s window of access to information 
and cultural consumption: “the screen is both the object of attention 
and yet capable of monitoring, recording, and cross-referencing atten-
tive behavior for purposes of productivity […]. Attentive behavior in 
front of all kinds of screens is increasingly part of a continuous process 
of feedback and adjustment within what Foucault calls a ‘network of 
permanent observation’” (Crary 1999: 76). 
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A dystopian view of algorithmic culture, however, presupposes the 
clear distinction between the autonomy of an already-given subject 
with respect to his tools, including technological devices. However, it 
would be more realistic to see technology as a component of human 
evolution, where subjectivity, that is the sum of human cognitive pro-
cesses, needs, and attitudes are the product of the dynamic interaction 
with innovations. Following the aforementioned intuitions of Simon-
don about the relationships between technology and subjects, we 
could say that algorithms are technical objects connected to each 
other, connected to persons and connecting persons with the world. It 
would thus be naïve to describe them as an instrument of alienation, 
rather they are “hyper-artifacts” that network us and the world with 
all sorts of subtle relations, feedbacks and mutual dependencies. As far 
as aesthetics are concerned, algorithms should be seen both as tools 
that allow for experimentation with new ways of experience, taste for-
mation and self-cultivation, and as agents of soft power, guiding the 
individual by curating his desires and constantly transforming him: for 
all these reasons, knowing the working principles of algorithms should 
be an essential part of our self-knowledge. Transparency in their func-
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