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Operational quantum stochastic thermodynamics is a recently proposed theory to study the ther-
modynamics of open systems based on the rigorous notion of a quantum stochastic process or
quantum causal model. In there, a stochastic trajectory is defined solely in terms of experimentally
accessible measurement results, which serve as the basis to define the corresponding thermodynamic
quantities. In contrast to this observer-dependent point of view, a ‘black box’, which evolves unitar-
ily and can simulate any quantum causal model, is constructed here. The quantum thermodynamics
of this big isolated system can then be studied using widely accepted arguments from statistical me-
chanics. It is shown that the resulting definitions of internal energy, heat, work, and entropy have
a natural extension to the trajectory level. The canonical choice of them coincides with the pro-
claimed definitions of operational quantum stochastic thermodynamics, thereby providing strong
support in favour of that novel framework. However, a few remaining ambiguities in the definition
of stochastic work and heat are also discovered and in light of these findings some other proposals
are reconsidered. Finally, it is demonstrated that the first and second law hold for an even wider
range of scenarios than previously thought, covering arbitrary quantum causal models based solely
on a single assumption about the initial system-bath state.
I. INTRODUCTION
The success of the classical framework of stochastic
thermodynamics is undeniable. It pushes the validity
of the laws of thermodynamics far beyond their origi-
nal scope, it allows to consistently describe the thermo-
dynamics of small fluctuating out-of-equilibrium systems
even along a single trajectory, and many of its predictions
have been verified experimentally [1–6].
In contrast, how to describe the thermodynamics of
small quantum systems along a single ‘trajectory’ re-
mains a subject of debate since 20 years. Obviously,
the reason is the measurement backaction of an exter-
nal observer, who manipulates a small quantum system
and thereby changes the process. This implies that any
theory of quantum stochastic thermodynamics should
be able to consistently treat the measurement backac-
tion and is necessarily different from its classical coun-
terpart [7]. Over the past, many different approaches
have been put forward, often differing in their predic-
tions and lacking either an experimentally feasible way
to verify them or the ability to describe real quantum
effects. Recently, based on a rigorous notion of a quan-
tum stochastic process or quantum causal model [8–14],
an ‘operational’ approach to quantum stochastic ther-
modynamics was constructed [15–17]. It puts the ex-
perimenter in the foreground by explicitly including all
external interventions (state preparation, measurements,
feedback operations, etc.) in the description. A ‘stochas-
tic trajectory’ is defined solely in terms of experimentally
available (classical) measurement results, on which the
corresponding thermodynamic quantities are built. The
formalism is free from many restrictive and previously
used assumptions (e.g., perfect measurements, continous
measurements, detailed control about the bath degrees of
freedom, no feedback control, use of ambiguous notions
for time-reversed trajectories, etc.) and can be readily
applied to analyse a multitude of experiments including
Refs. [18, 19].
Nevertheless, the definitions used in Refs. [15–17] were
derived from an observer-dependent point of view, in-
volving quantum measurement theory, subjective choices
of the ‘Heisenberg cut’, and certain classicality assump-
tions. To circumvent the use of any such elements, this
paper rederives the framework of operational quantum
stochastic thermodynamics based on a inclusive, Hamil-
tonian (‘autonomous’) approach. By using only argu-
ments from nonequilibrium statistical mechanics of iso-
lated systems, we provide a solid and independent jus-
tification for the definitions of Refs. [15–17]. To the
best of the authors’ knowledge, this distinguishes the
operational approach from other proposals in quantum
stochastic thermodynamics.
The idea to model everything autonomously is not
novel and has been used very successfully to understand
the physics of Maxwell’s demon [20–27] or the thermody-
namics of various forms of information processing [28–30].
Of particular inspiration in our context is the approach
by Deffner and Jarzynski [29], hence it is also worth-
while to distinguish our approach from it. First and
most importantly, they did not explicitly connect their
autonomous approach to an observer-dependent point of
view to obtain the corresponding thermodynamic defini-
tions at the trajectory level. Second and more an issue of
technicalities, their approach was classical, used certain
weak coupling assumptions, and they treated information
and entropy differently by excluding correlations, which
turn out to be crucial for our purposes. By overcoming all
these assumptions, we do not only justify the framework
of Refs. [15–17], but we provide a general and promising
tool to study the emergence of thermodynamic quantities
at the trajectory level, also for classical systems and even
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2beyond the present considerations.
The rest of this paper is structured as follows. In Sec. II
we briefly review the essential of a quantum causal model
or quantum stochastic process. Afterwards in Sec. III, we
carefully construct the corresponding autonomous model,
whose dynamical equivalence to a quantum causal model
is proven in Sec. IV. The central part of this paper is
Sec. V: there, we study the thermodynamics of our au-
tonomous model using arguments from statistical me-
chanics, we demonstrate that it naturally induces defi-
nitions at the trajectory level in accordance with opera-
tional quantum stochastic thermodynamics, but we also
discuss some remaining ambiguities, also in connection
with other proposals. The paper ends with some addi-
tional noteworthy remarks in Sec. VI.
II. QUANTUM CAUSAL MODELS
Albeit there are some differences in the detailed math-
ematical description of a quantum causal model or quan-
tum stochastic process [8–14], the common idea is that
the primary entity in an experiment is the control opera-
tion (also called intervention or instrument) performed
on the system, but not the state (i.e., density opera-
tor) of the system itself. By shifting one level higher
from states to operations, a quantum causal model can
be represented by a multi-linear map from the set of in-
terventions (applied at different times) to a final output
state. While being quite abstract at first place, it offers
many conceptual advantages, for instance, to optimize
quantum circuits [31, 32], to rigorously define quantum
non-Markovianity [33] or classicality [34, 35] in quantum
processes, as well as to design multi-time resource theo-
ries [36]. If the system is classical, the approach reduces
to classical causal modeling [37], which allows to go be-
yond the standard description of a classical stochastic
process, which is based only on passive and perfect ob-
servations. We here follow closely Refs. [13, 14], which
has a clear interpretation in terms of stochastic trajecto-
ries, see also Ref. [38].
To begin with, we briefly repeat the essential of quan-
tum operations (also called instruments or interven-
tions) [39, 40]. At any time any such operation is de-
scribed by a completely positive map A(r), where r de-
notes the measurement result associated to this interven-
tion. This could be the result of a standard projective
measurement or a more general measurement [41, 42]. Its
action on the density operator ρS of the system is denoted
as ρ˜S(r) = A(r)ρS , where we used a ‘tilde’ to denote a
non-normalized state ρ˜S(r). The probability to obtain
outcome r is encoded in its trace p(r) = trS{ρ˜S(t)}. The
average effect of the intervention is descriped by the com-
pletely positive and trace-preserving map A ≡∑rA(r).
It can be written in the familiar operator-sum represen-
tation AρS =
∑
iKiρSK
†
i with
∑
iK
†
iKi = 1S , where
it is also known as a Kraus map. Here, 1S denotes the
identity in the system Hilbert space.
In a quantum causal model we allow that the exter-
nal agent interrupts the time-evolution of the system at
arbitrary times tn > · · · > t0 by arbitrary interventions
characterized by a set of completely positive maps A(rk).
Here, the subscript indicates the time tk at which the
intervention happens. Given a sequence of measurement
results, denoted by rn = (rn, . . . , r0), the non-normalized
state of the system at a time t > tn can be formally writ-
ten as
ρ˜S(t, rn) = T[A(rn), . . . ,A(r0)]. (1)
The probability for that to happen is p(rn) =
trS{ρ˜S(t, rn)}. Furthermore, T depends linearly on each
control operation and is in this context also known as the
‘process tensor’ [13, 14, 33]. It can be tomographically
reconstructed by measuring the final output state many
times in response to the chosen set of control operations
and hence, it is experimentally a well-defined object.
Microscopically, the process tensor arises from the fol-
lowing picture. Let
HSB(λt) = HS(λt) +HB + VSB (2)
denote an arbitrary system-bath Hamiltonian, where HS
(HB) is the bare system (bath) Hamiltonian and VSB
their mutual interaction. Furthermore, in view of the
thermodynamic framework considered later on, we al-
ready introduced some time-dependent driving protocol
λt (e.g., an electric or magnetic field), which can change
the energies of the system. For the present section, how-
ever, this is of minor importance. The global unitary time
evolution from t to t′ is described by the superoperator
ρSB(t
′) = USB(t′, t)ρSB(t)
≡ USB(t′, t)ρSB(t)U†SB(t′, t),
(3)
where USB(t
′, t) = T+ exp
[
−i ∫ t′
t
dsHSB(λs)/~
]
with
the time-ordering operator T+. Then, the process ten-
sor can be microscopically expressed as
ρ˜S(t, rn) = T[A(rn), . . . ,A(r0)]
= trB {USB(t, tn)A(rn) . . .
. . .USB(t1, t0)A(r0)ρSB(t−0 )
}
.
(4)
Here, ρSB(t
−
0 ) denotes the global system-bath state,
which can be arbitrary at the moment, prior to the first
intervention, which happens at time t0. Note that we use
in general the notation t± to denote a point in time just
before or after t. Furthermore, the multi-linearity of the
process tensor is evident from Eq. (4). Finally, remember
that each A(rk) ≡ A(rk)⊗ IB acts only non-trivially on
the system (we suppress any identity operations I as well
as many tensor products in the notation).
It turns out [10–14] that the framework can be even
further generalized. Remember that T is a process ten-
sor acting multi-linearly on a sequence of instruments.
Equivalently, the process tensor can be seen as an object
3that acts on the tensor product of spaces L(HS ⊗ HS),
where L(HS ⊗ HS) denotes the vector space of linear
maps acting on HS ⊗HS with the system Hilbert space
HS . Thus, if we denote by An:0(rn) ≡ A(rn)⊗· · ·⊗A(r0)
an element of that space, we can write Eq. (1) in short as
ρ˜S(t, rn) = TAn:0(rn). Now, due to linearity, it is possi-
ble to consider any sequence of control operations A′, not
only those that are decorrelated as An:0(rn) is. This hap-
pens, for instance, when one considers the average effect
of classical feedback control where A(rk) = A(rk|rk−1)
depends on previous measurement results. Note that also
the driving protocol λt = λt(rk−1) is allowed to depend
on previous measurement results. This generality cap-
tures any conceivable feedback scenario, but for nota-
tional simplicity we suppress the possible dependence on
rk−1 most of the times. Furthermore, it is even possible
to consider quantum correlated operations. This goes
beyond classical feedback control and can result in inter-
ventions that can no longer be written as a completely
positive map at a single time (the overall process ten-
sor nevertheless preserves complete positivity). It will
become clear from the exposition below that we can also
include this into our autonomous framework, but for ease
of presentation we refrain from discusssing the most gen-
eral scenario with all its details.
III. AUTONOMOUS MODEL
The experimental setup associated to a quantum
causal model, which we want to connect to an underlying
purely Hamiltonian framework, is depicted in Fig. 1. To
do so, we proceed in two steps.
First, we only consider the unconditional or unmea-
sured dynamics. This means that the external agent
only deterministically implements control operations Ak
at time tk described by completely positive and trace-
preserving maps, which do not depend on any measure-
ment result rk. Pictorially speaking, we ignore the right
hand side of Fig. 1 (the detector, the memory, and the
feedback loop). Then, the main insight to get an au-
tonomous Hamiltonian model for this situations rests
on the unitary dilation theorem, first proven by Stine-
spring [43] (see also Refs. [39, 40]). It states that any
control operation can be written as the reduced dynamics
of a unitary interaction with an external ancilla system:
AkρS = trA(k){USA(k)ρS ⊗ ρA(k)U†SA(k)}. (5)
Here, USA(k) denotes the unitary operator resulting from
the system-ancilla interaction and ρA(k) the initial state
of the kth ancilla, which was prepared in a preparation
apparatus P . Note that the unitary and the initial state
are allowed to depend on k. The Hamiltonian associated
to this ‘unconditional’ setup therefore reads
HSBPA(λt) = HSB(λt) +HPA(λt) +HSA(λt). (6)
In detail, it consists of the following parts:
FIG. 1. A system S is in contact with a bath, which – in
view of the thermodynamic framework considered later on
– is sketched as a heat bath with initial temperature T . A
preparation apparatus P sequentially produces ancillas A(k),
k = 0, 1, . . . , which interact with the system when they enter
the shaded grey area and thereby implement a control op-
eration. Afterwards, these ancillas are detected giving rise
to a measurement outcome rk, which is stored in a memory
M . As indicated by the feedback loop, the external agent
can decide to change, e.g., the state of each ancilla (sketched
with different colors) or the Hamiltonian of the system or the
system-ancilla interaction via the protocol λt conditioned on
all previous outcomes (not explicitly sketched).
A System-bath part HSB(λt): This is the same as
in Eq. (2) describing the system, bath and their
interaction ignoring any external influence.
B Ancilla preparation HPA(λt): In this part the
different ancillas are produced by implementing a
unitary UPA(k) prior to the interaction of ancilla
A(k) with the system. By fixing a suitable initial
state ρP (t
−
0 ) of the preparation apparatus, we can
– due to Eq. (5) by choosing an appropriate UPA(k)
– implement any operation we want on the ancilla.
Hence, we can prepare any ancilla state we like [44].
Due to this, the initial state of the ancillas ρA(t
−
0 )
can be in principle arbitrary, albeit in any experi-
ment there are certain restrictions imposed on the
preparation of the initial ancilla states, see, e.g.,
Refs. [18, 19]. Note that we use A to denote the to-
tality of all ancillas A(0), A(1), . . . , A(n) and that
n can be an arbitrary large number.
C System-ancilla part HSA(λt): This Hamiltonian
reads in detail
HSA(λt) =
n∑
k=0
[
HA(k) + VSA(k)(λt)
]
(7)
and describes the bare Hamiltonian HA(k) of each
ancilla A(k) as well as its interaction VSA(k)(λt)
with the system. Each HA(k) can be different and
in principle even time-dependent, albeit this is typ-
ically not the case and therefore, we omitted it
for notational simplicity. In contrast, the time-
dependence of VSA(k)(λt), which can be again dif-
ferent for each A(k), is crucial. Later on in Sec. IV
4we will design it in such a way that it implements
the unitary USA(k) in Eq. (5). At the moment, how-
ever, we are more relaxed and only assume ‘causal-
ity’, i.e., VSA(k)(λt) is zero outside the ‘interaction
zone’ with the system (the shaded grey area in
Fig. 1). Especially, it is zero when the ancilla gets
prepared in P or measured afterwards (see below).
D Work reservoir λt: We still allow for an external
time-dependent field λt, which is responsible for,
e.g., changing the system Hamiltonian HS(λt) or
switching on an off the system-ancilla interactions
VSA(k)(λt). This means that we model the driving,
which will be later on identified with the work sup-
plied to the setup, semi-classically. While this is
not fully autonomous (in the sense of a completely
time-independent model), the resulting dynamics
are nevertheless unitary. Note that the ideal limit
needed to generate a time-dependent Hamiltonian
out of a time-independent one is understood [29].
As the purpose of this paper is not to understand
the detailed autonomous modeling of work reser-
voirs, we stick throughout to this semi-classical pic-
ture for ease of presentation.
We remark that the setup specified so far is identical
to the framework of repeated interactions or collisional
models as considered in Refs. [17, 45–47]. Next, we want
to explicitly include measurements and conditioning in
the description. Here, the key mathematical ingredient
to autonomously model the observer is an extension of
Eq. (5). In fact, every possible instrument A(rk) can be
implemented as [40, 48]
A(rk)ρS = trA(k)
{
P (rk)USA(k)ρS ⊗ ρA(k)U†SA(k)
}
, (8)
where P (rk) is some orthogonal resolution of the iden-
tity in the ancilla Hilbert space,
∑
rk
P (rk) = 1A(k).
Note that the average effect of the instrument (8) is de-
scribed by Eq. (5), i.e.,
∑
rk
A(rk) = Ak. To implement
the instrument (8), we need additional degrees of free-
dom. They will turn out to describe an idealized classical
memory responsible for performing the measurement of
the ancilla and for storing the measurement result rk.
Finally, we also need to implement the feedback loop
as sketched in Fig. 1 in an autonomous way, but this
does not need any additional physical degrees of freedom.
Thus, the Hamiltonian (6) is generalized to
Htot(λt) = HM (λt) + VAM (λt)
+
∑
rn
HSBPA(λt, rn)|rn〉〈rn|. (9)
We now study its terms again separately in detail.
E Memory part HM (λt): Following the tradition of
the thermodynamics of computation [49], we split
the memory in informational degrees of freedom
(IDF) I and non-informational degrees of freedom
(NIDF) N , which are here responsible for dephas-
ing the IDF (see Ref. [29] for further directions).
Strictly speaking, the NIDF are not necessary for
the following, but we keep them as they simplify
the algebra and argumentation at some places and,
in particular, including them seems more realistic
from a physical perspective. Thus, the Hamiltonian
of the memory is split as
HM (λt) = HI +HN + VIN (λt). (10)
The Hilbert space of the IDF is spanned by the
vectors |rn〉 = |rn〉 ⊗ · · · ⊗ |r0〉 encoding the mea-
surement results. As customarily done, we assume
that these states are energetically degenerate, i.e.,
HI ∼ 1I . Furthermore, the IDF are initially in
a standard reference state ρI(t
−
0 ) = |1n〉〈1n| =
|1〉〈1| ⊗ · · · ⊗ |1〉〈1| decorrelated from the rest. We
assume that the NIDF acts like a pure dephasing
bath such that the information stored in I is clas-
sical meaning that, after tracing out the NIDF, the
IDF are only classically correlated with the rest:
ρSBPAI(t) =
∑
rn
ρ˜SBPA(t, rn)|rn〉〈rn|
=
∑
rn
p(rn)ρSBPA(t, rn)|rn〉〈rn|.
(11)
The dephasing can be implemented in various ways
and, in principle, does not entail any energetic
cost. An explicit example works as follows1: let
rk ∈ {1, . . . , d(k)} label the in total d(k) different
measurement results at time tk. Then, let HN de-
scribe a set of n non-interacting and energetically
degenerate entities, which are prepared in a max-
imally mixed state of dimension d(k) respectively,
ρN (t
−
0 ) = 1d(0)/d(0)⊗ · · ·⊗ 1d(n)/d(n) (note that a
maximally mixed state is identical to a Gibbs state
for degenerate energies). Then, let VIN (λt) imple-
ment a short unitary evolution between I(k) and
N(k) of the form UIN(k) =
∑
rk
|rk〉〈rk|⊗
∑d(k)
i=1 |i+
rk〉〈i|, which happens right after the kth measure-
ment. Due to the degeneracy it is obvious that
[UIN(k), HI + HN ] = 0 and thus, the unitary has
no energetic cost. Furthermore, straightforward al-
gebra shows that
Φ
(k)
dephρI ≡ trN
{
UIN(k)ρI ⊗ ρN (t−0 )U†IN(k)
}
=
∑
rk
|rk〉〈rk|ρI |rk〉〈rk|. (12)
Thus, we implemented a dephasing operation at
zero energetic cost, as desired.
1 This part can be skipped by readers, who know how to implement
a dephasing operation in a unitary way without energy cost.
5F Ancilla-memory part VAM (λt): This part is re-
sponsible for the actual measurement of the an-
cilla by correlating its state with the IDF, i.e.,
VAM (λt) = VAI(λt) =
∑n
k=0 VAI(k)(λt), where we
assumed that the kth IDF is responsible for the
measurement of ancilla A(k). The desired unitary
reads UAI(k) =
∑
rk
P (rk) ⊗
∑
i |i + rk − 1〉〈i|I(k)
such that for any ρA(k)
UAI(k)ρA(k)|1〉〈1|U†AI(k) =∑
rk,r′k
P (rk)ρA(k)P (r
′
k)|rk〉〈r′k|. (13)
This correlated state gives rise to Eq. (8) condi-
tioned on measuring the IDF in state |rk〉. Note
that the time-dependence of VAI(k)(λt) is such that
the measurement happens after the interaction be-
tween the system and the kth ancilla as imple-
mented by Eq. (7), but before the dephasing op-
eration (12).
G Conditional (feedback) part: So far, the ex-
ternal agent can implement arbitrary control oper-
ations A(rk) at an arbitrary set of discrete times
tk. However, in the most general case, the external
agent is also allowed to use the available informa-
tion in the memory to condition the future dynam-
ics after time t > tk on the so far available measure-
ment results rk. This is implemented by the last
part of Eq. (9),
∑
rn
HSBPA(λt, rn)|rn〉〈rn|, which
applies a different ‘unconditional’ Hamiltonian (6)
depending on the state of the memory |rn〉〈rn|. In
fact, due to Eq. (11) the evolution from time t+k to
t−k+1 is given by
ρSBPAI(t
−
k+1) = (14)∑
rk
USBPA(rk)ρSBPA(rk, t
+
k )U
†
SBPA(rk)|rk〉〈rk|,
where
USBPA(rk) = T+ exp
[
−i
∫ tk+1
tk
HSBPA(λs, rk)ds
]
.
(15)
Here, we excluded the results r` for ` > k
because we naturally assume that for t < t`
HSBPA(λt, rn) = HSBPA(λt, r`−1) depends only
on the so far obtained measurement results. To
conclude, for each measurement trajectory rk we
can apply a different Hamiltonian affecting any pos-
sible part of Eq. (6) and hence, allowing full control
about the system and the ancillas. If we do not per-
form feedback, then HSBPA(λt, rn) = HSBPA(λt)
for all rn. Note that we could even change the
time of the measurements during the experiment by
conditioning the memory Hamiltonian HM (λt) on
previous measurement results too. For ease of pre-
sentation we refrained from writing down the most
FIG. 2. This figure illustrates the causal order of the setup.
First, the kth ancilla gets prepared due to the interaction
VPA(k)(λt) ultimately resulting in the operation U (k)prep. Then,
the ancilla interacts with the system via VSA(k)(λt) and, in
the limit where this interactions happens instantaneously (see
Sec. IV), creates the operation U (k)ctrl. Afterwards, the ancilla
gets ‘detected’ via the interaction VAI(k)(λt) with the IDF as
described by the operation U (k)meas. Finally, the NIDF dephase
the IDF via VIN(k)(λt) in turn creating the operation U (k)deph.
We remark that there is some freedom of how to fix the time
tk, when the intervention ‘happens’. Here, it is indicated
as the time when the system-ancilla interaction takes place,
which is well-defined in the limit where this interaction is
instantaneous as assumed in Sec. IV. Note that we excluded
the feedback loop from Fig. 1 only for ease of presentation.
general case. Finally, we remark that the present
construction can be seen as the most general form
of coherent feedback control [50–52]. It can be nat-
urally used to study the thermodynamics of feed-
back control [20, 46].
We repeat that the causal order of the dynamics is
essential (see also Fig. 2): the preparation happens be-
fore the actual control operation (the system-ancilla in-
teraction), which happens before the measurement of
the ancilla, which happens before the final dephasing
of the memory. Apart from this causal order the time-
dependence of all interactions is so far arbitrary.
Finally, the time evolution is fully fixed by specifying
the global initial state, which reads
ρtot(t
−
0 ) = ρSB(t
−
0 )ρP (t
−
0 )ρA(t
−
0 )ρM (t
−
0 ). (16)
Here, ρSB(t
−
0 ) is an arbitrary initial system-bath state,
which we will need to restrict in Sec. V, ρP (t
−
0 ) is a suit-
able chosen initial state of the preparation apparatus,
to which we will return later on, ρA(t
−
0 ) is an arbitrary
initial ancilla state, and finally, the initial state of the
memory is chosen as ρM (t
−
0 ) = |1n〉〈1n|IρN (t−0 ) with a
suitable initial state for the NIDF as discussed above.
6IV. DYNAMICAL EQUIVALENCE WITH A
QUANTUM CAUSAL MODEL
We now show that our autonomous model captures
the dynamics of a quantum causal model as described
in Sec. II. For that purpose we need to implement the
control operations instantaneously. Ideally, this requires
that the interaction between the system and the kth an-
cilla can be written as
VSA(k)(λt) = δ(t− tk) ln(iUSA(k)) (17)
such that it implements an instantaneous unitary evolu-
tion USA(k) at time tk.
Starting from the initial state (16), the time evolution
of the global state can be iteratively constructed via
ρtot(t
−
k+1) = U (k)SBU (k)dephU (k)measU (k)ctrlU (k)prepρtot(t−k ). (18)
Here, U (k)SB is the unitary system-bath evolution from tk
to tk+1 [cf. Eq. (3)], and U (k)prep, U (k)ctrl, U (k)meas, and U (k)deph
describe the operations resulting from the preparation of
the kth ancilla, its interaction with the system, its mea-
surement, and the final dephasing of the memory (see
also Fig. 2). Their order follows from causality, but it
is not necessary that U (k)deph, U (k)meas or U (k)prep happen in-
stantaneously before or after the control operation U (k)ctrl
since they commute with U (k)SB . In fact, in an actual ex-
periment delays are unavoidable and preparations and
measurements can take a finite time [18, 19].
After tracing out the NIDF as well as all ancillas, which
are no longer participating in the interaction and which
we denote by Aout, we write Eq. (18) as
trAoutN{ρtot(t−k+1)} =
U (k)SBΦ(k)dephU (k)measU (k)ctrlU (k)prepρSBPA(k)(t−k )
(19)
Notice that we have replaced U (k)deph by the dephasing
map (12) and due to Eq. (11) we have
ρSBPA(k)(t
−
k ) =∑
rk−1
ρ˜SBPA(k)(t
−
k , rk−1)|1, rk−1〉〈1, rk−1|. (20)
Here, |1, rk−1〉 describes the state of the IDF before the
measurement, where the kth register is still set to its
standard state ‘1’. Furthermore, we assumed that only
ancilla A(k) is participating in the kth interaction, in
principle more general scenarios are conceivable2. Now,
2 For instance, the present framework also allows to ‘recycle’ an
old ancilla and to let it interact again with the system. This
could implement a quantum correlated operation as mentioned
at the end of Sec. II. For ease of presentation we refrain from
discusssing the most general scenario with all its details.
we use the preparation apparatus P to prepare any an-
cilla state ρA(k) = ρA(k)(rk−1) we like using U (k)prep. Due
to Eq. (9) this preparation procedure is allowed to de-
pend on the previous measurement results rk−1. After
tracing out P , we get
trPAoutN{ρtot(t−k+1)}
= U (k)SBΦ(k)dephU (k)measU (k)ctrl (21)
×
∑
rk−1
ρ˜SB(t
−
k , rk−1)ρA(k)|1, rk−1〉〈1, rk−1|.
Next, due to Eqs. (13) the action of the ancilla measure-
ment reads explicitly
trPAoutN{ρtot(t−k+1)} =
∑
rk,r′k
U (k)SBΦ(k)deph (22)
× P (rk)
[
U (k)ctrlρ˜SB(t−k , rk−1)ρA(k)
]
P (r′k)|rk〉〈r′k, rk−1|.
Note that U (k)ctrl = U (k)ctrl(rk−1) can be conditioned on all
previous measurement results due to Eq. (9). Equa-
tion (22) describes a giant Schro¨dinger cat state with re-
spect to the different superpositions of the measurement
results rk. This cat is killed by the dephasing operation:
trPAoutN{ρtot(t−k+1)} = (23)
U (k)SB
∑
rk
P(rk)
[
U (k)ctrlρ˜SB(t−k , rk−1)ρA(k)
]
|rk〉〈rk|,
where we introduced the superoperator P(rk)ρA(k) ≡
P (rk)ρA(k)P (rk) corresponding to the measurement re-
sult rk.
Now, imagine that our entire autonomous setup is
put into a black box. To verify its equivalence with a
quantum causal model, we imagine an external ‘super-
observer’ (who has engineered the black box), who reads
out the IDF by performing a projective measurement.
If the super-observer finds the results rk, the (non-
normalized) conditional state of the bath, system and
kth ancilla of the black box is according to Eq. (23)
ρ˜SBA(k)(t
−
k+1, rk) =
U (k)SBP(rk)U (k)ctrlρ˜SB(t−k , rk−1)ρA(k).
(24)
After tracing out the bath and the ancilla and using
Eq. (8), we are left with
ρ˜S(t
−
k+1, rk) = trB
{
U (k)SBA(rk)ρ˜SB(t−k , rk−1)
}
. (25)
If we iterate this, we arrive at Eq. (4). This shows that
our autonomous setup conditioned on obtaining the mea-
surement results rk includes any quantum causal model.
V. THERMODYNAMIC EQUIVALENCE WITH
THE OPERATIONAL FRAMEWORK
In this central section we derive thermodynamic defini-
tions at the ‘unmeasured’ level for our autonomous black
7box model (Sec. V B) and show that they naturally imply
corresponding thermodynamic definitions at the trajec-
tory level, which coincide with the definitions of Ref. [15–
17] apart from one minor exception (Sec. V C). However,
we also discuss possible ambiguities at the stochastic level
(Sec. V D) and reconsider two other choices in the liter-
ature in light of our findings (Sec. V E). We start with
some agreements though.
A. Agreements
The observer-dependent thermodynamic framework of
Refs. [15–17] was derived under certain idealized assump-
tions, which we summarize here:
I Initial state: The global form of the initial
state (16) remains, but we assume that the ini-
tial system-bath state is described by a Gibbs
state denoted by pi, i.e., ρSB(t
−
0 ) = piSB(λ0) ≡
e−βHSB(λ0)/ZSB(λ0). Note that this is in general
a correlated state. We also assume that the NIDF
are initially described by a Gibbs state as specified
in Point E above. They are initially decorrelated
from the rest.
II Classical and fast memory: The IDF are
treated as an ideal classical memory. This implies
that the IDF quickly dephase and, for all practi-
cally relevant times, are only classically correlated
with the system and the ancillas, see Eq. (11). Fur-
thermore, as already specified in Point E above,
the IDF are energetically degenerate and the de-
phasing operation is implemented without ener-
getic cost. Finally, the measurement of the an-
cilla modeled by the interaction VAI(λt) is ideal-
ized to be infinitely fast, i.e., of the form VAI(λt) =∑
k δ(t − t′k) ln(iUAI(k)), where t′k denotes some
time after the system-ancilla interaction.
III Preparation apparatus: In principle, the prepa-
ration of the ancillas can have a thermodynamic
cost. However, the goal of the repeated interac-
tion framework is to include ancillas in an arbi-
trary nonequilibrium state into a consistent ther-
modynamic framework, regardless of how they were
prepared [45–47]. Consequently, also Refs. [15–17]
ignored the preparation costs of the ancillas. In our
context, it suffices to point out that, at least in prin-
ciple, it is possible that the preparation has zero
thermodynamic cost. This happens by implement-
ing thermodynamically reversible preparations or
by having a preparation apparatus, which is itself
a giant ordered assembly of ancillas in all possi-
ble states (using a fine discretization of the ancilla
state space) and which provides us with all desired
ancilla states. We are not interested here in any
practical realization of our autonomous model, but
rather in the theoretical foundations of quantum
stochastic thermodynamics. Therefore, we neglect
in the following any discussion about the thermo-
dynamic cost of the preparation and simply assume
that it provides us with the desired ancillas.
Finally, in this section we do not assume that the
system-ancilla interaction VSA(k)(λt) happens instanta-
neously, but it can instead take a finite time as also con-
sidered in Refs. [17, 46]. In this sense we are more general
here than in Sec. IV. Indeed, we discuss at the end that
an instantaneous, delta-like interaction causes a subtle
difference in the thermodynamic description.
B. Thermodynamics at the unmeasured level
Our autonomous setup describes one big ‘supersystem’
SAI, which consists of the system itself, the ancillas and
the IDF, and which we label for the moment as X = SAI.
It is connected to two heat baths: first, the bath B in
direct contact with the system S and second, the NIDF
N responsible for dephasing the memory. The overall
setup can therefore be recast in form of the Hamilto-
nian Htot(λt) = HX(λt) +HB +HN + VXB + VXN (λt).
The following results are based on two recent advances
in strong coupling thermodynamics. First, we use the
quantum version [53] of the ‘Hamiltonian of mean force’
framework [54] (see also Refs. [55–60] for related research
in this direction). Then, we combine it with the frame-
work of Refs. [61, 62] to take into account the initially
decorrelated dephasing bath. A detailed calculation how
to combine the two frameworks can be found in the Sup-
plement of Ref. [17] and therefore we here only present
its essential elements.
We start with the definition of work, which quanti-
fies the global change in internal energy, i.e., Wtot(t) =
tr{Htot(λt)ρtot(t)} − tr{Htot(λ0)ρtot(t0)}. Furthermore,
by construction the interaction VXN (λt) caused by the
dephasing bath does not have any overall work cost,
see Point E above. Therefore, we can identify the to-
tal work with the work done on the supersystem X:
Wtot(t) = WX(t). It can be expressed as
WX(t) =
∫ t
t0
dstr
{
∂HX(λs)
∂s
ρX(s)
}
. (26)
Note that, whenever it will be clear from context, we
will suppress the subscript on the trace operation in the
following.
Next, we turn to the internal energy. To define it we
need the concept of the Hamiltonian of mean force, which
is defined via the reduced equilibrium state of a global
canonical Gibbs state. Specifically, with respect to an
arbitrary system X coupled to the bath B we define
pi∗X ≡ trB{piXB} ≡
e−βH
∗
X
Z∗X
, Z∗X ≡
ZXB
ZX . (27)
This implicitly defines the Hamiltonian of mean force
H∗X . Note that pi
∗
X 6= piX in general. In addition, H∗X
8depends on the inverse temperature β and the control
parameter λt. The internal energy of X becomes
U(t) ≡ tr {(H∗X + β∂βH∗X)ρX(t)}
+ tr{VXN (λt)ρXN (t)}, (28)
where ∂β denotes a partial derivative with respect to the
inverse temperature. The first line coincides with the
standard definition within the Hamiltonian of mean force
framework [53, 54], whereas the second line needs to be
added to take into account the initially decoupled sec-
ond bath [61]. However, this expression can be simplified
since the interaction VXN (λt) = VIN (λt) responsible for
the dephasing of the IDF is expected to act only very
shortly after each measurement and hence, for practi-
cally all times and in unison with Eq. (11) we can set
tr{VXN (λt)ρXN (t)} = 0.3 Hence,
U(t) = tr {(H∗X + β∂βH∗X)ρX(t)} . (29)
Because we now have a definition for work and internal
energy, this automatically fixes the heat via the first law
Q(t) ≡ ∆U(t)−W (t), (30)
where ∆U(t) = U(t) − U(t−0 ) denotes the change in in-
ternal energy.
Let us now turn to the second law. First, we define the
thermodynamic entropy of the supersystem X
S(t) ≡ SvN[ρX(t)] + β2tr{(∂βH∗X)ρX(t)}. (31)
Here, SvN(ρ) ≡ −tr{ρ ln ρ} denotes the von Neumann
entropy and the second term is a strong coupling cor-
rection [53, 54]. Then, the second law of nonequilibrium
thermodynamics states that the entropy production Σ is
always positive, which can be expressed as (kB ≡ 1)
Σ(t) = ∆S(t)− βQ(t) = β[W (t)−∆F (t)] ≥ 0. (32)
Here, we defined the nonequilibrium free energy
F (t) ≡ U − TS = trX{H∗XρX(t)} − TSvN[ρX(t)]. (33)
The positivity of entropy production follows from mono-
tonicity of relative entropy [63, 64] since
Σ(t) = D[ρtot(t)‖piXB(λt)⊗ piN ]−D[ρX(t)‖pi∗X(λt)],
(34)
where D[ρ‖σ] ≡ tr{ρ(ln ρ − lnσ)} denotes the quantum
relative entropy. Showing the equivalence of Eqs. (32)
and (34) is tedious, but follows only standard steps, see
the Supplement of Ref. [17].
We now investigate the definitions above in detail by
making extensive use of Eq. (11). First, the work (26)
3 An alternative strategy is provided by a permanently but
weakly coupled dephasing bath. Then, it also follows that
tr{VXN (λt)ρXN (t)} ≈ 0.
originates from the three time-dependent terms HS(λt),
VSA(λt), and VAI(λt). The first two are responsible for
the work supply
WS(t) = (35)∑
rn
p(rn)
∫ t
t0
dstr
{
∂HS(λs, rn)
∂s
ρS(s, rn)
}
,
WSA(t) = (36)∑
rn
p(rn)
∫ t
t0
dstr
{
∂VSA(λs, rn)
∂s
ρSA(s, rn)
}
.
The third contribution can be simplified by noting that
the ancilla and IDF are isolated during the measurement
such that we simply have to add up the changes in the
ancilla energies (remember that the IDF are energeti-
cally degenerate). Thus, let ρ′A(k)(rk−1) denote the state
of the kth ancilla after the interaction with the system
but before the measurement (which can depend on rk−1)
and let ρ′′A(k)(rk) denote its state after the measurement
conditioned on finding the IDF in state |rk〉. Then,
WAI(t) = (37)∑
rn
p(rn)
n∑
k=0
tr
{
HA(k)[ρ
′′
A(k)(rk)− ρ′A(k)(rk−1)]
}
.
This equation is derived in detail in Sec. V D.
Next, we turn to the internal energy and first notice
that the Hamiltonian of mean force can be simplified to
H∗X(λt) =
∑
rn
H∗SA(λt, rn)|rn〉〈rn|+ VAI(λt). (38)
This decomposition is due to Eq. (9) and causality. In
fact, at any given time t the interaction VAI(λt) com-
mutes with the rest of the Hamiltonian because the kth
ancilla and the kth IDF are isolated during the measure-
ment and any conditioning in our setup on the result rk
is assumed to happen after the measurement. Further-
more, as at most one ancilla is in contact with the sys-
tem at a given time (say the kth ancilla), we can always
simplify H∗SA(λt, rn) = H
∗
SA(k)(λt, rn) +
∑
i 6=kHA(i).
In the case of a causal model (instantaneous system-
ancilla interaction) we can even set H∗SA(λt, rn) =
H∗S(λt, rn) +
∑
kHA(k). The splitting (38) together
with Eq. (11) implies for the internal energy [denoting
HSA = H
∗
SA(λt, rn) for simplicity]
U(t) =
∑
rn
p(rn)tr {(H∗SA + ∂βH∗SA)ρSA(t, rn)} . (39)
Similarly to the term VXN (λt) in Eq. (28), we have also
here neglected the interaction term VAI(λt): it describes
a very fast process, whose temporary resolution is unim-
portant for us, see Point II above in Sec. V A. The ener-
getic change due to the measurement is nevertheless fully
captured by the work (37).
9Finally, we look at the definition of entropy, Eq. (31).
Due to Eqs. (11) and (38) this can be written as
S(t) =
∑
rn
p(rn){SvN[ρSA(t, rn)]− ln p(rn)}
+
∑
rn
p(rn)β
2tr{(∂βH∗SA)ρSA(t, rn)}.
(40)
Similarly, the nonequilibrium free energy becomes
F (t) =
∑
rn
p(rn)tr{H∗SAρSA(t, rn)}
+ T
∑
rn
p(rn){ln p(rn)− SvN[ρSA(t, rn)]}.
(41)
C. Conditional thermodynamics: the canonical
choice
Let us repeat our philosophy so far: We started with
an arbitrary quantum causal model and constructed an
autonomous model, which simulates it. The unitary di-
lation theorem (5) as well as its extension (8) to non-
deterministic interventions naturally forced us to in-
troduce a stream of ancillas and a classical memory
into the picture. Then, we studied the thermodynam-
ics of the isolated autonomous model by combining re-
cently developed tools in strong coupling thermodynam-
ics [17, 53, 54, 61, 62] and simplified the resulting ex-
pression as much as possible. Now, we imagine the same
situation as in Sec. IV where an external super-observer
measures the memory and obtains outcome rn. What
is the internal energy and system entropy as well as the
work supplied and the heat flown conditioned on this
outcome?
Above, we already wrote down all thermody-
namic quantities in a suggestive way as X(t) =∑
rn
p(rn)x(rn, t). Therefore, to get the right thermo-
dynamic quantity X(t) on average, x(rn, t) presents its
stochastic counterpart (denoted by a small letter). For
instance, the stochastic work at the trajectory level fol-
lows from Eqs. (35), (36) and (37) as
wS(t, rn) =
∫ t
t0
dstr
{
∂HS(λs)
∂s
ρS(s, rn)
}
, (42)
wSA(t, rn) =
∫ t
t0
dstr
{
∂VSA(λs)
∂s
ρSA(s, rn)
}
, (43)
wAI(t, rn) =
n∑
k=0
tr
{
HA(k)[ρ
′′
A(k)(rk)− ρ′A(k)(rk−1)]
}
.
(44)
Likewise, the internal energy (39) and heat (30) at the
trajectory level become
u(t, rn) = tr{(H∗SA + β∂βH∗SA)ρSA(t, rn)}, (45)
q(t, rn) = u(t, rn)− wtot(t, rn), (46)
where wtot(t, rn) = wS(t, rn) + wSA(t, rn) + wAI(t, rn).
Finally, the entropy and nonequilibrium free energy fol-
low from Eqs. (40) and (41):
s(t, rn) =− ln p(rn) + SvN[ρSA(t, rn)] (47)
+ β2tr{(∂βH∗SA)ρSA(t, rn),
f(t, rn) = tr{H∗SAρSA(t, rn)} (48)
+ T ln p(rn)− TSvN[ρSA(t, rn)].
These quantities, which were derived from an inclu-
sive, Hamiltonian approach, can now be compared with
the proposed definitions in Refs. [15, 17] (Ref. [16] deals
with the classical counterpart). To compare them, one
has to keep in mind that the definitions in Ref. [15] were
proposed for the weak coupling regime. This implies
H∗X = HX and in particular ∂βH
∗
X = 0. Furthermore,
the ancillas were called ‘units’ in Refs. [15, 17]. The kth
unit was denoted by U(k) and the entire string of units
was denoted U(n) instead of A.
Apart from one minor exception, all definitions coin-
cide. Therefore, the question raised in Ref. [15] “whether
there exist good a priori arguments” (in contrast to the
many a posteriori justifications given in Refs. [15–17])
to justify the definitions used in operational quantum
stochastic thermodynamics can be unequivocally be an-
swered with “Yes!”
The exception concerns Eq. (44), which was previ-
ously interpreted as a heat exchange of the ancilla dur-
ing the control operation, see, e.g., Eq. (31) in Ref. [15]
or Eq. (13) in the Supplement of Ref. [17]. Within our
autonomous approach we now recognize it actually as
a work cost, see below for more details. Interestingly,
somewhat anticipating this case, this term was excluded
from the second law in Refs. [15, 17]. Therefore, no ma-
jor conclusion has to be changed apart from relabeling
one term as work instead of heat. In fact, typically this
term is of minor relevance as it vanishes, for instance, if
the ancillas are energetically neutral or if the final mea-
surement of them happens in their energy eigenbasis as
in Refs. [18, 19].
D. Ambiguities in stochastic work and heat
We first catch up on the promised derivation of Eq. (37)
by focusing on the measurement of the kth ancilla.
During that measurement, described by the interaction
Hamiltonian VAI(k)(λt), the ancilla A(k) and the IDF are
isolated. The change in their internal energy is therefore
identical to the work supplied to them, i.e.,
WAI(k) =
∑
rk−1
p(rk−1) (49)
× tr{HA(k)[U (k)meas − I]ρ′A(k)|1, rk−1〉〈1, rk−1|}.
Here, we used that the IDF are energetically degener-
ate and Eq. (11). Remember that ρ′A(k) = ρ
′
A(k)(rk−1)
10
denotes the state of the kth ancilla after the interaction
with the system, which can depend on rk−1. Next, we
use Eq. (13) and take the trace over the IDF to infer that
WAI(k) =
∑
rk
p(rk−1)tr
{
HA(k)P (rk)ρ
′
A(k)P (rk)
}
−
∑
rk−1
p(rk−1)trA(k)
{
HA(k)ρ
′
A(k)
}
.
(50)
Notice that P (rk)ρ
′
A(k)P (rk) = P (rk)ρ
′
A(k)(rk−1)P (rk)
is a non-normalized state and its norm is the probabil-
ity p(rk|rk−1) to obtain result rk given the previous re-
sults rk−1. Thus, by writing P (rk)ρ′A(k)(rk−1)P (rk) =
p(rk|rk−1)ρ′′A(k)(rk), where ρ′′A(k)(rk) denotes the state of
the kth ancilla after the measurement conditioned on rk,
we obtain
WAI(k) =
∑
rk
p(rk)tr
{
HA(k)[ρ
′′
A(k)(rk)− ρ′A(k)(rk−1)]
}
.
(51)
Here, we also used the elementary rules of probabil-
ity theory p(rk) = p(rk|rk−1)p(rk−1) and
∑
rk
p(rk) =
p(rk−1). If we sum this expression over all k, we obtain
Eq. (37), i.e.,
∑n
k=0WAI(k) = WAI(t), where t is some
time after the measurement of the nth ancilla. Conse-
quently, the stochastic work (44) was identified with the
term following p(rk) in Eq. (37) and the heat (46) is in-
directly defined via the first law.
We are now in a position, where we can see the origin
of the ambiguity in assigning heat and work at the tra-
jectory level. Imagine we start with Eq. (49) again, but
replace the expectation value over the Hamiltonian HA(k)
of the kth ancilla with the Hamiltonian HS(λt) +HA of
the system and all ancillas and we consequently change
the state inside the trace from ρ′A(k)|1, rk−1〉〈1, rk−1| to
ρ′SA|1, rk−1〉〈1, rk−1|. Since the unitary operation U (k)meas
acts only non-trivially on the kth ancilla and the IDF,
this does not change the expectation value. If we then
follow the same steps as above, we end up with
WAI(k) = (52)∑
rk
p(rk)tr {[HS(λt) +HA][ρ′′SA(rk)− ρ′SA(rk−1)]} .
Since this expression is still correct, it allows us to con-
firm that the average work injected into the system or
the remaining ancillas is zero as expected. However, if
we now follow the strategy X(t) =
∑
rn
p(rn)x(rn, t) to
identify the stochastic work, we obtain the definition
w˜AI(k)(rk) =
tr {[HS(λt) +HA][ρ′′SA(rk)− ρ′SA(rk−1)]} .
(53)
Now, the stochastic work injected into the system or the
remaining ancillas is not zero since our state of knowledge
about those entities changes when receiving the measure-
ment result rk. Hence, if we sum this over all measure-
ments k, we do not get back Eq. (44). Consequently,
via the first law we also get a different expression for the
stochastic heat (46).
Note that this ambiguity of assigning stochastic heat
and work only happens during the measurement step of
the ancilla, i.e., Eqs. (42) and (43) remain unchanged,
and it also does not affect the definitions of state func-
tions such as stochastic internal energy or entropy.
E. Comparison with other choices in the literature
Together with the section above we are now in a po-
sition to reconsider other choices in the literature. In
particular, the question of how to describe a projective
measurement of a quantum system has gained a lot of
attention. For that particular class of interventions it
is actually superfluous to consider the stream of ancil-
las and one could directly look at an interaction between
the system and the kth IDF to implement a projective
measurement as described in Point F of Sec. III. On the
other hand, nothing will change in our conclusions if we
keep the ancilla but simply assume that it is energetically
degenerate, i.e., HA ∼ 1A for the rest of this section.
A theoretically successful approach to derive quan-
tum fluctuation theorems is the ‘two-point measurement’
scheme [65, 66]. In there, one considers an isolated sys-
tem subjected to two projective measurements of the en-
ergy at the beginning and at the end of the protocol. The
difference in the measurement outcomes is interpreted as
the stochastic work in this framework. This stochastic
work includes two terms. One term is due to changing the
system Hamiltonian HS(λt) in time, which is fully cap-
tured by Eq. (42). The other term interpretes the change
in energy caused by updating our state of knowledge due
to the final projective measurement as work. This term
corresponds to the alternative choice (53), which becomes
for energetically degenerate ancillas
w˜(E1, E0) = tr {HS(λt)[|E1〉〈E1| − ρ′S(E0)]} . (54)
Here, E1 (E0) denotes the result of the final (ini-
tial) projective energy measurement and ρ′S(E0) =
US(t1, t0)|E0〉〈E0|U†S(t1, t0) is the unitarily evolved ini-
tial state prior to the final measurement. Equation (42)
together with the choice (54) therefore reproduces the
work statistics of the two-point measurement approach.
Does this imply that Eq. (53) is the natural choice in-
stead of Eq. (44)? Notice that in this paper we were
mainly interested in an open system coupled to a heat
bath. Now, suppose we were to follow the ideology of
the two-point measurement approach and consider the
following situation. At some initial time t0 we have pre-
pared a two-level system in its excited state, ρS(t0) =
|e〉〈e|, which then evolves in time while being in contact
with a heat bath (which, for the sake of simplicity, is
considered to be an ideal weakly coupled Markovian heat
bath here). Then, we perform at time t1 > t0 a measure-
ment of its energy and find it in the ground state |g〉. If
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we do not drive the system (λt = constant), its change
in internal energy is simply
∆u = 〈g|HS |g〉 − 〈e|HS |e〉. (55)
Clearly, a natural interpretation of this situation would
suggest to identify ∆u with the heat exchanged with the
bath, which induced at some time t ∈ [t0, t1] a jump
from the excited to the ground state. Instead, the two-
point measurement approach would identify parts of ∆u
as work, namely the part of energy change caused by
a change of its state from ρS(t
−
1 ) (the state prior to
the measurement at t1) to |g〉〈g| (the post-measurement
state), cf. Eq. (54). For open quantum systems, the two-
point measurement approach therefore does not repro-
duce our classical intuition about heat exchanges induced
by stochastic transitions from one state to another, which
are revealed by updating our state of knowledge. In fact,
one can show that the canonical choice of Sec. V C re-
duces to the conventional definitions used in classical
stochastic thermodynamics [2, 4, 5] when considering
ideal measurements of an open classical system [15].
An opposite interpretation to the two-point measure-
ment approach was suggested in Ref. [67], where the
change in energy of an isolated system due to a projective
measurement of an arbitrary observable was identified as
heat. This heat does not appear in any second law and
it was called “quantum heat”. While we see that our
canonical choice in Sec. V C allows to identify parts of
the changes in energy due to a projective measurement
as heat, on average it predicts that any change in en-
ergy due to a measurement is due to work, which follows
from Eq. (52). This average, derived within our inclusive,
Hamiltonian approach, agrees with the two-point mea-
surement approach on average and coincides with the
“switching work” known from the repeated interaction
framework [46, 68]. Therefore, the concept of “quan-
tum heat”, at least as originally introduced in Ref. [67],
does not have any theoretical foundation within our au-
tonomous approach.
VI. FINAL REMARKS
The main message of this paper is a very positive one.
After 20 years of debate, the present paper shows that
there exists a straightforward way to derive the defini-
tions of quantum stochastic thermodynamics by starting
from unambiguous notions at the unmeasured level. A
certain amount of freedom in defining heat and work at
the stochastic level remains, but additional arguments
can be invoked in favour of one or the other. In particu-
lar, the most consistent choice might depend on the ques-
tion whether the considered system is open or isolated.
That this can give rise to different thermodynamic defi-
nitions should not be too surprising as this is the same
in classical thermodynamics. Furthermore, the resulting
definitions turn out to be surprisingly simple and mostly
follow from what was known (since a long time) at the
unmeasured level if one correctly takes into account the
measurement results rn. This basically means that one
has to replace ρS(t) by the correct state of knowledge
ρS(t, rn) to compute, e.g., the stochastic work or inter-
nal energy.
Furthermore, it cannot be overemphasized that the
operational framework of quantum stochastic thermody-
namics equips any quantum causal model with a consis-
tent thermodynamic interpretation, even along a single
trajectory. Apart from causality and an initially equili-
brated system-bath state, there is nothing else one has
to assume. In particular, the present paper shows that
the strong coupling definitions even hold in case of real-
time feedback control, which could not be established in
Ref. [17]. Thus, operational quantum stochastic thermo-
dynamics opens up the possibility to analyse the ther-
modynamics of almost every quantum experiment, even
beyond average quantities, and its thermodynamic con-
sistency is guaranteed by virtue of the results reported
here.
There is one caveat, however, which is not linked to
the framework of operational quantum stochastic ther-
modynamics per se but rather to the limit in which a
quantum causal model is defined. As long as the system-
ancilla interaction is not instantaneous, a clear advan-
tage of operational quantum stochastic thermodynam-
ics is that it allows to define thermodynamic quanti-
ties, even along a single trajectory, solely in terms of
experimentally available information. Everything can be
computed based on knowledge of the conditional system-
ancilla state ρSA(t, rn) given a trajectory of measurement
results rn. In this sense, the theory is fully ‘operational’.
But, quite ironically, this is no longer true in the peculiar
limit of a causal model, where the system-ancilla interac-
tion VSA(k)(λt) is idealized as a delta-peak [see Eq. (17)].
This implements a unitary U (k)ctrl on the system-ancilla
space, whose energetic change is work. But if the system-
bath coupling VSB is not negligible, the work WSA(tk)
invested in the kth control operation becomes
WSA(tk) = (56)
trSBA
{
[HS(λt) + VSB +HA(k)](U (k)ctrl − I)ρSBA
}
.
Evaluating the term trSBA{VSBρSBA} requires explicit
knowledge about the bath degrees of freedom, albeit for
any smooth, non-singular time-dependence of VSA(k)(λt)
this is never necessary, see Eq. (43). Thus, beyond
the weak coupling regime, the strict limit of a quantum
causal model makes the operational approach no longer
fully operational. However, at least for typical open
quantum systems linearly coupled to a quadratic bath,
Eq. (56) can be still efficiently computed using reaction
coordinate master equations as explicitly demonstrated
in, e.g., Refs. [25, 69, 70].
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