The effect of encrypting data before transmission on the Bit Error Rate (at the receiver) is analyzed. Block and stream cipher modes using the Data Encryption Standard (DES) algorithm are examined. The ability of various binary BCH codes and of interleaving to reduce the BER of ciphered data over a mobile digital communication link is also evaluated. Experimental results are derived from computer simulations where the fading channel is represented by Gilbert and Fritchman models. Simulations are also carried out over a Binary Symmetric Channel (BSC) to illustrate the difference in BER at the receiver as a result of the presence or absence of channel memory.
INTRODUCTION
In order to protect sensitive data transfers against eavesdropping or tampering, it is necessary to encrypt the data before transmission over the channel. The DES is the algorithm of choice for applications requiring low to medium security because of the high throughput rates achievable (up to 20 Mbits/s) [1,4] and because of the availability of economical hardware to implement it. The most commonlv used modes of oweration of DES in a diqital channel are block cipher modes (Electronic Code'book (ECB) and Cipher klock Chaining (CBC)) and stream cipher modes (Output FeedBack (OFB) and Cipher FeedBack (CFB)).
However, enciphering of data often results in a significant increase in the number of decoded bit errors at the receiver, due to error propagation which is inherent to some encryption modes. This additional degradation of the channel reliability is almost always unacceptable in a mobile communication channel where the signal already suffers from a high channel Bit Error Rate (BER) because of multipath effects (fading). In order to reduce the BER at the receiver, it is necessary to utilize Forward Error Correction codes (FEC) to allow the receiver to detect and correct some of these errors.
The aim of this research project is to determine the impact of enciphering on the BER at the receiver and to analyze the ability of various Bose-ChaudhuriHocquenghem (BCH) binary error correction codes to correct errors in the received VeCtOrS. The influence of bit interleaving on the BER is also examined.
In order to avoid confusion later on, we make the following definitions: DBER is defined as the Data bit Error Rate at the receiver, after decoding of the FEC code and after decryption. CBER is the Channel BER and refers to the number Of bits which are corrupted by the channel .The DBER may be higher or lower than CBER, depending on the FEC code and encryption method used. Figure 1 illustrates the order in which the various data processing steps are carried out.
DIGITAL CHANNEL MODELS
The mobile communication channel is characterized by slow and fast fading of the signal power envelope at the receiver [9]. The slow fading is generally caused by the topology of the terrain and distant scatterers. Fast fading is the result of standing wave patterns created by scatterers near the mobile unit. AS the mobile unit moves through the standing wave pattern, the signal strength fluctuates rapidly and fading occurs. When the receiver is in a fade trough, the drop in signal power can be of the order of 20 to 30 our simulation, the real channel simulated by the models is the city of Ottawa, which is defined as a medium density city.
DES AND OPERATION MODES
The Data Encryption Standard is a Substitution-Permutation algorithm [1, 4] which encrypts blocks of 64 data bits with a key of 56 bits. The data is cycled through the algorithm sixteen times to yield a highly non-linear and complicated relationship between the input data and output cipher, thereby ensuring that computer-aided attempts to break the code will be prohibitively long [l] .
The block cipher mode case, a message M is broken up in blocks of 64 data bits. Each block is encrypted as a unit and transmitted over the channel. The receiver simply decrypts the received cipher block with the same key used at the transmitter and recovers the original data. Note that because of the intricate relationship of all data bits within the ciphered block, a single bit in error within a block will invariably corrupt the entire 64 bit block (about half of the 64 message bits will be deciphered incorrectly).
Thus, bit errors propagate within the block in which they occur. However, since each group of 64 bits is ciphered independently from previous or subsequent ones, errors do not propagate outside the block of 64 bits in which they occur.
Another important property of the ECB mode is that an external aystem is required to keep the receiver and transmitter in bit synchronization. For this reason, ECB is usually referred to as a synchronous cipher.
In CBC mode, the encryption/decryption of a block of data is made dependent on the previously transmitted block, as shown in figure 2. The data block M to be ciphered is added (modulo 2 ) with the cipher block from the previous round of sncryption (C -) . For the first data block, a pre-determined initial vector (IV) is added to th8 data block to yield C . At the receiver, C ' is acquired, where C' is 1 when the channe'l introduces a bit erior, or 0 otherwise. 5 ' ; ? s ide&rypted' via the DES and added to the cipher block received in the previous step (the I V is used for the initial block). The mathematical operations involved are described below:
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Note that one bit received in error in block C' will corrupt 65 bits in all since the decoded block D (C' ) + C will not be hecoded correctly and the subsequent decoding of Dk(Cl,lf + dtl wiil'have one bit wrong. In general, j bits received in error within a block of 64 bits will corrupt 64 + j bits. Thus, in CBC mode, errors propagate within the block in which they occur and also to the next block.
However, CBC has the important advantage that no synchr'mization is required between the receiver and transmitter. If synchronization .La lost, this is equivalent to a bit error. when the erroneous digit is cleared from the receiver memory (after two blocks), correct deciphering operation resumes. As a result, CBC is called a self-synchronous cipher. Another advantage of CBC is that the chaining of contiguous data blocks prevents the insertion , deletion or replacement of some cipher blocks during transmission over the channel (ECB is vulnerable to all of these) [4] . For OFB, note that the generated bit stream added to the data bits (to form the cipher) is independent of the data bits being encrypted. Because of this, external synchronization is required between the transmitter and receiver.
However, OFB has the distinction of being the only cipher mode without any error propagation; A transmitted bit corrupted by the channel will not affect any other bit at the receiver. 
ERROR CONTROL CODING
Error correcting codes [2,10] map k data bits into a vector of n bits where (n>k). The additional n-k bits are often referred to as parity bits and they allow the receiver to detect/correct errors in the received vector. The code rate is defined as k/n and it indicates the real throughput of data across the channel. The error correcting capacity (t) of the code indicates the maximum number of bit errors (t) which may occur in a codeword of n bits and still result in the k data bits being correctly recovered at the receiver. If more than t bits are in error, the decoder will be unable to correct the codeword and the k data bits retrieved will be in error (about half of them). The capacity (t) increases as the number of parity bits (n-k) increases b,"t t p s results in a decrease in the code rate. A FEC code can usually detect 2 -2 error patterns (but only t can be corrected). The detection of errors can allow the receiver to request the retransmission of the corrupted codeword. In order to provide a worst case scenario, we did not consider this possibility in o u r simulation. Thus, a detected but uncorrectable error results in a corrupted block of k bits. BCH binary codes form an important class of FEC codes and are used extensively in communications networks.
Interleaving The receiver stores the bits in the c&qudhs of tl% mgmory array ancf"reads%ut a codeword after all its bits have been received. Although a delay of ((1-1) + (n-2) I) bits is introduced between the reception of bit bll and bit b of a codeword, interleaving will spread an error burst of I or less digits acr8ss the I codewords of the array. Thus, instead Of having one or more codewords entirely corrupted by an error burst (as would be the case without interleaving), a burst of I bits will result ,on average, in only one error per codeword after de-interleaving. If the error correction capacity of the code is at least one, then all the codewords will be recovered successfully at the receiver. Table 1 illustrates the results of o u r simulation experiment. To demonstrate the effect of channel memory on the DBER, a simulation run was made on a memoryless channel Binary Symmetric Channel (BSC) (uncorrelated, randomly Occurring errors) for the various cipher modes and BCH codes considered. A modest degree of interleaving ( 8 bits) was also examined to highlight the impact of the technique on the DBER. The following important observations emerge from the results obtained:
EXPERIMENTAL RESULTS
a) The DBER obtained by using the OFB mode of operation is identical to that of the unciphered data transmitted over the channel for all codes considered. This 1s because the OFB cipher mode is a simple substitution system which replaces data bits with pseudo-random ones.
b) The DBER for ECB mode is consistently lower than for CBC or CFB mode in all cases. The reason for this lies in the fact that a bit error affects a block of 64 bite for ECB versus 65 for the other two modes.
c) The performance of CFB and CBC modes are, on average, equivalent. This is not surprising since they both corrupt a block of 65 bits when a bit error occurs.
However, the DBER is not identical for a given channel and FEC code. This is because in CBC, a received bit error will affect the corresponding 64 bit block and the bit following it. By contrast, a received bit error in CFB will result in that bit being in error, followed by the next 64 bits. The subtle difference results in different (but statistically close) DBER when these two modes are simulated over the same channel and FEC code.
d) The impact of enciphering alone on the DBER is illustrated in rows 1 to 5 . For a memoryless channel, ECB has a ratio DBER/CBER of 2 3 . 4 4 versus 1 for raw data or OFB (CFB and CBC are slightly higher still). However, for a channel with memory, the ratio is significantly lower f o r ECB,CBC and CFB. It is the tendency of errors to cluster that causes this apparent improvement. As explained earlier, whether one bit or 30 bits within a block are in error, the finail outcome is always the same f o r these modes of operation; only one block of 64 or 65 bits will be corrupted in either case. The ratio is higher for the Gilbert model than the Fritchman one because errors are not so densely clustered in the former one (thereby affecting more blocks than the Fritchman channel).   ......................................   TABLE 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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.062 -0 31,16,3 ). This represents a 96% reduction in the DBER. However, the gains are less important for fading channels. Over the same range, the CBC mode data errors decrease from 14907 to only 14049 (Fritchman channel) . A similar pattern is apparent for the Gilbert model, but the reduction in DBER is better than for Fritchman (but still worse than the B S C ) . It is also evident that in some instances, the code with the higher n results in a higher DBER. This is explained in part by the fact that longer coded blocks have a higher probability of being affected by a channel error burst but are restricted by a fixed error correcting capacity. code. Since more blocks are transmitted, the probability that one of them will be corrupted by an error burst is increased. If this additional error probability is more important than the increased error correcting capacity of the code, the DBER will increase.
g) The use of interleaving produced mixed results in our experiment. It proved to be most effective in channels with memory where the error Cluster density is low and where the ratio t/n is highest. The lower the error buret density, the more efficient is interleaving of a fixed degree in removing the channel memory. When the ratio t/n is too low, interleaving increases the DBER. This is because interleaving spreads errors over many codewords. This is only efficient in reducing the DBER if the FEC code has the ability to correct the average number of bit errors per codeword, after interleaving. h) Another important fact which is not immediately apparent is that FEC codes introduce error propagation of their own when their error correcting capacity is exceeded. For example, if t+l bit errors occur within a block of n bits, a decoding failure will result and about half of the k data bits will be in error.
For example, a 31,26,1 codeword with only two bit errors in it will corrupt about 13 Of the resultant k data bits. This is one reason why the DBER increases as n increases while t remains constant (ie-15,11,1 and 31,26,1 codes).
CONCLUSIONS
The experimental results obtained indicate that the use of data encryption before transmission significantly increases the DBER at the receiver, regardless of the type of channel involved. The only exception to this rule is OFB enciphering mode, where no error propagation occute. CBC and CFB cipher modes are equivalent aa far as their DBER is concerned. ECB proved to be marginally superior (lower DBER) than cBC and CFB because of its lower error propagation.
The performance of FEC codes is strongly dependent on the channel type. FEC codes are much less efficient in channels which exhibit a high degree of memory (dense error clusters) than in memoryless channels. Also, for the FEC codes examined, as the ratio t/n decreased, the DBER increased. Interleaving was effective only when used in conjunction with a FEC code of adequate error correcting capacity (medium to low code rate). Otherwise, interleaving made a bad channel even worse. The efficiency of interleaving waa also seen to be strongly dependent on the channel statistics. Its performance was best when the error cluster density wae low (ie -Gilbert model).
