Abstract. The Internet of Things benefits from an increasing number of interconnected technical devices. This has led to the existence of so-called smart environments, which encompass one or more devices sensing, acting, and automatically performing different tasks to enable their self-organization. Smart environments are divided into two parts: the physical environment and its digital representation, oftentimes referred to as digital twin. However, the automated binding and monitoring of devices of smart environments are still major issues. In this article we present a method and system architecture to cope with these challenges by enabling (i) easy modeling of sensors, actuators, devices, and their attributes, (ii) dynamic device binding based on their type, (iii) the access to devices using different paradigms, and (iv) the monitoring of smart environments in regard to failures or changes. We furthermore provide a prototypical implementation of the introduced approach.
Introduction and Background
Nowadays, the integration of sensors and actuators becomes more and more important, especially for the emerging Internet of Things (IoT) [1] and Industry 4.0 [2] . Through the integration of raw sensor data, high-level information can be derived that leads to huge benefits, e.g., in advanced manufacturing [3] , smart homes [4] , or smart cities [1] . Additionally, the integration of
Automated Provisioning and Configuration of Devices
This section introduces the main contribution of the article: a system architecture and a method for automated provisioning and configuration of devices. Due to the many existing terminologies in the IoT area, we use the following terms in the context of this article: things are physical devices embedded with or connected to sensors and actuators. A sensor collects specific data within physical environments, e.g., the temperature of a room. An actuator is a mechanism used to act upon the smart environment, e.g., the electric engine to close a window. Furthermore, a digital twin is a virtual representation of the physical environment that is kept in-sync with it to enable its effective monitoring and adaptation.
Our approach for the provisioning and configuration of devices for the Internet of Things supports three types of devices: (i) plug-and-play devices, (ii) configurable devices, and (iii) constrained configurable device. A plug-and-play device has embedded sensors and actuators. However, it does not allow configuration via a (remote) management system but rather only provides interfaces to access sensor data and to control it through its actuators. Examples for such devices are WiFi-enabled wearables, cameras, and audio systems. A configurable device, such as a Raspberry Pi 1 , has sensors and actuators attached to it and offers a runtime, e.g., for the deployment of device adapters that extract and provision sensor data. A constrained configurable device, such as a microcontroller board Arduino 2 , has sensors and actuators attached to it as well. However, such devices have limited processing and storage capabilities and are connected to more powerful hardware, in this article referred to as gateway or as Device Adapter Platform. Figure 1 depicts the architecture of our approach. It consists of the following main components: (i) the Device Registry, which stores meta-information about the devices, sensors, and actuators, (ii) the Device Ontology, which describes sensor and actuator binding information, (iii) the sensor and actuator device adapters, stored in the Device Adapter Repository, which can be deployed directly on a device or on a Device Adapter Platform, and (iv) the Resource Management Platform (RMP), which provisions the sensor data as remotely accessible resources (pull) or via a publish-subscribe approach (push). Moreover, the RMP provides the access to actuators. In addition, there are two components for the monitoring of the smart environment: the digital twin of the physical environment and the Monitoring Dashboard, which displays the state of the physical environment. This architecture can be used as described by the steps depicted in Figure 1 (black circles). There are two kinds of actors: the domain user and the hardware expert. The domain user has knowledge about the physical environment and thus can model smart environments with their devices, sensors, actuators, and corresponding locations. More precisely, he creates the blueprint for the digital twin. This blueprint is a model containing information about the smart environment, e.g., a room, and its contained devices equipped with sensors and actuators. It serves the basis for the binding of the devices and for the monitoring of the environment. The hardware expert, in contrast, hastechnical knowledge about the devices, sensors, and actuators in the physical environment. He is responsible for creating and maintaining the Device Ontology, which serves as the basis for the binding of the devices. The separation of technical experts and domain users leads to a clear separation of concerns.
The architecture represented in Figure 1 enables the use of the method for automated provisioning and configuration of devices in six consecutive steps: (1) creation of the blueprint of the digital twin, (2) blueprint registration, (3) automated device adapter deployment and device binding, (4) creation of the digital twin, (5) enabling IoT applications to access and control the devices i.e., their sensors and actuators, and (6) monitoring of the digital twin through a dashboard.
Step 1: Digital Twin Blueprint Modeling
In the first step of the method, the domain user creates the blueprint for the digital twin based on the physical environment, which is well-known to him/her. The structure of this blueprint model could be realized, e.g., similarly to the one introduced by [12] . The underlying data model for the digital twin blueprint can range from ontology-based to XML-based or JSON-based representations. The blueprint for small environments, such as homes and offices, could be modeled through a graphical modeling tool as depicted in Figure 2 . In such a tool, the domain user can specify the size and the layout of the environment, e.g., one or several rooms in a smart home, and specify the hardware devices present in the environment with their corresponding properties. These properties describe specific information about the devices, such as the MAC-addresses, location, identifiers, and attached sensors and actuators. To simplify the modeling of devices with all these properties, they should already provide this information, e.g., through a QR code attached to them that can be scanned to automatically fill out the properties (e.g., the MAC address of the device). This leads to a reduced effort for blueprint modeling. However, the visualization has to cope with the modeling of very complex environments as well, such as a factory containing a huge number of machines and other elements. This problem is out of the scope of this article and, thus, part of our future work. In particular, we are working on a generic modeling language based on the TOSCA standard [13] , [14] , [15] .
Step 2: Blueprint Registration
In this step, the devices, sensors, and actuators of the environment are registered based on the information contained in the blueprint created in Step 1. Additional information about the devices, sensors, and actuators are retrieved from the Device Ontology by traversing it and searching for the corresponding entries of the sensors, actuators, or devices modeled in the blueprint. The ontology describes technical details that are necessary for an automated device registration, binding, and enabling the access to the devices; it can also be used as a meta-data source by IoT applications. The meta-data include sensor and actuator specifications (e.g., their accuracy and frequency). To enable an efficient storage and retrieval of this information, our ontology builds on the XML-based sensor markup language SensorML [16] . Ontologies offer the means for an automated editing and extension of information, using e.g., generated SPARQL queries. In IoT scenarios, the use of ontologies is commonly accepted [17] , [18] , [19] due to the heterogeneous, dynamic environments that have to be integrated. A condensed view of our ontology model is depicted in Figure 3 . It contains the following elements: Physical Object, Device, Sensor, Actuator, and Adapter. The ontology describes, which sensors and actuators are embedded in or connected to a device, as well as the adapter that is used for binding them. Devices, sensors, and actuators are derived from the super class Physical Object because they share several properties. The runtime environment the adapter is deployed into, i.e., the Device Adapter Platform or the device itself, can be derived through its type as previously described. If a device, a sensor, or an actuator is not represented in the ontology, an ontology snippet describing their properties has to be provided with the blueprint, which contains the necessary binding information. In this case, binding information means the device adapter that is being deployed to bind the device and information about how to connect to the device, e.g., the Secure Shell (SSH) credentials. However, in the following, we assume that the ontology contains all sensors, actuators, and devices of the specific domain our approach is applied to and is modeled correctly, which means that there are no syntactical errors contained in it. Once the binding information of devices, sensors, and actuators is retrieved from the ontology, they are used for automated device binding, which is described in the next step.
Step 3: Automated Device Adapter Deployment and Device Binding
After the required information to bind the devices has been extracted from the ontology, the next step is the automated device binding to enable IoT applications to access them. To achieve this, we first have to have a means to extract the sensor data from the corresponding sensors and to control the corresponding actuators. For this purpose, device adapters are required. The concept of device adapters is well-known in the field of IoT as a common concept to bind devices. More precisely, a device adapter is a piece of code containing the logic to connect to a device, extract the sensor data from the serial interface, activate actuators, and provision sensor data, in our approach, to the RMP. The provisioning of sensor data is usually conducted by the protocol HTTP or the lightweight queuing protocol MQTT 3 . We assume that a corresponding device adapter is provided in the Device Adapter Repository suitable for each device represented in the ontology. The corresponding device adapters to bind the devices, sensors, and actuators modeled in the digital twin blueprint were extracted from the ontology in the previous step.
In order to deploy device adapters automatically, they are retrieved from the repository and are subsequently parameterized, e.g., with the pin placement of sensors or the location of the RMP. As already mentioned, we support three different types of device bindings: (i) plug-and-play device binding, (ii) configurable device binding, and (iii) constrained configurable device binding. A plug-and-play device has embedded sensors and actuators. Such devices do not allow the deployment of device adapters on them but rather provide interfaces (oftentimes based on HTTP REST or MQTT) to extract the sensor data. In this case, an adapter, which uses the provided interface to retrieve the sensor data, still has to be deployed somewhere else (e.g., on a gateway or on a virtual machine). A configurable device (e.g., a Raspberry Pi) has sensors and actuators attached to it. The device adapters are deployed and executed directly on this type of device. A constrained configurable device has sensors and actuators attached to it as well, however, due to its limited processing and storage capabilities, this type of device is generally connected to a gateway, which is more powerful and has network capabilities. In this case, the device adapters are not deployed directly on the device, but on the gateway that is capable of extracting the information from the constrained device.
The deployment and execution of device adapters can be conducted either through SSH connections or through more sophisticated deployment approaches. In [11] , [20] , e.g., we describe how an SSH based deployment of device adapters can be realized, assuming that necessary software to run the adapters is already provided on the devices or on the Device Adapter Platform. However, using SSH connections comes with the drawback that an operating system, as well as a suitable runtime for the device adapter already has to be provided by the environment. To cope with this issue, Section 3 describes how device adapters can be deployed based on topology models describing the whole eco system of the environment the device adapter is deployed on.
Once device adapters are deployed and started, they constantly extract sensor data and send them to the RMP, which serves as an interface to upper-level IoT applications. Device adapters send sensor data to the RMP using different protocols such as HTTP or MQTT. Furthermore, the RMP offers an interface to trigger actuators of devices by invoking the corresponding device adapter scripts. Consequently, through this approach, the RMP enables abstraction from the concrete sensors and actuators of the devices.
Step 4: Creation of the Digital Twin In this step, we create the digital representation of the physical environment -the digital twinbased on the registered blueprint of Step 2 and the bound devices, sensors, and actuators (Step 3). The digital twin is a model that is constantly synchronized with the physical environment. More precisely, it provides the logic to monitor the health of devices, their location, current sensor data, and other parameters. The corresponding data is provided through the RMP that is connected directly to the devices. Adaptations of the physical environment, e.g. when a device gets added or removed, change the digital twin model. This can be achieved fully automatically through model transformation approaches such as XSLT 4 . Changes in the physical environment can be either detected automatically through the RMP using heart beats, or manually by domain users through the Monitoring Dashboard (cf.
Step 6 in Figure 1 ). The underlying model for the digital twin should be similar to the one used for the modeling of its blueprint in order to avoid tedious transformations. As mentioned earlier, ontologies or XML-based models could be used for this. We are aware that there are many challenges to synchronize the digital twin with real-time capabilities. This will be our future work.
Step 5: Enabling IoT Applications to Access Devices
In this step, we automatically enable IoT applications to access devices, i.e., IoT applications can get sensor data of devices and control their actuators. The devices have already been bound in
Step 3 through the device adapters, which send sensor data to the RMP and receive commands to trigger actuators. We provide two approaches to access sensor data through the RMP, namely: pull-based and push-based approaches. In the pull-based approach, IoT applications can actively retrieve sensor data based on a send/request model. In the push-based approach, IoT applications are notified about sensor data through a publish/subscribe model. We enable this through (i) a sensor data storage that stores all the sensor data provided through the device adapters so they can be retrieved by the pull-based approach. Furthermore, we provide (ii) a message broker to enable the publish-subscribe approach. Actuators can also be controlled through the RMP that calls the corresponding operations provided by the device adapters. In this manner, we enable IoT applications to access sensor data, as well as to control actuators in order to act upon smart environments.
Step 6: Monitoring of the Environment
The physical environment is represented by its digital twin, which is constantly synchronized with the physical world. We provide a Monitoring Dashboard (cf. Figure 1 ) that displays this digital twin in a graphical representation. In this way, domain users can, e.g., get visual feedback about faulty hardware devices in the environment, which are highlighted in the digital representation. Due to the exact virtual representation of the physical environment, the model can provide information about the exact position of the defect device so it can be replaced easily. In this case, after replacing the hardware, the digital twin is synchronized automatically by binding the affected devices as described in this method. Faulty hardware devices can, e.g., be detected through heart beats. Furthermore, a newly added device can be recognized through the appearance of a new, unknown MAC address in the environment. However, on detection of new hardware devices, the domain user still has to provide the necessary properties of the new device, so it can be bound to the RMP and can be added to the digital twin of the environment.
Automated Device Adapter Deployment and Device Binding Based on Topology Models
In Step 3 we introduced the deployment of device adapters, which can be realized through SSH connections or by employing more sophisticated approaches. In this section we describe how the deployment of such device adapters can be realized using topology models. Topologies of sensors, actuators, and arbitrary hardware are inherently complex and heterogeneous in the domain of IoT. As such, the deployment and provisioning of software, especially device adapters that route data from the sensors and commands to the actuators, present a significant challenge. Device adapter software must be installed, configured, and started for a possibly large set of IoT resources. Our approach to cope with such challenges is introduced as follows.
For the deployment and provisioning of device adapter software -or software in general -we designed a service that is able to embed arbitrary software artifacts into a topology model that represents a suitable runtime environment for that particular artifact. This topology model -which we call application topology model -specifies what kind of components and resources are required to run a particular software artifact. Application topology models consist of a graph of nodes and edges, whereas the nodes represent components, such as Web Servers, Raspberry Pis, or other kind of devices and the edges specify the dependencies between these components, e.g., that one component is hostedOn another component. Metamodels that support such constructs are provided, e.g., by the Service Component Architecture (SCA) [21] and the Topology and Orchestration Specification for Cloud Applications (TOSCA) [15] . The components and dependencies in these topology models are typically typed, e.g., a component may be of type ApacheWebServer or RaspberryPi3. Our approach is built on the basic concept of reusing application topology models as templates for automatically deploying software artifacts, in our case, for device adapters on devices. An overview of the approach is given in Figure 4 , which depicts a concrete example to embed a Python-based device adapter into a topology model consisting of a Raspberry Pi component as an IoT device and components to run a Python script on the Raspberry Pi. The main entities of the approach are the Artifact Packager and the Application Topology Template Repository. One of the responsibilities of the Packager is to receive requests containing software artifacts to be deployed, their corresponding application type and a device type which specifies the kind of device the artifact belongs to. With the given data the Packager determines a suitable Application Topology Template that can be used to deploy the artifact from the repository. After finding a suitable template, the Packager inserts the software artifact into the topology. For the Packager to be able to achieve this, the Application Topology Template Repository entails annotations for all stored templates. The minimal set of annotations consists of the Artifact Type and Target Node, where the Application Type depicts what kind of software artifact is expected to run inside the topology and the Target Node annotation specifies on which node the artifact must be inserted. After inserting the artifact to be deployed into an appropriate template, the resulting Application Package contains the topology model, as well as the inserted artifact. Thus, all information required to deploy this artifact is provided by this self-contained package. Instantiation of such topology models are, after packaging, achieved by using an application container that understands the used topology model, e.g., Apache Tuscany [22] in case of SCA models or OpenTOSCA [23] in case of TOSCA models. This allows to wrap software adapters into suitable topology models at runtime, which can be deployed fully automatically to retrieve data from sensors inside an IoT scenario or to control actuators. Thus, if a device adapter has to be deployed on a physical device, only an appropriate topology template has to be selected by the Packager depending on the device's type. Therefore, the packager also receives the type of the device on which the artifact has to be deployed. In our example, this is a Raspberry Pi as depicted in Figure 4 . After inserting the artifact, the topology model in the resulting Application Package, only has to be adapted to the concrete device. This means, that the MAC or IP address of the device and other information are inserted into the respective device component element in the model. After this completion, the topology model can be deployed fully automatically by an appropriate runtime as all required information is contained in the completed package. As a result, the approach enables to reuse proven knowledge about deploying artifacts onto physical devices as this knowledge can be captured using topology models.
Prototypical Implementation
We implemented an open-source prototype of the introduced approach, which is available on GitHub 5 . The technologies used for implementation are described in the following. The Device Registry component is based on NodeJS and offers a REST-based program interface. The registry uses SPARQL requests to access the Device Ontology, SSH to deploy the device adapters, and HTTP to notify the RPM that a new device has been registered. Currently, the native file system is used as Device Adapter Repository. The ontology was defined using the Web Ontology Language (OWL) 1.1 6 . The access to the ontology is done by SPARQL requests through the Apache Jena 7 framework. The RMP is also implemented in NodeJS, which enables an easy definition of a RESTful interface. Furthermore, due to the lightweight platform, it offers high efficiency. The sensor data storage is implemented using the NoSQL database MongoDB 8 , which allows high efficiency, scalability, and data replication. The direct push approach was realized using MQTT 9 and the Mosquitto 10 broker. A tool for modeling the digital twin blueprint, and a monitoring dashboard have not yet been implemented and are part of our future work.
The implementation of the Artifact Packager system resulted in a service exposing a RESTful API, which enables the packaging of software artifacts in TOSCA CSAR archives. Users are able to specify the artifact, its TOSCA ArtifactType, and a set of TOSCA NodeTypes that must be available in the TOSCA ServiceTemplate as TOSCA NodeTemplates. The implementation of the Artifact Packager itself was conducted in the language Java, using Jersey as REST framework. As an implementation for the Application Topology Template Repository inside the whole packaging system, we used the TOSCA Repository Eclipse Winery 11 [24] , which allows modeling all relevant entities of a TOSCA document. The Artifact Packager is open-source and available at GitHub 12 . To enable the wrapping of software adapters (in our scenario we need the means to deploy a Python software adapter), we created an application topology in the language TOSCA. To deploy this application topology, we use the OpenTOSCA Runtime Container [23] , which is a part of the OpenTOSCA Ecosystem [23] , [24] , [25] , [26] and is able to provision the given models in a declarative manner [27] . The TOSCA topology itself is depicted in Figure 5 using the visual notation Vino4TOSCA [28] and contains nodes that allow to install a Python-based device adapter on a Raspberry Pi 3. To configure the adapter, the topology also specifies a Mosquitto broker node with its Remote Host node and the Topic node the adapter should publish to. For binding the topology against a specific Mosquitto broker, the properties of the corresponding TOSCA nodes must be set accordingly. For instance, the Remote Host node contains the address of the broker, while the Topic node contains a property specifying the name of it. With this information the Python Device Adapter can be configured automatically by the container to publish its received sensor data to the desired Mosquitto broker topic. The developed topology is available on GitHub 13 . 
Related Work
Many similar approaches exist that either aim for the modeling of the smart environment or focus on the automated device binding. However, none of them combine both approaches in order to create and monitor digital twins of physical environments.
Mayer et al. [29] present an approach combining semantic metadata and reasoning with a visual modeling tool in order to enable the goal-driven configuration of smart environments. Users state which properties (i.e., goals) a smart environment should have. The system then determines whether goals can be reached and which actions are necessary based on the available services. This approach, however, assumes that devices are already deployed in the environment. In our approach, we model devices of the smart environment, which are automatically registered and bound in order to create a digital twin for their provisioning and configuration.
Nugent et al. [12] present HomeML, a XML-based open format for the exchange of data generated within smart environments. It aims to address problems caused by the heterogeneous data in such environments [12] , [30] . With the proposed format, a home, existing rooms, and the sensors within a room can be described. Furthermore, information about the persons living in the home (e.g., patient details, healthcare plans) are specified as well. HomeML serves as basis for our approach in regard to its modeling of physical environments. However, in contrast to homeML, we provide a more generic and lightweight model, which contains only essential information (e.g., device type, location, and MAC address) for the creation of blueprints. Additional, specific information are provided in the Device Ontology.
Li et al. [31] propose the employment of the TOSCA standard [13] to specify the basic constructs of IoT applications (e.g., gateways, controller, etc.) and their configuration, in order to improve the reusability of service management processes and to automate IoT application deployment in heterogeneous environments. However, modeling the components of IoT applications directly in TOSCA still requires some efforts, since the available TOSCA tools are not yet completely integrated with IoT concepts. This work was extended by Vögler et al. [32] , which present LEONORE, a scalable deployment framework to deploy and execute custom application logic directly on IoT gateways. However, in order to know which IoT gateways are available for the provisioning, the IoT gateways must have a pre-installed local provisioning agent. This agent registers the gateway with the framework by providing its unique identifier and gathered profile data (e.g., ID, MAC-address, instruction set, etc.). In our approach, no pre-installed components on the IoT-gateways are needed. The blueprint already contains the necessary information (e.g., MAC-address) to remotely connect to devices and bind them to the RMP.
In [33] the goal is similar to our approach. The authors present a middleware called Global Sensor Network (GSN), which enables binding data sources like sensors and data streams with zero programming effort. To realize that, a virtual sensor abstraction is provided in [33] , which allows declarative specification of deployment descriptors and basic processing of the data using SQL-like queries. In our approach, we separate these steps strictly. First, the dynamic sensor binding is done using ontologies. Second, the data is provisioned to sensor-driven applications.
Sensor description and configuration is standardized in IEEE1451.2 defining Transducer Electronic Data Sheets (TEDS) [34] that enable the self-description of sensors. Furthermore, an interface for standardized dynamic plug and play binding of sensors to networks is provided. In our approach, the physical binding of sensors is not the focus. We concentrate on an easy provisioning of sensor data to IoT applications through the Internet. Note that standards, such as the IEEE1451.2, could be used for device binding in our approach.
In [35] , a REST-based interface is built to access sensors and retrieve their data. By doing so, the article assumes an already in place sensor network bound to a gateway, which provides information of the sensors and manages their access for data retrieval. In contrast, our article does not necessarily assume the existence of such a gateway and, hence, manages the device binding itself. Only the provisioning of sensor data is similar to our approach in [35] .
In recent years, a large amount of Machine-to-Machine (M2M) gateways [36] , [37] , [38] , [39] have been created, such as FIWARE 14 , OpenMTC 15 , OpenIoT [40] , or GSN [41] , [42] . These gateways serve as a layer between physical sensors and "virtual" sensor data. It is important to note that the approach in this article does not try to compete with these approved platforms but rather uses them, i.e., provides a more abstracted layer on top in order to enable an easy way to bind devices in contrast to specific sensors, and to automatically provision data of the contained sensors to IoT applications using Internet technologies. More precisely, the mentioned platforms can be used as gateways by our approach to realize the device binding.
Middleware between the physical and application layer gain more and more importance [43] . The main purpose of such middleware systems is to hide and abstract the physical details in order to allow the programmer to focus on the development of a specific sensor-driven application. Furthermore, it is important to abstract from the concrete environment and its contained sensors and actuators that will be used after deployment of the application, in order to avoid a cumbersome and time-consuming configuration in each new environment.
SStreaMWare [44] is a service-oriented middleware for heterogeneous sensor data. It uses a hybrid approach supporting both centralized data streams and distributed sensor networks. Furthermore, a generic schema for sensor data representation is proposed (measures, timestamps, and properties) and declarative queries can be executed on the sensor data streams. SStreaMWare has an approach similar to ours in managing the sensors and binding them based on the devices.
OntoSensor [17] is a sensor knowledge repository for modeling and management of sensors. It combines SensorML, IEEE SUMO, ISO 19115, OWL and GML. The goal of OntoSensor is to achieve a usage for description of sensors in different application domains. Through the combination of many different sensor definition languages, the ontologies become heavy-weight and complex. In our approach, we aim for a particularly lightweight ontology. Because of that, we decided to use only a subset of SensorML and omit using the whole OntoSensor ontology.
DCON [45] is an ontology for representation of user activity context. In [45] , the authors combine many different OSCAF ontologies 16 to create a Personal Information Model: DDO (for Devices), DPO (for Presence), and DCON [45] for representation of user activity context. This is a specialized area and the ontologies are very detailed. In our approach the goal is to support any domain, so the concepts are more generic. Not everything is focused on the users, in our approach devices are the main focus and persons in contrast should not be monitored for privacy reasons.
In summary, the presented related work is mainly focusing on specific aspects like the modeling of smart environments, the access to devices, sensors and actuators using gateways, or the execution of queries on sensor data streams or in a sensor network. It shows that either the modeling of smart environments or the binding of devices was achieved. However, the integration of these components has not yet been conducted. This is an important task to enable end-to-end modeling and deployment of devices. By realizing this, we enable an easy provisioning and configuration of devices of smart environments even for domain users that are not familiar with all the technical details about, e.g., device binding and network communication. The domain user only has to provide information about the physical environment, which is well-known to him/her. Based on the created digital twin, domain users can monitor and manage the devices of smart environments themselves.
Evaluation and Limitations
In this section, we discuss the strengths and current limitations of our approach for automating the provisioning and configuration of devices in the Internet of Things.
As already shown in the previous work this article builds on [11] , [20] , we can achieve the automated binding of devices using SSH connections within milliseconds instead of hours or even days. In the extended, more robust binding approach based on TOSCA, this is still the case. However, a slight overhead is expected due to the TOSCA runtime environment used for deployment, which in return offers many advantages such as robustness and error handling. This overhead is still very small (seconds) in contrast to a manual binding. Consequently, the evaluation as discussed in [11] is still valid for our extended approach. The corresponding implementation to achieve this is described in Section 4. Furthermore, another strength of our approach lies in the separation of concerns between the domain user, interested in binding of devices without the need to know how this is achieved, and the hardware expert providing the expertise to realize the binding. Through this clear separation, non-IT domain users are able to bind devices without any necessary technical expertise about them.
There are still some limitations that have to be investigated in the future. First, the modeling concept for IoT environments, that serves as basis for the device binding, has to be detailed. More precisely, complex IoT environments, such as shop floor environments, currently cannot be modeled in the proposed graphical modeling tool due to the large amount of machines, devices, sensors, and actuators to be represented in the model. Consequently, an automated model creation concept needs to be developed that is able to discover devices and to automatically build the model. Second, our approach does not yet support existing standardized IoT environment models such as IoT-Lite 17 . To enable applicability in a larger variety of scenarios, support of such standards is mandatory and will be provided in the future.
Summary and Future Work
In this article, we present an approach for automating the provisioning and configuration of devices, and for monitoring of smart environments through digital twins. We introduced a system architecture and a method to make our approach applicable for a wide range of Internet of Things applications. After registration of a device, a device adapter is deployed automatically that reads the sensor data and passes them to the Resource Management Platform, or invokes actuators. By doing so, we create an easy-to use solution for IoT applications to bind devices, access their sensors and actuators, and monitor their state. Our goal was enabling this in an automated manner within milliseconds in contrast to a manual processing of these steps that can take up to hours or even days. This goal was achieved through the introduced automated approach. In the future, we will concentrate on the creation of digital twins by developing a corresponding model. Furthermore, we will enable monitoring through an implementation of the monitoring dashboard.
