ABSTRACT. Le Stum and Quirós proved the formal Poincaré lemma in crystalline cohomology of higher level using the jet complex, and applied it to give a de Rham interpretation of this cohomology. In this article, we prove the logarithmic version of the formal Poincaré lemma modulo p. Provided that each term of the log. jet complex is locally free, it gives the logarithmic version of the de Rham interpretation of the crystalline cohomology of higher level.
INTRODUCTION
The crystalline cohomology of higher level is introduced by Berthelot [B3] , whose levelzero version gives the usual crystalline cohomology. The coefficient ring of the crystalline cohomology of level m, or m-crystalline cohomology, is allowed to be more ramified than that of the classical crystalline cohomology; a DVR has an PD structure of level m (or m-PD structure) on its maximal ideal if and only if the absolute ramification index does not exceed p m (p −1).
Some notions and theorems in the classical crystalline theory generalize to the higherlevel version, but some do not at least verbatim. The crystalline Poincaré lemma is one of the most distinctive examples; the usual de Rham complex gives the m-crystalline cohomology only after tensorisation of Q. Instead, following the idea of Berthelot [B2] , Le Stum and Quirós [LS-Q] showed that the jet complex of order p m , a "crystalline version" of the complex by Lieberman [Li] , explicitly gives the m-crystalline cohomology itself. This fact is called "exact Poincaré lemma". The theme of this article is the logarithmic version of the exact Poincaré lemma. In this article, we give a partial proof of the following conjecture, which is a natural statement as the logarithmic version.
CONJECTURE 0.1.-Let (S, a,b,γ) be a fine log. m-PD scheme on which p is nilpotent, and let X be a fine log. scheme over S such that the underlying scheme X is flat over S. Denote byΩ An obstruction of proving Conjecture 0.1 is that the complexity of the log. jet complex prevents us from proving directly the local freeness of each term of the log. jet complex; if they are locally free, Conjecture 0.1 follows from Theorem 0.2 ACKNOWLEDGEMENTS This article is based on the latter half of the master thesis of the author. The author would like to express his greatest gratitude to his advisor Atsushi Shiho for sincere guidance, introducing him to the field of crystalline cohomology and giving him a lot of comments on the master thesis.
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CONVENTIONS AND NOTATIONS
Throughout this article, we fix a prime number p and a natural number m (natural number means, in this article, non-negative integer).
Let k, k and k be natural numbers such that k = k +k . Then, three numbers
are often used in this article. Here, q (resp. q , q ) denotes the integer part of k/p m (resp. k /p m , k /p m ).
Next, we introduce notation on multi-indices. The element (0, . . . , 0, 1, 0, . . . , 0) in N n , where 1 sits in the i -th component, is denoted by 1 i . When I is an element of N n , its k-th component is denoted by i k for each k = 1, . . . , n. Similarly, we write J = ( j 1 , . . . , j n ), and for a subscript i we write J i = ( j i ,1 , . . . , j i ,n ). If I ∈ N n , thenÎ denotes the element (i 1 Finally, let us fix some notation on log. schemes. Let X be a log. scheme. Then, the underlying scheme of X is denoted by X , and its log. structure is denoted by M X . The structure sheaf O X of X is simply denoted by O X , and the étale site Xé t of X by Xé t . If S is a fine log. scheme and X is a fine log. scheme over S, we agree that X (n) /S denotes the fiber product (in the category of the fine log. schemes) of n copies of X over S.
We assume that p is nilpotent on all schemes appearing in this article.
LOGARITHMIC CRYSTALLINE SITE OF LEVEL m.
In this article, we freely use the fundamental notions of m-PD structures and of m-PD schemes; the readers may refer to Berthelot's fundamental article [B3] or an article by the author [M] .
Let (S, a,b,γ) be a fine log. m-PD scheme, that is, a datum which consists of a fine log. scheme S, a quasi-coherent ideal a of O S and a quasi-coherent m-PD structure (b, γ) on a.
As in the classical case [K, (5.6 
We fix throughout this subsection a fine log. S-scheme X , and assume that the m-PD structure (b, γ) extends to O X . DEFINITION 1.2.-(i) Let U be an étale scheme over X , and let U denote the log. scheme
is a datum which consists of a fine log. S-scheme T , an exact closed S-immersion U → T and an m-PD structure (J , δ) on the ideal of U → T compatible with (b, γ).
(ii) A log. m-PD thickening (U , T, J , δ) is said to be fundamental if there exists a fine log. smooth S-scheme Y and a closed S-immersion i : U → Y such that (U , T, J , δ) is isomorphic to the log. m-PD envelope of i . Proof. We may assume that i is an exact closed immersion and that there exists a chart (P → M S ,Q → M Y ,Q → P ) of i which satisfies the condition in [K, (3.5) ]. Then, this chart also induces one of U → S. If I denotes the ideal of U → Y , the second fundamental
When (U , T, J
shows that we may take sections x 1 , . . . , x n ∈ I and m 1 , . . . ,
Therefore, as in the arguments in [K, (3.13 )], we have the cartesian diagram
where the vertical morphisms are strict and étale, and the lower horizontal map i is the base change of the zero section S → A n S . Now we have shown that the ideal I is a regular ideal, and the proof is a consequence of [B3, 1.5.3] . Now, we definethe logarithmic version of m-crystalline site and of restricted m-crystalline site [B4] . (ii) The restricted log. m-crystalline site RCris Next, we discuss some fundamental functors. Let f : X → S denote structure morphism. Then,
denotes the projection of log. m-crystalline topos defined as in the classical case [K, (6.4) ]. Its composite with fé t : Xé t → Sé t is denoted by f 
where Y is a fine log. smooth scheme over S, we have an exact sequence
. Indeed, the proof for the classical case [B1, IV 2.3 .2] can be generalized directly. Now, the lemma is proved as in [B1, IV 2.3.5] .
-modules which is bounded below. Then, the canonical morphism
is an isomorphism in D
Proof. The source of this morphism is quasi-isomorphic to theČech-Alexander complex of M • , which can be proved just as in [B1, V 1.2.5] by using (1.1). Similarly, the target is
, which is nothing other than theČech-Alexander
CRYSTALS, DIFFERENTIAL OPERATORS AND STRATIFICATIONS.
In this section, we discuss the notion of log. m-crystal, log. hyper m-PD differential operator and log. hyper m-PD stratification. Let (S, a,b,γ) be a fine log. m-PD scheme, and X a fine log. scheme over S such that the m-PD structure (b, γ) extends to O X .
is an isomorphism.
In this article,
denotes the log. m-PD envelope of the diagonal immersion X → X × S X , and
denotes the structure sheaf of P
. We always regard X × S X and P (m) X /S as log. schemes over X by the first projection.
which induces the identity map on M by passing the quotient P (m) X /S → O X and satisfies the usual cocycle condition. Now, let (a 0 , b 0 , γ 0 ) be a quasi-coherent m-PD sub-ideal of a, and let S 0 → S denote the exact closed immersion defined by a 0 , and i : X 0 → X its base change by X → S. We assume that X is log. smooth over S and that the underlying scheme X is flat over S.
The first important proposition in this situation is the following one, which is proved as in non-logarithmic situation [M, 1.3.4] . Proof. First, note that D X 0 (X ) = X and that D X 0 (X (n+1) /S ) = P X (n) for each n ≥ 1. The equivalence of categories from the category of (i)' to that of (ii) is constructed in the usual manner [B- O, 6 .6] (in loc. cit., the source of the functor is the category of (i), but the same argument works). Construction of the equivalence of categories from the category of (ii) to that of (i) is again classical. 
LINEARIZATION.
Here, we discuss the linearization. Let (S, a,b,γ) be a fine log. m-PD scheme, and X a fine log. scheme over S such that the m-PD structure (b, γ) extends to O X . First, j X signifies the localization morphism
where the source denotes the localized category of (X /S) (m) cris over the log. m-PD thickening (X , X , 0) with the trivial PD structure on 0. Then, composing with u
, we get the morphism of topoi
Now, we define the linearization functor as
, and its restricted version as
PROPOSITION 3.1.-Assume that X is log. smooth and that the underlying scheme X is
(ii) We have Ru
In particular, the latter half of (i) holds.
As for the former half, by following the classical argument [B1, IV 3.1.6], it is sufficient to show that the natural morphism
is an isomorphism for all fundamental thickenings (U , T, J , δ) ∈ RCris (m) (X /S) such that a retraction T → X exists. Now, because O T and P
. Therefore the ideal of the closed immersion U →
has an m-PD structure compatible with γ.
is obtained, and it is a standard argument to show that this is an inverse morphism of (3.1).
In order to prove (ii), note that
by the arguments in 4] . Moreover, we have
in virtue of Proposition 1.7. For (iii), let (U , T, J , δ) be a fundamental log. m-PD thickening in RCris (m) (X /S). Then because E is a restricted m-crystal, we have the isomorphism
Tensoring F to the left and the right sides, we see the required isomorphism.
Here, we set some notations. The m-PD envelope of the diagonal immersion X → X (r +1) /S is denoted by P (m) X /S (r ), and its structure sheaf is denoted by P (m) X /S (r ). We have
(1). Again, we regard X (r +1) /S and P (m) X /S (r ) as log.
schemes over X by the first projection, which lets
multiplication to the first factor and induce on P (m) X /S (r ) an O X -algebra structure.
For each natural number r and i ∈ {0, . . . , r }, let j i r :
Then, these data make P (m) X /S (•) a simplicial log. scheme over S, and consequently
Now, we proceed to a calculation of the hyper m-PD stratification on P
, which exists because of Proposition 3.1 (i) and Proposition 2.5.
LEMMA 3.2.-Assume that X is log. smooth over S and that the underlying scheme X is flat over S. Then, the log. m-PD stratification onL
where the tensor products are taken over O X . 
is compatible with the log. hyper m-PD stratifications on both sides viewed as
LOGARITHMIC DIFFERENTIAL CALCULUS.
Let (S, a,b,γ) be a fine log. m-PD scheme and X be a fine log. scheme over S such that the m-PD structure (b, γ) extends to O X . Then, the fine log. scheme P are also defined as in that section. Now, assume that X is log. smooth over S and that we are given a family of sections t = (t 1 , . . . , t n ) of M X such that (d log t i ) 1≤i ≤r forms a basis of log. differential sheaf Ω 1 X /S . We call such a family "global coordinates of X over S".
In this situation, there exists a unique family (u i ) 1≤i ≤r of sections in P (m) X /S such that j * 1 (t i ) = j * 0 (t i )u i . We set η i := u i −1 and η := (η 1 , . . . , η n ). For I = (i 1 , . . . , i n ) ∈ N n , the following notation is used:
where
it suffices to calculate d 
where a(t ) denotes the sum of the coefficients of the p-adic expansion of t . Since this is the p-adic valuation of
, it is strictly greater than 0 by assumption.
(ii 
Proof. Firstly, note that the assumption a +c ≤ p m shows that , which shows (4.1).
Secondly, we check the equations in the exceptional three cases. (i) and (ii) follows from Lemma 4.2 (ii). For (iii), we compute
with the aid of Lemma 4.3. This completes the proof. 
DEFINITION OF LOG. JET COMPLEX.
Now, let us define the log. jet complex, which is a logarithmic version of the jet complex defined by Le Stum and Quirós [LS-Q] .
Let S be a fine log. scheme and X a fine log. smooth scheme over S such that the m-PD is defined to be the quotient complex
Here, we agree that its differential map
is by definition
Notice that, when δ ∈ LΩ . Assume that X has global coordinates t = (t 1 , . . . , t n ) over S. In order to describe the structure of this complex, we here introduce some notations. For i = 1, . . . , n, let d log t i denote the image of 1⊗η i by the natural surjection P
where (d log t ) J k denotes the product Similarly, we defineδ
and also δ n (i ; j 1 , . . . , j r ) := η
For J 1 , . . . , J r ∈ N n , the number s(J 1 , . . . , J r ) is defined as follows:
n denote the set of elements I ∈ N n such that 0 < |I | ≤ p m . Then for each r , the
is generated by δ(I ; J 1 , . . . , J r ) for I ∈ N n and J 1 , . . . , J r ∈ I Proposition 4.1 shows that the relation of type (s, k) equals
Finally, we describe the differential map. As in the calculation in Proposition 4.1, we can show that the morphism d 0 : LΩ
In general, differential maps d r satisfy the usual Leibniz rule, hence we may calculate them by using these two equations.
6. FORMAL LOG. POINCARÉ LEMMA MODULO p .
We may now state the main theorem of this article, the log. crystalline Poincaré lemma of higher level modulo p. In order to prove this theorem, the question being local, we assume that X has global coordinates t = (t 1 , . . . , t n ). 
If we admit this proposition, Theorem 6.1 is easily proved. Indeed, Proposition 6.2 shows that the identity map of id LΩ In order to prove Proposition 6.2, we may assume that i = n after a change of indices. The following two sections are devoted to proving Proposition 6.2 for i = n; We define morphisms h r n in Section 7, and prove that they satisfy the properties of Proposition 6.2 in Section 8. Since i is fixed to be n, we simply write h r for h r n .
CONSTRUCTION OF A HOMOTOPY MODULO p .
Let X be a fine log. smooth scheme over S such that the m-PD structure (,γ) extends to O X , and assume that X has global coordinates t = (t 1 , . . . , t n ) and that pO X = 0. 
Here, σ(q) denotes the least multiple of p which is strictly greater than q.
(ii) For r ≥ 2, let I ∈ N n and J 1 , . . . , J r ∈ I 
This section is devoted to the proof of this proposition. Here, we temporarily introduce
, that fit in the sequence of canonical surjections
where K denotes the ideal of N P 
Consequently, the kernel of the r -th term of the last surjection is generated by the relations of type (s, k) such that s = k or that s = k and j n < p m .
In fact, we can explicitly describe the structure of the modules M r . 
because, for each term of (7.1),Â +B must be zero if the n-th component of A +B equals p m . Now, for I ∈ N n and J 1 , . . . , J r ∈ I This shows that N r = M r .
In fact, different relations (7.1) are used to express different δ(I ; J 1 , . . . , J r )'s as a linear combination of the generators of N r . Therefore, these generators form a basis of N r .
The latter half follows directly from the first half. 
we interprete the first term to be zero). Under the notation in the statement of the lemma, we put k = s and
We prove that the lemma follows from the vanishing of (7.2) for this k and J . First, assume that j s+1,n > 0. Then, the first term of (7.2) (for k and J above) equals zero. In the second term, Γ a,b,c is zero unless (a, b, c) 
by Lemma 4.4. Since δ(I ; J 1 , . . . , (a +b)1 n , . . . , J r ) is equal to zero if a +b > p m , we conclude that the summand is zero unless (a, b, c) 
IfĴ = 0, the vanishing of this section shows the lemma. Next, ifĴ = 0, the second term vanishes, hence the vanishing of this section this lemma. Second, assume that j s+1,n = 0. In this case,Ĵ is necessarily non-zero. In the each summand of the second term of (7.2), the coefficient 
Proof. This is a direct consequence of the condition (ii) of is zero when p m < |J | ≤ 2p m and 0 ≤ j n < p m . In case j n = 0, this is obvious by the definition of h 2 , therefore let us assume that 0 < j n < p m . Moreover, we may assume that p m |i n because otherwise each term is zero by the first condition of Proposition 7.1 (i). Then, the section above is equal to
The first term is equal to
In this sum, only the terms for b ≥ i n and c = j n appear in virtue of Lemma 4.4 and of the fact that (d logt )Ĵ (d log t n ) a+c = 0 if a +c ≥ j n . In turn, the second term is
Therefore, by Lemma 4.4, the sum of these two terms is reduced to zero. 
Therefore the proof is reduced to the case r = 2, which is done in Lemma 7.5. Even when s < k, this equation is directly proved by using the definition if 0 < j s,n < p m .
Therefore, we may assume that s < k and J s = p m 1 n . Moreover, Corollary 7.4 allows us to assume that s = k −1. Indeed, when s < k −1, consider the section
where J s = p m 1 n (this is the image by h r of the relation of type (s, k)). If J s+1 = p m 1 n , this is equal to zero because
By Lemma 7.3, if j s+1,n = 0, then this equals a relation of type (s +1, k), and if 0 < j s+1,n < p m , then by Lemma 7.3 this equals a relation which we have already treated (that is, a relation of type (s, k) such that the n-th component of s-th multi-index is less than p m ).
By repeating this argument, the proof is reduced to the case s = k −1. Now, Corollary 7.4 again allows us to assume that s = k −1 = 2. We need to show that
A+C is equal to zero because this is nothing other than
Now, the section
is reduced to zero. In fact, each term is obviously zero when |A +C | > p m . If it is not the case, then |A +B | > p m , and the term is zero because this is the image of a relation of type (s, 1) with s ≥ 1. Therefore, combining it with the previous notice, we see that
The left hand side is the sum of the two sections Now, each term of the first section is zero because this is the image of a relation of type (2, 2); therefore the second section is itself equal to zero. Also, all terms of the second section reduce to zero except ones for a +b = p m . In fact, if a +b < p m , then since |K +(a + c)1 n | > |J |, the term vanishes by the known case. Therefore we see that
is equal to zero. Therefore, it suffices to prove the proposition for n = 1. Since d 0 (1) = 0 is obvious, it is sufficient to prove that 
Proof. IfĴ = 0, then this is the same as Lemma 8.2, thus we assume thatĴ = 0. Then, since h 1 η {i } n (d log t ) J = 0, we calculate the section
We know that
