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Abstract
The general solution of the Dirac equation for quasi-two-dimensional electrons confined in
an asymmetric quantum well, is found. The energy spectrum of such a system is exactly
calculated using special unitary transformation and shown to depend on the electron
spin polarization. The general solution, being the only one, contains free parameters,
whose variation continuously transforms one known particular solution into another. As
an example, two different cases are considered in detailL: electron in a deep and in a
strongly asymmetric shallow quantum well. The effective mass renormalized by relativistic
corrections and Bychkov-Rashba coefficients are analytically obtained for both cases. The
general solution allows - independently on the existence of the spin invariants - to establish
conditions at which a specific (accompanied or non-accompanied by Rashba splitting) spin
state can be realized. In principle, this opens new possibilities of the spin degree of freedom
control in spintronics via synthesis of heteroctructures of the desirable properties.
Keywords: general solution of the Dirac equation, spin states, electron in quantum
well, Rashba spin splitting
1. Introduction
Study of the spin degree of freedom is an important problem not only for fundamental
physics, but for practical applications also, in view of the last advances of nanotechnologies
and promising perspectives of the new branch of electronics called spintronics. Of the
special interest is spin behaviour in quasi-two-dimensional structures, such as layered
semiconducting heterostructures, quantum wells (QW) and surface states of compounds
widely used in modern micro- and nanoelectronics. In these systems there exist such
phenomena as band spin splitting, or Rashba effect [2, 3], spin Hall effect etc. These
phenomena are caused by spin-orbit interaction (SOI), which is manifested when particles
propagate in an inhomogeneous potential. Therefore, the detailed study of the spin degree
of freedom, the very existence of which is the direct consequence of the Dirac equation
(DE), is important.
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Many problems of solid state electronics are usually studied within the Schro¨dinger
equation (SE) taking into account SOI which appears in the Hamiltonian as the relativis-
tic Thomas correction after the transition in DE to the non-relativistic limit [4, 5, 6].
This correction takes the simplest form of the SOI operator in the case of a spherically
symmetric field, and the form of Rashba SOI for two-dimensional (2D) carriers in the field
of a plane well.
It is generally assumed that SE with SOI operator describes all possible cases of
entangling of coordinate and spin variables. Worth noting that DE does not include a
separate term responsible for SOI. Its appearance in the nonrelativistic approximation
reflects the fact of the hidden coupling between the particle’s degrees of freedom in the
DE. The corresponding relation results from the fact that spatial and spin coordinates
are not separated in the DE. This is very clear if one searches the solution of the DE for
a free particle in the system of eigen functions that is consistent not with the momentum
operator, but with the operator of the total angular momentum.
To study how complete is the description of the spin degree of freedom within the non-
relativistic approximation, the solution of the DE for electrons in the field of the plane
QW was recently analysed in [7] with the subsequent consideration of nonrelativistic en-
ergies. It has been found, somehow unexpected, that there are four independent solutions
which correspond to also four different eigen spin states with different spin polarisations
– in other words, with different axes of spin momentum quantization – and with different
characters of SOI manifestation. Nonetheless, from the mathematical point of view there
is nothing strange in this, according to the theory of linear differential equations.
Indeed, the DE is, in fact, the system of four equations for the components ψ1, . . . , ψ4
of the Dirac bispinor. In the external potential which varies in one direction only (for
instance, along z-axis), when the space in the two other directions is homogeneous, par-
ticle states can be characterized by certain value of the 2D momentum k⊥ = exkx + eyky.
Then the dependence of the wavefunction on the spatial coordinates x and y is deter-
mined by the standard exponential term exp i (kxx+ kyy), and DE transforms into the
system of four ordinary differential equations for functions ψj(z) (j = 1, . . . , 4) of one vari-
able. In this case one can find exactly four linear mutually independent sets of functions
ψν,1, . . . , ψν,4 (ν = 1, . . . , 4), which represent the solution of the latter system of equations
[8]. Such linearly independent solutions form the fundamental system of solutions. For
the system of solutions found in [7], the Wronskian is nonvanishing, Det|ψν,j(z)| 6= 0,
what unambiguously witnesses that the solutions are linearly independent. Thus, the
solutions found in [7] represent the fundamental system of solutions of the DE. Any linear
combination of them with arbitrary coefficients is also the solution of the DE [8]. Such a
solution of the system of equations is called general, and, naturally, should contain some
free parameters, whose variation continuously transforms one solution into another.
In view of the fact that different solutions correspond to different spin states, such
a variation of the free parameters means an arbitrary rotation of the spin polarization,
which in its turn leads to the appearance of SOI different for each state. This is why it is
important to find namely the general solution, or in other words, the solution with free
parameters, when considering the DE for the specific physical situation. Such a solution,
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being a unique one, independently on the existence of the spin invariants, would allow to
determine conditions at which a specific spin state is realized, and, hopefully, would open
new possibilities of the control of the spin degree of freedom. Below we consider quasi-2D
electrons kept by an asymmetric QW, and find the general solution of the DE. The effect
of their spin polarization on the energy spectrum is also analysed.
2. Dirac Equation
Let us consider the stationary DE for electrons in an external potential:[
cαˆpˆ+ V (r)Iˆ + βˆmc2
]
Ψ = EΨ , (1)
where c is the light velocity, m is particle mass, pˆ = −i~∇ is momentum operator,
αˆ =
∑
j ejαˆj, αˆj (j = x, y, z) and βˆ are Dirac matrices, Iˆ is a unit matrix, V (r) is an
external potential, and Ψ(r) is a bispinor which is a four-component function of spatial
coordinates. Below, unlike in our previous paper [7], we will not explore the fact that
there are the spin operators which commute with the Hamiltonian, but will use another
approach.
In layered structures the potential varies in one direction, only, so that V (r) = V (z)
with z-axis chosen perpendicular to the layers. In this case, as we have stressed above,
the integrals of motion are the two projections of particle momentum in the xy-plane,
and the state of a particle with the given value of a 2D wavevector k⊥ is described by the
wavefunction
Ψk⊥(r) = e
i(kxx+kyy)Ψ(z) . (2)
Substituting function (2) into Eq. (1), one can obtain the following equation:[
cαˆzpˆz + ~ck⊥αˆ+ V (z)Iˆ +mc2βˆ
]
Ψ(z) = EΨ(z) (3)
for the bispinor Ψ(z). We will use the 2×2 block form of Dirac matrices in their standard
representation. Then Eq. (3) can be rewritten as HˆΨ = EΨ , with the Hamiltonian
function
Hˆ =
(
(V +mc2) Iˆ2 cσˆzpˆz + c~σˆk⊥
cσˆzpˆz + c~σˆk⊥ (V −mc2) Iˆ2
)
. (4)
The bispinor Ψ(z) = (ψ1 ψ2 ψ3 ψ4)
T can be represented in the form
Ψ(z) =
(
ψu(z)
ψd(z)
)
, ψu(z) =
(
ψ1(z)
ψ2(z)
)
, ψd(z) =
(
ψ3(z)
ψ4(z)
)
, (5)
where ψu and ψd are upper and lower spinors, respectively. The operator Iˆ2 in Eq. (4) is
a two-row unity matrix, and σˆj (j = x, y, z) are Pauli matrices.
Matrix equatin (3) takes the form of the system of equations
cpˆzψ1 + ~ck⊥e−iϕ⊥ψ2 − [mc2 − V (z)]ψ3 = Eψ3,
−cpˆzψ2 + ~ck⊥eiϕ⊥ψ1 − [mc2 − V (z)]ψ4 = Eψ4,
cpˆzψ3 + ~ck⊥e−iϕ⊥ψ4 + [mc2 + V (z)]ψ1 = Eψ1,
−cpˆzψ4 + ~ck⊥eiϕ⊥ψ3 + [mc2 + V (z)]ψ2 = Eψ2,
(6)
3
in which we have chosen the polar coordinates for the components of a 2D wavevector,
kx = k⊥ cosϕ⊥, ky = k⊥ sinϕ⊥, where k⊥ =
√
k2x + k
2
y, tanϕ⊥ = ky/kx.
In some cases the integration of differential equations can be performed if one finds
integrable combinations of the form
d
dz
Φ (z;ψ1, ψ2, ψ3, ψ4) = 0.
Such a combination, leading to the equality Φ (z;ψ1, ψ2, ψ3, ψ4) = const, even not being
the only one, is called the integral of the system of equations and allows to reduce the
number of the searched functions. Let us show that the system of Eqs. (6) possesses such
an integral. For this we multiply the first equation by ψ4, the second one by −ψ3,the third
one by ψ2, and the fourth one by −ψ1. Summing up the results, we obtain the equality
pˆz (ψ1ψ4 + ψ2ψ3) = 2~k⊥
(
eiϕ⊥ψ1ψ3 − e−iϕ⊥ψ2ψ4
)
.
Similarly, multiplying the first equation by exp(iϕ⊥)ψ1, the second one by− exp(−iϕ⊥)ψ2,
the third one by − exp(iϕ⊥)ψ3 and the fourth one by exp(−iϕ⊥)ψ4 with the following
summing of the results, we obtain another relation
pˆz
[
eiϕ⊥
(
ψ21 − ψ23
)
+ e−iϕ⊥
(
ψ22 − ψ24
)]
= 4mc
(
eiϕ⊥ψ1ψ3 − e−iϕ⊥ψ2ψ4
)
.
Comparing the latter two equalities we come to the identity
d
dz
{
~k⊥
[
eiϕ⊥
(
ψ21 − ψ23
)
+ e−iϕ⊥
(
ψ22 − ψ24
)]− 2mc (ψ1ψ4 + ψ2ψ3)} = 0,
from which it follows that the combination
~k⊥
mc
[
eiϕ⊥
(
ψ21 − ψ23
)
+ e−iϕ⊥
(
ψ22 − ψ24
)]− 2 (ψ1ψ4 + ψ2ψ3) = 0, (7)
determines the first integral of the system (6). Since the equality (7) ought to be fulfilled
at arbitrary z, the constant of integration has been chosen equal to zero, according to the
well-known physical requirement that the wavefunction vanishes at infinity, z = ±∞.
The existence of this integral shows that the number of the searched functions can be
reduced. In particular, in Ref. [7] the initial system of equations (6) has been reduced to
the system of two equations using another fact. Namely, it has been used that there are
spin operators which commute with the Dirac Hamiltonian, and, hence, have a common
with it system of eigenfunctions. Since the invariant combinations do not contain the
derivatives with respect to z-coordinate, the corresponding solutions of the equations for
the eigenvalues can be represented in the form of a linear combination of two unknown
functions, with an arbitrary dependence of the bispinor components on the spatial coor-
dinate. Here we note that substituting solutions, found in [7] into the relation (7), the
latter is identically satisfied. Below we will prove that a similar reduction of Eqs. (6) to
the system of two equations is valid also in the case, when one searches for the general
solution of the DE.
4
3. Reduction of the Dirac Hamiltonian dimension
To find this solution, let use the method of unitary transformations and represent the
bispinor Ψ(z) in the following form:
Ψ(z) = Uˆ Ψ˜(z), (8)
where
Uˆ =
1√
2ε (K⊥) [ε (K⊥) +mc2]
(
[ε (K⊥) +mc2] ωˆu −~cωˆuσˆK⊥
~cωˆdσˆK⊥ [ε (K⊥) +mc2] ωˆd
)
(9)
is an operator of the unitary transformation, Uˆ †Uˆ = Iˆ,
ωˆu =
(
δ −γ∗
γ δ∗
)
, ωˆd =
(
δ γ∗
−γ δ∗
)
(10)
are matrices of some arbitrary rotation of the spinors in a 3D space. The Keyli-Klein
parameters, δ and γ, due to the normalization |δ|2 + |γ|2 = 1 contain three independent
real parameters, which can be expressed as
δ = e(i/2)(Θ−ϕ) cos
θ
2
, γ = e(i/2)(Θ+ϕ) sin
θ
2
. (11)
The following notations have been used in the transformation operator (9):
ε (K⊥) =
√
m2c4 + ~2c2K2⊥, K
2
⊥ = K
2
x +K
2
y , (12)
where K⊥ = exKx + eyKy is a 2D vector, whose components are connected with the
components of the vector k⊥ by the non-unitary rotation
Kx = (sin Θ sinϕ cos θ + cos Θ cosϕ) kx − (sin Θ cosϕ cos θ − cos Θ sinϕ) ky =
= k⊥ [sin Θ cos θ sin (ϕ− ϕ⊥) + cos Θ cos (ϕ− ϕ⊥)] ,
Ky = − (cos Θ sinϕ cos θ − sin Θ cosϕ) kx + (cos Θ cosϕ cos θ + sin Θ sinϕ) ky =
= k⊥ [− cos Θ cos θ sin (ϕ− ϕ⊥) + sin Θ cos (ϕ− ϕ⊥)] ,
(13)
because, as it is easy to check, |k⊥| 6= |K⊥|. Let us note, that appeared above angles
Θ, ϕ, θ are free parameters.
Performing the transformation (9) explicitly, one can obtain the equation ˆ˜HΨ˜ = EΨ˜
for the bispinor Ψ˜(z) =
(
ψ˜1 ψ˜2 ψ˜3 ψ˜4
)T
, where
ˆ˜H = Uˆ †HˆUˆ =
(
[V (z) + ε (K⊥)] Iˆ2 cσˆzpˆz − i~cqIˆ2
cσˆzpˆz + i~cqIˆ2 [V (z)− ε (K⊥]) Iˆ2
)
(14)
is the ’rotated’ Hamilton matrix (4), the energy ε (K⊥) is determined by the expression
(12) and the notation
q = sin θ (kx sinϕ− ky cosϕ) = k⊥ sin θ sin (ϕ− ϕ⊥) ≡ k⊥f(ϕ⊥) (15)
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is introduced. This parameter, as it will be shown below, is connected with Rashba
splitting.
The matrix equation ˆ˜HΨ˜ = EΨ˜ in the explicit form, as it is easy to see, is reduced to
the uncoupled pairs for the upper (ψ˜1, ψ˜3) and lower (ψ˜2, ψ˜4) functions of the correspond-
ing spinors: {
cpˆzψ˜1 + i~cqψ˜1 = [E − V (z) + ε (K⊥)] ψ˜3,
cpˆzψ˜3 − i~cqψ˜3 = [E − V (z)− ε (K⊥)] ψ˜1, (16){ −cpˆzψ˜2 + i~cqψ˜2 = [E − V (z) + ε (K⊥)] ψ˜4,
−cpˆzψ˜4 − i~cqψ˜4 = [E − V (z)− ε (K⊥)] ψ˜2, (17)
for which the definitions ψ˜u =
(
ψ˜1 ψ˜2
)T
and ψ˜d =
(
ψ˜3 ψ˜4
)T
remain valid.
It is important to bear in mind that, despite of the dimension reduction of the DE
system (6), one can’t consider the solutions of systems (16) and (17) independently, be-
cause the functions ψ˜j (j = 1, 2, 3, 4) are the components of the initial Dirac bispinor.
They have to satisfy the above found integral (7) of the system (6). In the presentation
(9) this integral takes the form
ε (K⊥)
(
ψ˜1ψ˜4 + ψ˜2ψ˜3
)
− i~cq
(
ψ˜1ψ˜2 + ψ˜3ψ˜4
)
= 0. (18)
Meanwhile the systems of Eqs. (16) and (17) are uncoupled and are not conjugate
with one another in the terms of the theory of homogeneous systems of linear differential
equations 1. Therefore, the condition (18) can be fulfilled identically only in the case
when one of the systems has a trivial solution.
In the coordinate system related with the spin quantization axis, particle states are
described by two orthogonal bispinors, such that in one of them the lower component,
and in the other one the upper component are equal to zero. The quantum number σ is
prescribed to these spinors and distinguishes them. It takes the discrete values σ = ±1,
which correspond to the states with opposite directions of the particle eigen angular
momentum (spin).
Let us associate the spin quantization axis with the system of bispinor components
Ψ˜(z) and write down the solutions of Eqs. (16)-(17) for the two orthogonal bispinors,
prescribing them the spin quantum number which, as described above, takes two values:
Ψ˜+(z) =
(
ψ˜u+(z)
ψ˜d+(z)
)
=

u+(z)
0
v+(z)
0
 , Ψ˜−(z) = ( ψ˜u−(z)ψ˜d−(z)
)
=

0
u−(z)
0
v−(z)
 .
In the general form this can be rewritten as
Ψ˜σ(z) =
(
uσ(z)χσ
vσ(z)χσ
)
, χ+ =
(
1
0
)
, χ− =
(
0
1
)
. (19)
1The systems of equations duj/dz =
∑n
p=1 fj,p(z)up and dvj/dz = −
∑n
p=1 fp,j(z)vp are called mutu-
ally conjugate. Solutions of one system are expressed through the solutions of the other one [8].
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The bispinor with σ = 1 corresponds to the trivial solution of Eqs. (17), ψ˜2 = ψ˜4 = 0,
while the spin quantum number σ = −1 corresponds to similar solution of Eqs. (16),
ψ˜1 = ψ˜3 = 0. The non-trivial solutions can be represented as ψ˜1 = u+, ψ˜3 = v+ for σ = 1,
and ψ˜2 = u−, ψ˜4 = v− for σ = −1. It is easy to be convinced that functions uσ and vσ
are the solutions of equations{
σcpˆzuσ + i~cquσ = [E − V (z) + ε (K⊥)] vσ,
σcpˆzvσ − i~cqvσ = [E − V (z)− ε (K⊥)]uσ. (20)
Substituting functions (19) in the transformation (8) and taking into account the
operator (9), for the needed bispinor we obtain the expression (5), in which upper and
lower spinors have the form
ψ˜uσ (z) =
√
ε (K⊥) +mc2
2ε (K⊥)
[
uσ(z)χ˜σ − ~c (Kx + iσKy)
ε (K⊥) +mc2
vσ(z)χ˜−σ
]
, (21)
ψ˜dσ (z) =
√
ε (K⊥) +mc2
2ε (K⊥)
[
vσ(z)η˜σ +
~c (Kx + iσKy)
ε (K⊥) +mc2
uσ(z)η˜−σ
]
, (22)
where we have taken into account the equality σˆK⊥χσ = (Kx + iσKy)χ−σ and used
the following notations: χ˜σ = ωˆuχσ with the explicit expressions given in Eq. (A.3),
η˜σ = ωˆdχσ. Functions uσ and vσ satisfy the system of Eqs. (20); hence, the bispinor
(5) with these spinors is the solution of the DE (3) and can be used to calculate the
probabilities of physical observables in the experimental data.
As it has been mentioned above, in [7] the DE was solved with the use of spin invariants,
which are z-components of the operators of electric, ˆz, and magnetic, µˆz, spin polariza-
tions, and two orthogonal, x- and y-components of the spatial part of four-dimensional
spin pseudo-vector, Sˆ, [9]. Notice, the solutions, found in [7], are partial cases of the
general solution obtained here, (21)-(22), at certain values of the free parameters. In
particular, at θ = pi/2 and ϕ = ϕ⊥±pi/2 the bispinor (5) is eigen bispinor of the operator
ˆz, at θ = 0 and ϕ = Θ it is eigen bispinor of the operator µˆz, at θ = pi/2 and ϕ = φ0 it is
eigen bispinor of the operator Sˆ · e0, i.e., of the vector Sˆ as projection on some direction
e0 = ex cosφ0 + ey sinφ0, which in fact is arbitrary in xy-plane. Indeed, at these specific
values of the parameters the transformation (9) diagonalizes the corresponding operators,
Aˆ
(
= ˆz, µˆz or Sˆ · e0
)
reducing them to the form Uˆ †AˆUˆ = λΣˆz, where
Σˆz =
(
σˆz 0
0 σˆz
)
.
Obviously, the bispinor (19) are eigen bispinors of the operator
Uˆ †AˆUˆ Ψ˜σ(z) = σλΨ˜σ(z)
with some eigen values λ. For the operator Aˆ = ˆz one has to set θ = pi/2, ϕ = ϕ⊥ ± pi/2
in Eq. (9), which gives λ = ~k⊥. For the operator Aˆ = µˆz at θ = 0 and ϕ = Θ
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we get λ =
√
1 + (~k⊥/mc)2, and for Aˆ = Sˆe0, setting θ = pi/2 and ϕ = φ0, we
get λ =
√
1 + (~k0/mc)2 with k0 = k⊥e0. Therefore, at these certain values of the
parameters, the bispinors (8) are the eigen bispinors of the corresponding spin operators.
In the case of the homogeneous space, V (z) = const, as it is shown in Appendix, the
solution of the system (20) transforms into the well-known result.
4. Electron confined in a quantum well
To illustrate the various possibilities of the general solution, let us consider the states
of quasi-2D electrons confined by the potential of the following form:
V (z) =

VL, z < −d/2,
VC(z) = VC − Ez, −d/2 < z < d/2,
VR, z > d/2,
(23)
which is formed by the QW of the width d, setting coordinate system at its center, z = 0.
Without loss of generality one can adopt that VL > VR > VC(z) = −Ez, i.e., we will set
VC = 0. This means that the space in z-direction is naturally split into the three regions:
left, L, central, C, and right, R, ones in each of which the potential has different values
Vj (j = L,C,R), respectively. In the central region the dependence on z is determined
by the difference of potential values on the boundaries of the QW, i.e., by Ed. In each
region the state of an electron with the given energy is determined by its wavefunction,
Ψ(x, y, z) =

ΨL(x, y, z), z < −d/2,
ΨC(x, y, z), −d/2 < z < d/2,
ΨR(x, y, z), z > d/2,
(24)
where Ψj are the solutions of the DE in the corresponding regions, j = L,C,R. At
the boundaries z = −d/2 and z = d/2 the solutions should transform into one another
continuously, which can be formulated as the boundary conditions for the bispinors Ψj,
neglecting their exponential multiplier:
ΨL
(
z = −d
2
)
= ΨC
(
z = −d
2
)
, ΨC
(
z =
d
2
)
= ΨR
(
z =
d
2
)
. (25)
The equality of bispinors at the boundaries corresponds to the equalities of their four
components.
In the following we will be interested in nonrelativistic energies, actual in condensed
state physics. In this case the inequality VL  mc2 is always met, and we can consider
the bound states in QW with positive energies
E = mc2 + Eb(k⊥), (26)
when the energy of the 2D bands Eb(k⊥) falls in the range 0 < Eb(k⊥) < VR.
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For the solutions of the system (20), which correspond to such energies, functions uσ
and vσ are large and small components, respectively. The system of two linear equations of
the first order can be reduced to one equation of the second order for the large component
uσ(z), expressing the small component vσ(z) at the given energy via function uσ:
vσ(z) = −i σ~c
E + ε(K⊥)− Vj
(
duσ(z)
dz
− σquσ(z)
)
. (27)
Multiplying the second equation in (20) by E−V (z)+ε(K⊥), and taking into account
the first one, we get
−~2c2d
2uσ
dz2
− iσ~cdV (z)
dz
vσ =
{
(E − V (z))2 − [ε2 (K⊥) + ~2c2q2]}uσ.
At the constant values of the potential in the regions L and R, Vj = const (j = L,R), the
equation for uσ(z) takes the form
− ~2c2d
2uσ
dz2
=
[
(E − Vj)2 − ε2 (k⊥)
]
uσ. (28)
Here we have taken into account the definition (12) and equality K2⊥ + q2 = k2⊥, which
follows from the explicit forms of the vector K⊥ and value q (see Eqs. (13) and (15)). For
the bound states with the energies, as described above, the multiplier [(E − Vj)2−ε2 (k⊥)]
(j = L,R) in the right hand side of Eq. (28) is negative, i.e., [· · · ] < 0. Hence, beyond the
region of the QW, at |z| > d/2, the function uσ satisfies the equation d2uσ/dz2 = κ2uσ,
whose solutions are exponentially increasing and decreasing functions.
The solution which vanishes at z → −∞, has the physical meaning in the left region,
while the solution vanishing at z →∞, has the physical meaning in the right region:
uL = CL exp [κL(z + d/2)] , uR = CR exp [−κR(z − d/2)] .
The spatial damping decrements
κj =
√
2m
~2
(
Vj − ~
2k2z
2m
− Vj − 2Eb(k⊥, kz)
2mc2
Vj
)
=
√
(κ
(0)
j )
2 [1− νj + 2eb(k)]− k2z (29)
have the dimension of the wavevector. We have used here the following notations:
κ
(0)
j =
√
2mVj
~2
, νj =
Vj
2mc2
, eb(k) =
Eb(k⊥, kz)
2mc2
, (30)
where νj (j = L,R) and eb(k) are dimensionless. In real situations the external electric
field is applied to regions that exceed significantly dimensions of the QW. Therefore,
strictly speaking, potentials depend on z-coordinate also in regions beyond the QW,
but in not too strong fields this dependence does not practically affect the decreasing
decrement (29).
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In the central region the equation for function uσ(z) takes the form:
−~2c2d
2uσ
dz2
− iσ~cdVC(z)
dz
vσ + [2E − VC(z)]VC(z)uσ =
[
E2 − ε2 (k⊥)
]
uσ.
In this equation at the non-relativistic energies (26) the denominator of (27) can be
approximated (cp. (26)) as E + ε(K⊥) − VC(z) ' 2E − VC(z) ' 2mc2. Taking this into
account and substituting the result into the equation, the latter is transformed to the
following form:
− ~2c2
(
d2uσ
dz2
− E
2mc2
duσ
dz
)
− 2mc2Ezuσ =
[
E2 −
(
ε2 (k⊥)− σ~
2Eq
2m
)]
uσ. (31)
The evident substitution
uσ (z) = e
κEzwσ(z) (32)
with the field exponent
κE =
E
4mc2
, (33)
reduces Eq. (31) to the SE-type equation:
2mc2
(
− ~
2
2m
d2wσ
dz2
− Ezwσ
)
=
[
E2 − (ε2 (k⊥) + ~2c2κ2E − 2σ~2c2κEq)]wσ. (34)
In this equation for the bound states with nonrelativistic energies there is a positive
multiplier, which can be written as
E2 − [ε2 (k⊥) + ~2c2κ2E − 2σ~2c2κEq] = ~2c2k2z ,
where kz is some real parameter, which determines the eigen energy (see Eq. (26))
E =
√
ε2 (k⊥) + ~2c2κ2E − 2σ~2c2κEq + ~2c2k2z =
=
√
m2c4 + ~2c2 (k2⊥ + κ2E + k2z − 2σκEq) ≡ mc2 + Eb(k⊥, kz). (35)
As it will be seen below, the parameter kz takes the discrete values kz = kz(n;σ,k⊥) and
for its every value Eb = Enσ(k⊥) represents the continuous band in the kxky-plane.
According to (34), the function wσ(z) satisfies the equation
− ~
2
2m
d2wσ
dz2
− Ezwσ = ~
2k2z
2m
wσ,
which admits the exact solution expressed via Airy functions [10]. The analysis of the
obtained results can be done numerically. Nevertheless, the qualitative analysis can
be also carried out considering the potential energy Ez of the external electric field
as a perturbation. The solution in the zero order approximation is expressed via ex-
ponents exp (±ikzz) and the corrections to it can be obtained using the expansion:
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w(z) = exp (ikzz) (1 + w1 + . . .). The first order correction w1 is the solution of the
equation
− ~
2
2m
d2w1
dz2
− i~
2kz
m
dw1
dz
= Ez.
Therefore, in the first approximation the solution of Eq. (34) is a linear combination
wσ(z) = Ae
ikzzg(z) +Be−ikzzg∗(z),
in which
g(z) = 1 + w1(z) = 1− mE
2~2k2z
z + i
mE
2~2kz
z2. (36)
This solution is obviously valid if the inequality (1/4)Ed ~2k2z/2m takes place. Taking
into account Eq. (32), we can represent the function uσ in the form
uσ(z) =

CLe
κL(z+d/2), z < −d/2,(
Aeikzzg(z) +Be−ikzzg∗(z)
)
eκEz, −d/2 < z < d/2,
CRe
−κR(z−d/2), z > d/2.
(37)
The small component vσ in the corresponding regions is determined by Eq. (27), which
after the simple calculations yields
vσ(z) =

iCL
σ~c
E+ε(K⊥)
σq−κL
1−νL e
κL(z+d/2), z < −d/2,
i σ~c
E+ε(K⊥)
fσ(z)
1+2κEz
, −d/2 < z < d/2,
iCR
σ~c
E+ε(K⊥)
σq+κR
1−νR e
−κR(z−d/2), z > d/2,
(38)
where
fσ (z) = A [(σq − κE − ikz) g(z)− dg/dz] e(κE+ikz)z+
+B [(σq − κE + ikz) g∗(z)− dg∗/dz] e(κE−ikz)z. (39)
Here we have again introduced parameters νj = Vj/ (E + ε(K⊥)) ' Vj/2mc2 (j = L,R),
which reduce to expressions (30) if one neglects the higher order relativistic corrections.
The coefficients A, B, CL and CR, and the admitted values of the parameter kz can be
determined from the boundary condition of the function (25) and from the normalization.
The equality (25) for bispinors can be reduced to the matching condition for the functions
uσ and vσ in the corresponding points. Obtaining coefficients CL and CR from this
condition for the functions uσ, from the continuity condition of the functions vσ we get
the system of two homogeneous equations for coefficients A and B:{
FRe
ikzd/2A+ F ∗Re
−ikzd/2B = 0,
F ∗Le
−ikzd/2A+ FLeikzd/2B = 0 ,
(40)
where
FR =
(
κR
1−νR +
κE
1−κEd +
σ(νR−κEd)q
(1−νR)(1−κEd) + i
kz
1−κEd
)
g (d/2) + 1
1−κEd
dg
dz
|z=d/2,
FL =
(
κL
1−νL −
κE
1+κEd
− σq(νL+κEd)
(1−νL)(1+κEd) + i
kz
1+κEd
)
g∗ (−d/2)− 1
1+κEd
dg∗
dz
|z=−d/2,
(41)
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and the function g(z) is determined in (36).
Using now the polar form for complex coefficients (41)
Fj = ReFj + iImFj = |Fj|eiΘj , |Fj| =
√
(ReFj)
2 + (ImFj)
2, tan Θj =
ImFj
ReFj
,
we see that the condition of the existence of a non-trivial solution of the system (40),
FLFRe
ikzd − F ∗LF ∗Re−ikzd = 0,
requires the fulfilment of the equality
sin (kzd+ ΘL + ΘR) = 0,
from which it directly follows that
kzd+ ΘL + ΘR = pin, n = 1, 2, 3, . . . . (42)
Here the angles Θj are nothing else as functions kz. With account of their determinations,
the condition (42) can be rewritten as
kzd+ arcsin
ImFR
|FR| + arcsin
ImFL
|FL| = pin. (43)
The allowed values of the parameter kz correspond to the roots kz(n) of the tran-
scendent Eq. (43) and determine the discrete energies (see Eq. (35)) of the bound
electrons/holes (particles confined by the QW) with kz = kz(n). These energies increase
with n increasing up to some value nmax which depends on the QW form. Equation (42)
contains angles ΘL and ΘR, that explicitly, via functions (41), depend on spin number
σ and parameter q. The latter is directly (according to Eq. (15)) connected with the
wavevector k⊥. Thus, the roots of the equation are defined by the spin state, which, in its
turn, affects the energy spectrum of 2D electron bands. Therefore, we set kz = kz(n;σ,k⊥)
in Eq. (35). Respectively, the energy spectrum of electrons in QWs, Eb(k, kz), according
to Eq.(35), takes the standard nonrelativistic form
Eb(k⊥, kz) ≡ Enσ(k⊥) = ~
2
2m
[
k2⊥ + κ
2
E + k
2
z(n;σ,k⊥)− 2σκEq
]
. (44)
In general, Eqs. (43) cannot be solved analytically and require numerical or graphical
solutions. Examples of this equation graphical solution for the lowest possible bound state
n = 1 at E = 0 are given in Fig. 1. In this case Eq. (43) becomes
kzd+ arcsin
kz√(
κR+σνRq
1−νR
)2
+ k2z
+ arcsin
kz√(
κL−σνLq
1−νL
)2
+ k2z
= pi. (45)
As it is seen, it has the form Fσ(kz) = pi, where the function F±(kz) is the left hand side of
Eq.(45). Therefore, the solutions correspond to the intersection of the curves y = Fσ(kz)
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Figure 1: Solution of the equation F (x) = pi at ξ = 0.5, ν0 = 10−2 a) in the whole interval of the variable
x = kzd, 0 < x < piτ at τ = 2.5; b) in the interval of x close to the roots of the solution; c) solution at
τ = 0.5, when there is only one root of the equation F (x) = pi, denoted as x−1. Here F is the left hand
side of Eq. (45).
with the line y = pi. Since we assume VL ≥ VR, then according to Eq. (29) the variable
kz takes its values in the interval 0 ≤ k2z ≤
(
κ
(0)
R
)2
[1− νR + 2eb(k)].
Let us introduce the energy
E0 =
~2pi2
2md2
, (46)
which is determined by the width of the QW for a particle with the given mass and defines
the energy of the ground state (zero-point energy) of a particle in the infinitely deep QW
(when the lowest solution corresponds to the wavevector k(0)z = pi/d). The energy E0 and
potential heights VL and VR characterize completely the potential layer. For subsequent
calculations it is convenient to introduce dimensionless parameters:
τ =
√
VR
E0
=
κ
(0)
R d
pi
, ξ =
√
VR
VL
=
κ
(0)
R
κ
(0)
L
≤ 1, e(0)b =
E0
2mc2
. (47)
The parameter τ , which is introduced as the ratio of the lowest potential wall VR to the
characteristic energy, defines, in fact, the real depth of the QW. At τ ≤ 1 not more than
one bound state can exist in the QW. The parameter ξ characterizes the QW asymmetry
and ξ ≤ 1 because VL ≥ VR. The value ξ = 1, obviously, corresponds to a symmetric
QW in the absence of an external field. The parameter e(0)b  1 (cp. (30)) determines
relativistic corrections, as it will be shown below.
The corresponding solutions for two different values of the parameter τ are presented
in Fig.1 where the variable kzd takes its values in the interval 0 ≤ kzd ≤ piτ . As it follows
from the definition (15), parameter q is the product of two values. Therefore, the curves
F±(kz) split at any finite value k⊥ under the condition f(ϕ⊥) 6= 0, and, hence, different
spin states correspond to different roots of Eq.(43), what is the direct indication that the
bound state energy depends on the spin quantum number, indeed.
In the interval 0 ≤ kzd ≤ piτ the functions F±(kz) increase from 0 to F±(piτ). For
the existence of the roots it is necessary that the inequality F±(piτ) ≥ pi is fulfilled which
is the condition for the existence of at least one bound state. As it is well known, in
a shallow asymmetric potential box the inequality can take place F±(piτ) < pi at τ less
than some critical value which depends on the asymmetry parameter ξ. It is important
that at finite values k⊥ and at nonzero value q, the critical values of the parameter τ
are different for different spin states. This means that for some parameter values of the
QW and wavevectors k⊥, the equation (43) can possess the root for the only value of
σ, and doesn’t possess the root for −σ. In other words, the situation is possible when
a QW captures electrons with one spin projection only, leaving electrons with opposite
projection free. Such example is shown in Fig. 1c.
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For qualitative analysis of dispersion laws (44) let us consider the approximate solu-
tions of Eq.(43) for the lowest bound state, which corresponds to n = 1, in two different
cases: i) enough deep QW and ii) strongly asymmetric shallow QW.
i) Deep QW. In this case when several bound states exist, τ 2  1, the lowest
energy for the particle is much smaller than the potential wall heights. So, the inequality
k2z(1)/
(
κ
(0)
j
)2
= E1/Vj  1 (E1 = ~2k2z(1)/2m) is fulfilled. Taking into account that
ImFj ∼ kz and ReFj ∼ κ(0)j , the arguments of trigonometric functions in Eq.(43) are
small, one can use the Taylor expansion. This will reduce the equation to the form
kzd = pi −X(kz), X(kz) ≈ ImFR ReFL + ImFL ReFR
ReFL ReFR
≡ ∆ (kz) kzd.
The method of successive approximations can be used in view of the smallness of X(kz).
In the zero approximation we have k(0)z = pi/d. The first order approximation is
k(1)z = k
(0)
z −X(k(0)z )/d = (1−∆) k(0)z ,
where ∆ is a small correction of the following form
∆ = ∆
(
k
(0)
z
)
= ∆0 − σ∆1qd+ ∆2q2d2,
∆0 =
(
√
VL+
√
VR)
√
E0
pi
√
VLVR
+
√
VL−
√
VR
4pi
√
VLVRE0
Ed+
(
Ed
8E0
)2
,
∆1 =
[
(VL−VR)E0
pi2VLVR
+ Ed
2E0
]
E0
2mc2
,
∆2 =
[
(
√
VL+
√
VR)(3
√
VLVR−VL−VR)
pi3
√
VLVRE0
−
(
V
1/2
L −V
1/2
R
)(
V
3/2
L +V
3/2
R
)
4pi3
(
V
1/2
L +V
1/2
R
)√
VLVRE0
Ed
E0
] (
E0
2mc2
)2
.
(48)
To obtain this solution, we have used the explicit expressions (29), (30), (36), (41), keeping
main terms only accounting for the smallness of the value 1/piτ , the smallness of the ratio
of nonrelativistic energies to the energymc2, and the smallness of the ratio Ed/E0. Notice,
the approximate solution contains relativistic corrections and includes the terms, which
are determined by the QW form and by the strength of the field.
Substituting the first approximation kz ' k(1)z in Eq. (44) and using the definitions
(15) and (48), for the lowest 2D band of electrons in a QW we find Rashba-like dispersion
law :
E1σ(k⊥) = E1 (0) +
~2k2⊥
2m∗
+ σαBRk⊥, (49)
where
E1 (0) =
(
1− 21 + ξ
piτ
)
E0 − 1− ξ
2piτ
Ed− (Ed)
2
32E0
(50)
is the energy at k⊥ = 0 with account of the QW depth and external field. The value
m∗ ≡ m∗deep (ϕ⊥) = m
{
1−M
[
e
(0)
b f(ϕ⊥)
]2}−1
,
M = 2τ
piξ2
[
(1 + ξ) (1− 3ξ + ξ2) + (1− ξ) (1− ξ + ξ2) Ed
4E0
] (51)
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is the effective mass renormalized by SOI. The coefficient
αBR ≡ αdeepBR (ϕ⊥) =
2e
(0)
b d
pi2
(
1− ξ2
τ 2
E0 +
pi2 − 1
2
Ed
)
f (ϕ⊥) (52)
is usually called the Bychkov-Rashba parameter. In general, it as well as the effective
mass (51) can be anisotropic due to the presence of function f (ϕ⊥). It is easy to see that
the values of m∗ and αBR are determined by the internal structural asymmetry of the
QW and by the applied external field.
ii) Strongly asymmetric shallow QW. Here the parameter τ < 1 and no more
than one bound state can exist, the assumptions used to solve Eq.(34) can be fulfilled in
very weak fields only. Therefore we restrict consideration to the case when the field is
absent. Then the Eq.(45) can be represented in the form
kzd+ arctan
(1− νR) kz
κR + σνRq
+ arctan
(1− νL) kz
κL − σνLq = pi. (53)
The roots of Eq.(45) or Eq.(53) for shallow QW correspond to the values of kz that
are close to κ(0)R such that the inequality
(
κR/κ
(0)
R
)2
 1 is valid. So, one can write
k2z =
(
κ
(0)
R
)2
− κ2R ≈
(
κ
(0)
R
)2
, and the argument of the first arctangent in the right hand
side of Eq. (53) becomes large. For strongly asymmetric QW the inequality k2z/κ2L ∼(
κ
(0)
R /κ
(0)
L
)2
= ξ2  1 is also true, and the argument of the second arctangent is small,
as in the case of a deep QW. Using the expansions
arctan y =
y√
1 + y2
(
1 +
1
6
y2
1 + y2
+ . . .
)
, y2  1,
arctan y =
pi
2
− 1
y
+
1
3y3
− . . . , y2  1,
one can reduce Eq. (53) in the first approximation to the form
kzd− κR + σνRq
kz
+
kz√
(κL − σνLq)2 + k2z
=
pi
2
.
Keeping the main terms only, from this relation we obtain that
κR = κ
(0)
R
(
a0 + σa1q + a2q
2
)
, (54)
where coefficients a0, a1 and a2 are expressed via dimensionless parameters (47):
a0 = pi (τ − τthr) , a1 = ξ2
√
E0VR
2pimc2
, a2 = ξ
(√
E0VL
2pimc2
)2
,
τthr =
pi
2
− ξ (1 + ξ2) .
(55)
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It follows from (54) that the roots of Eq. (53) exist when the right hand side of Eq. (54)
is positive. In the case when q = 0, this means that electrons can be confined by the
asymmetric shallow QW if τ > τthr. When q 6= 0, the threshold values of the parameter
τ are different for different quantum spin numbers σ. In the vicinity of the threshold,
τ ≈ τthr, the bound state corresponds to one value of the spin quantum number only,
namely, to the value σ = 1.
At pi (τ − τthr) > a1q, there exist bound states for both values of the spin projection
and the solution follows directly from Eq. (54):
k2z =
(
κ
(0)
R
)2 [
1− a20 − 2σa0a1qd−
(
a21 + 2a0a2
)
q2d2
]
.
Substituting this result in Eq. (44) and using definitions (55), we find the expression for
2D electron band (49), in which
E1 (0) = VR
[
1− pi2 (τ − τthr)2
]
, (56)
the effective mass is
m∗ ≡ m∗shallow (ϕ⊥) = m
{
1−
(
ξ4 + 2pi
τ − τthr
ξ
)[
e
(0)
b τf(ϕ⊥)
]2}−1
, (57)
and the Bychkov-Rashba parameter is
αBR ≡ αshallowBR (ϕ⊥) = −2e(0)b ξ2τ (τ − τthr) f(ϕ⊥)VRd. (58)
Finally, comparison of Bychkov-Rashba parameters for deep and shallow QWs, shows
that in the former case it increases with τ decreasing, while in the latter case it decreases.
This means that Rashba spin splitting can have maximum at τ ∼ 1. This situation
depends on the specific geometry of QW, and, thus, can be controlled via synthesis of the
corresponding spintronics heterostructures.
5. Conclusion
The found above general solution of the DE, is important for deep understanding of
spin and spin-related properties of various systems. In particular, the main characteristic
of such systems from the point of view of spintronics applications, is spin orientation which
is characterized by the vector Sσ(z) =
〈
Ψσ|Σˆ|Ψσ
〉
. For solutions with positive energy, the
lower spinor, according to Eqs. (21)-(22), always is a small component of the bispinor,
although both small and large components can be present in all four components of the
bispinor. Therefore, neglecting relativistic corrections, Sσ can be approximated by the
mean value of the Pauli vector matrices over the upper spinor of the bispinor Ψσ, namely
Sσ(z) ≈ 〈ψσ,u|σˆ|ψσ,u〉. Moreover, it is sufficient to take into account the large component
of the solution only; then, according to Eq. (21), we have Sσ(z) = |uσ(z)|2sσ, where
〈χ˜σ|σˆ|χ˜σ〉 ≡ s = σ (ex sin θ cosϕ+ ey sin θ sinϕ+ ez cos θ) . (59)
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This vector, in its turn, is characterized by the spin quantum number, σ, and, what is
important, depends on free parameters θ and ϕ. Namely these parameters govern the
spin degree of freedom as a physical characteristics of a particle.
In a homogeneous space, the solution of the DE is a bispinor (A.1) with arbitrary
spinors χ and η, whose components determine the spin, i.e., spin orientation. An arbitrary
spinor in a laboratory coordinate system has the form (A.3). Therefore, in a homogeneous
space the spin and spatial degrees of freedom of a particle are uncoupled: a particle can
propagate in all directions preserving the given (prepared "beforehand") spin orientation,
which, generally speaking, can be arbitrary. Consequently, in the nonrelativistic limit
spin and spatial coordinates of a particle prove to be separated. In other words, spin
orientation is not manifested in energetic spectrum or other observables in the absence of
external fields (electric and/or magnetic).
The situation changes drastically when a particle moves in an inhomogeneous po-
tential. In particular, in the field which preserves free propagation of a particle in two
directions and restricts it in the third one, the spin orientation determined by free param-
eters, can be arbitrary, according to the found above general solution, but 2D electron
energy spectrum (49) does depend on the spin. Such energy dependence on the spin
variable reflects the manifestation of the SOI which appears in the SE. The specific form
of the SOI is the consequence of the account of relativistic corrections. Even being small
ones, they lead to qualitative consequences.
To demonstrate the possibilities of the description of qualitatively different character-
istics of electrons in heterostructures with the help of general solution of the DE, let us
show schematically spin characteristics for different non-coinciding solutions found in [7].
Figure 2 shows spin splitting and spin orientations in the kx ky-plane at the constant value
of the energy Eσ(k⊥) = E > E1(0). In particular, Fig. 2a (θ = pi/2 and ϕ = ϕ⊥ + pi/2)
corresponds to the state with the given z-component of electric spin polarization  pro-
viding the well-known Rashba spin-splitting. However, choosing ϕ ≡ ϕ (ϕ⊥) = ϕ⊥− pi/2,
we obtain the equivalent state, but with the opposite spin orientations in the sub-bands.
Formally, this corresponds to the change of Bychkov-Rashba parameter sign. Figure 2b
(θ = 0) shows spin-degenerate electron spectrum (at zero value of Bychkov-Rashba param-
eter, αBR = 0) when z-component of magnetic spin polarization, µ, is preserved. Finally,
in Fig. 2c (θ = pi/2, ϕ = 0) we show the case when the projection of spin pseudovec-
tor S is preserved (for instance, the projection on x-axis). In this case Bychkov-Rashba
parameter becomes anisotropic, and, respectively, spin splitting becomes anisotropic too.
Figure 2 shows the simplest cases. Any arbitrary situation can be described by the
general solution, in which one has to set certain values to the corresponding free param-
eters: for different physical situations certain a priori free parameters can be fixed. The
essential benefit of the general and unique solution found in the present paper, is the
possibility of continuous transition from one to another physical situation via continu-
ous change of the corresponding free parameters. The resulting spin splitting and spin
orientation schemes will have more complex geometry, than shown in Fig. 2.
The above general solution describes the states of one isolated electron. Realization
(“preparation”) of a specific spin state is, however, determined by another factors, such
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Figure 2: Spin orientation schemes for three cases of preserved projections of spin polarization, which
follow from the general solution at the special choice of free parameters (see text): а) z = const, b)
µz = const, c) Sex = const.
as carrier concentration, presence of electric or/and magnetic field(s), applied pressure,
properties of particular interface etc. Therefore, spin states should be manifested as the
peculiarities of real physical experiments.
In equilibrium systems the main requirement is the total energy minimum. For in-
stance, for ideal 2D electron gas containing Ne electrons, the total ground state energy
is
Etot =
∑
σ,k⊥
Eσ (k⊥)nσk⊥ ,
∑
σ,k⊥
nσk⊥ = Ne,
where nσk⊥ are occupation numbers of one-electron energy levels (49). At zero tempera-
ture nσk⊥ = 1 at Eσ (k⊥) 6 EF and nσk⊥ = 0 at Eσ (k⊥) > EF with EF being the Fermi
energy. For the states, shown in Fig. 2, it is easy to find that Eµztot > E
Sx
tot > E
z
tot and
Eµztot − ESxtot = Ne
mα2BR
2~2
, ESxtot − Eztot =
 Ne
pi~2ne
2m
(
1− ne
3n0
)
, ne < n0,
Ne
pi~2n0
2m
(
1− n0
3ne
)
, ne > n0.
Here ne = Ne/S is the surface electron density, n0 = m2α2BR/pi~4 is the maximum elec-
tron density at which the lowest spin sub-band is occupied and the upper sub-band is
unoccupied. The lowest spin sub-band has the minimum at k⊥ = k0 =
√
pin0.
Thus, in the equilibrium 2D electron gas, the Rashba state is realized as the lowest
one. The presence of perturbations which destroy the isotropy of a 2D layer, can be taken
into account by choosing certain values of the free parameters of the general solution,
and, therefore, one can hope that the situation is not exclusive, when the lowest energy
state is different from the Rashba state.
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Appendix A. Solution of Dirac equation for free particles
The solution of DE for a free particle is well-known and can be found in textbooks
(see, e.g., [5]). The eigenfunctions of the DE are given by the bispinors
Ψp,k(r) = Ae
ik·r
√
ε+mc2
2ε
(
χ
~ckσˆ
ε+mc2
χ
)
, Ψa,k(r) = Ae
ik·r
√
ε+mc2
2ε
(− ~ckσˆ
ε+mc2
η
η
)
, (A.1)
18
which describe the states of a particle with the momentum p = ~k, where k = exkx +
eyky + ezkz is the corresponding wavevector. In Eq. (A.1) the notation ε ≡ ε(k) =√
m2c4 + ~2c2k2 (k2 = k2x+k2y +k2z) is used. The first bispinor corresponds to the positive
value of the eigen energy, E = ε(k), and the second one to the negative eigen energy, E =
−ε(k) (to particle and antiparticle, respectively). Notice, to have the complete system of
eigen functions, it is necessary to supplement the bispinors (A.1) by the same bispinors
with Kramers partners of the arbitrary spinors χ and η. Two orthogonal bispinors can be
characterized by the spin number σ(= ±1) with opposite values. The simplest choice of
such spinors is in the frame of spin quantization axis:
χ+ =
(
1
0
)
, χ− =
(
0
1
)
. (A.2)
Arbitrary spinors in (A.1) with opposite spins can be expressed via the superposition of
spinors (A.2) in the form
χ˜+ = e
iΘ/2
(
e−iϕ/2 cos θ
2
eiϕ/2 sin θ
2
)
, χ˜− = e−iΘ/2
( −e−iϕ/2 sin θ
2
eiϕ/2 cos θ
2
)
, (A.3)
where Θ defines the general (global) phase of the wavefunction, and the angles θ and ϕ are
the polar angles that determine the particle spin direction relative to the spin quantization
axis. Here we have used the accent tilde to distinguish such arbitrary spinors from the
ones associated with the eigen spin quantization axis (A.2).
Substituting (A.3) in the function (A.1) we obtain the eigen function Ψk,σ(r; Θ, ϕ, θ)
which is characterized by the quantum numbers determining particle motion, k, and
its spin state, σ, and which depends on the spatial and spin variables r and Θ, ϕ, θ,
respectively.
In the homogeneous space when V (r) = 0, the transformation (9), which separates
the wavevector k into the components k⊥ = exkx+eyky and ezkz, according to Section 3,
is an intermediate step which somewhat complicates the calculations but does not affect
the final result (A.1). To show this, let us consider the solution of Eqs. (20) at V (z) = 0
considering the states with positive energy only.
Excluding the function vσ(z), we obtain Eq. (28) for function uσ(z) which admits the
solution in the form of a wave uσ(z) = C exp(ikzz) with the eigenvalue
E =
√
ε2 (k⊥) + ~2c2k2z =
√
m2c4 + ~2c2k2 ≡ ε(k), k2 = k2⊥ + k2z . (A.4)
Determining the small component vσ(z) from Eq. (27), one can obtain the eigen bispinors
of the equation ˆ˜HΨ˜ = EΨ˜ (cp. (19)):
Ψ˜kz ,σ(z) = C
(
χσ
~c(kz σˆz+iq)
ε(k)+ε(K⊥)
χσ
)
eikzz, (A.5)
where spinors χσ are defined in Eq. (A.2). The wavefunction Ψ˜kz ,σ(z) is Ψ˜σ(z) =
Uˆ−1Ψkz ,σ(z), where the operator Uˆ is determined by the matrix (9). Using the explicit
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expressions for the transformation matrices (9)-(10) and the definitions (13) and (15), one
can show that the final wavefunction (2) takes the form of the solution (A.1):
Ψk,σ(r) = CUˆ
(
χσ
~c(kz σˆz+iq)
ε(k)+ε((K⊥)
χσ
)
eikr = C
√
ε(k) +mc2
2ε(k)
(
χ˜σ
~kekσˆ√
(mc)2+(~c)2
χ˜σ
)
eik·r (A.6)
with the spinor χ˜σ, determined as χ˜σ = ωˆχσ with ωˆ = ωˆuωˆq. Here the rotation matrix ωˆu
is defined in Eq. (10), and
ωˆq =
(
cos ϑq
2
−ie−iϕq sin ϑq
2
−ieiϕq sin ϑq
2
cos ϑq
2
)
, (A.7)
where the angles ϑq and ϕq are given by the equalities
tanϑq =
~2c2K⊥
√
k2z + q
2
mc2ε (k) + ε2 (K⊥)
, tanϕq =
qKy − kzKx
qKx + kzKy
. (A.8)
Because the parameters in the matrix ωˆu are arbitrary, they can be redefined in such a way
that their arbitrariness is completely assigned to the final matrix ωˆ with the Keyli-Klein
parameters (11). Then the transformation χ˜σ = ωˆχσ leads to the spinors (A.3) and, as a
result, the wavefunction (A.6) fully coincides with (A.1).
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