Introduction
Artificial neural network (ANN) models [13] [14] [15] [16] try to emulate the biological neural network/nervous system with electronic circuitry. ANN models have been studied for many years with the hope of achieving human-like performance (artificially), by capturing the key ingredients responsible for the remarkable (capabilities) of the human nerves system. Note that these models are extreme simplifications of the actual human nervous system. ANN is designated by the network topology, connection strength between pairs of neurons (called weights), node characteristics and the status updating rules. Node characteristics mainly specify the primitive types of operations it can perform, like summing the weighted inputs coming to it and then amplifying it. The updating rules may be for weights and/or states of the processing elements (neurons). Artificial neural networks have become a technical folk legend of late 1960 s. The market is flooded with new, more technical software (hardware) and products today. Some of the popular networks are Hopfield net (HN), multi-layer perceptron (MLP), self-organising feature map (SOFM), learning vector quantization adaptive resonance theory (ART) network.
Neural network based systems are usually reputed to enjoy the following major characteristics:
Adaptivity -adjusting the connection strengths to new data/information, Speed -due to massively parallel architecture, Robustness -to missing, confusing, ill-defined/noisy data, Ruggedness -to failure of components, Optimality -as regards error rates in performance.
In order to accommodate uncertainties associated with real life problems, heuristic approaches, and synergetic models (integration of quantitative and qualitative techniques) have gained momentum in recent past. One drawback of the ANN model is the large training time required [1] . The training time of ANN depends on size of ANN (i.e. number of hidden layers and number of neurons in each layer), size of training data, their normalization range and type of mapping of training patterns (like X-Y, X-DY, DX-Y and DX-DY), error functions and learning algorithms [2] . The efforts have been done in past to reduce training time of ANN by selection of an optimal network and modification in learning algorithms [3] [4] [5] [6] [7] [8] [9] . This is very unfortunate that a little effort has been done to change the internal structure of neuron [12] .
The artificial neural networks and fuzzy set theoretic approach are oftenly used for complex problems, which are highly non-linear in nature like forecasting problems. Both the modeling techniques have their own advantages and disadvantage as follows: 1. Fuzzy model posses large power in representing linguistic and structured knowledge by fuzzy sets and performing fuzzy reasoning by fuzzy logic in qualitative manner and usually rely on the domain experts to provide the required knowledge for a specific problem [17, 18] . Further the compensatory operators in the fuzzy models as connectives are found quite suitable and give results very close to the actual result [10] . 2. On the other hand, neural network models are particularly good for non-linear mappings and for providing parallel processing facility to simulate complex system. The neural network models are developed via training. 3. Furthermore, while the behavior of fuzzy models can be understood easily due to their logical structure and stepby-step inference procedures, a neural network model acts normally as a black box, without providing explanation facility.
From these investigations, it is quite natural to consider the possibilities of integrating the two paradigms, in order to utilize the desired strength of both types of models to produce improved results. There are two possibilities for combining fuzzy systems and neural networks to work together competitively and co-operatively:
(a) By neuralizing fuzzy systems i.e. the introduction of neural network concepts in fuzzy systems. Technically, it may be realized by mapping out fuzzy systems into neural network, either functionally or structurally. (b) Or fuzzyfying neural networks implying introducing fuzzy concepts in neural networks. As is well recognized, fuzzy systems are logical based with fuzzy set representation and flexible fuzzy logic operations. Thus the resulting fuzzy neural system may include minimum, maximum or compensatory operators, apart from usual sum and product operators found in neural computing. For example, product-sum unit may be replaced by a min-max unit.
In this paper, an attempt has been made to employ neurofuzzy approach to develop a new model of neuron having more computation power. Conventional neuron model has been modified using fuzzy aggregation operators along with the crisp aggregation operators keeping in mind the following obstacles with existing ANN model (i) Large number of neurons required in hidden layer for complex function approximation [11] . (ii) Number of hidden layers required for complicated functions may be 2, 3 or more. (iii) Above mentioned bottlenecks are not only computationally expensive in terms of convergence and large number of neurons in each layer, but several iterations are required before the artificial neural network gets trained to give accurate results. (iv) Size of neural networks decides total number of unknowns to be determined and hence minimum number of training input-output pairs required for development of the model. In the case of complex functions, a huge set of training data is necessary due to the requirement of large number of neurons and hidden layers. 
Conventional neuron model
The general structure of the conventional neuron is an aggregation function and its transformation through a filter as shown in Fig. 1 . It has been shown in literature [14] [15] [16] that the neural networks can be universal function approximators for given input-output data. However, the existing simple neuron structure has summation as aggregation function with sigmoidal, radial basis, tangent hyperbolic or linear limiters as activation function.
Development of new neuron model (NNM)
The aggregation and activation operators used in the neurons are generally crisp. However, they overlook the fact that most of the processing in neural networks is done with incomplete information at hand. Thus to develop a new neuron model a fuzzy system approach has been adopted for aggregation which uses the fuzzy aggregation operators (t-norms, t-co-norms, fuzzy averaging and fuzzy compensatory operators) [12] along with the crisp aggregation operators (summation and product) to take into account the vagueness involved. The various activation functions such as sigmoidal, Gaussian, sinusoidal, straight line etc. at the neuron level are also considered to cope up with the nonlinearities in the data. The new neuron model uses partly fuzzy aggregation operator and partly crisp aggregation operator to give improved learning performance of the neuron. The new neuron model has been shown in Fig. 2 . Existing models use 'Sigmoid' or 'Gaussian' activation functions [14] . These fail to cope up with the non-linearities involved in real life problems. To deal with the above, in the proposed model 'Sigmoid' and 'Gaussian' activation functions have been compensated with 'straight line' and 'sinusoidal' activation functions with weight sharing. Here 'straight line' activation function has been added with conventional 'Sigmoid' and 'Gaussian' functions keeping in mind that any type of non-linear variation may contain some linearity in some of its regions. In the same way to 
Learning algorithm of new neuron model
Detailed diagram of new neuron model is shown in Fig. 3 . The output of new neuron fuzzy model when AG1 is summation and AG2 is product aggregation operators is:
Here f 1out1; f 2out1; . . . ; f nout1 are outputs of activation functions f 1; f 2; . . . ; f n related to aggregation function P , and f 1out2; f 2out2; . . . ; f nout2 are outputs of activation functions f 1; f 2; . . . ; f n related to aggregation function Q . For example:
Output of activation function f 1 for aggregation function P ,
Output of activation function f 1 for aggregation function Q ,
The outputs of aggregation function P and Q are
where'i' is number of inputs
where 'Xos and Xop' are baising elements. After calculating the output of new neuron in the forward pass of feed forward back propagation neural network, it is compared with desired output (D) to find out the sum squared error and then it is minimized by training of ANN.
Error Eo ¼ D À Opk Derivatives of sum squared error with respect to correcting weights are given below:
q = number of an activation function Ã number of aggregation function connections strength (weights) are modified as:
In this case of new neuron model both P as well as Q have been taken as the aggregation functions and the output of these aggregation functions have been passed through the Sigmoidal and Gaussian functions respectively. Finally, the outputs are summed up to get the neuron output. The output of new neuron can be mathematically written as
Outputs of sigmoid activation functions are
After calculating the output of above neuron in the forward pass of feed forward back propagation neural network, it is compared with desired output (D) to find out the sum squared error and then it is minimized by training of ANN.
Case 2 (NNM-2)
In this case of new neuron model three activation functions sigmoid, Gaussian, straight line have been tried with two aggregation functions ' P ' and ' Q '. The outputs of functions used in this case of the model are given below.
Outputs
Output of activation functions for Q part are: f 1out2, f 2out2 are same as in Case 1.
Output of the neuron is
In this case of new neuron model also three activation functions (sigmoid,
Case 4 (NNM-4)
In this case of new neuron model four activation functions (sigmoid, Gaussian, straight line and sinusoidal) have been tried with two aggregation functions P and Q . Output of the neuron is
where W1p1 ¼ ð1 À W1s1Þ; W1p2 ¼ ð1 À W1s2Þ; W1p3 ¼ ð1 À W1s3Þ; W1p4 ¼ ð1 À W1s4Þ.
Bench-mark testing of new neuron model
The convergence of artificial neural network depends on it's structure and so many other parameters like learning rate, learning algorithm, momentum, etc. Apart from this convergence of a network also depends on type of problem. If a network converges for one type of problem then it is not necessary that it would converge for other type of problem also. Therefore its convergence capability should be tested. Certain benchmark problems [13] have been modelled to check the performance under training and testing of above developed networks. The ANN and GNMs are tested for same learning rate and momentum. The parameters for neuro-fuzzy models and existing neural networks (ANN) are given in Table 1 .
XOR problem
The multi-layered feed-forward ANNs are trained to produce an output of one (zero) when binary input has an odd (even) number of bits. The XOR problem is a classical mapping problem, which is linearly non-separable. It requires minimum one hidden layer having two neurons for its solution. ANN with two hidden layers each having 4 neurons and NNMs with one neuron has been trained. Gradient Descent algorithm has been used for training of ANN and NNMs.
The N-parity problem
The problem consists of mapping an N-bit binary number into its parity i.e. if the input pattern contains an odd number of 1s, then the parity is 1, else 0. This is considered a difficult problem because patterns that are closer (using Euclidean distance norm) in the measure space i.e. numbers that differ in only one bit require their answer to be different. It should be noted that the XOR problem is a special case of the Parity problem with two inputs and one output. In the present case there are four inputs and one-output patterns for Parity-4 problem. In architecture of ANN with two hidden layers, each with 4 neurons have been considered. Various NNMs are trained with one neuron only. The training algorithms considered is the standard back-propagation in batch mode, which is the gradient descent training.
The Mackey-Glass time series
The Mackey-Glass (MG) [12] time series is the most common problem to evaluate a network for its prediction capabilities. The MG series is a model of chaotic series. The Mackey-Glass equation represents a model for white blood cells production in leukaemia patients. It mimics the non-linear oscillations in the physiological processes involved.
The model is complicated due to the addition of a time delay s in the non-linear equations. The objective of this analysis is to evaluate the efficiency of networks to predict future values using a set of past values. The above M-G equation is implemented with s ¼ 1:7; xð0Þ ¼ 1:2; xðtÞ ¼ 0 for t < 0. A total of 501 points have been generated from t ¼ 0 to 500, out of which 300 points have been used for training and the rest have been used for testing. The 0th, 6th, 12th, and 18th points have been used to predict 19th point and so on.
ANN with one hidden layer having 4 neurons and NNMs with one neuron has been trained. Gradient Descent training algorithm has been used.
Character recognition problem
Character recognition is a popular benchmark tests for neural networks. The number of inputs and outputs vary depending on the set of characters used for recognition and the choice of features selected for input. In the simplest case, a few printed characters are chosen such as the ten integers (0; 1; 2; . . . ; 9) (or the alphabets -A, B, C, . . . ;Z) with one or more different font types. In the most difficult case cursory handwritten character recognition is attempted. For these tests, the inputs may be individual pixels, (say 8 Â 8) arranged in a particular fashion. The outputs are the decimal values representing each of the individual numerals. The number of hidden layers and units vary depending on the application, but typically, no more than two hidden layers are required. During training, the network identifies the input pattern and tries to produce the associated output pattern. The power of neural network comes to life when a pattern that has no output associated with it, is given as an input. In this case the network gives the output that corresponds to a taught input pattern that is least different from the given pattern.
In architecture of ANN with two hidden layers, each with 4 neurons has been considered. All new neuron models have been trained with one neuron only. Gradient descent training algorithms has been used for training.
Sin(x) * Sin( y) problem
The Sin(x) Ã Sin(y) problem has been trained and tested on conventional ANN as well as NNMs. The training performance of both ANN and NNMs have been given in Table 2 . The NNM-4 is found to be least training epochs required.
Coding problem
The coding problem also trained and tested on both ANN and NNMs. Here, again it is found that NNM-4 is best to the rest of models. ANN needs large number of epochs (i.e. 18430) for training upto 0.002. On the other hand, NNM-4 needs only 223 epochs. Hence training time and training effort is reduced drastically. The testing performance of all these networks is shown in Table 4 . Table 3 . Convergence in new neuron models is much faster as compared to ANN. For XOR and Parity-4 problems NNM-2 requires only 3452 and 9998 epochs however ANN requires 150680 and 255430 epochs respectively to achieve same tolerance (0.002) in output. In Mackey-Glass, character recognition, Sin(x) Ã Sin(y) and coding problems GNM-4 requires 162, 131, 229 and 223 epochs respectively, which are much less as compared to epochs 70945, 30340, 20870 and 18430 required by ANN for same tolerance level. Comparison of structural complexity and computation complexity associated with ANN and new neuron models is represented in Tables 5 and 6 . Comparing training performance among different NNMs, it is clear that the convergence time of a network not only depends on type of problem but also depends on type and number of activation and aggregation functions and mappings among themselves. Among all models NNM-4 suits best for character recognition and Mackey-Glass time series problems taking minimum training epochs, however for XOR and Parity-4 problem NNM-2 requires minimum training epochs (3452 and 9998) to reach same tolerance level which are little higher than the epochs (3470 and 10122) required by NNM-4. Relatively there is no considerable difference in required training epochs by NNM-2 and NNM-4 for these two problems as indicated in Table 5 . Therefore it may be said that the convergence capability of NNM-4 is fine among all NNMs and ANN for all benchmark problems discussed above. Apart from this the above model performances good over 5% noise in testing input data as shown in Figs. 8-11 and Tables 3, 4 .
Four layered ANN with 13 neurons and 52 interconnections with 13 number of biases uses for modeling the short term load forecasting problem, however neuro-fuzzy model (case 4) structure uses only one neuron with 24 number of interconnections and 2 biases as shown in Table 5 . Further, ANN uses 13 activation functions for all its neurons however NNM uses maximum 6 activation functions. This shows that ANN requires more complex Table 6 . In one stroke, ANN requires 91 total numbers of operations, however NFM requires maximum number of operations equal to 31 as in the NNM-4. It means structural complexities as well as computational complexity involved both are reduced in NNMs as compared to ANN. Further the computation time consumed by computer in one stroke is also minimum i.e. 0.1255 s in case of NNM-4, however it is 0.808 s for ANN.
Conclusion
This paper discusses the existing ANN and development of new neuron model using neuro-fuzzy approach. The performance of these models have compared with some benchmark problems and the following observations have been made:
1. The feed-forward back-propagation neural networks have great potential in modeling and simulation of highly nonlinear problems. 2. The training time of neural network models is a function of mappings among different functions. More number of mappings configurations are possible in NNM as compared to ANN because of large number of aggregation and activation functions used, which is helpful to reduce the training time.
3. For benchmark problems, NNM-4 requires minimum training time among all models to achieve same tolerance level in output. 4. The requirement of the total number of neurons and hidden layers is reduced drastically in case of the new neuron models. 5. The neural networks with the new neuron models exhibit much superior properties both in terms of convergence time as well as prediction error. 6. The performance of new neuron models is better compared to ANN over noisy data also. 7. The structural complexity as well as computational complexity in FNM is reduced as compared to ANN. 8. The computation time in seconds has also been reduced in NNM as compared to ANN. 
