In this paper we present Leray-Schauder alternatives for a general class of Mönch type maps.
In this paper we consider classes A, B and C of maps. Let X and E be spaces. Definition 1.1. We say G ∈ M (X, E) (respectively, G ∈ M B(X, E), G ∈ M C(X, E)) if G : X → 2 E and G ∈ A(X, E) (respectively, G ∈ B(X, E), G ∈ C(X, E)).
We now state two Mönch type coincidence theorems established in [5] (other results can also be found there and also in [6] ). Theorem 1.2. Let X be a metrizable topological vector space and Y a space. Assume Φ : Y → 2 X , F : Y → 2 X , x 0 ∈ Φ(Y ) and suppose the following conditions hold: for any nonempty set A ⊆ Y, A = Φ −1 (co ({x 0 } ∪ F (A))) with co (F (A)) compact we have that F Φ −1 ∈ M C(co (F (A)), co (F (A))) and there exists x ∈ Φ −1 (co (F (A))) with F (x) ∩ Φ(x) = ∅.
Then there exists x ∈ Y with F (x) ∩ Φ(x) = ∅. Remark 1.3. (a). In Theorem 1.2, X metrizable can be replaced by any space with the following properties: (i). X is such that the closure of a subset Ω of X is compact if and only if Ω is sequentially compact, and (ii). for any convex set D ⊆ X if x ∈ D then there exists a sequence x 1 , x 2 , .... in D with x n converging to x. (b). In some applications we are interested in maps Θ :
Y → X is single valued then trivially (1.2) holds by taking M = Φ(Q). Of course for (1.2) we just need that Φ maps countable sets in Y to separable sets in X.
and suppose (1.1) and (1.2) hold. In addition assume the following conditions are satisfied:
and 
) and x = Φ(y), and note Φ(y) (= x) ∈ co ({x 0 } ∪ F (N )) so from the above y ∈ A i.e. x = Φ(y), y ∈ A i.e. x ∈ Φ(A). Thus co ({x 0 } ∪ F (N )) ⊆ Φ(A). Now N is countable so F (N ) is separable and so we have [6] that co ({x 0 } ∪ F (N )) is separable. Thus there exists a countable set
. Thus there exists a countable set P ⊆ A with Q 0 ⊆ Φ(P ) and as a result co ({x 0 } ∪ F (N )) = Q 0 ⊆ Φ(P ). Thus (1.5) holds.
Main results.
Let X be a Hausdorff topological vector space, Y a space and U an open subset of Y . Definition 2.1. We say F ∈ M (U , X) (as in Section 1) if F : U → 2 X and F ∈ A(U , X); here U denotes the closure of U in Y .
In this section we will fix a Φ : U → 2 X (from the class M B(U , X)).
(ii). In Definition 2.2 (and throughout the paper) we could replace {0}
We begin with a nonlinear alternative of Leray-Schauder type (a more general result will be presented in Theorem 2.14).
Assume the following conditions hold:
and
Let
Let Ω be as in the statement of Theorem 2.6 and note (2.1) (see Remark 2.5)
x ∈ ∂U is assumed at the beginning of the proof, and 0 ∈ M M ∂U (U , X)). Now since Y is a normal topological space then (see (2.4) ) there exists a continuous map µ : U → [0, 1] with µ(∂U ) = 0 and µ(Ω) = 1. Define a map R by
)) with C ⊆ D countable and Φ(C) ⊆ co ({0} ∪ 0(C)) then since 0(x) = {0} for x ∈ C we have that co (0(C)) is (trivially) compact.
(ii). Note in Theorem 2.6 if we replace Y a normal topological space with Y a completely regular topological space then the result in Theorem 2.6 is true provided we replace (2.4) with Ω is compact.
(iii). In Theorem 2.6 let Φ = i (the identity map) so Ω = {x ∈ U :
Let Y be any space with the property that the closure of a subset E of Y is compact if and only if E is sequentially compact. If Ω is closed then Ω is compact. To see this it is enough to show Ω is sequentially compact. Let {x n } ∞ n=1 be a sequence in Ω and let C =
Then since F ∈ M M (U , X) (take D = Ω and note Ω ⊆ co ({0} ∪ F (Ω)) so Ω ⊆ Φ −1 (co ({0} ∪ F (Ω)))) we have that co (F (C)) is compact. As a result since C ⊆ co ({0} ∪ F (C)) we have that C is compact so C = {x n } ∞ n=1 has a convergent subsequence. Thus Ω is sequentially compact.
(iv). Note (2.2) is called the Leray-Schauder condition.
We now present some results which guarantee (2.1). For our next result we need Φ : Y → 2 X . Theorem 2.8. Let X be a Hausdorff topological vector space, Y a space, U an open subset of Y , Φ : Y → 2 X , and assume the following conditions hold:
Then the zero map is Φ-essential in M M ∂U (U , X). Remark 2.9. (i). Note in fact R in (2.8) is in M M M (Y, X) (see the proof below) so one could replace (2.9) with: there exists x ∈ Y with Φ(x) ∩ R(x) = ∅.
(ii). Note Theorem 1.2 (or Theorem 1.4) give conditions to guarantee (2.9). One could also use other theorems in [5, 6] to guarantee (2.9) (we might have to change slightly the definition of M M and M M M if we use these other theorems).
Remark 2.10. Note (2.6) and as in Remark 2.7 note 0 ∈ M M (U , X).
Now (2.9) guarantees that there exists a x ∈ Y with Φ(x) ∩ R(x) = ∅. There are two cases to consider, namely x ∈ U and x ∈ Y \U . If x ∈ U then Φ(x) ∩ J(x) = ∅, and we are finished. If x ∈ Y \U then since R(x) = {0} (note also J| ∂U = 0| ∂U ) we have Φ(x) ∩ {0} = ∅, and this contradicts (2.7) (see also (2.6) ). 2
We now give another example of a Φ-essential map when X = Y (we present the result for a general map F and a particular case is when F is the zero map assuming 0 ∈ M (U , Y ) and 0 / ∈ Φ(∂U )). Y ) and assume the following conditions hold: H(D) )) with C ⊆ D countable and Φ(C) ⊆ co ({0} ∪ r J(C)) (or Φ(C) = co ({0} ∪ r J(C))). Now from (2.11) we have This contradicts (2.15), so (2.14) is true.
In fact the argument in Theorem 2.11 establishes the following coincidence result. 
Remark 2.15. Note in Theorem 2.14 if we replace Y a normal topological space with Y a completely regular topological space then the result in Theorem 2.14 is true provided we replace Ω is closed with Ω is compact.
It is also possible to generalize slightly the result in Theorem 2.14 if one modifies slightly the assumptions. 
