Abstract-This paper proposes a modular approach to verifying whether a large discrete event system is nonconflicting. The new approach avoids computing the synchronous product of a large set of finite-state machines. Instead, the synchronous product is computed gradually, and intermediate results are simplified using conflict-preserving abstractions based on process-algebraic results about fair testing. Heuristics are used to choose between different possible abstractions. Experimental results show that the method is applicable to finite-state machine models of industrial scale and brings considerable improvements in performance over other methods.
I. INTRODUCTION
Supervisory control theory for discrete event systems [1] , [2] is a general framework for the design of supervisors for reactive systems. Given a model of the physically possible behaviour of the system to be controlled, the plant, and a specification of the desired system behaviour, the framework provides methods and algorithms to obtain a supervisor that ensures that the specification is always fulfilled. Two properties are commonly expected from such a supervisor: it should be controllable and nonblocking. Controllability typically captures safety requirements, while nonblocking is a special kind of liveness property.
Since supervisory control is used for complex, safetycritical systems, it is crucial to verify automatically that the supervisor satisfies the required properties. Yet, all basic algorithms for verification suffer greatly from the so-called state-space explosion problem. The problem is caused by explicitly describing the system's state space in a monolithic fashion. Typically, the model of the system, including the supervisor, is modular, and this feature can be exploited to perform verification more efficiently. For controllability, efficient solutions are presented in [3] , [4] , while nonblocking has long remained a challenge.
To enable modular reasoning about nonblocking, it is convenient to have a means of expressing equivalence between automata in this respect. Such an equivalence, conflict equivalence, was presented in [5] . Essentially, two automata are conflict equivalent if they show the same behaviour with respect to conflicts together with any other automaton.
This paper proposes a set of reduction procedures that can simplify finite-state automata in a way that preserves conflict equivalence. Using these reductions, the authors have implemented an algorithm for determining whether large models of discrete events systems are nonblocking in the DES software tool Supremica [6] . After introducing the required notation in section II, this paper explains the reduction procedures for conflict equivalence in section III. Afterwards, section IV describes the algorithm, and section V discusses the experimental results on a set of complex examples. Finally, section VI gives some concluding remarks.
II. PRELIMINARIES

A. Events and Languages
Event sequences and languages are a simple means to describe discrete event system behaviours. Their basic building blocks are events, which are taken from a finite alphabet. In addition, two special events are also used, the silent event τ and the termination event ω. These are never included in an alphabet Σ unless mentioned explicitly. For this, Σ τ = Σ ∪ {τ } and Σ τ,ω = Σ ∪ {τ, ω} are used. Σ * denotes the set of all finite strings of the form σ 1 σ 2 · · · σ n of events from Σ, including the empty string ε. A subset L ⊆ Σ * is called a language. The catenation of two strings s, t ∈ Σ * is written as st. Languages and alphabets can also be catenated, LΣ = { sσ | s ∈ L, σ ∈ Σ }.
B. Nondeterministic Automata
System behaviours are modelled using finite-state automata. Typically, system models are deterministic, but abstraction during the verification process may result in nondeterminism.
Definition 1:
where Q is a finite set of states, Σ is a finite set of events, → ⊆ Q × Σ τ × Q is the state transition relation, Q i ⊆ Q is the (nonempty) set of initial states, and Q m ⊆ Q is the set of marked states. The transition relation is written in infix notation p σ → q, and is extended to strings in Σ * τ by letting ⇒, and for a state q ∈ Q, the set of active events is defined as Σ(q) = { σ ∈ Σ | q σ ⇒ }. Automata use the set Q m of marked states to indicate the possibility of successful termination. In order to translate this into an event-based representation, every automaton is assumed to have a terminal state ⊥ ∈ Q \ Q m , which has no outgoing transitions, and the transition relation is extended to a relation → ⊆ Q × Σ τ,ω × Q by adding transitions
This construction makes it possible to represent termination by means of the termination event ω only which, if it occurs, is always the last event of any execution.
→ q 2 always implies q 1 = q 2 , and → contains no τ -transitions.
When two automata are running in parallel, lock-step synchronisation in the style of [7] is used.
Definition 3:
be two automata. The synchronous composition of G 1 and G 2 is
In synchronous composition, shared events (and ω) must be executed by all automata synchronously, while other events (including τ ) are executed independently.
Hiding is the act of transforming an event σ into a silent τ event. This is a simple way of abstraction that in general introduces nondeterminism.
The result of hiding Υ from G, written G\Υ, is the automaton obtained from G by replacing each transition p υ → q with υ ∈ Υ by p τ → q, and removing the events in Υ from Σ.
C. Conflicts
In supervisory control theory, an important property for an automaton is to be able to, from all reachable states, reach some marked state. If an automaton satisfies this property it is called nonblocking, otherwise blocking. When more than one automaton is involved, it also is common to use the terms nonconflicting and conflicting, respectively.
Definition 5: An automaton G = Q, Σ, → , Q i , Q m is nonblocking if, for every state q ∈ Q and every string s ∈ Σ * such that Q i s ⇒ q, there exists a string t ∈ Σ * such that q tω ⇒.
Two automata G 1 and G 2 are nonconflicting if G 1 G 2 is nonblocking.
To enable reasoning about conflicts in a modular way, a notion of conflict equivalence of automata has been developed in [5] . The main results are recalled in the following. According to process-algebraic testing theory, two automata are considered as equivalent if they both respond in the same way to all tests of a certain type [8] . For conflict equivalence, a test is an arbitrary automaton, and the response is the observation whether the test composed with the automaton in question is nonblocking or not.
Definition 6: Two automata G 1 and G 2 are said to be conflict equivalent, G 1 conf G 2 , if, for any test T , G 1 T is nonblocking if and only if G 2 T is nonblocking.
The properties of conflict equivalence are studied in [5] : it suffices to consider deterministic tests in definition 6, and conflict equivalence is a congruence with respect to synchronous composition and hiding. Furthermore, the following algebraic characterisation is given.
Definition 7: Let G be an automaton with alphabet Σ and
The interpretation of a pair (s, C) in the nonconflicting completion semantics is that a test accepting s must accept at least one of the completions in C after s to be nonconflicting with the automaton. The following result from [5] states that two automata are conflict equivalent if and only if their nonconflicting completion semantics coincide.
Theorem 1 (from [5] ): Let G 1 and G 2 be two automata.
Given an automaton G, in general there is no unique minimal automaton that is conflict equivalent to G. For example, Fig. 1 shows three automata G 1 , G 2 , and G 3 that are all conflict equivalent and minimal, both in the number of states and in the number of transitions, but not isomorphic.
To see that these automata are conflict equivalent, note that CC(
only the minimal nonconflicting completions are given and with a slight abuse of notation since the first element of every pair really should be a string. By Theorem 1, these three automata are all conflict equivalent.
To see that each of the three automata is minimal in the number of states, another result from [5] is needed: for nonblocking automata, conflict equivalence implies failures equivalence [7] . Therefore, any automaton that is conflict equivalent to G 1 , e.g., must also be failures equivalent to G 1 . The failure pairs of G 1 are (ε, {β, ω}), (α, {β, ω}), (ααα * , {β}), (ααβ * , {α}), and (αβ, {α, β}), where only maximal refusals have been given-all subsets of these are also refusals. For two automata to be failures equivalent they must possess exactly the same failures. Then there must be at least one distinct state per maximal refusal set. By examining the failures, four different maximal refusal sets are found: {β, ω}, {β}, {α}, and {α, β}. However, four states are not enough to produce the failures above. The existence of a refusal set for αβ suggests that after accepting α, despite the refusal set {β, ω}, the automaton must also have a state accepting β. This indicates that apart from a state refusing {β, ω}, there must also be a state with maximal refusal set either ∅ or {ω}. Moreover, if there is only one state representing the refusal set {β, ω}, then there must be a selfloop on α in the initial state. This, however, would require {β, ω} to be a refusal set also of αα which it is not. This proves that there must be at least six states in an automaton that is conflict equivalent to the automata in Fig. 1 .
D. Equivalence Relations
An equivalence relation is a binary relation that is reflexive, symmetric and transitive. Given an equivalence relation ∼ on a set Q, the equivalence class of q ∈ Q with respect to ∼, denoted [q], is defined as
An equivalence relation on a set Q partitions Q into the set of its equivalence classes Q/ ∼ = { [q] | q ∈ Q }. For subsets Q of Q, Q / ∼ may cover more than Q . The following definition is standard.
Definition 9: Let G = Q, Σ, → , Q i , Q m be an automaton and let ∼ ⊆ Q × Q be an equivalence relation. The abstraction G/ ∼ of G with with respect to ∼ is
where
It follows immediately from this definition that every path in the original automaton also occurs in its abstract version.
Lemma 1: Let G = Q, Σ, → , Q i , Q m be an automaton and let ∼ ⊆ Q × Q be an equivalence relation. For every path
in G it holds that
in G/ ∼. Conversely, it cannot be guaranteed that a path in the abstract automaton also occurs in the original automaton. This is only the case if additional conditions are satisfied.
∼ inc can be shown to be an equivalence relation. This relation equates states that in some sense are always reached in the same way. This additional requirement suffices to establish a converse of Lemma 1.
Lemma 2: Let G = Q, Σ, → , Q i , Q m be an automaton, and let ∼ ⊆ Q × Q be an equivalence relation such that ∼ ⊆ ∼ inc . Then, for every path
in G/ ∼ there exist states q i ∈q i , for i = 0, . . . , n, such that
in G.
The proof (by induction on n) is left out for lack of space.
III. REDUCTION RULES
To exploit the conflict equivalence concept for verification purposes, a method for obtaining a simplified, conflict equivalent representation of a given automaton is needed. No algorithm is known that, given a nondeterministic automaton, produces a smallest possible conflict equivalent automaton, neither with respect to the number of states nor transitions. Such minimality is not necessary for the purpose of verification. Instead it is preferred from a usable reduction algorithm to reduce the number of states and transitions as much as possible without requiring too much computational effort. This section discusses some possible methods.
A. Observation Equivalence
Observation equivalence, or weak bisimulation [9] , is a strong equivalence of nondeterministic automata that considers only states with the same structure of future behaviour as equivalent.
Definition 11: An equivalence relation ∼ is said to be a weak bisimulation if p ∼ q implies that for any s ∈ Σ *
It is established in [5] that observation equivalent automata are also conflict equivalent. Thus, it is possible to use existing algorithms [10] - [12] for observation equivalence straight away for minimisation with respect to conflict equivalence. This alone gives a significant reduction of the state space.
The authors' implementation for this reduction method is based on [11] . This algorithm is a generalised version of the algorithm in [10] 
B. Conflict Equivalence Preserving Reductions
While algorithms for observation equivalence are wellestablished, they only achieve a limited amount of reduction. There are many cases where two automata are conflict equivalent but not observation equivalent. Therefore, the authors have worked out a set of reduction rules that can be used to reduce the state space of an automaton preserving conflict equivalence. These rules are applied locally to a few states of an automaton with particular structure and can be applied repeatedly to any matching parts of an automaton.
The following rules try to identify conflict equivalent states in an automaton, i.e., states that represent future behaviours that cannot be distinguished by conflict equivalence. Such conflict equivalent states can be merged without affecting possible conflicts with other components.
1) Active Events Rule:
Two states that are equivalent with respect to ∼ inc and have the same active events are conflict equivalent. Example 1: In Fig. 2 , states 1 and 2 in G have incoming transitions from 0 associated with α and from 1 associated with β, which establishes ∼ inc . Furthermore, they both have the same active event, β. Thus, the Active Events Rule can be applied, states 1 and 2 are conflict equivalent and can be collapsed into a single state 1.2 as shown in G .
Theorem 2: Let G = Q, Σ, → , Q i , Q m be an automaton, and let ∼ ⊆ Q × Q be an equivalence relation such that ∼ ⊆ ∼ inc and for all p, q ∈ Q such that p ∼ q it holds that Σ(p) = Σ(q). Then G conf G/ ∼.
Proof: It suffices to show for any deterministic test T that, if T G is nonblocking, so is T G/ ∼, and vice versa.
(⇒) Assume that T G is nonblocking. Let s ∈ Σ * be a string accepted by T such that Q i / ∼ s ⇒q in G/∼. By Lemma 2, there exists q ∈ Q such that q ∈q and Q i s ⇒ q in G. Since T G is nonblocking there exists t ∈ Σ * such that stω is accepted by T and q tω ⇒ in G. By Lemma 1, this impliesq = [q] tω ⇒ in G/ ∼. Since this holds for all reachable states in G/ ∼, it follows that T G/ ∼ is nonblocking.
(⇐) Assume T G/ ∼ is nonblocking. Let s ∈ Σ * be a string accepted by T such that
tω ⇒ and stω is accepted by T . By Lemma 2, there exists q ∈ [q] such that q tω ⇒ in G. Note that q ∼ q and therefore Σ(q) = Σ(q ). Thus, the first event of tω, say σ, is active in both q and q . Also, σ is accepted by T after s since it is the first event of t. 
Since this holds for all reachable states in G, it is clear that T G is nonblocking.
2) Silent Continuation Rule: Two states that are equivalent with respect to ∼ inc and from which stable states, i.e., states without outgoing τ transitions, can be reached via a nonempty sequence of τ transitions, are conflict equivalent. Example 2: In Fig. 3 , states 0 and 1 in G are both "initial" since they both can be reached silently from the initial state 0. This is enough to satisfy ∼ inc in this case since neither state is reachable by any event other than τ . Moreover, both states can, by executing at least one silent transition, reach state 3, which has no outgoing τ transitions. Thus, by the Silent Continuation Rule, states 0 and 1 in G are conflict equivalent and can be collapsed into state 0.1 as shown in G .
Theorem 3: Let G = Q, Σ, → , Q i , Q m be an automaton, and let ∼ ⊆ Q × Q be an equivalence relation such that ∼ ⊆ ∼ inc , and for all p, q ∈ Q such that p ∼ q it holds that either p = q or there exist stable states p , q ∈ Q such that p τ ⇒ p and q τ ⇒ q . Then G conf G/ ∼. Proof: It suffices to show for any deterministic test T that, if T G is nonblocking, so is T G/ ∼, and vice versa.
(⇒) Same as in the proof for Theorem 2.
(⇐) Assume that T G/ ∼ is nonblocking. Let s ∈ Σ * be a string accepted by T such that
there exists a string t ∈ Σ * such that stω is accepted by T This method has been introduced in [13] , where a proof for its soundness can be found. Strings s ∈ Σ * such that (s, ∅) ∈ CC(G) are called certain conflicts of G, because it is known that any test T running in parallel with G that can accept such a string s must be conflicting with G. Example 3: In Fig. 4 , since the string ββ may lead to the blocking state 5, any test that is to avoid blocking must avoid accepting ββ. In this case, this implies that already after accepting just β, the automaton reaches a certain conflicts situation. Therefore G conf G .
IV. MODULAR NONBLOCKING VERIFICATION
This section describes a method to check whether a large system of automata G 1 , G 2 , . . . , G n is conflicting or not. Instead of building the synchronous product
conflict equivalent reductions can be used to replace an automaton G i by a simpler version G i . As long as G i conf G i it readily follows from Def. 6 that the simplified system is nonblocking if and only if the original is. In this way, all automata for which conflict equivalent reductions are possible can be replaced before any synchronous product is computed. Since the state space of the synchronous product grows exponentially, even small savings in the number of states at this early stage can have considerable impact later. When no more reductions are possible, the synchronous product is computed stepwise and with intermediate reductions. That is, first a subset of the automata in the system are replaced by their synchronous product H. Typically at this stage, there will be some set Υ of events that are local-used only by H and by no other automaton in the system. If so, these events can be hidden and the automaton H \ Υ replaces H. Finally, an attempt to simplify this intermediate result is made before composing a new set of automata.
Eventually, this procedure simplifies the system to a single automaton which does not share any events with other components. Therefore, all events can be hidden from this final automaton and it can be simplified in such a way that it is trivial to determine whether it is blocking or nonblocking. Due to the congruence results for conflict equivalence [5] , the final automaton is guaranteed to be nonblocking if and only if the original system (10) is nonblocking. Clearly, if some intermediate automaton turns out to have no marked states then verification is also done-the end result cannot have any marked states either, so the system is blocking.
The above method leaves many choices for the order in which the automata are composed and simplified. It is not immediately clear how good performance can be achieved, but a reasonable strategy is to attempt to compose automata that will yield as many local events as possible. In some cases, the best strategy may be to construct small subsystems first, while in other cases it may be better to add automata one by one to a single growing subsystem.
For evaluation, a number of different heuristics have been examined. They all follow the same two-step approach to select which automata to compose. In the first step, some candidate sets of automata are computed to be used in the next step. This to avoid considering all combinations. The following heuristics are implemented for the first step. minT. Candidates are all automata pairs containing the automaton with the fewest transitions. maxS. Candidates are all automata pairs containing the automaton with the most states. mustL. For each event there is a candidate which is the set of automata using that particular event. The second step tries to identify the best candidate. The implemented heuristics attempt to keep the number of states after synchronous composition, hiding and simplification as small as possible. A prediction is made based on the assumption that a large number of shared (or common) events leads to a small synchronous product, and that a large number of local events (that can be hidden) is likely to yield many opportunities to apply the reduction procedures. maxL. Choose the candidate with the highest proportion of local events. maxC. Choose the candidate with the highest proportion of common events. minS. Choose the candidate for which the product of the number of states in the automata is smallest. In both steps, if one heuristic fails to distinguish two top candidates, another heuristic is used to make a decision. The order of priority in this regard is the order in which they are presented above per default, but with a particular chosen heuristic placed first in different experiments.
V. EXPERIMENTAL RESULTS
The algorithm has been implemented in the DES software tool Supremica [6] and tested on a number of examples found in the literature. The examples include complex industrial models and case studies taken from various application areas such as manufacturing systems, communication protocols, and automotive body-electronics. In addition, a few very large examples with regular structure have been analysed. In the following, all examples considered are listed, followed by an evaluation of the experimental data.
A. Industrial Models
The following list shows the industrial examples analysed, together with the names of corresponding automata models, also referred to in Table I [15] . fzelle. Flexible Production Cell. Another production cell, based on [16] . ftechnik, ftechnik nocoll. Intertwined Product Cycles. Two types of products are produced using two machines. The products must move between the machines twice and in opposite directions [17] . IPC. Simple/Parallel Manufacturing System. Two highly modular models of manufacturing systems [18] . SMS, PMS. Train testbed. A model of a toy railroad system [19] .
tbed. Car Window Control System A model of the behaviour of some parts of the electronics in a car [20] . big bmw. Atelier Inter-établissement de Productique. A very complex model of an automated manufacturing system [18] . AIP.
B. Parameterised Models
In addition, some models of more academic flavour have been analysed. They are instantiations of a number of identical subsystems connected to each other in a structured way. Due to their regular structure, these models can easily be scaled up to arbitrary size.
Since the subsystems are loosely connected, the state spaces of these models are enormous-truly exponential in the number of subsystems-whereas the "real" complexity of the problem is small since the problem essentially is the same for any number of instantiations. However, the verification algorithm does not exploit symmetry or the fact that it is solving a large number of identical problems: each subsystem is treated as if it was unique. Dining Philosophers. This is the classical deadlocking (and blocking) example, here with a large number of philosophers. 256philo, 512philo, 1024philo. Arbiter. A model of a tree arbiter used to control access to a shared resource [21] . It can be parameterised for a varying number of users. 256arbiter, 512arbiter, 1024arbiter. Transfer line. Example from [22] , with a parameterised number of serially connected cells. 128transfer, 256transfer, 512transfer.
C. Evaluation
The results of all experiments can be found in Table I . The table shows the approximate size of the state space of the problems, the largest number of states encountered in a single automaton during verification and also the largest number of transitions, the time for the verification, and the result. Furthermore, the table shows the number of times the state space could be reduced (by one state) with the help of a certain rule. The "Other" column represents conflict equivalence rules not presented in this paper, and "OES" and "OET" represent observation equivalent reductions of states and transitions, respectively. The last columns tell which heuristics was used in the experiment. The heuristics minT and maxL have been used unless their performance was much worse than some other heuristic.
All experiments were conducted on a standard desktop PC with a 2.67 GHz processor and 512 MB of RAM. Most systems can be checked for nonblocking in a few seconds, without constructing automata with more than a few thousand states and transitions. For the parameterised models, the time and memory consumption grows linearly in the number of subsystems. These results clearly show that modular verification successfully avoids state-space explosion to a great extent.
For most examples, observation equivalence minimisation gives the most significant reduction. In particular, it is interesting to see that in the example SMS none of the conflict equivalence rules can be applied, while for the closely related example PMS the trend is the opposite. For examples that come in both a blocking and nonblocking variant, the blocking variant often verifies much faster. This is due to early termination when an intermediate result has no marked states.
Regarding the instantiated examples, the time consumption and the size of the intermediates suggests that the computational complexity is close to linear. The small intermediate models indicate that essentially the same problem is solved over and over a number of times that is linear in the number of automata. In the philosopher examples, the heuristic minT/maxL fails to find this symmetry which is why another strategy has been used. Presumably, a closer look at this example may reveal another reduction rule.
VI. CONCLUSIONS
A new method to check for large modular discrete event systems whether they are nonblocking has been presented. The method tries to reduce automata as much as possible before synchronous composition is computed. Experimental results show that the method can cope extremely well with very large industrial examples and brings considerable improvements over standard state-exploration algorithms. 
