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Abstract
We consider a Schro¨dinger operator H = −∆ + V (~x) in dimension two with a
quasi-periodic potential V (~x). We prove that the absolutely continuous spectrum
of H contains a semiaxis and there is a family of generalized eigenfunctions at every
point of this semiaxis with the following properties. First, the eigenfunctions are
close to plane waves ei〈~κ,~x〉 at the high energy region. Second, the isoenergetic
curves in the space of momenta ~κ corresponding to these eigenfunctions have a
form of slightly distorted circles with holes (Cantor type structure). A new method
of multiscale analysis in the momentum space is developed to prove these results.
The result is based on the previous paper [1] on quasiperiodic polyharmonic
operator (−∆)l + V (~x), l > 1. We address here technical complications arising
in the case l = 1. However, this text is self-contained and can be read without
familiarity with [1] .
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3
1 Introduction
We study an operator
H = −∆+ V (~x) (1)
in dimension two, V (~x) being a quasi-periodic potential:
V =
∑
s1,s2∈Z2, s1+αs2∈SQ
Vs1,s2e
2πi〈s1+αs2,~x〉, (2)
where α is irrational number and SQ is a finite set. To simplify the construction we put
some additional conditions on α and SQ, see the beginning of Section 2.
The one-dimensional situation d = 1 is thoroughly investigated in discrete and con-
tinuum settings, see e.g. [2]–[13] and references there. It is known that a one-dimensional
quasi-periodic Schro¨dinger operator demonstrates spectral and transport properties which
are not close to those of a periodic operator. The spectrum of the quasi-periodic operator
is, as a rule, a Cantor set, while in the periodic case, it has a band structure. In the
periodic case the spectrum is absolutely continuous, while in the quasi-periodic case, it
can have any nature: absolutely continuous, singular continuous and pure point. The
transition between different types of spectrum can happen even with a small change of a
coefficient in a quasi-periodic operator (see [9], [13]–[15]). The mechanism of the differ-
ence in spectral behavior between periodic and quasi-periodic cases can be explained by a
phenomenon which is known as resonance tunneling in quantum mechanics. It is associ-
ated with small denominators appearing in formal series of perturbation theory. Since the
spectrum of the one-dimensional Laplacian is thin (multiplicity 2), resonance tunneling
can produce an effect strong enough to destroy the spectrum. If a potential is periodic,
then resonance tunneling produces gaps in the spectrum near the points λn = (πn/a)
2,
n ∈ Z, a being the period of the potential. If the potential is quasi-periodic, then it
can be thought as a sort of combination of infinite number of periodic potentials, each of
them producing gaps near its own λn-s. Since the set of all λn-s can be dense, the number
of points surrounded by gaps can be dense too. Thus, the spectrum gets a Cantor like
structure. The properties of the operator in the high energy region for the continuum case
d = 1 are studied in [2]-[5], [8]. The KAM method is used to prove absolute continuity of
the spectrum and existence of quasiperiodic solutions at high energies.
There are important results on the density of states, spectrum, localization concerning
the quasi-periodic operators in Zd and, partially, in Rd, d > 1, e.g. [16]–[26]. However, it
is still much less known about (1) than about its one-dimensional analog. The properties
of the spectrum in the high energy region, existence of extended states and quantum
transport are still the wide open problems in the multidimensional case. It is worth
noticing here the discrete results [44] and [45] which show that for discrete model the
spectrum is pure point for a wide class of limit-periodic potentials and thus, no absolutely
continuous spectrum is present.
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Here we study properties of the spectrum and eigenfunctions of (1) in the high energy
region. We prove the following results for the case d = 2. This is the extension of the
analogous results proven by the authors [1] for the quasiperiodic operator (−∆)l + V ,
l > 1, d = 2.
1. The spectrum of the operator (1) contains a semiaxis.
This is a generalization of a renown Bethe-Sommerfeld conjecture, which states
that in the case of a periodic potential and d ≥ 2, the spectrum of (1) contains a
semiaxis. There is a variety of proofs for the periodic case, the earliest one is [27],
for the most general case see [28]. For a limit-periodic periodic potential, being
periodic in one direction, the conjecture is proved in [29]. For a general case of
limit-periodic potential the conjecture is proven in [30]–[32].
2. There are generalized eigenfunctions Ψ∞(~κ, ~x), corresponding to the semi-axis,
which are close to plane waves: for every ~κ in an extensive subset G∞ of R
2 (see (6)
below), there is a solution Ψ∞(~κ, ~x) of the equation HΨ∞ = λ∞Ψ∞ which can be
described by the formula:
Ψ∞(~κ, ~x) = e
i〈~κ,~x〉 (1 + u∞(~κ, ~x)) , (3)
‖u∞‖L∞(R2) =
|~κ|→∞
O
(|~κ|−γ1) , γ1 > 0, (4)
where u∞(~κ, ~x) is a quasi-periodic function, namely a point-wise convergent series
of exponentials e2πi〈n+αm,~x〉, n,m ∈ Z2. The eigenvalue λ∞(~κ), corresponding to
Ψ∞(~κ, ~x), is close to |~κ|2:
λ∞(~κ) =
|~κ|→∞
|~κ|2 +O (|~κ|−γ2) , γ2 > 0. (5)
The “non-resonant” set G∞ of vectors ~κ, for which (3) – (5) hold, is a Cantor type
set: G∞ = ∩∞n=1Gn, where {Gn}∞n=1 is a decreasing sequence of sets in R2. Each Gn
has a finite number of holes in each bounded region. More and more holes appear
when n increases, however holes added at each step are of smaller and smaller size.
The set G∞ is extensive in the sense that it satisfies the estimate:
|G∞ ∩BR| =
R→∞
|BR|
(
1 +O(R−γ3)
)
, γ3 > 0, (6)
where BR is the disk of radius R centered at the origin, | · | is the Lebesgue measure
in R2.
3. The set D∞(λ), defined as a level (isoenergetic) set for λ∞(~κ),
D∞(λ) = {~κ ∈ G∞ : λ∞(~κ) = λ} ,
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is proven to be a slightly distorted circle with infinite number of holes. It can be
described by the formula:
D∞(λ) = {~κ : ~κ = κ∞(λ, ~ν)~ν, ~ν ∈ B∞(λ)} , (7)
where B∞(λ) is a subset of the unit circle S1. The set B∞(λ) can be interpreted
as the set of possible directions of propagation for almost plane waves (3). The set
B∞(λ) has a Cantor type structure and an asymptotically full measure on S1 as
λ→∞:
L
(
B∞(λ)
)
=
λ→∞
2π +O
(
λ−γ4
)
, γ4 > 0, (8)
here and below L(·) is a length of a curve. The value κ∞(λ, ~ν) in (7) is the “radius”
of D∞(λ) in a direction ~ν. The function κ∞(λ, ~ν)− λ1/2 describes the deviation of
D∞(λ) from the perfect circle of the radius λ
1/2. It is proven that the deviation is
asymptotically small:
κ∞(λ, ~ν) =
λ→∞
λ1/2 +O
(
λ−γ5
)
, γ5 > 0. (9)
4. The branch of the spectrum of the operator (1) corresponding to the generalized
eigenfunctions Ψ∞(~κ, ~x) is absolutely continuous.
To prove the results listed above we suggest a method which can be described as
multiscale analysis in the space of momenta. This is a development of a method applied
in [1] for operator (−∆)l + V , l > 1, d = 2. The present case l = 1 has technical
complications, comparing with l > 1. These complications are in the first steps of an
approximation procedure. They are related to the fact, that V is a stronger perturbation
with respect to −∆ than with respect to (−∆)l, l > 1. The method is also related to
that developed in [30]–[32] for limit-periodic potentials. The essential difference is that in
[30]–[32] there was constructed a modification of KAM method, where the space variable
~x still plays some role (e.g. in the uniform in ~x approximation of a limit-periodic potential
by periodic ones), while in the present situation all considerations are happening in the
space of the dual variable ~κ. The KAM methods in [30]–[32] and here are motivated by
[33]–[35], where modifications of KAM method are used for periodic problems. Multiscale
analysis which we apply here is essentially analogous to the original multiscale method
developed in [36] (see also [37], [21]) for the proof of localization. The essential difference
is that in [36], [37], [21] the multiscale procedure is constructed with respect to space
variable ~x to prove localization, while we construct a multiscale procedure in the space of
momenta ~κ to prove delocalization.
Here is a brief description of the iteration procedure which leads to the results described
above. Indeed, let ~κ ∈ R2. We consider a set of finite linear combinations of plane waves
ei〈~κ+2π(n+αm),~x〉, n,m ∈ Z2. The set is invariant under action of the differential expression
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(1). Let H(~κ) be a matrix describing action of (1) in the linear set of the exponents.
Obviously,
H(~κ) = H0(~κ) + V, H0(~κ)(n,m),(n′,m′) = |~κ + 2π(n+ αm)|2R2δ(n,n′)δ(m,m′),
V(n,m),(n′,m′) = Vn−n′,m−m′.
Next, we consider an expanding sequence of finite sets Ωn in the space Z
2 ×Z2 of indices
(n,m): Ωn ⊂ Ωn+1, limn→∞Ωn = Z2×Z2. Let Pn be the characteristic projection of set Ωn
in the space ℓ2(Z2×Z2). We consider a sequence of finite matrices H(n)(~κ) = PnH(~κ)Pn.
Each matrix corresponds to a finite dimensional operator in ℓ2(Z2 × Z2), given that the
operator acts as zero on (I − Pn)ℓ2. For each n we construct a “non-resonant” set Gn in
the space R2 of momenta ~κ, such that: if ~κ ∈ Gn, then H(n)(~κ) = PnH(~κ)Pn has an
eigenvalue λn(~κ) and its spectral projector En(~κ) which can be described by perturbation
formulas with respect to the previous operator H(n−1)(~κ). If ~κ ∈ ∩∞n=1Gn then λn(~κ)
and En(~κ) have limits. The linear combinations of the exponentials, corresponding to the
projectors En(~κ), have a point-wise limit in ~x, the limit being a generalized eigenfunction
of (1). The generalized eigenfunction is close to the plane wave ei〈~κ,~x〉 in the high energy
region.
Each matrix H(n) is considered as a perturbation of a matrix Hˆ(n), the latter has a
block structure, i.e., consists of a variety of blocks H(s)(~κ + 2π(n+ αm)), s = 1, ..., n−
1, and, naturally, some diagonal terms. Blocks with different indices (s) have sizes of
different orders of magnitude (the size increasing with s). Thus we have a multiscale
structure in the definition of Hˆ(n). We use Hˆ(n)(~κ) as a starting operator to construct
perturbation series for H(n)(~κ). At a step n we apply our knowledge of spectral properties
of H(s)(~κ+2π(n′+αm′)), s = 1, ..., n− 1, n′,m′ ∈ Z2, obtained in the previous steps, to
describe spectral properties of H(n)(~κ + 2π(n+ αm)), n,m ∈ Z2 and to construct Gn.
At step one we use a regular perturbation theory and elementary geometric consider-
ations to prove the following results. There is a set G1 ⊂ R2 such that: if ~κ ∈ G1, then
the operator H(1)(~κ) has a single eigenvalue close to the unperturbed one:
λ(1)(~κ) =
|~κ|→∞
|~κ|2 +O (|~κ|−γ2) , γ2 > 0. (10)
A normalized eigenvector u(1) is also close to the unperturbed one: u(1) = u(0) + u˜(1),
where (u(0))(n,m) = δn,0δm,0 and the l
1-norm of u˜(1) is small: ‖u˜(1)‖l1 < |~κ|−γ1, γ1 > 0. It
follows that:
Ψ1(~κ, ~x) = e
i〈~κ,~x〉 + u˜1(~κ, ~x), ‖u˜1‖L∞(R2) =
|~κ|→∞
O(|~κ|−γ1), γ1 > 0, (11)
where Ψ1(~κ, ~x), u˜1(~κ, ~x) are the linear combinations of the exponentials corresponding to
vectors u(1) and u˜(1), respectively. It is shown that function Ψ1(~κ, ~x) satisfies the equation
for eigenfunctions with a good accuracy:
−∆Ψ1 + VΨ1 = |~κ|2Ψ1 + f1, ‖f1‖L∞(R2) =
|~κ|→∞
O(|~κ|−γ6), γ6 > 0. (12)
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Relation (10) is differentiable:
∇λ(1)(~κ) =
|~κ|→∞
2~κ +O
(|~κ|−γ7) , γ7 > 0. (13)
Next, we construct a sequence Gn, n ≥ 2, such for any ~κ ∈ Gn the operator H(n)(~κ) has
a single eigenvalue λ(n)(~κ) in a super exponentially small neighborhood of λ(n−1)(~κ):
λ(n)(~κ) =
|~κ|→∞
λ(n−1)(~κ) +O
(|~κ|−|~κ|γ8n) , γ8 > 0. (14)
Similar estimates hold for the eigenvectors and the corresponding functions Ψn(~κ, ~x):
Ψn(~κ, ~x) = Ψn−1(~κ, ~x) + u˜n(~κ, ~x), ‖u˜n‖L∞(R2) =
k→∞
O
(|~κ|−|~κ|γ9n) , γ9 > 0. (15)
−∆Ψn + VΨn = λ(n)(~κ)Ψn + fn, ‖fn‖L∞(R2) =
|~κ|→∞
O
(|~κ|−|~κ|γ10n) , γ10 > 0. (16)
Formula (14) is differentiable with respect to ~κ:
∇λ(n)(~κ) =
|~κ|→∞
∇λ(n−1)(~κ) +O (|~κ|−|~κ|γ8n) , γ8 > 0. (17)
In fact, for large n estimates (14) – (17) are even stronger. The non-resonant set Gn is
proven to be extensive in R2:
|Gn ∩BR| =
R→∞
|BR|
(
1 +O(R−γ3)
)
. (18)
Estimates (14) – (18) are uniform in n.
The set Dn(λ) is defined as the level (isoenergetic) set for the non-resonant eigenvalue
λ(n)(~κ):
Dn(λ) =
{
~κ ∈ Gn : λ(n)(~κ) = λ
}
.
This set is proven to be a slightly distorted circle with a finite number of holes. The set
Dn(λ) can be described by the formula:
Dn(λ) =
{
~κ : ~κ = κ(n)(λ, ~ν)~ν, ~ν ∈ Bn(λ)
}
, (19)
where Bn(λ) is a subset of the unit circle S1. The set Bn(λ) can be interpreted as the set
of possible directions of propagation for almost plane waves Ψn(~κ, ~x), see (11), (15). It
has an asymptotically full measure on S1 as λ→∞:
L
(
Bn(λ)
)
=
λ→∞
2π +O
(
λ−γ4
)
. (20)
Each set Bn(λ) has only a finite number of holes, however their number is growing with
n. More and more holes of a smaller and smaller size are added at each step. The value
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κ(n)(λ, ~ν)− λ1/2 gives the deviation of Dn(λ) from the perfect circle of the radius λ1/2 in
the direction ~ν. It is proven that the deviation is asymptotically small:
κ
(n)(λ, ~ν) = λ1/2 +O
(
λ−γ5
)
,
∂κ(n)(λ, ~ν)
∂ϕ
= O
(
λ−γ11
)
, γ5, γ11 > 0, (21)
ϕ being an angle variable, ~ν = (cosϕ, sinϕ). Estimates (20), (21) are uniform in n.
On each step more and more points are excluded from the non-resonant sets Gn,
thus {Gn}∞n=1 is a decreasing sequence of sets. The set G∞ is defined as the limit set:
G∞ = ∩∞n=1Gn. It has an infinite number of holes, but nevertheless satisfies the relation
(6). For every ~κ ∈ G∞ and every n, there is a generalized eigenfunction of H(n) of the
type (11), (15). It is proven that the sequence of Ψn(~κ, ~x) has a limit in L∞(R
2) when
~κ ∈ G∞. The function Ψ∞(~κ, ~x) = limn→∞Ψn(~κ, ~x) is a generalized eigenfunction of H .
It can be written in the form (3) – (4). Naturally, the corresponding eigenvalue λ∞(~κ) is
the limit of λ(n)(~κ) as n→∞.
It is shown that {Bn(λ)}∞n=1 is a decreasing sequence of sets, on each step more and
more directions being excluded. We consider the limit B∞(λ) of Bn(λ):
B∞(λ) =
∞⋂
n=1
Bn(λ). (22)
This set has a Cantor type structure on the unit circle. It is proven that B∞(λ) has
an asymptotically full measure on the unit circle (see (8)). We prove that the sequence
κ(n)(λ, ~ν), n = 1, 2, ..., describing the isoenergetic curves Dn(λ), quickly converges as
n → ∞. We show that D∞(λ) can be described as the limit of Dn(λ) in the sense (7),
where κ∞(λ, ~ν) = limn→∞ κ
(n)(λ, ~ν) for every ~ν ∈ B∞(λ). It is shown that the derivatives
of the functions κ(n)(λ, ~ν) (with respect to the angle variable on the unit circle) have a
limit as n → ∞ for every ~ν ∈ B∞(λ). We denote this limit by ∂κ∞(λ,~ν)∂ϕ . Using (21), we
prove that
∂κ∞(λ, ~ν)
∂ϕ
= O
(
λ−γ11
)
. (23)
Thus, the limit curve D∞(λ) has a tangent vector in spite of its Cantor type structure,
the tangent vector being the limit of corresponding tangent vectors for Dn(λ) as n→∞.
The curve D∞(λ) looks as a slightly distorted circle with infinite number of holes for every
sufficiently large λ, λ > λ∗(V ). It immediately follows that [λ∗,∞) is in the spectrum of
H (Bethe-Sommerfeld conjecture).
The main technical difficulty to overcome is the construction of non-resonant sets
Bn(λ) for every fixed sufficiently large λ, λ > λ0(V ), where λ0(V ) is the same for all n. The
set Bn(λ) is obtained by deleting a “resonant” part from Bn−1(λ). Definition of Bn−1(λ)\
Bn(λ) includes eigenvalues of H
(n−1)(~κ). To describe Bn−1(λ)\Bn(λ) one has to consider
not only non-resonant eigenvalues of the type (10), (14), but also resonant eigenvalues,
for which no suitable formulas are known. Absence of formulas causes difficulties in
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estimating the size of Bn−1(λ) \ Bn(λ). To treat this problem we start with introducing
an angle variable ϕ ∈ [0, 2π), ~ν = (cosϕ, sinϕ) ∈ S1 and consider sets Bn(λ) in terms of
this variable. Next, we show that the resonant set Bn−1(λ) \ Bn(λ) can be described as
the set of zeros of functions of the type
det
(
H(s)
(
~κn−1(ϕ)+2π(n+αm)
)−λ−ε), s = 1, ..., n−1, (n,m) ∈ Ωn \ (0, 0), (24)
where ~κn−1(ϕ) is a vector-function describing Dn−1(λ): ~κn−1(ϕ) = κn−1(λ, ~ν)~ν. To obtain
Bn−1(λ) \ Bn(λ) we take all values of ε in a small interval and (n,m) in some subset of
Ωn. Further, we extend our considerations to a complex neighborhood Φ0 of [0, 2π). We
show that the determinants are analytic functions of ϕ and, by this, reduce the problem of
estimating the size of the resonant set to a problem in complex analysis. We use theorems
for analytic functions to count zeros of the determinants and to investigate how far the
zeros move when ε changes. It enables us to estimate the size of the zero set of the
determinants, and, hence, the size of the non-resonant set Φn ⊂ Φ0, which is defined as
a non-zero set for the determinants. Proving that the non-resonant set Φn is sufficiently
large, we obtain estimates (18) for Gn and (20) for Bn, the set Bn corresponding to the real
part of Φn. The essential part of constructing the nonresonant set is estimating the number
of (n,m) in Ωn for which (24) holds for a fixed real ϕ and a sufficiently small values of ε.
To obtain such an estimate we investigate geometric properties of the quasiperiodic lattice
{n+αm, (n,m) ∈ Ωn}. Namely, we use algebraic and geometric considerations to obtain
an estimate the number of lattice points inside a thin semi-agberaic set corresponding to
zeros of (24) when ε in a small neighborhood of zero.
To obtain Φn we delete from Φ0 more and more discs (holes) of smaller and smaller radii
at each step. Thus, the non-resonant set Φn ⊂ Φ0 has a structure of Swiss Cheese. Deleting
a resonance set from Φ0 at each step of the recurrent procedure we call a “Swiss Cheese
Method”. The essential difference of our method from constructions of non-resonant sets
in similar situations before (see e.g. [33]–[35], [38]) is that we construct a non-resonant
set not only in the whole space of a parameter (~κ ∈ R2 here), but also on isoenergetic
curves Dn(λ) in the space of the parameter, when λ is sufficiently large. Estimates for
the size of non-resonant sets on a curve require more subtle technical considerations than
those sufficient for description of a non-resonant set in the whole space of the parameter.
But as a reward, such estimates enable us to show that every isoenergetic set for λ > λ0
is not empty and thus, to prove Bethe-Sommerfeld conjecture.
The plan of the paper is the following. Preliminary considerations are in Section 2.
Sections 3 – 7 describe steps of the recurrent procedure. Steps I,II are designed to start
the procedure. Step I is quite simple and completely analogous to that in the case of
the polyharmonic operator (−∆)l + V , l > 1, [1]. However, already the preparation for
Step II (Section 3.5) is essentially more complicated in the present case of Schro¨dinger
operator (l = 1) than in the case of the polyharmonic operator. It is caused by the fact,
that V (~x) is a relatively stronger perturbation of (−∆)l at high energies in the case l = 1
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than in the case l > 1. Mathematically, this means that the small denominator problem is
more intricate for l = 1. Even in the case of a periodic V (~x), Bloch eigenvalues of (−∆)l
are located much denser at high energies in the case l = 1 than in the case l > 1. This
means that description of their perturbation by a potential is a more challenging problem
when l = 1. In the case of a quasi-periodic potentials these difficulty, naturally, persists.
The structure of the model operator for Step II is essentially more complicated here than
that in [1]. In Step II we have to use the second condition on the potential (see the next
section), which we did not impose in the case l > 1. To construct the model block operator
in Step II, we use one-dimensional periodic operators defined by “directional components”
of V (~x) (by the second condition on the potential, they are periodic). Naturally, the proof
of convergence of the perturbation series in Step II (Section 4.1) is more elaborated for
l = 1. Construction of the model operator in Step III requires understanding properties
of a quasiperiodic lattice n + αm in a resonant set of ~κ. Resonant sets have more
complicate structure here, than those in the case l > 1. Therefore, the geometric part
in the preparation for Step III (Section 4.3) is also trickier. Step III is already typical
for the recurent procedure, however still uses some “non-typical” estimates from Steps
I,II. This step is essentially the same for both l > 1 and l = 1 cases, except just a few
places where results from Steps I,II are used. Step IV is completely typical: all other
steps of the recurrent procedure differ from Step IV only by the change of indices. They
are completely analogous for the cases l = 1 and l > 1. The proofs of convergence of the
iteration procedure and of the results 1 – 3, listed at the beginning of the introduction,
are in Section 8. They are completely analogous to those in the polyharmonic case [1].The
result 4 on absolutely continuity of the spectrum is proven in Section 9. The proof is also
completely similar to that in [1]. Section 10 (Appendices) contains technical lemmas. For
the sake of convenience we provide the list of the main notations at the end of the text
(Section 11). In this text, for completeness of consideration, we provide all the proofs,
even those which are analogous to the case l > 1.
Acknowledgements. The authors are very grateful to Prof. Parnovski for useful dis-
cussions.
2 Preliminary Remarks
We consider two-dimensional quasi-periodic Schro¨dinger operator (1), which is perturba-
tion of the free operator H0 := −∆. Here the potential V has the form (2), where α is
an irrational number and SQ = SQ(α) is finite set. To simplify the construction we will
assume that the set SQ and α are not degenerate in some sense. More precisely, we impose
the following conditions:
1) If s1, s2 ∈ Z2 are such that s1 + αs2 ∈ SQ then |s1|+ |s2| ≤ Q.
2) If s1, s2, s
′
1, s
′
2 ∈ Z2 are such that s1+αs2, s′1+αs′2 ∈ SQ and s1+αs2 = c∗(s′1+αs′2)
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then c∗ is rational. This means that if there are several vectors in SQ with the same
direction then they form a subset of a periodic one-dimensional lattice. Without loss
of generality, we will assume that SQ contains generating vectors s1 + αs2 of all present
directions as well as all their integer multipliers n(s1+αs2), n ∈ Z, such that (see condition
1)) |n|(|s1|+|s2|) ≤ Q. In particular, the set SQ is symmetric with respect to 0 and 0 ∈ SQ.
We will assume though that V0,0 = 0. As shown below in Lemma 2.1 the period of every
one-dimensional sublattice in SQ is not smaller than CQ
−µ.
3) α : 0 < α < 1 is irrational and irrationality measure µ of α is finite: µ < ∞ (in
other words, this means that α is not a Liouville number). Note also, that µ ≥ 2 for any
irrational number α.
4) There are N0, N1 > 0 such that if |n1|+ |n2|+ |n3| > N1 then
n1 + αn2 + α
2n3 = 0 or |n1 + αn2 + α2n3| > (|n1|+ |n2|+ |n3|)−N0 . (25)
Note that the fourth condition is automatically satisfied for a quadratic irrational α:
n′1 + αn
′
2 + α
2n′3 = 0 (26)
for a triple (n′1, n
′
2, n
′
3). Such triple is unique up to trivial multiplication (if exists), oth-
erwise α is rational. If n1 + αn2 + α
2n3 6= 0 for some other triple (n1, n2, n3), then (25)
holds automatically, since otherwise µ = ∞. The fourth condition is needed to estimate
from below the angle between two non-colinear vectors s1+αs2 and s
′
1+αs
′
2 by a negative
power of |s1 + αs2|+ |s′1 + αs′2|.
It follows from the definition of the irrationality measure that 1) For any ǫ > 0 there
exists a constant Cε such that for any irreducible rational number
M˜
N˜
we have∣∣∣∣∣α− M˜N˜
∣∣∣∣∣ ≥ CεN˜µ+ǫ . (27)
2) For any ǫ > 0 there exists a sequence M
N
of irreducible rational numbers such that∣∣∣∣α− MN
∣∣∣∣ ≤ 1Nµ−ǫ . (28)
For simplicity we will often take ǫ = 1.
For every pair of integer vectors s1, s2 ∈ Z2 we consider ~ps := 2π(s1 + αs2). We
introduce the norm
|‖~ps‖| := |s1|+ |s2|.
We will also use the notation ps := |~ps| and ~ps = ps(cosϕs, sinϕs).
Lemma 2.1. For every ~ps 6= 0 we have
ps ≤ 2π|‖~ps‖|, (29)
ps ≥ 2πCε ‖|~ps‖|−(µ−1+ǫ). (30)
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Proof. The estimate (29) is obvious. To prove (30) we notice that if s2 = 0 then
ps = 2π|s1| ≥ 2π. Let s1 = (s11, s12), s2 = (s21, s22). If, for example, s21 6= 0 then from
(27) and definition of |‖~ps‖| we obtain
ps ≥ 2π |s11 + αs21| = 2π|s21||α+ s11
s21
| ≥
2πCε|s21|−µ−ǫ+1 ≥ 2πCε ‖|~ps‖|−(µ−1+ǫ).
(31)
We introduce vector ~κ(ϕ) := (κ1,κ2) = κ~ν := κ(cosϕ, sinϕ). Similar agreement will
be used for other vectors. Let H(~κ) = H(κ, ϕ) be the ”fiber” operator acting in l2(Z4)
with its matrix elements given by
(H(~κ))s,s+q = |~κ + ~ps|2δs,s+q + V~pq.
Here V~pq := Vq1,q2 and (see (2))
V~pq = 0, when ‖|~pq‖| > Q, (Q <∞). (32)
To simplify the notation in what follows we will write Vq instead of V~pq when it does not
lead to confusion.
By C, c we denote constants depending only on V , by C0, c0 we denote absolute con-
stants.
3 Step I
3.1 Operator H(1)
Let δ be some small parameter, 0 < δ < (105µ)−1. We will also assume that 2δN0 ≤ 1/2,
N0 being defined by (25). We put
Ω(δ) := {m ∈ Z4 : |‖~pm|‖ ≤ kδ}, Ω˜(δ) := {m ∈ Z4 : |‖~pm|‖ ≤ 4kδ}. (33)
By P (δ) we denote an orthogonal (diagonal) projection in l2(Z4) on the set of elements
supported in Ω(δ). We call it the characteristic projector of Ω(δ). The dimension of the
projector is equal to the number of elements in Ω(δ) and, obviously, does not exceed
(8kδ)4. We have (
P (δ)H0(~κ)P (δ)
)
m,n
= |~κ + ~pm|2δm,n χΩ(δ)(m),
where as usual χΩ(δ)(m) is the characteristic function of the set Ω(δ). We are going to
consider H(1)(~κ) = P (δ)H(~κ)P (δ) as a perturbation of the operator P (δ)H0(~κ)P (δ).
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3.2 Perturbation Formulas
Now we construct a “non-resonant” set of ϕ, for which the operator H(1)(~κ(ϕ)) can be
constructively considered as a perturbation of H
(1)
0 (~κ(ϕ)) corresponding to V = 0. In
what follows τ is an auxiliary parameter 1
32
≤ τ ≤ 32.
Lemma 3.1 (Geometric). For every k > 800, there is a subset ω(1)(k, δ, τ) of the interval
[0, 2π) such that:
1. For every ϕ ∈ ω(1)(k, δ, τ) and m ∈ Ω˜(δ) \ {0}, the following inequality holds:∣∣∣|~k(ϕ) + ~pm|2 − k2∣∣∣ > τk1−40µδ , ~k := k(cosϕ, sinϕ). (34)
2. For every ϕ in the real τ
16
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) and κ ∈ R : |κ −
k| < τ
16
k−40µδ, a slightly weaker inequality holds for ~κ(ϕ) = κ(cosϕ, sinϕ) and
m ∈ Ω˜(δ) \ {0}: ∣∣|~κ(ϕ) + ~pm|2 − k2∣∣ > τ
2
k1−40µδ. (35)
3. The set ω(1)(k, δ, τ) has an asymptotically full measure in [0, 2π) as k →∞. Namely,
|ω(1)(k, δ, τ)| = 2π +O(k−37µδ), k →∞. (36)
Corollary 3.2. If ϕ is in the real τ
16
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) and z is on
the circle
C1 = {z : |z − k2| = τ
4
k1−40µδ}, (37)
then the following inequality holds for all m ∈ Ω˜(δ):∣∣∣|~k(ϕ) + ~pm|2 − z∣∣∣ ≥ τ
4
k1−40µδ , z ∈ C1. (38)
The lemma is proved in Section 3.3 (Corollaries 3.7 and 3.10.) The corollary from
the lemma is proven at the end of Section 3.3. Note that in Section 3.3 we construct
non-resonance set of ϕ in the set of complex numbers. Such complex non-resonance set
we need for construction of further steps of approximation.
Let r = 1, 2... and
g(1)r (~κ) :=
(−1)r
2πir
Tr
∮
C1
(
(P (δ)(H0(~κ)− zI)P (δ))−1V P (δ)
)r
dz, (39)
G(1)r (~κ) :=
(−1)r+1
2πi
∮
C1
(
(P (δ)(H0(~κ)− zI)P (δ))−1V P (δ)
)r
(P (δ)(H0(~κ)−zI)P (δ))−1dz.
(40)
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Note that g
(1)
1 (~κ) = 0 since V = 0. Coefficient g
(1)
2 (~κ) admits representation:
g
(1)
2 (~κ) =
∑
q∈Ω(δ)\{0}
|Vq|2(|~κ|2 − |~κ + ~pq|2)−1
= −
∑
q∈Ω(δ)\{0}
|Vq|2|~pq|2
(|~κ|2 − |~κ + ~pq|2)(|~κ|2 − |~κ − ~pq|2) ,
(41)
From now on ‖A‖1 means the norm of an operator A in the trace class.
Theorem 3.3. Suppose ϕ is in the real τ
16
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) and κ ∈
R, |κ − k| ≤ τ
16
k−40µδ, ~κ = κ(cosϕ, sinϕ). Then, for sufficiently large k > k0(V, δ, τ)
there exists a single eigenvalue of H(1)(~κ) in the interval ε1(k, δ, τ) = (k
2− τ
2
k1−40µδ, k2+
τ
2
k1−40µδ). It is given by the absolutely converging series:
λ(1)(~κ) = κ2 +
∞∑
r=2
g(1)r (~κ). (42)
For coefficients g
(1)
r (~κ) the following estimates hold:
|g(1)r (~κ)| ≤ (Ck)−(r−1)(1−40µδ)+4δ . (43)
Moreover,
|g(1)2 (~κ)| ≤ Ck−2+(80µ+6)δ . (44)
The corresponding spectral projection is given by the series:
E(1)(~κ) = E0(~κ) +
∞∑
r=1
G(1)r (~κ), (45)
E0(~κ) being the unperturbed spectral projection. The operators G
(1)
r (~κ) satisfy the esti-
mates: ∥∥G(1)r (~κ)∥∥1 < (Ck)−r(1−44µδ). (46)
Matrix elements of G
(1)
r (~κ) satisfy the following relations:
G(1)r (~κ)ss′ = 0, if rQ < ‖|~ps‖|+ ‖|~ps′‖|. (47)
Corollary 3.4. For the perturbed eigenvalue and its spectral projection the following es-
timates hold:
λ(1)(~κ) = κ2 +O
(
k−2+(80µ+6)δ
)
, (48)∥∥E(1)(~κ)− E0(~κ)∥∥1 < ck−1+44µδ. (49)
Matrix elements of spectral projection E(1)(~κ) also satisfy the estimate:∣∣E(1)(~κ)ss′∣∣ < (Ck)−d(1)(s,s′), d(1)(s, s′) = Q−1 (‖|~ps‖|+ ‖|~ps′‖|) (1− 44µδ). (50)
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The last estimate easily follows from the formula (47) and estimate (46).
Proof. The proof is based on expansion of the resolvent in perturbation series on the
circle C1. Indeed, let us consider the series(
H(1) − z)−1 = ∞∑
r=0
(
H
(1)
0 − z
)−1(
−P (δ)V P (δ)
(
H
(1)
0 − z
)−1)r
(51)
where H
(1)
0 = P (δ)H0 and z ∈ C1. It easily follows from (38) that∥∥∥∥(H(1)0 (~κ)− z)−1∥∥∥∥ < 8τ k−1+40µδ. (52)
Hence, ∥∥∥(H(1)(~κ)− z)−1∥∥∥ < 16
τ
k−1+40µδ (53)
for sufficiently large k. Substituting the series into the formula E(1)(~κ) = − 1
2πi
∮
C1
(H(1)(~κ)−
z)−1dz and integrating term-wise, we arrive at (45). Estimates (46) easily follow from
(52) and the obvious inequality ‖P (δ)‖1 ≤ (2kδ)4. It follows E(1) = E0 + O(k−1+44µδ).
This means that there is a single eigenvalue of H(1)(~κ) inside C1. In a similar way
(using (39), (41) and V = 0) we obtain the formula for the eigenvalue and (43), (44),
for details see [39]. To prove (47) we consider the operator A = V P (δ)
(
H
(1)
0 − z
)−1
and represent it as A = A0 + A1 + A2, where A0 = (P (δ)− E0(~κ))A (P (δ)− E0(~κ)),
A1 = (P (δ)− E0(~κ))AE0(~κ), A2 = E0(~κ)A (P (δ)− E0(~κ)). It is easy to see that
E0(~κ)AE0(~κ) = 0 because of V = 0. Note that∮
C1
(
H
(1)
0 − z
)−1
Ar0dz = 0,
since the integrand is a holomorphic function inside C1. Therefore,
G(1)r (~κ) =
(−1)r+1
2πi
∑
j1,...jr=0,1,2, j21+...+j
2
r 6=0
∮
C1
(
H
(1)
0 − z
)−1
Aj1.....Ajrdz.
At least one of indices in each term is equal to 1, 2. We take into account that (A2)ss′ =
(A1)s′s = 0 if s 6= 0 and Ass′ = 0 if ‖|~ps−s′‖| > Q. It follows that G(1)r (~κ)ss′ can differ from
zero only if rQ ≥ ‖|~ps‖|+ ‖|~ps′‖|.
It will be shown (Corollary 3.8) that coefficients g
(1)
r (~κ) and operators G
(1)
r (~κ) can
be analytically extended into the complex τ
16
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) as
functions of ϕ and to the complex τ
8
k−(40µ+1)δ− neighborhood of k as functions of κ,
estimates (43), (44), (46) being preserved. Now, we use formulae (39), (42) to extend
λ(1)(~κ) = λ(1)(κ, ϕ) as an analytic function. Obviously, series (42) is differentiable. Using
Cauchy integral we get the following lemma.
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Lemma 3.5. Under conditions of Theorem 3.3 the following estimates hold when ϕ is
in ω(1)(k, δ, τ) or its complex τ
32
k−(40µ+1)δ-neighborhood and κ is in the complex τ
16
k−40µδ-
neighborhood of κ = k :
λ(1)(~κ) = κ2 +O
(
k−2+(80µ+6)δ
)
, (54)
∂λ(1)
∂κ
= 2κ +O
(
k−2+(120µ+6)δ
)
,
∂λ(1)
∂ϕ
= O
(
k−2+(120µ+7)δ
)
, (55)
∂2λ(1)
∂κ2
= 2 +O
(
k−2+(160µ+6)δ
)
,
∂2λ(1)
∂κ∂ϕ
= O
(
k−2+(160µ+7)δ
)
,
∂2λ(1)
∂ϕ2
= O
(
k−2+(160µ+8)δ
)
.
(56)
3.3 Geometric Considerations
In this section we prove Lemma 3.1 and its corollary. However, we will prove a version
of this lemma for a complex set of ϕ. We need this complex version for further steps.
Lemma 3.1 is a simple corollary of the result proven in this section. We will use the
notation |a|2R := (a, a)R where (a,b)R := a1b1+a2b2 when a,b ∈ C2. It is easy to see that
|~κ(ϕ) + ~pm|2R is an analytic extension in κ and ϕ of
|~κ + ~pm|2 = κ2 + p2m + 2κpm cos(ϕ− ϕm)
defined for real κ, ϕ. Note that | · | is the canonical norm in C or R2. For every fixed
k ≥ 1 and 1
32
≤ τ ≤ 32, we describe a resonance set O(1) = O(1)(k, τ) of ϕ ∈ C. We put
O(1)(k, τ) := ∪m∈Ω˜(δ)\{0}Om(k, τ), (57)
where
Om(k, τ) := {ϕ ∈ C :
∣∣∣|~k + ~pm|2R − k2∣∣∣ ≤ τk1−40µδ} =
{ϕ ∈ C : ∣∣p2m + 2kpm cos(ϕ− ϕm)∣∣ ≤ τk1−40µδ}. (58)
In most cases parameter τ will be equal to 1. But sometimes we will use different choice
of τ . It easily follows from the definition (58) and the estimate (29) that for any κ ∈ C
such that |κ − k| ≤ 1 and any ϕ ∈ Om(k, τ) we have∣∣|p2m + 2κpm cos(ϕ− ϕm)| − |p2m + 2kpm cos(ϕ− ϕm)|∣∣ ≤ τ4k1−40µδ, (59)
provided 2(1 + 40µ)δ ≤ 1 and k ≥ 800 which will be assumed in what follows.
Let W0 := {ϕ ∈ C : |ℑϕ| < 1}. We introduce a complex non-resonant set:
W
(1)(k, τ) := W0 \ O(1)(k, τ). (60)
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Clearly, it is open. We also note that the set O(1)∩ [0, 2π] is symmetric, i.e. O(1)∩ [0, 2π]+
π (mod 2π) = O(1) ∩ [0, 2π], since ϕ−m = ϕm + π. We define ω(1)(k, δ, τ) as a real part of
W(1)(k, δ, τ):
ω(1)(k, δ, τ) = W(1)(k, τ) ∩ [0, 2π). (61)
Lemma 3.6. Let ϕ be in W(1)(k, τ), then∣∣∣|~k(ϕ) + ~pm|2R − k2∣∣∣ ≥ τk1−40µδ for all m ∈ Ω˜(δ) \ {0}. (62)
If ϕ is in the complex k−(40µ+1)δ-neighborhood of W(1)(k, τ) and κ ∈ C : |κ−k| < τ
8
k−40µδ.
Then, for ~κ = κ(cosϕ, sinϕ) the following estimate holds:∣∣|~κ(ϕ) + ~pm|2R − k2∣∣ ≥ τ2k1−40µδ for all m ∈ Ω˜(δ) \ {0}. (63)
The lemma easily follows from (58) and (59).
Corollary 3.7. Parts 1 and 2 of Lemma 3.1 hold.
Corollary 3.8. Coefficients g
(1)
r (~κ) and operators G
(1)
r (~κ) can be analytically extended
into the complex τ
16
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) as functions of ϕ and to the
complex τ
16
k−(40µ+1)δ− neighborhood of k as functions of κ, estimates (43), (44), (46)
being preserved.
Lemma 3.9. The measure of the resonance set O(1) ∩ [0, 2π] satisfies the estimate:
meas(O(1) ∩ [0, 2π]) ≤ C0k−37δµ. (64)
Corollary 3.10. Part 3 of Lemma 3.1 holds.
Proof.
Let m 6= 0 and ϕ±m be two (mod 2π) solutions of the equation
p2m + 2kpm cos(ϕ− ϕm) = 0.
Obviously, ϕ±m − ϕm = ±π2 +O(k−1+δ). Put
Φ±m := {ϕ ∈ C : |ϕ− ϕ±m| ≤ τk−39δµ}.
Then, taking into account (30), it is not difficult to see that Om ⊂ ∪±,j∈Z(Φ±m + 2πj).
Thus,
meas(O(1) ∩ [0, 2π]) ≤ 4τk−39δµ(8kδ)4 ≤ Ck−37δµ. (65)
Proof of Corollary 3.2. Let C1 := {z ∈ C : |z − k2| = τ4k1−40µδ} be the contour
around eigenvalue k2 of the unperturbed operator H0(~k). Then it follows from (62) that
for any ϕ ∈ W(1)(k, τ), m ∈ Ω˜(δ) \ {0}, and z : |z − k2| ≤ τ
4
k1−40µδ we have
||~k + ~pm|2R − z| ≥ ||~k + ~pm|2R − k2| −
τ
4
k1−40µδ ≥
τk1−40µδ − τ
4
k1−40µδ ≥ τ
4
k1−40µδ,
(66)
for sufficiently large k. For m = 0 the estimate follows from the definition of C1.
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3.4 Isoenergetic Surface for Operator H(1)
Lemma 3.11. 1. For every sufficiently large λ, λ := k2, and ϕ in the real τ
32
k−(40µ+1)δ-
neighborhood of ω(1)(k, δ, τ) , there is a unique κ(1)(λ, ϕ) in the interval I1 := [k −
τ
32
k−40µδ, k + τ
32
k−40µδ], such that
λ(1)
(
~κ(1)(λ, ϕ)
)
= λ, ~κ(1)(λ, ϕ) := κ(1)(λ, ϕ)~ν(ϕ). (67)
2. Furthermore, there exists an analytic in ϕ continuation of κ(1)(λ, ϕ) to the complex
τ
32
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) such that λ(1)(~κ(1)(λ, ϕ)) = λ. Function
κ(1)(λ, ϕ) can be represented as κ(1)(λ, ϕ) = k + h(1)(λ, ϕ), where
|h(1)| = O(k−3+(80µ+6)δ), (68)
∂h(1)
∂ϕ
= O
(
k−3+(120µ+7)δ
)
,
∂2h(1)
∂ϕ2
= O
(
k−3+(160µ+8)δ
)
, (69)
∂κ(1)
∂λ
=
1
2k
(
1 +O(k−3+(120µ+6)δ)
)
. (70)
Proof.
1. Let us prove existence of κ(1)(λ, ϕ). By Theorem 3.3, there exists an eigenvalue
λ(1)(~κ), given by (42), for all κ in the interval I1. Let L
(1)(ϕ) := {λ(1)(~κ) : κ ∈ I1}.
Using the definition of I1, (48), and continuity of λ
(1)(~κ) in κ, we easily obtain
L(1)(ϕ) ⊃ [k2 − t, k2 + t], t = c1k1−40µδ, 0 < c1 6= c1(k). Hence, there exists a κ(1)
such that λ(1)(~κ(1)) = k2, κ(1) ∈ I1.
Now we show that there is only one κ(1) in the interval I1 satisfying (67). Indeed, by
(55),
∂λ(1)(~κ)
∂κ
≥ 2k(1 + o(1)). This implies that λ(1)(~κ) is monotone with respect
to κ in I1. Thus, there is only one κ ∈ I1 satisfying (67).
2. We consider λ(1) (~κ(ϕ)) as a function of complex variable κ in the disc |κ − k| <
τ
32
k−40µδ. Taking into account (54) and applying Rouche´’s Theorem, we obtain that
for any ϕ in τ
32
k−(40µ+1)δ-neighborhood of ω(1)(k, δ, τ) there exists unique value of
κ(1)(ϕ) such that |κ(1)(ϕ) − k| < τ
32
k−40µδ and λ(1)
(
~κ(1)(ϕ)
)
= λ := k2. Actually
(see (54)),
|κ(1)(ϕ)− k| = O(k−3+(80µ+6)δ). (71)
Then it follows from (55) and implicit function theorem that κ(1)(ϕ) is locally
analytic. Combined with uniqueness this implies global analyticity.
The estimate (68) follows from (71). Applying standard arguments with the Cauchy
formula we obtain (69). Using (55) we get (70).
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Let us consider the set of points in R2 given by the formula: ~κ = ~κ(1)(ϕ), ϕ ∈
ω(1)(k, δ, τ). By Lemma 3.11 this set of points is a slightly disturbed circle with holes. All
the points of this curve satisfy the equation λ(1)(~κ(1)(λ, ϕ)) = k2. We call it isoenergetic
surface of the operator H(1) and denote by D1(λ). The “radius” κ
(1)(λ, ϕ) of D1(λ)
monotonously increases with λ, see (70).
3.5 Preparation for Step II. Construction of the Second Non-
resonant Set
3.5.1 Model Operator for Step II
Here we will describe an operator PHP , see (150), which will be used for constructing
perturbation series in the second step. The operator PHP has a block structure.
Let r1 be some fixed number 2 < r1. An upper bound on r1 we will introduce in Step
II. We defined Om by formula (58) for all m: 0 < ‖|~pm‖| ≤ 4kδ. Now, we define Om for
m: 4kδ < ‖|~pm‖| ≤ kr1 by the following formula:
Om(k, τ) := {ϕ ∈ C :
∣∣∣|~k + ~pm|2R − k2∣∣∣ ≤ τkδ∗} =
{ϕ ∈ C : ∣∣p2m + 2kpm cos(ϕ− ϕm)∣∣ ≤ τkδ∗}, δ∗ = 104µδ < 1/10. (72)
Note that the right-hand part in the inequality here is smaller than the corresponding one
in (58). Obviously, Om contains the whole interval [0, 2π) for sufficiently small pm. As in
Step I let ϕ±m be two (mod 2π) solutions of the equation
p2m + 2kpm cos(ϕ− ϕm) = 0. (73)
Lemma 3.12. The set Om(k, τ) has the following properties:
1. If pm > 4k, then W0 ∩ Om(k, τ) = ∅.
2. If k−1+2δ∗ ≤ pm ≤ 4k and |4k2 − p2m| > 4τkδ∗, then Om ⊂ ∪±,j∈Z(Φ±m + 2πj), where
Φ±m :=
{
ϕ ∈ C : |ϕ− ϕ±m| ≤
τk−1+δ∗
pm
√
1− p2m(2k)−2
}
,
and Φ+m ∩ Φ−m = ∅.
3. If |4k2 − p2m| ≤ 4τkδ∗ , then Om ⊂ ∪±,j∈Z(Φ±m + 2πj), where
Φ±m :=
{
ϕ ∈ C : |ϕ− ϕ±m| ≤ 32τk−1+δ∗/2
}
.
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In the proof we use the Taylor series with respect to ϕ for |~k(ϕ) + ~pm|2R − k2 near its
zeros, see Appendix 1.
Let ϕ0 ∈ [0, 2π) \ O(1)(k, 8), where O(1)(k, 8) is given by (57). We define M(ϕ0) ⊂ Z4
as follows:
M(ϕ0) := {m : 0 < |‖~pm|‖ ≤ kr1 and ϕ0 ∈ Om(k, 1)}. (74)
We will also need a larger set
M′(ϕ0) := {m : 0 < |‖~pm|‖ ≤ 2kr1 and ϕ0 ∈ Om(k, 1)}.
In fact, M(ϕ0), M
′(ϕ0) do not include m : |‖~pm|‖ < 4kδ, since ϕ0 ∈ [0, 2π) \ O(1)(k, 8).
We split M(ϕ0) into two components M := M1 ∪M2. By definition, m ∈M1 if
min
m′∈M′(ϕ0),m′ 6=m
‖|~pm−m′‖| > kδ.
Let M2 = M \M1. Next, let M˜m be (kδ/3)-neighborhood of m ∈M in ‖| · ‖| norm:
M˜m := {n : |‖~pn−m|‖ < kδ/3 for a given m ∈M(ϕ0)}. (75)
Obviously,
M˜m(ϕ0) ∩ M˜m′(ϕ0) = ∅, for any m ∈M1 and m′ ∈M′, m′ 6= m.
Let M˜1(ϕ0) be (k
δ/3)-neighborhood of M1 in ‖| · ‖| norm:
M˜1(ϕ0) := ∪m∈M1(ϕ0)M˜m(ϕ0) = {n : |‖~pn−m|‖ < kδ/3 for some m ∈ M1(ϕ0)}.
Let us introduce an equivalence relation in M′. We say m0 ∼m′0 if there is a sequence
mj ∈ M′, j = 1, ..., J, connecting these two points (mJ = m′0), such that for each j
mink: 0≤k<j ‖|~pmj−mk‖| ≤ 3kδ. We denote the equivalence class containing m ∈ M2 by
M
(m)
2 . By definition of M2 such equivalence class contains at least one more element.
Lemma 3.13. Let m0 ∈ M2 and mj ∈ M′, j = 1, 2, are such that all mj, j = 0, 1, 2,
are different and mink: k 6=j ‖|~pmj−mk‖| ≤ 3kδ for all j = 0, 1, 2. Then, ~pm1−m0 = c~pm2−m0
with some c ∈ R.
Corollary 3.14. All points ~pm′ with m
′ being in a class of equivalence M
(m)
2 are situated
on a line.
The proof of the lemma is in Appendix 2.
Obviously, for any pair m,m′ ∈ M2 either M(m)2 = M(m
′)
2 or M
(m)
2 ∩ M(m
′)
2 = ∅.
We can enumerate different equivalence classes M
(m)
2 by an index j and denote them by
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M
j
2, j = 1, ..., J0. By construction, M2 ⊂ ∪J0j=1Mj2 ⊂ M′. By Lemma 3.13 each class
M
j
2 has a ”direction”, which is the direction of the corresponding line. We denote it
by ~pq, ~pq = ~pm1−m0 , the direction, naturally, being defined up to a constant multiplier.
Obviously, all vectors ~pm,m ∈Mj2, have the same projection on a direction ~ν⊥q orthogonal
to ~νq := ~pq/pq. We define the “orthogonal component” t
⊥
q of M
j
2 as
t⊥q =
(
~k(ϕ0) + ~pm, ~ν
⊥
q
)
, m ∈Mj2. (76)
Definition 3.15. We call Mj2 trivial if one of two conditions holds:
1) no vector in SQ has the same direction as M
j
2 or
2) there is q ∈ SQ which has the same direction as Mj2 and t⊥q satisfies the inequality:∣∣k2 − (t⊥q )2∣∣ > 18kδ∗ . (77)
Otherwise, we call a cluster non-trivial. In a non-trivial case, without the loss of
generality, we can consider that the directional vector q of Mj2 belongs to SQ and it is a
generating vector in its direction (see the definition of SQ).
When a cluster is trivial, it can be treated by a method quite similar to that in
the case of a polyharmonic operator. For non-trivial clusters we will use an additional
consideration, involving a periodic operator in one dimension. It is a periodic and not
a quasiperiodic operator, because of condition 2 on V (~x) at the beginning of Section 2.
Treatment of non-trivial clusters is the main reason we need condition 2. We did not need
condition 2 on V (~x) for the polyharmonic case [1], since in that case all clusters Mj2 could
be treated the same way as trivial ones here.
Now we introduce a further split of every Mj2. Suppose M
j
2 is non-trivial. Form,m
′ ∈
M
j
2 we say m ∼ m′ if m − m′ = nq, n ∈ Z, q is the directional vector of Mj2 in SQ
as described above. Hence, every Mj2 is represented as a disjoint union of such subsets,
M
j
2 = ∪sMj,s2 . We notice that every set Mj,s2 consists of vectors of the form mj,s + nq,
where n ∈ Z and such that mj,s + nq ∈Mj2, q = q(j). By (74), (72),∣∣∣∣∣∣∣~k(ϕ0) + ~pmj,s + n~pq∣∣∣2 − k2∣∣∣∣ < kδ∗ . (78)
Considering the inequality opposite to (77), we obtain that each Mj,s2 can be described
by the formula:
M
j,s
2 =
{
mj,s + nq : 0 ≤
(
~k(ϕ0) + ~pmj,s, ~νq
)
< pq, n ∈ Z, nj,s− ≤ n ≤ nj,s+
}
, (79)
where nj,s− < 0, n
j,s
+ > 0,
1
2
p−1q k
δ∗/2 < |nj,s− |, nj,s+ < 2p−1q kδ∗/2 and∣∣∣∣∣∣∣~k(ϕ0) + ~pmj,s + nj,s± ~pq∣∣∣2 − k2∣∣∣∣ = kδ∗ +O(kδ∗/2).
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It is easy to see also that
|nj,s± − nj,s
′
± | ≤ 1. (80)
for any pair s, s′. We will refer the point mj,s as the central point of M
j,s
2 . We also have
|~pq| ≥ CQ−µ.
In the case when Mj2 is trivial, we consider that each M
j,s
2 contains just one point.
In a non-trivial case the reduction Hj,s(~k(ϕ0)) := Pj,sH(~k(ϕ0))Pj,s (here Pj,s is the
diagonal projection in l2 corresponding to Mj,s2 ) can be described by the matrix:
Hj,snn′ = |~k(ϕ0) + ~pmj,s + n~pq(j)|2Rδn,n′ + V(n−n′)q(j). (81)
with mj,s + nq, mj,s + n
′q ∈ Mj,s2 (nj,s− ≤ n, n′ ≤ nj,s+ ). Note that there is a “separation
of variables”, i.e., this matrix can be rewritten as
Hj,s = H˜j,s(tq) + (t
⊥
q )
2I, (82)
where
H˜j,sn1,n2 := (tq + n1pq)
2δn1,n2 + V(n1−n2)q, (83)
tq := (~k(ϕ0) + ~pmj,s, ~νq), t
⊥
q := (
~k(ϕ0) + ~pmj,s , ~ν
⊥
q ). (84)
Note that tq depends both on j and s, while t
⊥
q depends on j only (we omit indices j, s
for shortness). By construction, q = q(j) ∈ SQ and 0 ≤ tq < pq. Let us consider also
an infinite version of (83) H˜j,sper, i.e.
(
H˜j,sper
)
nn′
is given by (83) for all n, n′ ∈ Z. Clearly,
H˜j,sper corresponds to a one-dimensional Schroedinger operator with a periodic potential
and quasimomentum tq. Obviously, this construction works not only for ϕ0, but also for
any ϕ in the 2k−2−40µδ-neighborhood of ϕ0. We are going to investigate properties of H
j,s
using known properties of H˜j,sper.
Lemma 3.16. Let |ℜϕ − ϕ0| ≤ 2k−2−40µδ. Then ℑ|~k(ϕ) + ~pn|2R have the same sign for
all n ∈Mj,s2 when ℑϕ > 0 (or ℑϕ < 0) and the following inequality holds:∣∣∣ℑ|~k(ϕ) + ~pn|2R∣∣∣ ≥ k2−85µδ |ℑϕ|. (85)
Corollary 3.17. If ϕ is real and |ϕ−ϕ0| ≤ 2k−2−40µδ, then Hj,s(~k(ϕ)) is monotonous in
ϕ and its eigenvalues λn(ϕ) satisfy the estimates:∣∣∣∣∂λn(ϕ)∂ϕ
∣∣∣∣ ≥ k2−85µδ . (86)
Proof of the corollary. Since |~k(ϕ)+~pn|2R is a holomorphic function of ϕ in the rectangle
|ℜϕ− ϕ0| ≤ 2k−2−40µδ, the inequality (85) yields that∣∣∣∣∣∂|~k(ϕ) + ~pn|2R∂ϕ
∣∣∣∣∣ ≥ k2−85µδ (87)
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for real ϕ and the derivative has the same sign for all n ∈Mj,s2 . Now, the obvious relation
∂Hj,s
∂ϕ
=
∂Hj,s0
∂ϕ
yields (86).
Proof. It is enough to consider the case ℑϕ > 0. The other case is just the complex
conjugated. Let m ∈Mj2. Obviously,
ℑ|~k(ϕ) + ~pm|2R = ℑ2(~k(ϕ), ~pm) = −2kpm sin(ℜϕ− ϕm) sinh(ℑϕ),
where ϕm is the angle corresponding to ~pm. It suffices to show that pm > k
1−42µδ and
| sin(ℜϕ− ϕm)| > k−42µδ. (88)
Indeed, let ~pq be a vector, such that 0 < ‖|~pq‖| < kδ and
||~k(ϕ0) + ~pm|2R − k2| ≤ kδ∗ , ||~k(ϕ0) + ~pm+q|2R − k2| ≤ kδ∗ .
Such a ~pq exists, since m ∈Mj2. It follows:
2
∣∣∣(~k(ϕ0) + ~pm, ~pq)∣∣∣ ≤ 2kδ∗ + (2π)2k2δ. (89)
Since ϕ0 ∈ W(1)(k, τ), we have
∣∣∣(~k(ϕ0), ~pq)∣∣∣ > 18k1−40µδ, see Lemma 3.6 for m = q.
Using the last two inequalities, we obtain |(~pm, ~pq)| > 116k1−40µδ. Hence, pm > k1−42µδ.
It remains to prove (88). Assume that | sin(ℜϕ − ϕm)| ≤ k−42µδ. It follows from the
assumption |ℜϕ− ϕ0| < 2k−2−40µδ that
| sin(ϕ0 − ϕm)| ≤ 2k−42µδ. (90)
Since m ∈ Mj2,
||~k(ϕ0) + ~pm|2R − k2| = |2kpm cos(ϕ0 − ϕm) + p2m| ≤ kδ∗ . (91)
This and (90) yield ~pm = −2~k(ϕ0) +O(k1−42µδ). Then,
|2(~k(ϕ0) + ~pm, ~pq) + p2q| = |(~k(ϕ0), ~pq)|+O(k1−41µδ) ≥
1
16
k1−40µδ.
This contradicts to (89). The contradiction completes the proof of (88). Assume Mj2
is trivial. Then, Mj,s2 contains just one point and the statement of the lemma follows
immediately. If Mj2 is non-trivial, then considering as above, we obtain (85) for every
n ∈Mj,s2 . It remains to prove only that ℑ|~k(ϕ) + ~pn|2R has the same sign for all n ∈Mj,s2 .
By the definition of Mj,s2 , every n ∈Mj,s2 can be written as n =mj,s + nq, |n| = O(kδ∗/2)
(see (79)). Next,
ℑ|~k(ϕ) + ~pmj,s+nq|2R = ℑ2(~k(ϕ), ~pmj,s+nq) = −2kpmj,s+nq sin(ℜϕ− ϕmj,s+nq) sinh(ℑϕ),
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where ϕmj,s+nq is the angle corresponding to ~pmj,s+nq. Since |n|pq ≤ C(Q)kδ∗/2 and
pmj,s ≥ k1−42µδ, we get ϕmj,s+nq = ϕmj,s +O(k−1+42µδ+δ∗/2). Thus,
ℑ|~k(ϕ) + ~pmj,s+nq|2R = −2kpmj,s+nq
(
sin(ℜϕ− ϕmj,s) +O(k−1+42µδ+δ∗/2)
)
sinh(ℑϕ).
Using (88), we obtain that the right-hand side of the last inequality has the same sign for
all n :mj,s + nq ∈Mj,s2 .
Lemma 3.18. For every j and s the resolvent (Hj,s(~k(ϕ))− k2)−1 has no more than two
poles in the strip {ϕ : |ℜϕ − ϕ0| ≤ 2k−2−40µδ, |ℑϕ| < 1}, counting multiplicity 1. The
poles are situated on the real axis.
Proof. If Mj,s2 consists of just one element m, then H
j,s has one matrix element and
Hj,smm − k2 = |~k(ϕ) + ~pm|2R − k2 = 2kpm cos(ϕ− ϕm) + p2m. (92)
Obviously, the number of roots of this function in the strip does not exceed two. By
(85), they are both real. Assume that Mj,s2 contains more than one element (the case
of a non-trivial cluster). Obviously, Hj,s − (Hj,s)∗ = Hj,s0 − (Hj,s0 )∗. Considering now
(85), we conclude that the resolvent (Hj,s(~k(ϕ)) − k2)−1 may have only real poles ϕ.
The poles are described by equations λn(ϕ) = k
2, n = 1, . . . , the eigenvalues λn of
Hj,s being numerated in the increasing order counting multiplicity. By Corollary 3.17,
∂λn/∂ϕ 6= 0 and the derivatives have the same sign for all n. Assume, for definiteness,
that ∂λn/∂ϕ > 0. It follows that the order of each pole ϕk of the resolvent is less
or equal to the multiplicity of the corresponding eigenvalue λn(k)(ϕk). If for two poles
we have ϕk < ϕk′, then n(k
′) < n(k) because of monotonicity of λn(ϕ). Thus, the
number of poles ϕk (counting multiplicity) in the disk |ϕ − ϕ0| ≤ 2k−2−40µδ does not
exceed the number of eigenvalues (counting multiplicity) satisfying λn(ϕ) = k
2 for some
ϕ ∈ R : |ϕ− ϕ0| ≤ 2k−2−40µδ. Note that by perturbation theory it is enough to estimate
the number of eigenvalues of Hj,s(~k(ϕ0)) in the interval [k
2 − 4k−40µδ, k2 + 4k−40µδ].
Using the “separation of the variables” (82), we rewrite (Hj,s(~k(ϕ))−k2)−1 in the form
(H˜j,s(tq) + (t
⊥
q )
2 − k2)−1. We denote eigenvalues of H˜j,s(tq) by λ˜n(tq). Thus, λn(ϕ) =
λ˜n(tq) +
(
t⊥q
)2
. It suffices to prove that there are no more than two eigenvalues λ˜n(tq)
(counting multiplicity) in the interval [k2− (t⊥q )2−4k−40µδ, k2− (t⊥q )2+4k−40µδ] . Suppose
there are at least three. For a non-trivial cluster, |k2− (t⊥q )2| ≤ 18kδ∗ at ϕ0, see Definition
3.15. It follows from the defnition ofMj,s2 that all n such that (tq+npq)
2 ≤ 7
8
kδ∗ are present
in the matrix of H˜j,s(tq). Now, by the perturbation theory, all eigenvalues of H˜
j,s(tq) such
that |λ˜n(tq)| ≤ 18kδ∗ can be approximated by eigenvalues of the corresponding infinite
matrix H˜j,sper(tq) (cf. (83)) with an accuracy O(k
− δ∗
C(Q)
kδ∗/2). Infinite matrix H˜j,sper(tq)
1By the multiplicity of a pole of the resolvent we mean the multiplicity of the zero of det
(
Hj,s − k2)
as function of ϕ.
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corresponds to the one-dimensional periodic Schro¨dinger operator with the period p−1q .
We denote the eigenvalues of the matrix H˜j,sper(tq) by λ˜
per
n (tq). We have
λ˜pern (tq) = λ˜n(tq) +O(k
− δ∗
C(Q)
kδ∗/2
). (93)
Thus, if the operator Hj,s(~k(ϕ0)) has three eigenvalues in the interval [k
2 − 4k−40µδ, k2 +
4k−40µδ], then H˜j,sper(tq) has at least three eigenvalues in the interval [k
2−(t⊥q )2−8k−40µδ, k2−
(t⊥q )
2 + 8k−40µδ]. Since every eigenvalue belongs to a different zone of the corresponding
one-dimensional periodic operator, it means that there is a zone in the spectrum with the
length less than 16k−40µδ. We also notice that tq in the matrix H˜
j,s
per(tq) plays the role
of quasi-momentum, while the corresponding one-dimensional periodic operator does not
depend on k. Now, we arrive at the contradiction if k−40µδ is sufficiently small (obviously,
depending on V only).
Definition 3.19. We call a set Mj,s2 strongly resonant if the corresponding resolvent
(Hj,s(~k(ϕ))− k2)−1 has at least one pole in the disk |ϕ− ϕ0| ≤ 2k−2−40µδ. Otherwise the
set is called weakly resonant.
We say that two strongly resonant sets Mj,s2 and M
j′,s′
2 are adjacent, if the ‖| · ‖|
distance between them is no more than 3kδ. We say that two sets Mj,s2 and M
j,s′
2 belong
to the same cluster if they can be connected via some path of subsequently adjacent
sets. This defines an equivalence relation. Thus, strongly resonant sets Mj,s2 form clusters
(equivalence classes). The cluster, containing a strongly resonant set Mj,s2 , we denote by
M
j,s
2,str. Obviously, M
j,s
2,str = M
j,s′
2,str when M
j,s
2 and M
j,s′
2 are from the same cluster.
Lemma 3.20. A cluster Mj,s2,str of strongly resonant sets contains no more than two sets
M
j,s
2 .
Proof. By the definition of Mj2, all M
j,s
2 in a cluster belong to the same M
j
2. First,
assume Mj2 is trivial. Then, by definition, each M
j,s
2 consists of just one point m and,
by the Definition 3.19,
∣∣∣|~k(ϕ0) + ~pm|2R − k2∣∣∣ = O(k−40µδ). Suppose there are more than
two Mj,s2 in the cluster. Then, there are n,n + q1,n + q2 ∈ Mj2 such that q1 6= q2,
0 < ‖|~pq1‖|, ‖|~pq2‖| < 3kδ, and∣∣∣|~k(ϕ0) + ~pn|2R − k2∣∣∣ = O(k−40µδ), ∣∣∣|~k(ϕ0) + ~pn+qi |2R − k2∣∣∣ = O(k−40µδ), i = 1, 2.
It follows that ∣∣∣2(~k(ϕ0) + ~pn, ~pqi) + p2qi∣∣∣ = O(k−40µδ), i = 1, 2. (94)
By Lemma 3.13, q1 is parallel to q2. Now (94) yields pq1−q2 = |pq1 − pq2 | = O
(
k−38µδ
)
.
Using (30), we obtain q1 = q2, since ‖|~pq1‖|, ‖|~pq2‖| < 3kδ. However, q1 6= q2 by
construction. Thus, the lemma is proven in the case of a trivial Mj2.
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Suppose Mj2 is not trivial and ~pq is its directional vector, q ∈ SQ. Let Mj,si2 , i =
0, 1, 2, be any three neighboring elements in a 3kδ-cluster. Let mi be the central point
of Mj,si2 , i = 0, 1, 2. All M
j,si
2 are subsets of periodic one-dimensional lattices with the
same period ~pq. By Corollary 3.14, ~pm0−mi = wi~pq, wi ∈ R, i = 1, 2. Since mi are
central points, we have |wi| < 1, see (79). Let us show that at least one of the numbers
w1, w2, w1 − w2 is an integer. Suppose it is not so. By Definition 3.19 and elementary
perturbation consideration, each operator Hj,si(~k(ϕ0)) has an eigenvalue λ
(si)
ni (ϕ0) such
that λ
(si)
ni (ϕ0) = k
2 +O(k−40µδ). Using (82), we obtain:
λ˜ni(t
(si)
q ) + (t
⊥
q )
2 = k2 +O(k−40µδ), (95)
where λ˜ni(t
(si)
q ) is an eigenvalue of H˜j,si. By (93), these eigenvalues of H˜j,si, i = 0, 1, 2,
can be approximated by the corresponding eigenvalues of H˜j,sper with the high accuracy
O(k
− δ∗
C(Q)
kδ∗/2
). It follows from (95) that
|λ˜pern0 (t(s0)q )− λ˜pern1 (t(s1)q )| = O(k−40µδ),
|λ˜pern0 (t(s0)q )− λ˜pern2 (t(s2)q )| = O(k−40µδ).
(96)
All λ˜perni (t
(si)
q ), i = 0, 1, 2, are eigenvalues of the same fiber matrix H˜jper, but at different
values of the quasi-momentum t
(si)
q (see (84)). Recall that the corresponding periodic
operator does not depend on k. Properties of the one-dimensional periodic Schro¨dinger
operators (i.e. non-degeneracy of the band functions) and (96), imply that for sufficiently
large k, depending on V only:
|(t(s0)q ± t(si)q )mod pq| = O(k−20µδ), i = 1, 2.
Substituting the expression for tq (see (84)) into the above estimate and considering that
~pm0−mi = wi~pq, i = 1, 2, yields that either |wi− ni| = O(k−20µδ) or |2t(s0)q p−1q −wi− ni| =
O(k−20µδ) for some ni ∈ Z, i = 1, 2. Suppose the first relation holds for i = 1. By
properties of w1, pm0−m1−n1q = O(k
−20µδ). Let us estimate ‖|~pm0−m1−n1q‖| from above.
Sincem0 andm1 are central points of adjacent setsM
j,si
2 , we have ‖|~pm0−m1‖| < 3C(Q)kδ,
see Appendix 3. Since |w1| < 1, and |w1 − n1| = O(k−20µδ), we have |n1| < 2. It
follows that ‖|~pm0−m1−n1q‖| = O(kδ). Therefore, by (30), pm0−m1−n1q > k−2µδ. This
contradicts to the inequality pm0−m1−n1q = O(k
−20µδ) obtained just above. Therefore,
m0 −m1 − n1q = 0, that is w1 = n1. This contradicts to the initial assumption that w1
is not an integer. If |w2 − n2| = O(k−20µδ), we arrive to the the analogous contradiction
for w2. It remains to assume that |2t(s0)q p−1q − wi − ni| = O(k−20µδ) for both i = 1, 2. It
follows |w1−w2−(n2−n1)| = O(k−20µδ) and, hence, pm1−m2−nq = O(k−20µδ), n = n2−n1.
Let us estimate ‖|~pm1−m2−nq‖| from above. Since m1 and m2 are central points, we have
‖|~pm1−m2‖| < 6C(Q)kδ, see Appendix 3. Since |w1−w2− (n2−n1)| = O(k−20µδ), we have
|n| < 3. It follows that ‖|~pm1−m2−nq‖| = O(kδ). Therefore, by (30), pm1−m2−nq > k−2µδ.
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This contradicts to the inequality pm1−m2−nq = O(k
−20µδ) obtained just above. Hence,
we obtain w1 − w2 = n. Thus, we proved that at least two out of each three neighboring
sets Mj,s2 in a cluster are shifted with respect to each other by n~pq, n ∈ Z, and, thus, (see
(79)) they coincide. Moreover, we proved that if wi is not an integer, then it is equal to
2t
(s0)
q p−1q + ni, ni ∈ Z.
3.5.2 Estimates for the Resolvent of the Model Operator
We are going to obtain estimates for the resolvent
(
P (r1)
(
H(~κ(1)(ϕ))−k2)P (r1))−1. We
start with the following lemma.
Lemma 3.21. Let |ϕ− ϕ0| ≤ k−2. If m does not belong to M(ϕ0) then∣∣∣(H0(~k(ϕ))− k2)mm∣∣∣ ≥ 1
2
kδ∗ ,
∣∣(H0(~κ(1)(ϕ))− k2)mm∣∣ ≥ 1
2
kδ∗ . (97)
Proof. The proof follows from the definition of M(ϕ0) (see (74), (72)), (68) and simple
perturbative arguments.
Let Pm be the orthogonal projector corresponding to the set M˜m, see (75). We consider
m ∈ M1. The following lemma is an analogue of Lemma 3.14 from [1] (statements 1-3).
The proof is very similar, however, we present it here for completeness. The statement
4 of Lemma 3.14 from [1] is now quite different and will require additional arguments
which we present below. It is the main place where we have the difference between the
Schro¨dinger operator and polyharmonic operators considered in [1].
Lemma 3.22. Let ϕ0 ∈ ω(1)(k, 8).
1. If m ∈M1(ϕ0) : pm > 4kδ, |2k − pm| ≥ 1, then, the operator(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm)−1
has no more than one pole in the disk |ϕ − ϕ0| < 2k−2−δ(40µ+1). The following
estimate holds:∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ < ck−1ε−10 , ε0 = min{ε, k−2−(40µ+1)δ}, (98)
when ϕ is in the smaller disk |ϕ − ϕ0| < k−2−δ(40µ+1), ε being the distance from ϕ
to the nearest pole of the operator.
2. If m ∈M : |2k − pm| < 1, then, in fact, m ∈M1 and the operator(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm)−1
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has no more than two poles in the disk |ϕ − ϕ0| < 2k−2−δ(40µ+1). The following
estimate holds:∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ < ck−2ε−20 , ε0 = min{ε, k−2−δ(40µ+1)}, (99)
when ϕ is in the smaller disk |ϕ − ϕ0| < k−2−δ(40µ+1), ε being the distance from ϕ
to the nearest pole of the operator.
3. If m ∈M : pm < 4kδ, then, in fact, m ∈M1 and the operator(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm)−1
has no more than one pole in the disk |ϕ − ϕ0| < 2k−2−δ(40µ+1). The following
estimate holds:∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ < 8k−1p−1m ε−10 , ε0 = min{ε, k−1+δ}, (100)
when ϕ is in the smaller disk |ϕ − ϕ0| < k−2−δ(40µ+1), ε being the distance from ϕ
to the nearest pole of the operator.
Proof.
1. Let |2k − pm| ≥ 1, pm > 4kδ. Clearly only the case pm < 4k is significant, since
otherwise Om(k, 1) cannot intersect the disc |ϕ−ϕ0| < k−2−40(µ+1)δ by Lemma 3.12.
It is easy to see that the set Om(k, 1) consists of two separate discs O
±
m(k, 1), the
distance between them being greater than ck−1/2. Let us assume for definiteness
ϕ0 ∈ O+m(k, 1). This means the disc |ϕ − ϕ0| < k−2−δ(40µ+1) does not intersect
O−m(k, 1). Let us first show that the operator(
Pm
(
H0
(
~κ(1)(ϕ)
)− k2I)Pm)−1 (101)
has exactly one pole inside O+m(k, 1), which is, in fact, inside O
+
m(k, 1/4). Note that
~κ(1)(ϕ) is defined in O+m(k, 1), since the size of O
+
m(k, 1) is much less than that of
any circle in O(1). It satisfies the estimate ~κ(1)(ϕ) = ~k(ϕ) + o(k−2) in O+m, see (68).
If ϕ0 ∈ O+m(k, 1) \ O+m(k, 1/4), then the estimates
∣∣|~κ(1)(ϕ0) + ~pm+q|2 − k2∣∣ > 14kδ∗ ,
hold for 0 ≤ ‖|~pq‖| < kδ (see the definition of M1(ϕ0)) and these estimates can be
extended to the (k−2−(40µ+1)δ)-neighborhood of ϕ0 (
1
4
becomes 1
8
). Thus,∥∥∥(Pm (H0(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ < ck−δ∗ (102)
when |ϕ− ϕ0| < k−2−(40µ+1)δ , ϕ0 ∈ O+m(k, 1) \ O+m(k, 1/4).
Clearly the resolvent (102) does not have poles in the set |ϕ − ϕ0| < k−2−(40µ+1)δ .
The estimate (98) with ε0 = k
−2−(40µ+1)δ follows from (102) and Hilbert identity.
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Now, suppose that ϕ0 ∈ O+m(k, 14). The function |~k(ϕ) + ~pm|2R − k2 has a single
zero inside O+m(k,
1
4
). Using Rouche´’s Theorem, we obtain that |~κ(1)(ϕ) + ~pm|2R− k2
also has a single zero inside O+m(k,
1
4
). Note that the following inequality holds in
O+m(k,
1
4
) for 0 < ‖|~pq‖| < kδ:∣∣|~κ(1)(ϕ) + ~pm+q|2R − k2∣∣ > 14kδ∗ .
Indeed, if
∣∣|~κ(1)(ϕ) + ~pm+q|2R − k2∣∣ ≤ 14kδ∗ for some q 6= (0, 0) and ϕ ∈ O+m(k, 14),
then ∣∣2(~κ(1)(ϕ) + ~pm, ~pq)R + p2q∣∣ < 12kδ∗ . (103)
Considering that the size of O+m(k,
1
4
) is k
−1+δ∗
pm
√
1−p2
m
(2k)−2
(1 + o(1)) and that pm >
4kδ > 4pq/2π, we obtain the inequality analogous to (103) for ϕ0 with
3
4
instead of
1
2
. This contradicts to the assumption m ∈ M1(ϕ0). Thus, the following inequality
holds for all q : ‖|~pq‖| < kδ including q = (0, 0):∣∣|~κ(1)(ϕ) + ~pm+q|2R − k2∣∣ ≥ 14kδ∗ ,
when ϕ is on the boundary of O+m(k,
1
4
). Hence, the resolvent(
Pm
(
H0
(
~κ(1)(ϕ)
)− k2I)Pm)−1
of the free operator PmH0 has exactly one pole inside O
+
m(k,
1
4
) and∥∥∥(Pm (H0(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ ≤ 4k−δ∗ , (104)
when ϕ is on the boundary on the disc O+m(k,
1
4
). Considering that the dimension
of Pm does not exceed 16k
4δ we obtain:∥∥∥(Pm (H0(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥
1
≤ 64k−δ∗+4δ. (105)
It remains to prove the analogous result for the perturbed operatorH . We introduce
the determinant
D(ϕ) = det
(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm (H0(~κ(1)(ϕ))− k2I)−1 Pm) .
Obviously, D(ϕ) = det(I + A), where I, A : PmL2(Z
2)→ PmL2(Z2)
A(ϕ) = PmV
(
H0
(
~κ(1)(ϕ)
)− k2I)−1 Pm.
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Taking into account that
D(ϕ) =
det
(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm)
det
(
Pm
(
H0
(
~κ(1)(ϕ)
)− k2I)Pm) ,
we see that D(ϕ) is a meromorphic function inside O+m(k,
1
4
). Next, we employ a
well-known inequality for the determinants, see [40]:
|det(I + A)− det(I +B)| ≤ ‖A−B‖1exp(‖A‖1 + ‖B‖1 + 1), A, B ∈ S1. (106)
Putting A = A(ϕ), B = 0, we obtain
|det(I + A)− 1| ≤ ‖A‖1exp(‖A‖1 + 1). (107)
It is easy to see that
‖A‖1 ≤ ‖V ‖‖Pm
(
H0
(
~κ(1)(ϕ)
)− k2I)−1 Pm‖1.
Considering the estimate (105) for the resolvent of the free operator, we obtain
‖A1(ϕ)‖1 < 1/200 on the boundary of O+m(k, 14) for sufficiently large k. By Rouche´’s
Theorem, D(ϕ) has only one zero in O+m(k,
1
4
). Thus, detPm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm
has exactly one zero in O+m(k,
1
4
). Using this, we immediately obtain that opera-
tor
(
Pm
(
H
(
~κ(1)(ϕ)
)− k2I)Pm)−1 has one pole inside O+m(k, 14). Considering the
estimate for the free resolvent and using Hilbert identity, we immediately obtain,∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ ≤ 8k−δ∗ (108)
for all ϕ on the boundary of O+m(k,
1
4
). Taking into account that the size of O+m(k,
1
4
)
does not exceed k−1+δ∗ , we obtain:∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ ≤ 8k−δ∗(k−1+δ∗/ε) (109)
when ϕ ∈ O+m(k, 14) on the distance ε, from the pole. If |ϕ− ϕ0| < k−2−(40µ+1)δ , but
ϕ 6∈ O+m(k, 14), then ϕ is on the distance less than k−2−(40µ+1)δ from the boundary
of O+m(k,
1
4
), since ϕ0 is inside O
+
m(k,
1
4
). The estimate (108) holds on the boundary
and stable with respect to such a small perturbation of ϕ. Thus, estimate (98) is
proven.
2. Let m ∈ M, |2k − pm| < 1. Then, O+m and O−m can overlap. The case ϕ0 ∈
Om(k, 1) \ Om(k, 1/4) we consider in the same way as for |2k − pm| ≥ 1. Suppose
ϕ0 ∈ Om(k, 1/4). Combining
∣∣∣∣∣~k(ϕ0) + ~pm∣∣2R − k2∣∣∣ < 14kδ∗ with |2k − pm| < 1, we
obtain that the vectors 2~k(ϕ) and −~pm are close:
|2~k(ϕ0) + ~pm|2R < 5k.
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Therefore, (~k(ϕ0) + ~pm, ~pq)R = −(~k(ϕ0), ~pq)R + O(k1/2+δ) for all 0 < ‖|~pq|‖ < kδ.
Considering that the size of O±m does not exceed ck
−1+δ∗/2 (Lemma 3.12) and the
distance between O+m and O
−
m is O(k
−1/2), we obtain the analogous estimate for all
ϕ in Om:
(~k(ϕ) + ~pm, ~pq)R = −(~k(ϕ), ~pq)R +O(k1/2+δ) for all 0 < ‖|~pq‖| < kδ.
It immediately follows:
|~k(ϕ) + ~pm+q|2R − |~k(ϕ) + ~pm|2R = |~k(ϕ)− ~pq|2R − |~k(ϕ)|2R +O(k1/2+δ)
for all 0 < ‖|~pq‖| < kδ. The size of Om is much smaller than that of O−q and Om is
not completely in O−q. Hence,∣∣∣|~k(ϕ) + ~pm+q|2R − |~k(ϕ) + ~pm|2R∣∣∣ > 12k1−40µδ
for all ϕ ∈ Om. Considering that
∣∣∣|~k(ϕ) + ~pm|2R − k2∣∣∣ ≤ 14kδ∗ in Om, we obtain∣∣∣|~k(ϕ) + ~pm+q|2R − k2∣∣∣ > 14k1−40µδ, when ϕ ∈ Om for all 0 < ‖|~pq‖| < kδ.
In particular, this means m ∈ M1(ϕ0), since |ϕ − ϕ0| < k−2−δ(40µ+1). Considering
that
∣∣∣|~k(ϕ) + ~pm|2R − k2∣∣∣ = 14kδ∗ on the boundary of Om, we obtain (104) and (105).
Considering as before, we show that the resolvent (101) has at most two poles inside
Om. It follows that∥∥∥(Pm (H(~κ(1)(ϕ))− k2I)Pm)−1∥∥∥ ≤ k−δ∗(ck−1+δ∗/2/ε)2
when ϕ is on the distance ε from the pole.
3. Let m ∈ M, 0 < pm ≤ 4kδ, m 6∈ Ω(δ). The case ϕ0 ∈ Om(k, 1) \ Om(k, 14) is
considered the same way as in the previous steps, see (102). From now on we assume
ϕ0 ∈ Om(k, 14). There is an eigenvalue λ(1)
(
~κ(1)(ϕ)+ ~pm
)
of PmH(~κ
(1)(ϕ))Pm given
by the perturbation series. Indeed,∣∣∣∣∣~k(ϕ0) + ~pm∣∣2R − k2∣∣∣ < 14kδ∗ ,
since ϕ0 ∈ Om(k, 14). Considering that ϕ0 6∈ O(1)(k, 8), we easily obtain that∣∣∣(~k(ϕ0), ~pq)R∣∣∣ & k1−40µδ for all q ∈ Ω(δ) \ {0}. Taking into account that and
pm ≤ 4kδ we arrive at the estimate:∣∣∣∣∣~k(ϕ0) + ~pm+q∣∣2R − k2∣∣∣ & k1−40µδ
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for all q ∈ Ω(δ) \ {0} and any ϕ0 ∈ ω(1)(k, 8) ∩ Om(k, 14). It follows m ∈ M1. By
Lemma 3.11, ~κ(1)(ϕ) is defined in 1
4
k−(40µ+1)δ-neighborhood of ω(1)(k, 8), which we
denote by W˜(1)(k, 1
4
). It is easy to show that the estimates similar to the last two
hold for ~κ(1)(ϕ), ϕ ∈ W˜(1)(k, 1
4
)) ∩ Om(k, 12) . Therefore,∣∣∣∣∣~κ(1)(ϕ) + ~pm∣∣2R − k2∣∣∣ ≤ 12kδ∗ , (110)∣∣∣∣∣~κ(1)(ϕ) + ~pm+q∣∣2 − k2∣∣∣ ≥ 1
2
k1−40µδ (111)
for all q ∈ Ω(δ) \ {0}. It follows from the last two estimates, that the perturbation
series for λ(1)
(
~κ(1)(ϕ) + ~pm
)
and λ(1)
(
~κ(1)(ϕ)
)
converge. Both are holomorphic
functions of ϕ in W˜(1)(k, 1
4
) ∩ Om(k, 12). Using Rouche´’s Theorem, it is not difficult
to show (for details see Appendix 4, Lemma 10.2) that the equation
λ(1)
(
~κ(1)(ϕ) + ~pm
)
= k2 + ε0, |ε0| ≤ pmkδ, (112)
has no more than two solutions ϕ±(ε0) in the W˜
(1)(k, 1
8
) ∩ Om(k, 12). They satisfy
the estimates: ∣∣ϕ±(ε0)− ϕ±m∣∣ < 4k−1+2δ. (113)
Considering that ϕ±m = ϕm±π/2+O(k−1+δ), we see that the distance between two
solutions is approximately equal to π. For any ϕ ∈ W˜(1)(k, 1
4
) ∩ Om(k, 12) satisfying
the estimate
∣∣ϕ− ϕ±m∣∣ < k−δ,
∂
∂ϕ
λ(1)
(
~κ(1)(ϕ) + ~pm
)
= ±2pmk(1 + o(1)), (114)
for details see Appendix 4, Lemma 10.3. Therefore (for details see Appendix 4,
Lemma 10.4), ∣∣λ(1)(~κ(1)(ϕ) + ~pm)− k2∣∣ ≥ kpmε (115)
if ϕ ∈ W˜(1)(k, 1
8
)∩Om(k, 12) is outside O˜+m,ε∪O˜−m,ε, here and below O˜±m,ε are the open
discs of the radius ε, 0 < ε < k−1+δ , centered at ϕ±(0). It is shown in Appendix 4,
Lemma 10.5 that∥∥∥(λ(1)(~y(ϕ))− k2) (Pm(H(~κ(1)(ϕ))− k2)Pm)−1∥∥∥ ≤ 8, ~y(ϕ) := ~κ(1)(ϕ) + ~pm,
(116)
for any ϕ in W˜(1)(k, 1
8
) ∩ Om(k, 12).
If |ϕ − ϕ0| < 2k−2−δ(40µ+1) and ϕ0 ∈ ω(k, δ, 8) ∩ Om(k, 14), then ϕ ∈ W˜(1)(k, 18) ∩
Om(k,
1
2
) and, hence, (115), (116) hold. Now (100) easily follows from (115) and
(116).
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Next, we consider the resolvent reduced to a weakly resonant Mj,s2 .
Lemma 3.23. Let Mj,s2 be weakly resonant and let |ϕ− ϕ0| ≤ 32k−2−40µδ. Then
‖(Hj,s(~κ(1)(ϕ))− k2)−1‖ ≤ k214µδ. (117)
Proof. By (68) and perturbative arguments it is enough to show that
‖(Hj,s(~k(ϕ))− k2)−1‖ = O(k213µδ). (118)
Let |ℑϕ| > k−2−128µδ , then (118) follows from (85). Suppose |ℑϕ| ≤ k−2−128µδ. Let
ϕ∗ = ℜϕ. Assume first ‖(Hj,s(~k(ϕ∗)) − k2)−1‖ < k127µδ. Using perturbative arguments,
we obtain ‖(Hj,s(~k(ϕ))− k2)−1‖ < 2k127µδ and, hence, (118) holds. It remains to assume
‖(Hj,s(~k(ϕ∗))− k2)−1‖ ≥ k127µδ . Considering (86), we obtain that there is a real pole ϕ∗∗
of the resolvent in the k−2−42µδ-neighborhood of ϕ∗. It follows that ϕ is in the k
−2−41µδ-
neighborhood of a pole ϕ∗∗ of the resolvent. This contradicts to the definition of the
weakly resonant Mj,s2 . Thus, (118) and, hence, (117) are proven.
Now, we discuss the part of the resolvent corresponding to strongly resonant blocks.
Let us consider a trivial Mj2 and a cluster M
j,s
2,str of strongly resonant sets, see Definition
3.19 and the text after. We denote by M˜j,s2,str the
1
3
kδ-neighborhood (in ‖| · ‖|-norm) of
M
j,s
2,str. By definition of a cluster, such neighborhoods of different clusters are disjoint.
Let Pstr be the projection corresponding to a M˜
j,s
2,str. We consider the operator
PstrH(~κ
(1)(ϕ))Pstr. By dstr(n) we denote the ‖| · ‖|-distance from a point n to the nearest
strongly resonant Mj,s2 , i.e.,
dstr(n) := min
m
‖|~pn−m‖|,
where the minimum is over all m in strongly resonant Mj,s2 .
Lemma 3.24. Let Mj2 be trivial. Then, the resolvent (Pstr(H(~κ
(1)(ϕ)) − k2)Pstr)−1 has
at most 4 poles in the disc |ϕ− ϕ0| ≤ k−2−40µδ. The resolvent obeys the estimate∥∥∥(Pstr (H (~κ(1)(ϕ))− k2)Pstr)−1∥∥∥ ≤ k127µδ (k−2−41µδ
ε0
)4
, (119)
where ε0 = min{ε, k−2−41µδ} with ε being the distance from ϕ to the nearest pole of the
resolvent, ~κ(1)(ϕ) being defined in Section 3.4.
Moreover, the following estimate for the matrix elements holds:∣∣∣(Pstr (H (~κ(1)(ϕ))− k2)Pstr)−1mm′ − (Pstr (H0 (~κ(1)(ϕ))− k2)Pstr)−1mm′∣∣∣ ≤(
k−2−41µδ
ε0
)4
k−δ∗d(m,m
′) + k−δ∗/9,
(120)
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where
d(m,m′) =
dstr(m) + dstr(m
′)
20Q
, dstr(m) + dstr(m
′) > 20Q. (121)
Proof. First we consider the resolvent of the free operator: (Pstr(H0(~k(ϕ))−k2)Pstr)−1.
Its poles are zeros of the function (92) for m being in the 1
3
kδ-neighborhood of a strongly
resonant cluster (in particular, eitherm ∈Mj2 orm 6∈M(ϕ0)). It follows from Lemma 3.21
that (92) does not have zeros in |ϕ − ϕ0| ≤ k−2−40µδ for m 6∈ Mj2. Let m ∈ Mj2. Then,
(92) has no more than two zeros. Using Lemma 3.20, we obtain that the resolvent of the
free operator has no more than four poles.
Let O˜ be the union of the discs of radius k−2−41µδ around poles of (Pstr(H0(~k(ϕ)) −
k2)Pstr)
−1 in the 2k−2−40µδ-neighborhood of ϕ0. Obviously, there is a circle |ϕ − ϕ0| =
ck−2−40µδ with 1 ≤ c ≤ 3
2
which does not intersect O˜. Further we reduce our considerations
to the disc bounded by this circle, since it contains |ϕ−ϕ0| < k−2−40µδ and any connected
component of O˜ which intersect this disc is strongly inside it.
We show that in the disc |ϕ−ϕ0| ≤ ck−2−40µδ the resolvent of the perturbed operator
(Pstr(H(~k(ϕ))− k2)Pstr)−1 has no poles outside O˜ and it has the same number of poles in
O˜ as the resolvent of the free operator. Indeed, let us consider the perturbation series for
the resolvent:(
Pstr
(
H(~k(ϕ))− k2
)
Pstr
)−1
=
∞∑
r=0
(Pstr(H0(~k(ϕ))− k2)Pstr)−1
(
−V (Pstr(H0(~k(ϕ))− k2)Pstr)−1
)r
.
(122)
The series converges if ‖V A‖ < 1, where
A(~k(ϕ)) := (Pstr(H0(~k(ϕ))− k2)Pstr)−1V (Pstr(H0(~k(ϕ))− k2)Pstr)−1. (123)
We prove that
‖A(~k(ϕ))‖ ≤ k132µδ−δ∗/2 < k−δ∗/3, (124)
when ϕ 6∈ O˜. First, using (87), we easily obtain that∣∣∣|~k(ϕ) + ~pm|2 − k2∣∣∣ ≥ k−126µδ when m ∈Mj2, ϕ 6∈ O˜, |ϕ− ϕ0| < ck−2−40µδ. (125)
Combining (97) and (125), we obtain:
‖(Pstr(H0(~k(ϕ))− k2)Pstr)−1‖ ≤ k126µδ when ϕ 6∈ O˜, |ϕ− ϕ0| < ck−2−40µδ. (126)
Next, let Mj2 be such that corresponding direction q does not belong to SQ (the first
option from the definition of a trivial Mj2). Assume m, m
′ ∈ Mj2. Note that Amm′ can
differ from zero only if m −m′ ∈ SQ \ {0}. On the other hand m −m′ = wq, where q
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is the directional vector of Mj2, w ∈ R. This contradicts to assumption q 6∈ SQ. Thus, if
Amm′ 6= 0 we have either m 6∈Mj2 or m′ 6∈Mj2. Using (97), we get
|Amm′| ≤ 2k−δ∗‖V ‖k126µδ.
It is easy to see that the number ofm in a cluster of boxes does not exceed ck4δ, Therefore,
(124) holds. Now, let q ∈ SQ, but
|k2 − (~k + ~pm, ~ν⊥q )2| ≥ kδ∗/8, (127)
when m ∈Mj2 (the second option from Definition 3.15 of a trivial Mj2). Let us show that
||~k + ~pm|2R − k2|+ ||~k + ~pm′ |2R − k2| > kδ∗/2−δ. (128)
Suppose the inequality does not hold. As above, if Amm′ 6= 0 then m − m′ = n0q,
n0 ∈ Z \ {0} and |n0|‖|~pq‖| ≤ Q. It follows:
|2(~k + ~pm, n0pq) + (n0~pq)2| ≤ 2kδ∗/2−δ. (129)
Considering (127) and the inequality opposite to (128), we obtain
|(~k + ~pm, ~νq)|2 > 1
16
kδ∗ ,
which contradicts (129). Hence, (128) holds when Amm′ 6= 0. Using (125) and the
inequality (128), we obtain (124) for the second case of a trivial Mj2.
Estimates (124) and (126) yield that the series (122) converges and
‖(Pstr(H(~k(ϕ))− k2)Pstr)−1‖ < 2k126µδ, when ϕ 6∈ O˜, |ϕ− ϕ0| < ck−2−40µδ. (130)
Next, we show that
(
Pstr
(
H0(~k(ϕ))− k2
)
Pstr
)−1
and
(
Pstr
(
H(~k(ϕ))− k2
)
Pstr
)−1
have
the same number of poles (counting algebraic multiplicity) inside O˜. Indeed, we intro-
duce Hβ = Pstr(H0 + βV )Pstr, 0 ≤ β ≤ 1. The series for the resolvent converges on the
boundary of O˜ uniformly in β. Thus, the determinant Dβ := det
(
Hβ(~k(ϕ))− k2I
)
is the
polynomial in β uniformly bounded from below on the boundary of O˜. Now, it follows
from continuity that in each connected component of O˜ the determinant Dβ has the same
number of zeros for all 0 ≤ β ≤ 1. Thus, (Pstr(H(~k(ϕ))−k2)Pstr)−1 has the same number
of poles in O˜ as the unperturbed operator (Pstr(H0(~k(ϕ))− k2)Pstr)−1, i.e. not more than
4. We note that in what follows we will often use similar arguments without additional
comments.
Now, we can apply (68) and pertubative arguments to (124) – (130) to obtain
‖A((~κ(1)(ϕ))‖ < k−δ∗/4, when ϕ 6∈ O˜, |ϕ− ϕ0| < ck−2−40µδ, (131)
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∥∥∥(Pstr (H0 (~κ(1)(ϕ))− k2)Pstr)−1∥∥∥ ≤ 2k126µδ, when ϕ 6∈ O˜, |ϕ−ϕ0| < ck−2−40µδ, (132)
‖(Pstr(H(~κ(1)(ϕ))− k2)Pstr)−1‖ < 4k126µδ, when ϕ 6∈ O˜, |ϕ− ϕ0| < ck−2−40µδ. (133)
To show that
(
Pstr
(
H(~κ(1)(ϕ))− k2)Pstr)−1 and (Pstr (H(~k(ϕ))− k2)Pstr)−1 have the
same number of poles (counting algebraic multiplicity) inside O˜ we apply the arguments
as above for the determinant Dt := det
(
H((1− t)~k(ϕ) + t~κ(1)(ϕ))− k2I
)
, 0 ≤ t ≤ 1.
Finally, using the maximum principle in O˜ and (133), we get (119).
Next, we prove (120). We rewrite a matrix element of (Pstr(H(~κ
(1)(ϕ)) − k2)Pstr)−1
in the form
(Pstr(H(~κ
(1)(ϕ))− k2)Pstr)−1mm′ =
R∑
r=0
(
(Pstr(H0(~κ
(1)(ϕ))− k2)Pstr)−1
(−V (Pstr(H0(~κ(1)(ϕ))− k2)Pstr)−1)r)
mm′
+(
(Pstr(H(~κ
(1)(ϕ))− k2)Pstr)−1
(−V (Pstr(H0(~κ(1)(ϕ))− k2)Pstr)−1)R+1)
mm′
,
(134)
where we choose R :=
[
dstr(m′)
Q
]
− 2 (here, without the loss of generality we assume
dstr(m
′) ≥ dstr(m)). Note that m′ 6∈ Mj,s2 (strongly resonant) by (121). Let us consider
the sum in the right-hand side. By induction, one can easily see that the sum in the
right-hand side part is holomorphic in O˜ (R :=
[
dstr(m′)
Q
]
− 2), since (32) is valid. If
ϕ 6∈ O˜, then we use (132) for m,m′ and (131) to show:∣∣∣((Pstr(H0(~κ(1)(ϕ))− k2)Pstr)−1 (V (Pstr(H0(~κ(1)(ϕ))− k2)Pstr)−1)r)
mm′
∣∣∣ <
2k126µδ−δ∗r/8, r ≥ 1.
(135)
Since the sum is holomorphic in O˜ it can be estimated by the maximum principle inside
O˜. Using (119), (132) and (131), we obtain that the last term in the right-hand side of
(134) is bounded by
(
k−2−41µδ
ε0
)4
k−δ∗d(m,m
′). Now (120) easily follows.
We also notice that from (132) and the maximum principle one has the estimate (cf.
(135), (117))
|(Pstr(H0(~κ(1)(ϕ))− k2)Pstr)−1mm| ≤ 2k126µδ, when dstr(m) > 0, (136)
uniformly in the disc |ϕ− ϕ0| ≤ k−2−40µδ.
Now, we consider the case of a non-trivial Mj2. Let M
j,s
2,str be a strongly resonant
cluster, see Definition 3.19 and the text after. We need to consider its kδ-neighborhood
in ‖| · ‖|-norm. According to Lemma 3.20 and the definition of a cluster, such a neigh-
borhood contains no more than two strongly resonant sets Mj,s2 . A slight technical com-
plication is that such a neighborhood can intersect weak clusters. If a weak cluster is
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completely inside the neighborhood, it is not a problem. If a weak cluster sticks out of
the neighborhood we have to ”attach” it to the neighborhood as a whole. Here are more
technical details. Let Mj,s2,str be a strongly resonant cluster. We consider its
1
6
C(Q)−1kδ-
neighborhood, where C(Q) is as in Appendix 3 (without the loss of generality, C(Q) ≥ 1).
We also consider a slightly bigger 1
5
C(Q)−1kδ-neighborhood of Mj,s2,str. If a weakly reso-
nant Mj,s
′′
2 intersects the bigger neighborhood, then we attach the whole M
j,s′′
2 to the
smaller 1
6
C(Q)−1kδ-neighborhood of Mj,s2,str. We call this object the extended
1
6
C(Q)−1kδ-
neighborhood of Mj,s2,str and denote by M˜
j,s
2,str. In other words, our extended neighborhood
contains the “body”, which is 1
6
C(Q)−1kδ-neighborhood ofMj,s2,str and the branches, which
are all weakly resonant Mj,s
′′
2 intersecting the bigger
1
5
C(Q)−1kδ-neighborhood of Mj,s2,str.
Thus, this branches can be, in fact, disjoint from the body. At the same time, such
definition will be very convenient later as (by construction of Mj,s
′′
2 ) our extended neigh-
borhood is not connected by potential V with any new weakly resonant Mj,s
′′
2 (see below
the construction of the model operator). Note that any weak “branch” Mj,s
′′
2 considered
above can be included into the 1
3
kδ-neighborhood of Mj,s2,str, see Appendix 3. This means
that the extended neighborhood M˜j,s2,str belongs to the
1
3
kδ-neighborhood of Mj,s2,str , but,
generally speaking, does not coincide with it. Note that extended neighborhoods of any
two different clusters Mj,s2,str are disjoint. It follows from the definition of a cluster and the
fact that each extended neighborhood belongs to the 1
3
kδ-neighborhood of Mj,s2,str.
By definition, Mj,s2,str = ∪sMj,s2 , the union is taken over all Mj,s2 belonging to the
cluster. Let Pj be the projection corresponding to this union, while Pj,s are the projections
corresponding to sets Mj,s2 . We put H
j,s := Pj,sHPj,s, H˜
j = ⊕sHj,s and Hˆ := H˜j +
H0(Pstr − Pj), where Pstr is the projection corresponding to M˜j,s2,str. Hence,
PstrHPstr = Hˆ +W, W := PstrV Pstr −
∑
s
Pj,sV Pj,s.
Lemma 3.25. Let Mj2 be non-trivial. The resolvent (Pstr(H(~κ
(1)(ϕ))− k2)Pstr)−1 has at
most 4 poles in the disc |ϕ− ϕ0| ≤ k−2−40µδ. It obeys the estimate
‖(Pstr(H(~κ(1)(ϕ))− k2)Pstr)−1‖ ≤ k215µδ
(
k−2−41µδ
ε0
)4
, (137)
where ε0 = min{ε, k−2−41µδ} with ε being the distance from ϕ to the nearest pole of the
resolvent.
Moreover, the following estimate for the matrix elements holds:∣∣∣(Pstr(H(~κ(1)(ϕ))− k2)Pstr)−1mm′ − (Pstr(Hˆ(~κ(1)(ϕ))− k2)Pstr)−1mm′∣∣∣ ≤(
k−2−41µδ
ε0
)4
k−δ∗d(m,m
′) + k−δ∗/9,
(138)
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where
d(m,m′) =
dstr(m) + dstr(m
′)
20C(Q)Q
, dstr(m), dstr(m
′) > 10C(Q)Q. (139)
Here C(Q) is the constant from Appendix 3.
Proof. Let A := (Hˆ − k2)−1W (Hˆ − k2)−1 and O˜ be the k−2−41µδ-neighborhood of the
poles of (Hˆ(~k(ϕ))− k2)−1 in the 2k−2−40µδ-neighborhood of ϕ0. Obviously, such poles are
just poles of (Hj,s(~k(ϕ)) − k2)−1 corresponding to strongly resonant Mj,s2 . In particular,
we have no more than 4 poles and (cf. above) there exists c ∈ [1, 3/2] such that the circle
|ϕ− ϕ0| = ck−2−40µδ does not intersect O˜. Considering as in the proof of Lemma 3.23 we
obtain the estimate
‖(Hˆ(~k(ϕ))− k2)−1‖ = O(k213µδ), when |ϕ− ϕ0| ≤ ck−2−40µδ and ϕ 6∈ O˜. (140)
We just note that condition ϕ 6∈ O˜ ensures that the proof holds in the case of a strongly
resonant Mj,s2 .
If m′ 6∈ ∪sMj,s2 then
|((Hˆ − k2)−1)mm′| = |δmm′((H0 − k2)−1)mm′| ≤ k−δ∗ .
Thus,
‖A(Pstr − Pj)‖ ≤ ‖V ‖k214µδ−δ∗ ≤ k−δ∗/2. (141)
Next,
PjAPj =
∑
s,s′
(Hj,s − k2)−1Pj,sWPj,s′(Hj,s′ − k2)−1.
Let us show that PjAPj = 0. Indeed,
Pj,sWPj,s′ = Pj,sV Pj,s′ − Pj,s
(∑
s′′
Pj,s′′V Pj,s′′
)
Pj,s′.
Let us show that the last expression is equal to zero. It is obvious for s = s′. If s 6= s′
we have Pj,sWPj,s′ = Pj,sV Pj,s′. Consider Vmm′ with m ∈ Mj,s2 , m′ ∈ Mj,s
′
2 . We have
m−m′ = wq. If Vmm′ 6= 0, then m−m′ ∈ SQ and hence, by the second condition on the
potential, w is integer. But this means Mj,s2 = M
j,s′
2 . Hence, Pj,sWPj,s′ = 0 for every s, s
′.
Therefore, PjAPj = 0. Combining this with (141), we obtain the estimate analogous to
(124). Further, applying arguments from the proof of Lemma 3.24 and (140), we obtain
(137).
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It remains to estimate the matrix elements. We have
(Pstr(H(~κ
(1)(ϕ))− k2)Pstr)−1mm′ =
R∑
r=0
(
(Hˆ(~κ(1)(ϕ))− k2)−1
(
−W (Hˆ(~κ(1)(ϕ))− k2)−1
)r)
mm′
+(
(Pstr(H(~κ
(1)(ϕ))− k2)Pstr)−1
(
−W (Hˆ(~κ(1)(ϕ))− k2)−1
)R+1)
mm′
,
(142)
where R :=
[
d(m′)
C(Q)Q
]
− 2. Here, as before, without the loss of generality we assume that
d(m′) ≥ d(m). Let us show that the sum in the right hand side part is holomorphic in
O˜. It is easy to see that this sum is a combination (including products and sums) of the
operators of the type
(Hj,s1 − k2)−1 (W (Pstr − Pj)(H0 − k2)−1)tW (Hj,s2 − k2)−1, t ≥ 0, (143)
where (Pstr−Pj)(H0−k2)−1 is just a diagonal part of Hˆ(~κ(1)(ϕ))−k2)−1. Operators of the
type (143) without the end terms also can be present. SinceWqq′ = 0 when ‖|~pq−q′‖| > Q,
the operator (143) can differ from zero only when the ‖| · ‖|-distance between Mj,s12 and
M
j,s2
2 is less than (t+ 1)Q. Therefore (see Appendix 3), the ‖| · ‖|-distance between their
central points is less than C(Q)(t + 1)Q. Consequently, if any term in the finite sum of
(142) includes a strongly resonant block of Hˆ, this term is equal to zero unless the ‖| · ‖|-
distance between the central point of the strongly resonant Mj,s2 and the central point of
a weakly resonant block containing m′ is less than RC(Q)Q, if m′ is in a resonant block.
By Appendix 3, ‖| · ‖|-distance between m′ and the strongly resonant Mj,s2 is not greater
than RC(Q)Q + ‖|~pq‖| ≤ (R + 1)C(Q)Q, otherwise the corresponding term is just zero.
This contradicts to the definition of R, R :=
[
d(m′)
C(Q)Q
]
−2. If m′ is not in a resonant block,
then the considerations are, obviously, similar, just simpler.
Now, the proof of (138) can be completed in the same way as in the proof of Lemma 3.24.
We also notice that from (140), (68) and the maximum principle one has the estimate
(cf. (117))
|(Pstr(Hˆ(~κ(1)(ϕ))− k2)Pstr)−1mm′| ≤ k214µδ, when dstr(m) + dstr(m′) > 0, (144)
uniformly in the disc |ϕ− ϕ0| ≤ k−2−40µδ.
Now, we put
P =
∑
m∈M1
Pm +
∑
j,trivial
∑
t
P j,t2,str +
∑
j,non−trivial
(∑
s
P j,s2,weak +
∑
t
P j,t2,str
)
, (145)
where Pm are diagonal projectors corresponding to the sets M˜m, P
j,s
2,weak correspond to
weakly resonant Mj,s2 and P
j,t
2,str correspond to all different M˜
j,t
2,str introduced before Lem-
mas 3.24 and 3.25. In (145) we take the sum over all (non-trivial) weakly resonant sets,
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which are disjoint from any M˜j,t2,str and over all m ∈M1, which are not in any M˜j,t2,str or a
weakly resonant set of a non-trivial Mj2.
Lemma 3.26. The projectors in (145) are mutually orthogonal:
PmV Pm′ = PmV P
j,s
2,weak = PmV P
j,t
2,str = 0, when m,m
′ ∈M1, m 6= m′, (146)
P j,t2,strV P
j′,t′
2,str = 0, when (j, t) 6= (j′, t′), (147)
where Mj2 and M
j′
2 are trivial or non-trivial; and
P j,s2,weakV P
j′,s′
2,weak = 0, when (j, s) 6= (j′, s′), (148)
where Mj2 and M
j′
2 are both non-trivial; and
P j,s2,weakV P
j′,t
2,str = 0, (149)
where Mj2 is non-trivial and M
j′
2 is trivial or non-trivial.
Corollary 3.27. The operator PHP has a block structure defined by the projectors in
(145):
PHP =
∑
m∈M1
PmHPm +
∑
j,trivial
∑
t
P j,t2,strHP
j,t
2,str+
∑
j,non−trivial
(∑
s
P j,s2,weakHP
j,s
2,weak +
∑
t
P j,t2,strHP
j,t
2,str
)
.
(150)
Proof. Relations (146) follow from the definition of M1 and the obvious inequality
Q < kδ/3. Similar consideration yields (147)-(149) for j 6= j′. Further we assume j = j′.
The relation (147) follows from the definition of a cluster and the fact that each M˜j,t2,str
belongs to kδ-neighborhoods of Mj,t2,str
Let us prove (148). Suppose (148) does not hold. Then, there is m ∈ Mj,s2,weak,
m′ ∈Mj,s′2,weak, such that Vm−m′ 6= 0. Since m,m′ ∈ Mj2, we have m−m′ = cq, where q is
the direction of Mj2. Property 2) of potential V implies that c is an integer. Now, using
the definition of Mj,s2 , we obtain s = s
′. This contradicts to the assumption s 6= s′ and,
hence, proves (148).
Let us prove (149). Indeed, if Mj,s2,weak is connected by V with the main body of M˜
j,t
2,str,
then, by construction, such Mj,s2,weak belongs to M˜
j,t
2,str. If M
j,s
2,weak is connected by V with
a branch of M˜j,t2,str, which is another weakly resonant M
j,s′
2,weak, then, considering as in the
proof of (148), we obtain that this is the same branch. Therefore, again, Mj,s2,weak ⊂ M˜j,t2,str.
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Since the summation in (145) is only over Mj,s2,weak which are disjoint from M˜
j,t
2,str, we arrive
to contradiction. Thus, (149) is proven.
Since (34) holds for any m ∈ Ω˜(δ) \ {0} (see (33)), we have M(ϕ0) ∩ Ω˜(δ) = ∅. This
means that the ‖| · ‖|-distance between M˜(ϕ0) and Ω(δ) is no less than 3kδ. Hence,
P (δ)V Pm = P (δ)V P
j,s
2,weak = P (δ)V P
j,t
2,str = 0. (151)
We conclude this subsection with the following corollaries.
Lemma 3.28. Let ϕ0 ∈ ω(1)(k, 8). Then, the operator
(
P
(
H
(
~κ(1)(ϕ)
)− k2I)P )−1 has
no more than 64k4r1 poles in the disk |ϕ − ϕ0| < 2k−2−δ(40µ+1). The following estimate
holds:∥∥∥(P (H(~κ(1)(ϕ))− k2I)P )−1∥∥∥ < k2µr1ε−10 + ck−2ε−20 + k−7ε−40 , ε0 = min{ε, k−2−41µδ},
(152)
when ϕ is in the smaller disk |ϕ− ϕ0| < k−2−δ(40µ+1), ε being the distance from ϕ to the
nearest pole of the operator.
Corollary 3.29. If ε = k−r
′
1, r′1 ≥ µr1, then∥∥∥(P (H(~κ(1)(ϕ))− k2I)P )−1∥∥∥ < 1
32
k4r
′
1 , (153)
∥∥∥(P (H(~κ(1)(ϕ))− k2I)P )−1∥∥∥
1
<
1
2
k4r
′
1+4r1 . (154)
The first formula follows from (152). The second formula follows from the fact that
the dimension of P does not exceed 16k4r1.
Proof. Indeed, the number of blocks in PHP (see (150)) does not exceed 16k4r1 (the
number of elements in Ω(r1)). The resolvent of each block has no more than four poles.
Therefore, the resolvent of PHP has no more than 64k4r1 poles. Using Lemmas 3.21,
3.22, 3.23, 3.24, 3.25 and, using that pm > k
−2µr1 in (100), we obtain the lemma.
3.5.3 Resonant and Nonresonant Sets for Step II
We divide [0, 2π) into [2πk2+δ(40µ+1)] + 1 intervals ∆
(1)
l with the length not bigger than
k−2−δ(40µ+1). If a particular interval belongs to O(1)(k, 8) we ignore it; otherwise, let ϕ
(l)
0
be a point inside the ∆
(1)
l , ϕ
(l)
0 6∈ O(1)(k, 8). Let
W
(1)
l = {ϕ ∈W(1) : |ϕ− ϕ(l)0 | < 2k−2−δ(40µ+1)}.
Clearly, neighboring sets W
(1)
l overlap (because of the multiplier 2 in the inequality), they
cover the 2k−2−δ(40µ+1)-neighborhood of ω(1)(k, δ, 8). We denote this neighborhood by
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Wˆ(1)(k, 2). For each ϕ in the neighborhood there is a l such that |ϕ−ϕ(l)0 | < k−2−δ(40µ+1).
We consider the poles of the operator
(
P (ϕ
(l)
0 )
(
H(~κ(1)(ϕ))− k2)P (ϕ(l)0 ))−1 in a W(1)l
and denote them by ϕlm, m = 1, ...,Ml. By Lemma 3.28, Ml < 64k
4r1. Next, let O
(2)
lm be
the disc of the radius k−r
′
1 around ϕlm, r
′
1 > µr1.
Definition 3.30. The set
O(2) = ∪lmO(2)lm (155)
we call the second resonant set. The set
W(2) = Wˆ(1)(k, 2) \ O(2) (156)
is called the second nonresonant set. The set
ω(2) = W(2) ∩ [0, 2π) (157)
is called the second real nonresonant set.
Lemma 3.31. Let r′1 > µr1, ϕ ∈W(2) and κ ∈ C : |κ − κ(1)(ϕ)| < k−4r′1−1−δ. Then,∥∥∥(P (H(~κ(ϕ))− k2I)P )−1∥∥∥ < k4r′1 , (158)∥∥∥(P (H(~κ(ϕ))− k2I)P )−1∥∥∥
1
< k4r
′
1+4r1 , (159)
where P is the projection (145) corresponding to the interval ∆
(1)
l containing ℜϕ.
Proof. For ~κ = ~κ(1)(ϕ) the lemma follows immediately from the definition of W(2)
and Corollary 3.29. Considering the Hilbert identity, it is easy to see that estimates (153)
and (154) are stable with respect to perturbation of κ(1) of order k−4r
′
1−1−δ. This stability
ensure (158) and (159).
By total size of the set O(2) we mean the sum of the sizes of its connected components.
Lemma 3.32. Let r′1 ≥ (µ + 4)r1. Then, the size of each connected component of O(2)
is less than 128k4r1−r
′
1. The total size of O(2) is less than 103k2+δ(40µ+1)+4r1−r
′
1, where
2 + δ(40µ+ 1) + 4r1 − r′1 < 0.
Corollary 3.33. If a connected component of O(2) intersects [0, 2π) or its 1
2
k−2−δ(40µ+1)-
neighborhood, then it is strictly inside W˜(1).
Proof. Indeed, each set W
(1)
l contains no more than 64k
4r1 discs Olm. Therefore, the
total size of O(2) ∩W(1)l is less than 128k−r
′
1+4r1 . Considering that 128k−r
′
1+4r1 is much
smaller than the length of ∆
(1)
l , we obtain that there is no connected components which
go across the whole set W
(1)
l and the size of each connected component of O
(2) is less than
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128k4r1−r
′
1. Considering that l < 7k2+δ(40µ+1), we obtain the required estimate for the
total size of O(2).
We will also need the estimates for the resolvent in the neighborhood of m = 0. Let
C2 be a circle in the complex plane:
C2 = {z ∈ C : |z − k2| = 1
2
k−4r
′
1}. (160)
Using the definition of ~κ(1)(ϕ) we obtain the following lemma.
Lemma 3.34. Let ϕ ∈ W(1)l . Then,∥∥∥∥(P (δ)(H(~κ(1)(ϕ))− z)P (δ))−1∥∥∥∥ ≤ 8k4r′1 .
The proof is completely analogous to the proof of corresponding Lemma 3.21 from [1]
and we omit it here.
Let
P˜ (ϕ
(l)
0 ) := P (ϕ
(l)
0 ) + P (δ), (161)
Lemma 3.35. Let ϕ be in the k−r
′
1−δ-neighborhood of W(2)∩W (1)l and P , P˜ be constructed
for the interval ∆
(1)
l containing ℜϕ. Then,
PV P (δ) = 0, (162)
P˜H(~κ(1)(ϕ))P˜ = P (δ)HP (δ) + PHP (163)∥∥∥∥(P˜ (H(~κ(1)(ϕ))− z)P˜)−1∥∥∥∥ ≤ 16k4r′1 , when z ∈ C2. (164)
Proof. Formula (162) follows from (145) and (151). Using (161) and (162), we obtain
(163). We notice that the statement of the Lemma 3.31 still holds (up to the multiplier
2 at the r.h.s.), when we use z ∈ C2 instead of k2. We also use Lemma 3.34. At last,
considering from the beginning the discs O
(2)
jm with radius
1
2
k−r
′
1 instead of k−r
′
1 one can
easily see that similar estimates (up to another multiplier 2) hold in k−r
′
1−δ-neighborhood
of W(2).
4 Step II
4.1 Operator H(2). Perturbation Formulas
Let P (r1) be an orthogonal projector onto Ω(r1) := {m : |‖~pm‖| ≤ kr1} and H(2) =
P (r1)HP (r1). From now on we assume
r′1 = 40µr1 + 2, 2 < r1 < k
δ/8. (165)
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Let ϕ be in the k−r
′
1−δ-neighborhood of W(2) ∩ W (1)l . We consider H(2)(~κ(1)(ϕ)) as a
perturbation of
H˜(1) = P˜H(~κ(1)(ϕ))P˜ +
(
P (r1)− P˜
)
H0(~κ
(1)(ϕ))
(
P (r1)− P˜
)
, (166)
where P˜ is defined in (161) and corresponds to the interval ∆
(1)
l containing ℜϕ. By (163)
and (150), the first term on the right-hand side of (166) has a block structure. The second
term in (166) is, obviously, diagonal. Thus, H˜(1) has a block-diagonal structure. Let W
be the perturbation of H˜(1), i.e, W = H(2) − H˜(1). It is easy to see that:
W = P (r1)V P (r1)− P˜ V P˜ . (167)
By analogy with (39), (40),
g(2)r (~κ) :=
(−1)r
2πir
Tr
∮
C2
(
W (H˜(1)(~κ)− zI)−1
)r
dz, (168)
G(2)r (~κ) :=
(−1)r+1
2πi
∮
C2
(H˜(1)(~κ)− zI)−1
(
W (H˜(1)(~κ)− zI)−1
)r
dz. (169)
Next theorem is the analogue of Theorem 4.1 from [1].
Theorem 4.1. Suppose ϕ is in the real k−r
′
1−δ-neighborhood of ω(2)(k, δ, τ) and κ ∈ R,
|κ − κ(1)(ϕ)| ≤ k−4r′1−1−δ, ~κ = κ(cosϕ, sinϕ). Then, for sufficiently large k > k1(V, δ, τ)
there exists a single eigenvalue of H(2)(~κ) in the interval
ε2(k, δ, τ) =
(
k2 − 1
2
k−4r
′
1 , k2 + 1
2
k−4r
′
1
)
. It is given by the absolutely converging series:
λ(2)(~κ) = λ(1)(~κ) +
∞∑
r=2
g(2)r (~κ). (170)
For coefficients g
(2)
r (~κ) the following estimates hold:
|g(2)r (~κ)| < k−k
δ(2Q)−1k−δ∗r/16. (171)
The corresponding spectral projection is given by the series:
E(2)(~κ) = E(1)(~κ) +
∞∑
r=1
G(2)r (~κ), (172)
E(1)(~κ) being the spectral projection of H(1)(~κ). The operators G
(2)
r (~κ) satisfy the esti-
mates: ∥∥G(2)r (~κ)∥∥1 < k−kδ(4Q)−1k−δ∗r/16. (173)
G(2)r (~κ)ss′ = 0, if 10rk
δ∗ < ‖|~ps‖|+ ‖|~ps′‖| (174)
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Corollary 4.2. For the perturbed eigenvalue and its spectral projection the following es-
timates hold:
λ(2)(~κ) = λ(1)(~κ) +O
(
k−k
δ(2Q)−1
)
, (175)∥∥E(2)(~κ)− E(1)(~κ)∥∥
1
< k−k
δ(4Q)−1 , (176)∣∣E(2)(~κ)ss′∣∣ < k−d(2)(s,s′), when ‖|~ps‖| > kδ or ‖|~ps′‖| > kδ, (177)
d(2)(s, s′) =
δ∗
160
(‖|~ps‖|+ ‖|~ps′‖|)k−δ∗ + kδ(4Q)−1.
Formulas (175) and (176) easily follow from (170), (172) and (171) and (173). The
estimate (177) follows from (172), (173) and (174). Indeed, using these estimates, we
obtain
∣∣(E(2)(~κ)− E(1)(~κ))
ss′
∣∣ < k−d(2)(s,s′). Considering that E(1)(~κ)ss′ = 0 when ‖|~ps‖| >
kδ or ‖|~ps′‖| > kδ, we arrive at (177).
Proof. Let P ′ := P (r1)− P˜ . By (166), (167),
H˜(1)
(
~κ(1)(ϕ)
)
:= P˜H
(
~κ(1)(ϕ)
)
P˜ + P ′H0
(
~κ(1)(ϕ)
)
P ′, W := P ′V P ′ + P ′V P˜ + P˜V P ′.
We will often omit ~κ(1)(ϕ) in the arguments when it cannot lead to confusion. By (164),
we have ∥∥∥(H˜(1) − zI)−1∥∥∥ < 16k4r′1 . (178)
Let us consider the perturbation series
(H(2) − z)−1 =
∞∑
r=0
(H˜(1) − z)−1
(
−W (H˜(1) − z)−1
)r
. (179)
Put
A˜ := −(H˜(1) − z)−1W (H˜(1) − z)−1.
To check the convergence it is enough to show that
‖A˜‖ < k−δ∗/8. (180)
Estimates (178) and (180) yield∥∥(H(2) − zI)−1∥∥ < 32k4r′1 . (181)
To prove (180) it suffices to check
‖P ′A˜P ′‖ < 4‖V ‖k−δ∗/2+215µδ . (182)
‖P ′A˜P˜‖ < 2‖V ‖k−δ∗/4+214µδ. (183)
Let us prove (182). By construction, P ′ = Pnonres+Ptriv,weak, where Pnonres is the projec-
tion on Ω(r1) \M and Ptriv,weak is the projection on those weak points in trivial clusters
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M
j
2, which do not belong to
1
3
kδ-neighborhoods of strong points. Using Lemmas 3.21 and
3.23, we easily obtain
‖PnonresA˜Pnonres‖ < 4‖V ‖k−2δ∗ , ‖PnonresA˜Ptriv,weak‖, ‖Ptriv,weakA˜Pnonres‖ < 2‖V ‖k−δ∗+214µδ.
(184)
To obtain ‖Ptriv,weakA˜Ptriv,weak‖ < 2‖V ‖k−δ∗/2+215µδ, we use the arguments from the proof
of Lemma 3.24. Namely, if Mj2 corresponds to the first option in the Definition 3.15 then
Ptriv,weakA˜Ptriv,weak = 0. If M
j
2 corresponds to the second option in the Definition 3.15
then the inequality opposite to (128) is valid for any pairm,m′ ∈Mj2, triv,weak. Combining
this with Lemma 3.23 we get the sought estimate. Thus, (182) is proven.
Next, we prove (183). By (146)-(148), it is enough to check
‖P ′A˜Pm‖ < 8‖V ‖k−δ∗+214µδ, m ∈M1 ∪ 0, where P0 := P (δ), (185)
‖P ′A˜P j,s2, triv,str‖ < 2‖V ‖k−δ∗/4+214µδ , (186)
‖P ′A˜P j,s2, nontriv,weak‖ < 2‖V ‖k−δ∗+214µδ, (187)
‖P ′A˜P j,s2, nontriv,strong‖ < 2‖V ‖k−δ∗/4+214µδ , (188)
To prove (185) we represent (H˜(1) − z)−1Pm as follows:
(H˜(1) − z)−1Pm =
R0∑
r=0
(−(H0 − z)−1PmV Pm)r (H0 − z)−1Pm+(−(H0 − z)−1PmV Pm)R0+1 (H˜(1) − z)−1Pm, (189)
where R0 to be fixed later. Then,
‖P ′V Pm(H˜(1) − z)−1‖ ≤
R0∑
r=0
‖Br‖+
∥∥∥P ′V ((H0 − z)−1PmV Pm)R0+1∥∥∥ ‖(H˜(1) − z)−1Pm‖,
Br := P
′V
(
(H0 − z)−1PmV Pm
)r
(H0 − z)−1Pm.
(190)
Note that Br = P
′BrPm and matrix elements (Br)js are equal to zero if |‖~pj − ~ps‖| >
Q(r + 1) (see (32)). Thus, the only non-trivial elements (Br)js are such that
j ∈ Ω(r1) \
(
M˜(ϕ0) ∪ Ω(δ)
)
, s ∈ M˜m(ϕ0) ∪ Ω(δ), |‖~pj − ~ps‖| ≤ Q(r + 1).
Let r : Q(r+1) ≤ kδ/6. It follows that (Br)js = 0 if s =m or s = 0, since such s have the
distance greater than 1
3
kδ from j. If s 6= m or s 6= 0, then ∣∣|~κ(1)(ϕ) + ~ps|2R − z∣∣ > 14kδ∗ .
Therefore, for r : Q(r + 1) ≤ kδ/6 we have:
‖Br‖ ≤ (4‖V ‖k−δ∗)r+1,
∥∥∥P ′V ((H0 − z)−1PmV Pm)r+1∥∥∥ ≤ ‖V ‖(4‖V ‖k−δ∗)r+1.
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Now, we fix R0 := [k
δ/(6Q)]− 1. Then the condition Q(r + 1) ≤ kδ/6 is satisfied for all
r ≤ R0 and
‖P ′V Pm(H˜(1) − z)−1‖ ≤
R0∑
r=0
(4‖V ‖k−δ∗)r+1 + ‖V ‖(4‖V ‖k−δ∗)R0+116k4r′1 .
Assuming that k is large enough (in particular, δ∗k
δ
6Q
> 5r′1) and using Lemma 3.23 , we
obtain (185).
Let us prove (186). Noting that P j,s2, triv,str is the projection into the k
δ-neighborhood
of a strongly resonant point and Vq = 0 when ‖|~pq‖| > Q, we conclude that we can insert
a projection into the formula for A˜; namely P ′A˜P j,s2,str = P
′(H0 − z)−1V P ′′(H˜(1) − z)−1,
where P ′′ is the projection corresponding to the points situated outside the (kδ − Q)-
neighborhood of a strongly resonant point. Using Lemmas 3.21 and 3.23, we obtain
‖P ′(H0 − z)−1‖ < 2k214µδ. Using (120) with d(m,m′) > (kδ − Q)/(20Q), and ε0 = k−r′1 ,
(r′1 < k
δδ∗/(100Q)), we obtain ‖P ′′(H˜(1) − z)−1‖ < ‖V ‖k−δ∗/4. Now (186) easily follows.
Let us prove (187). Obviously, P ′A˜P j,s2, nontriv,weak = PnonresA˜P
j,s
2, nontriv,weak. Using
Lemmas 3.21 and 3.23, we arrive at (187).
The proof of (188) is analogous to the proof of (186), with (138) being used instead
of (120).
To prove (173) we consider the operator A = W
(
H˜(1) − z
)−1
and represent it as A =
A0+A1+A2, where A0 =
(
P (r1)− E(1)(~κ)
)
A
(
P (r1)− E(1)(~κ)
)
, A1 =
(
P (r1)− E(1)(~κ)
)
AE(1)(~κ),
A2 = E
(1)(~κ)A
(
P (r1)− E(1)(~κ)
)
. Note that we have E(1)(~κ)WE(1)(~κ) = 0, because
of (167). It is easy to see that by construction A0 is holomorphic inside C2 (see, e.g.
Lemma 3.31 and Theorem 3.3). Hence,∮
C2
(
H˜(1) − z
)−1
Ar0dz = 0.
Therefore,
G(2)r (~κ) =
(−1)r
2πi
∑
j1,...jr=0,1,2, j21+...+j
2
r 6=0
Ij1...jr , Ij1...jr :=
∮
C2
(
H˜(1) − z
)−1
Aj1 .....Ajrdz.
(191)
At least one of indices in each term is equal to 1 or 2. Let us show that
‖A2‖1 < ck−kδ(2Q)−1k214µδ. (192)
First, we notice that E(1)W (P (r1) − E(1)) = E(1)WP ′ by (167) and (151). It suffices to
show that
‖E(1)WP ′‖1 < ck−kδ(2Q)−1 , (193)
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since ‖P ′
(
H˜(1) − z
)−1
‖ = ‖P ′ (H0 − z)−1 ‖ < 2k214µδ for z ∈ C2. Indeed,(
E(1)WP ′
)
ss′
=
∑
s′′: ‖|~p
s′′‖|≤k
δ, ‖|~p
s′′−s′‖|≤Q
E
(1)
ss′′Ws′′−s′
when ‖|~ps′‖| > kδ and it is equal to zero otherwise. Hence,∣∣(E(1)WP ′)
ss′
∣∣ ≤ ‖W‖ ∑
s′′: kδ−Q≤‖|~p
s′′‖|≤k
δ
E
(1)
ss′′
if ‖|~ps′‖| < kδ +Q and zero otherwise. Using (50), we obtain∣∣(E(1)WP ′)
ss′
∣∣ < ck4δ max
‖|~p
s′′‖|>k
δ−Q
k−d
(1)(s,s′′). (194)
It easily follows: ∣∣(E(1)WP ′)
ss′
∣∣ < ck4δk−(1−40µδ)(kδQ−1−1+‖|~ps‖|Q−1)
when ‖|~ps′‖| < kδ + Q, and zero otherwise. It follows
∥∥E(1)WP ′∥∥ < ck−kδ(2Q)−1 . Consid-
ering that E(1) is a one-dimensional projection, we obtain the same estimate for S1-norm,
namely, (193). Thus, we have proved (192). Let us estimate Ij1...jr . Suppose one of the
indices is equal to 2. Substituting (192) into (191) and taking into account (180), (178),
we obtain:
‖Ij1...jr‖ < ck−k
δ(2Q)−1k214µδk−
1
8
δ∗(
r
2
−1)k4r
′
1 < k−k
δ(4Q)−1k−δ∗r/16.
(More precisely, our A2 splits the integrand in Ij1...jr into two parts; for each part we
use (180) for every product of two Ajk and (178) for the last single Ajs or (H˜
(1) − z)−1;
we also take into account the length of the circle.) Note that the operator A1 is always
followed by A2 unless A1 occupies the very last position in the product. Thus, it remains
to consider the case Aj1 .....Ajr = A
r−1
0 A1. It is easy to see that(
H˜(1) − z
)−1
Ar−10 A1 =
((
H˜(1) − z¯
)−1
A2(z¯)A
r−1
0 (z¯)
)∗
.
This implies the estimate for this case too. Therefore,∥∥G(2)r (~κ)∥∥ < k−kδ(4Q)−1k−δ∗r/16.
The same estimate can be written for the S1 norm of this operator, since E
(1) is one-
dimensional.
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Let us obtain the estimate for gr(~κ). Obviously,
g(2)r (~κ) =
(−1)r
2πir
∑
j1,...jr=0,1,2, j21+...+j
2
r 6=0
Tr
∮
C2
Aj1 .....Ajrdz. (195)
Note that each term contains both A1 and A2, since we compute the trace of the integral.
Using (193), we obtain: ‖A1‖1 < cb−12 k−kδ(2Q)−1 , where b2 is the radius of C2. Combining
this estimate with (192) and (180), (178), we obtain (171) for r ≥ 2. Finally, applying
(168) in the case r = 1, we see that g
(2)
1 (~κ) = 0, since E
(1)WE(1) = 0.
To prove (174) it’s enough to notice that the biggest block of H˜(1) has the size not
greater than 2kδ∗ .
It is easy to see that coefficients g
(2)
r (~κ) and operators G
(2)
r (~κ) can be analytically
extended into the complex k−r
′
1−δ-neighborhood of ω(2) (in fact, into k−r
′
1−δ-neighborhood
of W(2)) as functions of ϕ and to the complex (k−4r
′
1−1−δ)− neighborhood of κ = κ(1)(ϕ)
as functions of κ, estimates (171), (175) being preserved. Now, we use formulae (168),
(170) to extend λ(2)(~κ) = λ(2)(κ, ϕ) as an analytic function. Obviously, series (170) is
differentiable. Using Cauchy integral and Lemma 3.5 we get the following lemma.
Lemma 4.3. Under conditions of Theorem 4.1 the following estimates hold when ϕ ∈
ω(2)(k, δ) or its complex k−r
′
1−δ-neighborhood and κ ∈ C : |κ − κ(1)(ϕ)| < k−4r′1−1−δ :
λ(2)(~κ) = λ(1)(~κ) +O
(
k−k
δ(2Q)−1
)
, (196)
∂λ(2)
∂κ
=
∂λ(1)
∂κ
+O
(
k−k
δ(2Q)−1k4r
′
1+1+δ
)
, (197)
∂λ(2)
∂ϕ
=
∂λ(1)
∂ϕ
+O
(
k−k
δ(2Q)−1kr
′
1+δ
)
, (198)
∂2λ(2)
∂κ2
=
∂2λ(1)
∂κ2
+O
(
k−k
δ(2Q)−1k8r
′
1+2+2δ
)
, (199)
∂2λ(2)
∂κ∂ϕ
=
∂2λ(1)
∂κ∂ϕ
+O
(
k−k
δ(2Q)−1k5r
′
1+1+2δ
)
, (200)
∂2λ(2)
∂ϕ2
=
∂2λ(1)
∂ϕ2
+O
(
k−k
δ(2Q)−1k2r
′
1+2δ
)
. (201)
4.2 Isoenergetic Surface for Operator H(2)
Lemma 4.4. 1. For every sufficiently large λ, λ := k2, and ϕ in the real 1
2
k−r
′
1−δ-
neighborhood of ω(2)(k, δ, τ) , there is a unique κ(2)(λ, ϕ) in the interval I1 :=
[κ(1)(λ, ϕ)− 1
2
k−4r
′
1−1−δ,κ(1)(λ, ϕ) + 1
2
k−4r
′
1−1−δ, ], such that
λ(2)
(
~κ(2)(λ, ϕ)
)
= λ, ~κ(2)(λ, ϕ) := κ(2)(λ, ϕ)~ν(ϕ). (202)
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2. Furthermore, there exists an analytic in ϕ continuation of κ(2)(λ, ϕ) to the com-
plex 1
2
k−r
′
1−δ-neighborhood of ω(2)(k, δ, τ) such that λ(2)(~κ(2)(λ, ϕ)) = λ. Function
κ(2)(λ, ϕ) can be represented as κ(2)(λ, ϕ) = κ(1)(λ, ϕ) + h(2)(λ, ϕ), where
|h(2)(ϕ)| = O
(
k−k
δ(2Q)−1k−1
)
, (203)
∂h(2)
∂ϕ
= O
(
k−k
δ(2Q)−1kr
′
1+δ−1
)
,
∂2h(2)
∂ϕ2
= O
(
k−k
δ(2Q)−1k2r
′
1+2δ−1
)
. (204)
Proof. The proof is completely analogous to that of Lemma 3.11, estimates (196)
–(201) being used.
Let us consider the set of points in R2 given by the formula: ~κ = ~κ(2)(ϕ), ϕ ∈
ω(2)(k, δ, τ). By Lemma 4.4 this set of points is a slight distortion of D1. All the points
of this curve satisfy the equation λ(2)(~κ(2)(ϕ)) = k2. We call it isoenergetic surface of the
operator H(2) and denote by D2.
4.3 Preparation for Step III - Geometric Part. Properties of
the Quasiperiodic Lattice
Let
S(k, ε0) =
{
~κ ∈ R2 :
∥∥∥(H(1)(~κ)− k2)−1∥∥∥ > ε−10 } . (205)
In this section we prove that the number of the lattice points ~κ0 + ~pm, ‖|~pm‖| < kr1 in
S(k, ε0) does not exceed Ck
2r1
3
+1 when ε0 is sufficiently small and ~κ0 is fixed. For this we
split S into two subsets: “ non-resonant” and “resonant”, the non-resonant set being just
a vicinity of D1(k
2). An estimate for the number of lattice points in the non-resonant
set is proven in Lemma 4.8. Estimates for the number of lattice points in different types
of resonant sets are proven in Lemmas 4.10, 4.12, 4.13, 4.16. These estimates play an
important role in the further construction.
4.3.1 General Lemmas
We consider ~pm = 2π(s1 + αs2) with integer vectors sj such that |sj | ≤ 4kr1 .
It is easy to see that there exists a pair (q, p) ∈ Z2 such that 0 < q ≤ 4kr1 and
|αq + p| ≤ 1
4
k−r1. (206)
We choose a pair (p, q) which gives the best approximation. In particular, p and q are
mutually prime. Put ǫq := α+
p
q
. We have (see (27), (206))
k−2r1µ ≤ |ǫq| ≤ 1
4
q−1k−r1. (207)
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Here we assume that k is large enough (depending on α only) so that (27) ensures the
lower inequality in (207). In what follows we will often make similar assumptions without
additional remarks.
We write any s2 in the form
s2 = qs
′
2 + s
′′
2 (208)
with integer vectors s′2 and s
′′
2, 0 ≤ (s′′2)j < q for j = 1, 2. Hence, |(s′2)j| ≤ 4kr1/q + 1. It
follows
(2π)−1~pm = (s1 − ps′2) + (−
p
q
s′′2 + ǫqs
′′
2) + ǫqqs
′
2.
Denote s := s1 − ps′2. Then |s| ≤ 8kr1. The number of different vectors s˜ := −pq s′′2 + ǫqs′′2
is not greater than (2q)2. For each fixed pair s˜, s we obtain a lattice parameterized by
s′2. We call this lattice a cluster corresponding to given s˜, s. Each cluster, obviously,
is a square lattice with the step ǫqq. It contains no more than (9k
r1q−1)
2
elements,
since |(s′2)j| ≤ 4kr1q−1 + 1, j = 1, 2. The size of each cluster is less than 5|ǫq|kr1. If
ǫq satisfies slightly stronger inequality, than (207) then clusters don’t overlap, see the
following lemma.
Lemma 4.5. Suppose that ǫq satisfies the inequality
|ǫq| ≤ 1
64
q−1k−r1 . (209)
Then, the size of each cluster is less that 1
8q
. The distance between clusters is greater than
1
2q
.
Proof. Let us estimate the distance between points s′2 = 0 of two different clusters.
Indeed, s− p
q
s′′2 6= 0, since ps′′2, see (208), is not a multiple of q. Therefore,
∣∣∣(s− pq s′′2)j∣∣∣ ≥ 1q ,
j = 1, 2. Considering that 0 ≤ (s′′2)j < q, j = 1, 2, we obtain that the distance between
two points where s′2 = 0 is greater than
1
q
−|ǫq|q, that is greater than 1516q . The size of each
cluster is obviously less than |ǫq|q(4kr1q−1 + 1) ≤ 18q . Thus, two clusters cannot overlap,
the distance between them being greater than 1
2q
.
We need two more properties of the lattice ~pm, ‖|~pm‖| < 2kr1.
Lemma 4.6. The number of vectors ~pm, satisfying the inequalities ‖|~pm‖| < 2kr1, pm <
|ǫq|qkr1/3, does not exceed k2r1/3.
Proof. Suppose vectors ~pm and ~pm′ satisfy the conditions of the lemma. Then, ‖|~pm−
~pm′‖| < 4kr1 . By definition of ǫq, (2π)−1|~pm − ~pm′| ≥ |ǫq|q. Thus, the distance between
the points ~pm, ~pm′ is greater than 2π|ǫq|q and each point can be surrounded by the disc
of the radius π|ǫq|q, the discs being disjoint. Dividing the area of the disc of the radius
2|ǫq|qkr1/3 (we increased radius to take into account points ~pm near the boundary of the
disc pm < |ǫq|qkr1/3) by the area of a disc of the radius π|ǫq|q, we obtain that the number
of vectors satisfying the inequality pm < |ǫq|qkr1/3 does not exceed k2r1/3.
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Lemma 4.7. Suppose q in the inequality (206) satisfies the estimate q > k2r1/3. Then,
the number of vectors ~pm, ‖|~pm‖| < 2kr1, satisfying the inequality pm < k−2r1/3 does not
exceed 212 · k2r1/3.
Proof. First assume |ǫq| > 164q−1k−r1 . Then, dividing the area of the disc of the radius
2k−2r1/3 by the area of a disc of the radius π|ǫq|q > 132k−r1 , we obtain that the number of
vectors satisfying the inequality pm < k
−2r1/3 does not exceed 212k2r1/3.
Second, we consider the case |ǫq| ≤ 164q−1k−r1 . According to Lemma 4.5, the clusters
do not overlap. The distance between clusters is greater than 1
2q
. Therefore, dividing the
area of a disc with radius 3
2
k−2r1/3 by the area of a disc with radius 1
4q
, the last number
being smaller than 1
4
k−2r1/3 by the conjecture of the lemma, we obtain that the number
of clusters intersecting the disc of the radius k−2r1/3 is less than
(
6k−2r1/3q
)2
. Each
cluster contains less than (9kr1q−1)
2
points. Therefore, the total number of of vectors
~pm, ‖|~pm‖| < 2kr1, satisfying the inequality pm < k−2r1/3 does not exceed
(
6k−2r1/3q
)2 ·
(9kr1q−1)
2
< 212 · k2r1/3.
4.3.2 Lattice Points in the Nonresonant Set
Lemma 4.8. Let N(k, r1, ~κ0, ε0) be the number of points ~κ0 + ~pn, ‖|~pn‖| < kr1 in the
ε0-neighborhood of D1(k
2), where ε0 = k
−5µr1 and ~κ0 ∈ R2 being fixed. Then,
N(k, r1, ~κ0, ε0) < 1000 · k
2r1
3
+1.
Proof. Let us consider the segment ~pn−n′ between two points ~κ0+~pn and ~κ0+~pn′ in the
neighborhood. Obviously, ‖|~pn−n′‖| < 2kr1 and pn−n′ > k−µr1 >> ε0. This means that
the direction of the segment cannot be orthogonal to the curve (in fact they are almost
parallel to the curve) and each end can be assigned its own angle coordinate ϕn, ϕn′,
ϕn 6= ϕn′ . We enumerate the points ~κ0 + ~pn in the order of increasing ϕn and connect
neighboring points by segments. First we consider the segments with the length greater
or equal to 1
64
k−
2r1
3 . Since the length of D1(k
2) does not exceed 3πk, the number of such
segments does not exceed 650k
2r1
3
+1.
It remains to estimate the number of segments with the length less than 1
64
k−
2r1
3 .
First, we prove that no two segments ~pn1−n′1 , ~pn2−n′2 can be equal to each other. We use
concavity of the curve D1(k
2) and a small size ε0 of its neighborhood. We show that for
every ~pn1−n′1 with both ends in the neighborhood, there is a point on the curve where the
tangent vector is parallel to ~pn1−n′1 . Since the tangent vector changes monotonously with
ϕ, no two vectors ~pn1−n′1 can have the same direction. Indeed, let us consider a segment
~pn1−n′1 . Let (x, y) be local coordinates associated with ~pn1−n′1, the beginning of the segment
being at the origin and the end having the coordinates (τ, 0), τ = pn1−n′1 . The curve is
described by the equation y = y(x). It easily follows from Lemma 3.11 that y′(x) = o(1)
and the curvature κ of the curve D1(k
2) is 1
k
(1+o(1)) at all points of the curve. Using the
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formula κ(x) = |y′′(x)| (1 + y′(x)2)−3/2, we easily obtain y′′(x) = − 1
k
(1 + o(1)). Using a
Taylor formula, we get y(τ) = y(0)+y′(0)τ− 1
2k
(1+o(1))τ 2. Note that |y(0)|, |y(τ)| < 2ε0,
since both ends of the segment are in the ε0-neighborhood of the curve. Considering also
that τ > k−r1µ and the estimate on ε0, we conclude:
τ
k
= 2y′(0)(1 + o(1)) + O(k−4r1µ).
Substituting this into the Taylor formula
y′(τ) = y′(0)− τ
k
(1 + o(1)), (210)
we obtain: y′(τ) = −y′(0)(1 + o(1)) +O(k−4r1µ). If y′(τ) and y′(0) have the same sign or
one of them is zero, the last relation yields |y′(τ)|+ |y′(0)| = O(k−4r1µ). This contradicts
to (210), since τ > k−r1µ. Therefore, y′(τ) and y′(0) have different signs. Considering
that y′(x) is continuous, we obtain that there is a point x0 in (0, τ) such that y
′(x0) = 0.
This means that the isoenergetic curve at this point is parallel to ~pn1−n′1 .
To finish the proof of the lemma we consider two cases. Suppose q in the inequality
(206) satisfies the estimate q > k2r1/3. Then, by Lemma 4.7, the number of vectors ~pn,
‖|~pn‖| < 2kr1, satisfying the inequality pn < 164k−2r1/3 does not exceed 212 · k2r1/3. Since
each of them can be used only once, the total number of short segments does not exceed
212 · k2r1/3.
Let q ≤ k2r1/3. If |ǫq| > 164q−1k−r1 . Then, obviously, 164k−2r1/3 < |ǫq|qkr1/3. Applying
Lemma 4.6, we obtain that the number of segments with the length less than 1
64
k−2r1/3
is less than k2r1/3. Since each of them can be used only once, the total number of short
segments does not exceed k2r1/3. It remains to consider the case q ≤ k2r1/3, |ǫq| ≤
1
64
q−1k−r1 . By Lemma 4.5, clusters are well separated. Considering that the distance
between clusters is greater than 1
2q
and the size of each cluster is less than 1
8q
, we obtain
that no more than 8πqk clusters can intersect ε0-neighborhood of D1(k
2). The part
of the curve inside the clusters has the length Lin which is less than the double size
of a cluster 10|ǫq|kr1 (the curve is concave) multiplied by the number of clusters 8πqk,
i.e., Lin < 80π|ǫq|qkr1+1. Next, the segments with the length less than 12k−2r1/3 cannot
connect different clusters, since the distance between clusters is greater than 1
2q
≥ 1
2
k−2r1/3.
Therefore, any segment of the length less than 1
2
k−2r1/3 is inside one cluster. If we consider
the segments with the length greater than |ǫq|qkr1/3, then the number of such segments is
less than Lin/|ǫq|qkr1/3, i.e., it is less than 80πk2r1/3+1. By Lemma 4.6, the total number
of segments of the length less than |ǫq|qkr1/3 is less than k2r1/3. Each of them can be used
only once. Thus, the total number of segments is less than 300k2r1/3+1.
4.3.3 Lattice Points in the Resonant Set
Here we introduce and investigate some properties of the subsets of (205) associated with
strongly resonant clusters Mj,s2,str. We remind that, by Lemma 3.20, such cluster can
contain no more than two sets Mj,s2 . We have to consider several cases (corresponding
to nontrivial Mj2 and trivial M
j
2 of two types in accordance with Definition 3.15). The
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goal is to prove Lemmas 4.10, 4.12, 4.13 and 4.16. They follow from Lemmas 4.9, 4.11
and 4.15, describing properties of the isoenergetic surface in the resonant region, and
Lemmas 4.5-4.7. Lemma 4.14 is preparatory for 4.15. As usual, where it does not lead to
confusion, we will use identical notation for similar (but not coinciding) auxiliary objects
from different cases. We believe that this way it makes easier to follow parallel proofs for
all cases.
Trivial case. I. First, consider q, ‖|~pq‖| ≤ kδ, such that no vector in SQ is a multiple
of q. We put
R1q, triv = Rq := {~κ ∈ R2 : ||~κ|2 − k2| < k−40µδ;
||~κ + ~pq′ |2 − k2| > 2k−40µδ for q′ = cq, c 6= 0, ‖|~pq′‖| ≤ kδ;
||~κ + ~pq′′ |2 − k2| > kδ∗ for q′′ 6= cq, ‖|~pq′′‖| ≤ kδ}.
(211)
Obviously, Rq = Rq˜ if q˜ = cq. We will also assume that
||~κ + ~pq′|2 − k2| ≤ kδ∗ for at least one q′ = cq, c 6= 0, (212)
otherwise, we just deal with a non-resonant situation. Let Pq := P (δ), P (δ) being defined
at the beginning of Step I (we use different notation here to make it similar to constructions
below for other cases). We consider the operator Pq
(
H(~κ)− (k2+ε′0)I
)
Pq, |ε′0| ≤ k−165µδ,
and its determinant D(~κ, k2 + ε′0). Let Sq ⊂ Rq be the set
Sq(ε0) := {~κ ∈ Rq : D(~κ, k2 + ε′0) = 0 for some |ε′0| ≤ ε0}, 0 < ε0 ≤ k−165µδ. (213)
Let ~κ = (τ1, τ2) where τ1 is the coordinate in the direction of q and τ2 is the coordinate
in the direction orthogonal to q. We have
Lemma 4.9. The sets D(~κ, k2) = 0 and Sq(ε0) have the following properties in Rq:
1) The equation D(~κ, k2) = 0 describes at most two curves in Rq which are represented
by τ2 = fi(τ1) where |f ′i | ≤ kδ∗+µδ−1, i = 1, 2.
2) The set Sq(ε0) belongs to ∪i=1,2Si,
Si(k, ε0) := {~κ : |τ2 − fi(τ1)| < 2ε0k−1, |τ1| ≤ kδ∗+µδ}.
3) Every curve τ2 = fi(τ1) contains no more than 2
31k8δ inflection points.
4) Let l be a segment of a straight line,
l = {~κ = (τ1, β1τ1 + β2), τ1,0 ≤ τ1 ≤ τ1,0 + η}, |τ1| < kδ∗+µδ, (214)
such that both of its ends belong to Si(k, ε0) and 2ε0 < η
2k−1, 0 < η < k−41µδ. Then,
there is an inner part l′ of the segment which is not in Si(k, ε0). Moreover, there is a
point (τ1∗, τ2∗) in l
′ such that f ′i(τ1∗) = β1, i.e., the curve and the segment have the same
direction when τ1 = τ1∗.
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Proof. Let us prove that operator PqH(~κ)Pq has exactly one eigenvalue λ1(~κ) satisfy-
ing |λ1(~κ)− k2| < 32k−40µδ. Indeed, we surround k2 by the circle C˜ of the radius 32k−40µδ
and consider the perturbation series for (Pq(H(~κ)− z)Pq)−1, z ∈ C˜, with respect to the
resolvent of the free operator. Considering the definitions of Rq, C˜ and the assumption
that no vector in SQ is a multiple of q, we easily obtain:
‖(Pq(H0 − z)Pq)−1V (Pq(H0 − z)Pq)−1‖ ≤ k−δ∗+41µδ. (215)
Therefore, the series converges. The convergence of the series implies that PqHPq has
the same number of eigenvalues inside C˜ as PqH0Pq. i.e. exactly one. We also have
λ1(~κ) = |~κ|2 + O(k−δ∗+41µδ) and this asymptotic formula can be differentiated. From
(211) it follows that λ1(~κ) = k
2 + ε′0, |ε′0| < 32k−40µδ.
Next, since ||~κ + ~pq′|2 − k2| ≤ kδ∗ for at least one q′ 6= 0 parallel to q, we obtain
that
∣∣∣∂λ1∂τ1 ∣∣∣ = O(kδ∗+δ) and ∂λ1∂τ2 = 2τ2(1 + o(1)). This gives us the first and the second
statements of the lemma (for more details see the proof of Lemma 4.9 in [1]). The third
statement can be proven in complete analogy with the proof of the similar statement from
Lemma 4.9 from [1].
To prove the fourth statement we introduce operators Hˆ0 and E0 such that (Hˆ0)nn =
(H0)nn for n 6= 0 and (Hˆ0)00 = 1; (E0)nn = 0 for n 6= 0 and (E0)00 = 1. Obviously,
Hˆ0 = H0(Pq − E0) + E0. We will use this operator to“normalize” the determinant D.
Indeed, let
Dˆ(~κ, k2) :=
det
(
Pq
(
H(~κ)− k2I)Pq)
det
(
Pq
(
Hˆ0(~κ)− k2(I − E0)
)
Pq
) . (216)
Obviously, D = 0 in Rq if and only if Dˆ = 0. We consider ~κ being in the segment l.
It follows from the estimate for f ′i that β1 = O(k
δ∗+µδ−1) and |β2| = k(1 + o(1)). Let
D0 := Dˆ for V = 0:
D0 :=
det
(
Pq
(
H0(~κ)− k2I
)
Pq
)
det
(
Pq
(
Hˆ0(~κ)− k2(I − E0)
)
Pq
) = det(Hˆ0(~κ)− k2I)E0.
We easily see:
D0 = |~κ|2 − k2 = τ 21 + (β1τ1 + β2)2 − k2.
Clearly, D0 has no more than two roots τ1. Assume these roots are separated by the dis-
tance less than 2k−41µδ (in another case the proof is analogous, but simpler). We consider
their k−41µδ-neighborhood which we denote by T (in the case of separated roots, the size
of the neighborhood is k−82µδd−1, d being the distance between the roots). Obviously,
|D0| > k−83µδ on ∂T. (217)
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If τ1 ∈ T , then the point (τ1, β1τ1 + β2) satisfy the inequalities in (211). A simple
computation yields:
Dˆ
D0
= det(I +B), B =
(
(|~κ|2 − k2)E0 + I − E0
)−1
A,
where A :=
(
Pq
(
Hˆ0−k2(I−E0)
)
Pq
)−1/2
V
(
Pq
(
Hˆ0−k2(I−E0)
)
Pq
)−1/2
, the square root
being chosen arbitrary. It is easy to see (cf. (215)) that
‖A‖ ≤ k−δ∗/2+21µδ. (218)
Using (217), we obtain: ‖B‖1 < k−δ∗/2+105µδ . By the inequality ‖ det(I + B) − 1‖ <
‖B‖1e2+‖B‖1 , B being in the trace class, we easily obtain:
Dˆ = D0
(
1 +O(k−δ∗/4)
)
on ∂T. (219)
By Rouche´’s Theorem Dˆ has the same number of zeros in T as D0 (and they are in
1
2
k−41µδ-neighborhood of the zeros of D0). Therefore, Dˆ can be represented in the form
Dˆ(τ1, β1τ1 + β2) = f˜(τ1)
2∏
j=1
(τ1 − τ (j)1 ), τ1 ∈ T. (220)
From (217), (219) and the minimum principle in T it follows that |f˜ | > k−2µδ when τ1 ∈ T .
Let us consider the segment l. By (220), there is a point (τ ′1, β1τ
′
1 + β2) ∈ l where
|Dˆ| > k−2µδη2.
Obviously, (D0)τ2 = 2τ2. Using the estimates similar to (218), we obtain |Dˆ′τ2| ≤ 3k.
Since by the definition of the curve Dˆ
((
τ ′1, fi(τ
′
1)
)
, k2
)
= 0, we have
|fi(τ ′1)− (β1τ ′1 + β2)| >
1
3
k−2µδ−1η2.
Since 2ε0/k <
1
3
k−2µδ−1η2, there are points in l which are outside Si. At one of these
points the function |fi(τ ′1) − (β1τ ′1 + β2)| attains its maximum value. At this point the
curve and the segment are parallel.
Let N
(1)
q (k, r1, ~κ0, ε0) be the number of points ~κ0 + ~pn, ‖|~pn‖| < kr1 in Sq(k, ε0), ~κ0
being fixed.
Lemma 4.10. Let δ∗ < r1 <∞. If ε0 < k−16µr1 then the number of points N (1)q (k, r1, ~κ0, ε0)
admits the estimate
N (1)q (k, r1, ~κ0, ε0) ≤ 244k2r1/3+8δ∗ . (221)
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Proof. The proof of the lemma is analogous to that of Lemma 4.10 from [1].
Now, let
R˜1q, triv = R˜q := {~κ ∈ R2 : ||~κ|2 − k2| < k−40µδ;
||~κ + ~pq˜|2 − k2| < 2k−40µδ for one q˜ = c˜q, c˜ 6= 0, ‖|~pq˜‖| ≤ kδ;
||~κ + ~pq′|2 − k2| > 4k−40µδ for q′ = cq, c 6= 0, c˜, ‖|~pq′‖| ≤ kδ;
||~κ + ~pq′′|2 − k2| > kδ∗ for q′′ 6= cq, ‖|~pq′′‖| ≤ kδ}.
(222)
Obviously, R˜1q, triv = R˜
1
q˜, triv. So, one can assume c˜ = 1, i.e. q˜ = q. Let P˜q be the projector
onto the set
{n : ‖|~pn‖| ≤ kδ or ||~pn−q˜‖| ≤ kδ}.
We consider the operator P˜q(H(~κ) − (k2 + ε′0)I)P˜q and its determinant D˜(~κ, k2 + ε′0),
|ε′0| ≤ k−165µδ. Let S˜q ⊂ R˜q be the set
S˜q := {~κ ∈ R˜q : D˜(~κ, k2 + ε′0) = 0 for some |ε′0| ≤ ε0}, 0 < ε0 ≤ k−165µδ. (223)
The following lemma describes properties of S˜q.
Lemma 4.11. The sets D˜(~κ, k2) = 0 and S˜q have the following properties in R˜q:
1) The equation D˜(~κ, k2) = 0 describes at most four curves in R˜q which are represented
by τ2 = fi(τ1) where ~κ = (τ1, τ2) and |f ′i | ≤ kδ∗+µδ−1, i = 1, 2, 3, 4.
2) The set S˜q belongs to ∪iSi,
Si(k, ε0) := {~κ : |τ2 − fi(τ1)| < 2ε0k−1, |τ1| ≤ kδ∗+µδ}.
3) Every curve τ2 = fi(τ1) contains no more than 2
31k8δ inflection points.
4) Let l be a segment of a straight line,
l = {~κ = (τ1, β1τ1 + β2), τ1,0 < τ1 < τ1,0 + η}, |τ1| < kδ∗+µδ, (224)
such that both its ends belong to Si(k, ε0), 2ε0 < η
4k−1, 0 < η < k−41µδ. Then, there is an
inner part l′ of the segment which is not in Si(k, ε0). Moreover, there is a point (τ1∗, τ2∗)
in l′ such that f ′i(τ1∗) = β1, i.e., the curve and the segment have the same direction when
τ1 = τ1∗.
Proof. The proof repeats the arguments of that from Lemma 4.9 with obvious changes
(two blocks instead of just one), since no vector in SQ is a multiple of q.
Let N˜
(1)
q (k, r1, ~κ0, ε0) be the number of points ~κ0 + ~pn, ‖|~pn‖| < kr1 in S˜q(k, ε0), ~κ0
being fixed. The analogue of Lemma 4.10 holds.
Lemma 4.12. Let δ∗ < r1 < ∞. If 0 < ε0 < k−16µr1 , then the number of points
N˜
(1)
q (k, r1, ~κ0, ε0) admits the estimate
N˜ (1)q (k, r1, ~κ0, ε0) ≤ 244k2r1/3+8δ∗ . (225)
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Trivial case. II. Now we consider the case when q ∈ SQ but |k2− (t⊥q )2| > 18kδ∗ , where
t⊥q = (~κ, ~ν
⊥
q ), ~ν
⊥
q beind a unit vector orthogonal to ~pq, see Definition 3.15. More precisely,
we put
R2q, triv = Rq := {~κ ∈ R2 : ||~κ|2 − k2| < k−40µδ; |k2 − (~κ, ~ν⊥q )2| >
1
8
kδ∗ ;
||~κ + ~pq′|2 − k2| > 2k−40µδ for q′ = cq, c 6= 0, ‖|~pq′‖| ≤ kδ;
||~κ + ~pq′′ |2 − k2| > kδ∗ for q′′ 6= cq, ‖|~pq′′‖| ≤ kδ}
(226)
and
R˜2q, triv = R˜q := {~κ ∈ R2 : ||~κ|2 − k2| < k−40µδ; |k2 − (~κ, ~ν⊥q )2| >
1
8
kδ∗ ;
||~κ + ~pq˜|2 − k2| < 2k−40µδ for a certain q˜ = c˜q, c˜ 6= 0, ‖|~pq˜‖| ≤ kδ;
||~κ + ~pq′|2 − k2| > 4k−40µδ for q′ = cq, c 6= 0, c˜, ‖|~pq′‖| ≤ kδ;
||~κ + ~pq′′ |2 − k2| > kδ∗ for q′′ 6= cq, ‖|~pq′′‖| ≤ kδ}.
(227)
Here, one cannot assume that c˜ = 1 (unlike the trivial case I) since q ∈ SQ does not imply
q˜ ∈ SQ and thus R˜2q, triv 6= R˜2q˜, triv in general; but we can and will assume that q is the
generating vector of the corresponding direction. We introduce Pq, D, P˜q, D˜ as before.
Lemmas 4.9–4.12 hold with the same proofs as above. The only difference is the proof
of the estimates similar to (215) and (218) providing the convergence of perturbation
series. Here, we provide the details which are identical for Rq and R˜q, so we use Rq for
definiteness. We check that∣∣((Pq(H0 − z)Pq)−1V (Pq(H0 − z)Pq)−1)nn′∣∣ ≤ k−δ∗/2+42µδ. (228)
If n or n′ is not parallel to q the estimate is obvious. Assume that n = cq and n′ = c′q.
The left hand side of (228) differs from zero only if n − n′ ∈ SQ. Thus, c − c′ ∈ Z and
|c − c′| ≤ Q. In this case, considering as in the proof of (128) and using the second
inequality in (226), we obtain:
||~κ + ~pn|2R − k2|+ ||~κ + ~pn′|2R − k2| > kδ∗/2−δ,
which proves (228). The estimate similar to (218) can be proven in the same way.
Let N
(2)
q (k, r1, ~κ0, ε0) be the number of points ~κ0 + ~pn, ‖|~pn‖| < kr1 in Sq(k, ε0) or
S˜q(k, ε0), ~κ0 being fixed. The analogue of Lemma 4.10 holds.
Lemma 4.13. Let δ∗ < r1 < ∞. If 0 < ε0 < k−16µr1 , then the number of points
N
(2)
q (k, r1, ~κ0, ε0) admits the estimate
N (2)q (k, r1, ~κ0, ε0) ≤ 244k2r1/3+8δ∗ . (229)
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Nontrivial case. Let q ∈ SQ be one of two generating vectors of a direction. We put
Rq,nontriv = Rq := {~κ ∈ R2 : ||~κ|2 − k2| ≤ kδ∗ , |k2 − (~κ, ~ν⊥q )2| ≤
1
8
kδ∗}, (230)
and introduce coordinates τ1, τ2 as before. As in the previous cases, we will describe here
properties of Sq(k, ε0). However, prior considering PqHPq, we consider P∗HP∗, where P∗
is a smaller projection than Pq. The projection P∗ has a property, that P∗HP∗ admits a
separation of variables in the direction of q and its orthogonal, thus (P∗V P∗)lj = 0, when
l − j 6= cq. Properties of P∗HP∗ can be described in terms of Schro¨dinger operator in
dimension one. This operator is just periodic, because of condition 2 on potential V , see
(2) and below. After investigating properties of P∗HP∗, we use perturbative arguments to
prove that PqHPq has analogous properties. This is the main place in the paper, where
condition 2 on the potential is needed, since it allows to use well-known properties of
periodic Schro¨dinger operator in dimension one, instead of a quasi-periodic one.
We consider ~κ ∈ Rq and the set:
M∗(~κ) = {nq, n ∈ Z : |τ1 + npq|2 ≤ 9
8
kδ∗}. (231)
This definition is independent on τ2 and piece-wise constant in τ1 with maybe one or
two steps for every interval of τ1 of the size πpq/4. In what follows we proceed with
the constructions locally, in the intervals of τ1 of the size πpq/4, all the statements and
estimates being uniform with respect to the position of such intervals. Without the loss of
generality we further assume that M∗ does not depend on ~κ in the given local interval of
τ1.
2 We consider P∗HP∗, where P∗ is the projector, corresponding to M∗(~κ): (P∗)mm = 1
iff m ∈ M∗. The operator P∗HP∗ admits the separation of variables in the direction
of q and its orthogonal. As usual (see (83) and below), by H˜per we will denote the
corresponding one-dimensional periodic Schro¨dinger operator; λ˜peri being its eigenvalues.
As before, we introduce the operator P∗(H(~κ)−k2−ε′0)P∗, its determinantDaux(~κ, k2+
ε′0) and corresponding set Sq(ε0) ⊂ Rq (see (213)). 3
Lemma 4.14. Let 0 < ε0 ≤ k−165µδ. The set Daux(~κ, k2) = 0 and Sq have the following
properties in Rq:
1) For every |ε′0| ≤ ε0 the equation Daux(~κ, k2) = 0 describes at most four curves in Rq
which are represented by τ2 = fi(τ1) where ~κ = (τ1, τ2) and |f ′i | ≤ kδ∗+µδ−1, i = 1, 2, 3, 4.
2) The set Sq belongs to ∪iSi,
Si(k, ε0) := {~κ : |τ2 − fi(τ1)| < 2ε0k−1, |τ1| ≤ kδ∗+µδ}.
2We note that in fact M∗ is essentially the same as a M
j,s
2 (~κ), see (79). However, we prefer to use the
notation M∗, while working with abstract geometric objects. The precise connection between M∗ and
sets Mj,s2 (~κ) will be established later.
3 We notice that the determinant Daux is periodic in τ1 since shift of ~κ is properly compensated by
the shift of M∗.
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3) Every curve τ2 = fi(τ1) contains no more than 2
31k8δ inflection points.
4) Let l be a segment of a straight line,
l = {~κ = (τ1, β1τ1 + β2), τ1,0 < τ1 < τ1,0 + η}, |τ1| < kδ∗+µδ, (232)
such that both its ends belong to Si(k, ε0), 2ε0 < η
6k−1, 0 < η < k−41µδ. Then, there is an
inner part l′ of the segment which is not in Si(k, ε0). Moreover, there is a point (τ1∗, τ2∗)
in l′ such that f ′i(τ1∗) = β1, i.e., the curve and the segment have the same direction when
τ1 = τ1∗.
Proof. The projection P∗ is defined in such a way that variables for P∗H(~κ)P∗ can be
separated, eigenvalues being described by the formula λi = λ˜i(τ1) + τ
2
2 . Obviously, the
set Daux(~κ, k
2) = 0 is described by isoenergetic curves λ˜i(τ1) + τ
2
2 = k
2. The formula
τ2 = fi(τ1) and the estimate for f
′
i easily follow, as well as the second statement of the
lemma.
To prove the first statement, it remains to show that the number of curves τ2 = fi(τ1)
does not exceed two. Indeed (see (93)), all eigenvalues of P∗HP∗ such that |λi−k2| ≤ 18kδ∗
can be approximated with the high accuracy O(k
− δ∗
C(Q)
kδ∗/2
) by the eigenvalues of H˜per
(more precisely, by λ˜peri (τ1) + τ
2
2 ). Therefore,
λi(~κ) = k
2 (233)
implies
λ˜peri (τ1) + τ
2
2 = k
2 +O(k−
δ∗
C(Q)
kδ∗/2). (234)
Note that then |λ˜peri (τ1)| = O(kδ∗). There are no more than two eigenvalues λ˜peri in the
k−
δ∗
C(Q)
kδ∗/2-neighborhood of k2 − τ 22 , and consequently, no more than two eigenvalues λi
satisfying (233). Hence, the number of the curves λ˜i(τ1) + τ
2
2 = k
2 does not exceed two,
each corresponding to two curves τ2 = fi(τ1). The third statement can be proved in
complete analogy with the proof of the similar statement from Lemma 4.9 in [1].
It remains to prove the fourth statement. Let τ2 = β1τ1 + β2. It follows from the
estimate for f ′i that β1 = O(k
δ∗+µδ−1) and |β2| = k(1 + o(1)). According to the above, to
investigate Si ∩ l, we have to consider the equations λ˜i(τ1) + (β1τ1 + β2)2 = k2 + ε′0 with
|λ˜i(τ1)| = O(kδ∗), |ε′0| < ε0. Obviously, for each real τ1 the last equality can hold for no
more than two eigenvalues simultaneously (let’s say for λ˜i0 and λ˜i0+1), and for all other
eigenvalues we have |λ˜i(τ1) + (β1τ1 + β2)2 − k2| ≥ Cpq|i − i0|. Effectively, the estimate
from below for Daux will follow from the estimate for each pair of close eigenvalues.
We’ll need to distinguish the case of low energies (i.e. |λ˜i0(τ1)| ≤ Λ) and large energies
(i.e. |λ˜i0(τ1)| ≥ Λ), Λ being a large constant (to be specified later), which depends on
V only. Let |λ˜i0(τ1)| ≤ Λ. With a proper choice of numeration, we obtain that the
corresponding λ˜peri0 (τ1), λ˜
per
i0+1
(τ1) are analytic functions of τ1 in a vicinity of τ1,0. By [43],
|(λ˜peri0 (τ1))′′|+ |(λ˜peri0 (τ1))′′′| 6= 0 and, hence, it is separated from zero by a constant c(V,Λ):
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|(λ˜peri0 (τ1))′′|+|(λ˜peri0 (τ1))′′′| > c(V,Λ) in a vicinity of τ1,0, the size of vicinity depending on V
and Λ , but not k. This means (we recall that β1 = O(k
−1/2)) that λ˜peri0 (τ1)+(β1τ1+β2)
2−k2
has no more than three zeros in the σsmall-neighborhood of τ1,0, σsmall = σsmall(V,Λ).
The analogous fact holds for λ˜peri0+1, while for all other i-s the analogous expressions are
separated from zero by a constant. Hence, denoting by Σ the σsmall/6-neighborhood of
the zeros of λ˜peri0 (τ1) + (β1τ1 + β2)
2 − k2 and λ˜peri0+1(τ1) + (β1τ1 + β2)2 − k2 we have
‖(H˜per(τ1) + (β1τ1 + β2)2 − k2I)−1)‖ < C(V,Λ) on ∂Σ.
Using perturbative arguments, we easily obtain that the analogous estimate holds for
P∗HP∗ and the corresponding resolvent has no more than 6 poles inside. Therefore,
‖(P∗(H(τ1) + (β1τ1 + β2)2 − k2)P∗)−1)‖ < C1(V,Λ)r−6, 0 < r < σsmall/6, (235)
where r is the distance to the nearest pole. It follows that there is a point in the interval
(τ1,0, τ1,0 + η) where
‖(P∗(H(τ1) + (β1τ1 + β2)2 − k2)P∗)−1)‖ < 126C1(V,Λ)η−6. (236)
Therefore,
∣∣∣λ˜i(τ1) + (β1τ1 + β2)2 − k2∣∣∣ > 12−6C1(V,Λ)−1η6 for all i. It contradicts to the
assumption (τ1, β1τ1 + τ2) ∈ Sq, since 2ε0 < η6k−1.
Let now |λ˜i0(τ1)| ≥ Λ >> 1. Let us consider the expression:
Di0 := (λ˜i0(τ1) + (β1τ1 + β2)
2 − k2)(λ˜i0+1(τ1) + (β1τ1 + β2)2 − k2). (237)
We assume here that |λ˜i0 − λ˜i0+1| ≤ 12pqΛ1/2, otherwise, only one factor is needed, and
this makes arguments just simpler. Since i0 is big enough, all other eigenvalues are at the
distance greater than pqΛ
1/2 from this pair. Unlike each individual factor in the r.h.s. of
(237), Di0 is analytic in the neighborhood of τ1,0 with the radius of analyticity σlarge =
πpq/4. If Λ = Λ(V ) is large enough, we can apply standard perturbative arguments to
compare Di0 with the same expression for V = 0 which we denote by Di0,0. Indeed, Di0,0
is the polynomial of order four with respect to τ1 with the main coefficient (1 + β
2
1)
2. We
consider σlarge/100-neighborhood of each zero and denote the connected component(s) of
these neighborhoods, intersecting the σlarge/2-neighborhood of τ1,0, by T0. By definition,
T0 consists of J , 1 ≤ J ≤ 4 discs. We have
|Di0,0(τ1)| > (σlarge/100)J on ∂T0. (238)
Now, we choose Λ = Λ(V ) sufficiently large, for details see Appendix 5. By perturbation
and Rouche´’s Theorem, Di0 has exactly J zeros in T0 (obviously, even in twice more
narrow neighborhood) and
|Di0(τ1)| > (σlarge/100)J/2 on ∂T0. (239)
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(For a proof see Appendix 5.) It follows Di0(τ1) = g(τ1)
∏J
j=1(τ − τj) in T0, where,
by the minimum principle, |g(τ1)| > 2−5. This means that there is τ1 ∈ (τ1,0, τ1,0 + η)
such that |Di0(τ1)| > 2−17η4 and thus τ1 6∈ Sq. Indeed, if τ1 ∈ Sq then, by (237),
|Di0(τ1)| < 2ε0 < η6k−1 and we arrive at the contradiction.
Obviously, the estimate (235) (and even better one, since we have at most four poles)
holds in this case too.
If ~κ ∈ Rq and ~κ+ ~pm ∈ Rq, 0 < ‖|~pm‖| < kδ, then m = cq, c ∈ R. This easily follows
from the definition of Rq. Let Sq(ε0) be defined by Daux as in the previous lemma. We
define Sq(ε0)
simple ⊂ Sq(ε0) and Sq(ε0)double ⊂ Sq(ε0) as follows:
Sq(ε0)
simple = {~κ ∈ Sq(ε0) : ~κ + ~pm 6∈ Sq(ε0) when 0 < ‖|~pm‖| < kδ,m 6∈M∗}. (240)
Sq(ε0)
double = {~κ ∈ Sq(ε0) : ~κ + ~pm0 ∈ Sq(ε0), for some m0 6∈M∗, and (241)
~κ + ~pm 6∈ Sq(ε0) when 0 < ‖|~pm‖| < kδ, m 6∈M∗, m 6=m0}.
It is easy to show that the analogous definition of Sq(ε0)
triple gives the empty set; the
proof just follows the arguments from the proof of Lemma 3.20 (we recall that we work
with intervals of τ1 just small enough so that pairs of corresponding eigenvalues λi0 , λi0+1
stay stable).
Next we define the projection Pq. First, let ~κ ∈ Sq(ε0)simple. We consider the kδ-
neighborhood of M∗. Next, if it contains any m : ~κ + ~pm ∈ Rq, then we attach the
whole set m +M∗ to the neighborhood.
4 Thus, we obtained the kδ-neighborhood with
“one dimensional branches” growing out of it. We denote this set by M˜∗ and call it the
extended kδ-neighborhood ofM∗(~κ). In the case of ~κ ∈ Sq(ε0)double the construction of M˜∗
is analogous. Namely, we consider the union of M˜∗(~κ) and M˜∗(~κ+~pm0) being constructed
as for the simple case. With a slight abuse of notations this union we denote by M˜∗(~κ)
again. Let Pq be the projection, corresponding to M˜∗(~κ) constructed for the simple and
double cases. We prove the following lemma for the case Sq(ε0)
double. The case Sq(ε0)
simple
is completely analogous, just simpler. By P1, P2 we denote projectors corresponding to
M∗(~κ), M∗(~κ+~pm0) respectively. Let P = P1+P2 and P
′ be the projection corresponding
to the “branches”, i.e. to the union of the sets m +M∗: ~κ + ~pm ∈ Rq, m 6= 0,m0, and
m 6∈M∗, i.e. it corresponds to “weakly-resonant” setsm+M∗ (cf. with the corresponding
definition for Mj,s2 ).
As before, we introduce the coordinates τ1, τ2, the operator Pq(H(~κ)−k2−ε′0)Pq and
its determinant D(~κ, k2 + ε′0). Note that as above, Pq, P, P
′ are piece-wise constant with
respect to τ1.
Lemma 4.15. Let 0 < ε0 ≤ k−242µδ. The sets D(~κ, k2) = 0 and Sq have the following
properties in Rq:
4Note that these new points are not in Sq. Indeed, suppose ~κ+~pm+nq ∈ Sq, nq ∈M∗(~κ+~pm). Since
the definition of Sq is the same for ~κ+ ~pm and ~κ+ ~pm+nq (see footnote 3) this means that ~κ+ ~pm ∈ Sq,
and this is not the case by definition of Sq(ε0)
simple.
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1) The equation D(~κ, k2) = 0 describes at most eight curves in Rq which are repre-
sented by τ2 = fi(τ1) where ~κ = (τ1, τ2) and |f ′i | ≤ kδ∗+µδ−1, i = 1, . . . , 8 5.
2) The set Sq belongs to ∪iSi,
Si(k, ε0) := {~κ : |τ2 − fi(τ1)| < 2ε0k−1, |τ1| ≤ kδ∗+µδ}.
3) Every curve τ2 = fi(τ1) contains no more than 2
31k8δ inflection points.
4) Let l be a segment of a straight line,
l = {~κ = (τ1, β1τ1 + β2), τ1,0 < τ1 < τ1,0 + η}, |τ1| < kδ∗+µδ, (242)
such that both its ends belong to Si(k, ε0), 2ε0 < η
12k−1, 0 < η < k−41µδ. Then, there is an
inner part l′ of the segment which is not in Si(k, ε0). Moreover, there is a point (τ1∗, τ2∗)
in l′ such that f ′i(τ1∗) = β1, i.e., the curve and the segment have the same direction when
τ1 = τ1∗.
Proof. Let us consider the operator
Haux := PHP + P
′HP ′ + (Pq − P − P ′)H0.
By the previous lemma, the resolvent of this operator as a function of τ2 has poles at the
points τ2 = fi(τ1), i ≤ 8. Let Tτ2 be the k−1−40µδ- neighborhood of these points in the
complex plane of τ2 (τ1 is fixed). We consider PqHPq as a perturbation of Haux. Next we
construct the perturbation series. Indeed,(
Haux − k2
)−1/2 (
Pq(H − k2)Pq
) (
Haux − k2 − ε′0
)−1/2
= Pq + A,
where
A :=
(
Haux − k2
)−1/2
W
(
Haux − k2
)−1/2
,
W := (Pq − P − P ′)V (P + P ′) + (P + P ′)V (Pq − P − P ′) + (Pq − P − P ′)V (Pq − P − P ′).
Because of separation of variables, τ 22 can be treated as a spectral parameter. Hence,
‖(Haux − k2)−1‖ = O(k40µδ) when τ2 ∈ ∂Tτ2 . (243)
Next,
‖(Pq − P − P ′)(H0 − k2)−1‖ ≤ ck−δ∗ ,
since (Pq−P −P ′)mm 6= 0 only if m 6∈ Rq,nontriv, see (230). Using the last two estimates,
we obtain:
‖A‖ ≤ k−δ∗/4 when τ2 ∈ ∂Tτ2 . (244)
5In fact, we can still use 4 instead of 8 since, as explained at the end of the proof of Lemma 3.20, we
can have two operators in the cluster only when quasi-momentum is not close to the boundary, i.e. when
we have only one eigenvalue and two zeros for Daux corresponding to P1 and P2.
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The last inequality, in particular, shows that the perturbation series for (Pq(H−k2)Pq)−1
with respect to (Pq(Haux − k2 − ε′0)Pq)−1 converges and we have (see (243))
‖(Pq(H − k2)Pq)−1‖ = O(k40µδ) when τ2 ∈ ∂Tτ2 . (245)
The perturbative arguments used in the proof of Lemma 3.24 show that (Pq(H − k2)Pq)−1
has the same number of zeros in Tτ2 as (Haux − k2)−1, i.e. not more than 8. Thus, solutions
of D := det (Pq(H − k2)Pq) are described by at most 8 curves τ2 = fi(τ1). The rest of
the proof of the statements 1-3 is completely the same as in Lemma 4.14.
Let us prove the fourth statement. By Lemma 4.14, the estimate (235) holds for
P = P1 + P2. Choosing r =
1
2
k−40µδ, we obtain
‖(P (H − k2)P )−1‖ ≤ k241µδ when τ1 ∈ ∂Tτ1 . (246)
Here, by Tτ1 we denote
1
2
k−40µδ-neighborhood of zeros corresponding to both P1HP1 and
P2HP2. The resolvent (P (H(τ1)− k2)P )−1 has no more than 12 poles in Tτ1 (all of them
situated in the twice more narrow neighborhood).
By definition, the resolvent (P ′(H−k2)P ′)−1 has no poles in the k−40µδ-neighborhood
of τ1,0. Hence, the estimate similar to (246) holds for (P
′(H − k2)P ′)−1. Further, using
the perturbative arguments as above, we obtain:
‖(Pq(H − k2)Pq)−1‖ ≤ 2k241µδ when τ1 ∈ ∂Tτ1 , (247)
and (Pq(H − k2)Pq)−1 has no more than 12 poles in Tτ1 . Applying the same scaling as
many times before we see that
‖(Pq(H − k2)Pq)−1‖ ≤ 2k241µδ
( 1
2
k−40µδ
r
)12
, (248)
where 0 < r < 1
2
k−40µδ is the distance to the nearest pole of the resolvent. Hence, there
is a point in (τ1,0, τ1,0 + η) where the norm of the resolvent is smaller than k
−238µδη−12.
This means that the point is not in Sq.
LetNq,nontriv(k, r1, ~κ0, ε0) be the number of points ~κ0+~pn, ‖|~pn‖| < kr1 in Ssingleq (k, ε0),
when ~κ0 is in a S
single
q (k, ε0), or in S
double
q (k, ε0), when ~κ0 is in a S
double
q (k, ε0), ~κ0 being
fixed. The analogue of Lemma 4.10 holds.
Lemma 4.16. Let δ∗ < r1 < ∞. If 0 < ε0 < k−16µr1 , then the number of points
Nq,nontriv(k, r1, ~κ0, ε0) admits the estimate
Nq,nontriv(k, r1, ~κ0, ε0) ≤ 244k2r1/3+8δ∗ . (249)
Remark 4.17. Note that the the results of Lemmas 4.14, 4.15, and, hence, that of Lemma
4.16, are stable with respect to variations of M∗ at the ends. Indeed, assume that M
′
∗ ⊂M∗
and M′∗ contains a set similar to M∗ with, say,
7
8
instead of 9
8
in (231). Then, Lemmas
4.14, 4.15 hold for M′∗ too, since the estimate (234) and others are stable with respect to
such a perturbation of M∗. The sets Sq(ε0) are essentially the same for M∗ and M
′
∗ when
ε0 > ck
− δ
∗
C(Q)
kδ
∗/2
, see (234).
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4.4 Preparation for Step III - Analytic Part
4.4.1 Model Operator for Step III
Let r2 > r1 > 10
8. Further we use the notation:
Ω(r2) = {m : ‖|~pm‖| < kr2}. (250)
We repeat for r2 the construction of Section 3.5.1 which was done for an arbitrary r1 > 2.
It is easy to see that the whole construction is monotonous with respect to r1. Namely,
M(ϕ0, r1) ⊆M(ϕ0, r2), M′(ϕ0, r1) ⊆M′(ϕ0, r2),
M1(ϕ0, r1) ⊆M1(ϕ0, r2), M2(ϕ0, r1) ⊆M2(ϕ0, r2).
Again, following the procedure in Section 3.5.1, we split M2(ϕ0, r2) into components M
j
2
and, further, into Mj,s2 , see (79) and the text above. According to Definition 3.19, we
classify the sets Mj,s2 as weakly resonant and strongly resonant. Let M
weak
2 be the union
of all weakly resonant sets Mj,s2 and, correspondingly M
str
2 = M2 \Mweak2 . By M2,tw we
denote trivial weakly resonant points. The main difficulty at this step is in treating Mstr2 .
6
Next, we introduce an analog of M, see (74), for the second step. Indeed, let ϕ0 ∈
ω(2)(k, δ, 1) and
M
(2)(ϕ0, r2) := M
(2)(ϕ0, r2) = {m ∈M \Mweak2 : ϕ0 ∈ O(2)m (10r′1, 1)}, (251)
where O
(2)
m (10r′1, τ) is the union of the disks of the radius τk
−10r′1 with the centers at
poles of the resolvent of kδ-component containing ~κ(1)(ϕ0) + ~pm. More precisely, for
each m ∈ M(ϕ0, r2) \Mweak2 (ϕ0, r2) we construct the kδ-neighborhood (in ||| · ‖| norm)
around it. Note that only points from M1 generate separated k
δ-boxes around each of
them. Points corresponding to strongly resonant sets Mj,s2 generate k
δ-clusters around no
more than two different strongly resonant Mj,s2 , thus their size is O(k
δ∗) along Mj,s2 . The
details are provided in Step II (see (145)). So, when we say kδ-component/cluster/box
we, in fact, mean one of these sets. Thus, O
(2)
m (10r′1, τ) is the union of the disks of the
radius τk−10r
′
1 with the centers at poles of the operator (P (m)(H(~κ(1)(ϕ))−k2I)P (m))−1,
where P (m) is the projection onto a particular kδ-component containing ~κ(1)(ϕ0) + ~pm.
For m generating the same kδ-component corresponding sets O
(2)
m (10r′1, τ) are identical.
By construction of the non-resonant set ω(2)(k, δ, 1), we have M(2) ∩ Ω(r1) = ∅.
Further we use the property of the set M(2) formulated in the next lemma.
Lemma 4.18. Let m0 ∈ Ω(r2), 1/20 < γ′ < 20 and Πm0 be the kγ′r1-neighborhood (in
‖| · ‖|-norm) of m0. Then, the set Πm0 contains less than ck2γ′r1/3+1 elements of M(2).
6It follows from Definition 3.19 that each trivial weakly resonant Mj,s2 can be treated as points from
the complement to M with k−40µδ instead of kδ∗ in (72), (74) (it does not make a lot of difference). A
non-trivial weakly resonant set can be treated similarly up to technical details.
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Proof. If m ∈M(2), then there is a ϕ∗ : |ϕ0 − ϕ∗| < k−10r′1 such that
det
(
P (m)
(
H(~κ(1)(ϕ∗))− k2I
)
P (m)
)
= 0. (252)
Therefore, for some ε′0 : |ε′0| < ε0, ε0 := ck1−10r′1 ,
det
(
P (m)
(
H(~κ(1)(ϕ0))− (k2 + ε′0)I
)
P (m)
)
= 0. (253)
Indeed, if (253) holds for no ε′, then
∥∥∥∥(P (m)(H(~κ(1)(ϕ0))− k2I)P (m))−1∥∥∥∥ < ck−1+10r′1 ,
since ϕ0 is real and, hence, H(~κ
(1)(ϕ0) is selfadjoint. Using Hilbert identity, we obtain
that
(
P (m)
(
H(~κ(1)(ϕ∗))− k2I
)
P (m)
)−1
is bounded. This contradicts to (252). Hence,
(253) holds for some ε′0 : |ε′0| < ε0.
Suppose m ∈ M1(ϕ0, r2). Then, (253) means that |λ(1)(~κ(1)(ϕ0) + ~pm) − k2| < ε0.
Introducing the notation ~κ0 = ~κ
(1)(ϕ0) + ~pm0, we rewrite the last inequality in the form:
|λ(1)(~κ0+~pm−m0)−k2| < ε0, where ‖|~pm−m0‖| < kγ′r1. It follows that ~κ0+~pm−m0 is in the
real cε0k
−1-neighborhood of D1(k
2). Applying Lemma 4.8, we obtain that the number of
such points does not exceed ck2γ
′r1/3+1.
Let m ∈ Mstr2 (ϕ0, r2). Namely, let us consider all m belonging to a particular com-
ponent Mj,s2,str(ϕ0, r2). Then,
∣∣|~κ(1)(ϕ0) + ~pm|2R − k2∣∣ < kδ∗ and (253) holds, P (m) be-
ing the projection on M˜j,s2,str(ϕ0, r2). Using again the notation ~κ0 = ~κ
(1)(ϕ0) + ~pm0,
and the definition of Mj,s2,str(ϕ0, r2), we see that in terms of Section 4.3.3, (253) means
~κ0+ ~pm−m0 ∈ Sq(k, ε0), see (213). Applying Lemmas 4.10,4.12,4.13,4.16 and using (253),
we obtain that the number of such points does not exceed ck2γ
′r1/3+8δ∗ for a fixed set
M
j,s
2,str(ϕ0, r2).
7 Since the number of such sets is bounded by ck4δ, the lemma is proven.
Let us split kr2-box into kγr1-boxes as described below. In the whole construction
below we will have γ = 1
5
, but in some cases we will refer to the similar estimates with
other values of γ. That’s why in what follows we prefer to use implicit notation. The
procedure consists of several steps. On each step we introduce a new scale of a box.
Further structure will acquire additional scales at each step of approximation procedure.
This is why we call the procedure Multiscale Construction in the Space of Momenta.
1. Simple region. Let Ω
(2)
s (r2) be the collection of m ∈ Ω(r2) with small values of
pm, namely, Ω
(2)
s (r2) = {m ∈ Ω(r2) : 0 < pm ≤ k−5r′1}. Then, kr1-boxes around
such m-s are similar to Ω(r1), since pm is small. Indeed, it is easy to see that
Ω
(2)
s (r2) ⊂ M(ϕ0, r2), since pm is small, see (74), (72). Next, if m ∈ Ω(2)s (r2),
then there are no other elements of M(ϕ0, r2) in the k
δ-box around m. Indeed,
let ~κ = ~κ(1)(ϕ0) + ~pm. It is is a small perturbation of ~κ
(1)(ϕ0), hence it satisfies
7Note that in Lemmas 4.14, 4.15 the set M∗ essentially coincides with M
j,s
2,str(ϕ0, r2) −m, see also
Remark 4.17.
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||~κ + ~pn|2 − |~κ|2| > τ2k1−40µδ(1 + o(1)) when 0 < ‖|~pn‖| < kδ, see (63). This means
m + n 6∈ M(ϕ0, r2). Further, if m ∈ Ω(2)s (r2), then there are no other elements of
Ω
(2)
s (r2) in the surrounding box of the size k
r1 , see (30). Last, m itself can belong or
do not belong toM(2), but there are no other elements ofM(2) in the kr1-box around
such m. Indeed, ~κ(1)(ϕ0) satisfies the conditions of Lemma 3.31. This means that
the kδ-cluster around each q: 0 < ‖|~pq‖| < kr1 is non-resonant in the sense of (251)-
(253). Moreover, the kδ-box around each m + q: 0 < ‖|~pq‖| < kr1 is non-resonant
too, since pm is sufficiently small. This means m+ q 6∈M(2)(ϕ0, r2).
For each m ∈ Ω(2)s (r2) we consider its kr1/2-neighborhood. The union of such boxes
we call the simple region and denote it by Πs(r2). The corresponding projection is
Ps. Note, that the distance from the simple region to the nearest point of M
(2) is
greater than 1
2
kr1 .
2. Black region. Next, we split Ω(r2) \ (Ω(r1) ∪Πs) into boxes of the size kγr1 . All
elements m ∈ M(2) there satisfy pm > k−5r′1 . We call a box black, if together
with its neighbors it contains more than kγr1/2+δ0r1 elements of M(2), δ0 = γ/100
(in particular δ0r1 > 100). Let us consider all ”black” boxes together with their
kγr1+δ0r1-neighborhoods. We call this the black region. Note that that the size of
the neighborhoods involved is much smaller than the size of the neighborhoods kr1/2
for the simple region, since γ+δ0 <
1
2
. The estimates for the size of the black region
will be proven in Lemma 4.19. We denote the black region by Πb. The corresponding
projector is Pb. Obviously the distance between black and simple regions is greater
than 1
2
kr1 .
3. Grey region. By a white box we mean a kγr1-box, which together with its neighbors
contains no more than kγr1/2+δ0r1 elements of M(2). Every white box we split into
”small” boxes of the size kγr1/2+2δ0r1 . We call a small box ”grey”, if together with
its neighbors it contains more than kγr1/6−δ0r1 elements of M(2). The grey region
is the union of all grey small boxes together with their kγr1/2+2δ0r1-neighborhoods.
Note that that the size of the neighborhoods involved is much smaller than the size
of the neighborhoods the simple and black regions. The estimates for the size of
the grey region will be proven in Lemma 4.20. The notation for this region is Πg.
The corresponding projector is Pg. The part of the grey region, which is outside the
black region, we denote by Π′g and the corresponding projection by P
′
g. Obviously,
the distance between grey and simple regions is greater than 1
2
kr1 .
4. White region. By a white small box we mean a small box, which together with its
neighbors has no more than kγr1/6−δ0r1 elements of M(2). In each small white box
we consider kγr1/6-boxes around each point of M(2). The union of such kγr1/6-boxes
we call the white region and denote it by Πw. The corresponding projection is Pw.
Note that the size of the neighborhoods involved is much smaller than the size of the
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neighborhoods the simple, black and grey regions. The estimates for the size of the
white region will be proven in Lemma 4.21. The part of the white region which is
outside the black and grey regions, we denote Π′w and the corresponding projection
by P ′w. Obviously, the distance between grey and simple regions is greater than
1
2
kr1.
5. Non-resonant region. We also consider kδ-components surrounding points in the
set M(r2, ϕ0) \
(
M(r1, ϕ0) ∪M(2) ∪ Ω(2)s (r2) ∪M2,tw(ϕ0, r2)
)
. The union of these
components we call the non-resonant region Πnr. The corresponding projection is
Pnr. The part of the non-resonant region which is outside Πs ∪ Πb ∪ Πg ∪ Πw, we
denote Π′nr and the corresponding projection by P
′
nr.
Let
Pr := Ps + Pb + P
′
g + P
′
w, P
(2) := Pr + P
′
nr + P (r1), (254)
index r standing for ”resonant”.
First, we establish 3kγr1+δ0r1-equivalence relation between black boxes. Then the set
Πb can be represented as the union of components (clusters) separated by distance no less
than kγr1+δ0r1. We denote such a component by Πjb.
Lemma 4.19. 1. Each Πjb contains no more than ck
γr1/2−δ0r1+3 black boxes.
2. The size of Πjb in ‖| · ‖| norm is less than ck3γr1/2+3.
3. Each Πjb contains no more than ck
γr1+3 elements of M(2). Moreover, any box of
‖|·‖|-size ck3γr1/2+3 containing Πjb has no more than ckγr1+3 elements of M(2) inside.
Proof. Let nb be the number of black boxes in Π
j
b, Lb be the size of Π
j
b and Nb the
number of elements of M(2) in Πjb. Obviously, Lb < nb3k
γr1+δ0r1 and Nb > cnbk
γr1/2+δ0r1 .
By Lemma 4.18, Nb < cL
2/3
b k. Solving the last three inequalities for nb, we get nb <
ckγr1/2−δ0r1+3. It follows Lb < ck
3γr1/2+3. Next, we consider a box of the size k3γr1/2+3,
containing Πjb. Using again Lemma 4.18, we obtain that the number of elements of M
(2)
in this box is less than cL
2/3
b k. Therefore, Nb < ck
γr1+3.
Second, we establish 3kγr1/2+2δ0r1-equivalence relation between small grey boxes. Then
the set Πg can be represented as the union of components separated by distance no less
than kγr1/2+2δ0r1. We denote each such component as Πjg.
Lemma 4.20. 1. Each Πjg contains no more than ck
γr1/3+2δ0r1 grey boxes.
2. The size of Πjg in ‖| · ‖| norm is less than ck5γr1/6+4δ0r1.
3. Each Πjg contains no more than k
γr1/2+δ0r1 elements of M(2).
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Proof. Let us consider a part of Πjg belonging to one ”big” white box. Let ng be the
number of grey boxes in Πjg. Let Lg be the size of Π
j
g and Ng be the number of elements
of M(2) in Πjg. Obviously, Ng > cngk
γr1/6−δ0r1 . By definition of a big white box Ng <
kγr1/2+δ0r1. Therefore, ng < ck
γr1/3+2δ0r1 . Clearly, Lg < ng3k
γr1/2+2δ0r1 < ck5γr1/6+4δ0r1 .
Since δ0 < γ/24, we obtain that the size of each grey component is much less than the
size kγr1 of a big box. The lemma is proven under condition that Πjg is inside one of white
boxes. Suppose Πjg intersects more than one white box. Considering that the size of Π
j
g
in each big white box is much less than the size of this box, we conclude that Πjg fits into
neighboring boxes and satisfies the estimates proven above.
Third, we consider points ofM(2) in small white boxes. We establish 3kγr1/6-equivalence
relation between them. Considering kγr1/6-neighborhoods of the points in M(2), we see
that this neighborhoods form clusters Πjw of Πw separated by the distance no less than
kγr1/6. The number of M(2) points in a white cluster we denote by N jw.
Lemma 4.21. 1. The size of Πjw in ‖| · ‖| norm is less than ckγr1/3−δ0r1.
2. Each Πjw contains no more than k
γr1/6−δ0r1 points of M(2).
Proof. Let us consider points of M(2) in a small white box. By the definition of the
white small box, the number of such points does not exceed kγr1/6−δ0r1. We consider the
kγr1/6-neighborhoods of these points. They can form clusters. The total contribution from
all points of M(2) in the small white box and its neighbors, obviously, does not exceed
3kγr1/3−δ0r1 , which is much less than the size of a small white box. Therefore, each Πjw
can’t spread outside of the small white box and its neighbors. This proves both statements
of the lemma.
Next, we slightly change definitions of the simple, black, grey and white areas to
adjust their boundary to the structure of clusters. Namely (cf. construction of the kδ-
neighborhood of strongly resonant sets Mj,s2 above), if k
δ-cluster generated by points of
M(ϕ0, r2) \ (M(2) ∪M2,tw(r2, ϕ0)) intersects a kδ-neighborhood of a simple, white, grey or
black area, then we include it into the corresponding region. This “addition” does not
change formulation of Lemmas 4.19, 4.20, 4.21, since the size of a kδ-cluster is O(kδ∗)
which is much smaller that the sizes of Πjb, Π
j
g, Π
j
w. If a white cluster has a distance
less than kγr1/6 to a grey or black cluster, we include it into that with the lighter color.
This “addition” also does not change formulation of Lemmas 4.19, 4.20, since the size of
a white cluster is much smaller that the characteristic sizes of Πjb, Π
j
g. If a grey cluster
has a distance less than kγr1/2+2δ0r1 to a black cluster Πjb, we include it into this Π
j
b. This
“addition” does not change formulation of Lemma 4.19, since the size of a grey cluster is
much smaller that the characteristic size of any Πjb. The new structure has the following
properties. If the intersection of the kγr1/6-neighborhood of a white cluster with grey or
black area is not empty, then this cluster is completely in this area. If the intersection
of the kγr1/2+2δ0r1-neighborhood of a grey cluster with the black area is not empty, then
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this cluster is completely in this area.8 Recall that δ0 < γ/24, γ < 1/3. This means that
each component of the white, grey, black and non-resonance region is much smaller in
‖| · ‖|-size than Ω(r1). Moreover, there are no points of M(2) inside Ω(r1). If the kγr1/6-
neighborhood of a white cluster intersect Ω(r1), we reduce Ω(r1) by this neighborhood.
This insignificant reduction does not change Step II. We make a similar reduction of
Ω(r1) if it is intersected by neighborhoods of grey or black clusters. Sometimes it will be
convenient to numerate the projections P (r1), Pb, P
′
g, P
′
w, P
′
nr, Ps by indices 0,1,2,3,4,5
as P0, P1, P2, P3, P4, P5. The corresponding sets are Πi. Note that each Πi consists of
components Πij, j = 1, ..., J(i) as described in the construction of sets Πi. The distance
between closest components Πij , i = 1, 2, 3, 4, 5 with the same first index is greater than
kγr1+δ0r1 , kγr1/2+2δ0r1 , kγr1/6, kδ, kγr1 , correspondingly. Then we can rewrite P (2), see
(254), in the form:
P (2) =
5∑
i=0
Pi. (255)
We introduce the boundaries ∂Ω(r1), ∂Πb, ∂Π
′
g, ∂Π
′
w, ∂Π
′
nr, ∂Πs of the sets Ω(r1), Πb,
Π′g, Π
′
w, Π
′
nr, Πs as follows: ∂Ω(r1), ∂Πb, ∂Π
′
g, ∂Π
′
w, ∂Π
′
nr, ∂Πs are the sets of points in
Ω(r1), Πb, Π
′
g, Π
′
w, Π
′
nr, Πs which can be connected by V with the complements of Ω(r1),
Πb, Π
′
g, Π
′
w, Π
′
nr, Πs, respectively. The corresponding projectors we denote as P
∂(r1), P
∂
b ,
P
′∂
g , P
′∂
w , P
′∂
nr, P
∂
s or P
∂
i , i = 0, 1, 2, 3, 4, 5.
Lemma 4.22. Let i, i′ = 0, 1, 2, 3, 4, 5, i 6= i′. The following relations hold:
PiPi′ = 0, (256)
PiV Pi′ = 0, (257)
(I − P (2))V Pi = (I − P (2))V P ∂i . (258)
Corollary 4.23. Operators P (2)V P (2) and P (2)HP (2) have a block structure. Namely,
P (2)V P (2) =
5∑
i=0
PiV Pi, P
(2)HP (2) =
5∑
i=0
PiHPi. (259)
PiV Pi =
∑
j
PijV Pij , PiHPi =
∑
j
PijHPij, (260)
8Unlike polyharmonic situation in [1] here we cannot introduce the corresponding kδ-gap between non-
resonant regions or between non-resonant region and all other regions because we can’t isolate nontrivial
weakly resonant sets. This technical difficulty though can be overcome as in Theorem 4.1, see also the
proof of Theorem 5.1 below.
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Proof. The lemma easily follows from the construction of the projectors and Lemma
3.26. The identity (258) is simply the definition of the boundary.
Remark. Thus, we have constructed a multiscale structure inside P (2)HP (2), blocks of
different colors having distinctly different size. Merging blocks of a smaller size (a lighter
color) with neighboring blocks of a bigger size (a darker color), we made the blocks to
be separated by the ‖|| · ‖|-distance greater than the size of the corresponding lighter
block. This property will be important for the proof of main theorem of the Step III (see
Theorem 5.1 below). Absence of the similar property for nonresonant region is partially
compensated by the fact that potential V still does not connect different nontrivial weakly
resonant sets, while strongly resonant sets are still kδ-separated. Corresponding details
were provided in the proof of Theorem 4.1 and will be used again in the proof of Theorem
5.1.
Lemma 4.24. Let ϕ0 ∈ ω(2)(k, δ, τ), |ϕ− ϕ0| < k−2−40r′1−δ. Then,∥∥∥∥(Pnr(H(~κ(2)(ϕ))− k2I)Pnr)−1∥∥∥∥ < ck40r′1 . (261)
Proof. The set Πnr can be presented as ∪jΠjnr, each Πjnr being a kδ-component. Let
Pnr =
∑
j P
j
nr, where P
j
nr are projections corresponding to Π
j
nr. Then by Corollary 4.23,
PnrHPnr =
∑
j P
j
nrHP
j
nr. Hence, it is enough to prove∥∥∥∥(P jnr(H(~κ(2)(ϕ))− k2I)P jnr)−1∥∥∥∥ < ck40r′1 . (262)
By construction, each Πjnr containsm ∈M(ϕ, r2)\Ω(2)s , M(ϕ, r2) = M1(ϕ, r2)∪M2(ϕ, r2).
We can apply Lemmas 3.22, 3.28 and Corollary 3.29, since they were proven for any r1
(no restrictions from above). We take ε0 = k
−10r′1 in Lemma 3.22, since the distance from
ϕ0 to the nearest pole of the operator
(
P jnr
(
H(~κ(1)(ϕ0)) − k2I
)
P jnr
)−1
is greater than
k−10r
′
1 , see (251), and pm > k
−5r′1 because m 6∈ Ω(2)s . By analogy with Corollary 3.29, we
obtain: ∥∥∥∥(P jnr(H(~κ(1)(ϕ0))− k2I)P jnr)−1∥∥∥∥ < ck40r′1 . (263)
Taking into account that κ(2)(ϕ0) − κ(1)(ϕ0) = o(k−1−40r′1) and ~κ(2)(ϕ) − ~κ(2)(ϕ0) =
o(k−1−40r
′
1), we arrive at (262).
Lemma 4.25. Let ϕ0 ∈ ω(2)(k, δ, τ), and |ϕ− ϕ0| < k−44r′1−2−δ, i=1,2,3. Then,
1. The number of poles of the resolvent
(
Pi
(
H(~κ(2)(ϕ))− k2I)Pi)−1 in the disc |ϕ−
ϕ0| < k−44r′1−2−δ is no greater than N (1)i , where N (1)1 = kγr1+3, N (1)2 = kγr1/2+δ0r1,
N
(1)
3 = k
γr1/6−δ0r1.
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2. Let ε be the distance to the nearest pole of the resolvent in W(2) and let ε0 :=
min{ε, k−11r′1}. Then, the following estimates hold:
∥∥∥∥(Pi(H(~κ(2)(ϕ))− k2I)Pi)−1∥∥∥∥ < ck44r′1 (k−11r′1ε0
)N(1)i
, (264)
∥∥∥∥(Pi(H(~κ(2)(ϕ))− k2I)Pi)−1∥∥∥∥
1
< ck44r
′
1+8γr1
(
k−11r
′
1
ε0
)N(1)i
. (265)
Proof. Let Π be a component Πjb, Π
j
g or Π
j
w and PΠ be the corresponding projection.
By Lemmas 4.19, 4.20, 4.21 the number N of elements M(2) ∩Π does not exceed ckγr1+3.
Let us recall that the set M(2) is defined by the formula (251), where O
(2)
m is the union of
open disks of the radius k−10r
′
1 with the centers at poles of the resolvent of kδ-components
containing ~κ(1)(ϕ0) + ~pm. Let us consider O
(2)
Π = ∪m∈Π∩M(2)O(2)m and an analogous set
consisting of smaller discs: O˜
(2)
Π = ∪m∈Π∩M(2)O˜(2)m , where O˜(2)m have the radius k−11r′1 .
Since N < ckγr1+3, the total size of O˜
(2)
Π is less than k
−11r′1+γr1+3 = o(k−10r
′
1).
First, assume ϕ0 6∈ O˜(2)Π . Then, we can prove an estimate analogous to (261). In-
deed, let us consider a kδ-component in Π. We denote the corresponding projection
by P (m). By the definitions of O
(2)
m , O˜
(2)
m , the distance from ϕ0 to the nearest pole of(
P (m)(H(~κ(1))− k2I)P (m))−1 is greater than k−11r′1 . Applying Lemmas 3.22, 3.28 to
these resolvents, we obtain (recall that now pm > k
−5r′1):∥∥∥(P (m)(H(~κ(1)(ϕ0))− k2I)P (m))−1∥∥∥ < ck44r′1 , (266)∥∥∥(P (m)(H(~κ(1)(ϕ0))− k2I)P (m))−1∥∥∥
1
< ck44r
′
1+4δ∗ . (267)
By analogy with Corollary 3.29,∥∥∥(P (H(~κ(1)(ϕ0))− k2I)P )−1∥∥∥ < ck44r′1 ,∥∥∥(P (H(~κ(1)(ϕ0))− k2I)P )−1∥∥∥
1
< ck44r
′
1L4,
where P is the projection onto all kδ-components in Π, L is the size of Π. Next, arguing
as in the proof of Theorem 4.1, we show that the perturbation series for the resolvent(
PΠ(H(~κ
(1)(ϕ0))− k2I)PΠ
)−1
converges when we take PH(~κ(1)(ϕ0))P + (PΠ − P )H0 as
the unperturbed operator. Therefore,∥∥∥(PΠ(H(~κ(1)(ϕ0))− k2I)PΠ)−1∥∥∥ < ck44r′1 ,
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no poles being inside of the disc. Taking into account that |ϕ − ϕ0| < k−44r′1−2−δ and
|~κ(2) − ~κ(1)| = o(k−44r′1−2), we obtain∥∥∥(PΠ(H(~κ(2)(ϕ))− k2I)PΠ)−1∥∥∥ < ck44r′1 .
By Lemmas 4.19, 4.20, 4.21, L < k2γr1 ,∥∥∥(PΠ(H(~κ(2)(ϕ))− k2I)PΠ)−1∥∥∥
1
< ck8γr1+44r
′
1 .
Thus, the resolvent has no poles inside the disk around ϕ0 and the estimates (264), (265)
hold with ε0 := k
−11r′1 . Second, if ϕ 6∈ O˜(2)Π , then ϕ0 6∈ O˜(2)Π (11r′1, 12), the latter set
consisting of discs of the radius 1
2
k−11r
′
1 . Therefore the estimates analogous to the last
two hold. Now estimates (264), (265) easily follow.
It remains to consider the case ϕ0, ϕ ∈ O˜(2)Π . Obviously, ϕ0, ϕ belong to the same
connected component of O˜
(2)
Π or to different components being at the distance less than
k−44r
′
1−2−δ from each other. We consider a ϕ∗ ∈ ∂O˜(2)Π , where ∂O˜(2)Π is the boundary of the
component(s) containing ϕ0, ϕ. Note that ϕ∗ 6∈ O(2)m (11r′1, 1) for all m ∈ Π. Indeed, for
m ∈ M(2), it just follows from the relation ϕ∗ ∈ ∂O˜(2)Π and the definition of an open disk
O
(2)
m (11r′1, 1). If m ∈ Π \M(2), then ϕ0 is not in O(2)m (10r′1, 1) by the definition of M(2).
Since ϕ0, ϕ ∈ O˜(2)Π and the length of O˜(2)Π is o(k−10r
′
1), we have ϕ∗ 6∈ O(2)m (10r′1, 12).
Now, considering as in the case ϕ0 6∈ O˜(2)Π , we obtain that the perturbation series for
the resolvent
(
PΠ(H(~κ
(1)(ϕ∗))− k2I)PΠ
)−1
converges when we take PH(~κ(1)(ϕ∗))P +
(PΠ − P )H0 as the unperturbed operator. Therefore,∥∥∥(PΠ(H(~κ(2)(ϕ∗))− k2I)PΠ)−1∥∥∥ < ck44r′1 .
The number of poles of the resolvent
(
PΠ(H(~κ
(2)(ϕ))− k2I)PΠ
)−1
in O˜
(2)
Π is the same as
the number of poles of the resolvent of unperturbed operator. Hence, it is N . Using the
Maximum principle, we get (264) for the case ε ≤ k−11r′1 , where Ni = N and depends on
the color of Π. Considering that the dimension of PΠ does not exceed k
8γr1 , we obtain
(265)
At last, let Πjs be a particular k
r1/2-box around m ∈ Ω(2)s . Let P js be corresponding
projection.
Lemma 4.26. Let ϕ0 ∈ ω(2)(k, δ, τ). Then, the operator
(
P js
(
H(~κ(2)(ϕ)) − k2I)P js)−1
has no more than one pole in the disk |ϕ− ϕ0| < k−r′1−δ. Moreover,∥∥∥∥(P js (H(~κ(2)(ϕ))− k2I)P js)−1∥∥∥∥ < 8k−1pmε0 , (268)
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∥∥∥∥(P js (H(~κ(2)(ϕ))− k2I)P js)−1∥∥∥∥
1
<
8k−1+4r1
pmε0
, (269)
ε0 = min{ε, k−r′1−δ}, where ε is the distance to the pole of the operator.
Proof. The proof is similar to that of Lemma 3.22 (part 3). Indeed, when pm <
k−5r
′
1, the series for λ(2)(~κ(2)(ϕ) + ~pm) converges in the complex k
−r′1−δ neighborhood of
ω(2)(k, δ, τ) and λ(2)(~κ(2)(ϕ)+~pm) = λ
(1)(~κ(1)(ϕ)+~pm)+o(k
−100r1), see (196). By Lemma
10.2 (Appendix 4), the equation λ(1)
(
~κ(1)(ϕ) + ~pm
)
= k2 + ε0, |ε0| ≤ pmkδ has no more
than two solutions in this neighborhood of ω(2)(k, δ, τ). Using Lemma 10.4 and Rouche´’s
Theorem, we obtain the same fact for λ(2)(~κ(2)(ϕ) + ~pm) = ε0. It is easy to show that the
analogues of Lemmas 10.3, 10.4 and 10.5 hold for λ(2)(~κ(2)(ϕ) + ~pm). Thus, we obtain
(268), (269).
4.4.2 Resonant and Nonresonant Sets for Step III
We divide [0, 2π) into [2πk44r
′
1+2+δ] + 1 intervals ∆
(2)
l with the length not bigger than
k−44r
′
1−2−δ. If a particular interval belongs to O(2), we ignore it; otherwise, let ϕ
(l)
0 be a
point inside the ∆
(2)
l , ϕ
(l)
0 6∈ O(2). Let
W
(2)
l = {ϕ ∈W(2) : |ϕ− ϕ(l)0 | < 4k−44r
′
1−2−δ}. (270)
Clearly, neighboring sets W
(2)
l overlap (because of the multiplier 4 in the inequality), they
cover Wˆ(2) , which is the restriction of W(2) to the 2k−44r
′
1−2−δ-neighborhood of [0, 2π).
For each ϕ ∈ Wˆ(2) there is an l such that |ϕ − ϕ(l)0 | < 4k−44r′1−2−δ. For each ϕ(l)0 we
construct the projection P (2), see (254). Further, we consider the poles of the resolvent(
P (2)(H(~κ(2)(ϕ))− k2)P (2))−1 in Wˆ(2)l and denote them by ϕ(2)lm , m = 1, ...,Ml, P (2) being
constructed for ϕ0 = ϕ
(l)
0 . By Corollary 4.23, the resolvent has a block structure. The
number of blocks clearly cannot exceed the number of elements in Ω(r2), i.e. k
4r2 . Using
the estimates for the number of poles for each block, the estimate being provided by
Lemma 4.25 Part 1, we can roughly estimate the number of poles of the resolvent by
k4r2+r1 .
Next, let r′2 > 11r
′
1 and O
(3)
lm be the disc of the radius k
−r′2 around ϕ
(2)
ml .
Definition 4.27. The set
O(3) = ∪lmO(3)lm (271)
we call the third resonant set. The set
W
(3) = Wˆ(2) \ O(3) (272)
is called the third non-resonant set. The set
ω(3) = W(3) ∩ [0, 2π) (273)
is called the third real non-resonant set.
75
Lemma 4.28. Let r′2 > µr2 > 44r
′
1, ϕ ∈ W(3), ϕ(l)0 corresponds to an interval ∆(2)l
containing ℜϕ. Let Π be one of the components Πjs(ϕ(l)0 ), Πjb(ϕ(l)0 ), Πjg(ϕ(l)0 ), Πjw(ϕ(l)0 ) and
P (Π) be the projection corresponding to Π. Let also κ ∈ C : |κ − κ(2)(ϕ)| < k−r′2k2γr1 .
Then, for ~κ(ϕ) = κ(cosϕ, sinϕ) the following inequality holds:∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥ < ck2µr2+r′2N(1), (274)∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥
1
< ck(2µ+1)r2+r
′
2N
(1)
, (275)
N (1) corresponding to the color of Π: N (1) = 1, kγr1+3, kγr1/2+δ0r1 , kγr1/6−δ0r1 for simple,
black, grey and white clusters, correspondingly.
Proof. For ~κ = ~κ(2)(ϕ) the lemma follows immediately from the definition of W(3) and
Lemmas 4.25 and 4.26 (pm > k
−2µr2). It is easy to see that estimates (274) and (275) are
stable with respect to perturbation of κ(2) of order k−r
′
2k
2γr1 .
By total size of the set O(3) we mean the sum of the sizes of its connected components.
Lemma 4.29. Let r2 > 45r
′
1 + 2, r
′
2 ≥ (µ + 10)r2 . Then, the size of each connected
component of O(3) is less than k5r2−r
′
2. The total size of O(3) is less than k−r
′
2/2.
Proof. Indeed, each set W
(2)
l contains no more than k
4r2+r1 discs O
(3)
lm . Therefore, the
size of O(3)∩W(2)l is less than k−r
′
2+5r2 . Considering that k−r
′
2+5r2 is much smaller that the
length of ∆
(2)
l , we obtain that there is no connected components which go across the whole
setW
(2)
l and the size of each connected component of O
(3) is less than k5r2−r
′
2. Considering
that the number of intervals ∆
(2)
l is less than k
45r′1+2+δ, we obtain the required estimate
for the total size of O(3).
Lemma 4.30. Let ϕ ∈ W(2) and C3 be the circle |z − k2| = k−2r′2k2γr1 . Then∥∥∥(P (r1)(H(~κ(2)(ϕ))− z)P (r1))−1∥∥∥ ≤ 42k2r′2k2γr1 . (276)
Proof. The proof is similar to the proof of Lemma 3.21 in [1], when we take into
account (181) and (202), (203). In the proof we use the estimates from the previous step
along with some perturbation arguments. First, we use the series decomposition (178)
–(181)) for ~κ = ~κ(2)(ϕ) and z ∈ C2. Then, considering that the resolvent has a single
pole in C2 located at z = k
2, and using the Maximum principle, we obtain (276).
5 Step III
Let k∗ be sufficiently large to satisfy the estimates:
k∗ ≥ k1(V, δ, τ), kδ/8∗ > 108 + ‖V ‖+ µ+ 2,
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k1(V, δ, τ) being introduced in the formulation of Theorem 4.1. We also assume that k∗ is
such that all constants c in previous estimates (e.g. (274), (275)) satisfy c < k
δ/8
∗ . Since
now on we consider k > k∗. This restriction on k won’t change in all consecutive steps.
We introduce a new notation OT (·): let f(k) = OT (k−γ) mean that |f(k)| < Tk−γ when
k > k∗.
5.1 Operator H(3). Perturbation Formulas
Let P (r2) be an orthogonal projector onto Ω(r2) := {m : |‖~pm‖| ≤ kr2} and H(3) =
P (r2)HP (r2). From now on we assume
kδ < r2 < k
γ10−7r1 . (277)
Note that 45r′1 + 2 < k
δ < kγ10
−7r1 for all k > k∗, since 10
8 < r1 < k
δ/8, see (165) and
above (250). Let β := δ∗
100
. Let us introduce r′2, satisfying the inequality:
5µr2 < r
′
2 < k
δ0r1−4. (278)
We consider H(3)(~κ(2)(ϕ)) as a perturbation of H˜(2)(~κ(2)(ϕ)):
H˜(2) := P˜
(2)
l HP˜
(2)
l +
(
P (r2)− P˜ (2)l
)
H0,
where H = H(~κ(2)(ϕ)), H0 = H0(~κ
(2)(ϕ)) and P˜
(2)
l is the projection P
(2), see (255),
corresponding to ϕ
(l)
0 in the interval ∆
(2)
l containing ϕ. Note that the operator H˜
(2) has a
block structure, each block P˜
(2)
l HP˜
(2)
l being composed of smaller blocks PiHPi, i = 0, ..., 5,
see (259), (260). Let
W (2) = H(3) − H˜(2) = P (r2)V P (r2)− P˜ (2)l V P˜ (2)l , (279)
g(3)r (~κ) :=
(−1)r
2πir
Tr
∮
C3
(
W (2)(H˜(2)(~κ)− zI)−1
)r
dz, (280)
G(3)r (~κ) :=
(−1)r+1
2πi
∮
C3
(H˜(2)(~κ)− zI)−1
(
W (2)(H˜(2)(~κ)− zI)−1
)r
dz, (281)
where C3 is the circle |z − k2| = ε(3)0 , ε(3)0 = k−2r′2k2γr1 .
Theorem 5.1. Suppose k > k∗, ϕ is in the real k
−r′2−δ-neighborhood of ω(3)(k, δ, τ) and
κ ∈ R, |κ − κ(2)(ϕ)| ≤ ε(3)0 k−1−δ, ~κ = κ(cosϕ, sinϕ). Then, there exists a single
eigenvalue of H(3)(~κ) in the interval ε3(k, δ, τ) =
(
k2 − ε(3)0 , k2 + ε(3)0
)
. It is given by the
absolutely converging series:
λ(3)(~κ) = λ(2)(~κ) +
∞∑
r=2
g(3)r (~κ). (282)
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For coefficients g
(3)
r (~κ) the following estimates hold:
|g(3)r (~κ)| < k−
β
5
kr1−δ∗−β(r−1). (283)
The corresponding spectral projection is given by the series:
E(3)(~κ) = E(2)(~κ) +
∞∑
r=1
G(3)r (~κ), (284)
E(2)(~κ) being the spectral projection of H(2)(~κ). The operators G
(3)
r (~κ) satisfy the esti-
mates: ∥∥G(3)r (~κ)∥∥1 < k− β10kr1−δ∗−βr, (285)
G(3)r (~κ)ss′ = 0, when 2rk
γr1+3 + 3kr1 < ‖|~ps‖|+ ‖|~ps′‖|. (286)
Corollary 5.2. For the perturbed eigenvalue and its spectral projection the following es-
timates hold:
λ(3)(~κ) = λ(2)(~κ) +O2
(
k−
β
5
kr1−δ∗
)
, (287)∥∥E(3)(~κ)− E(2)(~κ)∥∥
1
< k−
β
10
kr1−δ∗ , (288)∣∣E(3)(~κ)ss′∣∣ < k−d(3)(s,s′), when ‖|~ps‖| > 4kr1 or ‖|~ps′‖| > 4kr1, (289)
d(3)(s, s′) =
1
16
(‖|~ps‖|+ ‖|~ps′‖|)k−γr1−3β + β
10
kr1−δ∗ .
Formulas (287) and (288) easily follow from (282), (283) and (284), (285). The estimate
(289) follows from (284), (285) and (286).
Proof. The proof will follow the constructions from the proof of Theorem 4.1. Let us
consider the perturbation series
(H(3) − z)−1 =
∞∑
r=0
(H˜(2) − z)−1
(
−W (2)(H˜(2) − z)−1
)r
, (290)
here and below all the operators are computed at ~κ. Further, we consider ~κ and, therefore,
the operators, as analytic functions of ϕ in W
(2)
l , assuming κ is fixed. By (279) and (259),
W (2) = P (r2)
(
V −∑5i=0 PiV Pi)P (r2). By assumption on κ and Lemmas 3.23, 4.28 and
4.30, ∥∥∥(H˜(2)(~κ)− z)−1∥∥∥ < 2 · 42k2r′2k2γr1 . (291)
To check the convergence it is enough to show that∥∥∥∥(H˜(2) − z)−1W (2) (H˜(2) − z)−1∥∥∥∥ < k−2β. (292)
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Then, ∥∥(H(3)(~κ)− z)−1∥∥ < 43k2r′2k2γr1 . (293)
Let us prove (292). Operator H˜(2) has a block structure. Identities (257) imply that not
only the blocks themselves, but also the blocks multiplied by W (2) have zero action on
orthogonal subspaces. The operator H˜(2) acts as H0 “outside” the blocks. Because of the
block structure, Corollary 4.23 and (258), it suffices to prove:∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l ) V (P (r2)− P˜ (2)l ) (H0 − z)−1∥∥∥ ≤ k−δ∗/8 < k−3β, (294)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂(r1)(H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8+215µδ < k−3β, (295)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂nr (H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8 < k−3β, (296)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂s (H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8+215µδ < k−3β, (297)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂w (H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8+215µδ < k−3β, (298)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂g (H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8+430µδ < k−3β, (299)∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂b (H˜(2) − z)−1∥∥∥∥ ≤ k−δ∗/8+645µδ < k−3β. (300)
By definition of P˜
(2)
l , a matrix element (P (r2) − P˜ (2)l )mm can differ from zero only if
m is not in M or in a trivial weakly resonant set. Considering as in the proof of (180),
we obtain (294).
Let us prove (295). We notice that P (r1)H˜
(2) = H(2). As in the proof of Theorem 4.1,
we consider H(2) as a perturbation of H˜(1), H(2) = H˜(1) +W . Taking into account that
H˜(1) has a block structure and V is a trigonometric polynomial, we obtain
P ∂(r1)
((
H˜(1) − z
)−1
W
)s
P (δ) = 0, when 1 ≤ s ≤ S, S := [kr1−δ∗−δ].
Hence,
P ∂(r1)(H
(2) − z)−1P (r1) =
S−1∑
s=0
P ∂(r1)
(
−
(
H˜(1) − z
)−1
WPˆ
)s (
H˜(1) − z
)−1
Pˆ
+ P ∂(r1)
(
−
(
H˜(1) − z
)−1
WPˆ
)S (
H(2) − z)−1 , (301)
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where Pˆ = P (r1)− P (δ). Considering as in the proof of (180) (here, we replace P (r1) by
Pˆ , this compensates for the smallness of C3), we obtain:∥∥∥∥Pˆ (H˜(1) − z)−1WPˆ (H˜(1) − z)−1∥∥∥∥ < ck−δ∗/8. (302)
Next, by Theorem 4.1 and the definition of C3,
∥∥∥∥(H˜(2) − z)−1∥∥∥∥ < (ε(3)0 )−1 < kδ∗S/20.
Substituting the last two estimates into (301), we obtain:
P ∂(r1)(H
(2) − z)−1P (r1) = P ∂(r1)
(
H˜(1) − z
)−1
(I +O(k−δ∗/8)) +O(k−δ∗/8).
Again, considering as in the proof of (180), we get:∥∥∥∥(H0 − z)−1 (P (r2)− P˜ (2)l )V P ∂(r1)(H˜(1) − z)−1∥∥∥∥ < ck−δ∗/8.
The estimate (295) follows from the last two estimates.
The proof of (296) is analogous to the proof of (180), where one uses Lemma 4.24
rather than Corollary 3.29.
Next, we prove (297). Denote by Hˆ the reduction of the operator H onto a particular
simple cluster i.e. Hˆ = PsHPs where (Ps)mm = 1, if m belongs to this simple cluster and
(Ps)mm = 0 otherwise. By Lemma 4.28 (and obvious perturbation arguments to replace
k2 by z),
‖(Hˆ − z)−1‖ ≤ ck2µr2+r′2. (303)
We are going to construct a perturbation formula for P ∂s (Hˆ−z)−1Ps. Let Hˆ0 = Ps,nrHPs,nr+
(Ps − Ps,nr)H0, where Ps,nr = PsPnr = PnrPs . Operator Hˆ0 has a block structure. It is
analogous to operator H˜(1) in the proof of Theorem 4.1. The perturbation formula for
P ∂s (Hˆ − z)−1Ps has the form:
P ∂s (Hˆ − z)−1Ps =
Rs∑
r=0
P ∂s
[
−(Hˆ0 − z)−1Ws
]r
(Hˆ0 − z)−1Ps
+ P ∂s
[
−(Hˆ0 − z)−1Ws
]Rs+1
(Hˆ − z)−1Ps,
Ws = Hˆ − Hˆ0 = PsV Ps − Ps,nrV Ps,nr, Rs = [k
r1
2
−δ∗−δ].
(304)
Recall that when ~pm′ belongs to the boundary of a simple cluster, the ‖| · ‖|-distance from
~pm′ to the point ~pm : 0 < pm < k
−5r′1 is at least kr1/2 − Q. Since ~pm is small, the series
(304) is analogous to (301), r1 being replaced by r1/2. We also notice that (see (303))
k2µr2+r
′
2 << kδ∗Rs/20 by (277), (278). Now (297) easily follows.
Now, we prove (298). Here and in what follows we often use the same notation for
objects formally different, but playing similar roles in different parts of the proof. We hope
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it will not lead to confusion, but rather make it easier to keep the whole construction and
further inductive arguments in mind. Denote by Hˆ the reduction of the operator H onto
a particular white cluster i.e. Hˆ = PHP where Pmm = 1 ifm belongs to the white cluster
and Pmm = 0 otherwise. By Lemma 4.28 and obvious perturbative arguments to replace
k2 by z,
‖(Hˆ − z)−1‖ ≤ ck2µr2+r′2k
γr1
6 −δ0r1 . (305)
We are going to construct a perturbation formula for Pw(Hˆ − z)−1P ∂w . Let Hˆ0 =
Pw,nrHPw,nr+(Pw−Pw,nr)H0, where Pw,nr = PwPnr = PnrPw . Again, operator Hˆ0 has a
block structure analogous to the one of the operator H˜(1). The perturbation formula for
Pw(Hˆ − z)−1P ∂w has the form :
P ∂w(Hˆ − z)−1Pw =
Rw∑
r=0
P ∂w
[
−(Hˆ0 − z)−1W
]r
(Hˆ0 − z)−1Pw
+ P ∂w
[
−(Hˆ0 − z)−1W
]Rw+1
(Hˆ − z)−1Pw,
W = Hˆ − Hˆ0, Rw = [k
γr1
6
−δ∗−δ].
(306)
When ~pm′ belongs to the boundary of the white cluster, the ‖| · ‖|-distance from ~pm′ to
the closest point in M(2) is kγr1/6. Notice that (Hˆ0 − z)−1mm′ = 0 if ‖|~pm − ~pm′‖| > kδ∗+δ.
Considering that Rw < k
γr1
6
−δ∗−δ (so, we never reach the points in M(2)), we obtain that
the finite sum in (306) can be estimated as those in (301) and (304). Arguing as in the
proof of (295) and taking into account that k2µr2+r
′
2k
γr1
6 −δ0r1 << kδ∗Rw/20, we arrive at
(298).
Now, we prove (299). Denote a component of the grey region by Π and its boundary
(see convention above) by ∂Π. Corresponding projectors are denoted by P and P ∂ re-
spectively. Denote by Hˆ the reduction of the operator H onto a particular grey cluster
i.e. Hˆ = PHP . We are going to construct the perturbation formula for P ∂(Hˆ − z)−1P .
Recall, that the size of the neighborhood of grey boxes is D = k
γr1
2
+2δ0r1. Let Pi be a
projector corresponding to a white or non-resonant cluster laying inside D
2
-neighborhood
of ∂Π, the size of these clusters being much smaller than the size of the neighborhood.
For definiteness, let i = 1, . . . , Iˆ. Let P (int) be the projector onto all points in Π which
are at least D/2 away of the boundary (internal points). Note that PiP
(int) = 0. At last,
put
P0 := P − P (int) −
Iˆ∑
i=1
Pi. (307)
Denote (cf. the case of a white cluster)
Hˆ0 :=
Iˆ∑
i=1
PiHPi + P
(int)HP (int) +H0P0, (308)
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W = Hˆ − Hˆ0 = PV P −
Iˆ∑
i=1
PiV Pi − P (int)V P (int). (309)
We consider Hˆ as a perturbation of Hˆ0. Let R be the smallest natural number for which
AR := P
∂
[
(Hˆ0 − z)−1W
]R+1
P (int) 6= 0, W := Hˆ − Hˆ0. (310)
It is proven in Appendix 6 that R > k(
γ
2
+2δ0)r1−δ∗−2δ. Therefore,
P ∂(Hˆ − z)−1P =
R−1∑
r=0
P ∂
[
−(Hˆ0 − z)−1W (P − P (int))
]r
(Hˆ0 − z)−1
+P ∂
[
−(Hˆ0 − z)−1W (P − P (int))
]R
(Hˆ − z)−1P.
(311)
Again, we plan to proceed as in the proof of (295). However, here the operator Hˆ0 contains
not only nonresonant clusters, but also white clusters. Hence, to obtain the estimate∥∥∥(P − P (int))(Hˆ0 − z)−1W (P − P (int))(Hˆ0 − z)−1∥∥∥ ≤ k−δ∗/8+215µδ
we use (302) (or just (296)) and already proven estimate (298) for white clusters. Now,
we notice that by Lemma 4.28 and perturbation arguments,
‖(Hˆ − z)−1‖ ≤ ck2µr2+r′2k(
γ
2 +δ0)r1 . (312)
Considering that 2r′2 < k
δ0r1−2δ∗ and combining the estimates above, we obtain (299) in
the same way as in the proof of (295).
We prove (300) in the analogous way. Indeed, denote a component of the black region
by Π and its boundary (see convention above) by ∂Π. Corresponding projectors are
denoted by P and P ∂ respectively, Hˆ := PHP . We and construct the perturbation
formula for P ∂(Hˆ − z)−1P . Recall, that the size of the neighborhood of black boxes is
D = kγr1+δ0r1 . Let Pi be a projector corresponding to a grey, white or non-resonant
cluster laying inside D
2
-neighborhood of ∂Π, the size of these clusters being much smaller
than the size of the neighborhood. For definiteness, let i = 1, . . . , Iˆ. Let P (int) be the
projector onto all points in Π which are at least D/2 away of the boundary (internal
points). Again, we define P0, Hˆ0 and W by formulas (307), (308) and (309). We are
going to use perturbation arguments between Hˆ0 and Hˆ . Let R be the smallest positive
integer for which (310) holds in the case of a black cluster. It is proven in Appendix 7 that
R > k(γr1+δ0r1−δ∗−2δ). Next, we use (311). The first term in the RHS of (311) contains
only non-resonant, white and grey clusters. Thus, we can use the estimates (296), (298)
and (299) obtained before in the case of non-resonant, white and grey clusters. We get∥∥∥(P − P (int))(Hˆ0 − z)−1W (P − P (int))(Hˆ0 − z)−1∥∥∥ ≤ k−δ∗/8+430µδ. (313)
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By Lemma 4.28 and perturbation arguments,
‖(Hˆ − z)−1‖ ≤ ck2µr2+r′2kγr1+3. (314)
Considering that 2r′2 < k
δ0r1−3−2δ∗ and combining the estimates above we obtain (300) in
the same way as above.
Estimates (294) – (300) provide convergence of the series for the resolvent. Integrating
the resolvent over the contour we get (282) and (284).
Proof of (285) is analogous to that of (173) in Theorem 4.1. Indeed, we consider
the operator A = W (2)
(
H˜(2) − z
)−1
and represent it as A = A0 + A1 + A2, where
A0 =
(
P (r2)− E(2)(~κ)
)
A
(
P (r2)− E(2)(~κ)
)
, A1 =
(
P (r2)− E(2)(~κ)
)
AE(2)(~κ), A2 =
E(2)(~κ)A
(
P (r2)− E(2)(~κ)
)
. Note that E(2)(~κ)W (2)E(2)(~κ) = 0, because of (279). We
see that ∮
C3
(
H˜(2) − z
)−1
Ar0dz = 0,
since the integrand is a holomorphic function inside C3. Therefore,
G(3)r (~κ) =
(−1)r
2πi
∑
j1,...jr=0,1,2, j21+...+j
2
r 6=0
∮
C3
(
H˜(2) − z
)−1
Aj1.....Ajrdz. (315)
At least one of indices in each term is equal to 1 or 2. Let us show that
‖A2‖1 < k−βkr1−δ∗+215µδ. (316)
Using (279) and the obvious relation E(2) = E(2)P (r1), we obtain:
E
(2)W (2)(P (r2)− E(2)) = E(2)P (r1)W (2)(P (r2)− P˜ (2)l ) =
E
(2)P ∂(r1)W
(2)(P (r2)− P˜ (2)l ).
Hence, A2 = E
(2)P ∂(r1)A(P (r2)− P˜ (2)l ). Using (177), we obtain ‖E(2)P ∂(r1)‖ < k−βk
r1−δ∗ .
Considering that E(2) is a one-dimensional projection, we obtain the same estimate for
S1-norm. Using (97) and (117), we obtain
‖A(P (r2)− P˜ (2)l )‖ ≤ k215µδ.
Now (316) easily follows. Applying the same considerations as in the proof of (173) with
the estimates (291), (292) and (278), we obtain (285).
Let us obtain the estimate for g
(3)
r (~κ). Obviously,
g(3)r (~κ) =
(−1)r
2πir
∑
j1,...jr=0,1,2, j21+...+j
2
r 6=0
Tr
∮
C3
Aj1 .....Ajrdz. (317)
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Note that each term contains both A1 and A2, since we compute the trace of the integral.
Using (316) and repeating arguments from the proof of (171), we obtain (283).
The estimate (286) follows from the fact that the biggest white, grey or black com-
ponent has the size not greater than kγr1+3. Therefore the biggest block of H˜(2) not
coinciding with P (r1)HP (r1) has the size not greater than k
γr1+3.
It is easy to see that coefficients g
(3)
r (~κ) and operators G
(3)
r (~κ) can be analytically
extended into the complex k−r
′
2−δ neighborhood of ω(3) (in fact, into k−r
′
2−δ-neighborhood
of W(3)) as functions of ϕ and to the complex (ε
(3)
0 k
−1−δ)−neighborhood of κ = κ(2)(ϕ)
as functions of κ, estimates (283), (285) being preserved. Now, we use formulae (280),
(282) to extend λ(3) (~κ) = λ(3) (κ, ϕ) as an analytic function. Obviously, series (282) is
differentiable. Using Cauchy integral and Lemma 4.3 we get the following lemma.
Lemma 5.3. Under conditions of Theorem 5.1 the following estimates hold when ϕ ∈
ω(3)(k, δ) or its complex k−r
′
2−δ-neighborhood and κ ∈ C : |κ − κ(2)(ϕ)| < ε(3)0 k−1−δ.
λ(3)(~κ) = λ(2)(~κ) +O2
(
k−
β
5
kr1−δ∗
)
, (318)
∂λ(3)
∂κ
=
∂λ(2)
∂κ
+O2
(
k−
β
5
kr1−δ∗M1
)
, M1 :=
k1+δ
ε
(3)
0
, (319)
∂λ(3)
∂ϕ
=
∂λ(2)
∂ϕ
+O2
(
k−
β
5
kr1−δ∗+r′2+δ
)
, (320)
∂2λ(3)
∂κ2
=
∂2λ(2)
∂κ2
+O2
(
k−
β
5
kr1−δ∗M21
)
, (321)
∂2λ(3)
∂κ∂ϕ
=
∂2λ(2)
∂κ∂ϕ
+O2
(
k−
β
5
kr1−δ∗+r′2+δM1
)
, (322)
∂2λ(3)
∂ϕ2
=
∂2λ(2)
∂ϕ2
+O2
(
k−
β
5
kr1−δ∗+2r′2+2δ
)
. (323)
Corollary 5.4. All “O2”-s on the right hand sides of (318)-(323) can be written as
O1
(
k−
β
10
kr1−δ∗
)
.
5.2 Isoenergetic Surface for Operator H(3)
Lemma 5.5. 1. For every λ := k2, k > k∗, and ϕ in the real
1
2
k−r
′
2−δ-neighborhood of
ω(3)(k, δ, τ), there is a unique κ(3)(λ, ϕ) in the interval
I2 := [κ
(2)(λ, ϕ)− ε(3)0 k−1−δ,κ(2)(λ, ϕ) + ε(3)0 k−1−δ],
such that
λ(3)
(
~κ(3)(λ, ϕ)
)
= λ, ~κ(3)(λ, ϕ) := κ(3)(λ, ϕ)~ν(ϕ). (324)
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2. Furthermore, there exists an analytic in ϕ continuation of κ(3)(λ, ϕ) to the com-
plex 1
2
k−r
′
2−δ-neighborhood of ω(3)(k, δ, τ) such that λ(3)(~κ(3)(λ, ϕ)) = λ. Function
κ(3)(λ, ϕ) can be represented as κ(3)(λ, ϕ) = κ(2)(λ, ϕ) + h(3)(λ, ϕ), where
|h(3)(ϕ)| = O1
(
k−
β
5
kr1−δ∗−1
)
, (325)
∂h(3)
∂ϕ
= O2
(
k−
β
5
kr1−δ∗−1+r′2+δ
)
,
∂2h(3)
∂ϕ2
= O4
(
k−
β
5
kr1−δ∗−1+2r′2+2δ
)
. (326)
Proof. The proof is completely analogous to that of Lemma 3.11, estimates (318)
–(323) being used.
Let us consider the set of points in R2 given by the formula: ~κ = ~κ(3)(ϕ), ϕ ∈
ω(3)(k, δ, τ). By Lemma 5.5 this set of points is a slight distortion of D2. All the points
of this curve satisfy the equation λ(3)(~κ(3)(ϕ)) = k2. We call it isoenergetic surface of the
operator H(3) and denote by D3.
5.3 Preparation for Step IV
5.3.1 Properties of the Quasiperiodic Lattice. Continuation
Let
S(2)(k, ξ) := {~κ ∈ R2 : ‖(H(2)(~κ)− k2)−1‖ > kξ}. (327)
The main purpose of this section is to estimate the number of points ~κ0+~pm, ‖|~pm‖| < kr2
in S(2)(k, ξ), ~κ0 being fixed. In fact, we prove a more subtle result, see Lemma 5.14.
We consider ~pm = 2π(s1 + αs2) with integer vectors sj such that |sj| ≤ 4kr2 . We
repeat the arguments from the beginning of Section 4.3. Namely, let (q, p) ∈ Z2 be a pair
such that 0 < q ≤ 4kr2 and
|αq + p| ≤ 1
4
k−r2. (328)
We choose a pair (p, q) which gives the best approximation. In particular, p and q are
mutually prime. Put ǫq := α+
p
q
. We have
k−2r2µ ≤ |ǫq| ≤ 1
4
q−1k−r2. (329)
We write s2 in the form
s2 = qs
′
2 + s
′′
2 (330)
with integer vectors s′2 and s
′′
2, 0 ≤ (s′′2)j < q for j = 1, 2. Hence, |(s′2)j| ≤ 4kr2/q + 1. It
follows
(2π)−1~pm = (s1 − ps′2) + (−
p
q
s′′2 + ǫqs
′′
2) + ǫqqs
′
2.
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Denote s := s1 − ps′2. Then |s| ≤ 8kr2. The number of different vectors s˜ := −pq s′′2 + ǫqs′′2
is not greater than (2q)2. For each fixed pair s˜, s we obtain a lattice parameterized by
s′2. We call this lattice a cluster corresponding to given s˜, s. Each cluster, obviously, is
a square lattice with the step ǫqq. It contains no more than (9k
r2q−1)
2
elements, since
|(s′2)j| ≤ 4kr2q−1 + 1, j = 1, 2. The size of each cluster is less than 5|ǫq|kr2. As before we
have the following statements.
Lemma 5.6. Suppose that ǫq satisfies the inequality
|ǫq| ≤ 1
64
q−1k−r2 . (331)
Then, the size of each cluster is less that 1
8q
. The distance between clusters is greater than
1
2q
.
Lemma 5.7. The number of vectors ~pm, satisfying the inequalities ‖|~pm‖| < 2kr2, pm <
|ǫq|qkr2/3, does not exceed k2r2/3.
Lemma 5.8. Suppose q in the inequality (206) satisfies the estimate q > k2r2/3. Then,
the number of vectors ~pm, ‖|~pm‖| < 2kr2, satisfying the inequality pm < k−2r2/3 does not
exceed 212 · k2r2/3.
We consider the matrix H(2)(~κ) = P (γr1)H(~κ)P (γr1) where ~κ ∈ R2, P (γr1) is the
orthogonal projection corresponding to Ω(γr1) (it is a slight abuse of notations, since H
(2)
in Step II was defined for γ = 1). Let ~κ(τ1) = b+aτ1, |a| = 1, |b| < 4kγr1. We consider
H(2)(~κ) as a function of τ1 in the complex 3k
−ρ1-neighborhood of zero, ρ1 = 4γr
′
1+1+ δ.
We construct the block structure in H(2)(~κ) analogous to that in Step II. The difference
is that now we consider any |b| < 4kγr1 , not only b being close to ~κ(1)(ϕ). Here is the
construction of the block operator. We call m ∈ Ω(γr1) resonant in the sense of (72) if∣∣|b+ ~pm|2R − k2∣∣ < kδ∗ . (332)
Next, we introduce M1, M2 by analogy with Section 3.5.1, here M1 = M1(b), M2 =
M2(b). Around each resonant m ∈ M1 we construct kδ-blocks. Next, we split M2 into
components Mj2 and introduce trivial and non-trivial M
j
2. Further we split each M
j
2 into
M
j,s
2 . Slightly abusing the original Definition 3.19 we say that M
j,s
2 is weakly resonant if
(117) holds with b instead of ~κ(1)(ϕ). Otherwise, Mj,s2 is called strongly resonant. Around
each strongly resonant Mj,s2 we construct k
δ-components and introduce the corresponding
projectors (see (145)). Next, we construct a block operator H˜(1)(~κ):
H˜(1)(~κ) = PH(~κ)P +H0(~κ)(I − P ), (333)
where P is defined in complete analogy with (145).
Next, let P (m) be the projection on the kδ-component containing m.
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Definition 5.9. If ∥∥(P (m)(H(b)− k2)P (m))−1∥∥ < k4γr′1 , (334)
then we call the kδ-cluster effectively non-resonant (cf. (158)) for a given b. Otherwise,
it is called effectively resonant.
Definition 5.10. We denote by J(b) the number of effectively resonant clusters.
Lemma 5.11. The resolvent (H(2)(~κ) − k2)−1, ~κ = ~κ(τ1), has no more than 12J(b)
poles in the the complex 2k−ρ1-neighborhood of τ1 = 0, ρ1 = 4γr
′
1 + 1 + δ. It satisfies the
following estimate in the complex k−ρ1-neighborhood of zero:
‖(H(2)(~κ)− k2)−1‖ < k24ρ1
(
2k−ρ1
ε0
)12J(b)
, ~κ = ~κ(τ1), (335)
where ε0 = min{k−2ρ1 , ε}, ε being the distance to the nearest pole.
Proof. We note that the proof of the lemma is quite similar to that of Theorem
4.1. In both cases we prove the estimates for the resolvent of H(2), considering it as
a perturbation of a block operator. There are some technical differences though. Here
we have kγr1-block around arbitrary ~κ, while in Theorem 4.1 we had kr1 -block around
~κ(1)(ϕ). Here we consider the resolvent as an analytic function of τ1, not ϕ. However, the
proofs of convergence of perturbation series for the resolvents are quite similar. Though
we can’t use properties of the non-resonant set ω(1) now, dependence of the operator on
parameter τ1 is simpler than it was on ϕ, because diagonal elements of the matrix H
(2)(~κ),
~κ = ~κ(τ1), are quadratic polynomials of τ1, see (333).
Let us consider blocks of PHP . Let m ∈ M1(b). We consider the corresponding
kδ-block PmH(~κ)Pm. Our first goal is to show that each block (Pm(H(~κ) − k2)Pm)−1,
m ∈M1(b) has no more than 2 poles in a k−ρ1-neighborhood of τ1 = 0 and the estimate
‖(Pm(H(~κ)− k2)Pm)−1‖ < k4ρ1 (336)
holds at the distance greater than k−2ρ1 from the poles. Indeed, let m ∈ M1(b), i.e.
||~κ(0) + ~pm|2R − k2| < kδ∗ and ||~κ(0) + ~pm+q|2R − k2| > kδ∗ for ‖|~pq‖| < kδ (~κ(0) = b).
We will assume (otherwise the situation becomes trivial) that ||~κ(0)+ ~pm|2R− k2| < kδ∗/2.
Let D0 be such a neighborhood of the corresponding zeros of |~κ(τ1) + ~pm|2R − k2 that
||~κ(τ1) + ~pm|2R− k2| = kδ∗−δ on ∂D0. Since |~κ(τ1) + ~pm|2R is a quadratic polynomial in τ1
with the main coefficient 1, the set D0, obviously, belongs to the k
(δ∗−δ)/2-neighborhood
of the zeros. We consider only a connected component of D0, which intersects k
δ∗−3δ-
neighborhood of τ1 = 0 (with a slight abuse of notations we still denote it D0). Clearly,(|~κ(τ1) + ~pm+q|2R − |~κ(τ1) + ~pm|2R)− (|~κ(0) + ~pm+q|2R − |~κ(0) + ~pm|2R) = 2τ1(a, ~pq).
Considering that |τ1| < kδ∗−2δ, we obtain:
||~κ(τ1) + ~pm+q|2R − k2| ≥
1
2
kδ∗ on ∂D0.
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Using simple perturbation arguments, we see that (Pm(H − k2)Pm)−1 has no more than
2 poles in D0 and
‖(Pm(H(~κ)− k2)Pm)−1‖ < 2k−δ∗+δ on ∂D0.
Now, shrinking the neighborhood around poles we prove (336).
Next, we consider the case of a trivial Mj2. Each such M
j,s
2 consists just from one
point m. Assume that Mj,s2 is strongly resonant, i.e., m : ||~κ(0) + ~pm|2R − k2| < k−214µδ.
Then, (cf. Lemma 3.20) we have at most 2 such m-s. Choosing a neighborhood of the
size k−300µδ around zeros of the the corresponding quadratic polynomials (see the case
m ∈ M1), we can prove the result similar to Lemma 3.24. In particular, the resolvent of
the corresponding kδ-cluster has no more than four poles τ1 in the 4k
−300µδ neighborhood
of zero and estimate analogous to (336) holds (with 8ρ1 instead of 4ρ1 in the r.h.s). If
M
j,s
2 is just weakly resonant, than there are no poles of the resolvent in the k
−300µδ of
zero.
It remains to consider a non-trivial case. We start with the model operator Hj,s(τ1).
and assume that it is strongly resonant:
‖(Hj,s(b)− k2)−1‖ > k214µδ.
Considering as in the proof of Lemma 3.18, we introduce eigenvalues λ˜n(tq) = λn(tq) −
(t⊥q )
2(τ1) and corresponding eigenvalues of the periodic one-dimensional operator λ˜
per
n (tq),
here and below, tq = (b + ~pm, ~νq) + τ1(a, ~νq), t
⊥
q = (b + ~pm, ~ν
⊥
q ) + τ1(a, ~ν
⊥
q ), m being
the central point of Mj,s2 , and |τ1| < σlarge, σlarge = πpq/2. We have |λ˜n(tq)| ≤ 18kδ∗ ,
λ˜pern (tq) = λ˜n(tq) + O(k
− δ∗
C(Q)
kδ∗/2). Assume, first, that |λ˜pern (tq)| > Λ with sufficiently
large Λ to be fixed later. Only two eigenvalues, say, with indices i0 and i0 + 1 can be
close to each other. Now, the arguments are somewhat similar to those from the proof of
Lemma 4.14, see also Appendix 5. Indeed, let us consider the expression:
Di0 := (λ˜i0(τ1) + (t
⊥
q )
2 − k2)(λ˜i0+1(τ1) + (t⊥q )2 − k2). (337)
Since i0 is big enough, all other eigenvalues are sufficiently far away and perturbation
arguments work. Unlike each individual factor in the r.h.s. of (337), Di0 is analytic in
the neighborhood of τ1 = 0 with the radius of analyticity σlarge. We assume that both
factors in Di0 are close to zero, i.e. |λ˜i0 − λ˜i0+1| ≤ Λ−1/2, otherwise, only one factor is
needed which makes arguments even simpler. If Λ = Λ(V ) is large enough we can apply
standard perturbative arguments (see Appendix 5 for details) to compare Di0 with the
same expression for V = 0 which we denote by Di0,0. Obviously, Di0,0 is a polynomial
of order four with respect to τ1 with the main coefficient 1. We consider σlarge/100-
neighborhood of each zero and denote the union of these neighborhoods (intersecting the
k−41µδ-neighborhood of τ1 = 0) by T0. By definition, T0 consists of no more than 4 discs.
Without loss of generality we may assume that T0 is in the domain of analyticity of Di0
(otherwise, it means that a particular zero of Di0,0 and Di0 is far away from τ1 = 0 and
is not of our interest). We have
|Di0,0(τ1)| > (σlarge/100)4 on ∂T0. (338)
Now, we choose Λ = Λ(V ) as described in Appendix 5. By perturbation and Rouche´’s
Theorem, Di0 has no more than 4 zeros in T0 (obviously, even in twice more narrow
neighborhood) and
‖(Hj,s − k2)−1‖ ≤ 2(100/σlarge)4 on ∂T0. (339)
Let |λ˜pern (tq)| ≤ Λ(V ). Put
C∗ = C∗(V,Λ) := Λ + max
s,n: |λn(s)|≤Λ
{|λ′n(s)|+ |λ′′n(s)|+ |λ′′′n (s)|}. (340)
If |(a, ~ν⊥q )(b+ ~pm, ~ν⊥q )| ≥ 2C∗, then∣∣∣∣ ddτ1
(
λ˜pern (tq) + (t
⊥
q )
2(τ1)
)∣∣∣∣ ≥ C∗
in a complex neighborhood σ, σ = σ(V,Λ), of τ1 = 0. This means that λ˜
per
n (tq) +
(t⊥q )
2(τ1)− k2 has no more than one zero in this neighborhood and it can happen only for
a real τ1. Estimate of the type (339) (2 instead of 4 and σ instead of σlarge in the r.h.s)
holds on the boundary of the neighborhood. If |(a, ~ν⊥q )(b+ ~pm, ~ν⊥q )| < 2C∗, then
d2
dτ 21
(
λ˜pern (tq) + (t
⊥
q )
2(τ1)
)
=
d2
dt2q
λ˜pern (tq) +OΛ,V (k
−2),
∣∣∣∣ d3dτ 31
(
λ˜pern (tq) + (t
⊥
q )
2(τ1)
)∣∣∣∣ = ∣∣∣∣ d3dt3q λ˜pern (tq)
∣∣∣∣+OΛ,V (k−2).
It follows from the properties of the one-dimensional periodic Schro¨dinger operator (see
e.g. [43]) that ∣∣∣∣ d2dt2q λ˜pern (tq)
∣∣∣∣ + ∣∣∣∣ d3dt3q λ˜pern (tq)
∣∣∣∣ > c(V,Λ) > 0.
This means that λ˜pern (tq)+(t
⊥
q )
2−k2 has no more than three zeros τ1 in a σ-neighborhood
(for details see Appendix 10). Thus we can apply again the same arguments as above to
prove an estimate similar to (339) with 6 instead of 4. Next, as in Lemma 3.20 there can
be no more than 2 strongly resonant sets Mj,s2 in a cluster of k
δ-blocks. Using (339) we
can proceed as in the proof of Lemma 3.25 and, in particular, prove the analog of (336)
for an effectively strongly resonant non-trivial cluster (with 24ρ1 instead of 4ρ1). If M
j,s
2
is a non-trivial weakly resonant cluster disjoint from any strongly resonant cluster, it does
not generate any poles.
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We proved that the resolvent
(
H˜(1)(~κ)− k2
)−1
has no more than 12J(b) poles τ1j in
the complex k−1−40µδ-neighborhood of τ1 = 0 and satisfies the estimate
‖(H˜(1)(~κ)− k2)−1‖ < 1
4
k24ρ1 (341)
at the distance greater than k−2ρ1 from the poles. Let us consider the union of k−2ρ1-
neighborhoods of these poles. It may consist from several connected components. We
are interested only in those intersecting with the 2k−ρ1-disk around τ1 = 0. We denote
their union by D. Using a rough estimate J(~κ) < k4γr1 gives that D belongs to the
3k−ρ1-neighborhood of zero. Thus, (341) holds outside D. Now, considering as in the
proof of Theorem 4.1 (see (178)–(190)), we can show that the perturbation series for the
resolvent (H(2)(~κ)− k2)−1 with respect to (H˜(1)(~κ)− k2)−1 converges on the boundary of
D and
‖(H(2)(~κ)− k2)−1‖ < k24ρ1
outside D; the resolvent has no more than 12J(~κ) poles in D. Using again the maximum
principle we obtain (335).
Note that each connected component of S(2)(k, ξ), see (327), is bounded by the curves
D(~κ, k2 ± k−ξ) = 0, where D(~κ, λ) = det (H(2)(~κ)− λ).
Lemma 5.12. Let l be a segment of a straight line in R2,
l := {~κ = aτ1 + b, τ1 ∈ (0, η)}, |a| = 1, |b| < 4kγr1 , 0 < η < k−5γr′1 . (342)
Suppose both ends of l belong to a connected component of S(2)(k, ξ). If ξ is sufficiently
large, namely, ξ ≥ 48J(b) lnk 1η , then, there is an inner part l′ of the segment, which is
not in S(2)(k, ξ).
Corollary 5.13. Let ~κ ∈ S(2)(k, ξ) and ξ
48J(~κ)
> 10γr′1. Then the distance from ~κ to the
boundary of S(2)(k, ξ) is less than k−
ξ
48J(~κ) .
Proof of the corollary. Let us consider a segment of the length η = k−
ξ
48J(~κ) starting
at ~κ. By the statement of the lemma it intersects a boundary D(~κ, k2 ± k−ξ) = 0.
Proof. Choose ε = η2 in (335). Using the hypothesis of the lemma, we obtain that the
right-hand side of (335) is less than kξ outside the discs of radius ε around the poles of
the resolvent. Let us estimate the total size (sum of the sizes) of the discs. Indeed, the
size of each disc is 2ε and the number of discs is, obviously, less 16k4γr1. Therefore, the
total size admits the estimate from above: 32εk4γr1 << η, since η < k−5γr
′
1 . This means
there is a part l′ of l outside these discs. By (335), this part is outside S(2)(k, ξ), when ξ
is as described in the statement of the lemma.
Let ~κ0 ∈ R2 be fixed and N(k, r2, ~κ0, J0) be the following subset of the lattice ~κ0+ ~pn,
n ∈ Ω(r2):
N(k, r2, ~κ0, J0) = {~κ0 + ~pn : n ∈ Ω(r2) : J(~κ0 + ~pn) ≤ J0} ,
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J being defined by Definition 5.10. Thus, N includes only such n that the surrounding
kγr1- block contains less than J0 effectively resonant k
δ-clusters. Let N(k, r2, ~κ0, J0, ξ) be
the number of points ~κ0 + ~pn in S
(2)(k, ξ) ∩N(k, r2, ~κ0, J0).
Lemma 5.14. If r2 > 10γr
′
1 and ξ > 96µr2J0, then
N(k, r2, ~κ0, J0, ξ) ≤ k 23 r2+43γr1 . (343)
Proof. Let us call a subset S˜ of S(2)(k, ξ) elementary if it can be described by a formula
of the type:
S˜ := {~κ : a < κ1 < b, f1(κ1) < κ2 < f2(κ1)},
where the curves κ2 = fi(κ1), i = 1, 2, belong to the boundary of S
(2)(k, ξ), have the
lengths less than 1, functions fi(κ1) are monotone, continuously differentiable and have
no inflection points. We assume that the boundaries κ2 = fi(κ1) are parameterized by
κ1 for definiteness. The set where κ1 = fi(κ2), a < κ2 < b, is completely analogous.
Next, we show that the number of points in S˜∩N(k, r2, ~κ0, J0) does not exceed 214k 23 r2 .
Indeed, let us consider a segment ~pn−n′ between two points ~κ0 + ~pn and ~κ0 + ~pn′ in S˜.
Obviously, ‖|~pn−n′‖| < 2kr2 and pn−n′ > k−µr2 . The direction of the segment cannot
be parallel to the axis κ2 by Corollary 5.13. We enumerate the points ~κ0 + ~pn ∈ S˜ ∩
N(k, r2, ~κ0, J0) in the order of the increasing first coordinate and connect subsequent
points by segments. Consider all segments with the length greater or equal to 1
64
k−
2r2
3 .
The number of such segments does not exceed 128k
2r2
3 , since they are much longer than
the width of S˜ (Corollary 5.13). It remains to estimate the number of segments with the
length less than 1
64
k−
2r2
3 .
First, we prove that no more than two segments ~pn1−n′1 , ~pn2−n′2 can be parallel to each
other, if they are in the same elementary component S˜. Indeed, both ends of ~pn1−n′1 are in
S˜. By the previous lemma there is a piece of the segment which is not in S˜ (we notice that
now we use the lemma for k−µr2 < η < 1
64
k−
2r2
3 ). Hence, the segment intersects one of the
curves κ2 = fi(κ1) twice. It follows, that there is a point on the curve, where the curve
is parallel to the segment. Suppose another segment ~pn2−n′2 intersects the same curve.
Then, there is a point on the curve, where the curve is parallel to the second segment.
Since the curve is concave, it can not be the case. Therefore, ~pn2−n′2 intersects another
curve. It follows that no more than two segments ~pn1−n′1, ~pn2−n′2 can be parallel to each
other, if they are in the same elementary component S˜.
To finish the proof of the lemma we consider two cases. Suppose q in the inequality
(328) satisfies the estimate q > k2r2/3. Then, by Lemma 5.8, the number of vectors ~pn,
‖|~pn‖| < 2kr2 , satisfying the inequality pn < 164k−2r2/3 does not exceed 212k2r2/3. Since
each of them can be used only twice, the total number of short segments does not exceed
213k2r2/3.
Let q ≤ k2r2/3. If |ǫq| > 164q−1k−r2 . Then, obviously, 164k−2r2/3 < |ǫq|qkr2/3. Applying
Lemma 5.7, we obtain that the number of segments with the length less than 1
64
k−2r2/3
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is less than k2r2/3. Since each of them can be used only twice, the total number of
short segments does not exceed 2k2r2/3. It remains to consider the case q ≤ k2r2/3,
|ǫq| ≤ 164q−1k−r2 . By Lemma 5.6, clusters are well separated. Considering that the
distance between clusters is greater than 1
2q
and the size of each cluster is less than 1
8q
, we
obtain that no more than 8q clusters can intersect S˜. Indeed, the distance between two
clusters is greater than 1
2q
. By Corollary 5.13, the set S˜ belongs to the k
− ξ
48J0 -neighborhood
of each curve κ2 = fi(κ1), i = 1, 2. Using the hypothesis of the lemma we easily get that
the size of the neighborhood is o(q−1). If a cluster intersects S˜, its 1
4q
-neighborhood
intersects both curves κ2 = fi(κ1), i = 1, 2. Since the distance between clusters is greater
than 1
2q
, the distance along the curve between its intersection with 1
4q
-neighborhoods of
different clusters is greater than 1
4q
. Considering that the lengths of the curves is less
than 1, we obtain that no more than 8q clusters can intersect S˜. Next, the segments with
the length less than 1
2
k−2r2/3 cannot connect different clusters, since the distance between
clusters is greater than 1
2q
≥ 1
2
k−2r2/3. Therefore, any segment of the length less than
1
2
k−2r2/3 is inside one cluster. The part of the shorter curve inside the clusters has the
length Lin which is less than the double size of a cluster 10|ǫq|kr2 (the curve is concave)
multiplied by the number of clusters 8q, i.e., Lin < 80|ǫq|qkr2. If we consider the segments
with the length greater than |ǫq|qkr2/3, then the number of such segments is less than
Lin/|ǫq|qkr2/3, i.e., it is less than 80k2r2/3. By Lemma 5.7, the total number of segments
of the length less than |ǫq|qkr2/3 is less than k2r2/3. Each of them can be used only twice.
Thus, the total number of segments is less than 162k2r2/3.
We proved that the number of segments in S˜ does not exceed 214k2r2/3. Therefore,
the number of points in S˜∩N(k, r2, ~κ0, J0) does not exceed 214k 23 r2 +1. Considering that
kγr1 > 215, we obtain that the number of points inside S˜∩N(k, r2, ~κ0, J0) does not exceed
k
2
3
r2+γr1.
If we show that S(2)(k, ξ) is the union of no more than k42γr1 elementary components
S˜, then estimate (343) easily follows. Indeed, let us consider the boundary of S(2)(k, ξ). It
is described by curves D(~κ, k2 ± k−ξ) = 0, ~κ ∈ R2. We break each curve into elementary
components as described in Appendix 8. By Lemma 10.12 the number of such pieces
is less than k17γr1 . With each elementary piece of the boundary we associate the part
of the adjacent connected component of S(2)(k, ξ), which is in the k
− ξ
48J0 -neighborhood
of the elementary piece. By Corollary 5.13, every point in S(2)(k, ξ) belongs to such a
component, some components overlapping. Let us consider one of these components Sˆ. By
construction, it is adjacent to a boundary elementary component, which can be described
in the form κ1 = f1(κ2) or κ2 = f1(κ1). Let us assume for definiteness that it is described
by the formula κ2 = f1(κ1). By Corollary 5.13, there is another boundary (described by
κ2 = f2(κ1)) of Sˆ in the k
− ξ
48J0 -neighborhood of κ2 = f1(κ1). It also can be split into no
more than k17γr1 elementary components. Further, each elementary component contains
no more than k8γr1 points ~κ : D(~κ, k2+k−ξ) = D(~κ, k2−k−ξ) = 0, unless the last equality
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is an identity on this component (Bezout Theorem). We use these points to break each
elementary component into at most k8γr1 parts. Correspondingly, we split the set Sˆ by
lines κ1 = C into at most k
25γr1 components S˜. The second boundary of S˜ also can be
parameterized by κ2, since Dκ2 6= 0 on an elementary component of the boundary. By
the definition of an elementary component of the boundary (Appendix 8), both functions
κ2 = fi(κ1) are monotone, continuously differentiable and don’t have inflection points,
the length of the corresponding curves being less than 1. Moreover, neither boundary
contains intersections with other pieces of the boundary of S(2)(k, ξ). Thus, S(2)(k, ξ)
is the union of at most k42γr1 elementary components S˜, each being bounded by lines
κi = a, b and elementary pieces of the boundary of S
(2)(k, ξ), which do not intersect with
other pieces of the boundary of S(2)(k, ξ).
5.3.2 Model Operator for Step IV
Let r3 > r2. We repeat for r3 the construction from the subsection 4.4.1, which was done
for arbitrary r2 > r1. In particular, we introduce the corresponding sets M
weak
2 (r3, ϕ0),
Mstr2 (r3, ϕ0), M2,tw(r3, ϕ0). Let m ∈ Ω(r3). We denote the kγr1-component containing
m by Π˜(m) and the corresponding projector by P˜ (m). For m belonging to the same
kγr1-component, Π˜(m) and P˜ (m) are the same. Put
M(3) := M(3)(ϕ0, r3) = {m ∈M(2)(ϕ0, r3) ∪ Ω(2)s (r3) \Mweak2 (r3, ϕ0) : ϕ0 ∈ O(3)m (r′2, 1)},
(344)
where Ω
(2)
s (r3) is the extension of Ω
(2)
s (r2) to Ω(r3),
Ω(2)s (r3) = {m ∈ Ω(r3), 0 < pm ≤ k−5r
′
1}, (345)
O
(3)
m (r′2, τ) is the union of the disks of the radius τk
−r′2 with the centers at poles of the
resolvent (P˜ (m)(H(~κ(2)(ϕ))− k2I)P˜ (m))−1 in the k−44r′1−2−δ-neighborhood of ϕ0. (Here
M(2)(ϕ0, r3) is defined as in (251) with r3 instead of r2). For m belonging to the same
kγr1-component, the sets O
(3)
m (r′2, τ) are identical. We say that m ∈M(3) is kγr1-resonant.
The corresponding kγr1-clusters we call resonant too.
Let ϕ0 ∈ ω(3)(k, δ, 1). By construction of the non-resonant set ω(3)(k, δ, 1), we have
M(3) ∩ Ω(r2) = ∅.
Further we use the property of the set M(3) formulated in the next lemma which is an
analogue of the Lemma 4.18.
Lemma 5.15. Let r′2 > 2k
(γ+δ0)10−4r1−2δ∗ . Let 1/20 < γ′ < 20, m0 ∈ Ω(r3) and Πm0
be the kγ
′r2-neighborhood (in ‖| · ‖|-norm) of m0. Then the set Πm0 contains less than
k
2
3
γ′r2+50γr1 elements of M(3).
Proof. First, we notice that the condition r′2 > 2k
(γ+δ0)10−4r1−2δ∗ is consistent with the
restriction r′2 < k
δ0r1−4 in (278). Ifm ∈M(3), then there is a ϕ∗ such that |ϕ∗−ϕ0| < k−r′2
and
det
(
P˜ (m)(H(~κ(2)(ϕ∗))− k2I)P˜ (m)
)
= 0,
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where P˜ (m) is the projection corresponding to the kγr1-cluster Π˜(m), which includes m.
The cluster Π˜(m) can be simple, white, grey or black. Since ϕ0 is close to ϕ∗, perturbation
arguments give:∥∥∥(P˜ (m)(H(~κ(2)(ϕ0))− k2I)P˜ (m))−1∥∥∥ ≥ 1
4
kξ, ξ ≥ r′2 − 1. (346)
We will apply Lemma 5.14 to Π˜(m) with ξ = r′2− 1 in order to prove the lemma in hand
in the same way we proved Lemma 4.18, using Lemmas 4.8, 4.10, 4.12, 4.13, 4.16. There
are some technical complications though. Here is a detailed proof.
We start with considering simple boxes Π˜(m), m ∈M(3) ∩Ω(2)s (r3). Each box has the
‖| · ‖|-size 2kr1/2 and contains no other thanm elements of M(2)(ϕ0, r3)∪Ω(2)s (r3). Indeed,
~κ(2)(ϕ0) satisfies the conditions of Lemma 3.31. This means that the k
δ-cluster around
each q: ‖|~pq‖| < kr1 is non-resonant. Since ~κ = ~κ(2)(ϕ0) + ~pm is a small perturbation
of ~κ(2)(ϕ0), the k
δ-cluster around each m + q: ‖|~pq‖| < kr1 is non-resonant too. This
means m + q 6∈ M(2). Further, m + q 6∈ Ω(2)s (r3) by (30), since m ∈ Ω(2)s (r3) and
‖|~pq‖| < kr1. Thus, m + q 6∈ M(2)(ϕ0, r3) ∪ Ω(2)s (r3). Next, we apply Lemma 5.14 with
~κ0 = ~κ
(2)(ϕ0) + ~pm0 , J0 = 1, ξ = r
′
2 − 1, to conclude that the number of simple boxes
Π˜(m), m ∈ M(3) ∩Ω(2)s (r3) does not exceed k 23γ′r2+43γr1 . Indeed, we rewrite ~κ(2)(ϕ0)+ ~pm
in the form: ~κ(2)(ϕ0)+~pm = ~κ0+~pn, n =m−m0 ∈ Ω(γ′r2). By (327), ~κ0+~pn ∈ S(2)(k, ξ)
(the operator in formula (327) having the size 2k
1
2
r1 and ξ = r′2 − 1, see (346)). Since,
Π˜(m) is simple, ~κ0 + ~pn ∈ N(k, γ′r2, ~κ0, 1) (here, γ is taken to be equal to 1/2 in the
definition of S(2)(k, ξ)). Thus, ~κ0 + ~pn ∈ S(2)(k, ξ) ∩ N(k, γ′r2, ~κ0, 1). By Lemma 5.14,
the number of such ~κ0 + ~pn does not exceed k
2γ′r2/3+
43
2
r1. Therefore, the number of M(3)
elements in simple boxes also does not exceed k2γ
′r2/3+
43
2
r1.
Next, let us consider white clusters Π˜(m), such that ξ ≥ k 16γr1−2δ∗ . Generally speaking,
Π˜(m) has a shape (in Z4) more complicated than a rectangular. However, each such
cluster can be put in a box of the size 3kγr1/2+2δ0 , the box containing less than k
1
6
γr1−δ0r1
elements ofM(2) and the box resolvent satisfying (346) with ξ = k
1
6
γr1−2δ∗ (Lemma 10.13).
Applying Lemma 5.14 to such boxes9 (~κ0 = ~κ
(2)(ϕ0)+~pm0 , J0 = k
1
6
γr1−δ0r1, ξ = k
1
6
γr1−2δ∗),
we obtain that the number of Πm0 points m in such boxes does not exceed k
2γ′r2/3+43γr1 .
Similarly, we can treat grey boxes when ξ ≥ k 12γr1+2δ0r1−2δ∗ (Lemma 10.14), black boxes
when ξ ≥ kγr1+δ0r1−2δ∗ (Lemma 10.15). However, in some cases ξ does not satisfy the
previous estimates from below. For such ξ a somewhat more complicated construction
is needed. Indeed, let us consider (P˜ (H(~κ(2)(ϕ0)) − k2I)P˜ )−1 for Π˜ being white, grey
or black cluster containing a point(s) of M(3). A cluster Π˜ consists of blocks with the
minimal size kγr1/6. Let us create a substructure inside Π˜. Namely, we construct white,
9Here we slightly abuse the notation of J as Definition 5.10 deals with the estimates of the resolvent
of a cluster while the points in M(2) used in the definition of the colored boxes are defined by the distance
to the poles of the cluster. Though the result of the form of Corollary 3.29 and simple perturbative
arguments show that these two definitions are equivalent upto an insignificant factor.
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grey and black clusters corresponding to a smaller γ which we denote by γ˜, γ˜ = 10−4γ.
Note, that there are no simple small clusters inside Π˜, since Π˜ is not simple. The size of
these new clusters is much smaller than kγr1/6. However, they have properties analogous
to those of the bigger clusters (γ). These new clusters we call subclusters. We assert that
at least one subcluster satisfies one of the following estimates (depending on whether this
subcluster is white, grey or black):∥∥(Pw,sub(H(~κ(2)(ϕ0))− k2I)Pw,sub)−1∥∥ > kk γ˜r16 −2δ∗ , (347)
∥∥(Pg,sub(H(~κ(2)(ϕ0))− k2I)Pg,sub)−1∥∥ > kk( γ˜2 +2δ˜0)r1−2δ∗ , (348)
∥∥(Pb,sub(H(~κ(2)(ϕ0))− k2I)Pb,sub)−1∥∥ > kk(γ˜+δ˜0)r1−2δ∗ , (349)
where δ˜0 = γ˜/100 (cf. definition of δ0). Indeed, if all subclusters satisfy the inequalities
opposite to the inequalities above, then the perturbation series for the resolvent of the
bigger cluster (γ) (with respect to the block operator consisting of subclusters) converges,
see the proof of Theorem 5.1, in particular the proof of (297) – (300). Hence, we have∥∥∥(P˜ (H(~κ(2)(ϕ0))− k2I)P˜ )−1∥∥∥ ≤ kk(γ˜+δ˜0)r1−2δ∗ ,
which contradicts to (346) under the hypothesis of the lemma r′2 > 2k
(γ+δ0)10−4r1−2δ∗ .
Now, let us consider a resonant kγr1-cluster Π˜, see (346), and the substructure inside.
Note that each subcluster satisfying (347)-(349) can be treated the same way we treated
the bigger clusters for large ξ. Namely, let us consider all kγr1-clusters Π˜ for which there
exists a white subcluster satisfying (347). By Lemma 10.14 each such subcluster can be
put in a box of the size 3kγ˜r1/2+2δ˜0 , the box resolvent satisfying (347). Such box has less
than k(
γ˜
6
−δ˜0)r1 points m of M(2). Now, applying Lemma 5.14 with ~κ0 = ~κ
(2)(ϕ0) + ~pm0,
J0 = k
( γ˜
6
−δ˜0)r1 , ξ = k
γ˜r1
6
−2δ∗ , we obtain that the number of points m in white subclusters
(347) does not exceed k
2γ′r2
3
+43γ˜r1 . Here we notice that condition of Lemma 5.14 holds,
since r2 < k
δ˜0r1−8δ∗ by (277). It follows that the number of kγr1-clusters Π˜(m), containing
at least one white subcluster (347), does not exceed k
2γ′r2
3
+43γ˜r1 .
Next, we consider all kγr1-clusters Π˜(m) for which there exists a grey subcluster,
satisfying (348), but no white subclusters satisfying (347) . Applying Lemma 10.14 and
Lemma 5.14 with J0 = k
( γ˜
2
+δ˜0)r1 and ξ = k(
γ˜
2
+2δ˜0)r1−2δ∗ , we obtain that the number of such
kγr1-clusters Π˜(m) in Πm0 does not exceed k
2γ′r2
3
+43γr1 .
Similarly, applying Lemma 10.15 and Lemma 5.14 with ξ = k(γ˜+δ˜0)r1−2δ∗ and J0 =
ckγ˜r1+3, we obtain that the number of kγr1-clusters Π˜(m), containing a black subclus-
ter (349) (and no grey or white subclusters, satisfying (347), (348)), does not exceed
k
2γ′r2
3
+43γr1 . Here, we also used r2 < k
δ˜0r1−3−8δ∗ .
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Combining these estimates, we see that the number of clusters Π˜, containing at least
one point of M(3) does not exceed k
2γ′r2
3
+43γr1 . Taking into account that each kγr1-cluster
has a size not greater than k
3γr1
2
+3 and, hence, contains less than k6γr1+12 elements, we
obtain that the total number of elements of M(3) in Πm0 , does not exceed k
2γ′r2
3
+50γr1 .
We continue with constructing kγr1-clusters in Ω(r3), r3 > r2, the same way we did
it for Ω(r2) in Section 4.4.1. We call a k
γr1-cluster resonant if it contains m ∈ M(3), see
(344). Next, we repeat the construction after Lemma 4.18. More precisely, let us split
Ω(r3) \ Ω(r2) into kγr2-boxes, γ = 15 .
1. Simple region. Let Ω
(3)
s (r3) ⊂ Ω(2)s (r3) be defined by the formula:
Ω(3)s (r3) = {m ∈ Ω(r3), 0 < pm ≤ k−r
′
2k
2γr1}. (350)
It is easy to see that Ω
(3)
s (r3) ⊂M(ϕ0, r3), since pm is small, see (74), (72). Next, if
m ∈ Ω(3)s (r3), then there are no other elements ofM(ϕ0, r3) in the kδ-box aroundm.
Further, m itself can belong or do not belong to M(2)(ϕ0, r3), but there are no other
elements of M(2)(ϕ0, r3) in the k
r1-box around such m. The proof of these facts is
analogous to that in Step III, see “Simple region”, page 67. Next, if m ∈ Ω(3)s (r3),
then there are no other elements of Ω
(3)
s (r3) in the surrounding ‖| · ‖|-box of the
size kr2 , see (30). Last, m can belong or do not belong to M(3)(ϕ0, r3), but there
are no other elements from M(3)(ϕ0, r3) in the k
r2-box around such m. Indeed,
~κ(2)(ϕ0) satisfies the conditions of Lemma 4.28. This means that the k
γr1-cluster
around each q: 0 < ‖|~pq‖| < kr2 is non-resonant. Since ~κ = ~κ(2)(ϕ0) + ~pm is a
small perturbation of ~κ(2)(ϕ0), the k
γr1-box around each m + q: 0 < ‖|~pq‖| < kr2
is non-resonant too. This means m+ q 6∈M(3)(ϕ0, r3).
For each m ∈ Ω(3)s (r3) we consider its kr2/2-neighborhood. The union of such boxes
we call the simple region and denote it by Πs(r3). The corresponding projection is
Ps(r3). Note that the distance from the simple region to the nearest point of M
(3)
is greater than 1
2
kr2 .
2. Black, grey and white regions are defined in the same way as in the construction
after Lemma 4.18 with r3 instead of r2, r2 instead of r1, M
(3) instead of M(2) and
the restriction pm > k
−r′2k
2γr1 instead of pm > k
−5r′1 . We continue to use notation
Pb, Pg, P
′
g, Pw, P
′
w and Πb,Πg,Π
′
g,Πw,Π
′
w. Sometimes, where it can lead to confusion
we will write Pb(r3) etc. to distinguish these objects from the ones introduced in
Step II.
3. Non-resonant region. Now, the non-resonant region consists of two parts: the sim-
pler part which was non-resonant already in the previous step and the part which
is new for the current step. Namely, first we consider kδ-components corresponding
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to points in the set M(r3, ϕ0)\
(
M(r2, ϕ0) ∪M(2)(r3, ϕ0) ∪ Ω(2)s (r3) ∪M2,tw(r3, ϕ0)
)
.
The union of this neighborhoods we denote Πnr,δ. The corresponding projection is
Pnr,δ. These k
δ-clusters can be treated by means of the second step. We also consider
all points in the set M(2)(r3, ϕ0)∪Ω(2)s (r3) \
(
M(2)(r2, ϕ0) ∪M(3)(r3, ϕ0) ∪ Ω(3)s (r3)
)
.
We construct simple, white, grey and black clusters around them exactly as in prepa-
ration to Step III. The union of these clusters we denote Πnr,r1. The corresponding
projection is Pnr,r1. The set Πnr := Πnr,δ ∪Πnr,r1 is called the non-resonant set with
Pnr being the corresponding projection. The part of the non-resonant region which
is outside Πs ∪ Πb ∪ Πg ∪ Πw, we denote Π′nr and the corresponding projection by
P ′nr.
We put as before
Pr(r3) := Ps(r3) + Pb(r3) + P
′
g(r3) + P
′
w(r3), P
(3) := Pr(r3) + P
′
nr(r3) + P (r2). (351)
We also continue to use the similar agreement in the notation which we set in Step II. We
just note that now we use r2 rather than r1 to establish equivalence between the boxes.
We continue construction from Step II. Repeating the arguments from the proofs of
Lemmas 4.19, 4.20, 4.21 with obvious changes (in particular, using Lemma 5.15 instead
of Lemma 4.18) we obtain the following results.
Lemma 5.16. 1. Each Πjb contains no more than k
γr2/2−δ0r2+150γr1 black boxes.
2. The size of Πjb in ‖| · ‖| norm is less than k3γr2/2+150γr1 .
3. Each Πjb contains no more than k
γr2+150γr1 elements of M(3). Moreover, any box of
‖| · ‖|-size k3γr2/2+150γr1 containing Πjb has no more than kγr2+150γr1 elements of M(3)
inside.
Lemma 5.17. 1. Each Πjg contains no more than k
γr2/3+2δ0r2 grey boxes.
2. The size of Πjg in ‖| · ‖| norm is less than k5γr2/6+4δ0r2.
3. Each Πjg contains no more than k
γr2/2+δ0r2 elements of M(3).
Lemma 5.18. 1. The size of Πjw in ‖| · ‖| norm is less than kγr2/3−δ0r2.
2. Each Πjw contains no more than k
γr2/6−δ0r2 points of M(3).
The construction of the rest of Section 4.4.1 stays unchanged. Let us introduce corre-
sponding notation, formulate the results and provide some comments.
Next lemmas are the analogues of Lemmas 4.24, 4.25, 4.26.
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Lemma 5.19. Let ϕ0 ∈ ω(3)(k, δ, τ), |ϕ− ϕ0| < k−kr1 . Then,∥∥∥∥(Pnr(H(~κ(3)(ϕ))− k2I)Pnr)−1∥∥∥∥ < kr′2k2γr1kr′2 ≤ kk3γr1 . (352)
Proof. Construction in Section 4.4 is made for an arbitrary large r2. Here we repeat
it for r3. We use Lemma 4.24 for Πnr,δ, Lemma 4.25 for white, grey and black clusters
(ε0 = k
−r′2). We also use Lemma 4.26 (pm > k
−r′2k
2γr1 , ε0 = k
−r′2), for simple clusters
in Πnr,r1. We also use (325). All together the estimates for the clusters resolvents yield
(352). The estimate (352) is stable when |ϕ− ϕ0| < k−kr1 , since k−kr1+2 = o(k−k3γr1 ).
Lemma 5.20. Let ϕ0 ∈ ω(3)(k, δ, τ), and |ϕ− ϕ0| < k−kr1 , i = 1, 2, 3. Then,
1. The number of poles of the resolvent
(
Pi
(
H(~κ(3)(ϕ))− k2I)Pi)−1 in the disc |ϕ−
ϕ0| < k−kr1 is no greater than N (2)i , where N (2)1 = kγr2+150γr1, N (2)2 = kγr2/2+δ0r2,
N
(2)
3 = k
γr2/6−δ0r2.
2. Let ε be the distance to the nearest pole of the resolvent inW(3) and ε0 = min{ε, k−r′2}.
Then the following estimates hold:
∥∥∥∥(Pi(H(~κ(3)(ϕ))− k2I)Pi)−1∥∥∥∥ < k2r′2k2γr1kr′2 (k−r′2ε0
)N(2)i
≤
kk
3γr1
(
k−r
′
2
ε0
)N(2)i
, (353)
∥∥∥∥(Pi(H(~κ(3)(ϕ))− k2I)Pi)−1∥∥∥∥
1
< k2r
′
2k
2γr1
kr
′
2+8γr2
(
k−r
′
2
ε0
)N(2)i
≤
kk
3γr1
(
k−r
′
2
ε0
)N(2)i
. (354)
Proof. The proof of this lemma is analogous to that of Lemma 4.25 up to the replace-
ment of M(2) by M(3), O
(2)
m by O
(3)
m , and the shift of indices: δ to r1, r1 to r2, etc. We
apply Lemmas 5.16–5.18 instead of 4.19–4.21 and Lemmas 4.25, 4.26 with ε0 = k
−r′2 and
pm > k
−r′2k
2γr1 instead of Lemma 3.22. We also note that N
(1)
i < k
2γr1 in (264), (265).
Lemma 5.21. Let ϕ0 ∈ ω(3)(k, δ, τ). Then, the operator
(
P js
(
H(~κ(3)(ϕ)) − k2I)P js)−1
has no more than one pole in the disk |ϕ− ϕ0| < k−kr1 . Moreover,∥∥∥∥(P js (H(~κ(3)(ϕ))− k2I)P js)−1∥∥∥∥ < 8k−1pmε0 , (355)
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∥∥∥∥(P js (H(~κ(3)(ϕ))− k2I)P js)−1∥∥∥∥
1
<
8k−1+4r2
pmε0
, (356)
ε0 = min{ε, k−r′2}, where ε is the distance to the pole of the operator.
Note that pm > k
−µr3 when m ∈ Ω(r3). The analogues of Lemma 4.22 and Corol-
lary 4.23 also hold.
5.3.3 Resonant and Nonresonant Sets for Step IV
We divide [0, 2π) into [2πkk
r1 ] + 1 intervals ∆
(3)
l with the length not bigger than k
−kr1 .
If a particular interval belongs to O(3) we ignore it; otherwise, let ϕ
(l)
0 6∈ O(3) be a point
inside the ∆
(3)
l . Let
W
(3)
l = {ϕ ∈W(3) : |ϕ− ϕ(l)0 | < 4k−k
r1}. (357)
Clearly, neighboring sets W
(3)
l overlap (because of the multiplier 4 in the inequality), they
cover Wˆ(3) , which is the restriction of W(3) to the 2k−k
r1 -neighborhood of [0, 2π). For
each ϕ ∈ Wˆ(3) there is an l such that |ϕ − ϕ(l)0 | < 4k−kr1 . We consider the poles of the
resolvent
(
P (3)(H(~κ(3)(ϕ))− k2)P (3))−1 in Wˆ(3)l and denote them by ϕ(3)lm , m = 1, ...,Mm.
As before, the resolvent has a block structure. The number of blocks clearly cannot exceed
the number of elements in Ω(r3), i.e. k
4r3 . Using the estimates for the number of poles for
each block, the estimate being provided by Lemma 5.20, Part 1, we can roughly estimate
the number of poles of the resolvent by k4r3+r2. Next, let r′3 > k
r1 and O
(4)
lm be the disc of
the radius k−r
′
3 around ϕ
(3)
lm .
Definition 5.22. The set
O(4) = ∪lmO(4)lm (358)
we call the fourth resonant set. The set
W(4) = Wˆ(3) \ O(4) (359)
is called the fourth non-resonant set. The set
ω(4) = W(4) ∩ [0, 2π) (360)
is called the fourth real non-resonant set.
The following statements can be proven in the same way as Lemmas 4.28, 4.29 and
4.30.
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Lemma 5.23. Let r′3 > µr3 > k
r1, ϕ ∈W(4), ϕ(l)0 corresponds to an interval ∆(3)l contain-
ing ℜϕ. Let Π be one of the components Πjs(ϕ(l)0 ), Πjb(ϕ(l)0 ), Πjg(ϕ(l)0 ), Πjw(ϕ(l)0 ) and P (Π)
be the projection corresponding to Π. Let also κ ∈ C : |κ − κ(3)(ϕ)| < k−r′3k2γr2 . Then,∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥ < k2µr3+r′3N(2), (361)∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥
1
< k(2µ+1)r3+r
′
3N
(2)
, (362)
N (2) corresponding to the color of Π (N (2) = 1, kγr2+150γr1 , kγr2/2+δ0r2, kγr2/6−δ0r2 for
simple, black, grey and white clusters, correspondingly).
By total size of the set O(4) we mean the sum of the sizes of its connected components.
Lemma 5.24. Let r′3 ≥ (µ+10)r3, r3 > kr1. Then, the size of each connected component
of O(4) is less than 32k4r3−r
′
3. The total size of O(4) is less than k−r
′
3/2.
Lemma 5.25. Let ϕ ∈ W(3) and C4 be the circle |z − k2| = k−2r′3k2γr2 . Then∥∥∥(P (r2)(H(~κ(3)(ϕ))− z)P (r2))−1∥∥∥ ≤ 43k2r′3k2γr2 .
We prove this lemma using (293).
6 STEP IV
6.1 Operator H(4). Perturbation Formulas
Let P (r3) be an orthogonal projector onto Ω(r3) := {m : |‖~pm‖| ≤ kr3} and H(4) =
P (r3)HP (r3). From now on, we assume
kr1 < r3 < k
γ10−7r2 , k2γ10
−4r2 < r′3 < k
δ0r2/2. (363)
We consider H(4)(~κ(3)(ϕ)) as a perturbation of H˜(3)(~κ(3)(ϕ)):
H˜(3) := P˜
(3)
l HP˜
(3)
l +
(
P (r3)− P˜ (3)l
)
H0,
where H = H(~κ(3)(ϕ)), H0 = H0(~κ
(3)(ϕ)) and P˜
(3)
l is the projection P
(3) corresponding
to ϕ
(l)
0 in the interval ∆
(3)
l containing ϕ, see (351). Note that the operator H˜
(3) has a
block structure, the block P˜
(3)
l HP˜
(3)
l being composed of smaller blocks PiHPi, i = 0, ..., 5.
By analogy with (279)–(281),
W (3) = H(4) − H˜(3) = P (r3)V P (r3)− P˜ (3)l V P˜ (3)l , (364)
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g(4)r (~κ) :=
(−1)r
2πir
Tr
∮
C4
(
W (3)(H˜(3)(~κ)− zI)−1
)r
dz, (365)
G(4)r (~κ) :=
(−1)r+1
2πi
∮
C4
(H˜(3)(~κ)− zI)−1
(
W (3)(H˜(3)(~κ)− zI)−1
)r
dz, (366)
where C4 is the circle |z − k2| = ε(4)0 , ε(4)0 = k−2r′3k2γr2 .
The proof of the following statements is analogous to the one in the previous step (see
Theorem 5.1, Corollary 5.2 and Lemma 5.3) up to the replacement of r3 by r4, r2 by r3,
r1 by r2, etc.
Theorem 6.1. Suppose k > k∗, ϕ is in the real k
−r′3−δ-neighborhood of ω(4)(k, δ, τ) and
κ ∈ R, |κ − κ(3)(ϕ)| ≤ ε(4)0 k−1−δ, ~κ = κ(cosϕ, sinϕ). Then, there exists a single
eigenvalue of H(4)(~κ) in the interval ε4(k, δ, τ) =
(
k2 − ε(4)0 , k2 + ε(4)0
)
. It is given by the
absolutely converging series:
λ(4)(~κ) = λ(3)(~κ) +
∞∑
r=2
g(4)r (~κ). (367)
For coefficients g
(4)
r (~κ) the following estimates hold:
|g(4)r (~κ)| < k−
β
5
kr2−r1−β(r−1). (368)
The corresponding spectral projection is given by the series:
E(4)(~κ) = E(3)(~κ) +
∞∑
r=1
G(4)r (~κ), (369)
E(3)(~κ) being the spectral projection of H(3)(~κ). The operators G
(4)
r (~κ) satisfy the esti-
mates: ∥∥G(4)r (~κ)∥∥1 < k− β10kr2−r1−βr, (370)
G(4)r (~κ)ss′ = 0, when 2rk
γr2+150γr1 + 3kr2 < ‖|~ps‖|+ ‖|~ps′‖|. (371)
Corollary 6.2. For the perturbed eigenvalue and its spectral projection the following es-
timates hold:
λ(4)(~κ) = λ(3)(~κ) +O2
(
k−
1
5
βkr2−r1
)
, (372)∥∥E(4)(~κ)− E(3)(~κ)∥∥
1
< k−
β
10
kr2−r1 . (373)∣∣E(4)(~κ)ss′∣∣ < k−d(4)(s,s′), when ‖|~ps‖| > 4kr2 or ‖|~ps′‖| > 4kr2, (374)
d(4)(s, s′) =
1
16
(‖|~ps‖|+ ‖|~ps′‖|)k−γr2−150γr1β + 1
10
βkr2−r1 .
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Lemma 6.3. Under conditions of Theorem 6.1 the following estimates hold when ϕ ∈
ω(4)(k, δ) or its complex k−r
′
3−δ-neighborhood and κ ∈ C : |κ − κ(3)(ϕ)| < ε(4)0 k−1−δ.
λ(4)(~κ) = λ(3)(~κ) +O2
(
k−
1
5
βkr2−r1
)
, (375)
∂λ(4)
∂κ
=
∂λ(3)
∂κ
+O2
(
k−
1
5
βkr2−r1M2
)
, M2 :=
k1+δ
ε
(4)
0
, (376)
∂λ(4)
∂ϕ
=
∂λ(3)
∂ϕ
+O2
(
k−
1
5
βkr2−r1+r′3+δ
)
, (377)
∂2λ(4)
∂κ2
=
∂2λ(3)
∂κ2
+O2
(
k−
1
5
βkr2−r1M22
)
, (378)
∂2λ(4)
∂κ∂ϕ
=
∂2λ(3)
∂κ∂ϕ
+O2
(
k−
1
5
βkr2−r1+r′3+δM2
)
, (379)
∂2λ(4)
∂ϕ2
=
∂2λ(3)
∂ϕ2
+O2
(
k−
1
5
βkr2−r1+2r′3+2δ
)
. (380)
Corollary 6.4. All “O2”-s on the right hand sides of (375)-(380) can be written as
O1
(
k−
1
10
βkr2−r1
)
.
Remark 6.5. In the proof of Theorem 6.1 and similar statements in every further step
of the induction we obtain the estimate of the form (292). It is important to notice that
the right hand side of these estimates is always k−2β. It can’t become better since it
comes, in particular, from the estimate of the free resolvent on the set of points satisfying
||~κ + ~pm|2R − k2| ≥ kδ∗. What changes is the first term in the perturbation series, see e.g.
(283), (285) vs (368), (370).
6.2 Isoenergetic Surface for Operator H(4)
The following statement is an analogue of Lemma 5.5.
Lemma 6.6. 1. For every λ := k2, k > k∗, and ϕ in the real
1
2
k−r
′
3−δ-neighborhood
of ω(4)(k, δ, τ), there is a unique κ(4)(λ, ϕ) in the interval I3 := [κ
(3)(λ, ϕ) −
ε
(4)
0 k
−1−δ,κ(3)(λ, ϕ) + ε
(4)
0 k
−1−δ], such that
λ(4)
(
~κ(4)(λ, ϕ)
)
= λ, ~κ(4)(λ, ϕ) := κ(4)(λ, ϕ)~ν(ϕ). (381)
2. Furthermore, there exists an analytic in ϕ continuation of κ(4)(λ, ϕ) to the com-
plex 1
2
k−r
′
3−δ-neighborhood of ω(4)(k, δ, τ) such that λ(4)(~κ(4)(λ, ϕ)) = λ. Function
κ(4)(λ, ϕ) can be represented as κ(4)(λ, ϕ) = κ(3)(λ, ϕ) + h(4)(λ, ϕ), where
|h(4)(ϕ)| = O1
(
k−
1
5
βkr2−r1−1
)
, (382)
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∂h(4)
∂ϕ
= O2
(
k−
1
5
βkr2−r1−1+r′3+δ
)
,
∂2h(4)
∂ϕ2
= O4
(
k−
1
5
βkr2−r1−1+2r′3+2δ
)
. (383)
Let us consider the set of points in R2 given by the formula: ~κ = ~κ(4)(ϕ), ϕ ∈
ω(4)(k, δ, τ). By Lemma 6.6 this set of points is a slight distortion of D3. All the points
of this curve satisfy the equation λ(4)(~κ(4)(ϕ)) = k2. We call it isoenergetic surface of the
operator H(4) and denote by D4.
7 Induction
7.1 Inductive formulas for rn
Now, we are ready to introduce the induction. In fact, STEP IV has been the first
inductive step. Here, for the sake of convenience, we reformulate the main statements
from the previous step in terms of rn, n ≥ 3, and provide necessary comments. First, we
choose
krn−2 < rn < k
γ10−7rn−1 , k2γ10
−4rn−1 < r′n < k
δ0rn−1/2, n ≥ 3. (384)
7.2 Preparation for Step n+ 1, n ≥ 4
7.2.1 Properties of the Quasiperiodic Lattice. Induction
Here we prove the inductive version of the results from Section 5.3.1. We consider ~pm =
2π(s1+αs2) with integer vectors sj such that |sj | ≤ 4krn−1 . We repeat the arguments from
the beginning of Section 4.3. Namely, let (q, p) ∈ Z2 be a pair such that 0 < q ≤ 4krn−1
and
|αq + p| ≤ 1
4
k−rn−1 . (385)
We choose a pair (p, q) which gives the best approximation. In particular, p and q are
mutually prime. Put ǫq := α+
p
q
. We have
k−2rn−1µ ≤ |ǫq| ≤ 1
4
q−1k−rn−1 . (386)
The analogs of Lemmas 5.6–5.8 hold with n− 1 instead of 2.
We consider the matrix H(n−1)(~κ) = P (γrn−2)H(~κ)(γrn−2) where ~κ ∈ R2, P (γrn−2)
is the orthogonal projection corresponding to Ω(γrn−2) (it is a slight abuse of notations,
since H(n−1) in Step n − 1 was defined for γ = 1). We construct the block structure in
H(n−1)(~κ) analogous to that in Step n − 1. The difference is that now we consider any
~κ ∈ R2, not only ~κ being close to ~κ(n−2)(ϕ). Correspondingly, we define non-resonant
m not in terms of ϕ, but in more general terms of inequalities providing convergence of
perturbation series. Indeed, we call m ∈ Ω(γrn−2) non-resonant if (cf. (72))∣∣|~κ + ~pm|2 − k2∣∣ > kδ∗ . (387)
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Obviously, this estimate is stable in the k−δ∗−1−δ-neighborhood of a given ~κ. Hence, the
definition of a non-resonant m is stable in this neighborhood up to a multiplier 1 + o(1)
in the r.h.s. of (387). Around each resonant m (which is also not trivial weakly resonant
in the sense of Step II) we construct kδ-boxes/clusters (see (145)). Let P (m) be the
projection on the kδ-cluster containing m. If∥∥(P (m)(H(~κ)− k2)P (m))−1∥∥ < k4γr′1 (388)
(cf. Definition 5.9), then we call the kδ-cluster effectively non-resonant for a given ~κ.
Note, that the above estimate and, therefore, the definition of an effectively non-resonant
kδ-cluster is stable in the k−4γr
′
1−1−δ-neighborhood of a given ~κ. The kδ-clusters, where
(388) is not valid, are called effectively resonant kδ-clusters. Around each effectively
resonant kδ-cluster, we construct kγr1-clusters. We sort these clusters into four types:
simple, white, grey and black clusters as in Section 4.4.1, using the term “m is effectively
resonant” instead of “m ∈ M(2)”. There is no need to consider a special case of simple
clusters here. Note that Lemmas 4.19 – 4.21 are valid for an arbitrary ~κ, since they are
based on Lemmas 4.8, 4.10, 4.12, 4.13, 4.16 proven for an arbitrary ~κ. Be analogy with
(274), a kγr1-cluster is called effectively non-resonant if∥∥(P (m)(H(~κ)− k2)P (m))−1∥∥ < k2µr2+r′2N(1)i , (389)
whereN
(1)
i corresponds to the color of a k
γr1-cluster, N
(1)
i = k
γr1+3, kγr1/2+δ0r1 or kγr1/6−δ0r1 .
If n = 4 we stop here. If n > 4, we surround effectively resonant kγr1-clusters by blocks
of the next size, etc. The analogues of Lemmas 4.19 – 4.21 are valid, see Lemmas 5.16 –
5.18, 7.7 – 7.9. Eventually, the kγrn−3-cluster is effectively non-resonant if∥∥(P (m)(H(~κ)− k2)P (m))−1∥∥ < k2µrn−2+r′n−2N(n−3)i , (390)
where N
(n−3)
i is N
(n−3)
i = k
γrn−3+150γrn−4 , kγrn−3/2+δ0rn−3, kγrn−3/6−δ0rn−3, depending on the
color of the cluster (cf. (389), (361)). Further we put 150γr0 = 3. This will make (389)
to be a special case of (390) (n = 4). Thus, we have constructed a block structure in
H(n−1)(~κ), which is stable in the k−ρn−2-neighborhood of a given ~κ, where ρ1 = 4γr
′
1+1+δ
and
ρn−2 = µrn−2 + r
′
n−2k
γrn−3+150γrn−4 + 1 + δ, when n ≥ 4.
It is not difficult to see that ρn−2 < rn−1.
Definition 7.1. We denote by J(~κ) the number of the effectively resonant kγrn−3-clusters
in H(n−1)(~κ) for a given ~κ. Further (with a slight abuse of notations) we consider J(~κ)
to be constant in the k−ρn−2-neighborhood of a given ~κ.
Let ~κ = aτ1 + b, |a| = 1, |b| < 4kγrn−2 . We consider H(n−1)(~κ) as a function of τ1
in the complex k−ρn−2-neighbothood of zero.
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Lemma 7.2. The resolvent (H(n−1)(~κ) − k2)−1 has no more than k2γrn−3J(b) poles τ1j
in the the complex 2k−ρn−2-neighborhood of zero. It satisfies the following estimate in the
the complex k−ρn−2-neighborhood of zero:
‖(H(n−1)(~κ)− k2)−1‖ < kρn−2k2γrn−3
(
k−ρn−2
ε0
)J(~κ)k2γrn−3
, (391)
where ε0 = min{k−2ρn−2 , ε}, ε being the distance to the nearest pole τ1,j.
Proof. The lemma is proved by induction. For n = 3, see Lemma 5.11. Let us consider
the case n ≥ 4. Recall (Definition 7.1) that J(~κ) may be considered to be constant in
2k−ρn−2-neighborhood of τ1 = 0. Hence, J(~κ) = J(b) for such ~κ-s.
Let us consider the collection of all kδ,...,kγrn−3-clusters P (m) for H(n−1)(~κ). Note
that the collection is the same for all such ~κ. We construct the corresponding block
operator H˜(n−2)(~κ):
H˜(n−2)(~κ) =
∑
P (m)HP (m) +H0(I −
∑
P (m)).
If a kγrn−3-cluster P (m)H(~κ)P (m) is effectively non-resonant, then its resolvent, obvi-
ously, has no poles τ1 in the 2k
−ρn−2-neighborhood of τ1 = 0. The resolvent of each
effectively resonant kγrn−3-cluster P (m)H(~κ)P (m) has no more than N
(n−3)
i k
2γrn−4 (k2γr0
is taken to be equal to 12 for n = 4) poles τ1j in the k
−ρn−3-neighborhood of τ1 = 0. It
follows from this lemma for the previous step and also Lemmas 4.19–4.21, 5.16–5.18 and
7.7-7.9 below for previous steps, which give the estimates for J(~κ) in the previous steps,
based on the color of clusters. Let us consider the union of k−2ρn−2 neighborhoods of these
poles and denote it by Dm. By this lemma for n − 1, instead of n, each kγrn−3 cluster
satisfies the estimate
‖(P (m)(H(n−1)(~κ)− k2)P (m))−1‖ < kρn−3k2γrn−4k2ρn−2N(n−3)i k2γrn−4
outside Dm, N
(n−3)
i corresponding to the color of the cluster. Note that maxiN
(n−3)
i =
N
(n−3)
1 < k
γrn−3+150γrn−4 . Therefore, the resolvent
(
H˜(n−2)(~κ)− k2
)−1
has no more than
J(~κ)N
(n−3)
1 k
2γrn−4 poles τ1j in the complex k
−ρn−3-neighborhood of τ1 = 0. Let D =
∪mDm, the union being taken over all m corresponding to all resonant clusters. The
number of m-s in the union, obviously, does not exceed k4γrn−2 , which is the number of
different m in H(n−1)(~κ). Therefore, the size of each connected component of D is less
than k−2ρn−2k4γrn−2 = o (k−ρn−2). We are interested only in those components of D, which
are completely in the disk of the radius 2k−ρn−2 around τ1 = 0. Considering as before (see
the proof of Theorem 5.1 with rn−2 instead of r2, rn−3 instead of r1 and k
γrn−3+150γrn−4
instead of kγr1+3, when one considers black clusters), we can show that the perturbation
series for the resolvent (H(n−1)(~κ)−k2)−1 with respect to (H˜(n−2)(~κ)−k2)−1 converges on
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the boundary of D. The resolvents have the same number of poles inside each component
of D. Hence, (H(n−1)(~κ) − k2)−1 has no more than J(~κ)N (n−3)1 k2γrn−4 poles in D. It is
easy to see that J(~κ)N
(n−3)
1 k
2γrn−4 < J(~κ)k2γrn−3 . The resolvent satisfies the following
estimate outside D:
‖(H(n−1)(~κ)− k2)−1‖ < kρn−3k2γrn−4k2ρn−2N(n−3)1 k2γrn−4 < kρn−2k2γrn−3 .
Using the maximum principle we obtain (391).
Next, we introduce
S(n−1)(k, ξ) := {~κ ∈ R2 : ‖(H(n−1)(~κ)− k2)−1‖ > kξ}. (392)
It is easy to see that each connected component of S(n−1)(k, ξ) is bounded by the curves
D(~κ, k2 ± k−ξ) = 0, where D(~κ, λ) = det (H(n−1)(~κ)− λ).
Lemma 7.3. Let l be a segment of a straight line in R2,
l :=
{
~κ = aτ1 + b, τ1 ∈ (0, η)}, |a| = 1, |b| < 4kγrn−2 , 0 < η < k−ρn−2
}
. (393)
Suppose both ends of l belong to a connected component of S(n−1)(k, ξ). If ξ is sufficiently
large, namely, ξ ≥ 4k2γrn−3J(b) logk 1η , then, there is an inner part l′ of the segment,
which is not in S(n−1)(k, ξ).
Corollary 7.4. Let ~κ ∈ S(n−1)(k, ξ) and ξ > 8k2γrn−3J(~κ)ρn−2. Then the distance from
~κ to the boundary of S(n−1)(k, ξ) is less than k−ξ˜, ξ˜ = ξ 1
4
k−2γrn−3J(~κ)−1.
Proof of the corollary. Let us consider a segment of the length η = k−ξ˜ starting at ~κ.
By the statement of the lemma it intersects a boundary D(~κ, k2 ± k−ξ) = 0.
Proof. Choose ε = η2. Using the hypothesis of the lemma, we obtain that the right-
hand side of (391) is less than kξ outside the discs of radius ε around the poles of the
resolvent. Let us estimate the total size (sum of the sizes) of the discs. Indeed, the size of
each disc is 2η2 and the number of discs is, obviously, less 16k4γrn−2 . Therefore, the total
size admits the estimate from above: 32η2k4γrn−2 = o(η), since η < k−ρn−2 . This means
there is a part l′ of l outside these discs. By (391), this part is outside S(n−1)(k, ξ), when
ξ is as described in the statement of the lemma.
Let ~κ0 ∈ R2 be fixed and N(k, rn−1, ~κ0, J0) be the following subset of the lattice
~κ0 + ~pn, n ∈ Ω(rn−1):
N(k, rn−1, ~κ0, J0) = {~κ0 + ~pn : n ∈ Ω(rn−1) : J(~κ0 + ~pn) ≤ J0} ,
J being defined by Definition 7.1. Thus, N includes only such n that the surrounding
kγrn−2- block contains less than J0 of effectively resonant k
γrn−3-clusters. LetN(k, rn−1, ~κ0, J0, ξ)
be the number of points ~κ0 + ~pn in S
(n−1)(k, ξ) ∩N(k, rn−1, ~κ0, J0).
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Lemma 7.5. If ξ > 4µrn−1J0k
2γrn−3 , then
N(k, rn−1, ~κ0, J0, ξ) ≤ k 23 rn−1+43γrn−2 . (394)
Proof. The proof of the lemma is completely analogous to that of 5.14 up to replace-
ment of 2 by n − 1. Instead of Corollary 5.13 we use Corollary 7.4 and the inequality
ρn−2 < rn−1.
7.2.2 Model Operator for Step n + 1
We make for rn the construction analogous to those from subsections 4.4.1, 5.3.2. We
start with introducing a new notation by analogy with (345) and (350):
Ω(j)s (rn) = {m ∈ Ω(rn), 0 < pm < k−r
′
j−1k
2γrj−2}, j ≥ 2, (395)
where k2γrj−2 is taken to be just 5 when j = 2. Note that Ω
(j+1)
s ⊂ Ω(j)s and Ω(j)s = ∅ when
j > n. Next, let m ∈ Ω(rn). We denote the kγrn−2-component containing m by Π˜(m) and
the corresponding projector by P˜ (m) (we assume they are defined by the previous steps
of the procedure). For m belonging to the same kγrn−2-component, Π˜(m) and P˜ (m) are
the same. We define M(n) by a recurrent formula, which starts with M(3), see (344):
M(n) := M(n)(ϕ0, rn) = {m ∈M(n−1)(ϕ0, rn)∪Ω(n−1)s (rn)\Mweak2 (ϕ0, rn) : ϕ0 ∈ O(n)m (r′n−1, 1)},
(396)
where O
(n)
m (r′n−1, τ) is the union of the disks of the radius τk
−r′n−1 with the centers at poles
of the resolvent (P˜ (m)(H(~κ(n−1)(ϕ))− k2I)P˜ (m))−1 in the k−44r′n−2−2−δ-neighborhood of
ϕ0. For m belonging to the same k
γrn−2-component, the sets O
(n)
m (r′n−1, τ) are identical.
We say that m ∈ M(n) is kγrn−2-resonant. The corresponding kγrn−2-clusters we call
resonant too.
Let ϕ0 ∈ ω(n)(k, δ, 1). By construction of the non-resonant set ω(n)(k, δ, 1), we have
M(n) ∩ Ω(rn−1) = ∅.
Further we use the property of the set M(n) formulated in the next lemma which is an
analogue of the Lemmas 4.18, 5.15.
Lemma 7.6. Let r′n−1 > 2k
(γ+δ0)10−4rn−2−2δ. Let 1/20 < γ′ < 20, m0 ∈ Ω(rn) and Πm0
be the kγ
′rn−1-neighborhood (in ‖| · ‖|-norm) of m0. Then the set Πm0 contains less than
k
2
3
γ′rn−1+50γrn−2 elements of M(n).
Proof. The proof is similar to that of Lemma 5.15 up to the replacement of 3 by
n. First, we notice that the condition r′n−1 > 2k
(γ+δ0)10−4rn−2−2δ is consistent with the
restriction (384). Instead of Lemma 3.31 we use Lemma 4.28 (n = 4), Lemma 5.23
(n = 5) and Lemma 7.14 with n − 2 instead of n when n > 5. We also use Lemma 7.5
instead of Lemma 5.14. We use (384) to show that the hypothesis of Lemma 7.5 holds.
In particular, we use the inequality r′n−1 >> 4µrn−1k
2γrn−3 , following from (384).
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We continue with constructing kγrn−2-clusters in Ω(rn), rn > rn−1, the same way we
did it for Ω(r2) in Section 4.4.1. We call a k
γrn−2-cluster resonant if it contains m ∈M(n),
see (344), (396). Next, we repeat the construction after Lemma 4.18 up to the replacement
of r1 by rn−1 and δ be γrn−2. Indeed, let us split Ω(rn)\Ω(rn−1) into kγrn−1-boxes, γ = 15 .
First, let’s consider m ∈ Ω(n)s (rn). As before (see “Simple region”, page 67) one can
prove that Ω
(n)
s (rn) ⊂ M(rn); there are no other elements of M(rn) in the kδ-box around
m; m itself can belong or do not belong to M(j)(rn), but there are no other elements of
M(j)(rn) in the k
rj−1-box around such m, j = 2, . . . , n; and there are no other elements
of Ω
(n)
s (rn) in the k
rn−1-box around m.
For each m ∈ Ω(n)s (rn) we consider its krn−1/2-neighborhood in ‖| · ‖| norm. The union
of such boxes we call the simple region and denote Πs. The corresponding projection is
Ps.
Now, consider all other boxes (all elements ~pm there satisfy pm > k
−r′n−1k
2γrn−2
). We
call a box black if it together with its neighbors contains more than kγrn−1/2+δ0rn−1 elements
of M(n), δ0 = γ/100. Let us consider ”black” boxes together with their k
γrn−1+δ0rn−1-
neighborhoods and call this the black region. We denote the black region by Πb. The
corresponding projector is Pb. By white boxes we mean k
γrn−1-boxes which together with
its neighbors contain no more than kγrn−1/2+δ0rn−1 elements of M(n). Every white box
we split into ”small” boxes of the size kγrn−1/2+2δ0rn−1 . We call a small box ”grey” if it
together with its neighbors contains more than kγrn−1/6−δ0rn−1 elements of M(n). Grey
small boxes together with its kγrn−1/2+2δ0rn−1-neighborhoods we call the grey region. The
notation for this region is Πg. The corresponding projector is Pg. The part of the grey
region which is outside the black region, we denote Π′g and the corresponding projection
by P ′g. By a white small box we call a small box which has no more than k
γrn−1/6−δ0rn−1
elements of M(n). In each small white box we consider kγrn−1/6-boxes around each point
of M(n). The union of such kγrn−1/6-boxes we call the white region and denote Πw. The
corresponding projection is Pw. The part of the white region which is outside the black
and grey regions, we denote Π′w and the corresponding projection by P
′
w.
We put as before
P (n)r := P
(n)
s + P
(n)
b + P
(n)′
g + P
(n)′
w .
The construction of the non-resonant region is the inductive extension of that for Step
IV, see Section 5.3, page 96. Indeed, we start with construction of kδ clusters in Ω(rn).
Those of them, which are resonant, we extend to kγr1 clusters, those of them, which are
resonant we extend to kγr2 clusters, and so on until we reach the size kγrn−2 . On each
step we construct a colored structure (simple, black, grey, white). If kγrj -cluster happens
to intersect kγrj+1-cluster, we consider it to be a part of kγrj+1-cluster. Thus, kδ-clusters
are built around M(rn, ϕ0)\
(
M(rn−1, ϕ0) ∪M(2)(rn, ϕ0) ∪ Ω(2)s (rn) ∪M2,tw(rn, ϕ0)
)
. The
union of this neighborhoods we denote Πnr,δ. Next, k
γrj -clusters (j ≥ 1) are built around
the points ofM(j+1)(rn, ϕ0)∪Ω(j+1)s (rn)\
(
M(j+1)(rn−1, ϕ0) ∪M(j+2)(rn, ϕ0) ∪ Ω(j+2)s (rn)
)
.
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The set of all non-resonant kγrj -clusters we denote by Π
(n)
nr,rj . It is convenient to identify
Π
(n)
nr,r0 := Π
(n)
nr,δ. Then
Π(n)nr := ∪n−2j=0Π(n)nr,rj ,
Those Π
(n)
nr,rj , which intersect with Π
(n)
r we attach to Π
(n)
r just slightly abusing the notation
(cf. Section 5.3). The part of Π
(n)
nr,rj which does not intersect with Π
(n)
r we denote by
Π
(n)′
nr,rj . Correspondingly, the part of Π
(n)
nr which does not intersect Π
(n)
r is denoted by
Π
(n)′
nr . Further,
P (n) := P (n)r + P
(n)′
nr + P (rn−1). (397)
We continue construction from Section 4.4. Repeating the arguments from the proofs of
Lemmas 4.19, 4.20, 4.21 with obvious changes (in particular, using Lemma 7.6 instead of
Lemmas 4.18, 5.15) we obtain the following results. (Here and in what follows we will
omit superscript (n) when it does not lead to a confusion.)
Lemma 7.7. 1. Each Πjb contains no more than k
γrn−1/2−δ0rn−1+150γrn−2 black boxes.
2. The size of Πjb in ‖| · ‖| norm is less than k3γrn−1/2+150γrn−2 .
3. Each Πjb contains no more than k
γrn−1+150γrn−2 elements of M(n). Moreover, any
box of ‖| · ‖|-size k3γrn−1/2+150γrn−2 containing Πjb has no more than kγrn−1+150γrn−2
elements of M(n) inside.
Lemma 7.8. 1. Each Πjg contains no more than k
γrn−1/3+2δ0rn−1 grey boxes.
2. The size of Πjg in ‖| · ‖| norm is less than k5γrn−1/6+4δ0rn−1.
3. Each Πjg contains no more than k
γrn−1/2+δ0rn−1 elements of M(n).
Lemma 7.9. 1. The size of Πjw in ‖| · ‖| norm is less than kγrn−1/3−δ0rn−1.
2. Each Πjw contains no more than k
γrn−1/6−δ0rn−1 points of M(n).
The construction of the rest of Section 4.4.1 stays unchanged. Let us introduce corre-
sponding notation, formulate the results and provide some comments.
Next lemmas are the analogues of Lemmas 4.24, 4.25, 4.26.
Lemma 7.10. Let ϕ0 ∈ ω(n)(k, δ, τ), |ϕ− ϕ0| < k−krn−2 . Then,∥∥∥∥(Pnr(H(~κ(n)(ϕ))− k2I)Pnr)−1∥∥∥∥ < kr′n−1k2γrn−2kr′n−1 ≤ kk3γrn−2 . (398)
Lemma 7.11. Let ϕ0 ∈ ω(n)(k, δ, τ), and |ϕ− ϕ0| < k−krn−2 , i = 1, 2, 3. Then,
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1. The number of poles of the resolvent
(
Pi
(
H(~κ(n)(ϕ))− k2I)Pi)−1 in the disc |ϕ−
ϕ0| < k−krn−2 is no greater than N (n−1)i , where N (n−1)1 = kγrn−1+150γrn−2 , N (n−1)2 =
kγrn−1/2+δ0rn−1, N
(n−1)
3 = k
γrn−1/6−δ0rn−1.
2. Let ε be the distance to the nearest pole of the resolvent in W(n) and let ε0 =
min{ε, k−r′n−1}. Then the following estimates hold:∥∥∥∥(Pi(H(~κ(n)(ϕ))− k2I)Pi)−1∥∥∥∥ < k2r′n−1k2γrn−2kr′n−1 (k−r′n−1ε0
)N(n−1)i
≤
kk
3γrn−2
(
k−r
′
n−1
ε0
)N(n−1)i
,
(399)
∥∥∥∥(Pi(H(~κ(n)(ϕ))− k2I)Pi)−1∥∥∥∥
1
< k2r
′
n−1k
2γrn−2
kr
′
n−1+8γrn−1
(
k−r
′
n−1
ε0
)N(n−1)i
≤
kk
3γrn−2
(
k−r
′
n−1
ε0
)N(n−1)i
.
(400)
Proof. The proof of this lemma is analogous to that of Lemma 4.25 up to the replace-
ment of M(2) by M(n), O
(2)
m by O
(n)
m , and the shift of indices: δ to rn−2, r1 to rn−1, etc. We
apply Lemmas 7.7–7.9 instead of 4.19–4.21. We apply Lemmas 5.20, 5.21 with ε0 = k
−r′3
and pm > k
−r′3k
2γr2 instead of Lemma 4.25, 4.26 for n = 4 and Lemmas 7.11, 7.12 with
inductively (with n−1 instead of n and ε0 = k−r′n−1 , pm > k−r′n−1k
2γr′n−2
) for further steps.
Let Πjs be a particular k
rn−1/2-box aroundm ∈ Ω(n)s (rn) and let P js be the corresponding
projection.
Lemma 7.12. Let ϕ0 ∈ ω(n)(k, δ, τ). Then, the operator
(
P js
(
H(~κ(n)(ϕ)) − k2I)P js)−1
has no more than one pole in the disk |ϕ− ϕ0| < k−krn−2 . Moreover,∥∥∥∥(P js (H(~κ(n)(ϕ))− k2I)P js)−1∥∥∥∥ < 8k−1pmε0 , (401)∥∥∥∥(P js (H(~κ(n)(ϕ))− k2I)P js)−1∥∥∥∥
1
<
8k−1+4rn−1
pmε0
, (402)
ε0 = min{ε, k−r′n−1}, where ε is the distance to the pole of the operator.
Note that pm > k
−2µrn when m ∈ Ω(rn). The analogues of Lemma 4.22 and Corol-
lary 4.23 also hold.
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7.2.3 Resonant and Nonresonant Sets for Step n+ 1
We divide [0, 2π) into [2πkk
rn−2
]+1 intervals ∆
(n)
l with the length not bigger than k
−krn−2 .
If a particular interval belongs to O(n) we ignore it; otherwise, let ϕ
(l)
0 6∈ O(n) be a point
inside the ∆
(n)
l . Let
W
(n)
l = {ϕ ∈W(n) : |ϕ− ϕ(l)0 | < 4k−k
rn−2}. (403)
Clearly, neighboring sets W
(n)
l overlap (because of the multiplier 4 in the inequality), they
cover Wˆ(n) , which is the restriction of W(n) to the 2k−k
rn−2
-neighborhood of [0, 2π). For
each ϕ ∈ Wˆ(n) there is an l such that |ϕ− ϕ(l)0 | < 4k−k
rn−2
. We consider the poles of the
resolvent
(
P (n)(H(~κ(n)(ϕ))− k2)P (n))−1 in Wˆ(n)l and denote them by ϕ(n)lm , l = 1, ...,Mm.
As before, the resolvent has a block structure. The number of blocks clearly cannot exceed
the number of elements in Ω(rn), i.e. k
4rn . Using the estimates for the number of poles for
each block, the estimate being provided by Lemma 7.11 Part 1, we can roughly estimate
the number of poles of the resolvent by k4rn+rn−1 . Next, let O
(n+1)
lm be the disc of the
radius k−r
′
n around ϕ
(n)
lm .
Definition 7.13. The set
O(n+1) = ∪lmO(n+1)lm (404)
we call the n + 1-th resonant set. The set
W(n+1) = W(n) \ O(n+1) (405)
is called the n+ 1-th non-resonant set. The set
ω(n+1) = W(n+1) ∩ [0, 2π) (406)
is called the n+ 1-th real non-resonant set.
The following statements can be proven in the same way as Lemmas 4.28, 4.29 and
4.30.
Lemma 7.14. Let r′n > µrn > k
rn−2, ϕ ∈ W(n+1), ϕ0(m) corresponds to an interval ∆(n)l
containing ℜϕ. Let Π be one of the components Πjs(ϕ(l)0 ), Πjb(ϕ(l)0 ), Πjg(ϕ(l)0 ), Πjw(ϕ(l)0 ) and
P (Π) be the projection corresponding to Π. Let also κ ∈ C : |κ − κ(n)(ϕ)| < k−r′nk2γrn−1 .
Then, ∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥ < k2µrn+r′nN(n−1) , (407)∥∥∥(P (Π) (H(~κ(ϕ))− k2I)P (Π))−1∥∥∥
1
< k(2µ+1)rn+r
′
nN
(n−1)
, (408)
N (n−1) corresponding to the color of Π (N (n−1) = 1, kγrn−1+150γrn−2 , kγrn−1/2+δ0rn−1,
kγrn−1/6−δ0rn−1 for simple, black, grey and white clusters, correspondingly).
111
Proof. The lemma follows from Lemmas 7.11, 7.12 and the definition of W(n+1).
We also notice that inequalities r′n > µrn > k
rn−2 follow from (384). By total size of
the set O(n+1) we mean the sum of the sizes of its connected components.
Lemma 7.15. Let r′n ≥ (µ+ 10)rn, rn > krn−2. Then, the size of each connected compo-
nent of O(n+1) is less than 32k4rn−r
′
n. The total size of O(n+1) is less than k−r
′
n/2.
Lemma 7.16. Let ϕ ∈ W(n) and Cn+1 be the circle |z − k2| = k−2r′nk2γrn−1 . Then∥∥∥(P (rn−1)(H(~κ(n)(ϕ))− z)P (rn−1))−1∥∥∥ ≤ 4nk2r′nk2γrn−1 .
7.3 Operator H(n+1). Perturbation Formulas
Let P (rn) be an orthogonal projector onto Ω(rn) := {m : |‖~pm‖| ≤ krn} and H(n+1) =
P (rn)HP (rn). We consider H
(n+1)(~κ(n)(ϕ)) as a perturbation of
H˜(n) = P˜
(n)
l HP˜
(n)
l +
(
P (rn)− P˜ (n)l
)
H0, (409)
where H = H(~κ(n)(ϕ)), H0 = H0(~κ
(n)(ϕ)), and P˜
(n)
l is the projection P
(n), see (397),
corresponding to ϕ
(l)
0 in the interval ∆
(n)
l containing ϕ. Let
W (n) = H(n+1) − H˜(n) = P (rn)V P (rn)− P˜ (n)l V P˜ (n)l , (410)
g(n+1)r (~κ) :=
(−1)r
2πir
Tr
∮
Cn+1
(
W (n)(H˜(n)(~κ)− zI)−1
)r
dz, (411)
G(n)r (~κ) :=
(−1)r+1
2πi
∮
Cn+1
(H˜(n)(~κ)− zI)−1
(
W (n)(H˜(n)(~κ)− zI)−1
)r
dz, (412)
where Cn+1 is the circle |z − k2| = ε(n+1)0 , ε(n+1)0 = k−2r′nk
2γrn−1
.
Recall that β := δ∗/100. The proof of the following statements is analogous to the
one in Step III (see Theorem 5.1, Corollary 5.2, Lemma 5.3 and Lemma 5.5).
Theorem 7.17. Suppose k > k∗, ϕ is in the real k
−r′n−δ-neighborhood of ω(n+1)(k, δ, τ)
and κ ∈ R, |κ − κ(n)(ϕ)| ≤ ε(n+1)0 k−1−δ, ~κ = κ(cosϕ, sinϕ). Then, there exists a single
eigenvalue of H(n+1)(~κ) in the interval εn+1(k, δ, τ) =
(
k2 − ε(n+1)0 , k2 + ε(n+1)0
)
. It is
given by the absolutely converging series series:
λ(n+1)(~κ) = λ(n)(~κ) +
∞∑
r=2
g(n+1)r (~κ). (413)
For coefficients g
(n+1)
r (~κ) the following estimates hold:
|g(n+1)r (~κ)| < k−
β
5
krn−1−rn−2−β(r−1). (414)
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The corresponding spectral projection is given by the series:
E(n+1)(~κ) = E(n)(~κ) +
∞∑
r=1
G(n+1)r (~κ), (415)
E(n)(~κ) being the spectral projection of H(n). The operators G
(n+1)
r (~κ) satisfy the esti-
mates: ∥∥G(n+1)r (~κ)∥∥1 < k− β10krn−1−rn−2−βr, (416)
G(n+1)r (~κ)ss′ = 0, when 2rk
γrn−1+150γrn−2 + 3krn−1 < ‖|~ps‖|+ ‖|~ps′‖|. (417)
Corollary 7.18. For the perturbed eigenvalue and its spectral projection the following
estimates hold:
λ(n+1)(~κ) = λ(n)(~κ) +O2
(
k−
1
5
βkrn−1−rn−2
)
, (418)∥∥E(n+1)(~κ)− E(n)(~κ)∥∥
1
< k−
β
10
krn−1−rn−2 , (419)∣∣E(n+1)(~κ)ss′∣∣ < k−d(n+1)(s,s′), when ‖|~ps‖| > 4krn−1 or ‖|~ps′‖| > 4krn−1 , (420)
d(n+1)(s, s′) =
1
16
(‖|~ps‖|+ ‖|~ps′‖|)k−γrn−1−150γrn−2β + 1
10
βkrn−1−rn−2 .
Lemma 7.19. Under conditions of Theorem 7.17 the following estimates hold when ϕ ∈
ω(n+1)(k, δ) or its complex k−r
′
n−δ neighborhood and κ ∈ C, |κ − κ(n)(ϕ)| < ε(n+1)0 k−1−δ.
λ(n+1)(~κ) = λ(n)(~κ) +O2
(
k−
1
5
βkrn−1−rn−2
)
, (421)
∂λ(n+1)
∂κ
=
∂λ(n)
∂κ
+O2
(
k−
1
5
βkrn−1−rn−2Mn−1
)
, Mn−1 :=
k1+δ
ε
(n+1)
0
, (422)
∂λ(n+1)
∂ϕ
=
∂λ(n)
∂ϕ
+O2
(
k−
1
5
βkrn−1−rn−2+r′n+δ
)
, (423)
∂2λ(n+1)
∂κ2
=
∂2λ(n)
∂κ2
+O2
(
k−
1
5
βkrn−1−rn−2M2n−1
)
, (424)
∂2λ(n+1)
∂κ∂ϕ
=
∂2λ(n)
∂κ∂ϕ
+O2
(
k−
1
5
βkrn−1−rn−2+r′n+δMn−1
)
, (425)
∂2λ(n+1)
∂ϕ2
=
∂2λ(n)
∂ϕ2
+O2
(
k−
1
5
βkrn−1−rn−2+2r′n+2δ
)
. (426)
Corollary 7.20. All “O2”-s on the right hand sides of (421)-(426) can be written as
O1
(
k−
1
10
βkrn−1−rn−2
)
.
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7.4 Isoenergetic Surface for Operator H(n+1)
The following statement is an analogue of Lemma 5.5.
Lemma 7.21. 1. For every λ := k2, k > k∗, and ϕ in the real
1
2
k−r
′
n−δ-neighborhood
of ω(n+1)(k, δ, τ) , there is a unique κ(n+1)(λ, ϕ) in the interval In := [κ
(n)(λ, ϕ) −
ε
(n+1)
0 k
−1−δ,κ(n)(λ, ϕ) + ε
(n+1)
0 k
−1−δ], such that
λ(n+1)
(
~κ(n+1)(λ, ϕ)
)
= λ, ~κ(n+1)(λ, ϕ) := κ(n+1)(λ, ϕ)~ν(ϕ). (427)
2. Furthermore, there exists an analytic in ϕ continuation of κ(n+1)(λ, ϕ) to the com-
plex 1
2
k−r
′
n−δ-neighborhood of ω(n+1)(k, δ, τ) such that λ(n+1)(~κ(n+1)(λ, ϕ)) = λ. Func-
tion κ(n+1)(λ, ϕ) can be represented as κ(n+1)(λ, ϕ) = κ(n)(λ, ϕ)+h(n+1)(λ, ϕ), where
|h(n+1)(ϕ)| = O1
(
k−
1
5
βkrn−1−rn−2−1
)
, (428)
∂h(n+1)
∂ϕ
= O2
(
k−
1
5
βkrn−1−rn−2−1+r′n+δ
)
, (429)
∂2h(n+1)
∂ϕ2
= O4
(
k−
1
5
βkrn−1−rn−2−1+2r′n+2δ
)
. (430)
Let us consider the set of points in R2 given by the formula: ~κ = ~κ(n+1)(ϕ), ϕ ∈
ω(n+1)(k, δ, τ). By Lemma 7.21 this set of points is a slight distortion of Dn. All the points
of this curve satisfy the equation λ(n+1)(~κ(n+1)(ϕ)) = k2. We call it isoenergetic surface
of the operator H(n+1) and denote by Dn+1.
8 Isoenergetic Sets. Generalized Eigenfunctions of H
8.1 Construction of Limit-Isoenergetic Set
At every step n we constructed a set Bn(λ), Bn(λ) ⊂ Bn−1(λ) ⊂ S1, and a function
κ(n)(λ, ~ν), ~ν ∈ Bn(λ), with the following properties. The set Dn(λ) of vectors ~κ =
κ(n)(λ, ~ν)~ν, ~ν ∈ Bn(λ), is a slightly distorted circle with holes, see formula (19) and
Lemmas 3.11, 4.4, 5.5, 6.6, 7.21. For any ~κ(n)(λ, ~ν) ∈ Dn(λ) there is a single eigenvalue
of H(n)(~κ(n)) equal to λ and given by the perturbation series. Let B∞(λ) =
⋂∞
n=1Bn(λ).
Since Bn+1 ⊂ Bn for every n, B∞(λ) is a unit circle with infinite number of holes, more
and more holes of smaller and smaller size appearing at each step.
Lemma 8.1. The length of B∞(λ) satisfies estimate (8) with γ4 = 37µδ.
Proof. Using Lemmas 3.1 (part 3), 3.32, 4.29, 5.24 and 7.15 and considering that
rn >> 37δµ, we easily conclude that L (Bn) =
(
2π +O(k−37µδ)
)
, k = λ1/2 uniformly in
n. Since Bn is a decreasing sequence of sets, (8) holds.
Let us consider κ∞(λ, ~ν) = limn→∞κ
(n)(λ, ~ν), ~ν ∈ B∞(λ).
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Lemma 8.2. The limit κ∞(λ, ~ν) exists for any ~ν ∈ B∞(λ) and the following estimates
hold10: ∣∣κ∞(λ, ~ν)− λ1/2∣∣ < ck−3+(80µ+6)δ ,∣∣κ∞(λ, ~ν)− κ(1)(λ, ~ν)∣∣ < ck−kδ(2Q)−1k−1,∣∣κ∞(λ, ~ν)− κ(n)(λ, ~ν)∣∣ < k− 15βkrn−1−rn−2 , n ≥ 2, r0 := δ∗. (431)
Corollary 8.3. For every ~ν ∈ B∞(λ) estimate (9) holds, where
γ5 = (3− (80µ+ 6)δ)/2 > 0.
The lemma easily follows from the estimates (68), (203), (325), (382) and (428).
Estimates (69), (204) (326), (383) and (429) justify convergence of the series
∑∞
n=1
∂hn
∂ϕ
,
and hence, of the sequence ∂κ
(n)
∂ϕ
. We denote the limit of this sequence by ∂κ∞
∂ϕ
.
Lemma 8.4. The estimate (23) with γ11 = (3 − (120µ + 7)δ)/2 > 0, holds for any
~ν ∈ B∞(λ).
We define D∞(λ) by (7). Clearly, D∞(λ) is a slightly distorted circle of radius k with
infinite number of holes. We can assign a tangent vector ∂κ∞
∂ϕ
~ν+κ∞~µ, ~µ = (− sinϕ, cosϕ)
to the curve D∞(λ), this tangent vector being the limit of corresponding tangent vectors
for curves Dn(λ) at points ~κ
(n)(λ, ~ν) as n→∞.
Next we show thatD∞(λ) is an isoenergetic curve forH . Namely for every ~κ ∈ D∞(λ)
there is a generalized eigenfunction Ψ∞(~κ, ~x) such that HΨ∞ = λΨ∞.
8.2 Generalized Eigenfunctions of H
We show that for every ~κ in a set
G∞ = ∪λ>λ∗D∞(λ), λ∗ = k2∗,
there is a solution Ψ∞(~κ, ~x) of the equation for eigenfunctions:
−∆Ψ∞(~κ, ~x) + V (~x)Ψ∞(~κ, ~x) = λ∞(~κ)Ψ∞(~κ, ~x), (432)
which can be represented in the form
Ψ∞(~κ, ~x) = e
i〈~κ,~x〉
(
1 + u∞(~κ, ~x)
)
,
∥∥u∞(~κ, ~x))∥∥L∞(R2) = O(|~κ|−γ1), (433)
10Here and below to make the formulations shorter we will use the notation r0 which may be equal
either δ or δ∗. In any case Ω(r0) := Ω(δ). In all other situations where r0 appears we will specify what
it is equal to.
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where u∞(~κ, ~x) is a quasi-periodic function, γ1 = 1 − 45µδ > 0; the eigenvalue λ∞(~κ)
satisfies the asymptotic formula:
λ∞(~κ) = |~κ|2 +O(|~κ|−γ2), γ2 = 2− (80µ+ 6)δ > 0. (434)
We also show that the set G∞ satisfies (6).
In fact, by (431), any ~κ ∈ D∞(λ) belongs to the k− 15βkrn−1−rn−2 -neighborhood of
Dn(λ), n ≥ 3. Let us consider spectral projectors E(n), each of them being defined in
a finite dimensional space of sequences with indices in Ω(rn−1). We extend each of them
to the whole space ℓ2(Z4) by putting it to be zero into the orthogonal complement of
ℓ2 (Ω(rn−1)). This way they all act in space ℓ
2(Z4). Applying the perturbation formulae
proved in the previous sections (see Corollaries 3.4, 4.2, 5.2, 6.2, 7.18), we obtain the
following inequalities:∥∥E(1)(~κ)− E0(~κ)∥∥1 < ck−γ0 , γ0 := 1− 44µδ,∥∥E(2)(~κ)− E(1)(~κ)∥∥
1
< k−k
δ(4Q)−1 ,∥∥E(n)(~κ)− E(n−1)(~κ)∥∥
1
< 2k−
1
10
βkrn−2−rn−3 , n ≥ 3, r0 := δ∗,
(435)
∣∣λ(1)(~κ)− |~κ|2∣∣ < ck−γ2 , ∣∣λ(2)(~κ)− λ(1)(~κ)∣∣ < ck−kδ(2Q)−1 ,∣∣λ(n)(~κ)− λ(n−1)(~κ)∣∣ < 2k− 15βkrn−2−rn−3 , n ≥ 3, r0 := δ∗, (436)
where λ(n+1)(~κ) is the eigenvalue corresponding to E(n+1)(~κ), E0(~κ) corresponds to V = 0.
Remark 8.5. We see from (431), that any ~κ ∈ D∞(λ) belongs to the k− 15βkrn−1−rn−2 -
neighborhood of Dn(λ), n ≥ 3. Applying perturbation formulae for n-th step, we easily
obtain that there is an eigenvalue λ(n)(~κ) of H(n)(~κ) satisfying the estimate λ(n)(~κ) =
λ + δn, δn = o(1) as n → ∞, the eigenvalue λ(n)(~κ) being given by a perturbation series
of the type (413). Hence, for every ~κ ∈ D∞(λ) there is a limit:
lim
n→∞
λ(n)(~κ) = λ. (437)
Let v(n) be a unit vector corresponding to the projection E(n)(~κ), E(n)(~κ) = (·,v(n))v(n),
v(n) = {v(n)s }s∈Z4 ∈ ℓ2(Z4). By construction, v(n)s = 0 when s 6∈ Ω(rn−1). Let us consider
the linear combination of exponents corresponding to this vector:
Ψn(~κ, ~x) =
∑
s∈Ω(rn−1)
v(n)s e
i〈~κ+~ps,~x〉.
Lemma 8.6. Function Ψn(~κ, ~x), n ≥ 4, satisfies the equation:
−∆Ψn(~κ, ~x) + V (~x)Ψn(~κ, ~x) = λn(~κ)Ψn(~κ, ~x) + gn(~κ, ~x),
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the vector gn of the Fourier coefficients of gn(~κ, ~x) satisfying the estimate:
‖gn‖ℓ1(Z4) < k−k
1
2 rn−1 . (438)
Coefficients (gn)s can differ from zero only when k
rn−1 < ‖|~ps‖| ≤ krn−1 + Q. Function
gn(~κ, ~x) obeys the estimate:
‖gn‖L∞(R2) < k−k
1
2 rn−1 . (439)
Proof. Let P (rn−1) be the projection in ℓ
2(Z4) on the subspace corresponding to
Ω(rn−1). By construction, P (rn−1)v
(n) = v(n) and
H0v
(n) + P (rn−1)V P (rn−1)v
(n) = λn(~κ)v
(n).
Since V is a trigonometric polynomial,
(I − P (rn−1))V P (rn−1) = (I − P (rn−1))V P∂(rn−1),
where P∂(rn−1)mm = 1 only if m is in the Q-vicinity of the boundary. Using (420) with
n instead of n+1, we obtain: ‖P∂(rn−1)E(n)‖ < k−krn−1(1−γ) and, hence, ‖P∂(rn−1)v(n)‖ <
k−k
rn−1(1−γ)
. Therefore, ‖(I − P (rn−1))V P (rn−1)v(n)‖ < ‖V ‖k−krn−1(1−γ) . It follows that
H(~κ)v(n) = λn(~κ)v
(n)+gn, where ‖gn‖ℓ2(Z4) < ‖V ‖k−krn−1(1−γ) . Note that elements (gn)s
are equal to zero when ‖|~ps‖| ≤ krn−1 or ‖|~ps‖| > krn−1 + Q. Therefore, (438) holds.
Estimate (439) follows.
Lemma 8.7. Functions Ψn(~κ, ~x) satisfy the inequalities:
‖Ψ1−Ψ0‖L∞(R2) < ck−γ0+2δ, ‖∆(Ψ1−Ψ0)‖L∞(R2) < ck−γ0+2δ+2, Ψ0(~x) = ei〈~κ,~x〉, (440)
‖Ψ2 −Ψ1‖L∞(R2) < ck−k
δ(4Q)−1+2r1,
‖∆(Ψ2 −Ψ1)‖L∞(R2) < ck−k
δ(4Q)−1+4r1 ,
(441)
‖Ψn −Ψn−1‖L∞(R2) < ck−
1
10
βkrn−2−rn−3+2rn−1 ,
‖∆(Ψn −Ψn−1)‖L∞(R2) < ck−
1
10
βkrn−2−rn−3+4rn−1 , n ≥ 3, r0 := δ∗.
(442)
Corollary 8.8. All functions Ψn, n = 0, 1, ..., obey the estimate ‖Ψn‖L∞(R2) < 1 +
Ck−γ0+2δ uniformly in n.
Proof. Using (435) and considering that v
(n)
s are equal to zero when ‖|~ps‖| > krn−1 , we
obtain
‖v(1) − v(0)‖ℓ1(Z4) < ck−γ0+2δ, ‖v(2) − v(1)‖ℓ1(Z4) < ck−kδ(4Q)−1+2r1,
‖v(n) − v(n−1)‖ℓ1(Z4) < ck− 110βk
rn−2−rn−3+2rn−1 , n ≥ 3.
(443)
‖H0(v(1) − v(0))‖ℓ1(Z4) < ck−γ0+2δ+2, ‖H0(v(2) − v(1))‖ℓ1(Z4) < ck−kδ(4Q)−1+4r1 ,
‖H0(v(n) − v(n−1))‖ℓ1(Z4) < ck− 110βk
rn−2−rn−3+4rn−1 , n ≥ 3, r0 := δ∗.
(444)
Now (440) – (442) easily follow.
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Theorem 8.9. For every λ > k2∗ and ~κ ∈ D∞(λ) the sequence of functions Ψn(~κ, ~x)
converges in L∞(R
2) and W 22,loc(R
2). The limit function Ψ∞(~κ, ~x) := limn→∞Ψn(~κ, ~x),
is a quasi-periodic function:
Ψ∞(~κ, ~x) =
∑
s∈Z4
(v∞)se
i〈~κ+~ps,~x〉, (445)
where v∞ = {(v∞)s}s∈Z4 ∈ ℓ1(Z4) and ‖v∞‖ℓ2(Z4) = 1. The function Ψ∞(~κ, ~x) satisfies
the equation
−∆Ψ∞(~κ, ~x) + V (~x)Ψ∞(~κ, ~x) = λΨ∞(~κ, ~x). (446)
It can be represented in the form
Ψ∞(~κ, ~x) = e
i〈~κ,~x〉
(
1 + u∞(~κ, ~x)
)
, (447)
where u∞(~κ, ~x) is a quasi-periodic function:
u∞(~κ, ~x) =
∞∑
n=1
un(~κ, ~x), (448)
un(~κ, ~x) =
∑
s∈Ω(rn−1)
(v(n)s − v(n−1)s )ei〈~ps,~x〉, (449)
functions un satisfying the estimates:
‖u1‖L∞(R2) < ck−γ0+2δ, ‖u2‖L∞(R2) < ck−k
δ(4Q)−1+2r1 , (450)
‖un‖L∞(R2) < ck−
1
10
βkrn−2−rn−3+2rn−1 , n ≥ 3, r0 := δ∗. (451)
Corollary 8.10. Function u∞(~κ, ~x) obeys the estimate (433).
Proof. Using (443),(444), we obtain that the sequence v(n) has the limit in ℓ1(Z4). We
denote this limit by v∞. Since, vectors v
(n) are normalized in ℓ2(Z4),
‖v∞‖ℓ2(Z4) = 1. (452)
By (442), we obtain that Ψn(~κ, ~x) is a Cauchy sequence in L∞(R
2) and W 22,loc(R
2).
Let Ψ∞(~κ, ~x) = limn→∞Ψn(~κ, ~x). This limit is defined pointwise uniformly in ~x and
in W 22,loc(R
2). Noting also that limλn(~κ) = λ, and taking into account Lemma 8.6 we
obtain that (446) holds.
Let us show that Ψ∞ is a quasi-periodic function. Obviously,
Ψ∞ = Ψ0 +
∞∑
n=1
(Ψn −Ψn−1),
the series converging in L∞(R
2) by (442). Introducing un := e
−i〈~κ,~x〉(Ψn−Ψn−1), we arrive
at (447), (448). Note that un has a form (449) Estimates (450), (451) follow from (440),
(442).
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Theorem 8.11. Formulae (432), (433) and (434) hold for every ~κ ∈ G∞. The set G∞ is
Lebesgue measurable and satisfies (6) with γ3 = 37µδ.
Proof. By Theorem 8.9, (432), (433) hold, where λ∞(~κ) = λ for ~κ ∈ D∞(λ). Using (9),
which is proven in Corollary 8.3, with κ∞ = |~κ|, we easily obtain (434). It remains to prove
(6). Let us consider a small region Un(λ0) around an isoenergetic surface Dn(λ0), λ0 > k
2
∗.
Namely, Un(λ0) = ∪|λ−λ0|<ε(n+1)0 Dn(λ), k = λ
1/2
0 . By Theorem 7.17 the construction of
the n-th non-resonant set is stable in ε
(n)
0 -neighborhood of λ0. Therefore, in fact, we
can (and for the sake of convenience will) assume that the sets ω(n)(λ) are chosen to be
equal to ω(n)(λ0) for |λ− λ0| < ε(n)0 . Thus, Un(λ0) is an open set (a distorted ring with
holes) and |Un(λ0)| = ε(n)0 2π
(
1 +O(k−37µδ)
)
. It easily follows from (70) and (428) that
Un+1 ⊂ Un. Definition of D∞(λ0) yield: D∞(λ0) = ∩∞n=1Un(λ0). Hence, G∞ = ∩∞n=1Gn,
where
Gn = ∪λ>λ∗Dn(λ), λ∗ = k2∗. (453)
Considering that Un+1 ⊂ Un for every λ0 > λ∗, we obtain Gn+1 ⊂ Gn. Hence, |G∞ ∩BR| =
limn→∞ |Gn ∩BR|. Calculating the volume of the region ∪λ∗<λ<R2Un(λ), we easily con-
clude |Gn ∩BR| = |BR|
(
1 +O(R−37µδ)
)
uniformly in n. Thus, we have obtained (6) with
γ3 = 37µδ.
Theorem 8.12 (Bethe-Sommerfeld Conjecture). The spectrum of operator H contains a
semi-axis.
Proof. The theorem immediately follows from the fact that the equation (446) has a
bounded solution Ψ∞(~κ, ~x) for every sufficiently large λ.
9 Proof of Absolute Continuity of the Spectrum
The proof is somewhat analogous to that for the case of limit-periodic potentials [31]. We
will just refer to [31] in some places. We also note that proofs of absolutely continuous
spectrum through establishing localization in the momentum space have been done for
1D operators in the past (see [41], [42]).
9.1 Operators En(G
′
n), G
′
n ⊂ Gn
Let us consider the open sets Gn given by (453). There is a family of eigenfunctions
Ψn(~κ, ~x), ~κ ∈ Gn, of the operator H(n), which are described by the perturbation formulas
(11), (15). Let, G′n ⊂ Gn, where G′n is Lebesgue measurable and bounded. Let
En (G
′
n)F =
1
4π2
∫
G′n
(
F,Ψn(~κ)
)
Ψn(~κ)d~κ (454)
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for any F ∈ C∞0 (R2), here and below
(·, ·) is the canonical scalar product in L2(R2), i.e.,(
F,Ψn(~κ)
)
=
∫
R2
F (~x)Ψn(~κ, ~x)d~x.
We will show that En (G
′
n) is almost a projector in L2(R
2) in the sense: En (G
′
n) = E
∗
n (G
′
n),
E2n (G
′
n) = En (G
′
n)+o(1), where o(1) is in the class of bounded operators as n→∞. First,
we note that (454) can be rewritten in the form:
En (G
′
n) = Sn (G
′
n)Tn (G
′
n) , (455)
Tn : L2(R
2)→ L2 (G′n) , Sn : L2 (G′n)→ L2(R2),
TnF =
1
2π
(
F,Ψn(~κ)
)
for any F ∈ C∞0 (R2), (456)
TnF being in L∞ (G
′
n), and,
Snf =
1
2π
∫
G′n
f(~κ)Ψn(~κ, ~x)d~κ for any f ∈ L∞ (G′n). (457)
Note that Snf ∈ L2(R2), since Ψn is a finite combination of exponentials ei〈~κ+~pq,~x〉.
Lemma 9.1. Let G′n be bounded and f(~κ), g(~κ) ∈ L∞ (G′n). Then,
(Snf, Sng)L2(R2) =n→∞ (f, g)L2(G′n) + o(1)‖f‖L2(G′n)‖g‖L2(G′n). (458)
where o(1) goes to zero uniformly in f , g and G′n as n→∞; namely, |o(1)| < ξ−rn−3(ξ∗)∗ ,
where ξ∗ = inf~ξ∈G′n |~ξ|.
Corollary 9.2. The following relation holds:∣∣∣(Snf, Sng)L2(R2)∣∣∣ < (1 + o(1)) ‖f‖L∞(G′n) ‖g‖L∞(G′n) |G′n|, (459)
where |G′n| is the Lebesgue measure of G′n.
Corollary 9.3. The operator Sn is bounded and ‖Sn‖ =n→∞ 1 + o(1).
Proof. The function Ψn(~κ, ~x) can be represented as a combination of plane waves:
Ψn(~κ, ~x) =
∑
m∈Z4
v(n)m (~κ) exp{i〈~κ + ~pm, ~x〉}, (460)
where v
(n)
m (~κ) are Fourier coefficients. By construction, v
(n)
m (~κ) = 0, when m 6∈ Ω(rn−1).
Let v(n)(~κ) be the vector in ℓ2(Z2) with components equal to v
(n)
m (~κ). Note that the size
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of Ω(rn−1) depend on κ = |~κ|; to stress this fact we will use here the notations Ω(rn−1,κ)
and rn−1(κ). The Fourier transform Ψ̂n is a combination of δ-functions:
Ψ̂n(~κ, ~ξ) = 2π
∑
m∈Z4
v(n)m (~κ)δ
(
~ξ + ~κ + ~pm
)
From this, we easily compute the Fourier transform of (Snf)(~x):
(Ŝnf)(~ξ) =
∑
m∈Z4
v(n)m
(−~ξ − ~pm)f(−~ξ − ~pm)χ(G′n,−~ξ − ~pm),
where χ(G′n, ·) is the characteristic function of G′n. Note that v(n)m
(−~ξ−~pm)χ(G′n,−~ξ−~pm)
can differ from zero only when m ∈ Ω(rn−1, |~ξ+ ~pm|) ⊂ Ω(rn−1, ξ∗∗), ξ∗∗ = sup~ξ∈G′n |~ξ|. By
Parseval’s identity,
(Snf, Sng)L2(R2) =
(
Ŝnf, Ŝng
)
L2(R2)
=∫
R2
∑
m,m′∈Z4
Tm,m′(~ξ)f
(−~ξ − ~pm)g¯(−~ξ − ~pm′)χ(G′n,−~ξ − ~pm)χ(G′n,−~ξ − ~pm′)d~ξ,
Tm,m′(~ξ) := v
(n)
m
(−~ξ − ~pm)v(n)m′ (−~ξ − ~pm′).
Note that, in fact, the summation here is over the finite set m,m′ ∈ Ω(rn−1, ξ∗∗). Hence
we can exchange summation and integration in the above formula. Next, shifting the
variable ~ξ + ~pm → ~ξ, denoting m′ −m by m′′ and considering that 〈v(n),v(n)〉 = 1, we
obtain: (
Ŝnf, Ŝng
)
L2(R2)
= (f, g)L2(G′n)+∑
m′′∈Z4\{0}
∫
R2
Bm′′(~ξ)f
(−~ξ)g¯(−~ξ − ~pm′′)χ(G′n,−~ξ)χ(G′n,−~ξ − ~pm′′) d~ξ, (461)
Bm′′(~ξ) =
∑
m∈Z4
v(n)m
(−~ξ)v(n)m+m′′(−~ξ − ~pm′′).
Obviously,
Bm′′ = 〈v(n)(−~ξ),v(n)∗ (−~ξ − ~pm′′)〉, (462)
where v
(n)
∗
(−~ξ − ~pm′′) the “shifted” eigenvector: v(n)∗ (−~ξ − ~pm′′): (v(n)∗ (−~ξ − ~pm′′))
m
=
v
(n)
m+m′′
(−~ξ − ~pm′′). To obtain (458), it is enough to prove two estimates for n ≥ 4:∑
‖|~p
m′′‖|>ξ
rn−3(ξ∗)
∗
sup
~ξ∈G′n
∣∣∣Bm′′(~ξ)∣∣∣ < 1
2
ξ−rn−3(ξ∗)∗ , (463)
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∑
0<‖|~p
m′′‖|≤ξ
rn−3(ξ∗)
∗
sup
~ξ∈G′n
∣∣∣Bm′′(~ξ)∣∣∣ < 1
2
ξ−rn−3(ξ∗)∗ . (464)
To prove (463) we first check that
sup
~ξ∈G′n
∣∣∣Bm′′(~ξ)∣∣∣ < ‖|~pm′′‖|−8 when ‖|~pm′′‖| > ξrn−3(ξ∗)∗ . (465)
Indeed, for every m′′ we break G′n into several parts, partition being dependent on m
′′:
G′n = ∪ns,s′=0Gss′,
Gss′ ={
~ξ ∈ G′n : |~ξ|rs−1(|~ξ|) ≤
1
2
‖|~pm′′‖| < γs|~ξ|rs(|~ξ|)
}
∩{
~ξ ∈ G′n : |~ξ + ~pm′′ |rs′−1(|~ξ+~pm′′ |) ≤
1
2
‖|~pm′′‖| < γs′|~ξ + ~pm′′ |rs′(|~ξ+~pm′′ |)
}
,
(466)
where r−1 := 0, r0 := δ, γs = 1 when s < n, γn =∞. To prove (465), it is enough to show
sup
~ξ∈Gss′
∣∣∣Bm′′(~ξ)∣∣∣ < ‖|~pm′′‖|−8 (467)
for all s, s′. Assume s, s′ = n. It follows from (466) that for any m ∈ Z4 either v(n)m (~ξ) or
v
(n)
m+m′′(
~ξ + ~pm′′) is zero. Hence, 〈v(n)(−~ξ),v(n)∗ (−~ξ − ~pm′′)〉 = 0, i.e., Bm′′(~ξ) = 0. Next,
let 0 < s < n, s′ = n. By (419),
‖v(n)(~ξ)− v(s)(~ξ)‖ < |~ξ|−|~ξ|
1
2 rs−1(|
~ξ|)
. (468)
It follows from the definition of Gsn that 〈v(s)(~ξ),v(n)∗ (~ξ + ~pm′′)〉 = 0. Therefore,∣∣∣Bm′′(~ξ)∣∣∣ ≤ ‖v(n)(~ξ)− v(s)(~ξ)‖ < |~ξ|−|~ξ| 12 rs−1(|~ξ|) when ~ξ ∈ Gsn. (469)
Using (165), (277) and (384), we obtain
∣∣∣Bm′′(~ξ)∣∣∣ ≤ |~ξ|−10rs(|~ξ|). Considering again the
definition of Gsn , we get (467). Next, we consider G0n. By (49), v
(1) = v(0)+O(|~ξ|−1+44µδ),
where v
(0)
m = δm,0. By (466), 〈v(0)(~ξ),v(n)(~ξ + ~pm′′)〉 = 0. Hence,
∣∣∣Bm′′(~ξ)∣∣∣ ≤ C|~ξ|−1+44µδ.
Using again the definition of G0n and the inequality 1− 44µδ > 8δ, we obtain (467). The
case s′ < n is considered in the analogous way. Thus, (467) is proved. Summarizing (467)
over m′′, we obtain (463).
Suppose 0 < ‖|~pm′′‖| ≤ ξrn−3(ξ∗)∗ . Let us estimate Bm′′(~ξ). Assume for definiteness
that |~ξ + ~pm′′ | ≤ |~ξ|. The case of the opposite inequality is analogous up to the change of
the notation ~ξ → ~ξ + ~p−m′′, since Bm′′(~ξ) = B−m′′(~ξ + ~pm′′). By (460),
H(n)(−~ξ)v(n)(−~ξ) = λ(n)(−~ξ)v(n)(−~ξ). (470)
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The analogous relation holds for v(n)
(−~ξ − ~pm′′) up to the replacement of H(n)(−~ξ) by
H(n)
(
−~ξ − ~pm′′
)
and λ(n)
(−~ξ) by λ(n)(−~ξ − ~pm′′):
H(n)(−~ξ − ~pm′′)v(n)
(−~ξ − ~pm′′) = λ(n)(−~ξ − ~pm′′)v(n)(−~ξ − ~pm′′). (471)
Note that H(n)
(
−~ξ − ~pm′′
)
up to the shift of indices by −m′′ is equivalent to the operator
Pm′′H(−~ξ)Pm′′ , where Pm′′ is the projection onto the box of the size |~ξ+ ~pm′′ |rn−1(|~ξ+~pm′′ |)
around −m′′. Using the shifted eigenvector v(n)∗
(−~ξ − ~pm′′), we can rewrite (471) in the
form:
Pm′′H(−~ξ)Pm′′v(n)∗
(−~ξ − ~pm′′) = λ(n)(−~ξ − ~pm′′)v(n)∗ (−~ξ − ~pm′′), (472)
where Pm′′v
(n)
∗ = v
(n)
∗ . By (438),
H(−~ξ)v(n)(−~ξ) = λ(n)(−~ξ)v(n)(−~ξ) +O (|ξ|−|ξ| 12 rn−1(|~ξ|)) . (473)
Similarly,
H(−~ξ)v(n)∗
(−~ξ − ~pm′′) =
λ(n)
(−~ξ − ~pm′′)v(n)∗ (−~ξ − ~pm′′) +O(|ξ + ~pm′′|−|ξ+~pm′′ | 12 rn−1(|~ξ+~pm′′ |)) . (474)
Assume first |~ξ + ~pm′′| ≤ 12 |~ξ|. Then |λ(n)
(−~ξ) − λ(n)(−~ξ − ~pm′′)| > 12 |~ξ|2. Using (462),
(473) and (474), we obtain:
Bm′′ = O
(
ξ−ξ
1
2 rn−1(ξ∗)
∗
∗
)
when |~ξ + ~pm′′ | ≤ 1
2
|~ξ|. (475)
Similar, but somewhat more subtle considerations are required when |~ξ+~pm′′ | > 12 |~ξ|. We
start with introducing a parameter s. We will use it to cut Ω(rn−1, |~ξ|) to approximately
the same size as Ω(rn−1, |~ξ+ ~pm′′ |). If the boxes are of approximately the same size, then
s = n− 1. Indeed, for each ~ξ one of the following relations holds:
|~ξ|rs−1(|~ξ|) ≤ |~ξ + ~pm′′|rn−1(|~ξ+~pm′′ |) < |~ξ|rs(|~ξ|), (476)
where 1 ≤ s ≤ n− 1 and s is defined by m′′ and ~ξ. Note that s < n− 1 when Ω(rn−1, |~ξ|)
is essentially bigger than Ω(rn−1, |~ξ + ~pm′′ |). Using the second inequality in (476) and
(384), we get
|~ξ + ~pm′′ |rn−3(|~ξ+~pm′′ |) < 1
8
|~ξ|rs−1(|~ξ|). (477)
Let P0s be the projecting corresponding to Ω(rs, |~ξ|). By (419) with s instead of n,
(I − P0s)v(n)(−~ξ) = O
(
|~ξ|−|~ξ|
1
2 rs−1(|
~ξ|)
)
. (478)
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Let us prove the analogous estimate for v
(n)
∗ :
(I − P0s)v(n)∗ (−~ξ − ~pm′′) = O
(
|~ξ|−|~ξ|
1
2 rs−1(|
~ξ|)
)
. (479)
Indeed, if (P0s)mm = 0, then ‖|~pm‖| > |~ξ|rs−1(|~ξ|). Using (477) and the bound on ‖|~pm′′‖|,
we obtain ‖|~pm+m′′‖| > 12 |~ξ|rs−1(|
~ξ|). Using (419), (420), we obtain (479). From (473),(474),
considering that ‖P0sH‖ = O
(
|ξ|2rs−1(|~ξ|)
)
and using (478),(479), we get:
H(s)(−~ξ)P0sv(n)
(−~ξ) = λ(n)(−~ξ)P0sv(n)(−~ξ) +O (|ξ|−|ξ| 14 rs−1) , (480)
H(s)(−~ξ)P0sv(n)∗
(−~ξ−~pm′′) = λ(n)(−~ξ−~pm′′)P0sv(n)∗ (−~ξ−~pm′′)+O (|~ξ|−|~ξ| 14 rs−1) . (481)
Next, by Theorem 7.17 for step s,
∣∣∣λ(n)(−~ξ)− λ(n)(−~ξ − ~pm′′)∣∣∣ > ε(s)0 /2, where ε(s)0 =
|~ξ|−2r′s−1|~ξ|2γrs−2 . Indeed, v(n)(−~ξ) and v(n)∗
(−~ξ − ~pm′′) are almost orthogonal since they
are concentrated around m = 0 and m = m′′ 6= 0 respectively; thus λ(n)(−~ξ − ~pm′′)
must be outside of the interval described in Theorem 7.17, while λ(n)
(−~ξ) is inside twice
shorter interval. Now, using (480) and (481), we obtain:
〈P0sv(n)(−~ξ), P0sv(n)∗ (−~ξ − ~pm′′)〉 = O
(
|~ξ|−|~ξ|
1
4 rs−1
)
|~ξ|2r′s−1|~ξ|2γrs−2 = O
(
|~ξ|−|~ξ|
1
8 rs−1
)
,
see (384). Using one more time (478), (479), and considering (477), we obtain Bm′′ =
O
(
ξ−ξ
1
8 rn−3(ξ∗)
∗
∗
)
for the case |~ξ + ~pm′′ | > 12 |~ξ|. Using this estimate together with (475)
and considering that the number of m′′ satisfying 0 < ‖|~pm′′‖| ≤ ξrn−3(ξ∗)∗ does not exceed
16ξ
4rn−3(ξ∗)
∗ , we obtain (464). Substituting the estimates for Bm′′ into (461), we obtain
(458).
It is easy to see that Tn ⊂ S∗n. Therefore, ‖Tn‖ ≤ 1+ o(1) and can be extended to the
whole space L2(Gn). We still denote the extended operator by Tn, Tn = S
∗
n. Therefore,
En is a self-adjoint operator.
Lemma 9.4. Let G′n ⊂ G′′n ⊂ Gn. The following relation holds as n→∞:
En(G
′
n)En(G
′′
n) = En(G
′
n) + o(1), (482)
where o(1) is taken in the space of bounded operators and uniform in G′n, G
′′
n.
Corollary 9.5. En(G
′′
n)En(G
′
n) = En(G
′
n) + o(1).
This corollary is valid, since En is selfajoint.
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Corollary 9.6. E2n(G
′
n) = En(G
′
n) + o(1) for any G
′
n ⊂ Gn.
Proof. Let In(G
′
n) be the projection from L2(G
′′
n) to L2(G
′
n). It is easy to see that
Tn(G
′
n) = In(G
′
n)Tn(G
′′
n). Hence, Tn(G
′
n)Sn(G
′′
n) = In(G
′
n)Tn(G
′′
n)Sn(G
′′
n). By (458) for set
G′′n, Tn(G
′′
n)Sn(G
′′
n) = id(G
′′
n) + o(1), where id(G
′′
n) is the identity in L2(G
′′
n). It immediately
follows Tn(G
′
n)Sn(G
′′
n) = In(G
′
n) + o(1). Substituting the last relation into the formula
En(G
′
n)En(G
′′
n) = Sn(G
′
n)Tn(G
′
n)Sn(G
′′
n)Tn(G
′′
n), we obtain (482).
Let
Gn,λ = {~κ ∈ Gn : λ(n)(~κ) < λ}. (483)
This set is Lebesgue measurable, since Gn is open and λ
(n)(~κ) is continuous on Gn.
Lemma 9.7. |Gn,λ+ε \ Gn,λ| ≤ 2πε when 0 ≤ ε ≤ 1.
The proof is based on Lemma 7.21 and completely analogous to that of Lemma 2 in
[31].
By (454), En (Gn,λ+ε) − En (Gn,λ) = En (Gn,λ+ε \ Gn,λ). Let us obtain an estimate for
this projection.
Lemma 9.8. For any F ∈ C∞0 (R2) and 0 ≤ ε ≤ 1,∥∥(En(Gn,λ+ε)−En(Gn,λ))F∥∥2L2(R2) ≤ C(F )ǫ, (484)
where C(F ) is uniform with respect to n and λ.
Proof. Let G′n = Gn,λ+ε \Gn,λ. Using the definition (455) of En and formula (459) with
f = g = TnF , we obtain
‖En(G′n)F‖2L2(R2) < (1 + o(1))‖TnF‖2L∞(G′n)|G′n|. (485)
Using (456) and Corollary 8.8 we easily get ‖TnF‖L∞(G′n) < 2‖F‖L1(R2). Substituting this
estimate into (485) and using Lemma 9.7, we obtain (484).
9.2 Sets G∞ and G∞,λ
By construction, Gn+1 ⊂ Gn, G∞ =
⋂∞
n=1 Gn. Therefore, the perturbation formulas for
λ(n)(~κ) and Ψn(~κ) hold in G∞ for all n. Let
G∞,λ = {~κ ∈ G∞ : λ∞(~κ) < λ} . (486)
The function λ∞(~κ) is a Lebesgue measurable function, since it is a limit of the sequence
of measurable functions. Hence, the set G∞,λ is measurable.
Lemma 9.9. The measure of the symmetric difference of two sets G∞,λ and Gn,λ converges
to zero as n→∞ uniformly in λ in every bounded interval:
lim
n→∞
|G∞,λ∆Gn,λ| = 0.
The proof is completely analogous to the proof of Lemma 4 in [31].
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9.3 Projections E(G∞,λ)
In this section, we show that the operators En(G∞,λ) have a strong limit E∞(G∞,λ) in
L2(R
2) as n tends to infinity. The operator E∞(G∞,λ) is a spectral projection of H . It
can be represented in the form E∞(G∞,λ) = S∞T∞, where S∞ and T∞ are strong limits
of Sn(G∞,λ) and Tn(G∞,λ), respectively. For any F ∈ C∞0 (R2), we show:
E∞ (G∞,λ)F =
1
4π2
∫
G∞,λ
(
F,Ψ∞(~κ)
)
Ψ∞(~κ, ~x) d~κ, (487)
HE∞ (G∞,λ)F =
1
4π2
∫
G∞,λ
λ∞(~κ)
(
F,Ψ∞(~κ)
)
Ψ∞(~κ, ~x) d~κ. (488)
Using properties of E∞ (G∞,λ), we prove absolute continuity of the branch of the spectrum
corresponding to functions Ψ∞(~κ).
We consider the sequence of operators Sn(G∞,λ) which are given by (457) with G
′
n =
G∞,λ.
Lemma 9.10. We have
‖(Sn(G∞,λ)− Sn−1(G∞,λ))f‖L2(R2) < C‖f‖L2(G∞,λ)ξ
− 1
4
ξ
rn−2(ξ∗)
∗
∗ , n ≥ 3. (489)
Proof. Considering as in the proof of Lemma 9.1, we obtain
‖(Sn − Sn−1)f‖2L2(R2) =
∥∥∥Ŝnf − Ŝn−1f∥∥∥2
L2(R2)
=∫
R2
∑
m′′
B˜m′′(~ξ)f
(−~ξ)f¯(−~ξ − ~pm′′)χ(G∞,λ,−~ξ)χ(G∞,λ,−~ξ − ~pm′′) d~ξ, (490)
B˜m′′(~ξ) = ∑
m∈Ω(rn−1,|~ξ|):m+m′′∈Ω(rn−1,|~ξ+~pm′′ |)
(
v(n)m − v(n−1)m
) (−~ξ)(v(n)m+m′′ − v(n−1)m+m′′)(−~ξ − ~pm′′).
Assume for definiteness that |~ξ + ~pm′′ | ≤ |~ξ|. If ‖|~pm′′‖| > 2|~ξ|rn−1(|~ξ|), then B˜m′′(~ξ) = 0.
Let ~ξ : ‖|~pm′′‖| ≤ 2|~ξ|rn−1(|~ξ|). Using (419) with n instead of n+ 1, we easily obtain:∣∣∣B˜m′′(~ξ)∣∣∣ = O (|~ξ|−|~ξ| 12 rn−2(|~ξ|))O(|~ξ + ~pm′′|−|~ξ+~pm′′ | 12 rn−2(|~ξ+~pm′′ |)) . (491)
Considering (384) with n − 1 instead of and n and taking into account that ‖|~pm′′‖| ≤
2|~ξ|rn−1(|~ξ|), we easily get:∣∣∣B˜m′′(~ξ)∣∣∣ = ‖|~pm′′|‖−8O(ξ−ξ 12 rn−2(ξ∗)∗∗ ) .
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Summarizing the last estimate form′′ 6= 0 and using (491) form′′ = 0, we arrive at (489).
By (489), the sequence of operators Sn(G∞,λ) is a Cauchy sequence in the space of
bounded operators. We denote its limit by S∞(G∞,λ). Note that the convergence of
Sn(G∞,λ) to S∞(G∞,λ) is uniform in λ when λ > λ∗.
Lemma 9.11. The operator S∞(G∞,λ) can be described by the formula
(S∞f)(~x) =
1
2π
∫
G∞,λ
f(~κ)Ψ∞(~κ, ~x)d~κ (492)
for any f ∈ L∞ (G∞,λ).
Proof. From Theorem 8.9 it follows that for every f ∈ L∞ (G∞,λ)
lim
n→∞
∫
G∞,λ
f(~κ)Ψn(~κ, ~x)d~κ =
∫
G∞,λ
f(~κ)Ψ∞(~κ, ~x)d~κ (493)
for all ~x. Hence, (492) holds.
Now we consider the sequence of operators Tn(G∞,λ) which are given by (456) and
act from L2(R
2) to L2(G∞,λ). Since, Tn = S
∗
n, the sequence has a limit T∞ in the class
of bounded operators, T∞ = S
∗
∞. Note that the convergence of Tn(G∞,λ) to T∞(G∞,λ) is
uniform in λ when λ > λ∗.
Lemma 9.12. The operator T∞(G∞,λ) can be described by the formula T∞(G∞,λ)F =
1
2π
(
F,Ψ∞(~κ)
)
for any F ∈ C∞0 (R2).
Proof. The lemma easily follows from Theorem 8.9 and formula (456).
Lemma 9.13. Operators En(G∞,λ) have a limit E∞(G∞,λ) in the class of bounded oper-
ators in L2(R
2), the convergence being uniform for λ > λ∗. The operator E∞(G∞,λ) is a
projection. For any F ∈ C∞0 (R2) it is given by (487).
Proof. The lemma immediately follows from convergence of sequences Sn, Tn and
Lemmas 9.4, 9.11, 9.12.
Lemma 9.14. There is a strong limit E∞(G∞) of the projections E∞(G∞,λ) as λ goes to
infinity.
Corollary 9.15. The operator E∞(G∞) is a projection.
Proof. It can be easily seen from (487) that the sequence of E∞(G∞,λ) is monotonuos
in λ. It is well known that a monotone sequence of projectors has a limit.
The proofs of the next two lemmas are completely analogous to the proofs of Lemmas
10, 11 in [31].
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Lemma 9.16. Projections E∞(G∞,λ), λ ∈ R, and E∞(G∞) reduce the operator H.
Lemma 9.17. The family of projections E∞(G∞,λ) is the resolution of the identity of the
operator HE∞(G∞) acting in E∞(G∞)L2(R
2).
Lemma 9.18. Formula (488) holds, when F ∈ C∞0 (R2).
Proof. By the previous lemma, E∞ (G∞,λ)F ∈ D(H). It is easy to see that the r.h.s.
of (487) can be differentiated with respect to ~x under the integral sign. Now, considering
(446), we get (488).
9.4 Proof of Absolute Continuity
Now we show that the branch of spectrum (semi-axis) corresponding to G∞ is absolutely
continuous.
Theorem 9.19. For any F ∈ C∞0 (R2) and 0 ≤ ε ≤ 1,
|(E∞(G∞,λ+ε)F, F )− (E∞(G∞,λ)F, F )| ≤ CF ε. (494)
Corollary 9.20. The spectrum of the operator HE∞(G∞) is absolutely continuous.
Proof. By formula (487),
| (E∞(G∞,λ+ε)F, F )− (E(G∞,λ)F, F ) | ≤ CF |G∞,λ+ε \ G∞,λ| .
Applying Lemmas 9.7 and 9.9, we immediately get (494).
10 Appendices
10.1 Appendix 1. Proof of Lemma 3.12
Proof.
1. The case pm > 4k. From (73) it immediately follows that |ℑϕ±m| > (cosh)−12 > 1.
Hence, W0 ∩ Om(k, τ) = ∅.
Further we use the Taylor series for |~k(ϕ) + ~pm|2R − k2 near its zeros: Noting that
|~k(ϕ) + ~pm|2R − k2 = 2kpm cos(ϕ− ϕm) + p2m (495)
and recalling that ϕ±m are the solutions of |~k(ϕ) + ~pm|2R = k2, we see:
cos(ϕ±m − ϕm) = −
pm
2k
, | sin(ϕ±m − ϕm)| =
√∣∣∣∣1− p2m4k2
∣∣∣∣. (496)
128
Expanding (495) around ϕ±m, we get:
|~k(ϕ) + ~pm|2R − k2 =
− 2kpm sin(ϕ±m − ϕm)rm
(
1 +O(r2m)
)
+ kpm cos(ϕ
±
m − ϕm)r2m
(
1 +O(r2m)
)
,
(497)
where rm = |ϕ− ϕ±m|.
2. In the second case we put rm =
τk−1+δ∗
pm
√∣∣∣∣1− p2m4k2
∣∣∣∣
(1 + o(1)) when k−1+2δ∗ < pm <
4k and
∣∣∣1− p2m4k2 ∣∣∣ > τk−2+δ∗ . Substituting rm into (497), we get that the modulus
of the first term is 2τkδ∗(1+ o(1)) and that of the second term is τ
2k−2+2δ∗
2
∣∣∣∣1− p2m4k2
∣∣∣∣
(1+ o(1)).
Using the condition
∣∣∣1− p2m4k2 ∣∣∣ > τk−2+δ∗ , one can easily see that the former is at
least twice greater than the latter. Thus, we get∣∣∣|~k(ϕ) + ~pm|2R − k2∣∣∣ > τkδ∗ when |ϕ− ϕ±m| = rm. (498)
Now, the minimum principle yield that this inequality holds everywhere outside the
discs ∪±,j∈Z(Φ±m + 2πj). Hence, Om ⊂ ∪±,j∈Z(Φ±m + 2πj).
3. In the third case we put rm = 32τk
−1+δ∗/2(1 + o(1)) and
∣∣∣1− p2m4k2 ∣∣∣ < τk−2+δ∗ . This
time the modulus of the second term in (497) is 64 · 32τ 2kδ∗ (1 + o(1)) and that of
the first is smaller than 128τ 3/2kδ∗(1 + o(1)). Therefore we again have (498) and
Om ⊂ ∪±,j∈Z(Φ±m + 2πj).
10.2 Appendix 2. Proof of Lemma 3.13
Proof. By definition of M′(ϕ0), ϕ0 ∈ ∩2j=0Omj (k, 1). By (72),∣∣∣|~k(ϕ0) + ~pmj |2 − k2∣∣∣ ≤ kδ∗ , j = 0, 1, 2.
It follows: ∣∣∣2(~k(ϕ0) + ~pm0, ~pqj)+ p2qj ∣∣∣ < 2kδ∗ , qj = mj −m0, j = 1, 2, (499)
where ‖|~pqj‖| ≤ 3jkδ. We will complete the proof by the way of contradiction. Assume
that ~pq1 and ~pq2 are not colinear. We represent every ~pqj in the form: ~pqj = 2π(sj +αs
′
j),
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sj, s
′
j ∈ Z2, |sj|, |s′j| < 8kδ and denote [a,b] = a1b2 − a2b1. It follows from (499) that the
angle (modulo π) between ~pq1, ~pq2 is less than k
−1+δ∗+2δµ. Hence,
[~pq1 , ~pq2] = O(k
−1+δ∗+2(1+µ)δ). (500)
Substituting ~pqj = 2π(sj + αs
′
j), j = 1, 2, we obtain:
n1 + αp1 + α
2m1 = O(k
−1+δ∗+2(1+µ)δ), (501)
where n1, p1, m1 are integers, n1 = [s1, s2], p1 = [s1, s
′
2] + [s
′
1, s2], m1 = [s
′
1, s
′
2]. Obviously,
n1, p1, m1 = O(k
2δ). Next, we use the condition (25) on α at the beginning of the paper.
Assume first, 0 ≤ |n1|+ |p1|+ |m1| ≤ N1. If k is sufficiently large, k > k0(N0, N1, δ, δ∗;α),
the inequality (501) yields n1 + αp1+ α
2m1 = 0. This means vectors ~pq1, ~pq2 are colinear
and the lemma is proved. Let |n1|+|p1|+|m1| > N1. Then either, again, n1+αp1+α2m1 =
0 and we are done, or (501) contradicts the initial condition (25) on α when 2δN0 ≤ 1/2
and k is sufficiently large: k > k0(N0, N1, δ, δ∗;α).
10.3 Appendix 3
Lemma 10.1. If the ‖| · ‖|-distance between Mj,s2 and Mj,s
′
2 is less than L (≥ 1), then the
‖| · ‖|-distance between central points of Mj,s2 and Mj,s
′
2 is less than C(Q)L. Moreover,
M
j,s
2 belongs to (C(Q)L+ ‖|~pq‖|)-neighborhood of Mj,s
′
2 and vise versa.
Proof. Let m+ nˆq ∈Mj,s2 , m′ + nˆ′q ∈Mj,s
′
2 and ‖|~pm+nˆq−m′−nˆ′q‖| ≤ L (in particular,
pm+nˆq−m′−nˆ′q ≤ 2πL). Note that ~pm−m′ is colinear with ~pq, since m,m′ ∈ Mj2, and
pm−m′ < pq, since m,m
′ are central points, see (79). Considering the last inequality, we
obtain, |nˆ− nˆ′| ≤ C0(Q)L and, thus, ‖|~pm−m′‖| ≤ C(Q)L.
Let m+ nq ∈ Mj,s2 . We prove that there is a point of Mj,s
′
2 in the (C(Q)L+ ‖|~pq‖|)-
neighborhood of m + nq. Using (80), it is easy to see that m′ + nq is in the ‖|~pq‖|-
neighborhood of Mj,s
′
2 . Considering that ‖|~pm−m′‖| ≤ C(Q)L, we finish the proof of the
lemma.
10.4 Appendix 4
Lemma 10.2. The equation
λ(1)
(
~κ(1)(ϕ) + ~pm
)
= k2 + ε0, 0 < pm ≤ 4kδ, |ε0| ≤ pmkδ, (502)
has no more than two solutions ϕ±(ε0) in W˜
(1)(k, 1
8
)∩Om(k, 12). They satisfy the estimates:∣∣ϕ±(ε0)− ϕ±m∣∣ < k−1+2δ. (503)
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Proof. Let ϕ ∈ W˜(1)(k, 1
4
) ∩ Om(k, 12). The equation (502) is equivalent to
λ(1)(~y(ϕ)) = λ(1)(~y(ϕ)− ~pm) + ε0, ~y(ϕ) = ~κ(1)(ϕ) + ~pm.
We use perturbation formula (42):
|~y(ϕ)|2R + f1(~y(ϕ)) = |~y(ϕ)− ~pm|2R + f1(~y(ϕ)− ~pm) + ε0,
where f1 is the series in the right-hand side of (42). This equation can be rewritten as(
2(~κ(1)(ϕ), ~pm)R + p
2
m
)
+ f1(~y(ϕ))− f1(~y(ϕ)− ~pm) = ε0. (504)
Using the notation ~pm = pm(cosϕm, sinϕm), dividing both sides of the equation (504) by
2pmk, and considering that ~y(ϕ) = ~κ
(1)(ϕ) + ~pm = (k + h
(1))~ν + ~pm, we obtain:
cos(ϕ− ϕm) + pm
2k
− ε0g1(ϕ) + g2(ϕ) + g3(ϕ) = 0, (505)
where g1(ϕ) = (2pmk)
−1 and
g2(ϕ) =
(~h(1)(ϕ), ~pm)
pmk
, g3(ϕ) =
(
f1(~y(ϕ))− f1(~y(ϕ)− ~pm)
)
g1(ϕ), ~h
(1)(ϕ) = h(1)(ϕ)~ν.
Using Lemma 3.11 and considering that 0 < pm ≤ 4kδ, we easily obtain:
|g2(ϕ)| =
∣∣∣∣∣(~h(1)(ϕ), ~pm)pmk
∣∣∣∣∣ ≤ 2h(1)k = O(k−4+(80µ+6)δ).
Let us show g3(ϕ) = O(k
−1+δ). If pm ≥ k−2+δ(80µ+6), then the estimate easily follows from
(48) and the estimate for g1. Let pm < k
−2+δ(80µ+6). It can be easily shown that the series
f1(~y), ∇f1(~y) converge for all ~y: |~y− ~κ(1)(ϕ)|C2 = O(k−δ(40µ+1)) or |~y+ ~pm− ~κ(1)(ϕ)|C2 =
O(k−δ(40µ+1)) (see Lemma 3.5), the series being holomorphic with respect to y1, y2 in these
neighborhoods. Using (48) (cf. Lemma 3.5), we get ∇f1(~y) = O(k−2+δ(120µ+7)). Hence,
|f1(~y(ϕ))− f1(~y(ϕ)− ~pm)| ≤ sup |∇f1|pm = o(pm),
and therefore, g3(ϕ) = O(k
−1+δ). Since |ε0| < pmkδ, we obtain ε0g1(ϕ) = O(k−1+δ). Thus,
g2(ϕ) + g3(ϕ)− ε0g1(ϕ) = O(k−1+δ) when ϕ ∈ W˜(1)(k, 1
4
) ∩ Om(k, 1
2
). (506)
By definition ϕ±m satisfy the equation cos(ϕ− ϕm) +
pm
2k
=0.
Suppose both ϕ±m are in W˜
(1)(k, 3
16
). We draw two circles C± centered at ϕ
±
m with
the radius k−1+2δ. They are both inside W˜(1)(k, 1
4
) ∩ Om(k, 12), the perturbation series
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converging and the estimate (506) holds. For any ϕ on C±, |ϕ − ϕ±m| = k−1+2δ and,
therefore, | cos(ϕ − ϕm) + pm2k | > 12k−1+2δ > |g2(ϕ) + g3(ϕ) − ε0g1(ϕ)| for any ϕ ∈ C±.
By Rouche´’s Theorem, there is only one solution of the equation (505) inside each C±.
Obviously, (505) does not have solutions in W˜(1)(k, 1
4
) ∩ Om(k, 12) outside C±.
If both ϕ±m are not in W˜
(1)(k, 3
16
), then their distance to W˜(1)(k, 1
8
) is at least 1
16
k−δ(40µ+1),
hence | cos(ϕ− ϕm) + pm2k | > 14k−1+2δ in W˜(1)(k, 18). Therefore, equation (505) has no so-
lution in W˜(1)(k, 1
8
) ∩ Om(k, 12). The case, when only one ϕ±m is not in W˜(1)(k, 316) is the
obvious combination of the two previous situations. Thus, there are at most two solutions
in W˜(1)(k, 1
8
) ∩ Om(k, 12) and |ϕ±(ε0)− ϕ±m| < k−1+2δ.
Lemma 10.3. For any ϕ ∈ W˜(1)(k, 1
4
)∩Om(k, 1) satisfying the estimate
∣∣ϕ−ϕ±m∣∣ < k−δ,
∂
∂ϕ
λ(1)
(
~κ(1)(ϕ) + ~pm
)
= ±2pmk(1 + o(1)), (507)
Proof. First, assume ϕ is real. Let ~y(ϕ) = ~κ(1)(ϕ) + ~pm. Using the perturbation
formula (42) and Lemma 3.11, we obtain:
∂
∂ϕ
λ(1)
(
~y(ϕ)
)
=
∂
∂ϕ
[
λ(1)
(
~y(ϕ)
)− k2l] = ∂
∂ϕ
[
λ(1)
(
~y(ϕ)
)− λ(1)(~y(ϕ)− ~pm)] =(
∇~yλ(1)
(
~y(ϕ)
)−∇~yλ(1)(~y(ϕ)− ~pm), ∂
∂ϕ
~y(ϕ)
)
R
=(
∇∣∣~y(ϕ)∣∣2
R
−∇∣∣~y(ϕ)− ~pm∣∣2R, (k + h(1))~t + (h(1))′~ν)
R
+(∇f1(~y(ϕ))−∇f1(~y(ϕ)− ~pm), (k + h(1))~t + (h(1))′~ν)R , (508)
where ~ν = (cosϕ, sinϕ) and ~t = ~ν ′ = (− sinϕ, cosϕ), f1 is the series in the right-hand
side of (42). Note that
∇∣∣~y(ϕ)∣∣2
R
−∇∣∣~y(ϕ)− ~pm∣∣2R = 2~pm. (509)
Substituting (509) into (508), we get ∂
∂ϕ
λ(1)
(
~y(ϕ)
)
= T1 + T2,
T1 = 2
(
~pm, (k + h
(1))~t+ (h(1))′~ν
)
R
,
T2 =
(∇f1(~y(ϕ))−∇f1(~y(ϕ)− ~pm), (k + h(1))~t+ (h(1))′~ν)R .
We see that ϕ is close to ϕm± π/2, since |ϕ−ϕ±m| < k−δ by the hypothesis of the lemma
and
ϕ±m = ϕm ± π/2 +O(k−1+δ) when pm < 4kδ. (510)
Now we readily obtain: (~pm, ~ν)R = o(pm), (~pm,~t)R = ±pm(1 + o(1)). Using also esti-
mates (68), (69) for h(1), we get T1 = ±2pmk(1 + o(1)). Let us estimate T2. As above,
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the series f1(~y), ∇f1(~y), D2f1(~y) converge for all ~y: |~y − ~κ(1)(ϕ)|C2 = O(k−δ(40µ+1)) or
|~y+~pm− ~κ(1)(ϕ)|C2 = O(k−δ(40µ+1)) the series being holomorphic with respect to y1, y2 in
these neighborhoods, and we have∇f1(~y) = O(k−2+δ(120µ+7)), D2f1(~y) = O(k−2+δ(160µ+8)).
Let pm ≥ k−2+δ(120µ+8). Then, using the estimate for ∇f1(~y), we easily obtain T2 =
O(k−1+δ(120µ+7)) = o(kpm). Let pm < k
−2+δ(120µ+8). Then, using the estimate for
the second derivative in the direction of ~pm, we get
∣∣∣∇f1(~y(ϕ)) − ∇f1(~y(ϕ) − ~pm)∣∣∣ =
O(pmk
−2+(160µ+8)δ). Therefore, T2 = O
(
pmk
−1+(160µ+8)δ
)
. Thus, T2 = o(kpm) for all ~pm.
Adding the estimates for T1, T2, we get (507).
Since all formulas can be analytically extended to the area of non-real ϕ, the estimates
being preserved, (507) holds for any ϕ ∈ W˜(1)(k, 1
4
) ∩ Om(k, 1).
Lemma 10.4. Let O˜±m,ε be the open discs of the radius ε centered at ϕ
±(0) defined in
Lemma 10.2. For any ϕ ∈ W˜(1)(k, 1
8
) ∩ Om(k, 12), ϕ 6∈ O˜±m,ε, and 0 ≤ ε < k−1+δ,
|λ(1)(~y(ϕ))− k2| ≥ kpmε. (511)
Proof. Suppose (511) does not hold for some ϕ ∈ W˜(1)(k, 1
8
)∩Om(k, 12), ϕ 6∈ O˜±m,ε. This
means that ϕ satisfies equation (502) with some ε0: |ε0| < kpmε (< pmkδ). By Lemma
10.2, ϕ could be either ϕ+(ε0) or ϕ
−(ε0). Without loss of generality, assume ϕ = ϕ
+(ε0).
By Lemma 10.2, |ϕ+(ε0) − ϕ±m| < k−1+2δ for ϕ+m or ϕ−m. By the same lemma and (510),
there is a single ϕ+(0) in the 2k−1+2δ-neighborhood of ϕ+(ε0). Obviously, the 2k
−1+2δ-
neighborhood of ϕ+(ε0) satisfies conditions of Lemma 10.3. Considering (507), we obtain
|ϕ+(ε0)− ϕ+(0)| < ε, i.e., ϕ ∈ O˜m,ε. This contradicts the hypothesis of the lemma.
Lemma 10.5. If 0 < pm ≤ 4kδ and ϕ ∈ W˜(1)(k, 18) ∩ Om(k, 12), then∥∥∥(λ(1)(~y(ϕ))− k2) (Pm(H(~κ(1)(ϕ))− k2)Pm)−1∥∥∥ ≤ 8, ~y(ϕ) := ~κ(1)(ϕ) + ~pm. (512)
Proof. Let C˜1 be the circle in C of the radius
1
4
k1−40µδ centered at z0 = |~y(ϕ)|2R. Using
(110) and (111), we easily get:∣∣|~y(ϕ) + ~pq|2R − z∣∣ & 14k1−40µδ, when q ∈ Ω(δ), z ∈ C˜1.
Therefore, ∥∥∥(Pm(H0(~κ(1)(ϕ))− z)Pm)−1∥∥∥ . 4k−1+40µδ, (513)∥∥∥(Pm(H0(~κ(1)(ϕ))− z)Pm)−1∥∥∥
1
. 4k−1+40δ(µ+1). (514)
Next, by (106),∣∣∣det Pm(H(~κ(1)(ϕ))− z)Pm
Pm(H0(~κ(1)(ϕ))− z)Pm − 1
∣∣∣ < 2‖V ‖ ∥∥∥(Pm(H0(~κ(1)(ϕ))− z)Pm)−1∥∥∥
1
(515)
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for every z on the contour C˜1. Using the estimate (514), we obtain that the right-
hand part of (515) is less than 1. Applying Rouche´’s Theorem, we conclude that the
determinant has the same number of zeros and poles inside C˜1. Considering that the
resolvent
(
Pm(H0(~κ
(1)(ϕ))− z)Pm
)−1
has a single pole, z = |~y(ϕ)|2R, we obtain that(
Pm(H(~κ
(1)(ϕ))− z)Pm
)−1
has a single pole inside C˜1 too. Obviously, the pole is at the
point z = λ(1)(~y(ϕ)). Therefore
(λ(1)(~y(ϕ))− z) (Pm(H(~κ(1)(ϕ))− z)Pm)−1
is a holomorphic function of z inside C˜1.
Let z ∈ C˜1. Using (48), we easily obtain: |λ(1)(~y(ϕ))− z| ≤ k1−40µδ. From (513) and
Hilbert identity it follows that∥∥∥(Pm(H(~κ(1)(ϕ))− z)Pm)−1∥∥∥ ≤ 8k−1+40µδ, when z ∈ C˜1. (516)
Multiplying the last two estimates, and using maximum principle we get∥∥∥(λ(1)(~y(ϕ))− z) (Pm(H(~κ(1)(ϕ))− z)Pm)−1∥∥∥ ≤ 8, z ∈ Int C˜1. (517)
Note that z := k2 ∈ Int C˜1. Indeed, by (110), ||~y(ϕ)|2R − k2| < 12kδ∗ < 14k1−40µδ. Substi-
tuting z = k2 in the last estimate, we get (512).
10.5 Appendix 5
First we rewrite Di0(τ1) in the form: Di0 = det
(
E(~κ)(H(~κ) − k2)E(~κ)
)
, where ~κ =
(τ1, β1τ1 + β2), τ1,0 − σlarge/100 < τ1 < τ1,0 + σlarge/100, E(~κ) is the spectral projection
corresponding to λi0(~κ) and λi0+1(~κ). Thus, EP = PE = E, P being the projector
associated with M∗ under consideration. By E0 we denote the corresponding spectral
projection for V = 0.
Proposition 10.6. The operators E0(~κ), and H0(~κ) can be extended as holomorphic
functions of τ1 to T0. They have the following properties:
E0V E0 = 0, (518)
‖E0(H0 − k2)−1‖ = O(σ−2large) on ∂T0, (519)
‖(P − E0)(H0 − k2)−1‖ = O(Λ−1/2p−1q ) in T0, (520)
The spectral projection E(~κ), ~κ = (τ1, β1τ1 + β2), τ1,0 − σlarge/100 < τ1 < τ1,0 +
σlarge/100, obeys the following asymptotics:
E =Λ→∞ E0 +O
( ‖V ‖∞
Λ1/2pq
)
, (521)
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(E − E0)(H − k2) =Λ→∞ O (‖V ‖∞) , (522)
Here, the constants in O(·) do not depend on V,Λ or pq.
The projection E(~κ) can be extended as a holomorphic function of τ1 to T0, the esti-
mates (521), (522) are preserved in T0.
Proof. Estimates (519) and (520) easily follow from the definitions of E0, T0 and
properties of H0(~κ). In particular, (519) follows from the fact that H0(~κ) is a quadratic
polynomial with respect to τ1. Next, for V = 0 the eigenvalues λ˜i0 , λ˜i0+1 are equal to
(τ1+n1pq)
2 and (τ1+n2pq)
2, where n1, n2 have different signs and |(n1− n2)pq| > 14Λ1/2.
It follows that Vn1−n2 = 0, since V is a trigonometric polynomial (here we assume that
Λ1/2 > 4Qpq). Considering also that V0 = 0, we obtain E0V E0 = 0.
Assume now that Λ1/2 > 4‖V ‖∞p−1q . Formulas (521), (522) follow from a perturbation
expansion for E:
E = E0 +
∞∑
r=1
Gˆ(r), Gˆ(r) =
(−1)r+1
2πi
∫
Cˆ
(H0 − z)−1
(
V (H0 − z)−1
)r
dz, (523)
where Cˆ is the contour around the pair of eigenvalues of the distance R = 1
2
Λ1/2pq from
them. The r.h.s. of (523) can be easily extended as a holomorphic function of τ1 to T0.
Therefore, the estimates (521), (522) are preserved in T0.
Lemma 10.7. The determinant Di0(τ1) has the same number J of zeros in T0 as Di0,0(τ1),
T0 being the σlarge/100-neighborhood of the zeros of Di0,0, and
|Di0(τ1)| > (σlarge/100)J/2 on ∂T0. (524)
Proof. First, we prove that
det
(
P
(
H(~κ)−k2I)P)(P (H0(~κ)−k2I)P)−1 = 1+O( Q‖V ‖∞
σlargep
1/2
q Λ1/4
)
, when τ1 ∈ ∂T0.
(525)
Indeed, this determinant can be rewritten in the form det(I + S), where
S =
(
P
(
H0(~κ)− k2I
)
P
)−1/2
V
(
P
(
H0(~κ)− k2I
)
P
)−1/2
.
By (518), E0SE0 = 0. Using now (519), (520), we obtain ‖S‖1 = O
(
Q‖V ‖∞
σlargep
1/2
q Λ1/4
)
. The
last estimate yields (525). Now, by (107) and Rouche´’s Theorem, det
(
P
(
H(~κ)−k2I)P)
and det
(
P
(
H0(~κ)− k2I
)
P
)
have the same number of zeros in T0, when Λ is sufficiently
large: Λ = Λ(V ).
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Next, note that the determinant of operator (I − E0)P
(
H0(~κ) − k2I
)
P has no zeros
inside T0, see (520). Considering (519)–(522), it is not difficult to show that
det
(
(I − E)P (H(~κ)− k2I)P)
det
(
(I −E0)P
(
H0(~κ)− k2I
)
P
) = 1 +O( ‖V ‖∞
pqΛ1/2
)
, when τ1 ∈ ∂T0. (526)
It follows that det
(
(I − E)P (H(~κ) − k2I)P) has no zeros inside T0. Now, we obtain
from (525) and (526) that
Di0
Di0,0
= 1 +O
(
Q‖V ‖∞
σlargep
1/2
q Λ1/4
)
, when τ1 ∈ ∂T0, (527)
and, hence (choosing Λ = Λ(V ) to be sufficiently large), Di0,0 and Di0 have the same
number of zeros inside T0 and even twice smaller neighborhood. Since Di0,0 satisfies
(238), Di0 satisfies the analogous estimate.
10.6 Appendix 6
Lemma 10.8. Let R be the smallest positive integer for which (310) holds. We have
R > k(
γ
2
+2δ0)r1−δ∗−2δ.
Proof. Notice that
AR =
Iˆ∑
i1,...,iR=0
Ai1,...,iR,
where
Ai1,...,iR := P
∂(Hˆ0 − k2)−1W
[
R∏
r=1
(
Pir(Hˆ0 − k2)−1W
)]
P (int),
Pi being as in (307), i ≥ 0. Here we used that R is the smallest positive integer for which
AR 6= 0.
In principal, everything is defined by the case where all iq are equal to zero. However, to
include impurities of non-resonant and white clusters, we need an additional construction.
Consider a particular Ai1,...,iR. From the sequence i1, . . . , iR we take a subsequence of all
non-zero indices ir1 , . . . , irs , 1 ≤ r1 < · · · < rs ≤ R (this sequence can be empty). In this
subsequence we construct a subsubsequence j1, . . . , jp (p ≤ s) of non-repeating indices as
follows. We choose j1 = ir1 . If ir1 is not equal to any other irt , t = 2, . . . , s, then j2 = ir2 .
If there is one or more irt equal to ir1 then we denote the segment between the first and
the last ir1 as I1, both ends being included. The next term after I1 we choose to be an j2
etc. Thus, with a slight abuse of the notation we have:
ir1 , . . . , irs = I1, I2, . . . , Ip, p ≤ s,
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where Iq may contain just one element. Now, the initial sequence i1, . . . , iR can be rep-
resented as I01 , I˜1, I
0
2 , I˜2, . . . , I˜p, I
0
p+1, where each I
0
q is a sequence of only zeros (it can be
empty) and I˜q is Iq with possibly some zeros inside. Put
PjqBPjq := Pjq(Hˆ0 − k2)−1WPi′(Hˆ0 − k2)−1W . . . (Hˆ0 − k2)−1WPjq .
Here for all internal projectors Pi′ we have either i
′ ∈ Iq or i′ = 0, all indices in I˜q being
included. We notice that PjqBPjq has a block form. Now we can represent Ai1,...,iR as
follows:
Ai1,...,iR = P
∂(Hˆ0 − k2)−1W
[
p∏
q=1
(
P0(Hˆ0 − k2)−1W
)sq
PjqBPjq(Hˆ0 − k2)−1W
]
×
(
P0(Hˆ0 − k2)−1W
)sp+1
P (int),
(528)
where sq is the number of elements in I
0
q , sq ≥ 0; jq is a non-zero index corresponding to Iq.
Obviously,
(
(Hˆ0 − k2)−1W
)
mm′
= 0 if ‖| · ‖|-distance between the cluster containing ~pm
and the cluster containing ~pm′ is greater than k
δ (here, as usual, we consider the points in
the range of P0 as 1× 1 clusters). Next, if Pjq is the projection on a non-resonant cluster,
then (
PjqBPjq
)
mm′
= 0, for ‖|~pm−m′‖| > kδ∗+δ,
since a non-resonant cluster has the size not greater than kδ∗+δ. Let p′ be the number of
non-resonant projections in the sequence {Pjq}pq=1. Hence, p− p′ is the number of white
clusters. The operator Ai1,...,iR can be non-zero only if
D
2
≤ kδ
p+1∑
q=1
(sq + 1) + k
δ∗+δp′ +
p−p′∑
m=1
dm, (529)
where D
2
is the ‖| · ‖| distance between the supports of P ∂ and P (int) and dm is the size of
a white cluster. Next, we prove that
p+1∑
q=1
(sq + 1) + p
′ ≥ 1
4
k(
γ
2
+2δ0)r1−δ∗−δ. (530)
Assume that (530) does not hold. Then, by (529)
p−p′∑
m=1
dm ≥ 1
4
k(
γ
2
+2δ0)r1 , (531)
since D = k(
γ
2
+2δ0)r1 . Obviously,
dm ≤ nmk
γr1
6 , (532)
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where nm is the number of M
(2) points in the white cluster number m, m = 1, . . . , p− p′.
Let ℓ be the size of a minimal box containing all these white clusters. It is easy to see
that
ℓ ≤ kδ
p+1∑
q=1
(sq + 1) + k
δ∗+δp′ +
p−p′∑
m=1
dm ≤ 1
4
k(
γ
2
+2δ0)r1 +
p−p′∑
m=1
dm ≤ 2
p−p′∑
m=1
dm. (533)
Here we also used (531) and the inequality opposite to (530). By Lemma 4.18
p−p′∑
m=1
nm ≤ Cℓ2/3k. (534)
Combining inequalities (532)-(534) and solving for
∑p−p′
m=1 dm, we obtain:
∑p−p′
m=1 dm <
k
γr1
2
+3. This contradicts to (531). Thus, we proved (530). Using (530) and the obvious
inequality
∑p+1
q=1(sq + 1) + p
′ ≤ R + 1 proves the lemma.
10.7 Appendix 7
Lemma 10.9. Let R be the smallest positive integer for which (310) holds in the case of
a black cluster. We have R > kγr1+δ0r1−δ∗−2δ.
Proof. We again use formula (528), where Pjq are projections on non-resonant, white
and grey components in a component of a black region. Assume first that all components
Πjq can be placed in one ‖| · ‖| box of the size 4kγr1+δ0r1. Obviously,
D
2
≤ kδ
p+1∑
q=1
(sq + 1) + k
δ∗+δp′ +
∑
m
dwm +
∑
m˜
dgm˜, (535)
where D
2
is the ‖| · ‖| distance between the supports of P ∂ and P (int), p′ is the number
of non-resonant components in the black component,
∑
m d
w
m and
∑
m˜ d
g
m˜ are the total
lengths of white and grey components in the black component. Let us prove first that
kδ
∑
(sq + 1) + k
δ∗+δp′ +
∑
m d
w
m >
1
4
kγr1+δ0r1. Suppose that it is not so. Then, by (535),∑
m˜ d
g
m˜ >
1
4
kγr1+δ0r1 , since D = 1
2
kγr1+δ0r1. The 4kγr1+δ0r1-box containing all components
Πjq , consists of no more than 4
4k4δ0r1 boxes of the size kγr1 . Since all Πjq are in white
kγr1 -boxes, the total number of points of M(2) in these white boxes does not exceed
ck
1
2
γr1+δ0r1 · k4δ0r1. Since each grey box contains more than k 16γr1−δ0r1 points, the total
number of grey boxes is less than ck
1
2
γr1+δ0r1 ·k4δ0r1 ·k− 16γr1+δ0r1 = ck 13γr1+6δ0r1 . Therefore,
the total size of the grey region is less than ck
1
3
γr1+6δ0r1 · k 12γr1+2δ0r1 = ck 56γr1+8δ0r1, see
the definition of a grey region. Since δ0 <
1
48
γ, it is much less than 1
4
kγr1+δ0r1. We
have arrived to the contradiction with the assumption
∑
m˜ d
g
m˜ >
1
4
kγr1+δ0r1. Therefore,
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kδ
∑
(sq +1)+ k
δ∗+δp′+
∑
m d
w
m >
1
4
kγr1+δ0r1 . Considering again that the total number of
M(2) points in the white boxes of the 4kγr1+δ0-box does not exceed ck
γr1
2
+5δ0r1 , we obtain∑
m d
w
m < ck
γr1
2
+5δ0r1 · 4k γr16 < 1
20
kγr1+δ0r1 , see the definition of a white region. It follows
kδ
∑
(sq + 1) + k
δ∗+δp′ > 1
5
kγr1+δ0r1. By construction, R+ 1 ≥∑(sq + 1) + p′. Therefore,
R >> kγr1+δ0r1−δ∗−2δ.
Assume that we cannot put all the components Πjq in one ‖| · ‖|-box of the size
4kγr1+δ0r1. Let us consider the box of this size around Πj1. Let K be a number such that
all Πjq , q = 1, ...K are completely in the box and ΠjK+1 is not. Then, instead of (528) we
consider just its piece
Pj1W (Hˆ0 − k2)−1
[
K∏
q=2
(
P0W (Hˆ0 − k2)−1
)sq
PjqBPjqW (Hˆ0 − k2)−1
]
×
(
P0W (Hˆ0 − k2)−1
)sK+1
PjK+1 .
(536)
Further considerations are the same as in the previous case since by construction the
distance between Πj1 and ΠjK+1 is at least
1
2
kγr1+δ0r1 .
10.8 Appendix 8. On Application of Bezout Theorem
Let D(~κ, λ) be the determinant of the truncated operator H(~κ)−λ of the size kr∗ , r∗ ≥ 1.
Obviously, D is the polynomial of the degree k4r∗ with respect to κ1,κ2 and a line is not
a solution of the equation D(~κ, λ) = 0. Let λ be fixed, λ = k2.
Definition 10.10. We call a piece of D(~κ, λ) = 0 elementary, if
1) it can be parameterized by κ1: κ2 = κ2(κ1) with |κ′2(κ1)| ≤ 1 or by κ2: κ1 = κ1(κ2)
with |κ′1(κ2)| ≤ 1;
2) function κ1 = κ1(κ2) (or κ2 = κ2(κ1)) is monotone and continuously differentiable;
3) it does not have inflection points inside;
4) it has a length not greater than 1.
We will show that the curve D(~κ, λ) = 0 can be split into elementary pieces and
estimate the number of such pieces. In the proof we will apply several times the following
statement (which is a simplified version of Bezout Theorem).
Theorem 10.11. Let P and Q be two plane real-valued polynomials of degree p and q
respectively. If P and Q do not contain common factors then the total number of points
satisfying P (~κ) = 0 = Q(~κ) (i.e. number of points of intersection) does not exceed pq.
We have
Lemma 10.12. The set D(~κ, λ) = 0 can be split into k17r∗ or less elementary pieces.
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Proof. First, D(~κ, λ) can be represented as a product of simple (i.e. irreducible)
factors (counting multiplicity). The total number of factors is less than k4r∗ which is also
the bound for their total degree. We consider one of such simple factors P and denote by
p its degree (note that we do ignore the multiplicity of the factor). Let us consider the
points
P (~κ) = 0,
∂
∂κ2
P (~κ) = 0. (537)
Since P is irreducible and ∂
∂κ2
P (~κ) has degree less than p (we also notice that ∂
∂κ2
P (~κ) is
not identically zero since D(~κ, λ) = 0 does not contain lines) they do not have common
factors. Thus, the number of such points ~κ does not exceed p(p− 1). Next, by the same
reasons the number of points
P (~κ) = 0,
∂
∂κ1
P (~κ) = 0 (538)
does not exceed p(p− 1) and the number of points
P (~κ) = 0,
∂P
∂κ2
(~κ) = ± ∂P
∂κ1
(~κ) (539)
does not exceed 2p(p− 1). We split each previous piece by such points. Thus, we have at
most 4p(p−1)+1 pieces, each end satisfying (537) or (539). The sign of ( ∂
∂κ2
P )2−( ∂
∂κ1
P )2
is constant on each piece, i.e. the piece admits parametrization as in the property 2 of
Definition 10.10. Making parametrization by κ1 or κ2, depending on the sign, we obtain
that the length of a piece does not exceed
√
2 · 4kr∗ (obviously, |κj | < 2kr∗). Therefore
the total length of the curve P = 0 does not exceed 18p2kr∗ . Next, for each piece where
∂
∂κ2
P (~κ) 6= 0 inflection points of P (~κ) = 0 are described by the system
P = 0, Pκ2κ2(Pκ1)
2 − 2Pκ1κ2Pκ1Pκ2 + Pκ1κ1(Pκ2)2 = 0. (540)
Again, since P is irreducible and no line is a solution, we have no common factors here
and can apply Bezout Theorem. The number of points satisfying (540) does not exceed
p(2(p− 1) + (p − 2)) = 3p2 − 4p. Therefore, we have at most 12p4 pieces with the ends
satisfying (537) or (539) or (540). At last, we split each of these concave pieces into pieces
with the length not greater than 1. Considering that the total length of P (~κ) = 0 is
less that 18p2kr∗ , we obtain that the total number of elementary pieces does not exceed
18p2kr∗ + 12p4. Taking the sum over all simple factors of D we prove the lemma.
10.9 Appendix 9. On the Proof of Geometric Lemmas Allowing
to Deal with Clusters instead of Boxes
In the proof of Lemma 5.14 it is important that we deal with the same curve generated by
the determinant and just change the argument ~κ. At the same time, a priori we have the
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estimates for the resolvent of the operator reduced onto a particular cluster. The form of
clusters can vary which formally changes the projector and thus the determinant and the
curve. Here we explain how to deal with this situation. We will show that every cluster
(white, grey or black) can be embedded into a box of the fixed size (depending on the color
of the cluster) such that the estimate for the resolvent on this box is essentially the same
as for the embedded cluster. We also notice that the estimate for the number of points of
M(2) inside these boxes is the same as the worst possible estimate for the corresponding
cluster (see Lemmas 4.19, 4.20, 4.21). This justifies the application of Lemma 5.14 in the
proof of Lemma 5.15.
By construction, white clusters are separated from each other by the distance no less
than kγr1/6. Grey and black clusters are separated by the distance at least kγr1/2+2δ0r1
and kγr1+δ0r1, respectively. Consider, first, a white cluster. Let Πw be a singular white
cluster, namely,
‖(Pw(H − k2)Pw)−1‖ > kξ, ξ > kγr1/6−2δ∗ , (541)
here and below H = H(~κ(2)(ϕ0)), Pw is the projector corresponding to Πw. By construc-
tion, Πw belongs to a small white box and its neighbors. Let us refer to it as expanded
small white box. Its size is 3kγr1/2+2δ0r1 and it contains less than kγr1/6−δ0r1 elements of
M(2).
Lemma 10.13. If (541) holds for a white cluster Πw then
‖(P (H − k2)P )−1‖ > ckkγr1/6−2δ∗ , (542)
P being the projector corresponding to the expanded small white box Π containing Πw.
The box Π has the size 3kγr1/2+2δ0r1 and contains less than kγr1/6−δ0r1 elements of M(2).
Proof. Assume (541) holds, but (542) does not. Let f ∈ Pwℓ2 be such that ‖f‖ = 1,
Pw(H − k2)f = o(k−ξ), ξ = kγr1/6−2δ∗ . Let us define
g := f − (P (H − k2)P )−1(P − Pw)V f.
Now we have:
P (H − k2)Pg = P (H − k2)f − (P − Pw)V f =
Pw(H − k2)f + (P − Pw)(H − k2)f − (P − Pw)V f =
Pw(H − k2)Pwf + (P − Pw)(H0 − k2)Pwf = Pw(H − k2)Pwf = o(k−ξ).
(543)
If we show that
‖Pw(P (H − k2)P )−1(P − Pw)V f‖ = o(1), (544)
which means ‖g‖ ≥ 1 + o(1), then the lemma easily follows by the way of contradiction.
Thus, it remains to prove (544). Denote f˜ := (P − Pw)V f . Let H˜(2)w be the operator
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consisting of kδ-clusters in Π. Namely, H˜
(2)
w =
∑
i PiHPi, Pi being projectors onto k
δ-
clusters. Formally,
(P (H − k2)P )−1f˜ =
R0∑
r=0
(H˜(2)w − k2)−1
(
−(H − H˜(2)w )(H˜(2)w − k2)−1
)r
f˜+
(
P (H − k2)P )−1 (−(H − H˜(2)w )(H˜(2)w − k2)−1)R0+1 f˜ , R0 = [kγr1/6−δ∗−δ]− 1.
(545)
Some of kδ-clusters PiHPi are strongly resonant. However, their distance to the boundary
of any white cluster is greater than kγr1/6. Using this fact and considering as in the proof
of (298), we obtain∥∥∥(−(H˜(2)w − k2)−1(H − H˜(2)w )(H˜(2)w − k2)−1)s f˜∥∥∥ < ck−sδ∗/8 when 2s ≤ R0 + 1, (546)
since (f˜)m 6= 0 only near the boundary of a white cluster. Hence, the right hand part of
(545) is well defined. Now, substituting (546) into (545) and using the estimate opposite
to (542) we estimate the last term in (545). Thus (cf. the proof of (295)), we have
Pw(P (H − k2)P )−1f˜ = Pw
[
(I +O(k−δ∗/8))(H˜(2)w − k2)−1 +O(k−δ∗/8)
]
(P − Pw)V Pwf.
Using the identity Pw(H˜
(2)
w − k2)−1(P − Pw) = 0 we estimate
‖Pw(P (H − k2)P )−1f˜‖ ≤ o(1) +O(k−δ∗/8)‖(H˜(2)w − k2)−1(P − Pw)V Pw‖. (547)
We notice that near the boundary of Πw all clusters satisfy the estimate (261). Thus we
can apply the constructions from the proof of Theorem 4.1 (see in particular the proof of
(180) and especially the proof of (185), (186) and (188)). We get
‖(H˜(2)w − k2)−1(P − Pw)V Pw‖ = O(k214µδ),
which together with (547) proves (544).
For singular grey and black clusters the proof is very similar. So, we just introduce
corresponding objects and formulate the results.
Let Πg be a singular grey cluster, i.e.
‖(Pg(H − k2)Pg)−1‖ > kξ, ξ > kγr1/2+2δ0r1−2δ∗ , (548)
Pg being the projector corresponding to Πg. By construction, Πg belongs to a big white
box and its neighbors. We refer to it as expanded big white box. Its size is 3kγr1 and it
contains less than kγr1/2+δ0r1 elements of M(2).
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Lemma 10.14. If (548) holds for a grey cluster Πg, such that all the white clusters
imbedded into it do not satisfy (542), then
‖(P (H − k2)P )−1‖ > ckkγr1/2+2δ0r1−2δ∗ , (549)
P being the projector corresponding to the expanded big white box Π containing Πg. The
box Π has the size 3kγr1 and it contains less than kγr1/2+δ0r1 elements of M(2).
The proof is analogous to that of Lemma 10.13 up to the obvious changes: instead of
Pw we take Pg, R0 = [k
1
2
γr1+2δ0r1−δ∗−δ]− 1 and H˜(2)w is replaced by H˜(2)g which consists of
kδ non-resonance clusters and white clusters, which do not satisfy (542).
Let Πb be a singular black cluster, i.e.
‖(Pb(H − k2)Pb)−1‖ > kξ, ξ > kγr1+δ0r1−2δ∗ , (550)
Pb being the projector corresponding to Πb. By Lemma 4.19 any black cluster can be
covered by a box of the size ck3γr1/2+3 containing less than ckγr1+3 elements of M(2). We
refer to it as expanded black box.
Lemma 10.15. If (550) holds for a black cluster Πb, such that all the white and grey
clusters imbedded into it do not satisfy (542), (549), then
‖(P (H − k2)P )−1‖ > ckkγr1+δ0r1−2δ∗ , (551)
P being the projector corresponding to the expanded black box containing Πb. The box Π
has the size ck3γr1/2+3 and it contains less than ckγr1+3 elements of M(2).
10.10 Appendix 10
We consider ~κ(τ1) = b + τ1a. Let bq = (b + ~pm, ~νq), aq = (a, ~νq), tq = bq + aqτ1 and
b⊥q = (b + ~pm, ~ν
⊥
q ), a
⊥
q = (a, ~ν
⊥
q ), t
⊥
q = b
⊥
q + a
⊥
q τ1, m being the central point of M
j,s
2 .
Let us consider the corresponding periodic operator Hper1 (bq) associated with M
j,s
2 . Let
µ ≤ 6C∗(V,Λ) (see (340)). In our case
µ = k2 − (b⊥q )2 = k2 − (t⊥q )2 + (t⊥q )2 − (b⊥q )2 ≤ Λ+ 5C∗ ≤ 6C∗
by assumption. Let λn0(bq), λn0+1(bq) be the eigenvalues of the operator being at the
distance less than 1
8
d from µ, where d is the length of the shortest zone of the operator
Hper1 . If we have just one such eigenvalue or none, the consideration is analogous, just
simpler. It is easy to see that λn0(tq), λn0+1(tq) are holomorphic functions of τ1 in a
neighborhood of zero, the size of the neighborhood depending only on V,Λ. The projec-
tion E(τ1), corresponding to the pair of eigenvalues, can be extended as a a holomorphic
operator-function of τ1 in a similar neighborhood of zero and ‖E(τ1)‖ < c(V,Λ) in this
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neighborhood. The resolvent (Hper1 (tq)−µ)−1 is a meromorphic function of τ1 for any fixed
µ and (Hper1 (tq)− µ)−1(I −E(τ1)) is a holomorphic function. The size of a neighborhood
of zero where this holds, depends only on V,Λ when µ < 6C∗. Let D0(τ1) = (λn0(tq) −
µ)(λn0+1(tq) − µ). Obviously, (Hper1 (tq) − µ)−1E(τ1))D0(τ1) is a holomorphic function
bounded in norm by C(V,Λ). Next, let µ1(τ1) = (b
⊥
q )
2−(t⊥q )2 = −2a⊥q b⊥q τ1−(a⊥q )2τ 21 . Obvi-
ously, (Hper1 (tq)−µ−µ1)−1 is a meromorphic function of τ1 . Perturbative arguments yield
that (Hper1 (tq)−µ−µ1)−1(I−E(τ1)) is a holomorphic function of τ1 in a sufficiently small
neighborhood of the origin, the size of the neighborhood depending on V,Λ only. This part
of the resolvent is bounded by C(V,Λ). Let D1(τ1) = (λn0(tq)−µ−µ1)(λn0+1(tq)−µ−µ1).
Noting that (Hper1 (tq)−µ−µ1)−1E(τ1)D1(τ1) = (Hper1 (tq)−µ)−1E(τ1)D0(τ1)−µ1(τ1)E(τ1),
we obtain that
‖(Hper1 (tq)− µ− µ1)−1E(τ1)D1(τ1)‖ < C(V,Λ)(1 + |µ1|).
By assumption, |µ1| < 5C∗(V,Λ). Hence,
‖(Hper1 (tq)− µ− µ1)−1‖ <
C(V,Λ)
D1(τ1)
.
The product D1(τ1) consists of two multipliers. Let us consider one of them: λn0(tq) −
µ − µ1. Using Taylor expansion of the third order for an eigenvalue, we obtain that
λn0(tq)− µ−µ1 = P3(τ1) +O(τ 41 ), where P3 is a polynomial of order three and |O(τ 41 )| <
C(V,Λ)τ 41 . By [43], |λ′′n0(tq)| + |λ′′′n0(tq)| > c(V,Λ) > 0. Applying Rouche´’s Theorem, we
obtain that λn0(tq)− µ− µ1 has no more than three zeros in a r(V,Λ)- neighborhood of
zero and |λn0(tq)−µ−µ1| > c(V,Λ)ε3 at the distance ε from the nearest zero, ε < ε0(V,Λ).
Hence |D1| > c(V,Λ)ε6 and
‖(Hper1 (tq)− µ− µ1)−1‖ < C(V,Λ)ε−6.
11 List of the main notations
Here, for the sake of convenience, we provide the list of main notations and definitions
with the directions where they are introduced in the text.
operator H - formula (1)
C, c are constants depending only on V , C0, c0 are absolute constants.
Q and irrational number α - formula (2)
measure of irrationality µ - formulae (27), (28)
norm ‖|~ps‖| - just before Lemma 2.1
δ, Ω(δ), Ω˜(δ) - at the beginning of Section 3.1
Om - formulae (58) and (72)
M, M˜, M1, M˜1, M2, M˜2, M
j
2, M˜
j
2, M
′ - formula (74) and text below
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γ - after the proof of Lemma 4.18
simple, black, grey, white and non-resonant regions - Subsection 4.4.1 (Step II) and
Subsection 5.3.2 (Step III)
δ0 - see definition of the black regions in Subsection 4.4.1
k∗ - at the beginning of Section 5
β and operator H˜(2) - at the beginning of Subsection 5.1
rn, r
′
n - relations (384), (363), (277), (278), Lemma 5.15, relations (165) and the
beginning of Subsection 4.4.1
operator H˜(n) - after Lemma 7.2, at the beginning of Subsections 7.3, 6.1, 5.1 and
formula (166)
M(n) - formulae (396), (344), (251)
O(n) - formulae (404), (358), (271), (155), (57)
W(n) - formulae (405), (359), (272), (156), (60)
ω(n) - formulae (406), (360), (273), (157), (61)
g
(n)
r - formulae (411), (365), (280), (168), (39)
G
(n)
r - formulae (412), (366), (281), (169), (40)
contour Cn - formulae (412), (366), Lemmas 4.30, 3.34 and formula (37)
λ(n) - formulae (413), (367), (282), (170), (42)
spectral projector E(n) - formulae (415), (369), (284), (172), (45)
d(n)(s, s′) - formulae (420), (374), (289), (177), (50)
κ(n) and h(n) - Lemmas 7.21, 6.6, 5.5, 4.4, 3.11
S(n) - formulae (392), (327), (205)
Ω
(j)
s (rn) - formulae (395), (350), (345) and description of the simple region in Subsec-
tion 4.4.1
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