ABSTRACT Motivation: Maximum-likelihood (ML) image refinement is a promising candidate to improve attainable resolution limits in 3D-EM. However, its large CPU requirements may prohibit application to 3D-structure optimization. Results: We speeded up ML image refinement by reducing its search space over the alignment parameters. Application of this reducedsearch approach to a cryo-EM dataset yielded practically identical results as the original approach, but in approximately one day instead of one week of CPU. Availability: This work has been implemented in the public domain package Xmipp. Documentation and download instructions may be found at: http://www.cnb.uam.es/∼bioinfo Contact: carazo@cnb.uam.es
INTRODUCTION
Three-dimensional electron microscopy (3D-EM) may yield valuable information about the 3D structure of large macro-molecular complexes at medium-low resolution. Although single-particle reconstructions at resolutions >10 Å have been reported, more common limits are in the range of 15-30 Å (Baumeister and Steven, 2000) . One approach that has been repeatedly proposed as a promising candidate to improve 3D-EM resolutions is maximumlikelihood (ML) image refinement (Sigworth, 1998; Yin et al., 2003; Stewart and Grigorieff, 2004; Scheres et al., 2005) . Prior to 3D-reconstruction, the experimental images need to be aligned. However, conventional alignment methods typically suffer from false maxima in their target functions, which are caused by the experimental noise. ML refinement includes a formal noise model and is, therefore, expected to be more robust (Sigworth, 1998) .
Recently, we introduced an ML approach to multi-reference refinement (Scheres et al., 2005) . This approach yielded new insights into a highly complicated cryo-EM dataset, illustrating the potentials of ML refinement in the field. In principle, a similar approach may be applied to ML refinement of 3D-EM volumes. However, even for a small dataset, such an approach would be practically prohibited by the extensive CPU time required. Here, we present an approach that may considerably speed up ML image refinement and that may thus represent an important step towards ML refinement of 3D-EM volumes.
METHODS
Each image X i in the observed dataset X is assumed to be a noisy copy of one of K underlying structures A k , which is rotated and translated according * To whom correspondence should be addressed.
to transformation φ. We optimize the log-likelihood, i.e. the logarithm of the probability of observing X given a model with parameter set :
(1)
is the probability of observing image X i , given k, φ and . P (k, φ| ) is the probability density function of k and φ:
where α k is the estimated proportion of A k , ξ is the estimated standard deviation in the assumedly Gaussian distributed residual origin offsets and x, y are the translational components of φ. Given k and φ, we model each pixel value of the rotated and translated image X i (φ) as the value of the corresponding pixel in A k , to which independent, zero-mean Gaussian noise with standard deviation σ is added, so that
The log-likelihood is maximized using the Expectation-Maximization algorithm (Dempster et al., 1977) . Thereby, reference images A (n+1) k for the next iteration are obtained using the model parameters of the current iteration, (n) :
where P (k, φ|X i , (n) ) can be calculated from all P (X i |k, φ, ) and P (k, φ| ) using Bayes' theorem. The integrations over φ comprise all sampled rotations ψ and all translations in x and y: φ = (ψ, x, y). The integrations over x and y can be performed in an effective way using fast Fourier transforms. Thereby, the complete evaluation of Equation (4) We explored a reduction of the search space in φ to speed up these calculations. For all iterations (n), we store those translations x (n) i,k , y (n) i,k that give the highest probability of observing image X i given reference A k [Equation (3)]. In the first iteration, a complete integration over all rotations and translations is performed. In all subsequent iterations, we first evaluate 
is not considered significant, we assume that none of the translations will contribute significantly to Equation (4) and the corresponding integration over x and y is skipped. We implemented the following criterion to consider P X i |k, ψ, x
where C is a free parameter.
Fig. 1.
Comparison of the reduced-search (fastML) and the complete-search (ML) approaches. Shown are the required CPU times (on an Intel Xeon 3 GHz processor) and the resulting images of two-reference refinements starting from the same (random) initial seeds. Both runs were stopped after 42 iterations.
RESULTS
The reduced-search approach was implemented in our public-domain package Xmipp (Sorzano et al., 2004) : option -fast in the program MLalign2D. C may be provided using option -C. We compared this approach with a complete ML-search, using a cryo-EM dataset of 3812 large T-antigen projections [see (Scheres et al., 2005) for experimental details]. Using a value of C = 10 −12 the fast approach required 25 h of CPU, whereas the complete search took 162 h. Still, both approaches yielded practically identical results (Fig. 1) . Using conventional CC-based alignment, the references obtained were fuzzier and showed less detail. For example, the putative DNA density that was observed to protrude from the lower part of references 2 in Figure ( 1) was not observed for the conventionally refined images (data not shown).
DISCUSSION
The choice of C is important because reducing the search space too much may result in getting trapped in local minima. Apparently, the energy landscape for the refinement of the presented cryo-EM data does allow a significant reduction: a value of C = 10 −12 yielded practically identical results as the complete search, but almost seven times faster. Satisfactory images (not shown) were also obtained in 18 h with C = 10 −8 , but in this case the optimization path started to deviate notably from that of the complete search.
Finally, we note that optimization of a 3D map with an angular sampling of 10
• requires ∼200 instead of 2 references. Therefore, even when using two dozens of CPUs in parallel, the complete-search approach would take months of wall-clock time for a dataset of similar size as the one presented here. The parallelized reduced-search approach would require approximately one week.
