This paper reports vapor-space condensation heat transfer measurements for R123, R134a, and 
INTRODUCTION
Despite the rigors of ozone (Montreal Protocol, 1987) and climate (Kyoto Protocol, 1997; European Mobile Directive, 2006) policies, both R134a and R123 remain viable refrigerants for use in chillers and other refrigeration and air-conditioning equipment. According to Calm (2012) , R123 still maintains nearly 40% of the global centrifugal chiller market share. Calm (2012) also states that "R134a is now the most widely used single-compound refrigerant in new equipment on a worldwide basis." Considering this and that the US Clean Air Act permits the manufacture of R123 chillers up to the end of 2019 and that the production of R134a is not currently planned to be phased out [Copenhagen Amendment (1992) to the Montreal Protocol (1987) ], the study of the vapor-space condensation heat transfer characteristics of these refrigerants is essential for promoting efficient systems. R245fa is also an important refrigerant to study being that it has a 100-year time horizon global warming potential (GWP) that is 39% less than that of R134a (IPCC, 2007) . Brown (2012) illustrates that further reduction in GWP is possible by creating blends of more traditional refrigerants with low-GWP refrigerants, including flammable ones. Low-GWP blends with R134a, and R245fa will necessitate the evaluation of the heat transfer performance of these fluids for some time to come, e.g., as is done by Cavallini et al. (2010) for condensation for flow boiling. Vapor-space condensation measurements and predictions for R123, R134a, and R245fa on conventional passively enhanced condenser tube geometries can contribute greatly to the efficient design of new refrigeration and air-conditioning equipment for these fluids. Park et al. (2010) have contributed to this effort by providing baseline measurements for condensation heat transfer of all the above fluids plus that of R22 on a smooth, horizontal tube. Based on their measurements, they concluded that R245fa appeared to be a long-term replacement for R123. Jung et al. (1999) examined the condensation heat transfer performance of R123 and R134a on a trapezoidal finned tube and a Turbo-C 1 tube. They found that the condensation heat transfer coefficient for the Turbo-C tube was as much as eight times greater than that for a smooth tube, thus, illustrating the potential for the Turbo-C for facilitating thermodynamically efficient system designs.
NOMENCLATURE
Models for predicting the condensation heat transfer performance on finned tubes inevitably require the consideration of surface-tension drainage of condensate from the fins. Honda and Nozu (1987) , Adamek and Webb (1990) , Rose (1994), and Webb et al. (1985) have all de-1 Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose.
veloped condensation heat transfer models that include surface tension effects. One of the more successful models, due to its simplicity and accuracy, is that of Rose (1994) . He developed a model based upon dimensional analysis, which is able to provide a simple way to predict the heat transfer performance of a particular class of enhanced tubes. These models are limited to the prediction of the performance of vapor-space condensation on the trapezoidal fin geometry and are unable to predict either the Turbo-C or Turbo-CII geometries.
The focus of the present study is to provide experimental data and a model to document and to predict the relative performance of R123, R134a, and R245fa on two heat transfer surfaces: trapezoidal low-fin and Turbo-CII.
The measurements were done on vertical plates rather than round, horizontal tubes in order to isolate and study the effects of the fin condensation without the effects of condensate retention, which is a characteristic associated with horizontal tubes. The measurements on plates were designed to allow for the development of a predictive model for condensation on the trapezoidal, low-finned and the Turbo-CII geometries on vertical plates and horizontal tubes. Figure 1 shows a schematic of the apparatus that was used to measure the vapor-space condensation heat trans-fer for the test surfaces. Specifically, the apparatus was used to measure the vapor saturation temperature (T s ), the average condensation heat flux (q ), and the wall temperature (T w ) of the test surface at the fin root. The three principal components of the apparatus were the test chamber, the postcondenser, and the boiler. The internal dimensions of the test chamber were approximately 254 × 200 × 130 mm. The boiler contained approximately 10 kg of refrigerant. Hot building water flowing inside the boiler tubes heated the test refrigerant on the shell side. The test section was visible through three, flat quartz windows. High-velocity (2.5 m/s) water cooled the opposing side of the finned condensing test surface. Varying the cooling water temperature varied the heat flux. The vapor produced by the boiler was condensed by the postcondenser and the test section and it was returned by gravity to the liquid pool. The postcondenser was identical to the shell-and-tube boiler; however, chilled water flowed inside the tubes while the vapor condensed on the outside of the tubes. The duty of the boiler and the postcondenser were significantly large so that a wide variation in the duty of the test surface would not affect the saturation pressure of the test apparatus. The purger and the desiccant filter removed noncondensable gases and water, respectively, from the test refrigerant after charging and before testing.
APPARATUS
To reduce errors associated with the saturation temperature measurement, two 450 mm long 1.6 mm diameter stainless steel sheathed thermocouples were used to measure the vapor saturation temperature. The small thermocouple bead diameter provided for a relatively rapid response time. Approximately 180 mm of each thermocouple length was exposed to the vapor of the test chamber. The portion of each thermocouple that was in the test chamber was shielded with a 6 mm diameter stainless steel tube and was in contact with the saturated refrigerant vapor. The tips of the two thermocouples were placed near the lower edge of the test plate and approximately 60 and 95 mm, respectively, from the plate face. Figure 2 shows the cross section of the oxygen-free highconductivity (OFHC) copper integral-trapezoidal-fin test
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FIG. 2:
OFHC copper trapezoidal-fin test plate and thermocouple coordinate system. plate used in this study. The integral-trapezoidal-fin surface was machined directly onto the top of the test plate by electric discharge machining (EDM). The total length of the plate (L y ) was approximately 101 mm. As shown in Fig. 3 , the surface had a fin pitch (p f ) of approximately 1.36 mm giving nominally 746 fins per meter oriented along the long axis of the plate. The fin-tip width (t t ), the fin height (e), and the spacing between the fins at the fin root (S r ) were approximately 0.24, 1.53, and 0.88 mm, respectively. The ratio of the surface area to the projected area of the surface was 2.87. If the delineation between the fin and the fin root is defined as where the fin curvature changes from convex to concave, then the ratio of the fin area to projected area (A f /A p ) and the ratio of the root area to the projected area (A r /A p ) was approximately 1.65 and 1.11, respectively. Figure 3 shows a top and a side view of the notched, saw-toothed fins of the Turbo-CII surface. There are nominally 1575 fins per meter with a fin-tip width (t t ), the fin height (e), and the spacing between the fins at the fin root (S r ) was approximately 0.12, 0.74, and 0.51 mm, respectively. The Turbo-CII surface was unrolled from a section of 25.25 mm diameter tube with the inner surface machined flat. The unrolled section was soldered onto a copper test plate. The material properties of the fins and base tubing, the test plate, and the intervening solder layer were all accounted for in measuring the heat flux and surface temperature in the same manner as done in Kedzierski (1995) .
MEASUREMENTS AND UNCERTAINTIES
The standard uncertainty (u i ) is the positive square root of the estimated variance. The individual standard uncertainties are combined to obtain the expanded uncertainty (U ), which is calculated from the law of propagation of uncertainty with a coverage factor. All measurement uncertainties are reported at the 95% confidence level except where specified otherwise. For the sake of brevity, only a summary of the basic measurements and uncertain- ties is given below. Complete detail on the heat transfer measurement techniques and uncertainty estimates can be found in Kedzierski (2000) and in Carr (2002) .
All of the copper-constantan thermocouples and the data acquisition system were calibrated against a glassrod standard platinum resistance thermometer (SPRT) and a reference voltage to a residual standard deviation of 0.005 K. Considering the fluctuations in the saturation temperature during the test and the standard uncertainties in the calibration, the expanded uncertainty of the average saturation temperature was no greater than 0.04 K. Consequently, it is believed that the expanded uncertainty of the temperature measurements was less than 0.1 K.
Twenty 0.5 mm diameter thermocouples were force fitted into the wells of the side of the test plate shown in Fig. 2 . The heat flux and the wall temperature were obtained by regressing the measured temperature distribution of the block to the governing two-dimensional conduction equation (Laplace equation). In other words, rather than using the boundary conditions to solve for the interior temperatures, the interior temperatures were used to solve for the boundary conditions following a backward stepwise procedure given in Kedzierski (1995) . As shown in Fig. 2 , the origin of the coordinate system was centered on the surface with respect to the y direction at the heat transfer surface. Centering the origin in the y direction reduced the uncertainty of the wall heat flux and temperature calculations by reducing the number of fitted constants involved in these calculations.
Fourier's law and the fitted constants from the Laplace equation were used to calculate the average heat flux (q ) normal to and evaluated at the heat transfer surface based on its projected area.
2 The average wall temperature (T w ) was calculated by integrating the local wall temperature (T ). The driving wall temperature difference was calculated from T w and the measured temperature of the saturated vapor (T s ). Considering this, the relative expanded uncertainty in the heat flux (U q ) was greatest at the lowest heat fluxes, approaching 8% of the measurement near 2 kW/m 2 . In general, the U q remained less than 4% for heat fluxes greater than 20 kW/m 2 . The average random error in the wall superheat (U T w ) remained between 0.01 and 0.10 K with an average value of approximately 0.04 K. Plots of U q and U T w versus heat flux can be found in Carr (2002) .
2 All heat fluxes presented in this manuscript are based on the projected area.
EXPERIMENTAL RESULTS
The heat flux was varied from approximately 65 to 2 kW/m 2 for the trapezoidal surface and from 110 to 2 kW/m 2 for the Turbo-CII surface. The saturation temperature was 313.15 K for all of the vapor-space condensation tests. Almost no condensate retention was observed on the surface for all test heat fluxes. The dimensionless liquid-vapor interfacial shear stress as defined by Rohsenow et al. (1956) was estimated to be less than 1.4 × 10 −4 for all of the data. Data were taken, on average, over six days for each fluid and test plate resulting in a total of 491 measurements. Carr (2002) tabulated the measured heat flux and wall temperature difference for all of the data.
The heat transfer measurements were qualified by measuring the rate of R134a condensation on a verticalsmooth plate and comparing the results to the Nusselt (1916) solution. Figure 4 shows the measured heat flux (q ) versus the measured driving temperature difference (∆T s = T s − T w ) for R134a together with the predicted heat flux and temperature difference. The largest deviation of the measured q and ∆T s from the Nusselt (1916) solution for laminar filmwise condensation is approximately 10%, with better agreement at the lower q . The measured heat fluxes at the larger ∆T s were larger than those predicted by the Nusselt solution, which is consistent with the heat transfer enhancing effects of larger film Reynolds numbers that are not accounted for in the Nusselt solution. In addition, the R134a condensation measurements of Jung et al. (1999) measurements on a vertical-smooth plate. A Nusselttype analysis predicts that for the same driving temperature difference, the heat flux on a 101 mm long vertical plate should be approximately 2% larger than that for a 19 mm diameter, horizontal tube (Incropera and DeWitt, 2002) . 
FIG. 5:
Measured condensation heat flux versus driving temperature difference for R134a, R245fa, and R123 on a trapezoidal surface.
FIG. 6:
Measured condensation heat flux versus driving temperature difference for R134a, R245fa, and R123 on a Turbo-CII surface.
bic best-fit regression of the data. Table 1 gives the constants for the cubic regression of the wall temperature difference versus the heat flux for each fluid and surface tested. The dashed lines, to either side of the mean, represent the lower and upper 95% simultaneous (multipleuse) confidence intervals for the mean. Figure 5 shows the condensation heat transfer measurements for R123, R134a, and R245fa on the vertical, trapezoidal surface. The heat flux for R245fa is approximately 10% greater than that for R134a at the same driving temperature difference. The condensation curves for R123 and R134a are nearly identical and are within the measurement uncertainty for most of the data.
The heat flux for the trapezoidal fin surface proved to be relatively insensitive to test fluid, being within approximately 6 kW/m 2 of each fluid run for the same driving temperature difference. The residual standard deviation of the regressions-representing the proximity of the data to the mean-for both fluids was approximately 0.025 K. The expanded uncertainty of the estimated mean wall temperature difference for the three fluids on the trapezoidal surface was approximately 0.015 K. Figure 6 shows the condensation heat transfer measurements for R123, R134a, and R245fa on the vertical, Turbo-CII surface. For R134a and R245fa, the heat flux for the Turbo-CII surface is approximately double that of the trapezoidal-fin surface for the same driving temperature difference. For driving temperature differences greater than 3 K, the heat flux for R134a on the Turbo-CII is approximately 10 kW/m 2 greater than that for R245fa, which is nearly the reverse relative performance of the two fluids on the trapezoidal surface. The R123 heat flux is between 10 and 80 kW/m 2 less than that of R245fa. The poorer performance of R123 on the Turbo-CII surface may be due to the combined effects of a larger liquid density and a larger surface tension than that of R134a and R245fa at the present test temperature. For the vertical plate, the larger liquid density encourages gravity to work against surface-tension drainage on the fins. Likewise, the long condensing length of the plate (L s ) gives the opportunity for the larger surface tension to induce partial flooding of the fin surface. Both of these effects work to reduce condensation heat transfer. The residual standard deviations of the regressions for R123, R134a, and R245fa were approximately 0.025, 0.025, and 0.05 K, respectively. The expanded uncertainties of the estimated mean wall temperature differences for R123, R134a, and R245fa on the Turbo-CII surface were approximately 0.015, 0.015, and 0.03 K, respectively. 
ROSE MODEL
Rose (1994) developed a simple model to predict condensation heat transfer on low, integral-finned tubes by building an area-weighted average model for the different regions of the tube. Expressions for the condensation heat flux for fin tip (q t ), the fin side (q f ), and the space between the fins at the fin root (q r ) are arrived at by dimensional analysis while imposing consistency with traditional solutions for laminar film condensation such as those given in Incropera and Dewitt (2002) :
(1)
(2)
The constants C t and C f are the ones traditionally used for the condensation heat transfer coefficient on horizontal tubes (C t = 0.728) and vertical, flat plates (C f = 0.943), respectively. Rose (1994) modifies the coefficient for horizontal tubes in order to calculate a proper average condensation rate at the fin root; however, it is assumed here that C r = C t for vertical plates. The e v is the effective mean vertical fin height, as defined by Rose (1994) , and is equal to L y for a vertical plate. The fluid properties of the condensate are evaluated at saturated conditions including the liquid density (ρ l ), the liquid thermal conductivity (k l ), the dynamic liquid viscosity (µ l ), the surface tension (σ), and the difference between the liquid and vapor densities (∆ρ). The latent heat of vaporization is i f g , and g is the gravitational constant.
The total condensation heat flux (q ) of the tube based on the projected area (A p ) is
Here, c b is the fraction of the tube circumference that is flooded by condensate, which is practically inactive for condensation heat transfer . A simplified form of c b for trapezoidal fins by Rudy and Webb (1985) is
The above model, i.e., Eq. (4), for the total heat flux differs from that provided by Rose (1994) in that the Rose model does not discount the fin-tip heat transfer in the flooded region. In addition to accounting for a loss of heat transfer in the flooded region, the Rose model also accounts for a reduction of condensation in the fin-side and fin-root areas due to partial flooding in the active region of the tube. For the analysis in this paper for vertical plates, condensate flooding is neglected by setting c b equal to zero. This is approximately true due to the drainage strip on the end of the plate to discourage condensate flooding there. In addition, both the tube diameter at the root of the fin (D r ) and the tube diameter over the fins (D o ) are taken as the total length of the plate, L y . The resulting predictions with the modified Rose model for the vertical plate are shown in Fig. 7 . The predicted heat flux is roughly 5% to 25% less than the measured heat flux for the three test fluids. Considering this, the Rose model does a good job of capturing the physics and predicting the condensation of the integral-finned trapezoidal surface.
MODEL DEVELOPMENT
The methodology for developing models to predict nearzero shear condensation on trapezoidal, low-finned and Turbo-CII or Turbo-C geometries is to, first, rearrange Rose's model in terms of the liquid-vapor interface curvature gradient of the condensate film. The second step is to develop expressions for the condensate curvature gradient 4 from the heat transfer measurements of the vertical plates. The vertical plate measurements are not confounded by condensate retention; therefore, the heat transfer to the fin can be isolated more so than for a horizontal tube. The final step is to rebuild the model for the tube using the new curvature gradients while accounting for loss of heat transfer due to condensate retention. Zener and Lavi (1974) proposed a condensation surface with a constant pressure gradient (dP/ds) along the 4 The condensate curvature gradient is defined here as the change of the curvature of the liquid-vapor interface of the condensate with respect its own arc length (which is approximated by the fin length and zero at the center of the fin tip).
FIG. 7:
Comparison between predicted and measured condensation heat fluxes for R134a, R245fa, and R123 on a trapezoidal surface. arc length of the condensate's liquid-vapor interface (s). For low fins and thin films, this pressure gradient can be approximated by the gradient in curvature of the liquidvapor interface of the condensate film as
The condensation heat flux for such a surface, while including the component of gravity forces in the s direction (ρ l g s ), and neglecting the condensate film thickness at s = 0, can be written as
where L s is the condensing length, i.e., the total length over which the condensate drainage force acts.
The Rose (1994) model is nearly identical to the constant pressure gradient model with the exception that the gravity and surface tension terms do not share the same denominator (condensing length) as for the Zener and Lavi (1974) model. The advantage of the above equation is that it can be seen that the gradient of the condensate curvature can be used to tailor Rose's model to other geometries, including the Turbo-CII.
Using Eq. (7) as a guide, the general form of Rose's model can be rewritten as
where L g and L s are the condensing lengths influenced by gravity and surface tension, respectively. The coefficient C is chosen following Rose's (1994) model depending on what part of the tube is being modeled. For example, for the vertical plate with the rectangular-fin geometry, the condensation heat flux between the fins at their root (q r ) is calculated as
Equation (9) was obtained by neglecting surface tension drainage effects in the channel. The fin-tip and the fin-side condensation are lumped into the condensation heat flux to the fin, while neglecting the effects of gravity, as
Neglecting gravity is a valid assumption for refrigerant condensation for most fin-length fin heights less than 1.5 mm (Kedzierski and Webb, 1990) . Equation (10) was obtained by setting condensate curvature gradient on the fin to π/[2(2t t ) 2 ] and the condensing length on the fin to the fin height, e. The curvature gradient is assumed to be concentrated at the corner of the fin-tip, as was also done by Adamek and Webb (1990) and Honda and Nozu (1987) , and assumed to be constant. Webb et al. (1982) were some of the first researchers to apply a linear approximation for the curvature gradient on a fin. The difference between the curvature gradient approximation in the literature and that used in Eq. (10) is that the influence of the curvature gradient is assumed to be confined to twice the thickness of the fin tip, while the region for condensation heat transfer remains the entire fin height.
5 Figure 7 compares the present condensation heat flux measurements for the trapezoidal plate to predictions using Eq. (4) with Eqs. (9) and (10). The predictions were done by setting c b to zero as was done for the Rose (1994) predictions. In addition, the area ratio and the heat flux terms for the fin side and the fin tip were combined into a single term for both. Figure 7 shows that the modified Rose model predicts the driving temperature difference to within 0.4 K for all of the fluids and for the entire heat flux range. Evaluated at the same heat flux, the average difference between the measured and the predicted driving temperature difference was -0.08, -0.10, and 0.01 K for R134a, R123, and R245fa, respectively.
The Rose (1994) model was also modified to predict the Turbo-CII surface by developing a dimensional constant for the average curvature gradient normalized by an arbitrary condensing length for use in Eq. (8):
Equation (11) flux based on the projected area for the Turbo-CII geometry on the vertical plate of this study is obtained and plotted in Fig. 8 . Figure 8 shows that the modified Rose model, while using Eq. (11), predicts the driving temperature difference to within 1.2 K for R245fa and R134a for the entire heat flux range. Evaluated at the same heat flux, the average difference between the measured and the predicted driving temperature difference was 0.3 and -0.5 K for R134a and R245fa, respectively. For driving temperature differences increasing from near zero to 7 K, the heat flux for R123 is overpredicted from approximately 5% to 300% of the measured heat flux. The poor agreement between the model and the measured condensation heat transfer for R123 is likely due to partial flooding of the test surface. The general model given in Eq. (4) along with Eq. (11) and Eq. (8) can be combined to develop an expression for predicting condensation on a Turbo-CII or Turbo-C tube:
All fluid properties are evaluated at the saturated condition. The fin pitch (p f ) in the denominator of the first term of Eq. (12) accounts for surface area differences between tubes as caused by the fin pitch. The dimensional constant ξ is set to 1 m, which is required to ensure dimensional consistency between the leading constant (0.683) and the rest of the parameters in Eq. (12). Figure 9 compares the predictions of Eq. (12) to the measurements of Jung et al. (1999) at a saturation tem-
FIG. 8:
Comparison between predicted and measured condensation heat fluxes for R134a, R245fa, and R123 on a Turbo-CII surface.
FIG. 9:
Comparison between predicted and measured condensation heat fluxes for various refrigerants on the Turbo-C tube.
perature of 312.15 K for an 18.9 mm diameter Turbo-C tube with 1654 fpm and an S r of 0.25 mm. The predicted heat fluxes are within 15% of all the measured values for R11, R12, R123, and R134a.
A general condensation model for trapezoidal, lowfinned tubes can be developed in a similar manner as was done for Eq. (12) by substituting Eqs. (9) and (10) into Eq. (4):
Here, the area ratios of the tube have been estimated with previously defined fin and tube parameters. The constant 0.28 for round, horizontal tubes (C 4 t ) was used in Eq. (13) to represent condensation between the fins rather than using the constant 0.79 that was used for vertical plates in Eq. (9). Figure 10 compares the predictions of Eq. (13) to the measurements of Jung et al. (1999) at a saturation temperature of 312.15 K for an 18.9 mm diameter trapezoidalfinned tube with 1024 fpm, e = 1.124 mm, t t = 0.252 mm, and an S r of 0.4 mm. As shown in Fig. 10 , the predicted heat fluxes for R123, R12, and R11 are within 7% of all the measured values. The heat flux for R134a is overpredicted by roughly 10%.
FIG. 10:
Comparison between predicted and measured condensation heat fluxes for various refrigerants on the trapezoidal-finned tube.
CONCLUSIONS
Vapor-space condensation heat transfer data for pure R123, R134a, and R245fa were measured on two vertical plates: one with the integral trapezoidal-fin surface and the other with the Turbo-CII surface. The condensation heat flux of the Turbo-CII, based on the projected area, was approximately double that of the trapezoidalfin surface. The condensation heat flux of R134a and R245fa on the Turbo-CII surface were similar, being within 18 kW/m 2 of each other. The condensation heat flux for R123 on the Turbo-CII surface was between 10 and 80 kW/m 2 less than that of R245fa. It is believed that the poor performance of R123 on the Turbo-CII was due to partial flooding of the fins. The heat flux for the trapezoidal fin surface proved to be relatively insensitive to test refrigerant, being within approximately 8 kW/m 2 of each other for the same driving temperature difference.
An existing finned tube condensation model was modified to be expressed in terms of the gradient of the condensate curvature with respect to the length of the liquidvapor interface. Expressions for the curvature gradients for the trapezoidal fin and the Turbo-CII surface were developed from the vertical plate data and used to modify the existing model. The modified model for the condensation on a vertical, trapezoidal-fin surface predicted the measured driving temperature difference to within 0.4 K and for all test fluids. Similarly, the modified model for the condensation on a vertical, Turbo-CII surface predicted the measured driving temperature difference to within 1.2 K for R134a and R245fa. Using the curvature gradient derived for the Turbo-CII vertical plate data, a simple model was developed to predict the performance of a single Turbo-C or Turbo-CII tube. Measured heat fluxes from the literature were predicted to within 15% for four different fluids on a Turbo-C tube. The same concept was used to develop a model for condensation on trapezoidal, low-fin tubes. The model predicted data from the literature for four different fluids to within approximately 10% of the measurement.
