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Abstrakt
Elektrickou aktivitu mozku zaznamena´va´me pomoc´ı EEG (elektroencefalografu). Ned´ılnou
soucˇa´st´ı vysˇetrˇen´ı je detekce grafoelement˚u. Metody, ktere´ jsou zalozˇeny na matema-
ticke´m principu klasifikace, je vzˇdy nutne´ prˇizp˚usobit stochasticke´mu ra´zu EEG signa´lu.
Hojneˇ vyuzˇ´ıvanou metodou je modifikovany´ algoritmus k-means. Tento prˇ´ıstup ale sky´ta´
omezen´ı v prostoroveˇ prolnuty´ch shluc´ıch. U hustotneˇ zalozˇene´ho algoritmu DBSCAN se
tento proble´m neobjevuje. Za´rovenˇ nab´ız´ı algoritmus DBSCAN velke´ mnozˇstv´ı modifikac´ı
uzp˚usobeny´ch pro v´ıce dimenziona´ln´ı data.
C´ılem diplomove´ pra´ce je otestovat u´cˇinnost algoritmu DBSCAN na klasifikaci seg-
ment˚u EEG signa´lu na za´kladeˇ 23 vypocˇteny´ch prˇ´ıznak˚u, prˇ´ıpadneˇ navrhnout vhodnou
adaptaci algoritmu pro EEG signa´l.
Zpracova´vana´ data byla nameˇrˇena v Nemocnici Na Bulovce na 15 pacientech, ktery´m
bylo indikova´no vysˇetrˇen´ı na za´kladeˇ podezrˇen´ı na nemoc epilepsii. Pacienti byli muzˇi
i zˇeny ve veˇku mezi 26 – 60 roky. De´lka za´znamu se pohybuje od jednotek do des´ıtek
minut.
Klasifikova´ny jsou cele´ za´znamy (vsˇechny segmenty z 19 kana´l˚u). Z vyhodnoceny´ch
12 za´znamu˚ jsou vyb´ıra´ny na´hodne´ segmenty, u ktery´ch 2 neza´visl´ı odborn´ıci validuj´ı
prˇ´ıslusˇnost k dane´ trˇ´ıdeˇ. 3 za´znamy jsou vyhodnoceny cele´. V za´znamu rozliˇsujeme trˇ´ıdy
odpov´ıdaj´ıc´ı epilepticke´, svalove´ a ocˇn´ı aktiviteˇ, fyziologickou aktivitu a pulzn´ı artefakty.
Na za´kladeˇ klinicke´ho vyhodnocen´ı byla provedena ROC analy´za.
Z vy´sledk˚u vyply´va´, zˇe DBSCAN nen´ı vhodny´ pro klasifikaci EEG za´znamu˚, nebot’
nen´ı schopen spra´vneˇ rozdeˇlit v´ıce jak 2 trˇ´ıdy grafoelement˚u. Modifikovany´ GRIDBSCAN,
ktery´ vycha´z´ı z algoritmu DBSCAN, deˇl´ı 23D prostor pomoc´ı buneˇk adaptivn´ıch rozmeˇr˚u.
Tento algoritmus ma´ lepsˇ´ı senzitivitu u segment˚u fyziologicke´ aktivity, nezˇ algoritmus
k-means. GRIDBSCAN za´rovenˇ klasifikuje epilepticke´ grafoelementy do trˇ´ıd s vysokou
homogenitou (nad 0,8). Nedostatky algoritmu se projevuj´ı ve sˇpatne´m zarˇazen´ı pomaly´ch
ocˇn´ıch artefakt˚u a vysoke´ cˇasove´ na´rocˇnosti (jednotky minut).
K zefektivneˇn´ı klasifikace by prˇispeˇl optima´ln´ı (individua´ln´ı) vy´beˇr prˇ´ıznak˚u pro da-
nou metodu. Modifikovany´ DBSCAN lze vyuzˇ´ıt k hodnocen´ı za´znamu˚ EEG, ale sta´le je
nutna´ intervence le´karˇe. Dı´ky jeho vysoke´ vy´pocˇetn´ı na´rocˇnosti a na vybrany´ch prˇ´ıznac´ıch
proka´zane´ te´meˇrˇ shodne´ u´speˇsˇnosti klasifikace s algoritmem k-means nen´ı vhodne´ v kli-
nicke´ praxi algoritmus k-means nahrazovat hustotn´ım algoritmem GRIDBSCAN.
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Abstract
Electroencephalography (EEG) is an electrophysiological monitoring method used for re-
cording the electrical activity of the brain. A detection of graph elements is integral
to the examination. It is essential to adapt the methods that are based on mathematical
principles of classification for a stochastic character of the EEG signal. One of the most
commonly used methods is modified algorithm k-means, nevertheless this method is limi-
ted by spatially entwined clusters. We do not deal with this kind of problem when using
a density-based algorithm DBSCAN. Apart from that algorithm DBSCAN also provides
a wide range of modifications adapted for multi-dimensional data.
The main aim of this dissertation thesis is to test the effectiveness of algorithm DBS-
CAN which is used for classification of the EEG signal segments. This method is based on
23 calculated symptoms. Alternatively we can propose a suitable adaptation of algorithm
for the EEG signal.
The data was analyzed on the basis of taking the measurements of 15 patients who
were examined in order to disprove the possible diagnosis of epilepsy. The data were
measured in the hospital Nemocnice Na Bulovce. The patients were between the ages
26-60, both male and female. The length of the measurement varies from one to tens of
minutes.
Records were classified whole (all segments of 19 channels). There are 12 evaluated
records from which we pick random segments. The segment’s competency to the specific
class is validated by two independent experts. We evaluate the whole part of 3 signals. Our
records are divided into separated classes corresponding with epileptic, muscular, ocular
activity and with physiologic activity and pulse artifacts. We did the ROC analysis based
on the clinical evaluation.
Due to the results we can see that DBSCAN is not suitable for the EEG classification of
the records as DBSCAN cannot separate more than 2 classes of graph elements. Modified
GRIDBSCAN, which is based on the DBSCAN algorithm, separates 23D space using the
cells with adaptable size. This algorithm is more sensible as for the segments of physiologic
activity than the k-means algorithm. GRIDBSCAN also divides epileptic graph elements
into classes with high homogeneity (above 0,8). The imperfection of the algorithm is
visible in incorrect and time-consuming classification of slow ocular artifacts.
The classification could be more effective if we individually chose the symptoms for
the specific method. Modified DBSCAN can be used for evaluation of the EEG records,
nevertheless the doctor’s intervention is still required. Due to the computational demand
and verifiably high success of the k-means algorithm classification is not convenient to
replace the k-means algorithm by a density-based algorithm in clinical practice.
Keywords
EEG, classification, DBSCAN, K-means, MATLAB.
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Prohla´sˇen´ı
Prohlasˇuji, zˇe jsem diplomovou pra´ci s na´zvem
Automaticka´ klasifikace EEG segment˚u metodou DBSCAN
vypracoval samostatneˇ a pouzˇil k tomu u´plny´ vy´cˇet citac´ı pouzˇity´ch pramen˚u, ktere´
uva´d´ım v seznamu prˇilozˇene´m k diplomove´ pra´ci.
Nema´m za´vazˇny´ d˚uvod proti uzˇit´ı tohoto sˇkoln´ıho d´ıla ve smyslu §60 Za´kona cˇ. 121/2000
Sb., o pra´vu autorske´m, o pra´vech souvisej´ıc´ıch s pra´vem autorsky´m a o zmeˇneˇ neˇktery´ch
za´kon˚u (autorsky´ za´kon).
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Podpis
U´vod
Mozek mu˚zˇeme cha´pat jako rˇ´ıd´ıc´ı pocˇ´ıtacˇ lidske´ho teˇla. Rˇ´ıd´ı a ovlivnˇuje ostatn´ı cˇa´sti
organismu. Proto se veˇdci a le´karˇi domn´ıvaj´ı, zˇe jeho pochopen´ım se otevrˇou dverˇe
k zprˇesneˇn´ı diagnostiky a zkvalitneˇn´ı le´cˇby. Dosud nejsou vysveˇtleny a popsa´ny vsˇechny
elektricke´ interakce prob´ıhaj´ıc´ı mezi neurony. Elektricky´ signa´l mozku, ktery´ jsme pomoc´ı
elektroencefalografu (EEG) schopni zaznamenat, je chaoticky´ a p˚usob´ı velmi na´hodneˇ.
Pro usnadneˇn´ı a urychlen´ı vyhodnocen´ı teˇchto za´znamu˚ vznikla rˇada algoritmu˚ slouzˇ´ıc´ıch
k jejich segmentaci a klasifikaci. S rozvojem vy´pocˇetn´ı techniky je mozˇne´ aplikovat na sig-
na´ly vy´pocˇetneˇ na´rocˇneˇjˇs´ı algoritmy. T´ımto z´ıska´va´ zpracova´n´ı biosigna´l˚u v´ıce vypov´ıda-
j´ıc´ıch vy´sledk˚u a je mozˇne´ jeho sˇirsˇ´ı vyuzˇit´ı v klinicke´ praxi.
C´ılem diplomove´ pra´ce je implementovat metodiku pro automatickou klasifikaci seg-
ment˚u EEG za´znamu na za´kladeˇ prˇ´ıznak˚u charakteristicky´ch pro dany´ch segment. Diplo-
mova´ pra´ce pojedna´va´ o mozˇnosti vyuzˇit´ı algoritmu na ba´zi hustoty. Soucˇasne´ softwa-
rove´ rˇesˇen´ı v programu Wave-Finder (WF) vyuzˇ´ıva´ algoritmus k-means. C´ılem pra´ce je
srovnat metodu k-means s algoritmem DBSCAN. Hustotn´ı metoda by meˇla dosa´hnout
lepsˇ´ıch vy´sledk˚u u dat, ktera´ jsou v prostoru prolnuta a nelze je oddeˇlit prˇ´ımkou. Jedn´ım
z vy´stupn´ıch parametr˚u algoritmu DBSCAN je i pocˇet shluk˚u. Vzhledem k tomu, zˇe u me-
tody k-means je pocˇet shluk˚u parametrem vstupn´ım, ma´ noveˇ testovana´ metoda prˇispeˇt
k zjiˇsteˇn´ı idea´ln´ıho pocˇtu shluk˚u.
Vy´stup je soucˇasneˇ zapracova´n jako samostatneˇ funguj´ıc´ı modul v ra´mci existuj´ıc´ıho
softwarove´ho rˇesˇen´ı v programovac´ım prostrˇed´ı MATLAB. Vy´sledky jsou exportovatelne´
v bina´rn´ım i ASCII ko´dova´n´ı.
Ke klasifikaci vyuzˇ´ıva´me rea´lna´ data pacient˚u Nemocnice na Bulovce, u nichzˇ bylo
vysˇetrˇen´ı indikova´no z d˚uvodu podezrˇen´ı na epilepsii. C´ılem klasifikace je urcˇen´ı mı´sta
v za´znamu, kde se vyskytuj´ı artefakty, a rozdeˇlen´ı cele´ho signa´lu do trˇ´ıd dle podobnosti
jednotlivy´ch segment˚u.
Komplexn´ı algoritmus (prˇipraven´ı EEG dat, klasifikace a export) by meˇl v klinicke´
praxi prˇispeˇt ke zprˇesneˇn´ı diagnostiky, meˇl by by´t plneˇ automatizovany´ a u´cˇinneˇjˇs´ı, nezˇ do-
sud vyuzˇ´ıvana´ klasifikace pomoc´ı metody k-means, u ktere´ je nutna´ interakce s uzˇivatelem.
Prvn´ı cˇa´st pra´ce obsahuje popis EEG signa´lu, jeho genezi a meˇrˇen´ı. Jsou zde popsa´ny
za´kladn´ı principy vyhodnocova´n´ı signa´lu a urcˇen´ı prˇ´ıznak˚u. Na´sleduj´ıc´ı kapitoly nastinˇuj´ı
metody klasifikace, s blizˇsˇ´ım zameˇrˇen´ım na metodu DBSCAN a jej´ı varianty. V dalˇs´ıch
kapitola´ch je popsa´na metodika zpracova´n´ı a klasifikace testovac´ıch a rea´lny´ch dat. V ne-
posledn´ı rˇadeˇ pra´ce obsahuje vy´sledky pouzˇit´ı nove´ metodiky v porovna´n´ı se sta´vaj´ıc´ım
algoritmem a vyhodnocen´ı poznatk˚u.
1 SOUCˇASNY´ STAV RˇESˇENE´ PROBLEMATIKY
1 Soucˇasny´ stav rˇesˇene´ problematiky
Algoritmy vsˇech kategori´ı se snazˇ´ı o co nejv´ıce prˇesne´ zarˇazen´ı testovany´ch dat do patrˇicˇny´ch
shluk˚u. Velke´ mnozˇstv´ı zpracova´vany´ch dat prˇina´sˇ´ı spoustu proble´mu˚. Samotny´ algorit-
mus nen´ı neju´cˇinneˇjˇs´ı, nebot’ neprˇedstavuje komplexn´ı rˇesˇen´ı pro vsˇechny druhy dat.
Technicky je za dobry´ algoritmus povazˇova´n takovy´, ktery´ splnˇuje tyto pozˇadavky:
− minima´ln´ı pozˇadavky znalosti dome´ny pro urcˇen´ı hodnot vsˇech vstupn´ıch parametr˚u
(podstatne´ hlavneˇ u velky´ch soubor˚u dat),
− objev libovolny´ch tvar˚u shluk˚u,
− dobra´ u´cˇinnost na velky´ch datovy´ch souborech.
1.1 K-means algoritmus
V soucˇasne´ dobeˇ se nejcˇasteˇji pouzˇ´ıva´ k analy´ze EEG za´znamu metoda k-means, fuzzy
c-means, poprˇ´ıpadeˇ kombinace teˇchto metod s dalˇs´ımi. [1, 2]
Metoda k-means se u EEG za´znamu pouzˇ´ıva´ naprˇ´ıklad v prˇ´ıpadech, kdy chceme de-
tekovat choroby cˇi analyzovat spa´nek. Cˇasto by´va´ k-means implementova´n spolu s neu-
ronovy´mi s´ıteˇmi. [3]
V klinicke´ praxi se k-means pouzˇ´ıva´ k identifikova´n´ı epilepticky´ch gafoelement˚u. V ra´m-
ci klasifikace by´va´ cˇasto k-means spojeno spolu s dalˇs´ımi metodami, matematicky´mi ope-
racemi, aby bylo dosazˇeno co nejlepsˇ´ı klasifikace. [2]
Software Wave-Finder, jehozˇ autorem je doc. Ing. Vladimı´r Krajcˇa, CSc., metodou
k-means klasifikuje segmenty EEG za´znamu do 7 trˇ´ıd [4]. Jsou zde rozdeˇlova´ny sˇumove´
grafoelementy, epilepticka´ aktivita, pohybove´ artefakty a fyziologicke´ pr˚ubeˇhy.
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1.2 Wave-Finder
Program Wave-Finder (WF) nab´ız´ı komplexn´ı klinicke´ zpracova´n´ı EEG signa´l˚u. Nab´ız´ı
klasifikaci pomoc´ı neuronovy´ch s´ıt´ı, kde je nutny´ rucˇn´ı vy´beˇr grafoelemet˚u pro naucˇen´ı
syste´mu. Dalˇs´ı mozˇnost´ı je klasifikace metodou k-means cˇi fuzzy c-means. [4] Software je
vyuzˇ´ıva´n naprˇ´ıklad Nemocnic´ı Na Bulovce, Na´rodn´ım u´stavem dusˇevn´ıho zdrav´ı(NUDZ)
a Psychiatricky´m centrem v Bohnic´ıch (PCP).
K-means neprˇina´sˇ´ı zcela prˇesne´ vy´sledky klasifikace. Nebot’ nevy´hodou WF je nutnost
odhadnut´ı pocˇtu trˇ´ıd uzˇivatelem. Experimenta´lneˇ bylo zjiˇsteˇno, zˇe se nejlepsˇ´ıho rozdeˇlen´ı
dosa´hne prˇi vstupn´ım parametru 7 shluk˚u. Prˇesto v jednotlivy´ch trˇ´ıda´ch nacha´z´ıme sˇpatneˇ
zarˇazene´ segmenty. Neˇktere´ trˇ´ıdy algoritmus mylneˇ deˇl´ı na neˇkolik cˇa´st´ı.
1.3 DBSCAN
Metoda DBSCAN se na EEG za´znam v beˇzˇne´ praxi nepouzˇ´ıva´. Jedna´ se o starsˇ´ı algorit-
mus, ktery´ u´cˇinneˇ oddeˇluje prolnute´ shluky a detekuje sˇum. Na konferenci
”
Knowledge
Discovery and Data mining“ (KDD) 2014 byl algoritmus DBSCAN oceneˇn za vy´znamny´
prˇ´ınos prˇi extrakci dat v posledn´ım desetilet´ı, nebot’ z neˇj vycha´z´ı rˇada modifikac´ı vyuzˇ´ı-
vany´ch v soucˇasny´ch softwarovy´ch aplikac´ıch [5].






Zˇive´ organismy generuj´ı biosigna´ly, ktere´ slouzˇ´ı jako nosicˇe informac´ı. Aktivita mozku
se projevuje zmeˇnami elektricke´ho potencia´lu, ktere´ jsou meˇrˇitelne´ na povrchu lebky.
Elektroencefalogram je projev sumace teˇchto neuronovy´ch potencia´l˚u. [6]
Historie elektroencefalografu saha´ do pocˇa´tku 20. stolet´ı, kdy byl sestrojen prvn´ı
prˇ´ıstroj. Od te´ doby je EEG vyuzˇ´ıva´no prˇi diagnostice a vy´zkumne´ cˇinnosti. Prˇi vysˇetrˇen´ı
se zjiˇst’uje prˇ´ıtomnost chorob a posˇkozen´ı CNS, jaky´mi jsou naprˇ´ıklad: epilepsie, demence
a Alzheimerova nemoc.
EEG je kvazistaciona´rn´ı (po cˇa´stech staciona´rn´ı) a stochasticky´ signa´l. Jeho frekvencˇn´ı
i amplitudove´ charakteristiky se meˇn´ı v cˇase. Charakteristiky jednotlivy´ch segment˚u (ho-
mogenn´ı u´seky za´znamu) odpov´ıdaj´ı fyziologicky´m deˇj˚um (pohyb, zavrˇen´ı ocˇ´ı, sluchove´
vjemy apod.). Amplitudova´ charakteristika ma´ rozsah od 2 do 300µV, prˇicˇemzˇ jako fyzi-
ologicke´ hodnoty zdrave´ho pacienta pocˇ´ıta´me rozsah do 100 µV. Frekvencˇn´ı spektrum je
do 100 Hz, ale obvykle se pohybujeme v rozmez´ı od 0,5 do 30 Hz. [7]
2.1.1 EEG signa´l
Neurony, stavebn´ı jednotky mozku, maj´ı elektricky nabitou membra´nu (50 - 70µV). Neu-
rony na rozd´ıl od jiny´ch buneˇk nemetabolizuj´ı vsˇechny la´tky, ale zpracova´vaj´ı pouze
gluko´zu a kysl´ık. Elektricky´ potencia´l vznika´ pra´veˇ d´ıky energii z oxydativn´ı fosforilace
gluko´zy. Napeˇt´ı na vnitrˇn´ı straneˇ membra´ny je u norma´ln´ıho stavu negativn´ı, na vneˇjˇs´ı
pozitivn´ı. Hodnota potencia´lu neusta´le kol´ısa´. Prˇesa´hne-li hladinu 30 - 40µV, nastane de-
polarizace a neuron vysˇle vzruch. Na´sleduje inhibicˇn´ı fa´ze (hyperpolarizace), kde docha´z´ı
ke kompenzaci zmeˇny napeˇt´ı membra´ny a na´vratu potencia´l˚u do p˚uvodn´ıho stavu. Neuron
zde nen´ı schopen vys´ılat dalˇs´ı vzruchy. [8, 9]
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Neuron pomoc´ı dendrit˚u a teˇla bunˇky prˇij´ıma´ a zpracova´va´ signa´l, ktery´ po neuritu
(axonu) pos´ıla´ k dalˇs´ım neuron˚um. Rychlost sˇ´ıˇren´ı akcˇn´ıho potencia´lu za´vis´ı na myelinizaci
vla´ken. Vı´ce myelinizovana´ vla´kna vedou vzruchy rychlost´ı azˇ 120 m·s−1. [6, 9]
Vy´sledny´ EEG signa´l je synchronizac´ı elektricky´ch na´boj˚u membra´n neuron˚u. Vznika´
aktivitou neuron˚u kortexu a thalamu, ktery´ ma´ funkci genera´toru rytmu˚.
EEG elementy
Za´kladn´ı EEG aktivita je rozdeˇlena do cˇtyrˇ pa´sem [10, 6]:
Alfa rytmus
Frekvence alfa pa´sma je v rozmez´ı 8 - 13 Hz. Jedna´ se o nejv´ıce markantn´ı slozˇku EEG
signa´lu. Nejv´ıce je patrna´ v ty´ln´ım laloku. Amplituda te´to elektricke´ aktivity se pohy-
buje v rozmez´ı 30 - 80µV. Alfa aktivita je fyziologicky´m prˇ´ıznakem, ktery´ se projevuje
u vyzra´le´ho mozku prˇi zavrˇeny´ch ocˇ´ıch.
Beta rytmus
Frekvence beta pa´sma se pohybuje v rozmez´ı 13 - 30 Hz, jedna´ se o nejrychlejˇs´ı zmeˇnu
aktivity. Nejle´pe meˇrˇitelna´ aktivita je ve fronta´ln´ı oblasti. Amplituda meˇrˇene´ho signa´lu
se nacha´z´ı mezi 10 - 30 µV. Beta aktivita se nemeˇn´ı otevrˇen´ım ocˇ´ı ani veˇdomy´mi pohyby.
Naopak zmeˇn´ı se prˇi zmeˇneˇ mysˇlenkovy´ch stav˚u (na´rocˇneˇjˇs´ı logicke´ operace).
Theta rytmus
Frekvenci theta pa´sma nacha´z´ıme mezi 4 - 8 Hz. Nejdominantneˇjˇs´ı je v tempora´ln´ı
oblasti. Amplituda je prˇi norma´ln´ım fyziologicke´m stavu do 30 µV. Tato aktivita se vy-
skytuje ve spojen´ı s ucˇen´ım a pameˇt’ovy´mi procesy.
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Delta rytmus
Do delta pa´sma rˇad´ıme frekvence mezi 0,5 - 4 Hz. U dospeˇly´ch osob se jedna´ o pato-
logicky´ na´lez v EEG za´znamu. Cˇasto indikuje na´dory. U deˇti se fyziologicky vyskytuje
v hluboke´m spa´nku.
Na obra´zku cˇ. 2 jsou zobrazeny cˇasove´ pr˚ubeˇhy alfa, beta, gama, delta a theta rytmu˚.
Obra´zek 1: Cˇasovy´ pr˚ubeˇh jednotlivy´ch vln, prˇevzato z: [6, 11], upraveno: Martin J´ılek.
Mezi dalˇs´ı (jizˇ patologicke´) vlny signa´lu patrˇ´ı naprˇ´ıklad:
Hrot a komplex hrot-vlna
Hrot neboli spike je ostra´ troju´heln´ıkovita´ vlna s vysokou amplitudou (i nad 100µV).
Tento grafoelement se cˇasto vyskytuje v komplexech tzv.
”
multiple spike komplex“, cozˇ
je teˇsne´ spojen´ı neˇkolika ostry´ch vln za sebou. Ve spojen´ı hrot-vlna, pokud se tyto kom-
plexy nacha´zej´ı naprˇ´ıcˇ kana´ly, indikuj´ı epileptickou aktivitu. Amplituda se pohybuje nad
75 µV. Epilepticke´ za´chvaty se vyskytuj´ı v urcˇitou denn´ı dobu, nemusej´ı se tedy zobrazit
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prˇi kra´tke´m EEG vysˇetrˇen´ı. Pro vyvola´n´ı epilepticke´ aktivity mu˚zˇeme pouzˇ´ıt naprˇ´ıklad
fotostimulac´ı. [12, 13]
Obra´zek 2: Komplex hrot-vlna v r˚uzny´ch podoba´ch, prˇevzato z: [12], upraveno.
Artefakty
Artefakty mohou mı´t fyzika´ln´ı nebo biologicky´ p˚uvod. Mezi fyzika´ln´ı se rˇad´ı s´ıt’ovy´ brum,
impulzn´ı rusˇen´ı nebo elektrostaticke´ potencia´ly. Nedostatecˇneˇ vodiveˇ spojene´ elektrody
se v za´znamu projevuj´ı fluktuacemi, ktere´ se pomalu vracej´ı k za´kladn´ı linii. Podobne´
artefakty mohou zp˚usobovat i pola´mane´ dra´ty. [6]
Biologicke´ artefakty maj´ı pestrˇejˇs´ı a za´rovenˇ promeˇnliveˇjˇs´ı charakter. Jsou to naprˇ´ıklad
zmeˇny aktivity v d˚usledku pohybu ocˇ´ı, elektricka´ zmeˇna potencia´lu na´sledkem srdecˇn´ı
aktivity cˇi pohybem sval˚u. EEG krˇivka je vy´razneˇ rusˇena trˇesem v´ıcˇek, proto si je pacient
cˇasto prˇidrzˇuje. Pocen´ı zp˚usobuje zmeˇnu kozˇn´ıho potencia´lu. Artefakt v tomto prˇ´ıpadeˇ ma´
vysokou amplitudu s pomaly´m pr˚ubeˇhem. Neˇktere´, v´ıce vza´cne´ krˇivky, mohou zp˚usobit
kardiostimula´tory cˇi r˚uzne´ druhy kov˚u (zubn´ı plomby). [6]
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Obra´zek 3: Artefakty, ktere´ mu˚zˇeme v EEG za´znamu pozorovat. Prˇevzato z [10], upraveno.
2.1.2 EEG vysˇetrˇen´ı
V klinicke´ praxi se jedna´ o neinvazivn´ı vysˇetrˇen´ı, ktere´ obvykle trva´ p˚ul hodiny, ale
u neˇktery´ch chorob je trˇeba dlouhodobeˇjˇs´ıho pozorova´n´ı (naprˇ. u epilepsie). Prˇ´ıstroj pro
za´znam elektricke´ aktivity se nazy´va´ elektroencefalograf. Jeho d˚ulezˇity´m u´kolem je odfil-
trova´n´ı sˇumu a zes´ılen´ı elektropotencia´l˚u.
Vysˇetrˇen´ı je mnohdy doplneˇno za´znamem dalˇs´ıch signa´l˚u: EKG, EMG, EOG a dalˇs´ı.
Elektricka´ aktivita je sn´ıma´na pomoc´ı elektrod. Pocˇet sn´ımac´ıch elektrod koreluje
s pocˇtem kana´l˚u. Jedna´ se tedy o za´znam v´ıce kana´l˚u (v beˇzˇne´ praxi okolo 18 - 20
kana´l˚u, maxima´lneˇ je mozˇno sledovat azˇ 256 kana´l˚u). Aktivita ma´ velmi n´ızkou amplitudu,
proto na´sleduje mnohona´sobne´ zes´ılen´ı a pote´ prˇeveden´ı do digita´ln´ı podoby a vykreslen´ı
vy´sledne´ krˇivky. Tvar a charakter krˇivky je odrazem aktua´ln´ı aktivity mozku. EEG signa´l
ma´ tedy nepravidelny´ pr˚ubeˇh, neˇktere´ biologicke´ procesy maj´ı ale typickou odezvu (cha-
rakteristicke´ znaky v za´znamu). [14, 15]
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Jednotlive´ artefakty lze v EEG za´znamu detekovat vizua´lneˇ (le´karˇ), prˇi 24 hodinove´m
za´znamu je takovy´to postup pro kazˇde´ho pacienta zvla´sˇt’ cˇasoveˇ extre´mneˇ na´rocˇny´.
Elektrody
Elektrody pro sn´ıma´n´ı EEG jsou z AgCl. Na hlaveˇ jsou rozmı´steˇny v syste´mu 10-20 (deset-
dvacet). Obvod lebky je rozdeˇlen na u´seky po 10 % a 20 %. Rozmeˇrˇen´ı ve dvou zby´vaj´ıc´ıch
kolmy´ch rovina´ch je analogicke´. U EEG se vyuzˇ´ıva´ unipola´rn´ıho i bipola´rn´ıho zapojen´ı.
Unipola´rn´ı zapojen´ı znamena´, zˇe sn´ımana´ aktivita je rovna napeˇt´ı mezi aktivn´ı a refe-
rencˇn´ı elektrodou (cˇi svorkou). Bipola´rn´ı zapojen´ı znamena´ meˇrˇen´ı napeˇt´ı mezi dveˇma
aktivn´ımi elektrodami.
Na obra´zku n´ızˇe jsou oznacˇeny elektrody, ktere´ jsou ve svy´ch pozic´ıch kotveny pomoc´ı
gumove´ cˇepice, jej´ızˇ jsou soucˇa´st´ı. Elektrody jsou oznacˇeny p´ısmeny a porˇadovy´mi cˇ´ısly.
A – ear lobe (usˇn´ı – referencˇn´ı)
C – central (centra´ln´ı – na vrcholu lebky)
P – parietal (parieta´ln´ı – temenn´ı)
Fp – frontopolar (frontopola´rn´ı – prˇedn´ı kolem pomyslne´ho po´lu)
F – frontal (fronta´ln´ı – prˇedn´ı)
O – occipital (okcipita´ln´ı – ty´ln´ı)
T – temporal (tempora´ln´ı – spa´nkova´)
Licha´ cˇ´ısla oznacˇuj´ı sn´ımana´ mı´sta nad levou hemisfe´rou, suda´ cˇ´ısla nad hemisfe´rou
pravou.
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Obra´zek 4: Zapojen´ı elektrod v syste´mu 10-20 [16].
2.2 Zpracova´n´ı signa´lu
Cele´ prˇedzpracova´n´ı EEG signa´lu prob´ıha´ analogoveˇ (zes´ılen´ı, filtrace). V digita´ln´ı po-
dobeˇ v pocˇ´ıtacˇi se zpracova´va´ jizˇ samotny´ za´znam EEG. Za´znam p˚usob´ı velmi chaoticky
a je v neˇm zahrnuto i biologicke´ rusˇen´ı. Prˇed samotnou klasifikac´ı je potrˇeba prove´st seg-
mentaci a vy´pocˇet prˇ´ıznak˚u. Oba kroky za´sadneˇ ovlivnˇuj´ı klasifikaci, at’ uzˇ je prova´deˇna
jakoukoli klasifikacˇn´ı metodou.
2.2.1 Segmentace
Segmentace rozdeˇl´ı za´znam na u´seky, ve ktery´ch ma´ krˇivka podobny´ charakter. Jsou dveˇ
mozˇnosti segmentace EEG za´znamu:
Konstantn´ı – fixn´ı de´lka segmentu, kazˇdy´ u´sek za´znamu obsahuje stejny´ pocˇet vzork˚u.
Nevy´hoda te´to segmentace tkv´ı v tom, zˇe mnohdy rozdeˇl´ıme artefakt, vlnu, v polovineˇ.
24
2.2 Zpracova´n´ı signa´lu 2 TEORETICKA´ CˇA´ST
Adaptivn´ı – r˚uzne´ de´lky segment˚u, kdy je za´znam rozdeˇlen na d´ıly, ktere´ maj´ı pr˚ubeˇh
za´znamu s podobny´m charakterem, jak je naznacˇeno na obra´zku cˇ. 6 n´ızˇe. Tento druh
segmentace je vy´razneˇ lepsˇ´ı pro na´slednou klasifikaci, nebot’ do vy´pocˇtu prˇ´ıznak˚u nen´ı
zanesena chyba - nedocha´z´ı k prˇerusˇen´ı za´znamu, ktery´ patrˇ´ı do jedne´ skupiny (naprˇ´ıklad
rozdeˇlen´ı hrotu a vlny). [17]
Obra´zek 5: Adaptivn´ı segmentace EEG za´znamu, popis pod obra´zkem. Prˇevzato z: [7],
upraveno.
Jak je patrne´ z obra´zku cˇ. 6, za´znam je proj´ızˇdeˇn pomoc´ı dvou spojeny´ch plovouc´ıch
oken (cˇerveneˇ). V kazˇde´m okneˇ v dane´m okamzˇiku (v dane´ pozici) jsou zjiˇsteˇny charakte-
ristiky za´znamu a udeˇla´n rozd´ıl mezi obeˇma okny (spodn´ı graf). Pokud okna projedou cely´
za´znam, z´ıska´me krˇivku, ktera´ charakterizuje stacionaritu/nestacionaritu. V te´to krˇivce
hleda´me loka´ln´ı maxima, ktera´ se nacha´zej´ı nad stanovenou mez´ı pro segmentaci (bledeˇ
modra´). Loka´ln´ı maxima na´m uda´vaj´ı pozice hranic segment˚u (zeleneˇ).
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2.2.2 Prˇ´ıznaky
Prˇ´ıznak je cˇ´ıselna´ hodnota charakterizuj´ıc´ı vlastnosti za´znamu v dane´m segmentu. Vı´ce
vyuzˇ´ıvane´ jsou spektra´ln´ı vlastnosti, oproti dynamicky´m vlastnostem signa´lu. Mezi hlavn´ı
prˇ´ıznaky pouzˇ´ıvane´ prˇi klasifikaci v cˇasove´ oblasti patrˇ´ı naprˇ´ıklad absolutn´ı hodnota
amplitudy signa´lu. Ve frekvencˇn´ı oblasti jsou hlavn´ımi prˇ´ıznaky prˇeva´zˇneˇ vy´kony frek-
vencˇn´ıch pa´sem. [18]
K cˇasto vyuzˇ´ıvany´m prˇ´ıznak˚um patrˇ´ı naprˇ´ıklad spektra´ln´ı vy´kony pro frekvencˇn´ı
pa´sma. Pro kazˇdy´ algoritmus, postup klasifikace, jsou vyb´ıra´ny prˇ´ıznaky tak, aby ma-
ximalizovaly u´speˇsˇnost klasifikace. Prˇ´ıznaky jsou voleny tak, aby mezi sebou nekorelovaly
a meˇly vypov´ıdaj´ıc´ı va´hu. [19, 20]
Pro svou klasifikaci pouzˇ´ıva´m prˇ´ıznaky popsane´ ve skriptech Krajcˇa, Mohylova´, z roku
2011 [7], jejichzˇ vy´pocˇet je implementova´n ve Wave-Finderu. Prˇ´ıznaky jsou normova´ny
v intervalu (0,1), jsou tedy bez jednotkove´ velicˇiny. Program WF nab´ız´ı mozˇnost vy´pocˇtu
azˇ 24 prˇ´ıznak˚u, ktere´ jsou usporˇa´da´ny ve vektoru. V obecne´ rovineˇ existuje velke´ mnozˇstv´ı
prˇ´ıznak˚u (ja´ zvolil 23 prˇ´ıznak˚u, ktere´ jsou uvedeny v tabulce cˇ. 1 n´ızˇe). Prˇ´ıznaky tak
vytva´rˇ´ı n-rozmeˇrny´ vektor, ktery´ je vypocˇ´ıta´va´n pro kazˇdy´ segment EEG za´znamu. [7, 4]
26
2.2 Zpracova´n´ı signa´lu 2 TEORETICKA´ CˇA´ST
Tabulka 1: Normovane´ prˇ´ıznaky pouzˇite´ pro klasifikaci [7].
Prˇ´ıznak Popis
SIGM variabilita signa´lu
APOS maxima´ln´ı pozitivn´ı hodnota v dane´m segmentu
ANEG maxima´ln´ı negativn´ı hodnota v dane´m segmentu
DELT1 hodnoty signa´lu v cˇa´sti delta frekvencˇn´ıho pa´sma (0,5 Hz – 1,5 Hz)
DELT2 hodnoty signa´lu v cˇa´sti delta frekvencˇn´ıho pa´sma (2,0 Hz – 3,5 Hz)
THET1 hodnoty signa´lu v cˇa´sti theta frekvencˇn´ıho pa´sma (4,0 Hz – 5,5 Hz)
THET2 hodnoty signa´lu v cˇa´sti theta frekvencˇn´ıho pa´sma (6,0 Hz – 7,5 Hz)
ALPH1 hodnoty signa´lu v cˇa´sti alfa frekvencˇn´ıho pa´sma (8,0 Hz – 10,0 Hz)
ALPH2 hodnoty signa´lu v cˇa´sti alfa frekvencˇn´ıho pa´sma (10,5 Hz – 12,5 Hz)
SIGMA hodnoty signa´lu v cˇa´sti beta frekvencˇn´ıho pa´sma (18,0 Hz – 29,0 Hz)
BETA hodnoty signa´lu v beta frekvencˇn´ım pa´smu (13,5 Hz – 29,0 Hz)
MAX1D maxima´ln´ı hodnota prvn´ı derivace
MAX2D maxima´ln´ı hodnota druhe´ derivace
mf strˇedn´ı frekvence
MD1 strˇedn´ı hodnota prvn´ı derivace
MD2 strˇedn´ı hodnota druhe´ derivace
mob Hjorth˚uv parametr (Hjorth, 1975), mobility
comp Hjorth˚uv parametr (Hjorth, 1975), complexity
act Hjorth˚uv parametr (Hjorth, 1975), activity
LOfC lenght of curve, de´lka krˇivky
NLinE nonlinear energy (Automatic EEG analysis during long-term monitoring
in the ICU, Agarwal, Gotman)
ZC pocˇet pr˚ubeˇh˚u nulou
Peaks frekvence maxima´ln´ıho vrcholu ve spektru
V tabulce cˇ. 1 jsou zjednodusˇeneˇ popsa´ny prˇ´ıznaky vybrane´ ke klasifikaci EEG za´znamu˚.
Jednotliva´ pa´sma (alfa, delta, theta) jsou rozdeˇlena vzˇdy do dvou oblast´ı v ra´mci sve´ho
frekvencˇn´ıho pa´sma. V kazˇde´ oblasti jsou pak urcˇova´ny charakteristiky signa´lu ve frek-
vencˇn´ım spektru.
Maxima´ln´ı negativn´ı ANEG (v negativn´ım smeˇru) a pozitivn´ı hodnota APOS (v po-
zitivn´ım smeˇru) jsou extre´my amplitudy pro dany´ segment. Uda´vaj´ı extre´mn´ı hodnotu
napeˇt´ı dane´ho segmentu po odecˇten´ı stejnosmeˇrne´ slozˇky napeˇt´ı (ADC) uvedenou ve vzorci
cˇ. 1. Negativn´ı smeˇr v signa´lu znamena´ kladnou hodnotu amplitudy (smeˇr nahoru) a na-
opak kladny´ smeˇr znamena´ za´pornou amplitudu (smeˇr dol˚u). [7]
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kde L je de´lka segmentua yi je amplituda i-te´ho vzorku v segmentu.
Maxima´ln´ı hodnota prvn´ı derivace MAX1D (rovnice cˇ. 2) a strˇedn´ı hodnota prvn´ı
derivace MD1 (rovnice cˇ. 3) urcˇuj´ı sklona pr˚umeˇrny´ sklon krˇivky signa´lu.[7]







kde yi je amplituda i-te´ho vzorku v segmentua n je pocˇet vzork˚u.
Maxima´ln´ı hodnota druhe´ derivace MAX2D (rovnice cˇ. 4) a strˇedn´ı hodnota druhe´
derivace MD2 (rovnice cˇ. 5) urcˇuj´ı sˇpicˇatost krˇivky. [7]




yi+4 − 2yi+2 + yi
n
, (5)
kde yi je amplituda i-te´ho vzorku v segmentua n je pocˇet vzork˚u.
Hjortovy parametry jsou ukazatele statisticky´ch vlastnost´ı pouzˇ´ıvany´ch prˇi zpracova´n´ı
signa´l˚u z cˇasove´ oblasti. Parametry jsou nazy´va´ny aktivita, mobilita a komplexita. Jsou
beˇzˇneˇ vyuzˇ´ıvane´ v klinicke´ praxi pro analy´zu EEG za´znamu˚. [21]
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Aktivita prˇedstavuje s´ılu signa´lu, rozptyl cˇasove´ funkce (cˇtverec standardn´ıch odchy-
lek). Hodnot´ı se vy´konove´ spektrum ve frekvencˇn´ı oblasti.
Activity = var(y(t)), (6)
kde (y(t)) reprezentuje signa´l.
Mobilita (Mobility) prˇedstavuje strˇedn´ı frekvenci - pod´ıl standardn´ı odchylky vy´ko-
nove´ho spektra. Toto je definova´no jako pod´ıl druhe´ mocniny z rozptylu prvn´ı derivace










kde var(y(t)) je Hjorth˚uv parametr aktivita, dy
dt
je derivace amplitudy dane´ho vzorku
segmentu podle cˇasu a y(t) je velikost amplitudy vzorku v segmentu.










kde Mobility je Hjorth˚uv parametr mobilita, dy(t)
dt
je derivace amplitudy vzorku segmentu
podle cˇasu a y(t) je amplituda vzorku v dane´m segmentu.
Dalˇs´ı parametr de´lku krˇivky (LOfC) si mu˚zˇeme prˇedstavit jako de´lku signa´lu, ktery´
rozta´hneme jako prova´zek. Pocˇ´ıta´ se jako soucˇet absolutn´ıch hodnot rozd´ılu amplitud




abs[y(i)− y(i+ 1)], (9)
kde Ns je pocˇet vzork˚u v segmentu a y(i) je amplituda i-te´ho vzorku v segmentu.
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Pocˇet pr˚ubeˇh˚u nulou je cˇ´ıslo, ktere´ znacˇ´ı, kolikra´t krˇivka prosˇla z kladny´ch hodnot
do za´porny´ch a naopak. Hranice prˇechodu je definova´na hodnotou elektricke´ho napeˇt´ı
0,01 µV. Hodnota se opeˇt pocˇ´ıta´ po odstraneˇn´ı stejnosmeˇrne´ slozˇky amplitudy (viz rovnice
cˇ. 1).
Parametr Peaks na´m uda´va´ pocˇet sˇpicˇek v dane´m segmentu. Parametr je pocˇ´ıta´n ze
spektra signa´lu dane´ho segmentu pomoc´ı rychle´ fourierovy transformace (FFT). Parametr
Peaks odpov´ıda´ frekvenci dominantn´ıho vrcholu spektra signa´lu. [7]
NLinE je parametr charakterizuj´ıc´ı signa´l z hlediska energie. Uda´va´ pr˚umeˇrny´ vy´kon
v hlavn´ı energeticke´ zo´neˇ. Hlavn´ı energeticka´ zo´na je pa´smo, ktere´ je soustrˇedeˇne´ na pr˚u-
meˇru frekvence z 80,% celkove´ energie spektra. Pr˚umeˇrny´ vy´kon v hlavn´ı energeticke´ zo´neˇ
se z´ıska´ deˇlen´ım vy´konu v tomto pa´smu a jeho sˇ´ıˇrkou. [23, 7]
NLinE(i) = y2(i)− y(i− 1)y(i+ 1), (10)
kde y(i) je amplituda v i-te´m vzorku segmentu. Pouzˇ´ıva´ se proto, zˇe odra´zˇ´ı koncentraci
energie ve spektru. V prˇ´ıpadeˇ, zˇe je vy´kon ve spektru soustrˇedeˇn v jedne´ oblasti, hlavn´ı
energeticka´ zo´na je u´zka´ a pr˚umeˇrny´ vy´kon v n´ı je tedy velmi velky´.
2.2.3 Klasifikace
Klasifikace slouzˇ´ı k oznacˇen´ı segment˚u EEG, ktere´ maj´ı podobnou charakteristiku (ty-
picky´m prˇ´ıkladem mohou by´t segmenty s epilepticky´mi grafoelementy). Hlavn´ım c´ılem
klasifikace je bl´ızˇit se vizua´ln´ımu hodnocen´ı le´karˇe. V dlouhodoby´ch za´znamech EEG
signa´lu ma´ upozornit na diagnosticky zaj´ımave´ u´seky, ktere´ mu˚zˇe individua´lneˇ le´karˇ vy-
hodnotit.
V dnesˇn´ı dobeˇ se jizˇ teˇzˇko obejdeme bez vy´pocˇetn´ı techniky. Dı´ky pokroku s krˇemı´-
kovy´mi materia´ly mohou pocˇ´ıtacˇe v soucˇasnosti prova´deˇt rychle slozˇite´ vy´pocˇetn´ı ope-
race. EEG signa´l je zpracova´va´n prˇedevsˇ´ım ve frekvencˇn´ı oblasti [14]. U´speˇsˇnost metod
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pouzˇ´ıvany´ch ke klasifikaci se odv´ıj´ı od spra´vneˇ extrahovany´ch prˇ´ıznak˚u, ktere´ popisuj´ı
vlastnosti klasifikovany´ch objekt˚u. “Kazˇda´ metoda automaticke´ klasifikace je jenom tak
dobra´, jak kvalitn´ı jsou pouzˇite´ prˇ´ıznaky. [7]“ [24]
Za´znamy aktivity mozku maj´ı r˚uznou de´lku. U dlouhodoby´ch za´znamu˚ se beˇzˇneˇ ne-
prˇistupuje k jeho hodnocen´ı bez prˇedchoz´ı klasifikace. Je potrˇeba digita´lneˇ zpracovat data
a roztrˇ´ıdit je na oblasti za´jmu, ktere´ ma´ le´karˇ zkontrolovat, a oblasti s norma´ln´ı aktivitou.
S na´stupem modern´ıch technologi´ı, elektronicke´ho zpracova´n´ı biomedic´ınsky´ch dat, je
mozˇne´ rychle vyhodnotit takto velke´ soubory. Existuje neˇkolik druh˚u metod urcˇeny´ch
pro klasifikaci. Klasifikacˇn´ı metody se deˇl´ı do dvou kategori´ı: ucˇen´ı s ucˇitelem a ucˇen´ı bez
ucˇitele.
Ucˇen´ı s ucˇitelem
Metody ucˇen´ı s ucˇitelem reprezentuj´ı proces, prˇi ktere´m program tzv.
”
ucˇ´ıme“. Ucˇen´ı
prˇedstavuje pocˇa´tecˇn´ı vstup uzˇivatele v podobeˇ definice spra´vny´ch vzor˚u (etalon˚u). Po-
moc´ı teˇchto etalon˚u se algoritmus ucˇ´ı a do stejny´ch trˇ´ıd prˇiˇrazuje data podobna´ vstupn´ım
vzor˚um. Patrˇ´ı sem naprˇ´ıklad neuronove´ s´ıteˇ a geneticke´ algoritmy. Neuronove´ s´ıteˇ se
vyuzˇ´ıvaj´ı naprˇ´ıklad v kombinaci s k-means prˇi zkouma´n´ı spa´nkovy´ch stav˚u v EEG za´znamu.
U teˇchto metod je nutna´ intervence le´karˇe, ktery´ v EEG za´znamu mus´ı naj´ıt prˇ´ıznaky ty-
picke´ pro jednotlive´ trˇ´ıdy, do ktery´ch chce za´znam rozdeˇlit. [25]
Ucˇen´ı bez ucˇitele
Pokud nen´ı potrˇeba vzor˚u, a podobnost mezi jednotlivy´mi body je da´na matematicky´m
vztahem, hovorˇ´ıme o klasifikaci bez ucˇitele. Mezi nejzna´meˇjˇs´ı algoritmy patrˇ´ı metoda
k-means, ktera´ je take´ v soucˇasnosti vyuzˇ´ıva´na ke klasifikaci EEG za´znamu. Tyto algo-
ritmy mu˚zˇeme da´le deˇlit podle matematicky´ch vztah˚u, ktere´ je definuj´ı.
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Prototypoveˇ(pouze vzda´lenostneˇ) zalozˇene´
K-means
K-means je cˇasto pouzˇ´ıvany´ algoritmus shlukova´n´ı s jedn´ım vstupn´ım parametrem -
pocˇtem shluk˚u. Body jsou prˇiˇrazova´ny ke shluk˚um (klastr˚um) na´sledkem prˇepocˇ´ıta´va´n´ı
polohy centra a vzda´lenosti bod˚u k neˇmu. Tato metoda je vzˇdy konecˇna´ a rychle konver-
guje k rˇesˇen´ı. V soucˇasnosti se tento algoritmus pouzˇ´ıva´ prˇi klasifikaci segment˚u EEG,
proto se mu budu n´ızˇe veˇnovat podrobneˇji. [7]
Fuzzy c-means
V k-means jsou data rozdeˇlena do shluk˚u, ve ktery´ch kazˇdy´ bod prˇ´ıslusˇ´ı pra´veˇ k jednomu
shluku. Prˇi pouzˇit´ı metody fuzzy c-means mohou jednotlive´ datove´ prvky patrˇit do v´ıce
nezˇ jedne´ skupiny. Kazˇdy´ bod je pak definova´n parametrem prˇ´ıslusˇnosti k jednotlivy´m
trˇ´ıda´m. Bod tedy mu˚zˇe patrˇit do jednoho, ale i do v´ıce shluk˚u. [26]
PAM (Partitioning Around Medoids)
PAM, neˇkdy take´ nazy´vany´ k-medoids, je algoritmus velmi podobny´ algoritmu k-means.
Teˇzˇiˇsteˇm shluku je jeden z bod˚u datove´ho souboru. Algoritmus je v´ıce robustn´ı. Medoid je
prˇiˇrazen do shluku, pokud jeho pr˚umeˇrna´ odliˇsnost u vsˇech objekt˚u v shluku je minima´ln´ı
– tj. zˇe je nejv´ıce centra´lneˇ umı´steˇny´ bod v shluku. [24]
Hustotneˇ zalozˇene´
DBSCAN
DBSCAN je hustotneˇ zalozˇena´ metoda, ktera´ rozdeˇluje segmenty podle mnozˇstv´ı bod˚u
(soused˚u) v jejich bl´ızke´m okol´ı. Oddeˇluje tedy od sebe mı´sta rˇidsˇ´ıch a mı´sta hustsˇ´ıch
bod˚u. Vstupn´ım parametrem je polomeˇr – radius. Tento parametr je mozˇne´ spocˇ´ıtat
automaticky ze vstupn´ıch dat. [27]
DENCLUE
DENCLUE je nejmladsˇ´ı metoda vycha´zej´ıc´ı z algoritmu DBSCAN. Je realizova´na pomoc´ı
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vy´pocˇtu histogramu. Metoda dobrˇe klasifikuje nerovnomeˇrneˇ hustotneˇ rozlozˇena´ data, ale
cˇasoveˇ a pameˇt’oveˇ se rˇad´ı mezi na´rocˇneˇjˇs´ı. [27]
Grafoveˇ zalozˇene´
Hierarchicke´ shlukova´n´ı
Jedna´ se o cˇasoveˇ na´rocˇnou metodu. Vy´sledkem je sada vnorˇeny´ch uskupen´ı, vytva´rˇ´ı se
hierarchicky´ strom – dendogram. Existuj´ı dva mozˇne´ postupy. Aglomerativn´ı – zacˇneme
s jednotlivy´mi body jako shluky a postupneˇ slucˇujeme nejblizˇsˇ´ı dvojice shluk˚u, dokud
nedosa´hneme jednoho shluku. Opacˇny´ – divizn´ı postup spocˇ´ıva´ v deˇlen´ı z jednoho pocˇa´-
tecˇn´ıho shluku. Chceme-li konkre´tn´ı pocˇet shluk˚u, provedeme rˇez v dane´ rovineˇ – vrstveˇ
stromu. [24]
Chameleon
Mlada´, vy´pocˇetneˇ na´rocˇna´ metoda Chameleon, ktera´ slouzˇ´ı k dynamicke´mu modelova´n´ı
shluk˚u, je u´cˇinna´ ve 2D prostoru. Z matice podobnosti jsou vytva´rˇeny hrany charakterizo-
vane´ vzda´lenostmi bod˚u. Postupneˇ v hierarchicke´ posloupnosti jsou rozrusˇova´ny nejdelˇs´ı
hrany a t´ım docha´z´ı ke vzniku novy´ch shluk˚u z jednoho p˚uvodn´ıho. Tento algoritmus
vycha´z´ı z hierarchicke´ metody SNN-DBSCAN. [28]
HMM Markovo shlukova´n´ı
HMM Markovo shlukova´n´ı je pravdeˇpodobnostn´ı metoda vhodna´ pro klasifikaci cˇasovy´ch
rˇad. Nepatrˇ´ı ale mezi cˇasto vyuzˇ´ıvane´ metody, acˇkoli jizˇ byla pouzˇita i na klasifikaci
surove´ho EEG. [29]
2.3 K-means
Nejjednodusˇsˇ´ı pouzˇ´ıvanou metodou je v soucˇasnosti metoda k-means, ktera´ je take´ soucˇa´st´ı
programu na zpracova´n´ı signa´l˚u, Wave-Finderu. Jedna´ se o vy´pocˇetneˇ me´neˇ na´rocˇnou
metodu. Vztahy mezi body jsou pocˇ´ıta´ny pomoc´ı vzda´lenosti, prˇeva´zˇneˇ Euklidovske´,
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prˇ´ıpadneˇ Mahalanobisovi cˇi Hammingovi. C´ılem je vytvorˇen´ı shluk˚u s co nejpodobneˇjˇs´ımi
body, ktere´ jsou za´rovenˇ od ostatn´ıch shluk˚u dost vzda´lene´. [30]
Uzˇivatel zada´va´ jako vstupn´ı parametr pocˇet shluk˚u, do ktery´ch maj´ı by´t body roz-
rˇazeny. V programu WF je na za´kladeˇ empiricke´ zkusˇenosti nastavena hodnota na 7
shluk˚u [4]. Tento pocˇet shluk˚u se u epilepticky´ch pacient˚u osveˇdcˇil a klasifikace epilepticke´
aktivity byla ze subjektivn´ıho pohledu odborn´ıka u´speˇsˇneˇjˇs´ı v´ıce jak v 50 %.
U metody k-means lze vypocˇ´ıtat pomoc´ı metody siluet idea´ln´ı pocˇet shluk˚u a nen´ı
tak potrˇeba vstupn´ıho parametru. Metoda oveˇrˇuje konzistentnost dat uvnitrˇ shluk˚u.
Tato technika strucˇneˇ graficky zna´zornˇuje, jak moc je objekt podobny´ trˇ´ıdeˇ, ve ktere´
je zarˇazen. Hodnota siluety je tedy meˇrˇ´ıtkem podobnosti objektu vlastn´ımu shluku v po-
rovna´n´ı s ostatn´ımi shluky. Rozmez´ı hodnot se pohybuje od -1 do 1, kde 1 indikuje spra´vne´
zarˇazen´ı bodu do trˇ´ıdy. Pokud veˇtsˇina bod˚u ma´ hodnotu bl´ızˇ´ıc´ı se 1, pak byla data spra´vneˇ
klasifikova´na. Cˇ´ım v´ıce bod˚u ma´ hodnotu siluet bl´ızˇ´ıc´ı se -1, t´ım je vysˇsˇ´ı chybovost kla-
sifikace. [31, 32]
Cˇasoveˇ a pameˇt’oveˇ se jedna´ o velmi na´rocˇnou metodu, nebot’ jako vstupn´ı para-
metr do vy´pocˇtu siluet je trˇeba klasifikace za´znamu pro vsˇechny varianty pocˇtu shluk˚u,
ze ktery´ch chceme vyb´ırat. Pro za´znam EEG se na´m nepodarˇilo (do 1 hodiny) pro 30 mi-
nutovy´ za´znam s 23 prˇ´ıznaky spocˇ´ıtat automatickou klasifikaci pro 7 shluk˚u. Prˇi sn´ızˇen´ı
velikosti souboru a pocˇtu prˇ´ıznak˚u program pocˇ´ıtal 2 hodiny. Realizace automaticke´ kla-
sifikace EEG pomoc´ı metody k-means v programu MATLAB se tedy nezdarˇila.
K-means postup
Vstupn´ım parametrem k-means je pocˇet shluk˚u, do ktery´ch maj´ı by´t vstupn´ı data rozdeˇle-
na. Vy´stupn´ım parametrem jsou body rozrˇazene´ do trˇ´ıd. Na obra´zku cˇ. 7 n´ızˇe je nacˇrtnut
proces klasifikace prostrˇednictv´ım k-means metody.
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Obra´zek 6: Proces klasifikace do trˇ´ıd prostrˇednictv´ım algoritmu k-means.
1. cˇa´st: V prvn´ım kroku docha´z´ı k na´hodne´ inicializaci center shluk˚u. Vstupn´ı data
jsou normova´na od 0 do 1, tud´ızˇ i strˇedy se nacha´zej´ı v normovane´m prostoru (0,1).
2.cˇa´st: Pro vsˇechny body vstupn´ıch dat se pocˇ´ıta´ jejich vzda´lenost od vsˇech center
shluk˚u. Body jsou pak prˇiˇrazeny ke shluku, k jehozˇ centru jsou nejbl´ızˇe.
3.cˇa´st: Dojde k prˇepocˇ´ıta´n´ı center shluk˚u.
4.cˇa´st: Nova´ centra shluk˚u odpov´ıdaj´ı teˇzˇiˇst´ım shluk˚u. Proces prˇiˇrazova´n´ı bod˚u vstu-
pn´ıch dat ke shluk˚um a prˇepocˇet center prob´ıha´ tak dlouho, dokud se meˇn´ı centra jednot-
livy´ch shluk˚u. Jakmile teˇzˇiˇsteˇ z˚usta´vaj´ı na sve´m mı´steˇ, jizˇ se nemeˇn´ı vzda´lenost a vsˇechny
body v dane´m shluku jsou nejbl´ızˇe k teˇzˇiˇsti, ktere´ k shluku patrˇ´ı. [7, 33]
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Obra´zek 7: Vizualizace procesu klasifikace pomoc´ı metody k-means, cˇ´ısla odpov´ıdaj´ı po-
pisu nad obra´zkem.
2.4 DBSCAN
Shlukovac´ı techniky vyuzˇ´ıva´me pro extrakci skryty´ch a zaj´ımavy´ch vzor˚u z velky´ soubor˚u
dat. DBSCAN se rˇad´ı mezi hustotneˇ zalozˇene´ prostorove´ algoritmy. Je pr˚ukopn´ıkem al-
goritmu˚ zalozˇeny´ch na hustoteˇ. Z jeho p˚uvodn´ı mysˇlenky vycha´z´ı naprˇ metody OPTIC
a DENCLUE. Tato metoda je vhodna´ pro aplikaci na data s odlehly´mi body (sˇumem). [34]
C´ılem je rozrˇazen´ı bod˚u do shluk˚u na za´kladeˇ hustoty, kdy je oblast bod˚u s podobnou
hustotou klasifikova´na jako jedna trˇ´ıda. DBSCAN popisuje shluk jako oblast s vysokou
hustotou bod˚u, ktera´ je oddeˇlena´ mı´stem s n´ızkou hustotou. [35]
Vstupn´ımi parametry jsou polomeˇr Eps (radius) a pocˇet bod˚u v radiusu k. Neˇktere´
varianty DBSCANu umozˇnˇuj´ı automaticky´ vy´pocˇet vstupn´ıch parametr˚u, tud´ızˇ je pote´
algoritmus zcela sobeˇstacˇny´ a nen´ı nutna´ zˇa´dna´ intervence uzˇivatele. Bohuzˇel stejneˇ jako
u metody k-means je tento postup znacˇneˇ vy´pocˇetneˇ na´rocˇny´.
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Jednoduchy´ DBSCAN ma´ stejneˇ jako k-means rˇadu proble´mu˚. Jsou to:
1. nutny´ vstup uzˇivatele – zada´n´ı parametr˚u
2. na´chylnost k chybeˇ pokud se meˇn´ı hustotn´ı rozlozˇen´ı bod˚u v ra´mci shluk˚u
3. vysoka´ vy´pocˇetn´ı na´rocˇnost
Mnoz´ı odborn´ıci se pokusili prˇekonat tyto nevy´hody a prvotn´ı algoritmus DBSCAN
modifikovali cˇi slucˇovali s jiny´mi technikami. Vznikl tak naprˇ´ıklad VDBSCAN, FDBCAN,
DMDBSCAN, IDBSCAN a dalˇs´ı.
DBSCAN postup
V metodeˇ DBSCAN neza´vis´ı na iniciacˇn´ım mı´steˇ, nebot’ nepocˇ´ıta´me s na´hodny´m strˇedem
shluk˚u. Pocˇet shluk˚u je vy´choz´ı nikoli vstupn´ı parametr. Zacˇne se jaky´mkoli bodem dat,
ktera´ klasifikujeme. V bl´ızke´m okol´ı bodu (zadane´m polomeˇru) hleda´me pocˇet bod˚u, ktere´
do neˇj spadaj´ı. DBSCAN body deˇl´ı do 3 skupin:
• okrajovy´ bod - pocˇet bod˚u v polomeˇru shodny´ se vstupn´ım parametrem k, oznacˇuje
okraje shluku
• strˇedovy´ - pocˇet bod˚u v polomeˇru vysˇsˇ´ı nezˇ vstupn´ı parametr k
• sˇumovy´ bod - pocˇet bod˚u v polomeˇru mensˇ´ı nezˇ vstupn´ı parametr k, oznacˇuje
odlehle´ body
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Obra´zek 8: Proces klasifikace do trˇ´ıd prostrˇednictv´ım algoritmu DBSCAN.
Algoritmus DBSCAN klasifikuje na za´kladeˇ rozhodovac´ıho krite´ria pocˇet bod˚u v po-
lomeˇru. Pokud je pocˇet bod˚u dostatecˇny´ je aktua´ln´ı testovany´ bod zarˇazen do shluku
(trasa a). Cˇ´ısla shluk˚u vzr˚ustaj´ı od 1 do n. Na´sledneˇ jsou testova´ny body jeho polomeˇru.
Ty jsou na za´kladeˇ stejne´ho krite´ria rˇazeny do stejne´ho shluku, nebo jsou postoupeny
opeˇtovne´mu testova´n´ı (trasa b). Sˇumove´ body jsou vzˇdy klasifikova´ny rovnou do specia´ln´ı
trˇ´ıdy (trasa c).
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V na´sleduj´ıc´ım obra´zku cˇ. 10 je zobrazen postup klasifikace DBSCANem na 2D datech.
Obra´zek 9: Proces klasifikace do trˇ´ıd prostrˇednictv´ım algoritmu DBSCAN, cˇ´ısla od-
pov´ıdaj´ı popisu pod obra´zkem.
1. cˇa´st: Pro zvoleny´ bod zjiˇst’ujeme podle pocˇtu bod˚u (k) v jeho bl´ızke´m okol´ı (Eps),
zda se jedna´ o strˇedovy´, okrajovy´ nebo sˇumovy´ bod.
2. cˇa´st: Z bod˚u patrˇ´ıc´ıch do polomeˇru iniciacˇn´ıho bodu (cˇerveny´ bod s cˇ´ıslem 1)
vybereme jeden bod (oranzˇovy´).
3. cˇa´st: U oranzˇove´ho bodu take´ hleda´me jeho pocˇet bod˚u spadaj´ıc´ıch do jeho bl´ızke´ho
okol´ı.
4. cˇa´st: Podle pocˇtu bod˚u v okol´ı oranzˇove´ho bodu oznacˇ´ıme tento bod jako strˇedovy´
nebo jako okrajovy´ a zarˇad´ıme jej do shluku k p˚uvodn´ımu (cˇervene´mu s cˇ´ıslem 1) bodu.
Pokud tento bod byl oznacˇen jako strˇedovy´, tak vsˇechny body v jeho polomeˇru prˇiˇrad´ıme
do stejne´ho shluku. Prˇedchoz´ı cˇa´st (3.) opakujeme pro vsˇechny body, ktere´ patrˇily do po-
lomeˇru cˇervene´ho iniciacˇn´ıho bodu (oznacˇeny´ cˇ´ıslem 1).
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Pokud jsme vycˇerpali vsˇechny body, ktere´ spadaly do bl´ızke´ho okol´ı iniciacˇn´ıho bodu
(cˇerveny´ s cˇ´ıslem 1), tak v algoritmu automaticky prˇejdeme na dalˇs´ı bod, ktery´ jesˇteˇ nebyl
zarˇazen do zˇa´dne´ trˇ´ıdy. Cely´ proces se opakuje, dokud nejsou vsˇechny body navsˇt´ıveny
a zarˇazeny do trˇ´ıdy, nebo hodnoceny jako sˇum. T´ım, zˇe se pocˇet trˇ´ıd zvysˇuje od 1 do n,
tak n je vy´stupn´ı hodnota algoritmu, kdy z´ıska´me pocˇet trˇ´ıd pro klasifikovana´ data. Pocˇet
trˇ´ıd jako vy´stupn´ı parametr je hlavn´ı vy´hoda metody DBSCAN.
2.5 Porovna´n´ı metod k-means a DBSCAN
V tabulce cˇ. 2 je porovna´n´ı vy´hod i nevy´hod obou algoritmu˚. V soucˇasnosti na klasi-
fikaci EEG za´znamu˚ vyuzˇ´ıvany´ k-means byl nastaven dle testovany´ch subjekt˚u a pocˇet
shluk˚u neodpov´ıda´ rea´lne´mu pocˇtu trˇ´ıd v za´znamu. Na klasifikaci EEG noveˇ aplikovany´
algoritmus DBSCAN ma´ oproti k-means velkou vy´pocˇetn´ı na´rocˇnost.
Tabulka 2: Porovna´n´ı vlastnost´ı algoritmu˚ DBSCAN vs. k-means [25, 27, 33, 7].
K-means DBSCAN
+ rychlost + detekce prolnuty´ch shluk˚u
+ komplexnost - r˚uzna´ vstupn´ı data + separace sˇumu
+ variabilita zmeˇnou vy´pocˇtu vzda´lenost´ı + velky´ pocˇet dostupny´ch modifikac´ı
+ jednoduchost + automaticky da´n pocˇet shluk˚u
− vstupn´ı parametr pocˇet shluk˚u − vysoka´ vy´pocˇetn´ı na´rocˇnost




Metod klasifikace je neprˇeberne´ mnozˇstv´ı, veˇtsˇina zna´my´ch metod nen´ı univerza´ln´ı na
vsˇechny typy dat. Hojneˇ vyuzˇ´ıvanou metodou na klasifikaci EEG signa´lu je metoda
k-means z kategorie neucˇ´ıc´ıch se metod, z kategorie ucˇ´ıc´ıch se jsou to neuronove´ s´ıteˇ.
Metodou k-means nedoc´ıl´ıme spra´vne´ho rozdeˇlen´ı vsˇech grafoelement˚u signa´lu.
DBSCAN, pr˚ukopnicky´ algoritmus pracuj´ıc´ı na za´kladeˇ hustoty, se vyuzˇ´ıva´ prˇi klasi-
fikaci satelitn´ıch sn´ımk˚u a sve´ uplatneˇn´ı se pokousˇ´ı naj´ıt i v radiografii [36]. Tato metoda
umı´ rozliˇsit prolnute´ shluky, jejichzˇ vy´skyt v 23D prostoru prˇ´ıznak˚u prˇedpokla´da´m a se
ktery´mi si algoritmus k-means neumı´ poradit. Za´rovenˇ tento algoritmus poskytuje jako
sv˚uj vy´stupn´ı parametr hodnotu pocˇtu shluk˚u. Na za´kladeˇ teˇchto vlastnost´ı jsem zvolil
DBSCAN jako algoritmus pro pilotn´ı studii na hustotneˇ zalozˇenou klasifikaci EEG dat.
V odstavc´ıch n´ızˇe bude popsa´n postup implementace algoritmu DBSCAN, jeho tes-
tova´n´ı a implementace modifikac´ı za u´cˇelem vylepsˇen´ı klasifikace EEG signa´l˚u.
Programove´ prostrˇed´ı
Metodika pro klasifikaci EEG segment˚u je zpracova´va´na v programove´m prostrˇed´ı MAT-
LAB 2015a, ve ktere´m vznika´ i novy´, komplexn´ı program pro pra´ci s EEG signa´ly. Vizua-
lizace EEG dat, jejich segmentace a vy´pocˇet prˇ´ıznak˚u jsou realizova´ny pomoc´ı programu
WF, ktery´ je vyuzˇ´ıva´n v klinicke´ praxi.
MATLAB (zkratka pro matrix laboratory) je programovac´ı prostrˇed´ı s rozsa´hlou
knihovnou funkc´ı prima´rneˇ urcˇeny´ pro matematicke´ operace; pra´ce s daty prob´ıha´ for-
mou matic. MATLAB umozˇnˇuje vykreslova´n´ı graf˚u, implementaci vlastn´ıch algoritmu˚
i vytva´rˇen´ı vlastn´ıho uzˇivatelske´ho rozhran´ı. Jedna´ se o rozsˇ´ıˇreny´ program ve veˇdecke´,
akademicke´ i technicko-vy´vojove´ sfe´rˇe.
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Wave-Finder (zkratka WF) je program, jehozˇ autorem je pan doc. Ing. Vladimı´r
Krajcˇa, CSc. Vyuzˇ´ıvaj´ı ho le´karˇske´ zarˇ´ızen´ı i vy´zkumne´ u´stavy pro zpracova´n´ı EEG
za´znamu˚. Umozˇnˇuje vizua´ln´ı i matematicke´ hodnocen´ı digita´ln´ıch EEG za´znamu˚. Uzˇivatel
si vol´ı monta´zˇ, vy´beˇr pocˇtu prˇ´ıznak˚u, nastaven´ı segmentace a dalˇs´ıch parametr˚u ovlivnˇuj´ıc´ıch
charakter prˇ´ıznak˚u vyuzˇ´ıvany´ch pro klasifikace. [4]
Obra´zek 10: Vizualizace EEG za´znamu a zvolene´ trˇ´ıdy v prostrˇed´ı programu Wave-
Finder [37].
Na obra´zku cˇ. 12 n´ızˇe vid´ıme v doln´ı cˇa´sti okno (tempora´ln´ı profil) s cˇasoveˇ zhusˇteˇny´m
signa´lem a barevneˇ vyznacˇeny´mi u´seky. Vy´znamne´ cˇa´sti signa´lu jsou podle trˇ´ıd r˚uzneˇ
obarvene´. Le´karˇ si vy´beˇrem (kliknut´ım mysˇi) mu˚zˇe zvolit zvy´razneˇnou oblast a tu si
v horn´ı cˇa´sti okna detailneˇ prohle´dnout, anizˇ by musel vyhodnocovat cely´ signa´l.
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Obra´zek 11: Klasifikace cele´ho signa´lu - volba klinicky zaj´ımave´ho u´seku, oranzˇoveˇ zob-
razena cˇa´st s barevneˇ oddeˇleny´mi trˇ´ıdami v oblasti za´jmu [37].
V na´sleduj´ıc´ıch dvou kapitola´ch budou popsa´ny spolecˇne´ cˇa´sti - prˇ´ıprava dat a jejich
nacˇ´ıta´n´ı. Na´sledovat budou jednotlive´ metody s d´ılcˇ´ımi vy´sledky.
3.1 Data
Nasˇimi daty jsou prˇ´ıznaky - cˇ´ıselne´ hodnoty, vlastnosti charakterizuj´ıc´ı signa´l. Pocˇet
prˇ´ıznak˚u nen´ı pro veˇtsˇinu klasifikacˇn´ıch metod omezen, ale s jeho velikost´ı stoupa´ vy´pocˇetn´ı
na´rocˇnost a neˇkdy docha´z´ı i k sn´ızˇen´ı kvality klasifikace.
Testovac´ı 2D data
Pomoc´ı funkc´ı programu MATLAB jsem si vytvorˇil testovac´ı 2D data (2 prˇ´ıznaky vy-
kreslene´ v za´vislosti na sobeˇ). Data tvorˇ´ı prolnute´ shluky, obrazce hustotneˇ odliˇsne´ a data
s sˇumovy´mi body, tak aby bylo mozˇne´ dobrˇe vizualizovat rozd´ıly mezi algoritmem k-means
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a metodou DBSCAN. Za´rovenˇ se jedna´ o r˚uzneˇ velka´ data (r˚uzne´ pocˇty segment˚u viz
obra´zek cˇ. 13), tak aby bylo mozˇne´ vyhodnotit kvantitativn´ı rozd´ıl mezi metodami.
Ulozˇena jsou ve forma´tu .txt v ASCII ko´dova´n´ı.
Obra´zek 12: Uka´zka vytvorˇeny´ch testovac´ıch 2D dat.
Rea´lna´ EEG data
Data pocha´zej´ı od pacient˚u z Nemocnice Na Bulovce, byla z´ıska´na na za´kladeˇ na´vrhu pro-
jektu ”Analy´za mikrostruktury a makrostruktury dlouhodoby´ch EEG za´znamu˚ algoritmy
umeˇle´ inteligence a cˇ´ıslicove´ho zpracova´n´ı signa´lu”, ktery´ byl schva´leny´ etickou komis´ı
Nemocnice Na Bulovce dne 28. 06. 2011.
Signa´ly byly zaznamena´va´ny v 19 kana´lech prˇi unipola´rn´ım zapojen´ı na prˇ´ıstroji Brain-
quick. Byl pouzˇit analogovy´ filtr pa´smove´ propusti 0 - 70 Hz. Data byla vzorkova´na
frekvenc´ı 128 Hz a prˇevedena za pouzˇit´ı 12 bitove´ho prˇevodn´ıku. Testovac´ı data byla
nameˇrˇena na 15 pacientech, ktery´m bylo indikova´no vysˇetrˇen´ı na za´kladeˇ podezrˇen´ı na
nemoc epilepsii. Pacienti byli muzˇi i zˇeny ve veˇku mezi 26 - 60 roky. De´lka za´znamu
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se pohybuje od jednotek po des´ıtky minut (standardn´ı klinicke´ vysˇetrˇen´ı se pohybuje
v rozmez´ı 15 - 30 min.). Pocˇet segment˚u v jednom za´znamu se pohyboval od jednotek
tis´ıc do des´ıtek tis´ıc segment˚u. Pomoc´ı programu WF prova´d´ıme segmentaci a vy´pocˇet
prˇ´ıznak˚u pro jednotlive´ segmenty (viz kapitola EEG signa´l). Segmentace ma´ nastaven´ı
parametr˚u uda´no v na´sleduj´ıc´ı tabulce cˇ. 3.
Tabulka 3: Nastaven´ı parametr˚u segmentace
Parametr Nastaven´ı
Window Length 128 vzork˚u




Number of Scan pts 15 vzork˚u
Treshold 81 [-]
Max Segm Length 1024 vzork˚u
Parametr Window Length uda´va´ de´lku dvojite´ho okna. Prˇi adaptivn´ı segmentaci signa´l
proj´ızˇdeˇj´ı dveˇ spojena´ okna (viz obra´zek cˇ. 6 v sekci 2.2.1), kazˇde´ ma´ de´lku 64 bod˚u,
dohromady tedy 128.
Parametr G Window Length je de´lka okna, ve ktere´m se hleda´ prˇesna´ pozice maxima.
Pro hleda´n´ı maxima jsou potrˇeba minima´lneˇ 3 body. Na kazˇdou stranu od maxima mus´ı
by´t hodnota nizˇsˇ´ı.
Parametr STEP je krok. V signa´lu se pohybujeme s krokem 1.
Parametr Optim zap´ına´ a vyp´ına´ funkci optimalizace hranice segmentu. Jedna´ se
o okno, v jehozˇ strˇedu je p˚uvodneˇ detekovana´ hranice, ktera´ mu˚zˇe mı´t sˇpatnou polohu.
Na kazˇdou stranu od bodu p˚uvodneˇ detekovane´ho jako hranice hleda´me, zda signa´l ne-
klesa´. Do nejnizˇsˇ´ıho bodu umist’ujeme hranici segmentu. Pocˇet bod˚u, o ktere´ se d´ıva´me
na kazˇdou stranu, je definova´n parametrem Number of Scan pts.
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Parametr Treshold uda´va´ hranici, nad kterou je rozd´ıl dvou oken vyhodnocen jako
dostatecˇny´ pro segmentaci (rozdeˇlen´ı signa´lu na dveˇ cˇa´sti).
Parametr MINLENGTH uda´va´ nejmensˇ´ı velikost segmentu a Max Segm Length uda´va´
nejdelˇs´ı mozˇnou velikost segmentu. Velikost segment˚u je prima´rneˇ nastavova´na kv˚uli
prˇehlednosti. Cˇasto se v signa´lu vyskytuj´ı dlouhe´ u´seky stejne´ aktivity. Ty jsou segmen-
tova´ny pouze pro snazsˇ´ı opticke´ vyhodnocen´ı.
Vy´stupem, ve ktere´m jsou ulozˇeny prˇ´ıznaky pro vsˇechny segmenty signa´lu, je soubor
s prˇ´ıponou .nra.
3.1.1 Trˇ´ıdy
Ve zkoumany´ch za´znamech se vyskytuj´ı trˇ´ıdy: fyziologicke´ aktivity, EMG, epilepticke´
a ocˇn´ı aktivity, pulzn´ı artefakty a rovne´ cˇa´ry. Kromeˇ rovny´ch cˇar a pulzn´ıch artefakt˚u jsou
vsˇechny trˇ´ıdy popisova´ny a klasifikova´ny i ve studii
”
Classification of transient events in
eeg recording“, zaby´vaj´ıc´ı se klasifikac´ı EEG za´znamu˚ [38].
Fyziologicka´ aktivita mozku
Mezi fyziologickou aktivitu rˇad´ıme sinusove´ vlny a vesˇkerou aktivitu, ktera´ nepatrˇ´ı
do zˇa´dne´ trˇ´ıdy grafoelement˚u.
Obra´zek 13: Uka´zka segment˚u fyziologicke´ aktivity, zobrazeno ve WF [37].
EMG svalova´ aktivita a sˇumove´ grafoelementy
Svalova´ aktivita je ve trˇ´ıdeˇ, do ktere´ rˇad´ıme i zasˇumeˇne´ segmenty se s´ıt’ovy´m brumem,
kdy sˇum zcela zkresl´ı p˚uvodn´ı signa´l.
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Obra´zek 14: Uka´zka segment˚u EMG (svalovy´ch) grafoelement˚u, zobrazeno ve WF [37].
Epilepticka´ aktivita
Epilepticka´ aktivita tvorˇ´ı nejv´ıce klinicky zaj´ımavou trˇ´ıdu. Epilepticke´ grafolementy
maj´ı promeˇnlivy´ charakter, co se ty´ka´ amplitudy. Algoritmy maj´ı tedy tendenci epilep-
tickou aktivitu deˇlit do 2 trˇ´ıd podle velikosti amplitudy vln.
Obra´zek 15: Uka´zka segment˚u epilepticke´ aktivity s vysokou amplitudou, zobrazeno
ve WF [37].
Pomale´ ocˇn´ı artefakty
Jedna´ se naprˇ´ıklad o pomale´ vlny zp˚usobene´ ocˇn´ı aktivitou. Mu˚zˇe se jednat i o artefakt
zp˚usobeny´ elektrodou. Jako v prˇedchoz´ım prˇ´ıpadeˇ maj´ı algoritmy tendenci deˇlit skupinu
do dvou trˇ´ıd podle velikosti amplitudy.
Obra´zek 16: Uka´zka segment˚u pomaly´ch ocˇn´ıch artefakt˚u - pomaly´ch vln, zobrazeno
ve WF [37].
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Pulzn´ı artefakty
Pulzn´ı artefakty se projevuj´ı u´zky´m kladny´m hrotem s vysokou amplitudou. Tyto ar-
tefakty se vyskytuj´ı veˇtsˇinou pouze v jednom kana´lu - byly zp˚usobeny jednou elektrodou.
Obra´zek 17: Uka´zka segment˚u artefakt˚u ze sˇpatne´ho kontaktu elektrody, zobrazeno
ve WF [37].
Rovne´ cˇa´ry
V signa´lu se vyskytuj´ı i rovne´ u´seky, kdy nebyl zaznamena´n zˇa´dny´ EEG signa´l. Jedna´
se o segmenty s konstantn´ı amplitudou. Teˇchto segment˚u, vyskytuj´ı-li se v signa´lu, by´va´
zlomkove´ mnozˇstv´ı (naprˇ. 14 segment˚u z celkove´ho pocˇtu 40000 segment˚u). Nejedna´
se o projev EEG aktivity. Nejsou tedy klinicky vy´znamny´m artefaktem, ktery´ bychom
potrˇebovali klasifikovat.
Vy´sˇe popsane´ grafoelementy vyskytuj´ıc´ı se v segmentech jsou ulozˇeny v souboru
s prˇ´ıponou .nra. Jedna´ se o soubor s normalizovany´mi prˇ´ıznaky extrahovany´mi z jednot-
livy´ch segment˚u. Normovane´ prˇ´ıznaky jsou v bina´rn´ım ko´dova´n´ı ulozˇeny v souboru .nra,
ktery´ je potrˇeba nacˇ´ıst do programu MATLAB, ve ktere´m jsem implementoval algoritmy
ke klasifikaci.
3.2 Nacˇ´ıta´n´ı dat
Data (soubory .nra) jsou nacˇ´ıta´na pomoc´ı graficke´ho okna (obra´zek cˇ. 19) i s mozˇnost´ı
filtru forma´tu. U 2D testovac´ıch dat nen´ı potrˇeba dalˇs´ı u´pravy, data jsou ulozˇena ve formeˇ
matice (n,2), kde n je pocˇet segment˚u.
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Obra´zek 18: Plovouc´ı okno pro vy´beˇr dat [39].
Data exportovana´ z WF maj´ı forma´t jednoho sloupce - ulozˇen´ı pod sebou, vcˇetneˇ
technicky´ch u´daj˚u. Z hlavicˇky vycˇteme pocˇet kana´l˚u, jejich de´lky a pocˇet prˇ´ıznak˚u. Pomoc´ı
de´lek kana´lu si spocˇ´ıta´m zacˇa´tky jednotlivy´ch kana´l˚u. Na za´kladeˇ teˇchto dvou informac´ı
(de´lky kana´l˚u a pocˇtu prˇ´ıznak˚u) si data ulozˇ´ım do matice (n,m), kde n je pocˇet segment˚u
v cele´m signa´lu a m je pocˇet prˇ´ıznak˚u pro jednotlive´ segmenty.
Vy´sledna´ funkce je ulozˇena pod na´zvem ”nacteni”.
3.3 DBSCAN
Metoda DBSCAN je popsa´na pomoc´ı definic [34, 40, 27]:
1. definice: Aby byl bod strˇedovy´, mus´ı mı´t alesponˇ jeden bod bl´ızˇe, nezˇ je hodnota
polomeˇru Eps.
2. definice: Existuj´ı dva druhy bod˚u, ktere´ patrˇ´ı do shluku - okrajove´ a strˇedove´.
Strˇedovy´ bod ma´ ve sve´m okol´ı minima´lneˇ definovany´ pocˇet bod˚u. Okrajovy´ je
takovy´, ktery´ nen´ı strˇedovy´m bodem, ale lezˇ´ı v bl´ızkosti jine´ho strˇedove´ho bodu.
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3. definice: Bod je hustotneˇ dosazˇitelny´, pokud v jeho bl´ızkosti lezˇ´ı bod, ktery´ patrˇ´ı
za´rovenˇ do polomeˇru jine´ho strˇedove´ho bodu.
4. definice: Mu˚zˇe se sta´t, zˇe dva okrajove´ body nebudou hustotneˇ dosazˇitelne´, jak je
popsa´no v prˇedchoz´ı definici. Mus´ı proto existovat jiny´ bod, ktery´ bude splnˇovat
prˇedchoz´ı definici s kazˇdy´m z nich zvla´sˇt’.
5. definice: Je-li bod p na´lezˇ´ıc´ı do shluku A hustotneˇ dosazˇitelny´ (viz definice cˇ. 3 a 4)
s bodem q, pak i bod q patrˇ´ı do shluku A.
6. definice: Sˇum je mnozˇina bod˚u, ktere´ nebyly zarˇazeny do zˇa´dne´ho shluku.
Algoritmus DBSCAN jsem implementoval na za´kladeˇ popisu metody DBSCAN v cˇla´n-
c´ıch [34, 40]. DBSCAN jako prvotn´ı verze algoritmu vyzˇaduje 2 vstupn´ı hodnoty - polomeˇr
Eps (radius) a pocˇet bod˚u v polomeˇru k. Nı´zˇe je popsa´n pseudoko´d implementovane´
verze DBSCANu. Vesˇkere´ promeˇnne´ v pseudoko´dech jsou uva´deˇny bez diakritiky, aby
odpov´ıdaly promeˇnny´m pouzˇity´m v rea´lne´m algoritmu.
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Data: k, Eps
Result: Klasifikace segment˚u
if bod jesˇteˇ nebyl navsˇt´ıven then
vzdalenost = vzda´lenost vsˇech bod˚u od bodu za´jmu
body polomeru = pocˇet bod˚u v polomeˇru Eps
if pocˇet(body polomeru)>1 a pocˇet(body polomeru)<k then
bod zajmu = okrajovy´
shluk = zat´ım neklasifikujeme
end
if pocˇet(Body polomeˇru)=1 then
bod zajmu = sˇumovy´
shluk = nezarˇazujeme do zˇa´dne´ho shluku
end
if pocˇet(Body polomeˇru)>=k then
while Nenavsˇt´ıv´ı vsˇechny Body polomeˇru do
vzdalenost2 = vzda´lenost vsˇech bod˚u od bodu za´jmu
body polomeru2 = pocˇet bod˚u v zadane´m polomeˇru
if pocˇet(Body polomeˇru)>1 then
shluk = cˇ´ıslo sluku
if pocˇet(Body polomeˇru)>=k+1 then
bod zajmu = strˇedovy´
else






Pseudoko´d 1: Algoritmus DBSCAN
V algoritmu jsou definova´ny stavy, kdy je bod klasifikova´n jako sˇumovy´, okrajovy´
a strˇedovy´ pomoc´ı pocˇtu bod˚u v polomeˇru okolo klasifikovane´ho bodu. U strˇedove´ho bodu
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jsou klasifikova´ny body v jeho polomeˇru na za´kladeˇ stejny´ch pravidel a na za´kladeˇ hustotn´ı
dostupnosti jsou do stejny´ch shluk˚u prˇida´va´ny i body jejich polomeˇr˚u. Sˇumove´ body
nejsou prˇiˇrazova´ny do zˇa´dne´ trˇ´ıdy; na konci algoritmu tvorˇ´ı jednu skupinu nezarˇazeny´ch
bod˚u.
V cˇla´nku [41] je uveden vzorec pro automaticky´ vy´pocˇet hodnoty Eps - polomeˇru,














V rovnici cˇ. 11 prˇedstavuje x data zapsana´ formou matice (m,n) a m vyjadrˇuje pocˇet
segment˚u a n pocˇet prˇ´ıznak˚u. k je pocˇet bod˚u v polomeˇru a γ je interpolacˇn´ı koeficient. [41]
Nyn´ı vstupn´ı hodnotou DBSCANu z˚usta´va´ pouze pocˇet bod˚u v polomeˇru. Podle
na´vrhu od Aliho Touky [42] z´ıska´me hodnotu pocˇtu bod˚u v polomeˇru, ktera´ bude uni-
verza´ln´ı pro pouzˇit´ı naprˇ´ıcˇ testovany´mi daty.
U kazˇde´ho souboru dat testujeme postupneˇ hodnoty k (od 1 do N). Z hodnot sestav´ıme
grafy. Kazˇdy´ graf vypov´ıda´ o jedne´ sadeˇ testovac´ıch dat. Na ose x je uvedena pr˚umeˇrna´
hodnota pocˇtu bod˚u zarˇazeny´ch v jednom shluku. Na ose y se nacha´z´ı hodnota k, pro
kterou z´ıska´me dany´ pocˇet shluk˚u. Z kazˇde´ho grafu z´ıska´me rozpeˇt´ı k, pro ktere´ z´ıska´me
spra´vny´ pocˇet trˇ´ıd a spra´vne´ zarˇazen´ı bod˚u do nich. Ze vsˇech teˇchto rozpeˇt´ı vybereme
hodnotu, ktera´ se vyskytuje ve vy´beˇrech naprˇ´ıcˇ vsˇemi testovany´mi daty.
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Obra´zek 19: Graf zjiˇst’ova´n´ı idea´ln´ıho pocˇtu bod˚u K v polomeˇru v za´vislosti na velikosti
vstupn´ıch dat, podrobneˇjˇs´ı popis uveden pod obra´zkem.
Graf na obra´zku cˇ. 20 ukazuje rozdeˇlen´ı do trˇ´ıd pro r˚uzne´ hodnoty K pro jeden soubor
testovac´ıch dat o velikosti 3000 bod˚u. Pro k =1, 2 a 3 byla data rozdeˇlena do 2 skupin. Pro
K = 4, 5 a 6 vsˇechny body na´lezˇely do jedne´ trˇ´ıdy (vsˇech 3000 bod˚u je v jedne´ skupineˇ).
Pro rozpeˇt´ı K od 7 do 22 dosta´va´me pozˇadovany´ pocˇet trˇ´ıd 3 a spra´vne´ rozrˇazen´ı dat.
Pro hodnoty K vysˇsˇ´ı jak 22 opeˇt z´ıska´va´me sˇpatny´ pocˇet shluk˚u. Na za´kladeˇ vy´sledk˚u
ze vsˇech takto vytvorˇeny´ch graf˚u z testovany´ch dat jsem pro klasifikaci zvolil hodnotu
k =15.
Simulovana´ 2D data jsou metodou DBSCAN klasifikova´na dle pozˇadavk˚u, pokud se
jedna´ o veˇtsˇ´ı soubory dat (stovky a v´ıce bod˚u). Ale prˇi aplikaci na EEG signa´l DBSCAN
nedosahuje pozˇadovane´ klasifikace. Vizua´ln´ı vyhodnocen´ı odborn´ıkem urcˇilo u´speˇsˇnost
klasifikace mensˇ´ı, jak 50 %. Dı´ky sˇiroke´ sˇka´le modifikac´ı DBSCANu na r˚uzne´ typy dat se
nab´ız´ı neˇkolik mozˇnost´ı u´pravy algoritmu (naprˇ´ıklad DMDBSCAN a GRIDBSCAN).
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3.3.1 DMDBSCAN
DMDBSCAN pocˇ´ıta´ automaticky parametr Eps i pro v´ıcerozmeˇrna´ data, ktera´ jsou nerov-
nomeˇrneˇ hustotneˇ rozlozˇena´. Jelikozˇ algoritmus DBSCAN sˇpatneˇ klasifikoval EEG data,
prˇedpokla´da´m, zˇe chyba mohla by´t zp˚usobena pra´veˇ nerovnomeˇrneˇ hustotneˇ rozlozˇeny´mi
daty. Pokud klasifikujeme nerovnomeˇrnou hustotu, DMDBSCAN by meˇl nale´zt vhodny´
polomeˇr pro kazˇdou u´rovenˇ hustoty.
Polomeˇr je vypocˇ´ıta´va´n z krˇivky nejblizˇsˇ´ıch soused˚u. Kazˇdy´ bod ma´ od sebe vzda´lene´
ostatn´ı body - jednoznacˇna´ hodnota vzda´lenosti. Pocˇ´ıta´me vzda´lenost vsˇech bod˚u ke
kazˇde´mu bodu v souboru. Tyto hodnoty serˇad´ıme vzestupneˇ. Pro kazˇdy´ bod vybereme
jeho prvn´ı trˇi sousedy a udeˇla´me z nich pr˚umeˇrnou hodnotu [35]. Takto z´ıskane´ pr˚umeˇrne´
hodnoty prvn´ıch trˇech nejblizˇsˇ´ıch soused˚u serˇad´ıme vzestupneˇ podle velikosti. Ze z´ıskane´ho
souboru hodnot vytvorˇ´ıme krˇivku. V jej´ıch kolenech je hodnota vhodne´ho polomeˇru pro
dany´ soubor dat. [43]
Existuje i druha´ varianta, kdy nebereme pr˚umeˇr prvn´ıch trˇech nejblizˇsˇ´ıch soused˚u, ale
vezmeme prˇ´ımo hodnotu trˇet´ıho nejblizˇsˇ´ıho souseda. [35]
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Obra´zek 20: Krˇivka pr˚umeˇr˚u prvn´ıch trˇech nejblizˇsˇ´ıch hodnot k, p´ısmena odliˇsuj´ı intervaly
jednotlivy´ch hustotn´ıch u´rovn´ı, Eps oznacˇuj´ı pozici idea´ln´ı hodnoty polomeˇru pro danou
hustotn´ı u´rovenˇ. [35].
Na obra´zku cˇ. 21 je uka´za´na krˇivka pro hustotneˇ trˇ´ıu´rovnˇova´ data. Mezi a a b se
nacha´zej´ı data jedne´ hustotn´ı u´rovneˇ, pro ktera´ je vypocˇteny´ vhodny´ polomeˇr Eps1.
Mezi c a d, e a f jsou analogicky dalˇs´ı dveˇ hustotn´ı u´rovneˇ s adekva´tn´ımi polomeˇry Eps2
a Eps3.
Pocˇet nejblizˇsˇ´ıch soused˚u si mu˚zˇeme zvolit. Studie proka´zala, zˇe od 4. souseda da´le se
vy´sledky prakticky neliˇs´ı a krˇivka z˚usta´va´ stejna´ [44]. Proto ponecha´m prvn´ı 3 nejblizˇsˇ´ı
sousedy, jak je uvedeno ve studii [35].
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Data: data
Result: krˇivka 3. nejblizˇsˇ´ıch bod˚u
for 1:vsˇechny body do
for 1:pocˇet prˇ´ıznak˚u do
vzdalenost = Euklidovska´ vzda´lenost
end
suma vzdalenosti = pr˚umeˇrna´ vzda´lenost prˇes vsˇechny dimenze
serazene = vzestupneˇ suma vzda´lenost´ı
B1 = vy´beˇr prvn´ıch
”
k“ nejblizˇsˇ´ıch soused˚u
B2 = kumulativn´ı soucˇet z B1
B3 = soucˇet vsˇech hodnot vektoru B1
prumer ksousedu = B3/k
end
vzdalkdist = serˇazene´ vzda´lenosti pro vykreslen´ı krˇivky
Pseudoko´d 2: Automaticky´ vy´pocˇet polomeˇru u DMDBSCANu
Pokud by krˇivka uka´zala v´ıce polomeˇr˚u - hustotneˇ r˚uznorodeˇ rozlozˇena´ data, pro kazˇdy´
polomeˇr by se pocˇ´ıtal algoritmus DBSCAN zvla´sˇt’. V nasˇem prˇ´ıpadeˇ se ani jednou (prˇi
hodnoteˇ parametru k = 3) na rea´lny´ch EEG datech nestalo, zˇe by krˇivka meˇla v´ıc jak
jedno ”koleno”(viz obra´zek cˇ. 22). Ani dalˇs´ı studie na rea´lny´ch datech nemeˇla v´ıce hodnot
polomeˇr˚u [43]. Inflexn´ı body na krˇivce z´ıska´va´me azˇ prˇi hodnota´ch nejblizˇsˇ´ıch soused˚u nad
50 prˇi vyuzˇit´ı prostoru 23 prˇ´ıznak˚u.
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Na obra´zku cˇ. 22 a cˇ. 23 je modrou krˇivkou naznacˇen pr˚umeˇr prvn´ıch k soused˚u.
Cˇervena´ krˇivka prˇedstavuje hodnoty k-te´ho souseda.
Obra´zek 21: Krˇivka prvn´ıch k soused˚u prˇi hodnoteˇ parametru k = 3 [39].
Pokud sn´ızˇ´ıme pocˇet dimenz´ı, z´ıska´me prˇi hodnoteˇ k = 30 rozdeˇlen´ı prostoru na trˇi
r˚uzne´ hustotn´ı u´rovneˇ (viz obra´zek cˇ. 23). S vysˇsˇ´ım pocˇtem nejblizˇsˇ´ıch bod˚u (hodnotou
k) vzr˚usta´ vy´pocˇetn´ı na´rocˇnost algoritmu. Pra´veˇ vzhledem ke zvy´sˇen´ı cˇasu vy´pocˇtu nen´ı
vhodne´ metodu vyuzˇ´ıvat pro vy´pocˇet polomeˇr˚u pro kazˇdy´ signa´l EEG zvla´sˇt’.
Obra´zek 22: Krˇivka prvn´ıch k soused˚u prˇi hodnoteˇ parametru k = 30 s rozliˇsen´ım trˇ´ı
u´rovn´ı hustot bod˚u [39].
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Metoda DMDBSCAN se d´ıky sve´ vy´pocˇetn´ı na´rocˇnosti uka´zala pro praxi jako ne-
vhodne´ rˇesˇen´ı. Na testovac´ıch datech byl vy´razny´ kvantitativn´ı rozd´ıl. DMDBSCAN byl 10
na´sobneˇ pomalejˇs´ı nezˇ algoritmus k-means. Nav´ıc s pocˇtem dimenz´ı vy´pocˇetn´ı na´rocˇnost
vy´razneˇ stoupa´. Dalˇs´ı mozˇnost´ı, ktera´ by mohla rˇesˇit nerovnomeˇrnost rozlozˇen´ı dat pro-
storu, je algoritmus GRIDBSCAN.
3.3.2 GRIDBSCAN
GRIDBSCAN je fu´z´ı mysˇlenek neˇkolika algoritmu˚. Za´kladn´ı z nich rˇ´ıka´, zˇe data mohou
by´t soucˇa´st´ı buneˇk, ktere´ rovnomeˇrneˇ rozdeˇluj´ı prostor. Obsah bunˇky s n´ızkou hustotou
(maly´m pocˇtem bod˚u) je rovnou klasifikova´n jako sˇum. [45] Vstupn´ım parametrem je
pocˇet buneˇk, na ktere´ je prostor rozdeˇlen.
Ve studii [46] pouzˇ´ıvaj´ı princip DBSCANu a mrˇ´ızˇkove´ho shlukova´n´ı k filtraci 2D dat.
Zachova´ny jsou jen bunˇky, ktere´ obsahuj´ı hustotneˇ nadprahova´ data. Za´rovenˇ na´lezˇitost
ke trˇ´ıdeˇ je definova´na podle sousedstv´ı. Pokud bunˇka hustotneˇ nadlimitn´ı soused´ı s jizˇ
klasifikovanou, je prˇiˇrazena do stejne´ trˇ´ıdy. Pokud se postupny´m posuvem prˇes vsˇechny
bunˇky dostanu k bunˇce, ktera´ nesoused´ı s zˇa´dnou jizˇ klasifikovanou, je vytvorˇena nova´
trˇ´ıda. [46]
Obdobne´ho postupu vyuzˇ´ıvaj´ı i ve studii [47]. Zde je kazˇda´ bunˇka definovana´ paramet-
rem ε, ktery´ matematicky vyjadrˇuje hustotu bod˚u. Tento parametr charakterizuje variaci
vzda´lenost´ı bod˚u, ale i rovnomeˇrnost rozlozˇen´ı bod˚u v ra´mci bunˇky.
Je mozˇne´ take´ po odstraneˇn´ı sˇumovy´ch buneˇk pro zbyle´ (hustotneˇ nadlimitn´ı) bunˇky
pocˇ´ıtat koeficient podobnosti. Pokud spolu bunˇky soused´ı, je pomoc´ı vzorc˚u vypocˇ´ıtana´
podobnost buneˇk. Pokud podobnost detekujeme jako nadprahovou (vstupn´ım paramet-
rem je prahova´ hodnota podobnosti pro sloucˇen´ı buneˇk), obsah buneˇk rˇad´ıme do stejne´
trˇ´ıdy. Dı´ky vy´pocˇetn´ı na´rocˇnosti ale nen´ı postup vhodny´ pro v´ıce dimenziona´ln´ı data.
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U vsˇech teˇchto postup˚u algoritmu GRIDBSCAN vznika´ proble´m v na´mi klasifikovane´m
23 dimenziona´ln´ım prostoru, nebot’ po rozdeˇlen´ı bunˇky obsahuj´ı velmi male´ pocˇty bod˚u
a teˇzˇko se odliˇsuj´ı sˇumove´ body a jednotlive´ trˇ´ıdy.
Dalˇs´ı mozˇnosti nast´ınil cˇla´nek, ktery´ vyuzˇ´ıva´ mrˇ´ızˇku ke zrychlen´ı DBSCANu [48].
Mrˇ´ızˇky jsou zde propojeny prˇekryvy. DBSCAN prob´ıha´ v kazˇde´ bunˇce zvla´sˇt’. Dı´ky
prˇekryvu jsou neˇktere´ body klasifikova´ny v´ıcekra´t. K propojen´ı shluk˚u (v kazˇde´ bunˇce
ma´ trˇ´ıda jine´ cˇ´ıslo) docha´z´ı pra´veˇ prˇes body v oblasti prˇekryvu (viz obra´zek cˇ. 25).
Obra´zek 23: Vykreslen´ı dvou prˇ´ıznak˚u z rea´lny´ch EEG dat [39].
Na obra´zku cˇ. 24 jsou v za´vislosti na sobeˇ vykresleny normovane´ amplituda a frek-
vence. Barevneˇ jsou oddeˇleny trˇ´ıd po jizˇ probeˇhle´ klasifikaci. EEG data, vykresl´ıme-
li 2 r˚uzne´ prˇ´ıznaky v za´vislosti na sobeˇ, jsou zhusˇteˇna v jedne´ cˇa´sti, jak je videˇt na
obra´zku cˇ. 24. Prˇedpokla´da´me tedy i v 23D prostoru nerovnomeˇrneˇ rozlozˇenou hustotu
dat. GRIDBSCAN se nab´ız´ı jako vhodna´ modifikace, pomoc´ı ktere´ probeˇhne klasifikace
EEG segment˚u. Proble´m vznika´ ve velke´m pocˇtu dimenz´ı a t´ım male´mu pocˇtu bod˚u
v jednotlivy´ch bunˇka´ch.
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Na za´kladeˇ teˇchto poznatk˚u jsem zvolil algoritmus GRIDBSCAN ze studie [48], kdy
prostor bude deˇlen na urcˇity´ pocˇet buneˇk s veˇtsˇ´ım prˇekryvem mezi sebou.
Obra´zek 24: Naznacˇen´ı posuvu okna (cˇerveneˇ) v prˇ´ıznakove´m prostoru pro mı´stn´ı vy´pocˇet
DBSCANu v jednotlivy´ch bunˇka´ch a prˇekryv teˇchto buneˇk v prostoru.
60
3.3 DBSCAN 3 METODIKA
Data: hranice
Result: Klasifikace segment˚u
for 1:pocˇet buneˇk do
hranice = pevneˇ stanovene´ hranice
body = body patrˇ´ıc´ı do bunˇky
if Bunˇka obsahuje neˇjake´ body then
[co,trida,typ] = dbscan(body)
cislo bunky = vzˇdy se posouva´ s kazˇdou bunˇkou
matice = [data, cislo bunky, trida, typ]
end
end
for 1:pocˇet opakuj´ıc´ıch se bod˚u do
if Bod je strˇedovy´ then
cisla shluku = ve ktery´ch trˇ´ıda´ch se bod vyskytuje
FN = nejmensˇ´ı cˇ´ıslo trˇ´ıdy
cislo bunky = vzˇdy se posouva´ s kazˇdou bunˇkou
for 1:pocˇet trˇ´ıd, ve ktery´ch se vyskytoval do




for 1:pocˇet rˇa´dk˚u matice2 do
opakuj = body, ktere´ se opakuj´ı
vysledek = ulozˇ´ı jen jeden bod (s nejnizˇsˇ´ım cˇ´ıslem bunˇky)
end
Pseudoko´d 3: Algoritmus GRIDDBSCAN
Pro rea´lna´ data s v´ıce prˇ´ıznaky (v´ıce jak 4D prostor) GRIDBSCAN nedosahuje po-
zˇadovany´ch vy´sledk˚u. Dı´ky velke´mu prostoru se v jednotlivy´ch bunˇka´ch vyskytuje male´
mnozˇstv´ı bod˚u. Proto jsem se rozhodl pro vy´beˇr modifikace GRIDBSCANu, kdy rozmeˇry
buneˇk automaticky prˇizp˚usob´ım dat˚um. Pocˇet buneˇk bude nastavova´n jako fixn´ı para-
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metr, nebude tedy prostor deˇlen do velke´ho mnozˇstv´ı buneˇk (u p˚uvodn´ıho GRIDBSCANu
beˇzˇneˇ 50 buneˇk). Soucˇasneˇ d´ıky adaptivn´ım rozmeˇr˚um budou bunˇky obsahovat dostatecˇneˇ
velky´ pocˇet bod˚u a pra´zdna´ mı´sta prˇ´ıznakove´ho prostoru nebudou pocˇ´ıta´na.
Pocˇet buneˇk je tedy zada´va´n jako fixn´ı parametr. Cˇ´ım vysˇsˇ´ı pocˇet buneˇk, t´ım na´rocˇneˇjˇs´ı
je algoritmus na vy´pocˇet. Prˇi prˇ´ıliˇs vysoke´m pocˇtu buneˇk se opeˇt objev´ı proble´m jako
u p˚uvodn´ıho GRIDBSCANu - nedostatecˇny´ pocˇet bod˚u v bunˇce. Prˇi testova´n´ı vysˇsˇ´ı pocˇet
buneˇk znamenal vysˇsˇ´ı vy´pocˇetn´ı na´rocˇnost - nutny´ vysˇsˇ´ı pocˇet cykl˚u prˇi slucˇova´n´ı. Nizˇsˇ´ı
pocˇet buneˇk snizˇoval kvalitu klasifikace, nebot’ se bl´ızˇ´ıme klasifikaci obycˇejne´ho DBSCANu
(bez deˇlen´ı buneˇk). Proto jsem pocˇet buneˇk nastavil na 8, tj. prˇed slucˇova´n´ım budou body
rozdeˇleny do 8 cˇa´st´ı.
C´ılem je vytvorˇit bunˇky s homogenn´ı hustotou. Hranice buneˇk se tedy vytva´rˇej´ı
na za´kladeˇ prˇepocˇtu vzda´lenost´ı navza´jem mezi jednotlivy´mi body [27]. Do stejne´ bunˇky
jsou prˇiˇrazeny body, ktere´ jsou si nejbl´ızˇe, pocˇet bod˚u v jednotlivy´ch bunˇka´ch je tedy
odliˇsny´. Jakmile jsou vytvorˇeny bunˇky, ktere´ obsahuj´ı rovnomeˇrneˇ rozlozˇene´ body (mezi
rovnomeˇrneˇ rozlozˇene´ body se v te´to fa´zi berou i pra´zdne´ bunˇky), odstran´ı se pro-
stor bez dat (pra´zdne´ bunˇky). Na za´kladeˇ koeficientu podobnosti (vztahova´n ke strˇedu
bunˇky) vypocˇ´ıtane´ho z charakteristik ve frekvencˇn´ım spektru jsou slucˇova´ny bunˇky podle
uzˇivatelem zvolene´ho prahu. Pra´h jsem volil tak, abych klasifikac´ı z´ıskal pocˇet trˇ´ıd, ktery´
odpov´ıda´ trˇ´ıda´m vyskytuj´ıc´ım se v EEG signa´lu (viz. kapitola 3.1.1).
U´cˇinnosti vsˇech algoritmu˚ jsou porovna´ny na 2D testovac´ıch datech. Zvoleny´ algo-
ritmus GRIDBSCAN je na rea´lny´ch EEG datech porovna´va´n se soucˇasnou metodou k-
means.
Hodnocen´ı algoritmu˚
U algoritmu˚ prova´d´ım kvalitativn´ı i kvantitativn´ı zhodnocen´ı. Kvantitativn´ı porovna´n´ı
prova´d´ım pomoc´ı vyhodnocen´ı cˇasove´ na´rocˇnosti jednotlivy´ch algoritmu˚. Algoritmus 5x
po sobeˇ klasifikuje totozˇna´ data. Ze zjiˇsteˇny´ch cˇas˚u media´nem zvol´ım hodnotu, ktera´ bude
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reprezentovat cˇas vy´pocˇtu algoritmu pro prˇ´ıslusˇny´ objem dat. Kvalitativn´ı vyhodnocen´ı
realizuji pomoc´ı statisticke´ metody, kdy srovna´va´m u´cˇinnost algoritmu˚ na testovana´ data.
EEG signa´l od jednoho pacienta je klasifikova´n jako jeden celek. Klasifikace neprob´ıha´ po
jednotlivy´ch kana´lech, ale naprˇ´ıcˇ cely´m signa´lem. Klasifikace EEG dat byla hodnocena
dveˇma experty: doc. Ing. Vladimı´rem Krajcˇou, CSc. a prima´rˇem MUDr. Ing. Svojmilem
Petra´nkem, CSc. MBA.
3.4 Statisticke´ zhodnocen´ı
U´cˇinnost algoritmu˚ jsem testoval pomoc´ı ROC analy´zy. ROC analy´za je statisticky´ po-
stup pro bina´rn´ı vyhodnocen´ı dat. Hodnot´ı se spra´vna´ a falesˇna´ pozitivita a spra´vna´
a falesˇna´ negativita. Jedna´ se o statistickou analy´zu vyuzˇ´ıvanou v diagnosticky´ch tes-
tech, prˇi rozhodova´n´ı le´karˇ˚u. Byla vyuzˇita i prˇi hodnocen´ı EEG signa´l˚u [49]. Po konzul-
taci s doc. Ing. Janou Vra´novou, CSc z U´stavu le´karˇske´ biofyziky a le´karˇske´ informatiky
a d´ıky jizˇ aplikovane´m postupu na EEG data jsem se rozhodl pro statisticke´ vyhodnocen´ı
klasifikace EEG signa´lu pomoc´ı ROC analy´zy.
Data mu˚zˇeme rozdeˇlit podle toho, zda do shluku patrˇ´ı, nebo jsou do neˇj zarˇazena
mylneˇ a na´lezˇ´ı k jine´mu shluku. Pro kazˇdy´ segment ma´me tedy mozˇnost bina´rn´ıho stavu
1 - spra´vneˇ zarˇazen, nebo 0 - sˇpatneˇ zarˇazen.
Na obra´zku cˇ. 26 je zobrazena tzv. konfuzn´ı matice (Confusion matrix). Ta obsa-
huje informace u skutecˇne´ na´lezˇitosti do trˇ´ıd (vyhodnocen´ı experty) a prˇedpokla´dane´
rozdeˇlen´ı (klasifikace pomoc´ı algoritmu˚). Hodnot´ı se zde vy´konnost algoritmu˚ v ra´mci
jedne´ trˇ´ıdy. [50]
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Obra´zek 25: Konfuzn´ı matice zobrazuj´ıc´ı hodnoty TP, TN, FP a FN z´ıskane´ z klasifikace
jednoho cele´ho za´znamu pro trˇ´ıdu fyziologicke´ aktivity.
Obra´zek cˇ. 26 ukazuje rea´lna´ data z 1 cele´ho za´znamu pro vyhodnocen´ı trˇ´ıdy fyziolo-
gicke´ aktivity. Body (popis v roz´ıch matice v obra´zku cˇ. 26) s ohledem na jejich zarˇazen´ı
ve shluku a vztahu k dat˚um jsou popsa´ny pomoc´ı 4 vztah˚u [51]:
TP (True positive)
Takto se oznacˇuj´ı spra´vneˇ zarˇazena´ data ve shluku. Pokud dany´ shluk prˇedstavuje
naprˇ´ıklad skupinu sˇpatneˇ prˇipojeny´ch elektrod, tak jako TP jsou oznacˇeny pra´veˇ segmenty
s projevem pulzn´ıch artefakt˚u.
FP (False positive)
Body, ktere´ jsou do shluku zarˇazeny sˇpatneˇ, jsou oznacˇeny jako falesˇneˇ pozitivn´ı. Po-
kud tedy ve skupineˇ segment˚u prˇedstavuj´ıc´ı pulzn´ı artefakty nalezneme naprˇ´ıklad segment
s EMG aktivitou, jedna´ se o sˇpatneˇ - falesˇneˇ zarˇazeny´ segment.
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FN (False negative)
Jako falesˇneˇ negativn´ı jsou oznacˇeny body, ktere´ do shluku patrˇ´ı, ale jsou prˇiˇrazeny
ke shluku jine´mu. Tak by tedy byly oznacˇeny segmenty s pulzn´ımi artefakty, ktere´ nebyly
algoritmem zarˇazeny do skupiny teˇchto grafoelement˚u.
TN (True negative)
Spra´vneˇ negativn´ı jsou takove´ segmenty, ktere´ nepatrˇ´ı do zkoumane´ trˇ´ıdy a nejsou
do n´ı zarˇazeny. Podle prˇ´ıkladu se jedna´ o vsˇechny zbyle´ klasifikovane´ segmenty, ktere´
nejsou ve trˇ´ıdeˇ pulzn´ıch artefakt˚u a nepatrˇ´ı do n´ı.
Obra´zek 26: Trˇ´ıda s vyznacˇeny´mi TP (zeleneˇ) a FN (cˇerveneˇ) segmenty, zobrazeno
ve WF [37].
Z hodnot TP, FN, TN a FP mu˚zˇeme vypocˇ´ıtat dalˇs´ı charakteristiky vypov´ıdaj´ıc´ı
o algoritmu a jeho klasifikaci.
3.4.1 Specificita
Diagnosticka´ specificita uda´va´ pravdeˇpodobnost negativn´ıho vy´sledku u zdravy´ch osob (ne-
maj´ı zkoumanou chorobu). Ukazuje pravdeˇpodobnost s jakou jsou segmenty, ktere´ ne-
patrˇ´ı do zkoumane´ho shluku, zarˇazeny do jine´ho shluku. Specificita je tedy pomeˇr pocˇtu
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Diagnosticka´ senzitivita uda´va´ pravdeˇpodobnost u´speˇsˇne´ detekce choroby. Uda´va´ citlivost
s jakou jsou ve shluku zarˇazeny vsˇechny segmenty do neˇj patrˇ´ıc´ı. Ukazuje pomeˇr pocˇtu de-
tekovany´ch (naprˇ´ıklad epilepticky´ch grafoelement˚u) segment˚u ve trˇ´ıdeˇ a celkove´ho pocˇtu
segment˚u s epileptickou aktivitou v zkoumane´m signa´lu. Senzitivita je pomeˇr skutecˇneˇ





3.4.3 Pozitivn´ı prediktivn´ı hodnota (PPV)
Prediktivn´ı pozitivn´ı hodnota popisuje vy´kon diagnosticke´ho testu. PPV v nasˇem prˇ´ıpadeˇ
mu˚zˇeme prˇirovnat k homogeniteˇ trˇ´ıdy. Jedna´ se o pod´ıl spra´vneˇ klasifikovany´ch dat v cele´






PPV ma´, spolu se senzitivitou, pro na´sˇ soubor dat nejv´ıce vypov´ıdaj´ıc´ı hodnotu pro
vyhodnocen´ı u´cˇinnosti klasifikace v ra´mci trˇ´ıd.
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3.5 Vyhodnocen´ı 2D testovac´ıch dat
Osy u 2D testovac´ıch x a y reprezentuj´ı prˇ´ıznaky, tak jako kdybychom z 23 prostoru
v EEG datech vykreslili pouze 2 z 23 prˇ´ıznak˚u v za´vislosti na sobeˇ. Podrobneˇjˇs´ı popis viz
kapitola 3.1. U 2D dat jsou hodnoceny jednotlive´ parametry v ra´mci shluk˚u a na´sledneˇ
i naprˇ´ıcˇ klasifikovany´mi daty.
Kapitola s vy´sledky z 2D testovac´ıch dat obsahuje kvantitativn´ı i kvalitativn´ı vyhod-
nocen´ı pro kazˇdy´ soubor dat dohromady. Tabulky s cˇasy klasifikace vyjadrˇuj´ı vy´pocˇetn´ı
na´rocˇnost algoritmu vztazˇenou na pocˇet klasifikovany´ch segment˚u. Kvalitativn´ı analy´za
popisuje u´cˇinnost algoritmu na danou sadu testovac´ıch dat. Kazˇda´ sada dat reprezentuje
specificky´ proble´m (prolnute´ shluky, nerovnomeˇrneˇ rozlozˇena´ data, velky´ a maly´ pocˇet
segment˚u, apod.).
3.6 Vyhodnocen´ı klasifikace EEG dat
Vzhledem k velke´mu pocˇtu dat (jeden pacient = des´ıtky tis´ıc segment˚u) jsem klasifikaci
rozdeˇlil na 2 cˇa´sti:
− vyhodnocen´ı cely´ch za´znamu˚
− vy´beˇr a vyhodnocen´ı na´hodny´ch segment˚u.
3.6.1 Vyhodnocen´ı cely´ch za´znamu˚
U trˇech pacient˚u byly expertem vyhodnocova´ny vy´sledky klasifikace vsˇech segment˚u.
Kazˇdy´ pacient prˇedstavuje jednu skupinu: EEG signa´l s vy´raznou epileptickou aktivi-
tou, signa´l s pulzn´ımi artefakty a vy´raznou EMG aktivitou a signa´l s n´ızkou amplitudou
epilepticky´ch gafoelement˚u a vysoky´m procentem segment˚u fyziologicky´ch vln.
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V kazˇde´ trˇ´ıdeˇ byly oznacˇeny segmenty, ktere´ do trˇ´ıdy patrˇ´ı (TP). U segment˚u, ktere´
do trˇ´ıdy byly zarˇazeny mylneˇ (FP), byla uda´na prˇ´ıslusˇnost k jine´ trˇ´ıdeˇ. Tak byl urcˇen
rea´lny´ pocˇet jednotlivy´ch grafoelement˚u, neza´visle na pocˇtu detekovane´m algoritmem.
Pro jednotlive´ trˇ´ıdy v kazˇde´m ze trˇ´ı za´znamu˚ byly vypocˇteny´ hodnoty PPV a urcˇena
u´speˇsˇnost klasifikace na za´kladeˇ konzistentnosti trˇ´ıd.
3.6.2 Vy´beˇr a vyhodnocen´ı na´hodny´ch segment˚u
K potvrzen´ı funkcˇnosti algoritmu je zapotrˇeb´ı testova´n´ı naprˇ´ıcˇ sˇirsˇ´ım spektrem pro-
band˚u. Provedl jsem klasifikaci na dalˇs´ıch 12 pacientech (celkem tedy bylo klasifikova´no
15 za´znamu˚ od 15 pacient˚u).
Abych zmensˇil objem dat, od kazˇde´ho pacienta jsem na´hodneˇ vybral 50 segment˚u
(postup popsa´n n´ızˇe), u ktery´ch expert stanovil prˇ´ıslusˇnost k dane´ trˇ´ıdeˇ.
Klasifikovane´ segmenty vizualizovane´ pomoc´ı WF jsou usporˇa´da´ny po stovka´ch na jed-
notlivy´ch stra´nka´ch. Pocˇet stran je da´n velikost´ı trˇ´ıdy a de´lkou segment˚u. Pro kazˇde´ho
pacienta jsou tyto hodnoty jedinecˇne´. Ze souboru .qua z´ıska´me pocˇty segment˚u v jednot-
livy´ch kana´lech pro kazˇdou trˇ´ıdu. Jejich soucˇtem (naprˇ´ıcˇ kana´ly) z´ıska´me pocˇet segment˚u
v kazˇde´ trˇ´ıdeˇ. Pocˇet stran spocˇ´ıta´me podle pocˇtu stran v programu WF. Tato hodnota
je vstupem do funkce generuj´ıc´ı na´hodnou pozici segment˚u. Skript pomoc´ı funkce rand
generuje na´hodna´ cˇ´ısla stra´nek a pozic na stra´nce. Cˇ´ısla stran jsou v rozmez´ı 1 azˇ ma-
xima´ln´ı pocˇet stran pro dane´ho pacienta. Maxima´ln´ı hodnota pocˇtu segment˚u na stra´nce
je nastavena na 200 (prˇi kra´tky´ch u´sec´ıch se pocˇet segment˚u pohyboval okolo 150 seg-
ment˚u na stra´nku). Pokud je pocˇet segment˚u na stra´nce nizˇsˇ´ı, pokracˇujeme v cˇ´ıslova´n´ı od
zacˇa´tku stra´nky da´le azˇ do konecˇne´ hodnoty. Pokud bychom tedy meˇli naj´ıt na stra´nce
146. segment a strana by meˇla 130 segment˚u, vybereme 16. segment.
Odborn´ık vizua´lneˇ zkontroloval celou klasifikaci (vsˇechny segmenty signa´lu pacienta)
a urcˇil, ktera´ trˇ´ıda (cˇ´ıselneˇ) odpov´ıda´ funkcˇn´ı trˇ´ıdeˇ (trˇ´ıda epilepticky´ch grafoelement˚u,
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EMG a sˇumovy´ch grafoelement˚u, fyziologicke´ aktivity apod.). Na´sledneˇ vyhodnotil na´-
hodneˇ vybrany´ch 50 segment˚u.
Pro na´hodneˇ vybrane´ segmenty (tvorˇily trˇ´ıdy stejneˇ jako v cele´ klasifikaci) prob´ıhala
klasifikace stejneˇ jako u vyhodnocen´ı cely´ch za´znamu˚. Byly urcˇeny hodnoty TP, FP, TN,




4.1 Klasifikace 2D - testovac´ı data
Postupneˇ byla klasifikova´na jednotliva´ 2D testovac´ı data vsˇemi algoritmy. Nad kazˇdy´m
obra´zkem testovany´ch dat jsou uvedeny tabulky s rychlostmi klasifikace reprezentuj´ıc´ı
kvantitativn´ı zhodnocen´ı algoritmu˚. V dalˇs´ı tabulce pod obra´zkem jsou uvedeny hodnoty
senzitivity (SENZ), specificity (SPEC) a PPV pro jednotlive´ algoritmy. Hodnoty teˇchto
parametr˚u jsou zaokrouhleny na 3 desetinna´ mı´sta.
Data 1
Prvn´ı data (163 bod˚u) obsahuj´ı velmi maly´ pocˇet bod˚u, ktery´ obecneˇ nen´ı idea´ln´ı pro
hustotn´ı algoritmy. Shluky jsou v prostoru dobrˇe separovane´, cozˇ zprˇesnˇuje klasifikaci
metodou k-means. Za´rovenˇ ale data obsahuj´ı i 2 sˇumove´ body. Algoritmus k-means sˇum
na rozd´ıl od hustotn´ıch algoritmu˚ neoddeˇluje.
Tabulka 4: Kvantitativn´ı porovna´n´ı jednotlivy´ch metod klasifikace na 2D datech - 163
bod˚u (obra´zek cˇ. 28).
Algoritmus Cˇas klasifikace [s]
k-means 0,017




Z tabulky cˇ. 4 vyply´va´, zˇe algoritmus k-means, u ktere´ho je potrˇeba zadat vstupn´ı
parametr, je nejrychlejˇs´ı. DMDBSCAN je d´ıky automaticke´mu vy´pocˇtu vsˇech parametr˚u
z p˚uvodn´ı sady dat cˇasoveˇ nejna´rocˇneˇjˇs´ım z hustotn´ıch algoritmu˚. Automatizovane´ k-means
(vy´pocˇet idea´ln´ıho pocˇtu shluk˚u pomoc´ı siluet) je nejpomalejˇs´ım algoritmem.
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Obra´zek 27: Data 1 s oddeˇleny´mi shluky a 2 sˇumovy´mi body.
Vsˇechny testovane´ algoritmy doka´zˇ´ı detekovat takto separovane´ shluky. Cˇervene´ krouzˇ-
ky na obra´zku cˇ. 28 oznacˇuj´ı sˇumove´ body. Jak je videˇt na obra´zku, hustotn´ı algoritmus
zde odhalil pouze jeden (horn´ı) z nich. Vsˇechny metody klasifikovaly azˇ na sˇumove´ body
spra´vneˇ vsˇechny 3 trˇ´ıdy.
Tabulka 5: PPV, senzitivita a specificita na 2D testovac´ıch datech 1 (obra´zek cˇ. 28)





1 SENZ [-] 1,000 1,000 1,000 1,000
SPEC [-] 0,988 1,000 1,000 1,000





2 SENZ [-] 1,000 1,000 1,000 1,000
SPEC [-] 1,000 1,000 1,000 1,000





3 SENZ [-] 1,000 1,000 1,000 1,000
SPEC [-] 0,991 0,991 0,991 0,991





4 SENZ [-] 0,000 0,500 0,500 0,500
SPEC [-] - 1,000 1,000 1,000
PPV [-] - 1,000 1,000 1,000
Z tabulky cˇ. 5 vyply´va´, zˇe hustotn´ı algoritmy detekovaly jeden sˇumovy´ bod, meˇly
tedy lepsˇ´ı citlivost (senzitivitu). Ale ani jeden algoritmus nedoka´zal data zcela spra´vneˇ
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klasifikovat. K-means neumı´ extrahovat z dat sˇum a hustotn´ı algoritmy zde maj´ı proble´m
s malou velikost´ı souboru dat.
Data 2
Druha´ data (5000 bod˚u) obsahuj´ı oproti prvn´ım velky´ pocˇet bod˚u, ktery´ je idea´ln´ı pro hus-
totn´ı algoritmy. Za´rovenˇ je naznacˇeno cˇa´stecˇne´ prolnut´ı shluk˚u. Prolnute´ shluky se v 2D
prostoru mysl´ı shluky, ktere´ nemu˚zˇeme oddeˇlit prˇ´ımkou. U takto drobne´ho prolnut´ı za´lezˇ´ı
na iniciacˇn´ım teˇzˇiˇsti prˇi vy´pocˇtu metodou k-means. Podle jeho polohy zvla´dne/nezvla´dne
tento algoritmus data spra´vneˇ oddeˇlit.
Tabulka 6: Kvantitativn´ı porovna´n´ı jednotlivy´ch metod klasifikace na 2D testovac´ıch da-
tech - 5000 bod˚u (obra´zek cˇ. 29).
Algoritmus Cˇas klasifikace [s]
k-means 1,163




V tabulce cˇ. 6 je patrne´, zˇe s vysoky´m pocˇtem klasifikovany´ch bod˚u vy´razneˇ stoupa´
vy´pocˇetn´ı na´rocˇnost algoritmu DMDBSCAN. De´lka vy´pocˇtu algoritmu DBSCAN a k-means
je te´meˇrˇ vyrovnana´.
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Obra´zek 28: Data vhodna´ ke klasifikaci hustotn´ımi algoritmy.
Prˇi 3 pokusech k-means 2x klasifikovalo data do spra´vny´ch shluk˚u. Proto u vsˇech
testovany´ch algoritmu˚ z´ıska´va´me stejny´ obra´zek cˇ. 29. S vysˇsˇ´ım pocˇtem bod˚u ke klasifikaci
vy´razneˇ nar˚usta´ cˇas vy´pocˇtu u vsˇech automaticky´ch algoritmu˚ (u ktery´ch nen´ı nutne´
zada´vat rucˇneˇ vstupn´ı parametr).
Tabulka 7: PPV, senzitivita a specificita na 2D testovac´ıch datech 2 (obra´zek cˇ. 29)





1 SENZ [-] 1,000 1,000 1,000 1,000
SPEC [-] 1,000 1,000 1,000 1,000





2 SENZ [-] 1,000 1,000 1,000 1,000
SPEC [-] 1,000 1,000 1,000 1,000
PPV [-] 1,000 1,000 1,000 1,000
V tabulce cˇ. 7 vid´ıme, zˇe vsˇechny algoritmy detekovaly oba shluky spra´vneˇ, ani jeden
bod nebyl zarˇazen do sˇpatne´ho shluku.
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Data 3
Trˇet´ı data (2101 bod˚u) obsahuj´ı hranou spojene´ shluky vnorˇene´ do kruhove´ho shluku.
K-means si nedoka´zˇe s takovy´mito daty poradit, neoddeˇl´ı spojene´ obde´ln´ıky ani jim opsa-
nou kruzˇnici. DBSCAN ma´ proble´m v odliˇsen´ı dvou na sebe navazuj´ıc´ıch shluk˚u. Jediny´
algoritmus GRIDDBSCAN klasifikoval tato data zcela spra´vneˇ.
Tabulka 8: Kvantitativn´ı porovna´n´ı jednotlivy´ch metod klasifikace na 2D testovac´ıch da-
tech - 2101 bod˚u (obra´zek cˇ. 30).
Algoritmus Cˇas klasifikace [s]
k-means 0,207




Z tabulky cˇ. 8 je opeˇt patrna´ dominance algoritmu k-means. DBSCAN klasifikuje
rychleji, nezˇ GRIDBSCAN. DMDBSCAN i k-means se siluetami jsou algoritmy cˇasoveˇ
velmi na´rocˇne´ i prˇi male´m souboru dat.
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Obra´zek 29: Porovna´n´ı klasifikace dat 3 pomoc´ı metod, zleva k-means, DBSCAN, dole
GRIDBSCAN.
Na obra´zku cˇ. 30 vid´ıme vlevo nahorˇe klasifikaci pomoc´ı k-means. Klasifikace je zcela
neprˇesna´, algoritmus k-means neklasifikoval ani jeden shluk spra´vneˇ. DBSCAN (vpravo
nahorˇe) neoddeˇlil na sebe teˇsneˇ nasedaj´ıc´ı shluky. Jediny´ algoritmus GRIDBSCAN klasi-
fikoval data spra´vneˇ (v obra´zku cˇ. 30 dole).
Tabulka 9: PPV, senzitivita a specificita na 2D testovac´ıch datech 3 (obra´zek cˇ. 30)





1 SENZ [-] 0,323 1,000 1,000 1,000
SPEC [-] 1,000 1,000 1,000 1,000





2 SENZ [-] 0,973 1,000 1,000 1,000
SPEC [-] 1,000 0,087 0,087 1,000





3 SENZ [-] 0,985 0,000 0,000 1,000
SPEC [-] 0,973 - - 1,000
PPV [-] 0,976 - - 1,000
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Jediny´ algoritmus GRIDBSCAN klasifikoval data 3 spra´vneˇ (viz tabulka cˇ. 9). DBS-
CAN i DMDBSCAN detekovaly pouze 2 shluky.
Data 4
Data 4 (3000 bod˚u) obsahuj´ı prolnute´ shluky. K-means nedoka´zˇe odliˇsit takto prostoroveˇ
prolnuta´ data. DBSCAN i jeho dalˇs´ı modifikace tato data klasifikuj´ı spra´vneˇ.
Tabulka 10: Kvantitativn´ı porovna´n´ı jednotlivy´ch metod klasifikace na 2D testovac´ıch
datech - 3000 bod˚u (obra´zek cˇ. 31).
Algoritmus Cˇas klasifikace [s]
k-means 0,508




V tabulce 10 je opeˇt patrna´ nejmensˇ´ı rychlost vy´pocˇtu algoritmu k-means. DBSCAN
a GRIDBSCAN maj´ı te´meˇrˇ podobne´ cˇasy. DMDBSCAN a k-means se siluetami jsou
neˇkolikana´sobneˇ pomalejˇs´ı v˚ucˇi ostatn´ım algoritmu˚m.
Obra´zek 30: Porovna´n´ı klasifikace metod, prvn´ı obra´zek klasifikace k-means, druhy´ klasi-
fikace vsˇech modifikac´ı DBSCANu.
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Na obra´zku cˇ. 31 vid´ıme 3 prolnute´ shluky. V leve´ cˇa´sti je videˇt neprˇesna´ klasifikace
metodou k-means. Ani jeden shluk nen´ı klasifikova´n zcela spra´vneˇ. Hustotn´ı algoritmy si
s takovy´mito daty porad´ı a klasifikuj´ı spra´vneˇ.
Tabulka 11: PPV, senzitivita a specificita na 2D testovac´ıch datech 4 (obra´zek cˇ. 31)





1 SENZ [-] 0,798 1,000 1,000 1,000
SPEC [-] 0,885 1,000 1,000 1,000





2 SENZ [-] 0,801 1,000 1,000 1,000
SPEC [-] 0,972 1,000 1,000 1,000





3 SENZ [-] 0,897 1,000 1,000 1,000
SPEC [-] 0886 1,000 1,000 1,000
PPV [-] 0,797 1,000 1,000 1,000
Tabulka cˇ. 11 ukazuje, zˇe senzitivita i specificita prˇi detekova´n´ı prolnuty´ch shluk˚u
algoritmem k-means nedosahuje 100 %, jako tomu je u hustotn´ıch algoritmu˚.
Data 5
Posledn´ı data (18224 bod˚u) obsahuj´ı 2 u´rovneˇ, ktere´ k-means neklasifikuje spra´vneˇ. Jedna´
se o prolnute´ shluky a sˇum. DBSCAN a vsˇechny jeho testovane´ modifikace detekuj´ı sˇum
a spra´vneˇ rozliˇs´ı prolnute´ shluky. V rea´lny´ch EEG datech prˇedpokla´da´me vy´skyt sˇumu
i prostoroveˇ prolnuty´ch shluk˚u. Tato data by tedy hustotn´ı algoritmy meˇly oproti algo-
ritmu k-means klasifikovat spra´vneˇ.
Tabulka 12: Kvantitativn´ı porovna´n´ı jednotlivy´ch metod klasifikace na 2D testovac´ıch
datech - 18224 (obra´zek cˇ. 32).
Algoritmus Cˇas klasifikace [s]
k-means 4,892
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Z tabulky cˇ. 12 je patrne´, zˇe u dat 5 algoritmus k-means a GRIDBSCAN klasifikovaly
stejnou rychlost´ı.
Obra´zek 31: Porovna´n´ı klasifikace metod. Obra´zek vlevo prˇedstavuje klasifikaci
prostrˇednictv´ım algoritmu k-means, obra´zek vpravo klasifikaci prostrˇednictv´ım vsˇech va-
riant DBSCANu.
Na obra´zku cˇ. 32 vpravo je videˇt cˇerveny´ obde´ln´ık, ktery´ je vnorˇen do modre´ho
obde´ln´ıku. Zeleneˇ jsou oznacˇeny sˇumove´ body. V obra´zku z klasifikace metodou k-means
je viditelne´, zˇe sˇumove´ body jsou rˇazeny rovnomeˇrneˇ mezi shluky. Body byly algoritmem
k-means rozdeˇleny na 2 te´meˇrˇ shodne´ poloviny.
Tabulka 13: PPV, senzitivita a specificita na 2D testovac´ıch datech 5 (obra´zek cˇ. 32)





1 SENZ [-] 0,798 1,000 1,000 1,000
SPEC [-] 0,987 0,989 0,989 0,988





2 SENZ [-] 0,801 1,000 1,000 1,000
SPEC [-] 0,997 0,996 0,996 0,995





3 SENZ [-] 0,897 0,932 0,932 0,925
SPEC [-] 0,897 1,000 1,000 1,000
PPV [-] 0,987 0,931 0,931 1,000
Tabulka cˇ. 13 potvrdila, zˇe algoritmus k-means nen´ı schopny´ tato data spra´vneˇ klasi-
fikovat. Oproti tomu hustotneˇ zalozˇene´ algoritmy spra´vneˇ oddeˇlily shluky od sˇumu.
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Shrnut´ı klasifikace 2D testovac´ıch dat
V na´sleduj´ıc´ım grafu na obra´zku cˇ. 33 je viditelna´ zmeˇna rychlosti klasifikace pro jednotlive´
algoritmy v za´vislosti na velikosti klasifikovany´ch dat.
Obra´zek 32: Porovna´n´ı trendu rychlosti klasifikace jednotlivy´ch metod v za´vislosti na ve-
likosti klasifikovany´ch dat.
K-means je vy´pocˇetneˇ nejme´neˇ na´rocˇny´, klasifikace prob´ıhala vzˇdy v nejkratsˇ´ım cˇase.
DBSCAN a GRIDBSCAN klasifikuj´ı s podobnou asymptotickou slozˇitost´ı n2. DMDBS-
CAN a k-means se siluetami jsou cˇasoveˇ velmi na´rocˇne´. Z grafu je patrne´, zˇe se zvysˇuj´ıc´ım
se pocˇtem dat se zvysˇuje pomeˇr cˇasove´ na´rocˇnosti k-means a GRIDBSCANu.
Pomoc´ı media´nu vypocˇtena´ celkova´ senzitivita s specificita naprˇ´ıcˇ testovany´mi 2D
daty je uvedena v tabulce cˇ. 14.
Tabulka 14: Celkova´ senzitivita a specificita na 2D testovac´ıch datech.
Parametr K-means DBSCAN DMDBSCAN GRIDBSCAN
SENZ 0,950 0,994 0,994 1,000
SPEC 0,993 0,998 0,998 1,000
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Z tabulky cˇ. 14 je patrne´, zˇe hustotneˇ zalozˇene´ algoritmy klasifikovaly s veˇtsˇ´ı prˇesnost´ı
nezˇ algoritmus k-means. Z hustotn´ıch algoritmu˚ si s teˇsneˇ navazuj´ıc´ımi, prolnuty´mi a za´ro-
venˇ zasˇumeˇny´mi daty nejle´pe poradil algoritmus GRIDBSCAN. Meˇl by tedy by´t nej-
vhodneˇjˇs´ı modifikac´ı pro aplikaci na EEG data.
4.2 Klasifikace EEG - rea´lna´ data
Celkem bylo klasifikova´no 15 pacient˚u algoritmy k-means a GRIDBSCAN. Prvn´ı cˇa´st
obsahuje kvantitativn´ı vyhodnocen´ı, tedy hodnoty cˇas˚u a pocˇty segment˚u v 15 klasifiko-
vany´ch signa´lech. Dalˇs´ı cˇa´st ukazuje vy´sledky z 50 na´hodny´ch segment˚u z kazˇde´ho z 12
pacient˚u. V trˇet´ı cˇa´sti jsou vy´sledky klasifikace na cely´ch 3 za´znamech ze trˇech paci-
ent˚u. V tabulka´ch reprezentuj´ıc´ıch kvalitativn´ı cˇa´st analy´zy jsou opeˇt uvedeny hodnoty
senzitivity (SENZ), specificity (SPEC) a PPV pro jednotlive´ algoritmy (k-means, GRI-
DBSCAN).
Kvantitativn´ı analy´za 15 pacient˚u
U kazˇde´ho algoritmu byly zmeˇrˇeny 5x cˇasy klasifikace pro vsˇechny sady dat. V tabulce
cˇ. 15 n´ızˇe je media´n zjiˇsteˇny´ch cˇas˚u pro kazˇdou velikost datove´ho souboru.
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Obra´zek 33: Porovna´n´ı vy´pocˇetn´ı na´rocˇnosti algoritmu˚ k-means a GRIDBSCAN
na rea´lny´ch datech, rovnice krˇivky pro GRIDBSCAN je y = 5, 8599·e0,0001·x, R2 = 0, 8933;
pro algoritmus k-means y = 0, 4384 · e0,0001·x, R2 = 0, 9695.
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V grafu na obra´zku cˇ. 34 je videˇt, zˇe vy´pocˇetn´ı na´rocˇnost algoritmu GRIDBSCAN
vy´razneˇ stoupa´ s velikost´ı klasifikovany´ch dat. Algoritmus k-means je me´neˇ vy´pocˇetneˇ,
tud´ızˇ i cˇasoveˇ na´rocˇny´.
Kvalitativn´ı analy´za 12 pacient˚u
U 12 pacient˚u bylo dveˇma experty hodnoceno 50 na´hodny´ch segment˚u s r˚uzny´mi pocˇty
trˇ´ıd. Na´sleduj´ıc´ı tabulka cˇ. 16 ukazuje vy´sledky analy´zy jednoho pacienta. Takto zpra-
covane´ jsou vy´sledky ze vsˇech 12 pacient˚u (viz prˇ´ıloha). Zkra´cene´ FYZ znamena´ shluk
fyziologicke´ aktivity, OCˇNI´ znamena´ trˇ´ıdu pomaly´ch ocˇn´ıch artefakt˚u, EMG znacˇ´ı trˇ´ıdu
svalovy´ch a zasˇumeˇny´ch segment˚u a EPIL znacˇ´ı shluk epilepticky´ch grafoelement˚u.





Z SENZ [-] 0,400 0,500
SPEC [-] 1,000 1,000




I´ SENZ [-] 1,000 0,036
SPEC [-] 0,979 1,000
PPV [-] 0,750 1,000
E
M
G SENZ [-] 1,000 1,000
SPEC [-] 1,000 0,978




SENZ [-] 1,000 1,000
SPEC [-] 0,896 0,896
PPV [-] 0,286 0,286
Z tabulky cˇ. 16 vyply´va´ vysˇsˇ´ı senzitivita algoritmu GRIDBSCAN pro segmenty fy-
ziologicke´ aktivity. Naopak pro pomalou ocˇn´ı aktivitu ma´ GRIDBSCAN citlivost nizˇsˇ´ı.
Epileptickou aktivitu rozdeˇluj´ı oba algoritmy se stejnou u´cˇinnost´ı. EMG aktivitu le´pe
klasifikuje algoritmus k-means.
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V na´sleduj´ıc´ım obra´zku cˇ. 35 je uka´zka mylneˇ zarˇazeny´ch segment˚u (FP) do shluku epi-
lepticky´ch grafoelement˚u pacienta 4. Cˇerveneˇ vyznacˇeny´ je segment pomale´ ocˇn´ı aktivity.
Zeleneˇ zakrouzˇkovany´ segment je na hranici, kdy za´lezˇ´ı na odborn´ıkovi, ktery´ klasifikaci
vyhodnocuje, do jake´ trˇ´ıdy jej zarˇad´ı. Segment mu˚zˇe na´lezˇet do trˇ´ıdy EMG a sˇumovy´ch
grafoelement˚u, nebo tento segment i prˇes zasˇumeˇn´ı znatelneˇ reprezentuje trˇ´ıdu epilep-
ticky´ch grafoelement˚u.
Obra´zek 34: FP segmenty ve trˇ´ıdeˇ epilepticky´ch grafoelement˚u, zobrazeno ve WF [37].
Pokud bychom na´hodny´m vy´beˇrem zvolili cˇerveneˇ oznacˇeny´ segment v te´to trˇ´ıdeˇ epi-
lepticky´ch grafoelement˚u, z´ıska´me neprˇesneˇ vypov´ıdaj´ıc´ı hodnoty o te´to skupineˇ, ktera´
je jinak azˇ na dva zakrouzˇkovane´ segmenty zcela homogenn´ı (slozˇena z jednoho druhu
grafoelement˚u).
Z 12 pacient˚u se jen u neˇktery´ch vyskytovaly epilepticke´ grafoelementy. Neˇktere´ za´zna-
my obsahuj´ı pouze fyziologickou aktivitu a pomale´ ocˇn´ı artefakty. V na´hodne´m vy´beˇru
nemusej´ı by´t vzˇdy obsazˇeny segmenty reprezentuj´ıc´ı vsˇechny trˇ´ıdy obsazˇene´ v signa´lu.
Nebot’ naprˇ´ıklad trˇ´ıda EMG a sˇumovy´ch grafoelement˚u byla pouze na jedne´ stra´nce a 50
segment˚u bylo na´hodneˇ vyb´ıra´no z celkove´ho pocˇtu 240 stran.
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Dalˇs´ı dveˇ tabulky cˇ. 17 a cˇ. 18 ukazuj´ı vy´slednou analy´zu pro jednotlive´ trˇ´ıdy ze vsˇech
12 pacient˚u. Jedna´ se o media´n ze vsˇech 12 hodnot specificity, senzitivity a PPV u jed-
notlivy´ch trˇ´ıd pro kazˇde´ho z 12 pacient˚u.
Tabulka 17: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro GRIDBSCAN
Parametry FYZ OCˇNI´ EMG EPIL
SENZ [-] 0,935 0,591 0,375 1,000
SPEC [-] 0,550 1,000 0,990 0,896
PPV [-] 0,921 1,000 0,833 0,400
Tabulka 18: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro k-means
Parametry FYZ OCˇNI´ EMG EPIL
SENZ [-] 0,400 0,917 1,000 1,000
SPEC [-] 1,000 0,990 1,000 1,000
PPV [-] 1,000 0,9375 1,000 1,000
Z obou tabulek je patrne´, zˇe oznacˇ´ı-li algoritmus k-means neˇjaky´ segment jako patrˇ´ıc´ı
do dane´ho shluku reprezentuj´ıc´ıho urcˇity´ grafoelement, pak s vysokou pravdeˇpodobnost´ı
(PPV) je tento segment dany´m grafoelementem. K-means ma´ nizˇsˇ´ı senzitivitu pro seg-
menty s fyziologickou aktivitou, ostatn´ı hodnoty vypov´ıdaj´ı o jeho lepsˇ´ı u´cˇinnosti oproti
algoritmu GRIDBSCAN.
Kvalitativn´ı analy´za 3 pacient˚u
Na 3 pacientech byla provedena analy´za vsˇech segment˚u klasifikace cele´ho za´znamu. Vy-
hodnocen´ı cele´ho za´znamu ma´ vysˇsˇ´ı vypov´ıdaj´ıc´ı hodnotu, nezˇ analy´za 50 na´hodny´ch
segment˚u za´znamu, proto jsou n´ızˇe uvedeny tabulky vsˇech hodnot zjiˇsteˇny´ch kvalitativn´ı
analy´zou na 3 pacientech, vcˇetneˇ na´sledneˇ dopocˇ´ıtany´ch ukazatel˚u kvality klasifikace.
V tabulka´ch jsou popsa´ny grafoelementy, ktere´ se v dane´m signa´lu vyskytovaly. Zkra´-
cene´ FYZ znamena´ shluk fyziologicke´ aktivity, OCˇNI´ znamena´ trˇ´ıdu pomaly´ch ocˇn´ıch
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artefakt˚u, EMG znacˇ´ı trˇ´ıdu svalovy´ch a zasˇumeˇny´ch segment˚u, ROVN jsou rovne´ cˇa´ry,
PULZ znacˇ´ı pulzn´ı artefakty a EPIL znacˇ´ı shluk epilepticky´ch grafoelement˚u.
K-means
Tabulka 19: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
k-means pro pacienta 1
Parametry FYZ OCˇNI´ EMG ROVN EPIL
TP [-] 10409 1200 1000 14 1902
FN [-] 24378 657 170 13 0
FP [-] 8 7278 4 3203 4696
TN [-] 4951 30611 38572 36516 33148
SENZ [-] 0,299 0,646 0,855 0,519 1,000
SPEC [-] 0,998 0,808 1,000 0,919 0,876
PPV [-] 0,999 0,142 0,996 0,004 0,288
Signa´l hodnoceny´ v tabulce cˇ. 19 obsahoval 5 trˇ´ıd: fyziologickou aktivitu, pomale´
ocˇn´ı artefakty, svalovou EMG aktivitu, rovne´ cˇa´ry a trˇ´ıdu epilepticke´ aktivity. K-means
deˇl´ı segmenty signa´lu do 7 trˇ´ıd, neˇktere´ trˇ´ıdy byly tedy mylneˇ rozdeˇleny do v´ıce trˇ´ıd.
Jak vyply´va´ z tabulky cˇ. 19 fyziologicka´ aktivita ve vysoke´m pocˇtu je obsazˇena ve v´ıce
trˇ´ıda´ch. Pomale´ ocˇn´ı artefakty jsou spojeny s trˇ´ıdou jiny´ch segment˚u. Stejneˇ tak rovne´
cˇa´ry k-means neoddeˇluje a jsou soucˇa´st´ı trˇ´ıdy, ktera´ obsahuje cˇa´st segment˚u fyziologicke´
aktivity.
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Obra´zek 35: FP segmenty ve trˇ´ıdeˇ pomaly´ch ocˇn´ıch grafoelement˚u, zobrazeno ve WF [37].
V obra´zku cˇ. 36 jsou vyznacˇeny (cˇerveneˇ) segmenty, ktere´ na´lezˇ´ı do trˇ´ıdy fyziologicke´
aktivity a byly mylneˇ prˇiˇrazeny do trˇ´ıdy pomaly´ch ocˇn´ıch artefakt˚u. Oranzˇoveˇ zvy´razneˇne´
segmenty jsou hranicˇn´ı segmenty, ktere´ by mohly by´t zarˇazeny jak do jedne´, tak do druhe´
trˇ´ıdy.
Tabulka 20: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
k-means pro pacienta 2
Parametry FYZ OCˇNI´ EMG PULZ EPIL
TP [-] 21074 244 1457 499 4199
FN [-] 19509 27 13 38 3209
FP [-] 32 91 68 10 35
TN [-] 9662 49915 48739 49730 42834
SENZ [-] 0,519 0,900 0,991 0,929 0,567
SPEC [-] 0,997 0,998 0,997 1,000 0,999
PPV [-] 0,998 0,7284 0,955 0,980 0,992
Signa´l druhe´ho pacienta obsahoval take´ 5 trˇ´ıd, konkre´tneˇ fyziologickou aktivitu, po-
male´ ocˇn´ı artefakty, svalovou EMG aktivitu, pulzn´ı artefakty a trˇ´ıdu epilepticke´ aktivity.
K-means deˇl´ı segmenty signa´lu do 7 trˇ´ıd, neˇktere´ trˇ´ıdy byly tedy mylneˇ rozdeˇleny do v´ıce
trˇ´ıd. Jak vyply´va´ z tabulky cˇ. 20, fyziologicka´ aktivita byla klasifikova´na pouze se spe-
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cificitou 0,519. Pomale´ ocˇn´ı artefakty byly v tomto signa´lu detekova´ny s vysˇsˇ´ı prˇesnost´ı.
Pulzn´ı artefakty k-means klasifikuje s vysokou pravdeˇpodobnost´ı PPV = 0,999.
Tabulka 21: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
k-means pro pacienta 3
Parametry FYZ OCˇNI´ EMG EPIL
TP [-] 6701 0 238 1404
FN [-] 13285 1300 6 693
FP [-] 0 0 0 1366
TN [-] 2377 21063 22119 18900
SENZ [-] 0,335 0,000 0,975 0,670
SPEC [-] 1,000 - 1,000 0,933
PPV [-] 1,000 - 1,000 0,507
V prˇ´ıpadeˇ ocˇn´ıch artefakt˚u v signa´lu z pacienta cˇ. 3 byla senzitivita nulova´, shluk nebyl
algoritmem v˚ubec detekova´n. Pomale´ artefakty v tomto prˇ´ıpadeˇ byly soucˇa´st´ı trˇ´ıdy fyzio-
logicke´ aktivity, nemeˇly tak svou vlastn´ı trˇ´ıdu. EMG svalova´ aktivita a fyziologicka´ akti-
vita jsou klasifikova´ny s vysokou specificitou, cozˇ znamena´, zˇe segmenty jiny´ch artefakt˚u
(nepatrˇ´ıc´ıch do testovane´ trˇ´ıdy) jsou spra´vneˇ klasifikova´ny do jiny´ch shluk˚u. Epilepticka´
aktivita u tohoto pacienta byla klasifikova´na s mensˇ´ı prˇesnost´ı.
GRIDBSCAN
Tabulka 22: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
GRIDBSCAN pro pacienta 1
Parametry FYZ OCˇNI´ EMG ROVN EPIL
TP [-] 28175 26 826 0 840
FN [-] 6511 1831 448 27 1062
FP [-] 2308 6955 0 0 56
TN [-] 2690 30934 38472 39539 37788
SENZ [-] 0,812 0,014 0,648 0,000 0,442
SPEC [-] 0,538 0,816 1,000 - 0,999
PPV [-] 0,924 0,004 1,000 - 0,938
Jak je patrne´ z tabulky cˇ. 22, algoritmus GRIDDBSCAN nedoka´zˇe detekovat shluk
obsahuj´ıc´ı rovne´ cˇa´ry. Vysokou citlivost ma´ v tomto prˇ´ıpadeˇ algoritmus na segmenty fyzi-
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ologicke´ aktivity. Vysoka´ specificita zde byla prˇi klasifikaci EMG aktivity a epilepticky´ch
grafoelement˚u.
Obra´zek 36: FP segmenty ve trˇ´ıdeˇ fyziologicke´ aktivity, zobrazeno ve WF [37].
V obra´zku cˇ. 37 jsou zvy´razneˇny falesˇneˇ pozitivn´ı segmenty, ktere´ do shluku fyziolo-
gicke´ aktivity nepatrˇ´ı. Jedna´ se o pomaly´ ocˇn´ı artefakt (zeleneˇ) a rovnou cˇa´ru (cˇerveneˇ).
Oba zvy´razneˇne´ artefakty jsou do trˇ´ıdy fyziologicke´ aktivity mylneˇ rˇazeny algoritmem
GRIDBSCAN i k-means.
Tabulka 23: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
GRIDBSCAN pro pacienta 2
Parametry FYZ OCˇNI´ EMG PULZ EPIL
TP [-] 40383 0 20 5361 2706
FN [-] 0 271 1450 1 4702
FP [-] 5358 0 0 15 8
TN [-] 4536 50006 48807 44900 42861
SENZ [-] 1,000 0,000 0,014 1,000 0,365
SPEC [-] 0,458 - 1,000 1,000 1,000
PPV [-] 0,883 - 1,000 1,000 0,997
U pacienta 2 algoritmus GRIDBSCAN nenalezl trˇ´ıdu pomaly´ch ocˇn´ıch artefakt˚u. Fy-
ziologicka´ aktivita byla zarˇazena vsˇechna do jednoho shluku. V tomto shluku se ale vy-
88
4.2 Klasifikace EEG - rea´lna´ data 4 VY´SLEDKY
skytovaly i dalˇs´ı segmenty, ktere´ sem nepatrˇily. Vy´bornou u´cˇinnost zde meˇl algoritmus
na pulzn´ı artefakty.
Obra´zek 37: Trˇ´ıda EMG a sˇumovy´ch grafoelement˚u, zobrazeno ve WF [37].
V obra´zku cˇ. 38 jsou segmenty EMG grafoelement˚u. Tato trˇ´ıda ma´ PPV rovne´ 1, stejneˇ
tak specificitu. Senzitivita je ale velmi n´ızka´, nebot’ trˇ´ıda neobsahuje vsˇechny segmenty,
ktere´ do n´ı na´lezˇ´ı (viz tabulka cˇ. 23). V Za´znamu se vyskytovalo veˇtsˇ´ı mnozˇstv´ı segment˚u
s EMG a sˇumovy´mi grafoelementy.
Tabulka 24: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro GRIDBSCAN
pro pacienta 3
Parametry FYZ OCˇNI´ EMG EPIL
TP [-] 19947 0 205 1279
FN [-] 39 1300 39 818
FP [-] 89 0 0 39
TN [-] 2288 21063 22119 20227
SENZ [-] 0,998 0,000 0,840 0,610
SPEC [-] 0,963 - 1,000 0,998
PPV [-] 0,996 - 1,000 0,970
Prˇi klasifikaci za´znamu pacienta 3 GRIDBSCAN opeˇt nenalezl trˇ´ıdu pomaly´ch ocˇn´ıch
artefakt˚u. Vysokou u´cˇinnost zaznamenal na trˇ´ıda´ch fyziologicke´ aktivity a EMG svalove´
aktivity.
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Shrnut´ı vyhodnocen´ı klasifikace kompletn´ıch 3 za´znamu˚
Dalˇs´ı dveˇ tabulky cˇ. 25 a cˇ. 26 ukazuj´ı vy´slednou analy´zu pro jednotlive´ trˇ´ıdy ze 3 kom-
pletn´ıch za´znamu˚ pro oba algoritmy.
Tabulka 25: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
k-means
Parametry FYZ OCˇNI´ EMG ROV PULZ EPIL
SENZ [-] 0,335 0,446 0,975 0,519 0,929 0,670
SPEC [-] 0,998 0,608 1,000 0,919 1,000 0,933
PPV [-] 0,999 0,040 0,996 0,004 0,980 0,507
Tabulka 26: Vy´sledna´ senzitivita, specificita a PPV jednotlivy´ch trˇ´ıd pro algoritmus
GRIDBSCAN
Parametry FYZ OCˇNI´ EMG ROV PULZ EPIL
SENZ [-] 0,998 0,000 0,648 0,000 1,000 0,442
SPEC [-] 0,538 - 1,000 - 1,000 0,999
PPV [-] 0,924 - 1,000 - 0,997 0,970
Ocˇn´ı artefakty algoritmus GRIDBSCAN nen´ı schopen v˚ubec oddeˇlit. K-means algo-
ritmus klasifikuje tyto artefakty s n´ızkou u´speˇsˇnost´ı (PPV = 0,04, senzitivita pod 0,5).
Fyziologicka´ aktivita je le´pe rozrˇazena algoritmem GRIDBSCAN (PPV = 0,924, sen-
zitivita = 0,998). Velmi dobry´ch vy´sledk˚u algoritmus take´ dosahuje u EMG a pulzn´ı
aktivity. K-means ma´ n´ızkou hodnotu PPV pro epileptickou aktivitu (PPV = 0,507),
cozˇ znamena´, zˇe pokud algoritmus zarˇad´ı segment do trˇ´ıdy epilepticky´ch grafoelement˚u,
jen s 51% pravdeˇpodobnost´ı na´hodneˇ vybrany´ segment bude reprezentovat epileptickou
aktivitu.
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4.3 GUI
Vytvorˇil jsem jednoduche´ graficke´ uzˇivatelske´ rozhran´ı (GUI) pro snadne´ nacˇten´ı dat a ex-
port vy´sledk˚u klasifikace. Barevneˇ jsou v okneˇ oddeˇleny cˇa´sti nacˇten´ı a klasifikace rea´lny´ch
dat (zeleneˇ) a klasifikace a zobrazen´ı 2D testovac´ıch dat (modra´ sekce). Na obra´zku cˇ. 39
jsou v leve´ cˇa´sti okna tlacˇ´ıtka pro nacˇten´ı rea´lny´ch EEG segment˚u v souboru s prˇ´ıponou
.nra. Po nacˇten´ı zma´cˇkneme tlacˇ´ıtko Export, v okneˇ pod t´ımto tlacˇ´ıtkem se objev´ı hla´sˇka,
abychom vycˇkali, azˇ probeˇhne vy´pocˇet. Jakmile klasifikace probeˇhne a data jsou vyexpor-
tova´na do slozˇky, objev´ı se hla´sˇka, zˇe export byl dokoncˇen, viz obra´zek cˇ. 40.
Obra´zek 38: Graficke´ prostrˇed´ı pro nacˇten´ı dat a export klasifikovany´ch dat.
V prave´ cˇa´sti obra´zku cˇ. 39 je tlacˇ´ıtko pro nacˇten´ı 2D testovac´ıch dat. Pod t´ımto
tlacˇ´ıtkem se nacha´z´ı popupmenu, ktery´m vyb´ıra´me algoritmus ke klasifikaci nacˇteny´ch
dat. V grafu v doln´ı cˇa´sti se po vy´beˇr algoritmu zobraz´ı vy´sledek klasifikace 2D dat, viz
obra´zek cˇ. 40.
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Testovac´ı 2D data cˇ. 1 a 2 byla sestrojena tak, aby pouka´zala na rychlost klasifikace prˇi
zachova´n´ı prˇesnosti klasifikace i algoritmem k-means. Data 1 a 2 byla klasifikova´na s vy-
sokou prˇesnost´ı pomoc´ı vsˇech testovany´ch algoritmu˚, ale algoritmus k-means byl vy´razneˇ
nejrychlejˇs´ım z nich. Rychlost je da´na i potrˇebou vstupu uzˇivatele v podobeˇ zada´n´ı para-
metru pocˇtu shluk˚u. Algoritmus k-means spojeny´ s vy´pocˇtem siluet, reprezentuj´ıc´ı auto-
matickou klasifikaci metodou k-means, byl ze vsˇech algoritmu˚ nejpomalejˇs´ım. Vy´pocˇetn´ı
na´rocˇnost hustotn´ıch algoritmu˚ vy´razneˇ roste se zvysˇuj´ıc´ım se objemem klasifikovany´ch
dat. Tento trend mu˚zˇeme pozorovat na obra´zku cˇ. 33, ze ktere´ho je patrne´, zˇe u vysˇsˇ´ıho
pocˇtu dat nar˚usta´ cˇas vy´pocˇtu klasifikace u hustotn´ıch algoritmu˚ strmeˇji nezˇ u algoritmu
k-means.
U rea´lny´ch dat z EEG za´znamu˚ klasifikace hustotn´ımi algoritmy prob´ıhala v rˇa´du
minut. Nejdelˇs´ı klasifikace prob´ıhala te´meˇrˇ 20 minut viz tabulka cˇ. 15. U hustotn´ıho algo-
ritmu za´lezˇ´ı, zda pocˇ´ıta´me vsˇechny parametry automaticky ze vstupn´ıch dat, nebo zada´va´-
li parametry uzˇivatel. Hodnoty uvedene´ v tabulce cˇ. 15 jsou pro algoritmus s automaticky´m
vy´pocˇtem parametr˚u. U algoritmu GRIDBSCAN se zada´n´ım vstupn´ıch parametr˚u se cˇas
klasifikace rea´lny´ch EEG dat sn´ızˇil o jednotky minut. Dle rozmeˇru jednotlivy´ch dat se
klasifikace pomoc´ı algoritmu k-means pocˇ´ıtala na jednotky azˇ des´ıtky sekund (nejdelˇs´ı
vy´pocˇet prob´ıhal 5 minut, data obsahovala v´ıce jak 50 tis´ıc segment˚u a kazˇdy´ segment
byl popsa´n 23 prˇ´ıznaky). Cˇasovy´ rozd´ıl mezi jednotlivy´mi typy algoritmu˚ (GRIDBSCAN,
k-means) byl v jednotka´ch minut.
U algoritmu GRIDBSCAN je cˇasova´ na´rocˇnost dana´ t´ım, zˇe jeden bod je navsˇt´ıven
v´ıcekra´t a pokazˇde´ jsou prˇepocˇ´ıta´va´ny vzda´lenosti k ostatn´ım bod˚um prˇi hleda´n´ı bod˚u
v polomeˇru. Asymptoticka´ slozˇitost, ktera´ ukazuje horn´ı mez na´rocˇnosti pro data o
”
n“
bodech, odpov´ıda´ u DBSCANu n-na´sobku logaritmu o za´kladu n (n · log(n)) [54, 44]. Prˇi
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sˇpatneˇ zvoleny´ch parametrech mu˚zˇe by´t pro mnou naprogramovany´ DBSCAN a GRID-
BSCAN asymptoticka´ slozˇitost azˇ n2. Cˇasovou na´rocˇnost lze sn´ızˇit zmeˇnou pocˇtu bod˚u
v polomeˇru prˇ´ıpadneˇ velikost´ı polomeˇru. Upraveny´ algoritmus GRIDBSCAN automaticky
pocˇ´ıta´ vstupn´ı parametry. Sn´ızˇit u neˇj vy´pocˇetn´ı na´rocˇnost mu˚zˇeme tedy jen zvy´sˇen´ım
pocˇtu buneˇk. V jednotlivy´ch bunˇka´ch se bude nacha´zet pote´ mensˇ´ı pocˇet bod˚u. DBSCAN
prob´ıhaj´ıc´ı v jednotlivy´ch bunˇka´ch bude klasifikovat pouze n bod˚u, cozˇ bude pocˇet v jed-
notlivy´ch bunˇka´ch, ktery´ je neˇkolikana´sobneˇ mensˇ´ı, nezˇ velikost vstupn´ıch dat. Pokud
bychom vypocˇ´ıtali vzda´lenosti vsˇech bod˚u mezi sebou, ulozˇili je a prˇistupovali k nim po-
stupneˇ s prob´ıhaj´ıc´ı klasifikac´ı po bodech, jednalo by se o rychlejˇs´ı variantu, ktera´ by ale
byla pameˇt’oveˇ na´rocˇna´.
5.2 Kvalitativn´ı vyhodnocen´ı
U´speˇsˇnost klasifikace algoritmu˚ je vyhodnocena na za´kladeˇ trˇech parametr˚u (senzitivita,
specificita a PPV). Parametr PPV rˇ´ıka´, s jakou pravdeˇpodobnost´ı segment zarˇazeny´
do trˇ´ıdy X opravdu reprezentuje trˇ´ıdu X. Mohli bychom ho tedy prˇirovnat k homoge-
niteˇ trˇ´ıdy. Jedna´ se tedy naprˇ´ıklad o pravdeˇpodobnost, zˇe segment oznacˇen jako EMG
aktivita, je svalovou (EMG) aktivitou. Proto ma´ tento parametr pro klinicke´ hodnocen´ı
nejv´ıce vypov´ıdaj´ıc´ı hodnotu v ra´mci analy´zy po jednotlivy´ch trˇ´ıda´ch. Nen´ı vhodne´ ho
ale pausˇalizovat na cely´ algoritmus. Naprˇ´ıklad u metody k-means, jak vyply´va´ z tabulek
cˇ. 19, 20 a 21, by vy´razneˇ sn´ızˇil jej´ı hodnotu PPV. Ta je u fyziologicke´ aktivity n´ızka´
a pokud bychom chteˇli PPV globalizovat na cely´ signa´l, zast´ınila by jedna n´ızka´ hodnota
u velke´ trˇ´ıdy (vysoky´ pocˇet segment˚u) spra´vneˇ klasifikovane´ trˇ´ıdy s mensˇ´ım pocˇtem seg-
ment˚u. Prˇi klasifikaci EEG signa´lu je d˚ulezˇite´ spra´vneˇ detekovat grafoelementy jako jsou
naprˇ´ıklad epilepticka´ aktivita. Rovne´ cˇa´ry nejsou projevem aktivity mozku. A fyziolo-
gicka´ aktivita ma´ pro le´karˇe azˇ druhotny´ charakter. Jejich mylne´ rozdeˇlen´ı do v´ıce skupin
nep˚usob´ı vy´razne´ klinicke´ proble´my.
Parametr senzitivita rˇ´ıka´, kolik segment˚u je zarˇazeno do shluku spra´vneˇ a kolik seg-
ment˚u do shluku patrˇ´ıc´ıch je prˇiˇrazeno k jiny´m shluk˚um. Rˇ´ıka´ tedy, jak je algoritmus
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dobry´ prˇi detekci trˇ´ıdy. Bude-li se jednat naprˇ´ıklad o trˇ´ıdu epilepticke´ aktivity, z´ıska´me
hodnotu, ktera´ napov´ı, kolik segment˚u epilepticke´ aktivity bylo zarˇazeno mylneˇ do jine´
trˇ´ıdy. Jedna´ se tedy o klinicky vy´znamny´ ukazatel.
Specificita ukazuje na to, jak je algoritmus schopny´ detekovat segmenty, ktere´ do vy-
brane´ho shluku nepatrˇ´ı. Jedna´ se tedy o parametr, jehozˇ va´ha ze trˇ´ı zkoumany´ch cha-
rakteristik je nejnizˇsˇ´ı. Tento parametr ma´ ve vy´sledc´ıch vysoke´ hodnoty, nebot’ u maly´ch
shluk˚u (naprˇ. EMG cˇi pulzn´ı aktivity) jsou spra´vneˇ oddeˇlene´ neˇkolikana´sobneˇ veˇtsˇ´ı shluky
fyziologicke´ aktivity. Pro jeho vysˇsˇ´ı vypov´ıdaj´ıc´ı hodnotu by bylo nutne´ klasifikovat data
se stejny´m pocˇtem segment˚u v jednotlivy´ch trˇ´ıda´ch, cozˇ u rea´lne´ho EEG za´znamu nen´ı
mozˇne´.
5.2.1 2D testovac´ı data
Hustotn´ı algoritmy klasifikuj´ı h˚urˇe male´ datove´ soubory (reprezentova´ny daty na obra´zku
cˇ. 28). Nı´zky´ pocˇet klasifikovany´ch bod˚u zp˚usobuje neprˇesnost z d˚uvodu male´ho pocˇtu
bod˚u v polomeˇru potrˇebny´ch pro urcˇen´ı strˇedove´ho bodu. U teˇchto dat je nutne´ zadat
veˇtsˇ´ı polomeˇr a mensˇ´ı pocˇet bod˚u v neˇm. Na za´kladeˇ toho docha´z´ı k zarˇazen´ı sˇumove´ho
bodu do shluku (viz tabulka cˇ. 5), nebot’ sˇumovy´ bod na´lezˇ´ı do polomeˇru (d´ıky jeho
velikosti) posledn´ıho bodu ve shluku. V datech 2 docha´z´ı tedy ke sˇpatne´ separaci sˇumu
od rˇ´ıdky´ch dat (maly´ pocˇet dat ve velke´m prˇ´ıznakove´m prostoru).
Data 2 na obra´zku cˇ. 29 reprezentuj´ı mı´rneˇ prolnute´ shluky (nedocha´z´ı k velke´mu
prˇekryvu shluk˚u). Prolnute´ shluky nelze v prostoru rozdeˇlit prˇ´ımkou. V tomto prˇ´ıpadeˇ
jsou shluky i se svy´mi teˇzˇiˇsti rovnomeˇrneˇ rozlozˇeny v prostoru. K-means takove´to shluky
rozdeˇl´ı podle polohy iniciacˇn´ıch strˇed˚u spra´vneˇ, nebo s neˇkolika FN a FP klasifikovany´mi
body. Hustotn´ı algoritmy spra´vneˇ jako sv˚uj vy´stupn´ı parametr urcˇuj´ı pocˇet shluk˚u 2.
Data 3 reprezentuj´ı dva velmi bl´ızke´ shluky s okoln´ımi sˇumovy´mi body, ktere´ oba
shluky obklopuj´ı. Algoritmy DBSCAN a DMDBSCAN nedoka´zˇ´ı odliˇsit dva velmi bl´ızke´
shluky (viz obra´zek cˇ. 30 vpravo nahorˇe), ktere´ rˇad´ı do jedne´ trˇ´ıdy. K-means neklasi-
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fikuje ani jeden shluk zcela spra´vneˇ, jak je patrne´ z tabulky cˇ. 9. Sˇumove´ body deˇl´ı
mylneˇ do trˇ´ı shluk˚u. Ani vnitrˇn´ı obde´ln´ıky nejsou rozdeˇleny spra´vneˇ, pra´veˇ d´ıky teˇzˇiˇsti,
ktere´ je ovlivneˇno sˇpatneˇ klasifikovany´mi sˇumovy´mi body. GRIDBSCAN rozdeˇl´ı velmi
bl´ızke´ shluky a sˇumove´ rˇad´ı do jedne´ trˇ´ıdy. Vsˇechny zkoumane´ parametry (senzitivita,
specificita, PPV) jsou pro GRIDBSCAN rovny 1. Tato data ukazuj´ı, zˇe GRIDBSCAN je
nejuniverza´lneˇjˇs´ı verz´ı DBSCANu.
Prolnute´ shluky reprezentuj´ı take´ data 4 na obra´zku cˇ. 31. Algoritmus k-means je
nedoka´zˇe oddeˇlit, ani pokud bychom iniciacˇn´ı centra umeˇle umı´stili do strˇed˚u shluk˚u
pozˇadovane´ho vy´sledku klasifikace. Hustotn´ı algoritmy prolnute´ shluky oddeˇluj´ı bez je-
dine´ho chybneˇ zarˇazene´ho bodu, jak jsem prˇedpokla´dal z vy´sledk˚u uva´deˇny´ch v odborny´ch
studi´ıch. Pokud by se tedy v prˇ´ıznakove´m prostoru EEG signa´lu vyskytovaly prolnute´
shluky, u hustotn´ıch metod odvozeny´ch z algoritmu DBSCAN prˇedpokla´da´m spra´vnou
klasifikaci (viz tabulka cˇ. 11).
Testovac´ı data 5 obsahuj´ı kombinaci prolnuty´ch shluk˚u a sˇumu. K-means sˇum ne-
doka´zˇe detekovat, nebot’ trˇ´ıdy vznikaj´ı na za´kladeˇ vzda´lenost´ı mezi body. Kazˇdy´ bod je
prˇiˇrazen k nejblizˇsˇ´ımu teˇzˇiˇsti shluku, tud´ızˇ jsou sˇumove´ body rˇazeny mezi shluky, nikoli
do zvla´sˇtn´ı skupiny. Dı´ky prˇiˇrazen´ı sˇumu ke shluku se meˇn´ı poloha centra shluku. T´ım
mu˚zˇe nastat chyba prˇi klasifikaci ostatn´ıch bod˚u, ktere´ by do shluku meˇly patrˇit, nebo
naopak jsou v neˇm zarˇazeny mylneˇ. Hustotn´ı algoritmy klasifikuj´ı shluky s velmi malou
chybou (viz tabulka cˇ. 13). Neˇkolik bod˚u sˇumu bylo d´ıky sve´ teˇsne´ bl´ızkosti k shluku
do shluku zarˇazeno (viz obra´zek cˇ. 32). U algoritmu DBSCAN a jeho modifikac´ı nevznika´
proble´m falesˇneˇ zarˇazene´ho bodu shluku do sˇumove´ trˇ´ıdy. Jiny´mi slovy, bod nen´ı mylneˇ
vyhodnocen jako sˇumovy´, acˇkoli na´lezˇ´ı neˇktere´mu ze shluk˚u.
Z tabulky cˇ. 14 je patrne´, zˇe jediny´ algoritmus GRDIBSCAN meˇl vsˇechny parametry
rovne´ 1, tedy stoprocentn´ı u´cˇinnost klasifikace. Trˇ´ıdy rozdeˇlene´ algoritmem GRIDBSCAN
byly homogenn´ı. Specificitu meˇly zbyle´ trˇi algoritmy shodnou 0,998. Senzitivita je shodna´
u algoritmu˚ DBSCAN a DMDBSCAN 0,994. Nejnizˇsˇ´ı senzitivitu meˇl algoritmus k-means
0,950. Vy´sledek analy´zy odpov´ıda´ prˇedpokla´dane´mu stavu. Data byla vytva´rˇena tak, aby
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reprezentovala prˇedpokla´dany´ vy´skyt rozlozˇen´ı v prˇ´ıznakove´m prostoru rea´lny´ch dat. Tes-
tovac´ı data meˇla doka´zat, zˇe k-means nedoka´zˇe prostoroveˇ prolnute´ shluky spra´vneˇ klasifi-
kovat. Jeho nejnizˇsˇ´ı klasifikacˇn´ı u´cˇinnost ze vsˇech testovany´ch algoritmu˚ tento prˇedpoklad
potvrdila.
5.2.2 Rea´lna´ EEG data
Rea´lne´ signa´ly obsahovaly r˚uzne´ pocˇty trˇ´ıd podle vy´skytu r˚uzny´ch typ˚u grafoelement˚u.
K-means ma´ obecneˇ nastaveny´ pocˇet 7 trˇ´ıd. Pokud se v klasifikovane´m signa´lu vysky-
tuje mensˇ´ı pocˇet trˇ´ıd (testovana´ data obsahovala nejv´ıce 5 trˇ´ıd), jsou trˇ´ıdy mylneˇ deˇleny
na v´ıce cˇa´st´ı. Prˇi nastaven´ı parametru 7 shluk˚u klasifikuje k-means dobrˇe signa´ly obsa-
huj´ıc´ı vy´raznou epileptickou aktivitu, EMG aktivitu a pulzn´ı artefakty. Pokud signa´l ob-
sahuje pouze fyziologickou aktivitu, pomale´ ocˇn´ı artefakty a epileptickou aktivitu s n´ızkou
a vysokou amplitudou, docha´z´ı k chybne´mu rozdeˇlen´ı fyziologicke´ a epilepticke´ aktivity
do v´ıce trˇ´ıd, nebot’ algoritmus je zadany´m parametrem nucen dosa´hnout konkre´tn´ıho
pocˇtu trˇ´ıd. Oproti tomu hustotn´ı algoritmy nejsou va´za´ny pocˇtem trˇ´ıd. Pocˇet trˇ´ıd naopak
vycha´z´ı z charakteru klasifikovany´ch dat.
V jednom ze 3 cely´ch zkoumany´ch signa´l˚u se vyskytovaly rovne´ cˇa´ry. Hustotn´ı al-
goritmy i algoritmus k-means je klasifikovaly do shluku fyziologicke´ aktivity. Pocˇet cˇar
v signa´lu byl 14, cozˇ v˚ucˇi celkove´mu pocˇtu segment˚u (39746) je zanedbatelne´ mnozˇstv´ı.
Rovne´ cˇa´ry za´rovenˇ nereprezentuj´ı mozkovou aktivitu, nejedna´ se o EEG signa´l. Na za´kladeˇ
toho jsem se rozhodl nezahrnout vy´sledky jejich klasifikace do rozhodova´n´ı o lepsˇ´ı u´cˇinnosti
neˇktere´ho z klasifikacˇn´ıch algoritmu˚.
12 pacient˚u
Pro testova´n´ı algoritmu˚ naprˇ´ıcˇ pacienty jsem d´ıky velke´mu pocˇtu dat (vyhodnocen´ı cely´ch
za´znamu˚ 15 pacient˚u by znamenalo milio´ny segment˚u), zvolil na´hodny´ vy´beˇr 50 segment˚u
z kazˇde´ho z 12 pacient˚u. Analyzoval jsem u´speˇsˇnosti klasifikace teˇchto segment˚u. Seg-
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menty trˇ´ıd fyziologicke´ aktivity a pomaly´ch ocˇn´ıch grafoelement˚u se vyskytovaly u vsˇech
12 pacient˚u. U 9 pacient˚u se vyskytovaly segmenty svalove´ EMG aktivity a s´ıt’ove´ho
sˇumu, z cˇehozˇ za´znam pacienta 9 byl velmi zasˇumeˇny´. U cˇtyrˇech pacient˚u byla v 50 vy-
brany´ch segmentech i epilepticka´ aktivita. Dı´ky na´hodne´mu vy´beˇru se v 50 segmentech
nemusely vzˇdy promı´tnout vsˇechny trˇ´ıdy obsazˇene´ v klasifikaci cele´ho signa´lu. Za´rovenˇ
mezi vybrany´mi segmenty nemusely by´t reprezentativn´ı vzorky trˇ´ıdy (viz obra´zek cˇ. 35).
Na´hodny´m vy´beˇrem mohl by´t zvolen naprˇ´ıklad pouze jediny´ segment, ktery´ do dane´ trˇ´ıdy
nepatrˇ´ı. To by se mohlo sta´t, pokud by tedy trˇ´ıda meˇla 100 segment˚u a rea´lne´ PPV trˇ´ıdy
by bylo 0,99. Ale prˇi vy´beˇru onoho jednoho chybneˇ zarˇazene´ho segmentu by PPV bylo
nulove´.
Algoritmus GRIDBSCAN nenalezl trˇ´ıdu EMG a sˇumovy´ch artefakt˚u reprezentovanou
na´hodneˇ zvoleny´mi segmenty. Tyto segmenty byly mylneˇ prˇiˇrazova´ny k fyziologicke´ ak-
tiviteˇ. Veˇtsˇinou se jednalo o segmenty mı´rneˇ zasˇumeˇne´, s n´ızkou amplitudou (cca 2 µ).
Prˇi pohledu na celkova´ data GRIDBSCAN trˇ´ıdu EMG grafoelement˚u, vyskytovala-li se
v za´znamu, nalezl a meˇla te´meˇrˇ vzˇdy vysokou hodnotu PPV.
U veˇtsˇiny pacient˚u GRIDBSCAN detekoval fyziologickou aktivitu s vysoky´mi hodno-
tami parametr˚u senzitivity a PPV (nad 0.8). V signa´lu od pacienta 11 nebyla detekova´na
ani samostatna´ trˇ´ıda pomaly´ch ocˇn´ıch artefakt˚u (viz tabulka cˇ. 37 v prˇ´ıloze). U tohoto
pacienta bylo vsˇech 50 vybrany´ch segment˚u zarˇazeno v trˇ´ıdeˇ fyziologicke´ aktivity. Tento
pacient ukazuje chyby spojene´ s vysokou senzitivitou algoritmu GRIDBSCAN pro fyzi-
ologickou aktivitu. K-means deˇl´ı fyziologickou aktivitu do neˇkolika skupin. Algoritmus
GRIDBSCAN vytva´rˇ´ı ve veˇtsˇineˇ prˇ´ıpad˚u klasifikace jednu velkou trˇ´ıdu fyziologicke´ akti-
vity. Do te´ jsou ale mnohdy mylneˇ zahrnuty i segmenty na´lezˇ´ıc´ı k jiny´m trˇ´ıda´m. Parametr
senzitivita ale tyto mylneˇ zarˇazene´ segmenty nevyhodnocuje, proto jsou jeho hodnoty
u algoritmu GRIDBSCAN tak vysoke´.
Algoritmus GRIDBSCAN u 12 pacient˚u (50 segment˚u) meˇl u 3 pacient˚u velmi n´ızke´
hodnoty PPV pro epileptickou aktivitu (pod 0,5), viz tabulka cˇ. 17. Acˇkoli prˇi celkove´m
vizua´ln´ım vyhodnocen´ı klasifikace byla epilepticka´ aktivita trˇ´ıdeˇna s vysokou u´cˇinnost´ı.
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Dva na´hodneˇ vybrane´ epilepticke´ grafoelementy byly na hranici zarˇazen´ı do trˇ´ıdy epilep-
ticky´ch grafoelement˚u.
Algoritmus k-means u 12 pacient˚u (50 segment˚u) meˇl dle prˇedpoklad˚u velmi n´ızke´
hodnoty senzitivity pro trˇ´ıdu fyziologicky´ch segment˚u. Vy´sledne´ hodnoty jsou videˇt v ta-
bulce cˇ. 18. To je da´no rozdeˇlen´ım teˇchto segment˚u do veˇtsˇ´ıho pocˇtu trˇ´ıd a jejich za-
stoupen´ım (v´ıce jak polovina segment˚u v za´znamu) v analyzovany´ch datech. Pomale´ ocˇn´ı
artefakty i EMG aktivita je oproti algoritmu GRIDBSCAN klasifikova´na s vysˇsˇ´ı prˇesnost´ı.
Oproti prˇedpoklad˚um meˇl u teˇchto pacient˚u algoritmus k-means n´ızke´ hodnoty PPV pro
epileptickou aktivitu. Pravdeˇpodobneˇ na´hodny´m vy´beˇrem byl zvolen segment, ktery´ byl
v celkove´ klasifikaci mylneˇ zarˇazen do jine´ho shluku (tzv. FN segment). Nejednalo se tedy
o segment z trˇ´ıdy epilepticky´ch grafoelement˚u, acˇkoli tato trˇ´ıda v celkoveˇ roztrˇ´ıdeˇne´m
signa´lu byla zastoupena s vysokou prˇesnost´ı klasifikace.
Celkoveˇ na 12 pacientech meˇl algoritmus k-means lepsˇ´ı vy´sledky prˇi klasifikaci epi-
lepticke´ aktivity, EMG aktivity a pomaly´ch ocˇn´ıch artefakt˚u. Pouze fyziologicka´ aktivita
byla le´pe klasifikova´na algoritmem GRIDBSCAN. Prˇi opticke´m vyhodnocen´ı nebyla po-
zorova´na tak n´ızka´ u´speˇsˇnost klasifikace metodou GRIDBSCAN, jako ukazuj´ı vy´sledky
z 12 pacient˚u. Neprˇesnosti tohoto vyhodnocen´ı jsou zp˚usobeny na´hodny´m vy´beˇrem 50
segment˚u z neˇkolika des´ıtek tis´ıc segment˚u. V takto male´m pomeˇru vybrany´ch segment˚u
nen´ı mozˇne´ obsa´hnout reprezentativn´ı rozlozˇen´ı vzork˚u v jednotlivy´ch trˇ´ıda´ch. Docha´z´ı
tak ke zkreslen´ı u´cˇinnosti obou algoritmu˚, jak v pozitivn´ım tak v negativn´ım slova smyslu.
Vyhodnocen´ı klasifikace cely´ch za´znamu˚ u 15 pacient˚u z cˇasovy´ch d˚uvod˚u nebylo mozˇne´.
Experti by museli vyhodnotit milio´ny segment˚u.
3 pacienti
U 3 testovany´ch pacient˚u byla analyzova´na klasifikace vsˇech segment˚u jednotlivy´ch za´zna-
mu˚. Jeden pacient obsahoval trˇ´ıdy: fyziologicke´ aktivity, pomale´ ocˇn´ı aktivity, EMG a epi-
lepticke´ aktivity a rovne´ cˇa´ry. Druhy´ pacient namı´sto trˇ´ıdy rovny´ch cˇar obsahoval trˇ´ıdu
99
5.2 Kvalitativn´ı vyhodnocen´ı 5 DISKUZE
pulzn´ıch artefakt˚u. V za´znamu posledn´ıho pacienta byly obsazˇeny segmenty fyziologicke´,
pomale´ ocˇn´ı, EMG a epilepticke´ aktivy. Kazˇda´ klasifikace prˇedstavovala tedy r˚uzne´ stavy
testovany´ch EEG dat.
pacient 1
U prvn´ıho pacienta metoda k-means meˇla opeˇt malou hodnotu senzitivity (0,299) pro
fyziologickou aktivitu, viz tabulka cˇ. 19. Parametry PPV a senzitivity pro pomalou ocˇn´ı
aktivita byly pod hranic´ı u´speˇsˇne´ klasifikace (0,75). To je zp˚usobeno t´ım, zˇe algoritmus
klasifikoval neˇkolik smı´ˇseny´ch trˇ´ıd. Pomale´ ocˇn´ı artefakty tvorˇily 4 trˇ´ıdy spolu s fyziolo-
gickou aktivitou. Fyziologicka´ aktivita je v signa´lu v´ıce zastoupena, proto hodnota PPV
byla pouze 0,142. Trˇ´ıda rovny´ch cˇar v rea´lne´ klasifikaci nebyla v˚ubec nalezena, rovne´ cˇa´ry
byly klasifikova´ny do stejne´ trˇ´ıdy s fyziologickou aktivitou. Dı´ky nadbytecˇne´mu pocˇtu trˇ´ıd
(7) u k-means je mozˇne´ tvrdit, zˇe trˇ´ıda rovny´ch cˇar byla detekova´na, ale ma´ velkou chy-
bovost, nebot’ veˇtsˇinu (3203 z 3217 segment˚u) tvorˇila fyziologicka´ a pomala´ ocˇn´ı aktivita.
Epilepticka´ aktivita byla klasifikova´na do jednoho shluku. Zˇa´dny´ segment nebyl v jine´m
shluku, parametr senzitivita byl tedy nejvysˇsˇ´ı - 1. Za´rovenˇ ale shluk obsahoval i dalˇs´ı
segmenty, ktere´ do neˇj nepatrˇily (FP segmenty). Dı´ky tomu parametr PPV dosa´hl pouze
hodnoty 0,288.
Algoritmu GRIDBSCAN rozdeˇlil signa´l pacienta 1 do 5 trˇ´ıd. Pomala´ aktivita byla
stejneˇ jako u algoritmu k-means sloucˇena s fyziologickou aktivitou. Podle amplitudy byla
tato trˇ´ıda rozdeˇlena na 2 cˇa´sti. Pomala´ ocˇn´ı aktivita ma´ n´ızke´ hodnoty parametr˚u PPV
a senzitivity (0,004 a 0,014) d´ıky vysoke´mu pocˇtu segment˚u fyziologicke´ aktivity. Vesˇkera´
EMG aktivita vyskytuj´ıc´ı se v signa´lu nebyla zarˇazena do jedne´ trˇ´ıdy, ale trˇ´ıdu tvorˇily
pouze segmenty EMG aktivity, proto PPV trˇ´ıdy bylo rovno 1. Epilepticka´ aktivita byla
algoritmem GRIDBSCAN rozdeˇlena do dvou trˇ´ıd podle velikosti amplitudy. Proto velikost
senzitivity byla pouze 0,442, ale PPV 0,938 ukazuje, zˇe pouze maly´ zlomek segment˚u byl
k epilepticke´ aktiviteˇ zarˇazen sˇpatneˇ. Rovne´ cˇa´ry byly prˇiˇrazeny k fyziologicke´ aktiviteˇ
a jejich trˇ´ıda nebyla nalezena.
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pacient 2
U pacienta 2 byla fyziologicka´ aktivita algoritmem k-means rozdeˇlena do 2 trˇ´ıd. Na rozd´ıl
od signa´lu pacienta 1 ale nebyla hodnota PPV sn´ızˇena pocˇtem pomaly´ch ocˇn´ıch artefakt˚u.
Ty byly v tomto signa´le metodou k-means klasifikova´ny do vlastn´ıho shluku s hodnotou
parametr˚u PPV = 0,728 a senzitivitou = 0,900. EMG aktivita byla klasifikova´na s velmi
maly´ pocˇtem FP bod˚u (segmenty s jinou aktivitou zarˇazene´ ve trˇ´ıdeˇ mylneˇ) a pouze
s 13 segmenty EMG aktivity zarˇazeny´mi v jiny´ch shluc´ıch. Pulzn´ı artefakty algoritmus
k-means take´ spra´vneˇ oddeˇluje do samostatne´ trˇ´ıdy s vysokou hodnotou PPV (0,980),
jedna´ se tedy o trˇ´ıdu s veˇtsˇinovy´m zastoupen´ım jednoho druhu segment˚u (reprezentuje
jeden druh grafoelement˚u cˇi aktivity). Senzitivita pro pulzn´ı artefakty pro algoritmus
k-means byla 0,929, takzˇe je mala´ cˇa´st pulzn´ı artefakt˚u byla prˇiˇrazena k jine´ trˇ´ıdeˇ. Epilep-
ticka´ aktivita byla rozdeˇlena do dvou trˇ´ıd. Parametr PPV z˚ustal vysoky´ d´ıky homogeniteˇ
obou trˇ´ıd, ale senzitivita vysˇla 0,567 pra´veˇ d´ıky rozdeˇlen´ı trˇ´ıdy do dvou.
Algoritmus GRIDBSCAN spra´vneˇ detekoval 5 trˇ´ıd. Opeˇt ale sloucˇil pomalou ocˇn´ı ak-
tivitu a fyziologickou aktivitu dohromady. Pomale´ ocˇn´ı artefakty tedy nemeˇly svou vlastn´ı
trˇ´ıdu. Vsˇechny segmenty fyziologicke´ aktivity byly zarˇazeny do jednoho shluku, proto byl
parametr senzitivity rovny´ 1,000. EMG aktivita byla chybneˇ rˇazena do shluku fyziologicke´
aktivity. Ve trˇ´ıdeˇ EMG aktivity byly zarˇazeny pouze segmenty s vysokou amplitudou.
Pulzn´ı artefakty byly do sve´ trˇ´ıdy rˇazeny s vysokou prˇesnost´ı (PPV = 0,997, senzitivita
= 1,000). Epilepticka´ aktivita byla stejneˇ jako u algoritmu k-means rozdeˇlena do dvou trˇ´ıd
podle velikosti amplitudy. Parametr PPV byl jesˇteˇ o 0,005 vysˇsˇ´ı, nezˇ u algoritmu k-means
(PPV = 0,992). PPV trˇ´ıdy epilepticke´ aktivity bylo vysoke´, ale senzitivita byla u algo-
ritmu GRIDBSCAN velmi n´ızka´ (0.365), nebot’ segment˚u s nizˇsˇ´ı amplitudou, ktere´ byly
mylneˇ prˇiˇrazeny do jiny´ch shluk˚u, bylo v´ıce nezˇ epilepticky´ch grafoelement˚u s vysokou
amplitudou. Epilepticke´ grafoelementy s vysokou amplitudou tvorˇily homogenn´ı trˇ´ıdu.
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pacient 3
Algoritmus k-means u pacienta 3 klasifikoval do stejny´ch trˇ´ıd pomale´ ocˇn´ı artefakty a epi-
lepticke´ grafoelementy s n´ızkou amplitudou. Trˇ´ıda pomaly´ch ocˇn´ıch artefakt˚u tedy nebyla
v˚ubec vytvorˇena. Fyziologicka´ aktivita byla rozdeˇlena do cˇtyrˇ trˇ´ıd, kdy jedna trˇ´ıda obsa-
hovala pouze fyziologickou aktivitu, dalˇs´ı trˇi trˇ´ıdy obsahovaly i jine´ grafoelementy. Proto
u trˇ´ıdy fyziologicke´ aktivity je opeˇt n´ızka´ senzitivita (0,335). Hodnota PPV byla u trˇ´ıdy
fyziologicke´ aktivity rovna 1, trˇ´ıda tedy neobsahovala segmenty s jiny´mi grafoelementy.
Segmenty s EMG grafoelementy byly klasifikova´ny s vysokou u´cˇinnost´ı (PPV = 1,000, sen-
zitivita = 0,975). Do trˇ´ıdy EMG grafoelement˚u nebyly mylneˇ zarˇazeny zˇa´dne´ segmenty
s jinou aktivitou, pouze 6 segment˚u EMG bylo mylneˇ zarˇazeno do jine´ trˇ´ıdy. Hodnota
PPV, byla vysoka´ (0,938). Epilepticka´ aktivita byla opeˇt rozdeˇlena do 2 trˇ´ıd. Jedna trˇ´ıda
obsahovala za´rovenˇ pomale´ ocˇn´ı artefakty. V te´to trˇ´ıdeˇ se vyskytoval vysˇsˇ´ı pocˇet epilep-
ticky´ch grafoelement˚u nezˇ ve trˇ´ıdeˇ druhe´. Druha´ epilepticka´ trˇ´ıda by meˇla vysˇsˇ´ı PPV,
nebot’ obsahovala pouze epilepticke´ grafoelemnty, ale meˇla by nizˇsˇ´ı hodnoty senzitivity,
protozˇe by prˇevazˇoval pocˇet neklasifikovany´ch segment˚u (FN).
GRIDBSCAN detekoval 4 trˇ´ıdy v signa´lu u pacienta 3. Fyziologicka´ aktivita byla opeˇt
spolu s pomaly´mi ocˇn´ımi artefakty v jedne´ trˇ´ıdeˇ. Cˇa´st fyziologicke´ aktivity bylo oddeˇleno
a chybneˇ tvorˇilo dalˇs´ı trˇ´ıdu spolu s epilepticky´mi grafoelementy s n´ızkou amplitudou.
Pomale´ ocˇn´ı artefakty nebyly klasifikova´ny do samostatne´ trˇ´ıdy. EMG grafoelementy byly
klasifikova´ny s vysokou prˇesnost´ı (PPV = 1,000, senzitivita = 0,840). EMG trˇ´ıdu tedy
tvorˇily pouze grafoelementy EMG. 39 segment˚u, ktere´ by do EMG trˇ´ıdy meˇly patrˇit, bylo
chybneˇ zarˇazeno do jiny´ch trˇ´ıd. Mylneˇ rˇazene´ segmenty prˇedstavovaly zasˇumeˇny´ signa´l.
U takto rˇazeny´ch segment˚u je mnohdy sporne´, kdy se jedna´ o jizˇ velmi zasˇumeˇny´ signa´l
a kdy by signa´l jesˇteˇ mohl na´lezˇet do fyziologicke´ aktivity cˇi jiny´ch trˇ´ıd. Jak jizˇ bylo
zmı´neˇno, epilepticke´ grafoelementy byly rozdeˇleny podle amplitudy do 2 trˇ´ıd. Dı´ky tomu
je nizˇsˇ´ı senzitivita pro tuto trˇ´ıdu (0,610), ale PPV z˚usta´va´ vysoke´ (0,970).
Celkoveˇ na datech ze 3 pacient˚u k-means mylneˇ deˇl´ı fyziologickou aktivitu do neˇkolika
trˇ´ıd. V jednom prˇ´ıpadu u k-means, ve vsˇech u algoritmu GRIDBSCAN dosˇlo ke sloucˇen´ı
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trˇ´ıd fyziologicke´ aktivity a pomaly´ch ocˇn´ıch artefakt˚u. EMG aktivita je obeˇma algoritmy
u´speˇsˇneˇ klasifikova´na. K chybne´mu zarˇazen´ı docha´z´ı u zasˇumeˇny´ch segment˚u, ktere´ jsou
na hranici mezi klasifikac´ı k sˇumove´ a EMG aktiviteˇ nebo k fyziologicky´m cˇi jiny´m seg-
ment˚um. Pulzn´ı artefakty jsou take´ dobrˇe separovatelne´ od ostatn´ıch trˇ´ıd pro oba algo-
ritmy. Epilepticke´ grafoelementy tvorˇ´ı u algoritmu GRIDBSCAN v´ıce homogenn´ı trˇ´ıdy,
nezˇ u algoritmu k-means (cca o 0,010 je PPV vysˇsˇ´ı).
Shrnut´ı
Algoritmus GRIDBSCAN je cˇasoveˇ na´rocˇneˇjˇs´ı, nebot’ kazˇdy´ bod je v algoritmu navsˇt´ıven
neˇkolikra´t a kazˇda´ na´vsˇteˇva znamena´ dalˇs´ı vy´pocˇetn´ı operace. Hodnoty cˇas˚u klasifikace
jsou ovlivneˇny prˇedevsˇ´ım typem procesoru a velikostmi pameˇt´ı pocˇ´ıtacˇe, na ktere´m je algo-
ritmus spousˇteˇn. Aktua´ln´ı vy´kon pocˇ´ıtacˇe je da´le ovlivneˇn pocˇtem dalˇs´ıch spusˇteˇny´ch pro-
ces˚u, okoln´ı vlhkost´ı i teplotou. Hodnoty cˇas˚u klasifikace nemaj´ı tedy rea´lnou vy´poveˇdn´ı
hodnotu, je trˇeba se d´ıvat pouze na trend krˇivek. Vy´pocˇetn´ı na´rocˇnost lze sn´ızˇit zvy´sˇen´ım
pocˇtu buneˇk, nebo sn´ızˇen´ım pocˇtu prˇ´ıznak˚u. Pokud bychom parametry zada´vali (ne-
byly by pocˇ´ıta´ny automaticky), dojde ke zrychlen´ı algoritmu (vy´pocˇet v rˇa´du 2 minut).
Data do jednotlivy´ch tabulek byla pocˇ´ıta´na ihned po sobeˇ, tud´ızˇ za prakticky shodny´ch
podmı´nek a nemeˇlo by tak docha´zet ke zkreslen´ı vy´sledk˚u.
Trˇ´ıdu rovny´ch cˇar je mozˇne´ z klasifikace vyloucˇit, nebot’ se nejedna´ o projev mozkove´
aktivity a jej´ı vy´skyt je v rˇa´du setin procenta z testovany´ch segment˚u. Pomale´ ocˇn´ı arte-
fakty jsou le´pe detekova´ny algoritmem k-means, nebot’ k-means vytva´rˇ´ı dostatecˇny´ pocˇet
trˇ´ıd i pro nadbytecˇneˇ deˇlene´ shluky. Fyziologickou aktivitu klasifikuje le´pe algoritmus
GIRDBSCAN, nebot’ vytva´rˇ´ı jeden velky´ shluk, ktery´ obsahuje pomale´ ocˇn´ı artefakty
a fyziologickou aktivitu. EMG aktivita a pulzn´ı artefakty jsou dobrˇe klasifikova´ny obeˇma
algoritmy. K-means nalezne v´ıce segment˚u s danou aktivitou, GRIDBSCAN vyb´ıra´ sku-
piny pouze s dany´m gafoelementem za cenu, zˇe neˇktere´ segmenty z˚ustanou v jednom
velke´m shluku (fyziologicke´ aktivity) zapomenuty. Proto ma´ celkovou PPV vysˇsˇ´ı nezˇ al-
goritmus k-means.
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K zprˇesneˇn´ı klasifikace by molo doj´ıt zmeˇnou parametr˚u, pokud by byly vsˇechny pa-
rametry nastavova´ny pro konkre´tn´ı signa´l. Tento postup ale zvysˇuje vy´pocˇetn´ı na´rocˇnost
(viz DMDBSCAN). Vhodny´ vy´beˇr prˇ´ıznak˚u pro metodu GRIDBSCAN by take´ zefektivnil
klasifikaci. Ru˚zne´ prˇ´ıznaky mohou prˇispeˇt ke zvy´sˇen´ı klasifikacˇn´ı u´speˇsˇnosti u jednotlivy´ch
trˇ´ıd.
Algoritmus GRIDDBSCAN je mozˇne´ pouzˇ´ıt pro zjiˇsteˇn´ı pocˇtu trˇ´ıd. Prˇ´ıpadneˇ by mohlo
by´t vyuzˇito jeho
”
uka´zkovy´ch“ trˇ´ıd pro epilepticke´, EMG a pulzn´ı artefakty (vsˇechny
maj´ı vysoke´ PPV). Tyto segmenty by mohly slouzˇit jako tre´novac´ı data pro naucˇen´ı
neuronovy´ch s´ıt´ı. Pro jednoduchou klasifikaci ambulantn´ıch dat se zda´ by´t algoritmus
k-means lepsˇ´ım, nebot’ ma´ podstatneˇ nizˇsˇ´ı vy´pocˇetn´ı na´rocˇnost. K chybne´ klasifikaci
docha´z´ı prˇedevsˇ´ım nadmeˇrny´m deˇlen´ım jedne´ trˇ´ıdy do v´ıce shluk˚u, ale rozdeˇlene´ shluky





Pro automatickou klasifikaci segment˚u EEG za´znamu na za´kladeˇ prˇ´ıznak˚u jsem pouzˇil
hustotn´ı metody (DBSCAN a jeho modifikace). V programove´m prostrˇed´ı MATLAB
jsem vytvorˇil uzˇivatelsky prˇ´ıveˇtive´ prostrˇed´ı pro nacˇten´ı a klasifikaci analyzovany´ch dat.
Implementoval jsem modifikovanou verzi algoritmu DBSCAN (GRIDBSCAN) pro auto-
matickou klasifikaci EEG signa´lu na za´kladeˇ prˇ´ıznak˚u. Trˇi verze algoritmu˚ (DBSCAN,
DMDBSCAN a GRIDBSCAN) jsem otestoval na mnou vytvorˇeny´ch simulovany´ch da-
tech. Na teˇchto datech jsem provedl kvalitativn´ı i kvantitativn´ı analy´zu implemento-
vany´ch algoritmu˚. Modifikovany´ algoritmus GRIDBSCAN, ktery´ dosahoval nejlepsˇ´ıch
klasifikacˇn´ıch vy´sledk˚u, jsem aplikoval na rea´lne´ EEG za´znamy pacient˚u. Celkem jsem
klasifikoval 341913 segment˚u. Na´sledneˇ jsem provedl kvalitativn´ı zhodnocen´ı a analyzo-
val jsem vy´pocˇetn´ı (cˇasove´) na´rocˇnosti algoritmu˚. Statisticke´ vyhodnocen´ı u´cˇinnosti algo-
ritmu˚ jsem provedl pomoc´ı ROC analy´zy a jej´ıch parametr˚u senzitivity, specificity a PPV.
Ve sve´ pra´ci jsem vypracoval jsem vsˇechny body zada´n´ı.
Vytvorˇil jsem plneˇ funkcˇn´ı modul kompatibiln´ı s aktua´lneˇ pouzˇ´ıvany´m softwarem
v le´karˇsky´ch zarˇ´ızen´ıch, ktery´ nab´ız´ı alternativn´ı klasifikacˇn´ı metodu k dosavadn´ı metodeˇ
k-means. GRIDBSCAN ma´ vysˇsˇ´ı vy´pocˇetn´ı na´rocˇnost, nebot’ vesˇkere´ vstupn´ı parame-
try jsou pocˇ´ıta´ny automaticky ze vstupn´ıch dat. Ve specificky´ch prˇ´ıpadech je v klasifikaci
u´speˇsˇneˇjˇs´ı algoritmus k-means. Mensˇ´ı u´speˇsˇnost v pocˇtu nalezeny´ch segment˚u patrˇ´ıc´ıch do
trˇ´ıdy je u GRIDBSCANu kompenzova´na vysokou hodnotou PPV (nad 0,9), cozˇ povazˇuji
za hlavn´ı vy´hodu tohoto klasifikacˇn´ıho algoritmu. Dalˇs´ı z vy´hod algoritmu GRIDBSCAN
je vy´stupn´ı parametr pocˇet trˇ´ıd. Lze tedy algoritmy vyuzˇ´ıt k odhadu pocˇtu trˇ´ıd v signa´lu.
Vysoka´ hodnota PPV (nad 0,9) nab´ız´ı alternativn´ı mozˇnost pouzˇit´ı GRIDBSCANu
pro klasifikacˇn´ı metody s ucˇitelem. Algoritmus GRIDBSCAN by mohl by´t pouzˇit k rozdeˇlen´ı
trˇ´ıd grafoelement˚u s vysokou hodnotou PPV. Ty by na´sledneˇ fungovaly jako tre´novac´ı
mnozˇiny pro neuronove´ s´ıteˇ a dalˇs´ı ucˇ´ıc´ı se klasifika´tory. Extrakce etalon˚u probeˇhne
jednora´zoveˇ, cˇasova´ na´rocˇnost nen´ı tedy omezuj´ıc´ım faktorem. Pro oveˇrˇen´ı vsˇech teˇchto
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B Tabulky 12 pacient˚u vytvorˇene´ z na´hodneˇ vybrany´ch
50 segment˚u




Z SENZ [-] 0,425 1,000
SPEC [-] 1,000 0,333




I´ SENZ [-] 1,000 1,000
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
E
M
G SENZ [-] 1,000 0,000
SPEC [-] 1,000 -
PPV [-] 1,000 -




Z SENZ [-] 0,356 0,500
SPEC [-] 0,600 1,000




I´ SENZ [-] 0,6000 0,556
SPEC [-] 0,956 0,600
PPV [-] 0,600 0,926




Z SENZ [-] 0,343 0,857
SPEC [-] 0,867 0,600




I´ SENZ [-] 0,667 0,583
SPEC [-] 0,895 0,947
PPV [-] 0,667 0,778
E
M
G SENZ [-] 1,000 0,000
SPEC [-] 1,000 -




SENZ [-] 1,000 1,000
SPEC [-] 1,000 0,625
PPV [-] 1,000 0,400
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Z SENZ [-] 0,302 1,000
SPEC [-] 1,000 0,286




I´ SENZ [-] 1,000 1,000
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
E
M
G SENZ [-] 1,000 0,200
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000




Z SENZ [-] 0,420 0,953
SPEC [-] 1,000 0,142




I´ SENZ [-] 0,833 0,167
SPEC [-] 0,977 1,000
PPV [-] 0,833 1,000
E
M
G SENZ [-] 1,000 1,000
SPEC [-] 0,959 0,898
PPV [-] 0,333 0,167




Z SENZ [-] 0,553 1,000
SPEC [-] 1,000 0,500




I´ SENZ [-] 0,500 1,000
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
E
M
G SENZ [-] 1,000 0,500
SPEC [-] 0,898 1,000




SENZ [-] 1,000 1,000
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
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Z SENZ [-] 0,400 0,917
SPEC [-] 1,000 0,923




I´ SENZ [-] 1,000 0,333
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
E
M
G SENZ [-] 0,500 0,500
SPEC [-] 1,000 0,978




SENZ [-] 1,000 1,000
SPEC [-] 0,878 0,878
PPV [-] 0,143 0,143




Z SENZ [-] 0,304 0,870
SPEC [-] 1,000 1,000




I´ SENZ [-] 1,000 1,000
SPEC [-] 1,000 0,979
PPV [-] 1,000 0,75
E
M
G SENZ [-] 1,000 1,000
SPEC [-] 0,959 0,980
PPV [-] 0,333 0,500




Z SENZ [-] 0,667 1,000
SPEC [-] 1,000 0,438




I´ SENZ [-] 0,357 0,250
SPEC [-] 0,772 0,909
PPV [-] 0,667 0,778
E
M
G SENZ [-] 0,750 0,250
SPEC [-] 0,978 1,000
PPV [-] 0,750 1,000
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Z SENZ [-] 0,400 0,500
SPEC [-] 1,000 1,000




I´ SENZ [-] 1,000 0,036
SPEC [-] 0,979 1,000
PPV [-] 0,750 1,000
E
M
G SENZ [-] 1,000 1,000
SPEC [-] 1,000 0,978




SENZ [-] 1,000 1,000
SPEC [-] 0,896 0,896
PPV [-] 0,286 0,286




Z SENZ [-] 0,459 1,000
SPEC [-] 1,000 0,000




I´ SENZ [-] 0,636 0,000
SPEC [-] 0,974 -
PPV [-] 0,875 -
E
M
G SENZ [-] 1,000 0,000
SPEC [-] 1,000 -
PPV [-] 1,000 -




Z SENZ [-] 0,333 0,333
SPEC [-] 1,000 1,000




I´ SENZ [-] 1,000 1,000
SPEC [-] 1,000 1,000
PPV [-] 1,000 1,000
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C Abstrakt publikovany´ ve sborn´ıku konference Se-
mina´rˇ biomedic´ınske´ho inzˇeny´rstv´ı 2016
AUTOMATICKA´ KLASIFIKACE EEG SEGMENTU˚
METODOU DBSCAN
Marek Piorecky´
FBMI CˇVUT v Praze, na´m. S´ıtna´ 3105, Kladno
Elektrickou aktivitu mozku zaznamena´va´me pomoc´ı EEG (elektroencefalografu). Ned´ılnou
soucˇa´st´ı vysˇetrˇen´ı je detekce grafoelement˚u. Metody, ktere´ jsou zalozˇeny na matema-
ticke´m principu klasifikace, je vzˇdy nutne´ prˇizp˚usobit stochasticke´mu ra´zu EEG signa´lu.
Hojneˇ vyuzˇ´ıvanou metodou je modifikovany´ algoritmus k-means. Tento prˇ´ıstup ale sky´ta´
omezen´ı v prostoroveˇ prolnuty´ch shluc´ıch. U hustotneˇ zalozˇene´ho algoritmu DBSCAN se
tento proble´m neobjevuje. Za´rovenˇ nab´ız´ı algoritmus DBSCAN velke´ mnozˇstv´ı modifikac´ı
uzp˚usobeny´ch pro v´ıce dimenziona´ln´ı data.
C´ılem diplomove´ pra´ce je otestovat u´cˇinnost algoritmu DBSCAN na klasifikaci seg-
ment˚u EEG signa´lu na za´kladeˇ 23 vypocˇteny´ch prˇ´ıznak˚u, prˇ´ıpadneˇ navrhnout vhodnou
adaptaci algoritmu pro EEG signa´l.
Zpracova´vana´ data byla nameˇrˇena v Nemocnici Na Bulovce na 20 pacientech, ktery´m
bylo indikova´no vysˇetrˇen´ı na za´kladeˇ podezrˇen´ı na nemoc epilepsii. Pacienti byli obou
pohlav´ı ve veˇku mezi 26 – 60 roky. De´lka za´znamu se pohybuje od 15 minut do 24 hodin.
Jednotlive´ kana´ly EEG za´znamu jsou klasifikova´ny zvla´sˇt’ pro lepsˇ´ı prˇehlednost prˇi vyhod-
nocen´ı klasifikace. Z vyhodnoceny´ch dlouhodoby´ch za´znamu˚ jsou vyb´ıra´ny na´hodne´ seg-
menty, u ktery´ch 2 neza´visl´ı odborn´ıci validuj´ı prˇ´ıslusˇnost k dane´ trˇ´ıdeˇ. Signa´l rozrˇazujeme
do trˇ´ıd odpov´ıdaj´ıc´ı epilepticke´, svalove´ a sinusove´ aktiviteˇ, artefakt˚um zp˚usobeny´m
sˇpatnou elektrodou a na pomale´ pr˚ubeˇhy vln. Na za´kladeˇ klinicke´ho vyhodnocen´ı bude
provedena ROC analy´za.
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Z prvotn´ıch vy´sledk˚u vyply´va´, zˇe DBSCAN nen´ı vhodny´ pro klasifikaci EEG za´znamu˚,
nebot’ nen´ı schopen odliˇsit zasˇumeˇne´ artefakty. Modifikovany´ algoritmus, ktery´ 23D pro-
stor deˇl´ı pomoc´ı buneˇk adaptivn´ıch rozmeˇr˚u,ma´ lepsˇ´ı senzitivitu u segment˚u se sinusovy´m
charakterem.Tato metodika za´rovenˇ detekuje i epilepticke´ grafoelementy s n´ızkou ampli-
tudou. Nedostatky algoritmu se projevuj´ı v sˇpatne´m zarˇazen´ı pomaly´ch ocˇn´ıch artefakt˚u.
K zefektivneˇn´ı klasifikace by prˇispeˇl konkre´tn´ı vy´beˇr prˇ´ıznak˚u pro danou metodu. Modi-
fikovany´ DBSCAN lze vyuzˇ´ıt k hodnocen´ı za´znamu˚ EEG, ale sta´le je nutna´ intervence
le´karˇe.
Kl´ıcˇova´ slova
EEG; DBSCAN; automaticka´ klasifikace
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