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Abstract
We show how infinite series of a certain type involving generalized
harmonic numbers can be computed using a knowledge of symmetric
functions and multiple zeta values. In particular, we prove and gener-
alize some identities recently conjectured by J. Choi, and give several
more families of identities of a similar nature.
1 Introduction
Let H
(r)
n denote the generalized harmonic number
∑n
j=1
1
nr
; if r = 1 we omit
the superscript. This paper is concerned with series of the form
∞∑
n=1
F (Hn, H
(2)
n , . . . , H
(j)
n )
ns1(n+ 1)s2 · · · (n+ k − 1)sk
, (1)
where F (x1, . . . , xj) ∈ Q[x1, . . . , xj ] and s1, . . . , sk are nonnegative integers
with s1 + · · · + sk ≥ 2. There are many interesting identities giving closed
1
forms for such sums, starting with the formulas
∞∑
n=1
Hn
n2
= 2ζ(3) and
∞∑
n=1
Hn
n3
=
5
4
ζ(4), (2)
both due to Euler [9]. Many similar formulas have been established since,
and there is an extensive literature; see, e.g., [1, 3, 5, 7, 10, 19, 21, 20, 23].
In the 1990’s, multiple zeta values were introduced by the author [12] and
D. Zagier [22]. These are defined by
ζ(i1, i2, . . . , ik) =
∑
n1>n2>···>nk≥1
1
ni11 n
i2
2 · · ·n
ik
k
(3)
for positive integers i1, i2, . . . , ik with i1 > 1. For integer s ≥ 2, any sum of
the form
∞∑
n=1
H
(r)
n
ns
,
which includes Euler’s examples (2), is readily expressible in terms of multiple
zeta values as ζ(r + s) + ζ(s, r). In recent decades intensive study has led
to the development of an extensive theory of multiple zeta values, which we
summarize in §3 below. The point of this paper is that sums of form (1) can
be expressed in terms of multiple zeta values, and using some facts about
symmetric functions and multiple zeta values often allows such expressions
to be put in a particularly simple form.
Recently J. Choi [4, Corollary 3] proved a sequence of identities:
∞∑
n=1
Hn
(n+ 1)(n+ 2)
= 1 (4)
1
2
∞∑
n=1
H2n −H
(2)
n
(n+ 1)(n+ 2)
= 1 (5)
1
6
∞∑
n=1
H3n − 3HnH
(2)
n + 2H
(3)
n
(n+ 1)(n+ 2)
= 1 (6)
1
24
∞∑
n=1
H4n − 6H
2
nH
(2)
n + 8HnH
(3)
n + 3(H
(2)
n )2 − 6H
(4)
n
(n + 1)(n+ 2)
= 1. (7)
2
The sequence Pk of multivariate polynomials in the numerators, which starts
P1(x1) = x1, P2(x1, x2) =
1
2
(x21−x2), P3(x1, x2, x3) =
1
6
(x31−3x1x2+2x3), . . .
turns out to be well-known in the theory of symmetric functions; in fact
Pk(p1, p2, . . . , pk) = ek,
where pi is the ith power sum and ei is the ith elementary symmetric func-
tion. We discuss the Pk in §2 below. We also discuss another sequence of
polynomials Qk, which are simply the Pk without signs, i.e.,
Q1(x1) = x1, Q2(x1, x2) =
1
2
(x21+x2), Q3(x1, x2, x3) =
1
6
(x31+3x1x2+2x3), . . .
(The Qk express the complete symmetric functions in terms of power sums.)
Not only is the identity
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n + 1)(n+ 2)
= 1 (8)
true for all k, but in fact it has a generalization involving the Qk, of which
Choi proved [4, Corollary 5] the first few cases:
∞∑
n=1
H2n
(n + 1)(n+ 2)
= 1 + ζ(2) (9)
1
2
∞∑
n=1
Hn(H
2
n −H
(2)
n )
(n + 1)(n+ 2)
= 1 + ζ(2) + ζ(3) (10)
1
6
∞∑
n=1
Hn(H
3
n − 3HnH
(2)
n + 2H
(3)
n )
(n + 1)(n+ 2)
= 1 + ζ(2) + ζ(3) + ζ(4) (11)
(in these identities there is an erroneous factor of 2 in [4] which we have
removed). The general result as follows. (We make the convention that
H
(r)
0 = 0 for all r, so that the result holds if k = l = 0.)
3
Theorem 1. If Pk, Qk are the polynomials discussed above, k, l nonnegative
integers, then
∞∑
n=0
Ql(Hn, H
(2)
n , . . . , H
(l)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)(n+ 2)
=


∑k
j=0
(
k+l−j
k+1−j
)
ζ(k + l − j)− ζ(l), l ≥ 2,∑k−1
j=0 ζ(k + 1− j) + 1, l = 1,
1, l = 0.
The denominator (n+1)(n+2) appearing in Theorem 1 can be replaced
with other polynomials. The analogue of Theorem 1 for the denominator
n(n+ 1) is especially simple.
Theorem 2. For k, l nonnegative integers with k + l ≥ 1,
∞∑
n=1
Ql(Hn, H
(2)
n , . . . , H
(l)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n(n + 1)
=
(
k + l + 1
k + 1
)
ζ(k + l + 1).
When the denominator is n2 we have the following result.
Theorem 3. For the polynomials Pk, Qk discussed above, k nonnegative,
∞∑
n=1
Qk(Hn, H
(2)
n , . . . , H
(k)
n )
n2
= (k + 1)ζ(k + 2) (12)
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n2
=
k + 3
2
ζ(k + 2) +
1
2
k∑
j=2
ζ(j)ζ(k + 2− j). (13)
Remark 1. For k = 1, both equations give the first of Euler’s formulas (2)
mentioned above. Equation (12) can be deduced from [8, Corollary 1]; the
special cases k = 2 and k = 3 appear as [5, eqn. (1.5a)] and [23, eqn. (2.3f)]
respectively, and k = 4 appears in [7]. The sum and difference of equations
(12) and (13) for k = 3 can be recognized as [23, eqn. (2.5e)] and [23, eqn.
(2.5d)] respectively.
In fact we have a general formula for
∞∑
n=1
Qk(Hn, H
(2)
n , . . . , H
(k)
n )Pl(Hn, H
(2)
n , . . . , H
(l)
n )
n2
4
in terms of multiple zeta values (Theorem 9 below), but it can only be reduced
to ordinary zeta values in certain cases.
We are able to obtain results for other denominators as well, including
the following.
Theorem 4. For nonnegative integers k, l,
∞∑
n=0
Ql(Hn+1, H
(2)
n+1, . . . , H
(l)
n+1)Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2
=
(
l + k + 1
l
)
ζ(l+k+2).
Remark 2. Several special cases of Theorem 4 occur in the literature. The
case k = l = 1 is
∞∑
n=1
HnHn+1
(n+ 1)2
= 3ζ(4),
which appears as [5, eqn. (1.2a)]. The cases (k, l) = (2, 1) and (k, l) = (1, 2)
appear in [23] as equations (2.3c) and (2.3e) respectively.
Theorem 5. For nonnegative integers k, l with k + l ≥ 1,
∞∑
n=1
Ql(Hn, H
(2)
n , . . . , H
(l)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n(n+ 1)(n+ 2)
=


1
2
[(
k+l+1
k
)
ζ(k + l + 1)−
∑k
j=0
(
k+l−j
l+1−j
)
ζ(k + l − j)− ζ(l)
]
, l ≥ 2,
1
2
[
(k + 2)ζ(k + 2)−
∑k−1
j=0 ζ(k + 1− j)− 1
]
, l = 1,
1
2
(ζ(k + 1)− 1), l = 0.
Equation (8) can be generalized in another direction.
Theorem 6. For integers k ≥ 0 and q ≥ 2,
∞∑
n=0
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n + 1)(n+ 2) · · · (n+ q)
=
1
(q − 1)!
·
1
(q − 1)k+1
.
This actually follows from a result of J. Spieß [21], but we prove it by our
own methods. As a corollary we get the formula
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n(n + 1) · · · (n+ q − 1)
=
1
(q − 1)!
[
ζ(k + 1)−
q−2∑
j=1
1
jk+1
]
(14)
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for integers k > 0 and q ≥ 2, which generalizes the case l = 0 of Theorems 2
and 5. We note that the case k = 1 of identity (14) coincides with Theorem
1 of [2].
Our main technical tool is the introduction of a class of functions ηs1,...,sk ,
which we call H-functions, from the quasi-symmetric functions (a superalge-
bra of the symmetric functions) to the reals such that
ηs1,s2,...,sk(p1) =
∞∑
n=1
Hn
ns1(n+ 1)s2 · · · (n+ k − 1)sk
.
Here (s1, s2, . . . , sk) is a sequence of nonnegative integers whose sum is 2 or
more. We are able to express ηs1,...,sk(u), for any quasi-symmetric function u,
in terms of multiple zeta values. Furthermore, for three particular choices of
the sequence (s1, . . . , sk), namely (2), (1, 1) and (0, 1, 1), we are able to write
simple formulas for ηs1,...,sk(u) when u is a product of elementary and com-
plete symmetric functions. The proofs rely on a certain class of symmetric
functions that came up in earlier work of the author [15], along with some
results about multiple zeta values. By taking linear combinations of η2, η1,1,
and η0,1,1, we are able to prove many more summation formulas, as discussed
in §5.
2 Symmetric and quasi-symmetric functions
Let x1, x2, . . . be a countable set of indeterminates, each of which has degree
1. Let P be the set of formal power series in the xi of bounded degree. A
symmetric “function” is an element of u ∈ P such that the coefficient of any
monomial xa1i1 · · ·x
ak
ik
(with the ij distinct) in u is the same as the coefficient of
the monomial xa11 · · ·x
ak
k in u. The symmetric functions form a ring Sym. For
a partition λ = (λ1, λ2, . . . , λk) of n, the monomial symmetric function mλ is
the “smallest” symmetric function that contains the monomial xλ11 x
λ2
2 · · ·x
λk
k .
A symmetric function of degree n is a linear combination of the monomial
symmetric functionsmλ with λ running over partitions of n. Some important
symmetric functions are the power sums
pk = m(k) = x
k
1 + x
k
2 + · · · ,
the elementary symmetric functions
ek = m(1,...,1︸︷︷︸
k
) = x1x2 · · ·xk + x2x3 · · ·xk+1 + · · · ,
6
and the complete symmetric functions
hk =
∑
|λ|=n
mλ.
An element u ∈ P such the the coefficient in u of any monomial xa1i1 · · ·x
ak
ik
with i1 < i2 < · · · < ik is the same as that of x
a1
1 x
a2
2 · · ·x
ak
k is called quasi-
symmetric. This is a weaker condition than being symmetric: every sym-
metric function is quasi-symmetric, but there are quasi-symmetric functions
like ∑
i<j
x2ixj (15)
that are not symmetric. There is a ring QSym ⊃ Sym of quasi-symmetric
functions. For any composition (ordered partition) (a1, . . . , ak) of n, the
monomial symmetric function M(a1,...,ak) is the “smallest” quasi-symmetric
function containing xa11 · · ·x
ak
k ; for example, the formal power series (15) is
M(2,1). Any quasi-symmetric function of degree n is a linear combination
of monomial quasi-symmetric functions of the same degree. Any monomial
symmetric function is a sum of monomial quasi-symmetric functions, e.g.,
m(1,1) =M(1,1), m(2,1) = M(2,1) +M(1,2).
The ring Sym of symmetric functions is a polynomial ring in the ek, and
also in the hk, and also in the pk. In particular, there are polynomials Pn
and Qn so that
en = Pn(p1, p2, . . . , pn) and hn = Qn(p1, p2, . . . , pn).
In fact, these are exactly the polynomials that appear in the Introduction.
Explicit formulas are well-known.
Proposition 1. For n ≥ 1,
Pn(y1, . . . , yn) =
∑
m1+2m2+···=n
(−1)m2+m4+···
m1!m2! · · ·
(y1
1
)m1 (y2
2
)m2
· · · (16)
Qn(y1, . . . , yn) =
∑
m1+2m2+···=n
1
m1!m2! · · ·
(y1
1
)m1 (y2
2
)m2
· · · . (17)
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Proof. If
E(t) =
∞∑
n=0
ent
n =
∏
i≥1
(1 + txi), H(t) =
∞∑
n=0
hnt
n =
∏
i≥1
1
1− txi
,
P (t) =
∞∑
n=1
pnt
n−1 =
∑
i≥1
xi
1− txi
are the respective generating functions of the elementary, complete, and
power-sum symmetric functions, then evidently E(t) = H(−t)−1 andH ′(t) =
P (t)H(t). It follows that
H(t) = exp
(∫ t
0
P (s)ds
)
and E(−t) = exp
(
−
∫ t
0
P (s)ds
)
,
which can be expanded out to give the conclusion.
Remark 3. The polynomials Pk appear in [21], where they are denoted
Pk/k!. The Qk appear in [3], where they are denoted Ωk, and in [8], where
they are denoted Pk.
The polynomials Pn and Qn can be written as determinants [18, Ch. I
§2]:
n!Pn(y1, . . . , yn) =
∣∣∣∣∣∣∣∣∣∣∣
y1 1 0 . . . 0
y2 y1 2 . . . 0
...
...
...
. . .
...
yn−1 yn−2 yn−3 . . . n− 1
yn yn−1 yn−2 . . . y1
∣∣∣∣∣∣∣∣∣∣∣
and
n!Qn(y1, . . . , yn) =
∣∣∣∣∣∣∣∣∣∣∣
y1 −1 0 . . . 0
y2 y1 −2 . . . 0
...
...
...
. . .
...
yn−1 yn−2 yn−3 . . . −n + 1
yn xn−1 yn−2 . . . y1
∣∣∣∣∣∣∣∣∣∣∣
.
From these formulas can be deduced some properties of the polynomials Pn
and Qn.
Proposition 2. Let Pn, Qn be as defined above. Then
8
1. All the coefficients of n!Pn and n!Qn are integers.
2. n!Pn(a, a, . . . , a) = a(a − 1) · · · (a − n + 1) and n!Qn(a, a, . . . , a) =
a(a+1) · · · (a+n−1). Hence the coefficients of Pn sum to 0 for n ≥ 2,
and the coefficients of Qn sum to 1.
Let a1, . . . , an be a finite sequence of real constants. There is a homo-
morphism QSym → R sending each xi with i ≤ n to ai, and each xi with
i > n to 0. We denote the image of u ∈ QSym under this homomorphism by
u(a1, . . . , an).
Lemma 1. For positive integers n and k,
hk(a1, . . . , an, an+1) =
k∑
j=0
hk−j(a1, . . . , an)a
j
n.
Proof. From the generating function H(t) we have
∞∑
j=0
tjhj(a1, . . . , an+1) =
n+1∏
i=1
1
1− ait
= (1+an+1t+a
2
n+1t
2+ · · · )
n∏
i=1
1
1− ait
= (1 + an+1t + a
2
n+1t
2 + · · · )
∞∑
j=0
tjhj(a1, . . . , an),
and the conclusion follows by considering the coefficient of tk.
As in [15], let
Nn,m =
∑
partitions λ of n with m parts
mλ =
∑
compositions I of n with m parts
MI
for n ≥ m. The Nn,m also appear in [18, Ch. I, §2, ex. 19], where they are
denoted p
(m)
n . We shall need the following result in §4.
Lemma 2. For 0 ≤ j ≤ k,
ejhk−j =
k∑
p=j
(
p
j
)
Nk,p.
9
Proof. Let
F(t, s) = 1 +
∑
n≥m≥1
Nn,mt
nsm ∈ Sym[[t, s]]
be the generating function of the Nm,n. Then as in [15, Lemma 1], we have
F(t, s) =
∏
i≥1
(
1 +
stxi
1− txi
)
=
∏
i≥1
1 + (s− 1)txi
1− txi
= H(t)E((s− 1)t).
From this follows (cf. [15, Lemma 2], [18, loc. cit.])
Nk,j =
k−j∑
p=0
(
j + p
j
)
(−1)jej+phk−j−p,
and the system of equations for fixed k can be backsolved to give the con-
clusion.
3 Multiple zeta values
Multiple zeta values ζ(i1, i2, . . . , ik) are defined by equation (3) above. We
refer to i1 + · · · + ik as the weight of this multiple zeta value, and k as its
depth. Multiple zeta values of arbitrary depth were introduced by the author
[12] and D. Zagier [22], though the depth 2 case was already studied by Euler
[9].
It is evident that multiple zeta values are related to quasi-symmetric
functions. In the notation introduced in the last section,
ζ(ik, ik−1, . . . , i1) = lim
n→∞
M(i1,...,ik)(1,
1
2
, . . . ,
1
n
) (18)
for any composition (i1, . . . , ik) with ik ≥ 2. There is a subalgebra QSym
0
of QSym generated by all the monomial quasi-symmetric functions M(i1,...,ik)
with ik > 1, and we can define a homomorphism ζ : QSym
0 → R that sends
1 ∈ QSym0 to 1 ∈ R and M(i1,...,ik), ik > 1, to (18) (See [14] for a detailed
discussion). We write Sym0 for the subalgebra QSym0 ∩ Sym of Sym; if we
think of Sym as the polynomial algebra on the pi, then Sym
0 is the subalgebra
generated by p2, p3, . . . .
One of the first major results in the modern theory of multiple zeta values
is the following “sum theorem”, conjectured by C. Moen (see [12]) and proved
by A. Granville [11].
10
Theorem (Sum Theorem). The sum of all multiple zeta values of weight n
and depth d ≤ n− 1 is ζ(n).
Call a composition (i1, . . . , ik) “admissible” if i1 > 1. The following result
was proved in [12].
Theorem (Derivation Theorem). For any admissible compositon (i1, . . . , ik),
k∑
j=1
ζ(i1, . . . , ij−1, ij + 1, ij+1, . . . , ik) =
k∑
j=1
ij−1∑
p=1
ζ(i1, . . . , ij−1, ij − p+ 1, p, ij+1, . . . , ik).
Another important result on multiple zeta values is the duality theorem.
It was actually conjectured in [12], but the proof comes easily from a descrip-
tion of multiple zeta values as iterated integrals (see [22] or [13]). To describe
it requires some definitions. Let Σ be the function that takes a composition
to its sequence of partial sums:
Σ(i1, . . . , ik) = (i1, i1 + i2, . . . , i1 + · · ·+ ik).
On the set In of increasing integer sequences chosen from the set {1, . . . , n},
there are functions Rn : In → In and Cn : In → In given by
Rn(s1, . . . , sk) = (n + 1− sk, n+ 1− sk−1, . . . , n+ 1− s1)
Cn(s1, . . . , sk) = complement of {s1, . . . , sk} in {1, . . . , n}
For a composition (i1, . . . , ik) of weight n, let
τ(i1, . . . , ik) = Σ
−1RnCnΣ(i1, . . . , ik).
Then τ(I) is admissible if I is, and we have the following result.
Theorem (Duality Theorem). For any admissible composition I, ζ(τ(I)) =
ζ(I).
As shown in [12], if I and J are admissible compositions then their juxta-
position IJ has the property that τ(IJ) = τ(J)τ(I). Since the composition
I = (2) is self-dual, τ(I) ends in 1 if and only if I doesn’t begin with 2.
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We note that multiple zeta values of depth greater than 1 cannot in
general be written as rational polynomials in the depth 1 (ordinary) zeta
values: for example, there is no such expression known for ζ(2, 6). It is true,
however, that all multiple zeta values of weight 7 or less can be so expressed.
Euler [9] gave the formula
ζ(n, 1) =
n
2
ζ(n+ 1) +
1
2
n−2∑
i=1
ζ(n− i)ζ(i+ 1) (19)
valid for n ≥ 2, and if a+b is odd the double zeta value ζ(a, b) can be written
as a rational polynomial in the ζ(i). Multiple zeta values of “height one”,
i.e., those of the form ζ(n, 1, . . . , 1), are also rational polynomials in the ζ(i),
as can be seen from the generating function [13]
∑
m,n≥1
smtnζ(m+ 1, 1, . . . , 1︸ ︷︷ ︸
n−1
) = 1− exp
(∑
j≥2
ζ(j)
j
(sj + tj − (s+ t)j)
)
.
We also note that all known identities of multiple zeta values preserve weight.
4 H-functions and summation formulas
Now we show how to obtain families of summation formulas like those given
in the Introduction. For u ∈ QSym and nonnegative integers s1, . . . , sk with
s1 + · · ·+ sk ≥ 2, define the H-function ηs1,...,sk : QSym→ R by
ηs1,...,sk(u) =
∞∑
n=1
u(1, 1
2
, . . . , 1
n
)
ns1(n+ 1)s2 · · · (n+ k − 1)sk
. (20)
Then we have the following result.
Theorem 7. ηs1,...,sk(u) converges for any u ∈ QSym.
Proof. It suffices to show that ηs1,...,sk(MI) converges for any composition I.
Writing I = (i1, . . . , ij), we have
ηs1,...,sk(MI) =
∞∑
n=1
1
ns1(n + 1)s2 · · · (n+ k − 1)sk
∑
1≤n1<···<nj≤n
1
ni11 · · ·n
ij
j
=
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j
∞∑
m=nj
1
ms1(m+ 1)s2 · · · (m+ k − 1)sk
.
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Now the terms in the latter sum are evidently bounded above by those for
η2(MI). But
η2(MI) =
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j
∞∑
m=nj
1
m2
=
ζ(ij + 2, ij−1, . . . , i1) + ζ(2, ij, . . . , i1), (21)
which converges. (In the case I = ∅, equation (21) should be interpreted as
η2(1) = ζ(2). In general ηs1,...,sk(1) is the “H-series” H(s1, . . . , sk) discussed
in [16].)
In this section we shall be concerned with the examples η2, η1,1, and η0,1,1.
We already have equation (21) for η2. For the other two functions we have
the following result.
Theorem 8. For any composition I = (i1, . . . , ij),
η1,1(MI) = ζ(ij + 1, ij−1, . . . , i1), (22)
η0,1,1(MI) =


1, if I = (1),
η0,1,1(M(i1,...,ij−1)), if ij = 1 and j ≥ 2,
ζ(ij, . . . , i1)− η0,1,1(M(i1,...,ij−1,ij−1)), otherwise.
(23)
Proof. Since
∞∑
m=n
1
m(m+ 1)
=
1
n
it follows that
η1,1(MI) =
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j
∞∑
m=nj
1
m(m+ 1)
=
∑
1≤n1<···<nj
1
ni11 · · ·n
ij+1
j
= ζ(ij + 1, ij−1, . . . , i1).
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We have also
η0,1,1(MI) =
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j
∞∑
m=nj+1
1
m(m+ 1)
=
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j (nj + 1)
.
If I = (1), this is
η0,1,1(p1) =
∞∑
n=1
1
n(n + 1)
= 1.
Now suppose I 6= (1). If ij = 1, we have
η0,1,1(MI) =
∑
1≤n1<···<nj
1
n
ij
1 · · ·n
ij−1
j−1nj(nj + 1)
=
∑
1≤n1<···<nj−1
1
ni11 · · ·n
ij−1
j−1
∞∑
m=nj−1+1
1
m(m+ 1)
=
∑
1≤n1<···<nj−1
1
ni11 · · ·n
ij−1
j−1 (nj−1 + 1)
= η0,1,1(M(i1,...,ij−1)).
On the other hand, if ij > 1 we have
η0,1,1(MI) =
∑
1≤n1<n2<···<nj
1
ni11 n
i2
2 · · ·n
ij−1
j−1n
ij−1
j
(
1
nj
−
1
nj + 1
)
=
ζ(ij, ij−1, . . . , i1)− η0,1,1(M(i1,...,ij−1,ij−1)),
and the conclusion follows.
Now we consider the images under η2, η1,1 and η0,1,1 of the symmetric
functions Nn,k introduced in §2 above. For integers n ≥ 2 and 1 ≤ k < n,
let Sn,k be the sum of all multiple zeta values of weight n and depth k: by
the sum theorem for multiple zeta values, Sn,k = ζ(n). We can also write
Sn,k = S
[2]
n,k + S
T
n,k, where
S
[2]
n,k =
∑
2+i2+···+ik=n
ζ(2, i2, . . . , ik).
Note that S
[2]
n,n−1 = Sn,n−1 = ζ(n), and that S
T
n,1 = Sn,1 = ζ(n) for n > 2.
The following fact is an immediate consequence of equation (21).
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Proposition 3. η2(Nn,k) = S
T
n+2,k + S
[2]
n+2,k+1.
Similarly, Theorem 8 gives the following.
Proposition 4. η1,1(Nn,k) = Sn+1,k = ζ(n+ 1).
Proposition 5. η0,1,1(Nn,n) = 1, and if n ≥ 2,
η0,1,1(Nn,k) =
{
ζ(n)− η0,1,1(Nn−1,1), k = 1,
ζ(n) + η0,1,1(Nn−1,k−1 −Nn−1,k), 1 < k < n.
Proof. Note that Nn,n = en, and by applying equation (23) repeatedly, we
have
η0,1,1(en) = η0,1,1(en−1) = · · · = η0,1,1(e1) = 1. (24)
The second statement is immediate from (23).
Note that equation (8) follows from the case k = n of the preceding result.
In the case k = 1, the result is
η0,1,1(pn) = ζ(n)− η0,1,1(Nn−1,1) = · · · =
ζ(n)− ζ(n− 1) + · · ·+ (−1)nζ(2) + (−1)n+1. (25)
Equation (25) implies the following result, which appears in the remark fol-
lowing [20, Theorem 2.1].
Corollary 1. For k ≥ 2,
∞∑
n=1
H
(k)
n
(n+ 1)(n+ 2)
=
k−2∑
i=0
(−1)iζ(k − i) + (−1)k−1.
Now we in a position to prove Theorems 1 through 3 of the Introduction
by finding the images under the three H-functions η2, η1,1, and η0,1,1 of the
symmetric function ejhn−j . First we consider η2(ejhn−j).
Theorem 9. Let 0 ≤ j ≤ n. Then
η2(ejhn−j) =
{
(n+ 1)ζ(n+ 2), j = 0,∑n
p=j
(
p−1
j−1
)
STn+2,p +
(
n+1
j+1
)
ζ(n+ 2), j ≥ 1.
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Proof. If j = 0 we have
η2(hn) = η2
(
n∑
k=1
Nn,k
)
=
n∑
k=1
(STn+2,k + S
[2]
n+2,k+1)
= Sn+2,1 +
n∑
k=2
(S
[2]
n+2,k + S
T
n+2,k) + Sn+2,n+1 = (n + 1)ζ(n+ 2).
Now suppose j ≥ 1. Then using Lemma 2,
η2(ejhn−j) =
n∑
k=j
(
k
j
)
η2(Nn,k)
=
n∑
k=j
(
k
j
)
(STn+2,k + S
[2]
n+2,k+1)
= STn+2,j +
n∑
k=j+1
[(
k − 1
j
)
S
[2]
n+2,k +
(
k
j
)
STn+2,k
]
+
(
n
j
)
Sn+2,n+1
= STn+2,j +
n∑
k=j+1
[(
k − 1
j
)
ζ(n+ 2) +
(
k − 1
j − 1
)
STn+2,k
]
+
(
n
j
)
ζ(n+ 2)
=
n∑
k=j
(
k − 1
j − 1
)
STn+2,k +
(
n+ 1
j + 1
)
ζ(n+ 2).
Proof of Theorem 3. Equation (12) follows from the case j = 0 of the
preceding result. By duality of multiple zeta values, STn,k = S
R
n,n−k, where
SRn,k is the sum of all weight-n, depth k multiple zeta values whose exponent
string ends in 1. From the preceding result we have
η2(en) = S
T
n+2,n + ζ(n+ 2) = S
R
n+2,2 + ζ(n+ 2),
from which follows
η2(en) = ζ(n+ 1, 1) + ζ(n+ 2) =
n+ 3
2
ζ(n+ 2) +
1
2
n∑
j=2
ζ(j)ζ(n+ 2− j).
using Euler’s formula (19), and thus equation (13).
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We also have the following result.
Corollary 2. For n ≥ 2,
η2(en−1h1) = ζ(n, 2) + nζ(n+ 1, 1) + (n+ 1)ζ(n+ 2).
Proof. We have
η2(en−1h1) = S
T
n+2,n−1 + (n− 1)S
T
n+2,n + (n+ 1)ζ(n+ 2)
= SRn+2,3 + (n− 1)S
R
n+2,2 + (n+ 1)ζ(n+ 2)
=
n∑
j=2
ζ(j, n+ 1− j, 1) + (n− 1)ζ(n+ 1, 1) + (n+ 1)ζ(n+ 2)
= ζ(n, 2) + ζ(n+ 1, 1) + (n− 1)ζ(n+ 1, 1) + (n+ 1)ζ(n+ 2),
where we have used the derivation theorem for multiple zeta values in the
last step.
In general the formula for η2(ejhn−j) given by Theorem 9 cannot be re-
duced to ordinary zeta values if 1 ≤ j < n, unless n ≤ 5. For example,
η2(e2h2) = 10ζ(6) + S
T
6,2 + 2S
T
6,3 + 3S
T
6,4
= 11ζ(6) + 3SR6,2 − S
[2]
6,2 + 2S
R
6,3
= 11ζ(6) + 3ζ(5, 1)− ζ(2, 4) + 2(ζ(4, 1, 1) + ζ(3, 2, 1) + ζ(2, 3, 1))
= 11ζ(6) + 3ζ(5, 1)− ζ(2, 4) + 2(ζ(5, 1) + ζ(4, 2))
= 11ζ(6) + 5ζ(5, 1) + 2ζ(4, 2)− ζ(2, 4)
= 10ζ(6) +
1
2
ζ(3)2,
but
ζ(e5h1) = ζ(6, 2) + 6ζ(7, 1) + 7ζ(8) = ζ(6, 2) + 6ζ(3)ζ(5) +
83
2
ζ(8)
has no known expression as a rational polynomial in the ζ(i) since ζ(6, 2)
doesn’t.
Proof of Theorem 2. By Lemma 2 and Proposition 4
η1,1(ejhn−j) =
n∑
k=j
(
k
j
)
η1,1(Nn,k) =
n∑
k=j
(
k
j
)
ζ(n+ 1),
and the conclusion follows.
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Proof of Theorem 1. It is enough to show that
η0,1,1(ejhn−j) =


∑j
k=0
(
n−k
j+1−k
)
ζ(n− k)− ζ(n− j), j ≤ n− 2,∑n−2
k=0 ζ(n− k) + 1, j = n− 1,
1, j = n,
for n ≥ 2. Recall from equation (24) that η0,1,1(en) = 1, so the result is true
for j = n. If j = 0, we have
η0,1,1(hn) =
n∑
k=1
η0,1,1(Nn,k) = Sn,1 − η0,1,1(Nn−1,1) + η0,1,1(Nn−1,1) + Sn,2
− η0,1,1(Nn−1,1) + · · ·+ η0,1,1(Nn−1,n−2) + Sn,n−1 − η0,1,1(Nn−1,n−1) + 1
= Sn,1 + Sn,2 + · · ·+ Sn,n−1 = (n− 1)ζ(n)
and again the result holds. Now let 0 < j < n. Then
η0,1,1(ejhn−j) =
n∑
k=j
(
k
j
)
η0,1,1(Nn,k)
=
n−1∑
k=j
(
k
j
)
[ζ(n) + η0,1,1(Nn−1,k−1 −Nn−1,k)] +
(
k
j
)
=
n∑
k=j
(
k
j
)
ζ(n) + η0,1,1(Nn−1,j−1)+
n−2∑
k=j
[(
k + 1
j
)
−
(
k
j
)]
η0,1,1(Nn−1,k)−
(
n− 1
j
)
+
(
n
j
)
=
(
n
j + 1
)
ζ(n) +
n−1∑
k=j−1
(
k
j − 1
)
η0,1,1(Nn−1,k)
=
(
n
j + 1
)
ζ(n) + η0,1,1(ej−1hn−1),
and the result follows by induction on j.
5 Further summation formulas
We return to the general H-functions ηs1,...,sk defined by equation (20). If
sk > 0, we call k the length of ηs1,...,sk . We have the following result (cf. [16,
18
Lemma 1]).
Proposition 6. Let s1, . . . , sk be a nonnegative integer sequence with si, sj ≥
1 for 1 ≤ i < j ≤ k. If s1 + · · ·+ sk ≥ 3, then
ηs1,...,si,...,sj ,...,sk =
1
j − i
(ηs1,...,si,...,sj−1,...,sk − ηs1,...,si−1,...,sj ,...,sk).
Proof. This follows immediately from the definition and
1
(n+ i− 1)(n+ j − 1)
=
1
j − i
[
1
n + i− 1
−
1
n+ j − 1
]
.
5.1 Length 2
The following result is immediate from Proposition 6.
Proposition 7. Any H-function of length 2 can be written as a rational
linear combination of the functions ηp, η0,p, p ≥ 2, and η1,1.
For example, since η2,1 = η2 − η1,1 we have
∞∑
n=1
H2n
n2(n+ 1)
= η2(p
2
1)− η1,1(p
2
1) = η2(p2) + 2η2(e2)− η1,1(p2)− 2η1,1(e2)
= ζ(2, 2) + ζ(4) + 2ζ(4) + 2ζ(3, 1)− ζ(3)− 2ζ(3) =
17
4
ζ(4)− 3ζ(3).
In the preceding section we gave formulas for the values of η2 and η1,1
on monomial quasi-symmetric functions MI . For ηp and η0,p we have the
following result.
Proposition 8. Let I = (i1, . . . , ij) be a composition. If p ≥ 2, then
ηp(MI) = ζ(p, ij, . . . , i1) + ζ(p+ ij , ij−1, . . . , i1)
η0,p(MI) = ζ(p, ij, . . . , i1).
Proof. This is immediate from the equation
ηs1,...,sk(M(i1,...,ij)) =∑
1≤n1<n2<···<nj
1
ni11 · · ·n
ij
j
∞∑
m=nj
1
ms1(m+ 1)s2 · · · (m+ k − 1)sk
appearing in the proof of Theorem 7.
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This result has the following corollary, special cases of which have ap-
peared in the literature. Special cases of the first equation appear many
places, the case k = 2 of the second appears as [23, eqn. (2.5c)], and the
third equation can be deduced from [8, Corollary 1].
Corollary 3. For k ≥ 1,
∞∑
n=1
H
(k)
n
n3
= ζ(k + 3) + ζ(3, k)
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n3
= ζ(k + 2, 1) + ζ(k + 1, 1, 1)
∞∑
n=1
Qk(Hn, H
(2)
n , . . . , H
(k)
n )
n3
= ζ(k + 3) +
k+1∑
j=2
STk+3,j.
Proof. In each case, apply the first part of Proposition 8 with p = 3.
Another corollary with many special cases in the literature is the follow-
ing.
Corollary 4. For k ≥ 1,
∞∑
n=1
H
(k)
n
(n+ 1)2
= ζ(2, k) and
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2
= ζ(k + 2).
Proof. Similar to that for the preceding corollary, using the second part of
Proposition 8.
Remark 4. In the case k = 1, both equations give
∞∑
n=1
Hn
(n+ 1)2
= ζ(3),
which appears as [5, eqn. (1.1a)]. In the case k = 2, the two equations give
∞∑
n=1
H
(2)
n
(n + 1)2
= ζ(2, 2) =
3
4
ζ(4) and
∞∑
n=1
H2n −H
(2)
n
(n + 1)2
= 2ζ(4),
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from which follows
∞∑
n=1
H2n
(n + 1)2
=
11
4
ζ(4).
Cf. [1, eqn. (2)], [5, eqns. (1.2b),(1.4a),(1.5b)], and [3, eqns. (24a),(24b)].
In the case k = 3, the second equation gives
∞∑
n=1
H3n − 3HnH
(2)
n + 2H
(3)
n
(n+ 1)2
= 6ζ(5),
which is [23, eqn. (2.3a)].
There is not in general a nice formula for η0,2(hk) or for η3(hk), but we
do have the following result.
Proposition 9. η0,2(hk+1) + η3(hk) = (k + 2)ζ(k + 3).
Proof. From the third equation of Corollary 3 we have
η3(hk) = ζ(k + 3) + S
T
k+3,2 + · · ·+ S
T
k+3,k+1,
and from Proposition 8
η0,2(hk+1) = η0,2(Nk+1,1 + · · ·+Nk+1,k+1) = S
[2]
k+3,2 + S
[2]
k+3,3 + · · ·+ S
[2]
k+3,k+2.
Since S
[2]
k+3,k+2 = ζ(k + 3), these two equations can be added to obtain the
conclusion.
The preceding result can be written
∞∑
n=1
Qk+1(Hn, H
(2)
n , . . . , H
(k+1)
n )
(n+ 1)2
+
∞∑
n=1
Qk(Hn, H
(2)
n , . . . , H
(k)
n )
n3
= (k + 2)ζ(k + 3).
The second equation of Corollary 4 can be generalized as follows.
Theorem 10. For nonnegative integers l, k,
∞∑
n=0
Ql(Hn, H
(2)
n , . . . , H
(l)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2
=
(
l + k + 1
k + 1
)
ζ(l + k + 2)−
l+k−1∑
p=k
(
p
k
)
SRl+k+2,l+k+1−p.
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Proof. From Proposition 8 we have η0,2(Nn,k) = S
[2]
n+2,k+1. Hence, using
Lemma 2 and the sum theorem for multiple zeta values,
η0,2(ekhl) =
l+k∑
p=k
(
p
k
)
η0,2(Nl+k,p) =
l+k∑
p=k
(
p
k
)
S
[2]
l+k+2,p+1
=
l+k−1∑
p=k
(
p
k
)
S
[2]
l+k+2,p+1 +
(
l + k
k
)
ζ(l + k + 2)
=
l+k−1∑
p=k
(
p
k
)
(ζ(l + k + 2)− STl+k+2,p+1) +
(
l + k
k
)
ζ(l + k + 2)
=
((
l + k
k + 1
)
+
(
l + k
k
))
ζ(l + k + 2)−
l+k−1∑
p=k
(
p
k
)
SRl+k+2,l+k+1−p,
and the result follows.
From this we can deduce the following result. The special case k = 2 of
the first equation appears as [23, eqn. (2.3b)].
Corollary 5. For k ≥ 1,
∞∑
n=0
HnPk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2
= (k + 2)ζ(k + 3)− ζ(k + 2, 1)
1
2
∞∑
n=1
(H2n +H
(2)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2
=
(
k + 3
2
)
ζ(k + 4)
− (k + 2)ζ(k + 3, 1)− ζ(k + 2, 2).
Remark 5. From the case k = 2 of the second equation follows
∞∑
n=1
H4n
(n+ 1)2
=
100
3
ζ(6) + 4ζ(3)2 + ζ(2, 4) + 2ζ(2, 2, 2) =
859
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ζ(6) + 3ζ(3)2,
which was stated as a conjecture in [6].
Proof of Theorem 4. From Lemma 1 it follows that
Ql(Hn+1, H
(2)
n+1, . . . , H
(l)
n+1) =
l∑
j=0
Qj(Hn, H
(2)
n , . . . , H
(j)
n )
(n+ 1)l−j
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and so
∞∑
n=0
Ql(Hn+1, H
(2)
n+1, . . . , H
(l)
n+1)Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n + 1)2
=
l∑
j=0
∞∑
n=1
Qj(Hn, H
(2)
n , . . . , H
(j)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2+l−j
.
Comparing this with Theorem 10, we see that to prove the result it suffices
to show
l−1∑
j=0
∞∑
n=0
Qj(Hn, H
(2)
n , . . . , H
(j)
n )Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)2+l−j
=
l+k−1∑
p=k
(
p
k
)
STl+k+2,p+1,
or
l+2∑
j=3
η0,j(ekh2+l−j) =
l+k−1∑
p=k
(
p
k
)
STl+k+2,p+1. (26)
Using Lemma 2 and Proposition 8, the left-hand side of (26) is
l+2∑
j=3
k+l+2−j∑
p=k
(
p
k
)
η0,j(Nk+l+2−j,p) =
l+2∑
j=3
k+l+2−j∑
p=k
(
p
k
)
S
[j]
k+l+2,p+1,
where S
[j]
n,k is the sum of all weight n, depth k multiple zeta values whose
exponent string starts with j. This can be rearranged as
k+l−1∑
p=k
(
p
k
) k+l+2−p∑
j=3
S
[j]
k+l+2,p+1 =
k+l−1∑
p=k
(
p
k
)
STk+l+2,p+1,
and equation (26) follows.
5.2 Length 3
For length 3 H-functions, Proposition 6 gives the following result.
Proposition 10. Any H-function of length 3 can be written as a rational
linear combination of the functions ηp, η0,p, η0,0,p, p ≥ 2, η1,1, and η0,1,1.
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For example, we can prove Theorem 5 by writing η1,1,1 as a linear combi-
nation of previously studied functions.
Proof of Theorem 5. From Proposition 6, η1,1,1 =
1
2
(η1,1 − η0,1,1). Hence
we can use Theorems 1 and 2 to get
η1,1,1(ejhn−j)
=


1
2
[(
n+1
j+1
)
ζ(n+ 1)−
∑j
k=0
(
n−k
j+1−k
)
ζ(n− k)− ζ(n− j)
]
, j ≤ n− 2,
1
2
[
(n + 1)ζ(n+ 1)−
∑n−2
k=0 ζ(n− k)− 1
]
, j = n− 1,
1
2
(ζ(n+ 1)− 1), j = n,
from which the conclusion follows.
We have developed formulas for η1,1, η0,1,1, ηp, and η0,p of a monomial
quasi-symmetric function MI . For η0,0,p(MI) we have the following result.
Proposition 11. If p ≥ 2, then
(η0,p − η0,0,p)(MI) =
∑
1≤n1<n2<···<nj
1
ni11 · · ·n
ij
j (nj + 1)
p
for any composition I = (i1, . . . , ij).
In particular, we have the following.
Proposition 12. Let T = η0,2 − η0,0,2. Then T (p1) = 2 − ζ(2), and for a
composition I = (i1, . . . , ij) 6= (1),
T (MI) ={
ζ(ij, . . . , i1)− η0,1,1(M(i1,...,ij−1,ij−1))− T (M(i1,...,ij−1,ij−1)), ij > 1,
η0,1,1(M(i1,...,ij−1))− ζ(2, ij−1, . . . , i1) + T (M(i1,...,ij−1)), ij = 1.
Proof. The statement about (η0,2 − η0,0,2)(p1) follows immediately from the
preceding result. Also, if I 6= (1) we have
(η0,2 − η0,0,2)(MI) =
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j (nj + 1)
2
=
∑
1≤n1<···<nj
1
ni11 · · ·n
ij
j (nj + 1)
−
∑
1≤n1<···<nj
1
ni11 · · ·n
ij−1
j (nj + 1)
2
.
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If nj > 1, this is
η0,1,1(M(i1,...,ij))− (η0,2 − η0,0,2)(M(i1,...,ij−1,ij−1)) =
ζ(ij, . . . , ij−1)− η0,1,1(M(i1,...,ij−1,ij−1))− (η0,2 − η0,0,2)(M(i1,...,ij−1,ij−1))
using Theorem 8. If nj = 1, (η0,2 − η0,0,2)(MI) is
η0,1,1(M(i1,...,ij−1,1))−
∑
1≤n1<···<nj
1
ni11 · · ·n
ij−1
j−1 (nj + 1)
2
=
η0,1,1(M(i1,...,ij−1))− ζ(2, ij−1, . . . , i1) +
∑
1≤n1<···<nj−1
1
ni11 · · ·n
ij−1
j−1 (nj−1 + 1)
2
=
η0,1,1(M(i1,...,ij−1))− ζ(2, ij−1, . . . , i1) + (η0,2 − η0,0,2)(M(i1,...,ij−1))
again using Theorem 8.
It follows that
(η0,2 − η0,0,2)(ek) = 1− ζ(k + 1) + (η0,2 − η0,0,2)(ek−1)
= · · · = (k + 1)− ζ(k + 1)− ζ(k)− · · · − ζ(2).
Similarly,
(η0,2 − η0,0,2)(pk) = η0,1,1(pk)− (η0,2 − η0,0,2)(pk−1),
which together with equation (25) implies
(η0,2 − η0,0,2)(pk) =
k−3∑
j=0
(−1)j(j + 1)ζ(k − j) + (−1)kkζ(2) + (−1)k+1(k + 1).
In view of Corollary 4, the preceding equations imply
η0,0,2(ek) =
k+2∑
j=2
ζ(j)− (k + 1)
and
η0,0,2(pk) = ζ(2, k)+
k−3∑
j=0
(−1)j+1(j +1)ζ(k− j)− (−1)kkζ(2)+ (−1)k(k+1).
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5.3 General length
For general length we have Theorem 6, which can be thought of as general-
izing η0,1,1(ek) = 1.
Proof of Theorem 6. We use induction on k. For the base case k = 0 we
must show
1
(q − 1)!
·
1
q − 1
=
∞∑
n=0
1
(n+ 1)(n+ 2) · · · (n + q)
=
∞∑
n=1
1
n(n+ 1) · · · (n+ q − 1)
.
By [16, Theorem 2] the right-hand side is
H(1, . . . , 1︸ ︷︷ ︸
q
) =
1
(q − 1)!
q−2∑
i=0
(
q − 2
i
)
(−1)i
i+ 1
=
1
(q − 1)!
·
1
q − 1
q−2∑
i=0
(−1)i
(
q − 1
i+ 1
)
=
1
(q − 1)!
·
1
q − 1
.
Now assume inductively that
η0,1,...,1︸︷︷︸
q
(ek) =
1
(q − 1)!
·
1
(q − 1)k+1
.
Then using partial fractions followed by telescoping we have
η0,1,...,1︸︷︷︸
q
(ek+1) =
∑
1≤n1<···<nk+2
1
n1 · · ·nk+1nk+2(nk+2 + 1) · · · (nk+2 + q − 1)
=
1
q − 1
∑
1≤n1<···<nk+2
[
1
n1 · · ·nk+1nk+2(nk+2 + 1) · · · (nk+2 + q − 2)
−
1
n1 · · ·nk+1(nk+2 + 1) · · · (nk+2 + q − 1)
]
=
1
q − 1
∑
1≤n1<···<nk+1
1
n1 · · ·nk+1(nk+1 + 1) · · · (nk+1 + q − 1)
=
1
q − 1
η0,1,...,1︸︷︷︸
q
(ek) =
1
(q − 1)!
·
1
(q − 1)k+2
,
where we used the induction hypothesis in the last step.
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Remark 6. J. Spieß [21, Theorem 15] provides a formula for the partial sum
m∑
n=0
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
(n+ 1)(n+ 2) · · · (n+ q)
which in the limit m→∞ gives Theorem 6.
From Theorem 6 we can obtain the following result, which generalizes the
case k = 0 of Theorems 2 and 5.
Corollary 6. For positive integers k, q with q > 1,
∞∑
n=1
Pk(Hn, H
(2)
n , . . . , H
(k)
n )
n(n+ 1) · · · (n + q − 1)
=
1
(q − 1)!
[
ζ(k + 1)−
q−2∑
j=1
1
jk+1
]
.
Proof. It suffices to show that
η1,...,1︸︷︷︸
q
(ek) =
1
(q − 1)!
[
ζ(k + 1)−
q−2∑
j=1
1
jk+1
]
. (27)
We prove this by induction on q, the base case q = 2 being the case l = 0 of
Theorem 2. Assume inductively that equation (27) holds. By Proposition 6,
η1,...,1︸︷︷︸
q+1
(ek) =
1
q

η1,...,1︸︷︷︸
q
(ek)− η0,1,...,1︸︷︷︸
q
(ek)

 .
Using the induction hypothesis (27) and Theorem 6, this can be written
1
q!
[
ζ(k + 1)−
q−2∑
j=1
1
jk+1
−
1
(q − 1)k+1
]
=
1
q!
[
ζ(k + 1)−
q−1∑
j=1
1
jk+1
]
.
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