Abstract-This article considers the filtering problem for linear and Gaussian state-space models with large dimensions, a setup in which the optimal Kalman Filter (KF) might not be applicable owing to the excessive cost of manipulating huge covariance matrices. Among the most popular alternatives that enable cheaper and reasonable computation is the Ensemble KF (EnKF), a Monte Carlo-based approximation. In this article, we consider a class of a posteriori distributions with diagonal covariance matrices and propose fast approximate deterministic-based algorithms based on the Variational Bayesian (VB) approach. More specifically, we derive two iterative KF-like algorithms that differ in the way they operate between two successive filtering estimates; one involves a smoothing estimate and the other involves a prediction estimate. Despite its iterative nature, the prediction-based algorithm provides a computational cost that is, on the one hand, independent of the number of iterations in the limit of very large state dimensions, and on the other hand, always much smaller than the cost of the EnKF. The cost of the smoothing-based algorithm depends on the number of iterations that may, in some situations, make this algorithm slower than the EnKF. The performances of the proposed filters are studied and compared to those of the KF and EnKF through a numerical example.
I. INTRODUCTION

A. Background
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for which and respectively denote the state transition matrix and the measurement matrix at time ; the input noise, , and the measurement noise, , are assumed to be independent, jointly independent and independent of the initial state, ; and , and are Gaussian. Let with diagonal and all diagonal entries are non-zero, with positive-definite, and . Let also and denote the probability density function (pdf) (with respect to (w.r.t.) the Lebesgue measure) of and the pdf of conditional on , respectively. A fundamental problem, so-called filtering, consists of estimating, at each time , the state from the measurements . The classical solution is given by the a posteriori mean (AM) (2) which minimizes the a posteriori mean square error (MSE). Similarly to (2) , throughout this paper, denotes the expected value of the function w.r.t. the distribution . With regard to the computation of (2), the Kalman Filter (KF) has been introduced as an indispensible tool owing to its optimality and recursive character [13] - [15] . Consequently, different algorithms have been proposed based on the KF. To name just a few, robust filters have been proposed [16] ; smoothing algorithms have been developed [14] , [17] - [21] ; the independence assumptions on and/or have been dropped [1] , [14] , [22] - [25] ; the relaxation of some conditional independence assumptions on and/or has been considered [26] , [27] ; and more recently, a new KF-like algorithm has been derived in [28] that does not require the specification of the initial errors and noise covariances. In very large dimensional state-space models, i.e., when the state dimension, , is very large, the KF becomes impractical because of the prohibitive computational cost, , required for the calculations of the error covariance matrices.
In the particular case for which (1) is a time-invariant model, exact computation of the AM estimate (2) as well as the associated error covariance matrix is possible with only a squared cost (see e.g., Chandrasekhar's algorithm [29] , [30] ). This, however, is no longer true when relaxing the time-invariant property, a situation for which a number of approximate methods have been proposed (see e.g., [10] , [31] - [35] and references therein). Up to now, the most popular scheme for filtering high-dimensional systems is the Ensemble Kalman Filter (EnKF) [9] , [10] , [36] , which could be used in more general situations including both linear and nonlinear state-space models. The Monte Carlo-based approximation scheme of (2) and the resulting error covariance matrices have been demonstrated to be efficient in many different applications, even when implemented with a very limited number of samples (see Section II-B below).
B. Contribution of the Paper
In this paper, we introduce a new fast approach for filtering high-dimensional linear state-space models. The basic idea is to compute an estimate of the system state based on a diagonal covariance matrix. This allows us to significantly reduce the computational cost and storage requirements, since the computation of huge full covariance matrices would reduce to the computation of scalar variances. From a probabilistic point of view, this amounts to remove the conditional dependence between the state variables, which amounts to approximating the a posteriori pdf of the state vector by a product of independent marginal pdfs of its components. Concretely, approximate marginal pdfs are computed from the joint state pdf following the variational Bayesian (VB) optimization criteria, in the sense of minimization of the Kullback-Leibler Divergence (KLD) [37] - [39] (see also [40] - [48] for a more recent literature about the VB approach for Bayesian inferences). Once the VB-type marginal pdfs are computed, an estimate of each state component can then be obtained by its expected value w.r.t. the associated marginal pdf. More precisely, we apply in this work the VB approach to two joint a posteriori pdfs, as follows:
• Starting from the joint pdf of filtering and smoothing , we derive an iterative KF-like algorithm to propagate for each component of the state vector, an approximation of the filtering and smoothing estimates, and , respectively. The use of is inspired by [39] . However, in [39] , the conditional independence is "enforced", via the VB approach, only between the state vectors and ; the components of each of these vectors remain dependent conditionally on . The complexity of the introduced algorithm is square in and depends on the number of iterations, which may make this algorithm more expensive than the EnKF in certain situations.
• We then rely on the joint pdf of filtering and prediction and derive another iterative KF-like algorithm to propagate an approximation of the filtering estimate, , and the prediction estimate, (instead of the smoothing estimate). The complexity of this iterative algorithm, which is square in , is independent of the number of iterations and, furthermore, is always times smaller than that of the EnKF, with being the ensemble size. The VB approach has been already used in the context of the KF considering (reasonable) low-dimensional state-space systems (see for instance [40] , [43] - [45] , [48] and references therein). More precisely, the work in [40] aimed at estimating the system state, , and the measurement noise covariance, . The VB-like decoupling is used to decouple the a posteriori dependence of and . [43] addressed the filtering problem in an augmented state-space system, , for which the covariance of the noise of the (auxiliary) hidden process , is unknown. The VB approach was used to insert the a posteriori independence between , and .
In [44] , a VB-like KF robust to outliers has been introduced. A similar algorithm has then been derived in [45] in the context of backward state-space systems, i.e., systems that evolve in decreasing time direction, and for which a robust VB-like fixed-interval Kalman smoother has been also proposed. More recently, an adaptive VB-like KF has been introduced in [48] to update the covariance of the (assumed Gaussian) proposal distribution of the Markov Chain Monte Carlo-based Metropolis algorithm. Unlike these works, we focus here on large-dimensional state-space systems and we adopt the idea of splitting the system state using the VB approach, which, in the best of our knowledge, is original. This paper is organized as follows. Section II briefly reviews the KF and EnKF algorithms in the classical Bayesian framework. The VB approach of the filtering problem is then described in Section III, highlighting the fact that the application of the VB criteria on the sole filtering pdf is generally not enough, especially when the state transition matrix, , is not diagonal. We thus apply in Section IV the VB criteria on and , to derive two approximate KF-like algorithms with squared complexity. Numerical simulations demonstrating the relevance of the proposed algorithms, and comparing them with the KF and EnKF are presented in Section V. The paper concludes with a general discussion, in Section VI.
II. BAYESIAN FILTERING
Consider a general state-space model, (3) for which and are not necessarily linear, and and are not necessarily Gaussian. In such a model, one can use the independence properties of , and , stated in Section I-A above, to obtain, (4) (5) (6) In other words, the unknown state process, , is a Markov chain (4), the observed process, , is conditionally independent of (5), and each observation, , depends on through the state at the same time instant, (6) . These properties are indeed those of a Hidden Markov Chain (HMC) of the transition pdf and the likelihood ; these key tools enable recursive efficient computation of the filtering pdf. More precisely, each recursion consists of two steps: • The Markovian step (or prediction), in which the transition pdf of the Markov chain, , is used to compute the prediction pdf:
• The Bayesian step (or filtering), in which the likelihood is used to update the prediction pdf via the Bayes' rule:
Once is computed, the AM estimate can thus be obtained from (2) . In practice, however, the explicit forms of and are often intractable as this requires analytical computation of integrals in (7), (8) and (2) . Indeed, analytical computation of such integrals is often impossible due to the possible nonlinear character of and , as well as the fact that and/or may be non-Gaussian. Accordingly, a number of deterministic and Monte Carlo-based methods have been derived to approximate (2); see for instance [3] , [14] , [49] - [51] and references therein. Here, we are interested in linear and Gaussian state-space models (1), i.e., and in (3) are linear, and and are Gaussian. In this case, exact computation of the AM estimate (2) is possible by the KF algorithm [13] - [15] , which we briefly review below.
A. Kalman Filter
In the state-space model (1), one can easily check that (9) (10) where, except when stated otherwise, denotes a Gaussian pdf with argument and parameters . Accordingly, the filtering and prediction pdfs are Gaussian and are thus described by their first two moments. Propagating , amounts to propagating their means, , and covariance matrices, . More precisely, (7), which computes from using (which is parameterized by and ), reduces to the prediction step of the KF relating with through and :
Moreover, (8) , which computes from using (as parameterized by and ), reduces to the filtering step of the KF relating to via and :
The number of floating operations (flops) required to implement the KF equations at each recursion, , is approximately, (16) When the state dimension, , is very large, direct implementation of the KF is not possible because of the cubic term , which originates from the computation of in (12) . We briefly review below the EnKF algorithm, one of the most popular alternatives used to circumvent this problem.
B. Ensemble Kalman Filter
The basic idea behind the EnKF is to use Monte Carlo Gaussian-based approximations of the prediction and filtering distributions. Starting from an ensemble of independent samples, , drawn from , the prediction step of the EnKF uses (7) to compute an ensemble of independent samples, , approximating as (17) The AM estimate (11) is then approximated by the empirical mean . An approximation of the covariance matrix (12) is also given by (18) with In the filtering step, an approximation of is computed, based on (8), by correcting each sample, , using the KF update step: (19) where is a stochastic perturbation of the observation, and with , is the Kalman gain. An approximation of the filtering estimate of the state (14) is computed by the empirical mean and that of as in (18) . The number of flops required by the EnKF to compute the prediction and filtering estimates at each time is approximately, (20) The EnKF was originally introduced in [9] for large-scale nonlinear state-space models and was successfully used in many atmospheric/oceanic data assimilation applications for which is in the order of millions. The first encouraging results have opened the way for a large number of works based on this filter, including derivation of other EnKF variants [32] , [52] - [54] , relaxation of the Gaussian assumption on filtering and prediction pdfs by assuming Gaussian mixture representations [55] - [59] , or development of smoothing algorithms [60] , [61] .
III. VARIATIONAL BAYESIAN FILTERING
A VB-like approximation of the filtering pdf of interest by a separable product of a posteriori marginal pdfs can be obtained by minimizing the KLD, i.e., (21) with (22) denotes the component of a vector , and its complementary part in . Each marginal is given by [39] , [42] : (23) According to (23) , although the approximated marginal pdf of , , is independent of those of the other components ,
, it nevertheless remains dependent of the expected value of w.r.t. . In the particular case of Gaussian pdfs, one can easily check that for each , remains dependent of the first and second moments of . Once is computed, an estimate of can then be obtained by the AM estimate . What is left now is to perform a recursive computation of these estimates based on (23) and the dynamical structure of model (1) . Indeed, using the factorization (24) the computation of the right-hand side (r.h.s) of (23) requires that of the prediction pdf. For that purpose, two cases should be distinguished depending on whether or not is diagonal.
A. A Diagonal State Transition Matrix
Considering model (1) with a diagonal state transition matrix, we have (25) In other words, each marginal process, , forms a Markov chain regardless of those of the other components, , . This property is important in practice since it leads to a separable approximation of the prediction pdf as (26) with (27) which, in turn, yields a separable approximation of the filtering pdf (21) by inserting (26) first in (24) and next in (23) . Now, using the linearity and Gaussian structure of (1), an approximate KF-like algorithm propagating the state estimates with associated diagonal covariance matrices can be derived. This algorithm has been recently introduced in [42] .
B. An Off-Diagonal State Transition Matrix
In the general case in which is not diagonal, the Markov chain property (25) is no longer a valid and separable approximation of the prediction pdf, (26)- (27) , is no longer possible. More precisely, one rather has (28) In practice, starting from a Gaussian pdf, , with a diagonal covariance matrix, (28) provides a Gaussian pdf but with an off-diagonal covariance matrix, and thereby the initial problem of the huge computational burden and storage capacity persists. Accordingly, (21) should be replaced by an alternative VB approximation involving diagonal matrices in both the Markovian and Bayesian steps. Two schemes are proposed below.
• The first approximation is applied on the joint pdf of smoothing and filtering as
By doing so, we impose independence between the filtering and smoothing pdfs of the whole state vector (cf. Equation (29)) and between their components (cf. Equation (30)). Approximation (29) has already been used in [39] in the context of particle filtering. We exploit it here for reducing the computational burden of the KF by splitting the state vector as in (30) . This leads to an approximate KF-like algorithm propagating the filtering and smoothing estimates with diagonal covariance matrices (cf. Section IV-A).
• The second approximation relies on the joint pdf of prediction and filtering:
Unlike (29), the conditional dependence of and is conserved in (31), while imposing independence between their components only. Furthermore, one can see that (31) follows from (21) combined with the approximation . Accordingly, the prediction approximation (28) reduces to (26)- (27) by replacing with . This leads to another approximate KF-like algorithm involving the prediction and filtering estimates with diagonal covariance matrices (cf. Section IV-B).
IV. VB SMOOTHING-AND PREDICTION-BASED KF
This section presents the VB approach based on the approximations (30) and (31) . Before we proceed, we define the notations, for a matrix , used hereafter.
• denotes the entry.
• denotes the row and the column.
• (resp. ) denotes the complementary part of in (resp. in ).
• (resp. ) denotes the complementary part of (resp. of ) in .
A. VB Smoothing-Based KF (VBSKF)
Similarly to (21)- (23), the VB-marginal pdfs, solutions of (30), are given by (32) (33) Solutions (32) and (33) share the joint pdf , which, based on the HMC properties (4)- (6), can be factorized as (34) 1) Explicit Derivation: Replacing in (34) with its VB approximation, (32) and (33) A particular case of (37)- (40) has been introduced in [38, chapter 7, Section 7.4] 2 in which the system state is not split, i.e., only the approximation (29) is considered. In such a case, 1 Without abuse of language, the r.h.s. of (35) (resp. Equation (36)) is rather proportional to an approximation of (32) (resp. Equation (33)). 2 A typo has been noticed in (7.37) and ( 
Similarly, (39)- (40) To summarize, the VB approach in a Gaussian framework can be seen as a fully Bayesian approach by assigning the marginal variables their a posteriori expectation.
2) Practical Implementation: Let us turn back to (37)- (40) . A problem may arise in (38) and (40) from the fact that in (38) requires knowledge of and , and in (40) requires knowledge of and . This makes it impossible to evaluate and exactly and approximations should therefore be performed. A classical idea would be to proceed with iterations by evaluating one variable while the others are kept fixed [38] (see e.g., [62] in which the convergence of marginal VB-based solutions has been proven). At each iteration , this consists of evaluating with (38) by using and computed at iteration , and and obtained at iteration ; the update of in (40) is performed similarly. Furthermore, it should be noted that for each component and iteration , the updates of in (38) • Update of and .
Note that instead of presetting a number of iterations, , an alternative stopping criteria based, for instance, on the relative squared error norm, , or on KLD, could be used. The number of flops required at each time instant is approximately (44) 4 Note that and .
B. VB Prediction-Based KF (VBPKF)
As above, the VB-marginal pdfs associated with the approximation (31) at time are given by Equations (48)- (51) can be seen as a generalization of an algorithm recently introduced in [42] in the particular case of , and , and without the third term in the r.h.s. of (48) .
Remark 2: Similarly to Remark 1 above, (48)- (51) can be also obtained from a classical Bayesian framework by keeping the marginal variables equal to their a posteriori expectation. Indeed, (48) and (49) (which coincides with (63)), translate the connection of the Gaussian prior, , with the Gaussian posterior, . This can be shown using Prop. 2 (cf. Appendix) in the following Bayes' rule: (52) Furthermore, one can easily show that (50)- (51) reflect the transition from the Gaussian pdf, , to the Gaussian pdf,
, by the following classical marginalization formula (Markovian step):
2) Practical Implementation: Unlike the VBSKF algorithm above, only (49) needs to be iterated to provide an approximation of , since it involves . Nonetheless, in (50) is exactly known once is available. Furthermore, as mentioned in Section IV-A2 above, the computation of at iteration by (49) requires updating only rather than all the terms of . We thus obtain another iterative KF-like scheme that involves the prediction estimate of the system state with a diagonal covariance (cf. Algorithm 2).
Algorithm 2: VB Prediction-based KF (VBPKF)
• Let , , .
• . For , 
C. Comments and Remarks
The introduced algorithms provide online deterministic approximations of the filtering estimate (2) of the system state with diagonal covariance matrices. VBSKF involves the smoothing estimate between two successive filtering estimates and VBPKF involves the prediction estimate. The loss of correlations between the components of the system state, is inherently partially compensated by their functional dependence through the equations of the means. Furthermore, splitting the system state, , to components by making them conditionally independent can be easily extended to dividing it into parts of size , by introducing conditional independence only between these parts. In such a case, the diagonal condition under can be relaxed by assuming that is block diagonal only with blocks. Below are some comparative remarks about the proposed algorithms:
• In VBSKF the effect of enforced independence (29) between the smoothing pdf and the filtering pdf arises from the lack of connection between their covariance matrices calculated by (37) and (39), respectively. This independence is however compensated by the link between their means through (38) and (40) . Furthermore, (37) and (39) emphasize the fact that the covariances depend only on the model parameters, , , and . The covariances are thus unchanged, , for fixed model parameters; such a property has been suggested by [38, chapter 7, Section 7.4] as an inconsistency of approximation (29) with the KF. However, the approximation (31) that leads to VBPKF conserves dependence between the prediction pdf and the filtering pdf and is thus more consistent with the KF. This can be seen from (48) and (51) in which the covariance changes depending on whether or not the model parameters are time-dependent.
• The computational costs of the VBSKF, VBPKF and EnKF are of the same order, , and are much smaller than that of the KF, . On the other hand, for very large state dimension problems (compared to , and ), one has This means that despite its iterative nature, the VBPKF has almost a fixed computational cost, which is lower than those of the VBSKF and EnKF. One can see that the VBPKF cost is approximately less than that of the EnKF. However, the VBSKF, whose cost depends on , may be more expensive than that of the EnKF when approximately exceeds . The gain in computational efficiency of using the VB approach generally comes at the cost of loss of estimation accuracy (see e.g., [63] , [37] ). When the partitions ( or ) of the state are weakly correlated a posteriori, one can intuitively expect a good accuracy of the VB-like approximation (and nearly perfect if these partitions are almost independent 5 ). In contrast, 5 This can happen in the case for which the state transition matrix and the measurement matrix are nearly orthogonal, and the input noise transition covariance and the measurement noise covariance are diagonal.
when these partitions become strongly correlated, "the assumption" of conditional independence becomes too strong and the approximation accuracy is expected to degrade. Based on this, the number of partitions, , should be chosen judiciously to ensure as good as possible a tradeoff between accuracy and computational efficiency. The larger is, the more important computational efficiency is, but in the same time, the more dependence between the state partitions will be lost which leads to a poorer approximation. Thereby, the guideline principle should be to choose large enough to only achieve an acceptable computational complexity.
D. Extension to the Case of an Off-Diagonal Covariance
The derivation of our algorithms relies on the assumption that the covariance, , of the input noise is diagonal, for all , which is common in large scales applications. In our Gaussian case, this ensures that at any time , conditionally on the previous state, , the components of the current state, , are independent (see (58) below). However, unless the state transition matrix, , is diagonal, this assumption does not "absolutely" break the link between components, , since still hold. The assumption that is diagonal has been considered, for instance, in an application of dynamic tomography [42] for which pixels of the image at any time are assumed independent conditionally on the previous image.
In the more general case of an off-diagonal covariance, , the conditional independence property (58) is no longer valid. One way to tackle this issue 6 is to approximate, using the VB approach, the joint transition pdf, , with a separable product of marginal pdfs, . Indeed, similarly to (23) one obtains, (54) with ( is assumed to be positivedefinite, ). Approximating with , then using Prop. 3 (cf. Appendix) one obtains, ,
In (55), the variances , which are not equal to , are computed from all entries of . This is important since it emphasizes the fact that although the covariance of approximated transition pdf, , is diagonal, it neverthless involves both diagonal and off-diagonal entries of the original covariance, . Now, using (55) , the VBSKF and VBPKF remain valid if one replaces by . Neverthless, this requires 6 One can also proceed, similarly to [14, chapter 11], with a state-space transformation by building a new model for which the input noise is with a diagonal covariance. However, this leads to a cubic cost, , since it requires, among other matrices operations, the use of Cholesky decomposition to factorize .
inverting , and therefore the computational costs of these algorithms are no longer of order , as highlighted above, but , just like the KF and EnKF. One situation in which the cubic costs of the proposed algorithms could be reduced is the particular case of a time-invariant covariance, . Indeed, in such a situation, needs to be inverted at the initial time only to compute ; these are then used at any time . Accordingly, at any time , the costs of VBSKF and VBPKF become almost equal to the quadratic costs and , respectively.
V. NUMERICAL RESULTS
We present results from numerical experiments that we performed to evaluate the performance of the proposed filters. We consider a time-invariant, linear and Gaussian state-space system for which:
• , , and .
• The state transition matrix, , which is assumed to be a Toeplitz and circulant matrix, is defined from its first row and column as (cf. Fig. 1 ):
where and .
• The input noise covariance matrix, , is assumed to be diagonal equal . The off-diagonal case will be considered later.
• Each row, , , of the measurement matrix is defined as (cf. Fig. 2 ),
• The measurement noise covariance matrix, , is assumed to be diagonal with, . Instead of testing the sensibility using the variance, , we will use the Signalto-Noise Rate (SNR), which can be defined as, where (on average). To avoid any favourable situation for the proposed algorithms, the matrices and have been chosen to be well structured and clearly non-orthogonal (see Section IV-C). In our experiments, we proceed as follows:
• we independently simulate, using the state-space system described above, state processes, , and observation processes, , with (we consider 50 observations ); • for each simulation, , we estimate the system state, , from the observations, , , using the VBPKF, VBSKF, EnKF and the KF, which serves as a benchmark solution.
All the results are then averaged over the number of simulations, . 
A. Convergence Illustration
We consider . Fig. 3 plots the evolution of the Kullback-Leibler divergence, KLD, as function of iterations, of the filtering pdf computed by the KF from its approximations computed by the VBPKF and VBSKF for instances . Note that KLD can be exactly evaluated in the Gaussian case (see e.g., [64] ). Apart from the initial time instant in which the VBSKF is slightly less accurate than the VBPKF, the KLDs resulting from these algorithms are almost equal. Furthermore, the minimum of KLD at any time is often reached after about 10 iterations only.
B. Performance Study
We assess here the performance of the proposed algorithms w.r.t. the KF and the EnKF (with perturbed observations), by setting iterations based on the above results. The performances are measured using the empirical MSE of the filtering Fig. 3 . KLD of the filtering pdf given by the KF from its approximations given by VBPKF and VBSKF.
estimates, and/or the empirical standard deviation which is defined by, where denotes the filtering estimate of by one of the algorithms. Unlike the optimal KF, the performance of the sub-optimal EnKF depends on some parameters (localization and inflation parameters, among others), as we will see in the section below in which we investigate the effect of these parameters on the EnKF before we compare it with our schemes.
1) Sensitivity of the EnKF to Localization and Inflation Parameters:
The EnKF runs with members. Although seems to be small compared to the state dimension, , it has been proven in a wide range of geophysical applications that of the order provides good performances, even when the state-space system is nonlinear [9] , [52] , [32] . The success of the EnKF in the situations for which , relies, in part, on two very popular strategies commonly used to overcome the undesirable effects that are usually encountered in these situations: i) the covariance localization strategy which tackles the rank-deficiency and spuriously large cross-correlations between distant state variables in the ensemble covariance matrix [65] , and ii) the covariance inflation strategy which tackles the underestimation of the sample error variances associated with the use of small ensemble size, among other neglected uncertainties [66] .
Let us now turn back to our system, and use the localization and inflation techniques in the EnKF with . The localization is performed using the fifth-order correlation function given in [67, (4.10) ]. Fig. 4 shows the contour map of the empirical standard deviation, , as a function of the localization and inflation parameters. Overall, the values of over the whole range of localization and inflation parameters vary within a small interval, , which suggests that the performance of the EnKF is not very sensitive to these parameters. The minimum value of corresponds to localization and inflation parameters equal 12 and 1.5, respectively; such values will be used in the next section to compare the EnKF w.r.t. the KF and the proposed schemes.
2) Performance Comparison: Fig. 5 plots the first four components of the true state and their estimates as they result from the KF, EnKF, VBPKF and VBSKF. Overall, all the algorithms provide very good estimates. To distinguish their performances, the empirical MSE for the filtering estimates is plotted in Fig. 6 . The proposed filters are slightly less accurate than the EnKF, which provides MSEs closer to those of the KF. Our filters are however much faster than the EnKF; the VBPKF is about 43 times faster and the VBSKF is about 12 times faster.
To study the sensitivity of the proposed algorithms to the SNR, we display in Table I the standard deviation, , for different values of SNR (recall that so far, ). As expected, the values of resulting from the four algorithms are inversely proportional to SNR, and the KF always outperforms EnKF, VBPKF and VBSKF. On the other hand, the proposed filters become slightly more accurate than the EnKF for low SNR values (starting from 15 dB). We finally consider the case of an off-diagonal input noise covariance matrix, (Section IV-D above). For that purpose, the entries of are defined as, Similarly to Table I, Table II plots for different values of SNR. The results of the proposed filters were obtained using iterations, while for the EnKF, members, and the localization and inflation parameters were set to 16 and 1.2, respectively (these "optimal" parameters have been chosen by trial and error as in Section V-B1 above). Once again, the values of as resulting from all the filters are inversely proportional to SNR, and the KF outperforms the other filters, as expected. The proposed filters are always slightly less accurate than the EnKF, with the performances becoming very close for low SNR values. The lower accuracy of the proposed filters w.r.t. the EnKF may originate from the fact that the EnKF uses the true (exact) covariance, , while the proposed filters use an approximate diagonal covariance matrix, that is estimated from using the strategy presented in Section IV-D above.
VI. CONCLUSION
We proposed two new approximate iterative Kalman Filters (KF) based on the Variational Bayesian (VB) approach for linear and Gaussian state-space models with very large state dimensions, . While sharing the particularity of propagating state estimates with diagonal covariance matrices, they differ in the way the successive filtering estimates are linked. The VB Smoothing-based KF (VBSKF) involves a smoothing estimate while the VB Prediction-based KF (VBPKF) involves a prediction estimate. The diagonal property of the covariance matrices enables a squared computational cost in compared to a cubic cost in the KF. Moreover, notwithstanding the iterative character of VBPKF, its implementation cost is always around times less than that of the Ensemble KF (EnKF) for a given ensemble size ; the comparison between the cost of the VBSKF, which depends on the number of iterations, , and that of the EnKF, is a function of the value of w.r.t. . We studied the performances of our filters and compared them with those of the KF and the EnKF with localization and inflation, through a numerical example. For this example, the proposed filters show performances that are comparable to those of the KF and EnKF, in both cases of diagonal and off-diagonal input noise covariance. Furthermore, the proposed filters slightly outperform the EnKF in the diagonal case for low Signal-to-Noise Rate (SNR) values, while the EnKF becomes slightly more accurate in the off-diagonal case for all SNR values. Applying the proposed algorithms to real-world data and establishing theoretic convergence results are important directions for future work. We will also consider this framework in the context of Kalman-like smoothing focusing on computational cost and storage capacity. Finally, we are currently exploring the same idea of splitting the state vector using the VB approach, in the nonlinear state-space model case following the framework of particle filters.
APPENDIX A SOME USEFUL PROPERTIES OF GAUSSIAN PDFS
The derivations in this paper rely on the following properties of Gaussian random variables, which are recalled for convenience. (37) - (40) We show here that (37)- (40) are obtained from (35) and (36) . Let us start with an explicit derivation of (36) . From (9)- (10), we have (56) (57) Taking the expected value of w.r.t and of w.r.t. , the r.h.s. of (36) becomes proportional to with and . Therefore, using Prop. 3, we obtain a Gaussian pdf, , whose parameters are given in (39) and (40) .
Concerning the derivation of (35), we start with the following factorization that directly arises from model (1): (58) in which we insert (56) to obtain, with independent of . Now, taking the expected value of (59) w.r.t.
, the r.h.s. of (35) becomes proportional to This eventually shows, using Prop. 3, that is Gaussian with moments given in (37) and (38) .
APPENDIX C PROOF OF (48)-(51)
We show here that (48)- (51) arise from (47) . Using (56) and (58), we obtain (60) with and are independent of and . On the other hand, from (57), we have (61) with independent of , and and are defined in Appendix B. Accordingly, using (60) and (61) and assuming that is Gaussian, the r.h.s. of (47) is proportional to (62) Therefore, using Prop. 4, we can easily verify that is Gaussian with parameters given by (50) and (51) , and that is Gaussian with a variance given by (48) and a mean equal to (63) (63) by , we eventually obtain (49) . The proof is achieved by noticing that the Gaussianity of , assumed above, is guaranteed when starting at the initial time from by assuming that is Gaussian with a diagonal covariance matrix.
APPENDIX D DETAILS OF COMPUTATIONAL COMPLEXITY FORMULAS
The computational complexities provided in this paper consider each addition, subtraction, multiplication, division, or square-root operation as one flop [68] . They are based on:
• flops to compute the inner product, . , of two vectors, and ; • flops to compute a non-symmetric matrix, , with and are and matrices, respectively. The number of flops reduces (approximately) to the half, say, when is symmetric; • flops to compute a square-root (and lower triangular or upper triangular) matrix of a matrix using the Cholesky decomposition (see e.g., [60, page 175] in which only the leading term is considered); • flops to invert a lower (or upper) triangular matrix. The approximate numbers of flops of the proposed algorithms are detailed in Tables III and IV, keeping in mind that is assumed diagonal. Those of KF (16) and EnKF (20) can be similarly obtained (see also [69] and [70] ). Finally, note that in the EnKF we assumed that the sampling cost of drawing one sample from , which is very small, is equivalent to one flop; such an assumption intervenes only in the secondary terms of (20) , which are ignored in the high-dimensional state case as it was discussed in Section IV-C above.
