In this paper we study four kernel machines for estimating expected shortfall, which are constructed through combinations of support vector quantile regression (SVQR), restricted SVQR (RSVQR), least squares support vector machine (LS-SVM) and support vector expectile regression (SVER). These kernel machines have obvious advantages such that they achieve nonlinear model but they do not require the explicit form of nonlinear mapping function. Moreover they need no assumption about the underlying probability distribution of errors. Through numerical studies on two artificial and two real data sets we show their effectiveness on the estimation performance at various confidence levels.
Introduction
Value at risk (VaR) and expected shortfall (ES) are two closely related and widely used risk measures (Jorion, 2007) . VaR is defined as the minimum potential return of a portfolio with a given confidence level over a certain time horizon. ES is defined as the conditional expectation of the return given that it is less than the VaR (Artzner et al., 1999; Taylor, 2008a) . In the insurance literature, ES is called conditional tail expectation. ES is a coherent risk measure whereas VaR is not, because VaR does not satisfy the subadditivity condition (Artzner et al., 1999) . The issue that is considered in this paper is the efficient computation of accurate estimate of ES. Although several methods have been presented, this issue is still a very challenging statistical problem. Taylor (2008a) proposed to estimate VaR and ES via linear asymmetric least squares regression. Efron (1991) showed that the expectile could be used to estimate VaR and ES because there existed a one-to-one mapping from expectiles to quantiles. Cai and Wang (2008) , Chen (2008) and Taylor (2008b) considered nonparametric econometric tools for ES
VaR and expected shortfall
Let y be a real-valued random variable with a continuous and non-decreasing distribution function F . In market risk measurement and management, y is usually the return on a portfolio over a certain holding period. The quantile regression function on y given the input vector x is defined as follows, q y (θ|x) = inf{y : F (y|x) ≥ θ}, θ ∈ (0, 1).
(2.1)
Alternatively, it can be defined as the minimizer of the objective function, VaR is defined as the minimum potential return in value of a portfolio with a given confidence level (1 − θ) over a certain holding period, which is θth quantile of the probability distribution of changes in the value of a portfolio. The VaR of the random return y given x with confidence level (1 − θ) is defined as
ES is defined as the conditional expectation of the random variable y given that it is below the VaR, which leads the ES with confidence level (1 − θ) is defined as
4)
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This shows that the ES is larger, in absolute value, than the VaR. The expectile regression function is defined as the minimizer of the objective function,
From Efron (1991) the expectile regression function can be used to estimate VaR and ES because there exists a one-to-one mapping from expectile regression functions to quantile regression functions. The estimation of ES from expectile regression function can be obtained by solving the following equation (Taylor, 2008a) ,
where τ is selected such that q y (θ|x) = e y (τ |x) and E(y|x) is the mean function. If y is defined to be a zero mean residual term, this becomes:
SVQR, RSVQR and LS-SVM
In this section we review SVQR, RSVQR and LS-SVM, which will be used for estimating ES in the next section. For other different types of kernel machines, see Bae et al. (2012) , Shim (2011, 2012) and Shim and Seok (2012) .
SVQR
Let the training data set be denoted by {(x i , y i )} n i=1 , with each input vector x i ∈ R d and the output y i ∈ R which is linearly or nonlinearly related to the input vector x i . Here the feature mapping function φ : R d → R h maps the input space to the higher dimensional feature space where the dimension h is defined in an implicit way. An inner product in feature space has an equivalent kernel in input space, φ(
. Several choices of the kernel K(·, ·) are possible. We consider the nonlinear case, in which the θth quantile function of y given x, q y (θ|x) for θ ∈ (0, 1), can be regarded as a nonlinear function of input vector x.
With a check function ρ θ , the θth quantile regression function can be defined as a function of any solution to the optimization problem,
where C is a penalty parameter penalizing the training errors and ρ θ (·) is the check function defined as ρ θ (r) = θrI(r ≥ 0) + (θ − 1)rI(r < 0) for θ ∈ (0, 1).
We can express the quantile regression problem by formulation for SVM as follows.
We construct a Lagrange function as follows:
We notice that the non-negative constraints α 
Solving the above optimization problem with the constraints determines the optimal Lagrange multipliers,α i andα * i . Thus, the estimated θth quantile function given the input vector x is obtained asq
whereb is obtained via Kuhn-Tucker conditions (Kuhn and Tucker, 1951 ) such aŝ
where n s is a size of the set
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For the model selection Yuan (2006) proposed the generalized approximate cross validation function as follows,
where λ is the set of hyperparameters, d ef f is a measure of the effective dimensionality of the fitted model and Yuan (2006) 
∂q y (θ|x i )/∂y i with a differentiable modified check function. Li et al. (2007) showed that d ef f is equal to n s .
RSVQR
We now introduce RSVQR proposed by Shim and Lee (2010) . RSVQR is based on the following nonlinear heteroscedastic model,
where s(x i ) is assumed to be positive, i is assumed to have median 0 and | i | is assumed to have median 1. For noncrossing quantile regression, we employ the basic ideas of restricted regression quantile of He (1997) with support vector median regression as follows:
Apply support vector median regression (SVQR with
to obtain the median functionmed(x i ) of y given x i and residualsr i = y i −med(x i ).
Apply support vector median regression on
to obtain the estimated median function of |r i | given x i ,ŝ i , which is the estimate of s(x i ) since the median of |ˆ i | is assumed to be 1.
Find the θth quantile ofr
Then the estimated θth quantile regression function of y given x t is obtained aŝ
whereŝ t is the estimated median function of |r| given x t . Here quantiles ofr i 's are noncrossed since the linear quantile regression is performed, which leads quantile functions of y given x i noncrossed. For model selection see Shim and Lee (2010) .
LS-SVM
The LS-SVM, a modified version of SVM in a least squares sense, has been proposed for the classification and the regression by Suykens and Vanderwalle (1999) . The LS-SVM model for function estimation has the following representation in feature space
where superscript t represents the transpose of a vector. Given a training set {y i ,
we define now the following optimization problem to get optimal w and b min w,b,e
(3.9) subject to the equality constraints
The cost function with squared error and regularization corresponds to a form of ridge regression. We construct the Lagrangian 
with y = (y 1 , . . . y n ) t , 1 = (1, . . . , 1) t , α = (α 1 , . . . , α n ) t and where
is a kernel function obtained from the Mercer's condition (Mercer, 1909) . Several choices of the kernel function are possible. Here w and φ(x) are not calculated. The resulting LS-SVM model for function estimation becomeŝ
whereα i 's andb are the solution to the linear system. The GCV function for model selection can be obtained as follows,
where S is the hat matrix such that f (x 1 ), · · · ,f (x n ) t = Sy, which is obtained from (3.12).
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ES estimation via kernel machines
In this section we describe four methods for estimating ES using SVQR, RSVQR and LS-SVM explained in the previous section. First we consider two methods that estimate ES employing IQRF (2.5) after computing VaR using SVQR or RSVQR. Hereafter, we call these methods as IQRF/SVQR and IQRF/RSVQR, respectively. These methods can be explained in more detail as follows:Ê
w jqy (p j |x) (4.1) with
is an estimator of the quantile regression function q y (p j |x), the p j 's are grid points such that 0 = p 0 < p 1 < · · · < p J = θ and J is the number of w j 's. Hereq y (p j |x) is obtained by SVQR or RSVQR, and J = [nθ], which is the nearest integer to nθ. Next we consider the method using SVQR and LS-SVM, which is explained below.
Findq y (θ|x
.
FindÊS(θ) using LS-SVM from
such that y i ≤q y (θ|x i ).
Hereafter, we call this method as SVQR/LS-SVM. Note that LS-SVM uses the training data consisting of (x i , y i ) such that y i ≤q y (θ|x i ). Therefore, the estimated ES for x t is given bŷ ES(θ|x t ) = i : yi≤q θ (y|xi) K(x i , x t )α i +b. Finally, we consider the method using SVQR and SVER, which is explained below.
1. Findq y (θ|x i ) using SVQR andÊ(y|x) using LS-SVM from {(
2. Find τ ∈ (0, 1) such thatq y (θ|x) =ê y (τ |x), whereê y (τ |x) is obtained using SVER.
ComputeÊS(θ|x) using (2.7) .
Hereafter, we call this method as SVQR/SVER.
Numerical studies
We now illustrate the performance of four ES estimation methods through two simulated and two real data sets. We compare four methods on the prediction performance. The numerical studies are conducted in MATLAB environment. In Example 5.3 we consider SVQR as a function of the length of the holding period and the one-step-ahead volatility forecast, and compare the performance of ES estimation methods for return data of KOSPI 200 and S&P 500 index data. The Gaussian kernel is utilized in every example, which is
Optimal values of hyperparameters of SVQR, RSVQR and LS-SVM are selected by the corresponding model selection criterion.
Example 5.1 Fifty data sets are generated to present the prediction performance of the proposed methods. Each data set is divided into a training data set and test data set, and each data set consists of 100 (x, y)'s and 40 (x, y)'s . Here x's are generated from the uniform distribution U (0, 1), y's are generated from a normal distribution N (sin(2πx), 1). The true θth quantile regression function is given by q y (θ|x) = sin(2πx) + Φ −1 (θ) for θ ∈ (0, 1), and the true θth ES is given by
The left panel of Figure 5 .1 shows the true θth quantile regression functions (solid lines) and ESs (dotted lines) imposed on the scatter plot of a test data set for θ = 0.1, 0.15, 0.2, 0.25. From 100 test data sets we obtain the average of mean squared errors (MSEs) ofÊS(θ|x) for θ = 0.1, 0.15, 0.2, 0.25 to compare the prediction performance, which are shown in Example 5.2 The data generation scheme is the same as the one in Exmple 5.1, except that y's are generated from a normal distribution N (sin(2πx), x 2 ). The true θth quantile regression function is given by q y (θ|x) = sin(2πx) + xΦ −1 (θ) for θ ∈ (0, 1), and the true θth ES is given by
The right panel of Figure 5 .1 shows the true θth quantile regression functions (solid lines) and expected shortfalls (dotted lines) imposed on the scatter plots of a data set for θ = 0.1, 0.15, 0.2, 0.25. From 100 test data sets we obtain the average of MSEs ofÊS(θ|x) for θ = 0.1, 0.15, 0.2, 0.25 to compare the prediction performance, which are shown in Table 5 .2. The boldfaced values indicate best performance/result. From the results we can see that overall SVQR/LS-SVM provides better prediction performance than other methods for this heteroscedastic normal case. The k-period rates of log returns, r k,t , are computed with r k,t = ln(p t ) − ln(p t−k ), where p t is the daily closing price of each index at the end of trading day t. For case of t − k ≤ 0, p t−k is the daily closing price of the corresponding trading day on December 2007. We consider log returns r k,t calculated for holding periods of 1, 3, 5, 7, 10, 12 and 15 trading days as in Taylor (2000) and . The dependent variable is defined by multiperiod return. Explanatory variables are defined by holding period k and one-step-ahead volatility forecast σ t+1 by t-GARCH(1,1) model (Bollerslev, 1987) . Then the dependent vector is constructed as follows:
where r k is a 248 × 1 or 254 × 1 vector with elements r k,t according to the corresponding index. In addition, the vector of holding periods is constructed as follows:
where is a 248 × 1 or 254 × 1 vector with each element of 1 according to the corresponding index. And the vector of volatilities is constructed as follows:
whereσ t+1 is a 248 × 1 or 254 × 1 vector with elements of one-step-ahead volatility forecast σ t+1 for each corresponding index. The t-GARCH(1,1) model is utilized to obtainσ t+1 for r 1 of each corresponding index. Then V aR(θ|x) using SVQR can be expressed as q y (θ|x) =
, where x = (k,σ). Gaussian kernel function is utilized in this example. The confidence level of VaR and ES given portfolio over a prescribed holding period is typically chosen to be 1% or 5%. After we calculate the estimates of ESs at 1% and 5% level using four estimation methods, we evaluate their performance through the average difference between the observed log returns and estimated ESs. The average difference is defined as follows:
, where the subscript k indicates the holding period, I(·) is the indicator function and n is the sample size. Given this formula, the negative value of the statistic indicates the underestimation of risk losses and the positive value, the risk losses' overestimation. ES measures are accurate when the value of the BT k (θ) tends to zero. Table 5 .3 and 5.4 show the average differences of four estimates of 1% and 5% ESs for KOSPI 200 index. Table 5 .5 and 5.6 are for S&P 500 index. The boldfaced values indicate best performance/result for a given holding period. For every different holding period, overall SVQR/LS-SVM shows better performance in accuracy than the other methods. 
Conclusions
In this paper we considered four ES estimation methods constructed through combinations of SVQR, RSVQR, LS-SVM and SVER, which solve the optimization problem in a mapped high-dimensional feature space. Two artificial data sets and two real data sets were used to test their effectiveness. The results clearly show their novelty in solving nonlinear estimation problem. Our finding suggests that the SVQR/LS-SVM would have great potentials in estimating ESs. However, unfortunately we could not provide the theoretical validation for the performances of these methods in this paper. We think this is a limitation of this research.
