The attached eddy hypothesis is used to develop a means of generating synthetic turbulent boundary layers. Fluctuating velocity fields are created from simple vortex shapes using the Biot-Savart law. These are superposed with mean velocity profiles from experiment or RANS to create boxes of data which can be fed in through the inflow plane of a simulation. This provides realistic time varying inflow data. The method is computationally inexpensive compared with other synthetic inflow generation methods. Two flows are investigated using this approach. In the first, detached eddy simulation is used to compute normal and angled injection of helium into supersonic turbulent crossflows at Mach numbers 3 and 4 respectively. The diameter of the injector in each case is comparable to the boundary layer thickness of the crossflow and it is to be expected that fluctuations in the turbulent boundary layer play an important role in the dynamics of the jet. A comparison of the helium mass fraction in the flow field is made with experimental data and the results are encouraging. The second case considered is a supersonic turbulent mixing layer with a convective Mach number of 0.46 and a Reynolds number of 12 × 10 6 /m (based on the velocity difference and average ρ and µ). The two streams are brought together across a thin splitter plate and the boundary layers on both sides are turbulent. Simulations are performed with steady inflow conditions and with the synthetic turbulent flow fields. The DES methodology is used for subgrid modelling and results are compared with the experiments of Goebel and Dutton. With unsteady inflow, the comparison with experiment was found to be very good.
Introduction
Advances in technology and numerical methods have, in recent years, facilitated the employment of Direct Simulations, Large Eddy Simulations and a host of hybrid RANS/LES methodologies. All these methods set out to resolve a significant range of energy containing length and time scales. Many of the target flowfields for these computations involve an inflow boundary at which space and time-varying velocity fields need to be imposed. If the region around the inflow boundary is steady, one could impose a stationary boundary condition. In practice, however, inflow boundaries are frequently placed in turbulent regions of the flow. In the absence of symmetries such as in periodic flows, the specification of the inflow velocity is substantially more difficult and plays a crucial role in the development of the flow downstream of the inlet.
The velocity specified at these boundaries must reflect the space and time scales the numerical method intends to resolve. If the inflow consists of an incoming boundary layer, the range of structures that are known to be present (horseshoe vortices, streamwise vortices etc.) must be represented, ideally with the correct spectrum, RMS values and phase information. For example, in computations of mixing layers, computing the developing boundary layers on the splitter plate would use a significant fraction of the available computing resources. Instead, boundary layer profiles computed using cheaper means (such as RANS, experimental profiles) could be (and frequently are) specified at the trailing edge of the splitter plate and augmented with perturbations of the flow variables. A brief but comprehensive survey of current inflow generation methods can be found in the paper by Keating et al. 1 In this paper, we propose a means of generating realistic turbulent flow fields (specifically for turbulent boundary layers) using the attached eddy hypothesis. In section I, we provide a sketch of the underlying theory and the method by which we propose to generate the synthetic flows. Section II talks about a priori tests on data thus generated. The numerical method is presented in section III and section IV presents results from using these inflow fields on a few test cases.
I. Attached Eddy Hypothesis
Perry and Chong 4 and Perry, Henbest and Chong 5 used the hairpin vortex shape as a representative unit in a kinematic model for wall turbulence. The model relies on Townsend's 2, 3 attached eddy hypothesis and is based on an assemblage of eddies with a range of length scales with varying population densities per eddy length scale. The term 'attached' derives from the fact that the characteristic lengths scale in proportion to the distance the eddy extends from the wall. Later work by Perry and Marusic 6 and Marusic and Perry 7 extended the basic model to compute second-order statistics, including spectra and showed good quantitative agreement for values of the Reynolds stress tensor given an experimentally measured mean velocity field for a range of wall bounded flows. Figure (1) shows an idealized sketch of a typical attached hairpin eddy that is considered in the above ensembles. The parameters involved are the size of the eddy, δ e , (not to be confused with boundary layer thickness), the circulation, κ (assumed to be constant for a given flow), the core diameter, r 0 (which scales with δ e ), and the inclination of the structure to the mean flow. The vorticity magnitude is assumed to have a gaussian distribution about the centerline of the structure in a plane perpendicular to the direction of the vorticity at any given point. The work in the papers mentioned above considers a random distribution of eddies in the plane of the wall. Recent studies suggest that the above assumption is not strictly accurate, in the sense that hairpin vortices are found to be spatially aligned, forming correlated 'packets' or trains organized along the streamwise direction. The evidence for spatial coherence has come from both experimental 8-10 and numerical [11] [12] [13] studies. Marusic 14 extended the attached eddy model of Perry and Marusic 6 to include coherent packets of vortices and found that these aggregates are statistically significant for Reynolds stresses and transport processes in the logarithmic region of wall bounded flow. Given a candidate eddy shape one could distribute them in the plane of the wall, either randomly or in the form of packets/trains. The fluctuating velocity field due to these eddies (and their images in the wall) is easily calculated using the Biot-Savart law (note that this field is divergence free) and superimposed on a mean velocity profile obtained either from experiment or a RANS calculation. It must be pointed out that the velocity field due to the eddies does not have a zero mean. The mean contribution due to the eddies is subtracted off the flow field before the velocity profiles from RANS/experiment are imposed. Thus only the fluctuating component of the field is used. The no-slip condition at the wall needs to be separately enforced. We do this using van Driest type damping functions. Details are provided in the sections to follow.
Synthetic inflow fields using the attached eddy hypothesis
The inflow boundaries we consider are restricted to those having an incoming turbulent boundary layer. This is a small, but important, subset of inlet boundary conditions.
The idea is relatively simple. Consider a domain which extends a small distance (of the order of a few boundary layer thicknesses) upstream of the inflow boundary. We run a separate, 'precursor' calculation on this domain using an inexpensive RANS method. This establishes the mean velocity profiles (and thermodynamic profiles for compressible flow) at the inflow plane (which is set to be the exit plane of the precursor grid) and upstream of it. In many cases, these profiles can be verified or supplemented by existing experimental data.
The next step is to distribute a collection of eddies in the plane of the wall and use the Biot-Savart law to compute the associated velocity field. A variety of distributions could be used. Depending on the level of sophistication required, one could use a random distribution or arrange them in trains to correspond with the notion of 'packets'. The restriction is that the fluctuating velocity field should reproduce the correct statistics (RMS values, spectra and Reynolds stresses) to a certain tolerance. This establishes a box of data which can be fed in a time-dependent manner through the inflow plane. One could choose the box size such that the ends are uncorrelated, which would enable us to use the data in a time-periodic manner. Increasing the size of the box does not place undue demands on the computation, since the precursor 'box' is set up prior to the actual simulation.
The paper by Marusic and Perry 7 considered several shapes for the vortex structures in their model. Essentially, these are simplified vortex skeletons consisting of straight line segments. This simplifies the process of evaluating the Biot-Savart integral considerably. Figure ( 2) shows two such configurations. The structure in figure (2a) consists of a simple shaped eddy with two 'legs' inclined to the streamwise direction and a bridge connecting them, along the span. In figure (2b) , the legs are joined to line segments ('tails'), which are at a shallower inclination to the wall and are meant to mimic the quasi-streamwise vortices which populate the buffer and inner regions of a boundary layer. Needless to say, these are just two out of several possible models and many refinements are possible. In this paper, we use the simpler shaped structure shown in figure (2a) . A hierarchy of scales is generated by geometrically scaling one such parent eddy by predetermined scaling factors (factors of two are used in this paper).
A procedure to construct the velocity field is given below. For simplicity, we assume that the flow corresponds to a flat plate turbulent boundary layer. The flow direction is assumed to be along x and the wall normal direction is z. The inflow boundary is assumed fixed at a given x location.
• Determine the mean velocity and thermodynamic profiles at the inflow location. The time step to be used in the actual DES simulation, ∆t, is used to determine the streamwise spacing in the precursor grid using ∆x = 0.8U ∞ ∆t. (A mean convection velocity of 0.8U ∞ for the structures is assumed)
• Compute the friction velocity u τ and the boundary layer thickness δ. The kinematic viscosity ν is assumed to be known or is determined, using for e.g., Sutherland's law.
• Construct the precursor box grid using ∆x determined as above and the grid at the inflow plane of the simulation. • The population density, p, (number of eddies in a square box of dimensions δ × δ) of the largest scale eddies (of size δ) is assumed. We use the value p = 1/2. The population density for the following hierarchies are 2p, 4p etc. It follows that an inverse power law for the probability density function of the eddy scales is implicitly assumed. This is consistent with the ideas of Townsend 2, 3 and others. [4] [5] [6] [7] The circulation (the measure of the net vorticity assumed to 'belong' to an eddy) also needs to estimated. We assume a value κ = Cu τ δ, where C = 0.025. The assumption being made here is that a fraction of the viscous sublayer, which has a velocity scale u τ , rolls up to form these structures.
• The eddies are distributed in the x-y plane in a random fashion.
• The Biot-Savart law is used to compute the (solenoidal) velocity field due to the randomly distributed eddies (and their images in the wall) at each grid point. The non-zero mean field due to the eddies alone is subtracted and the mean velocity profile (RANS/experiment) is added on. Note that the use of simple vortex skeletons consisting of straight line segments considerably simplifies this step, since simple analytical expressions can be derived for the velocity induced at a point due to a straight line vortex segment of known net circulation and distribution of vorticity in space. The computational cost is now of order O(nN ), where n is the total number of eddies and N is the number of grid points. If the Biot-Savart kernel is evaluated directly, the cost is of order O(N 2 ).
• The use of the image vortices ensures that the wall normal component of the velocity at the wall is zero. The no-slip boundary condition, however, has to be separately enforced. We use a van Driest type damping function of the form 1 − e Az/δ for each component of the velocity field.
• The fluctuating thermodynamic fields are estimated using the Strong Reynolds Analogy (see, for instance, Smits and Dussauge 18 for a discussion).
The computations mentioned above are inexpensive. Typically, for most of the inflow datasets used in this paper, the method took between 2 − 30 minutes on a desktop computer, depending on the size of the boxes. The results from a sample calculation are visualized using the imaginary part ('swirl strength') of the eigenvalues of the velocity gradient tensor are shown in figure (3). Four hierarchies were used. The eddy skeleton has four elements to it; the spanwise 'bridge' seen in fig. (2) is replaced with two straight segments forming a triangular arch. In this case, the damping function has not been applied.
The above procedure can be extended to include more spohisticated arrangements of eddies ('packets') or modified to account for more complicated geometries. Note that it would be impractical to resolve the scales in the inner layer since at moderate to high Reynolds numbers, it is comprised of extremely small-scale structures which are impossible to resolve on small/medium sized grids. The scheme is well suited, however, for LES or hybrid RANS/LES methods which do not resolve the wall. The Reynolds stresses and autocorrelation function (and hence, the power spectrum) predicted by the model agrees well with experimental data.The above results were obtained analytically from the velocity field of one representative eddy by using the Fourier shift/scale theorems and Campbell's theorem (see Papoulis 17 ) for uniform density shot-noise distributions.
II. A priori tests
In practice, however, one would use a set of pre-computed inflow data boxes. As an example, some statistics from one eddy box to be used in the computations are examined. The Mach number is 3 and the Karman number (Re τ ) is 4000. The streamwise spacing (∆x) (given by the time step used and the freestream velocity) is 0.05δ. The size of the precursor domain is set to be 6δ × 4δ × 6δ in the x, y and z directions, respectively. The first point off the wall is less than 1 wall unit off the wall. Four hierarchies of eddies are used, with 8 eddies of the largest scale (δ), 16 of scale δ/2 etc. The Biot-Savart calculation is done on a desktop and typically takes a few minutes to compute. The RMS values predicted by one such box compared to DNS data (Martin 16 ) at a similar Mach number are shown in figure (6) . The agreement, though not perfect, is reasonable, considering that no averaging is done over ensembles of data.
III. Numerical method
A finite-volume approach is used to solve the 3-D compressible Navier-Stokes equations with turbulence closure provided by the Spalart-Allmaras turbulence model 25 which has been modified to allow Detached Eddy Simulations (DES). The inviscid fluxes are computed using two different schemes: a low dissipation form of the Steger-Warming flux vector splitting method 26 with third-order upwind biased interpolation and a hybrid central/upwind scheme described below. The viscous fluxes and the turbulence source terms are evaluated using second-order accurate central differencing. The turbulence closure equation is fully coupled with the Navier-Stokes equations.
Implicit time integration is performed with the Full Matrix Data-Parallel method 27 which is fully parallelizable and allows large time steps to be taken to accelerate convergence. In a previous paper, 36 we discuss the effectiveness of the flux-evaluation method and some of the merits and demerits of the implicit time stepping scheme.
Two different solvers are used in the study: a structured, multi-block code and an unstructured solver (US3D). 28 The grids used in the unstructured solver are generated using the commercial packages GridPro and Gridgen. The viscous fluxes in the unstructured solver are evaluated using a weighted least-squares gradient approximation method.
We implement the DES method in the standard fashion 29 using the Spalart-Allmaras one-equation turbulence model with density corrections due to Catris and Aupoix 30 which is given as:
The diffusion term in the standard Spalart-Allmaras model is replaced with a term that makes the model consistent with the logarithmic law for compressible boundary layers. This has an effect on the boundary layer profile and predictions of skin-friction in the attached boundary layer. The coefficients in the equation have the standard DES definitions: S is the magnitude of vorticity and d DES is the DES length scale defined by d DES = min(d, C DES ∆), where d is the distance to the closest wall, ∆ is the largest dimension of the local cell and C DES is an adjustable parameter which was calibrated by Shur et al 31 in simulations of isotropic turbulence, and is 0.65.
Hybrid scheme
The paper by Ducros et al 32 illustrates the de-aliasing property of the skew-symmetric form of the inviscid fluxes. We use the second and fourth order accurate (finite-volume form) fluxes constructed therein. The fluxes are non-dissipative. In this paper, shock capturing is done by adding the dissipative portion of the modified Steger-Warming scheme mentioned above. Consider the flux at a cell face denoted by i + 1/2 (cell centers are denoted by i, i + 1 etc.). The modified Steger-Warming flux is written as:
In the equations above, U denotes the vector of conserved variables, R is the matrix of right-eigenvectors of the inviscid flux Jacobian A(= ∂F/∂U ), and Λ is the diagonal matrix containing the eigenvalues of A. Higher order schemes are composed by replacing U i and U i+1 by U L and U R , respectively, in the above equations, with U L and U R constructed at the face by upwind/upwind-biased interpolation.
In the hybrid scheme, the central portion of the flux is replaced by the skew-symmetric fluxes and dissipation is added selectively based on a sensor 2 ) which is able to distinguish between turbulent fluctuations and shocks. ψ takes on values very close to unity in regions where compression/dilatation is large and is small elsewhere. In practice, regions where ψ is larger than a small pre-assigned threshold value (typically ≈ 0.05) are marked as regions where the dissipation is actually applied. This way smooth regions of the flow are treating with the non-dissipative skew-symmetric fluxes and shocks are cleanly captured by the added dissipation. The scheme is similar to the one used by Pantano et al. 34 They use the skew-symmetric form of the fluxes in smooth regions of the flow and regions flagged using pressure and density curvature criteria are locally treated with a WENO scheme. Yee et al 35 proposed a scheme where the dissipation is added in the form of a filtering step to the solution given by the non-dissipative operator. The scheme, though attractive, was found to be less stable at large CFL numbers compared to the case where the dissipation is applied prior to the time-advancement.
IV. Results
We consider two widely different flows: gaseous injection (of helium) into a supersonic crossflow (air), which is essentially a flat plate turbulent boundary layer; and a mixing layer formed by the merger of turbulent boundary layers separated by a thin splitter plate. For the injector flow, two cases, one with normal injection and the other with angled injection are discussed in this paper. A detailed discussion of the helium injection flows can be found in the paper by Peterson et al. 21 It must be noted that in the injection simulations, the DES model is operating in a regime which it is not calibrated for. The switch between the RANS and the LES takes place within the boundary layer. Calculations performed using DES in this mode are usually found to be erroneous, in the sense that the top part of the mean velocity profile is found to be too 'high', the RMS values are incorrect and the skin friction is underpredicted. However, the inflow boundary for these cases is placed quite close to the injector, and the jet-crossflow interaction takes place before the mean properties of the boundary layer are corrupted. It is possible that the flow further downstream of the injection hole is affected by this.
The streamwise length of the eddy boxes used in the calculations was large compared to the boundary layer thickness (of the order of 30 − 70δ). This was done to avoid bias that would result from the use of a short eddy box in a time-periodic manner.
Gaseous injection into supersonic crossflow

Normal Injector
The first case that was simulated is discussed in the paper by Barber et al. 20 In this case, helium is injected normally through a circular injector. The freestream Mach number is 3, and the freestream total temperature and pressure are 294 K and 6.5 atm, respectively. The helium is injected with a total temperature of 299 K and a total pressure of 120 kPa, resulting in a mass flow rate of 0.89 g/s. The crossflow boundary layer thickness was found to be 4.1mm. The grid used for simulations of this case encompassed the first two data planes presented by Barber et al. and consists of 3.81 million cells. The DES simulations with the synthetic inflow boundary layer used an eddy box 73 δ long.
Simulation of this case with the DES formulation without the synthetic inflow boundary layer results in a flow field absent of any large, unsteady motions as seen in figure (7) . The introduction of the perturbations in the synthetic inflow boundary layer causes the flowfield to become greatly unsteady, and results in large undulations of the jet plume as seen in the instantaneous helium mass fraction contours of figure (7) . The contours in the figure are distributed exponentially, and indicate vastly more mixing in the case with the synthetic inflow than in the case without.
Experimental measurements of time-averaged helium mass fraction were made at several downstream planes normal to the flow direction. Figure (8) shows the measurements, as well as the results from DES, with and without the synthetic inflow boundary layer, and RANS simulations for a plane 25.3 injector diameters downstream of the injector port. The results reiterate the enhanced mixing that results from the use of the synthetic inflow boundary layer. Without the eddies, the maximum mean helium concentration is predicted as 0.967, greatly exceeding the measured value of 0.12. With the eddies, DES gives a mean maximum concentration of 0.187. While still larger than the measured value, this is much more comparable to the experiment. The RANS also over-predicts the value, giving a maximum of 0.155. It is also seen that the presence of the unsteady boundary layer lowers the location of the jet core (defined as the region containing the maximum mean helium mass fraction) and increases the lateral mixing, resulting in a mean profile that is more in accordance with the experiment.
Figure (9) shows helium mass fraction contours 43.9 injector diameters (equivalent to 97 'effective diameters', defined as 37 R b = ṁ j /ρ ∞ u ∞ ) downstream of the injector port. Without the unsteady boundary layer, the DES shows no discernable growth in the area of the jet plume, and the concentration gradients on the boundaries of the jet plume remain large. The maximum mean helium mass fraction is again several times larger than the measured value, 0.326 and 0.072, respectively. With the eddies, the jet plume is seen to grow in area, and the boundary of the plume is more representative of what is seen in the experiment. The maximum mean concentration is also more in line with the experiment, having a value of 0.079. While the wall normal coordinates of the jet core are higher for the DES with the synthetic boundary layer than in the experiment, the rate of penetration of the core is found to comparable. 21 Without the eddies the DES is found to over-predict the rate of core penetration. RANS is found to under-predict the penetration rate.
Angled Injector
The experimental configuration is discussed in the paper by Maddalena et al. 22 It consists of a single injector angled at 30
• with respect to the freestream. The freestream Mach number was 4, with total temperature and pressure of 295 K and 1034 kPa, respectively. The helium was heated to a total temperature of 313 K and injected with a jet-to-freestream momentum flux ratio of 2.1. The helium mass flow rate is 3.4 g/s and the incoming boundary layer was estimated to be ≈ 13mm thick. The grid used to simulate the case consists of 1.65 million cells. The eddy box used for the unsteady inflow case was 30δ long. Shown in Fig. (10) are helium mass fraction contours from the experiment, DES with and without the unsteady inflow, and RANS simulations. The plane of data is 16.4 injector diameters downstream of the injector port. Comparing the DES with and without the eddies we see a large increase in the amount of mixing of injectant and freestream air. While the DES without the eddies gives a maximum helium mass fraction of 0.978, the DES with the eddies gives a maximum mean value of 0.354, which matches the experimentally measured value of 0.358 well. The presence of the eddies is also seen to increase the spanwise and wall normal direction mixing of the jet plume. Without the eddies the jet plume is found to be only 5.2 injector diameters wide (based on the lowest contour level), whereas with the eddies the jet plume is 6.9 diameters wide. The experiment also gives a width of 6.9 diameters.
The disagreement between the experiment and the DES with the unsteady inflow is in the core of the jet plume. The experiment has a kidney or horseshoe shaped core, whereas the DES shows two distinct cores that correspond to the centers of the counter-rotating vortex pair (CVP). The CVP is found to be excessively strong and the DES without the eddies shows a region of very little helium between the CVP cores. With the eddies, the CVP is weakened, on average, allowing for higher helium concentration between the CVP. However, even with the unsteady inflow, the CVP is still too strong, causing the formation of the two cores. The turbulent fluctuations that are present in the flow make the flowfield generated by the DES with synthetic inflow more realistic than the RANS simulation. Comparing the instantaneous helium mass fraction contours of fig. (11) to the mean helium mass fraction of fig. (10b) , it is clear that the DES predicts large local fluctuations and intermittency in the helium concentration. The RANS, as expected, predicts no fluctuations. While reproducing the correct mean values is no doubt important, producing meaningful instantaneous flow fields is of utmost importance for these flows.
Supersonic mixing layer
Experimental conditions
Goebel and Dutton
38 performed a series of benchmark experiments in which compressible turbulent mixing layers with a range of relative Mach numbers were examined. We simulate one of these cases (referred to as case 2 in their paper) with the aim of examining the effect of the unsteady inflow boundary condition. A schematic of the flow configuration is shown in figure 12 . The subscripts 1 and 2 refer to conditions in the primary (top) and secondary (bottom) streams, respectively. The exit height of each stream (h) is 24mm and the width is 96mm in the experiment. The two streams were brought together at an angle of 2.5
• across a thin splitter plate of thickness ≈ 0.5mm. Laser Doppler velocimetry and schlieren imaging were used to examine the flowfields. For the case we are considering, the relevant parameters are shown in table (1) .
In the table, T t refers to total temperature, δ is the boundary layer thickness on the splitter plate, M c is the convective Mach number, and M r = ∆U/ā is the relative Mach number. The overbar corresponds to an average of the top and bottom stream values.
Details of the computation
The computational domain extends from the tip of the splitter plate to a streamwise distance, L x = 300 mm. The boundary layer profiles on the splitter plate were obtained using separate RANS calculations and the boundary layer thickness on each side (δ 1 , δ 2 ) was matched to the experimental value. The grid consisted of ≈ 1.8 million cells, with 600 points in the streamwise direction (x), 128 points in the transverse direction (z) and 24 points in the spanwise direction. The full height of the experimental domain (h) was considered. However, only a fraction of the spanwise length (13 mm) was simulated, owing to the large computational cost. Note that the spanwise length corresponds to ≈ 4.5δ 1 , with a grid spacing of 0.18δ 1 . The grid is constructed such that the incoming boundary layer is fully resolved (the first point off the wall is at y + = 1 and there are ≈ 30 points in the boundary layer on each side of the splitter plate). The grid points are packed towards the tip of the splitter plate in the streamwise direction as well, so as to capture the tip vortices. Consequently, the region near the splitter plate tip is very well resolved. Supersonic outflow conditions are imposed at the exit boundary (on the far right in the schematic ( figure 12 ) and slip boundary conditions are imposed on the upper and lower surfaces of the domain. The wall of the splitter plate tip is treated as a viscous wall with no-slip boundary conditions. Periodic boundary conditions are used in the spanwise direction. The fluxes are computed using the low-dissipation hybrid scheme mentioned earlier in the paper. The time step used is 0.1µs. This gives a CFL number of 25; larger time steps were found to be overly dissipative.
Steady inflow
First, we consider the case where the incoming boundary layer is steady. Figure (13a) shows instantaneous density contours in the x-z plane for this case. Compression and expansion waves originating from the tip of the splitter plate are clearly seen, along with a row of tip vortices that are shed periodically. The mixing layer is then seen to be relatively quiescent to a length of ≈ 170mm, at which point turbulence seems to originate 'spontaneously'. There is no evidence of organized large-scale structures as seen in subsonic mixing layers; this is in accord with experiment.
After the flow was deemed to have reached a statistically steady state, statistics were compiled over five flow times (based on L x and U 2 ). Figure (14) compares mean and RMS values with experimental data for this case.
The mean velocity profiles are less developed than the corresponding experimental ones; the slopes of the velocity profile lag the measured values noticably. Note also the undershoots in the velocity profiles at the first three stations. This seems to indicate the passage of organized vortex structures. Although the graph of u ( fig. 14b) at the x = 300mm station seems to match the measured data well, the overall agreement is rather poor. The plots of u and w at the first two stations shown (at 100mm and 150mm from the tip) are narrower and lower in amplitude than they should be. The results indicate that the growth of the mixing layer is delayed compared to experiment. Georgiadis et al 39 also performed a hybrid RANS/LES simulation of the same flow case with steady inflow conditions. The mean value of the streamwise velocity was found to compare well with experiment. However, the RMS values were found to be consistently higher and the curves are broader than the corresponding experimental ones. The size of the domain in the spanwise direction was smaller (by a factor of 2) than the one used here. The role of the LES model (Smagorinsky with a range of values for the Smagorinsky 'constant' C s , in their case, and DES in ours) may also have a large influence on the results. 
Unsteady inflow
The boundary layer profiles at the inflow are modulated using our synthetic turbulence generation method. Owing to the relatively small time step, the box sizes used were restricted to 6δ (Taylor's hypothesis dictates the streamwise grid spacing in the box). Four hierarchies of eddy structure (ranging in size from δ to δ/8) were used and the Strong Reynolds Analogy (also referred to as Morkovin's hypothesis) was used to compute the fluctuating density and temperature fields. The structures being fed in are comparable in scale to the tip vortices that are shed from the splitter plate. Presumably, there is a strong interaction between them. This is evident in figure (13b) which shows instantaneous density contours for this case. The difference is striking. The elongated row of tip vortices is broken up very close to the splitter plate and turbulence sets in almost immediately. The flow features, especially the thin, angled structures seem to resemble those commonly seen in schlieren images of compressible turbulent mixing layer flow-fields. Small scale features are also evident, indicating that the hybrid flux evaluation scheme is performing adequately.
The time averaged profile of streamwise velocity and RMS values of streamwise and transverse velocity are plotted in figure (15) . The mean velocity ( fig. (15a) ) is in good agreement with experimental data. The slopes are correct, indicating that the growth rate is well matched. The plots of u and w , in figs. (15b, 15c) are also fairly accurate. Overall, there is a marked improvement in the quality of the results when the unsteady inflow is used.
Conclusions
A means of constructing synthetic turbulent boundary layers was explored. The method is extremely inexpensive, computationally. Additionally, values of Reynolds stress which are difficult to predict from experiment/RANS do not need be known a priori. Two different flows were examined for the effect of unsteady inflow fields generated using this new method. Normal and angled injection of helium into a crossflow was considered and highly unsteady motion of the jet plumes was observed. The effect of using the synthetic boundary layer was found to considerably improve predictions of mean helium concentration compared to using DES with steady inflow. Some unresolved issues such as the unusually high strength of the counter rotating vortex pair and the rate of separation of the jet plume from the wall need further exploration. However, given the difficulty of simulating jet interaction flows with supersonic crossflows, the results were found to be promising. A mixing layer formed by the interaction of two turbulent boundary layers was also simulated. The unsteady inflow has a positive influence on the spatial flow development. The results, overall are very encouraging and we feel that further investigations to characterize the method in other flows is merited. 
