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Resumen
Las ima´genes de Radar de Apertura Sinte´tica (SAR), tanto monopolarizadas como
polarime´tricas, son de suma importancia en la comprensio´n y entendimiento del medio
ambiente, porque a partir de ellas puede obtenerse informacio´n que ningu´n otro tipo de
ima´genes provee. Sin embargo, las ima´genes SAR tienen la desventaja de que son muy
dif´ıciles de analizar e interpretar. Hallar el contorno de regiones es una tarea particu-
larmente complicada en este tipo de ima´genes, debido al ruido speckle que corrompe la
imagen e impide encontrar los puntos de la frontera entre diferentes regiones.
En esta tesis se presenta un nuevo enfoque en modelado, extraccio´n de caracter´ısticas,
deteccio´n de bordes y segmentacio´n de ima´genes SAR, por medio del ajuste del contorno
de regiones en la imagen.
Comienza con una s´ıntesis sobre las herramientas que utilizamos durante todo el tra-
bajo: las ima´genes SAR monopoloarizadas, la familia de distribuciones estad´ısticas G y las
curvas B-Spline.
Luego se introduce una serie de procedimientos para deteccio´n de bordes en ima´genes
SAR, basados en hallar puntos de borde entre regiones a lo largo de segmentos de recta
estrate´gicamente dispuestos sobre la imagen. Estos algoritmos comienzan con el proceso
de inicializacio´n, que consiste en ubicar una curva B-Spline, y continu´an con los me´todos
de deteccio´n que trabajan en un entorno de la misma. El objetivo de la inicializacio´n es que
los me´todos tengan ma´s ra´pida convergencia y menor costo computacional. Los me´todos
de contornos deformables fallan cuando el objeto de intere´s no es convexo, proponemos
entonces un algoritmo que soluciona los problemas que dependen de la forma del objeto.
Se exponen tambie´n dos me´todos alternativos en la bu´squeda de los puntos de bor-
de: uno que utiliza difusio´n anisotro´pica para suavizar el arreglo de estimaciones y otro
basado en estimaciones de la dimensio´n fractal. Todos los me´todos son evaluados y com-
parados. Finalmente se presenta un algoritmo de deteccio´n de bordes en ima´genes SAR
polarime´tricas.
La validez y eficiencia de los me´todos presentados esta´ rigurosamente confirmada por
experimentaciones en ima´genes sinte´ticas y reales.
Abstract
Synthetic Aperture Radar (SAR) images, both monopolarized and polarimetric, are a
very important tool in the understanding of the environment, because they provide infor-
mation no other sensor can provide. Nevertheless, these images have the disadvantage of
being very difficult of analyzing and interpreting. Finding region contours is a particularly
complicated task in this type of images, due to the speckle noise that degrades them and
makes it difficult to find the border points between two regions.
This thesis presents a new approach for modelling, feature extraction, boundary de-
tection and segmentation in SAR images, using region contour fitting.
5
We begin with a synthesis about the tools we will use throughout this work: monopo-
larized SAR images, the G family of statistical distributions and the B-Spline curves.
After this, a series of procedures for boundary detection in SAR images, based on
finding points on the frontier between two regions along straight lines conveniently placed
on the image, is introduced. These algorithms begin with an initialization process that
consists in placing a B-Spline curve, and continue with detection methods that operate in
a neighborhood of it. The objective of the initialization is allow all methods to converge
faster and with a lower computational cost. The deformable contour methods fail when the
object of interest is not convex. We thus propose an algorithm that solves the problems
that depend on the object’s shape.
We also expose two alternative methods for the search of the border points: one that
uses anisotropic diffussion for smoothing the array of estimates, and other based on frac-
tal dimension estimates. All the methods are evaluated and compared. Finally, a border
detection algorithm in polarimetric SAR images, is presented.
The validity and efficiency of the presented methods is rigurously confirmed by exper-
iments in synthetic and real SAR images.
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Cap´ıtulo 1
Introduccio´n
La tarea de encontrar el contorno de regiones es de suma importancia en el ana´lisis de
ima´genes porque permite interpretar automa´ticamente las mismas y solucionar problemas
fundamentales en el a´rea de procesamiento de ima´genes.
Las ima´genes de Radar de Apertura Sinte´tica (SAR, Synthetic Aperture Radar) son
utilizadas en monitoreo ambiental, conocimiento del ecosistema, deteccio´n de manchas de
petro´leo en el mar, deteccio´n de claros en bosques, agricultura y planeamiento urbano
entre otras aplicaciones. Este tipo de ima´genes poseen un ruido inherente a su proceso
de captura y formacio´n, llamado ruido speckle el cual es propio de todos los sistemas
generadores de ima´genes con iluminacio´n coherente, otras ima´genes de este tipo son las
de ecograf´ıa sonar y laser.
El ruido de la imagen es la principal dificultad en los algoritmos de deteccio´n de bordes
porque muchos de ellos encuentran regiones utilizando extraccio´n local de caracter´ısticas,
es decir utilizando la informacio´n presente en un pixel. En el caso de deteccio´n de bordes
de objetos en ima´genes con ruido speckle, no es posible utilizar la informacio´n puntual,
sino que hay que analizar la imagen a partir de conjuntos de pixels. La segmentacio´n de
ima´genes SAR es reconocida como un problema de gran complejidad, debido a la presencia
del ruido speckle. Este ruido es lo que hace que en este tipo de ima´genes se vea un granulado,
y es la razo´n por la cual son muy dif´ıciles de analizar e interpretar. Es tambie´n la razo´n por
la cual los me´todos cla´sicos de procesamiento de ima´genes, como los basados en deteccio´n
de bordes ([109], [78], [79], [13]), o eliminacio´n de ruido ([118], [1], [4]) resultan ineficientes
cuando son aplicados en ima´genes SAR.
Por estas razones resulta de gran utilidad el desarrollo de algoritmos automa´ticos, no
supervisados, de ana´lisis, segmentacio´n e interpretacio´n de ima´genes SAR.
Diversos autores han estudiado el problema de adaptar los me´todos cla´sicos de proce-
samiento de ima´genes para que puedan ser aplicados a ima´genes SAR, utilizando te´cnicas
basadas en deteccio´n de bordes ([11], [120], [89]) o filtrado ([116], [36], [70]), con relativo
e´xito. Estas te´cnicas tienen en comu´n el ana´lisis de la imagen completa pixel por pixel, lo
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que implica un alto costo computacional, teniendo en cuenta las grandes dimensiones que
pueden poseer las ima´genes SAR.
Por otro lado, los algoritmos de contornos activos y Snakes esta´n siendo muy utilizados
en los u´ltimos an˜os, por su robustez y tratabilidad. El primer algoritmo de deteccio´n de
bordes para ima´genes o´pticas, basado en evolucio´n de curvas por medio de la minimizacio´n
de la energ´ıa y ca´lculo variacional, fue desarrollado por Kass et al. [62]. Consiste en la
evolucio´n de una curva dentro de la imagen, hasta ajustar el borde de un objeto. Este
me´todo presenta serias limitaciones porque tiene dificultades en la convergencia si el objeto
no es convexo, es muy sensible a la ubicacio´n del contorno inicial y no permite cambios
en la topolog´ıa. Se han desarrollado diversas mejoras a este procedimiento que solucionan
lo problemas planteados, como los me´todos de distance snakes [19], baloon snakes [18],
contornos deformables [81] y gradient vector flow snakes [127], que resultan muy poco
robustos en ima´genes con ruido y son muy sensibles a modificaciones en los para´metros,
como se muestra en el art´ıculo [25], donde se comparan todos ellos.
En el an˜o 1988 aparecen los primeros me´todos de evolucio´n de frentes, desarrol-
lados por Osher y Sethian [92], seguidos por Malladi [74] y ma´s tarde formalizado
en [114], [113], [111]. Tambie´n comienzan los algoritmos de conjuntos de nivel, co-
mo [133], [28], [94], [14], [128], [91], [123], [77], o los que utilizan te´cnicas de morfolog´ıa [7].
Todos ellos esta´n basados en soluciones de ecuaciones diferenciales en derivadas parciales y
resultan mucho ma´s robustos que los anteriores, adema´s permiten cambios en la topolog´ıa.
Pero tienen la dificultad de que son muy sensibles al ruido de la imagen. Estos algoritmos
empezaron recientemente a adaptarse para ser aplicados en ima´genes SAR para deteccio´n
de bordes de objetos y manchas de petro´leo (ver [2], [3] y [55]). Sin embargo tienen la
desventaja de que son muy costosos computacionalmente por la gran complejidad que
conllevan.
Otra clase de algoritmos de contornos activos son aquellos basados en regiones. Ger-
main et al. presentaron en [43] un algoritmo de este tipo para datos que siguen la ley
de probabilidad Γ. En este esquema un contorno es deformado iterativamente para lo-
calizar el borde de un objeto, guiado por un criterio estad´ıstico, utilizando la distribucio´n
Γ para caracterizar los datos. El problema del me´todo es que la distribucio´n Γ no modela
apropiadamente los datos SAR provenientes de regiones muy heteroge´neas (ver [84]).
Por otro lado, en esta tesis se utiliza la representacio´n de curvas B-Spline como herra-
mienta fundamental en la descripcio´n de contornos. Este enfoque ha sido utilizado en
deteccio´n de bordes [17], [56] aproximacio´n de formas [82], [10], [29], [95], [32] y seguimiento
de objetos en secuencias de video [12], [9], [64]. El contorno formulado por medio de curvas
B-Spline, tiene varias ventajas con respecto a otras representaciones de curvas porque
permite control local, requiere pocos para´metros y es una funcio´n suave.
En este trabajo proponemos un nuevo me´todo de ajuste de curvas a bordes de objetos
o regiones en ima´genes con ruido speckle que tiene excelentes resultados, con un aceptable
costo computacional. Los algoritmos propuestos consideran la imagen por regiones, en
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lugar de hacerlo sobre toda la imagen, lo cual es un gran ahorro en tiempo de co´mputo.
Adema´s provee una fo´rmula matema´tica para el contorno que depende de muy pocos
para´metros.
El algoritmo comienza con un paso de inicializacio´n, es decir una curva inicial, que
se encuentra automa´ticamente y que tiene el objetivo de que los procedimientos tengan
ma´s ra´pida convergencia y menor costo computacional. Luego, se deforma la curva inicial
hasta ajustar el contorno del objeto de intere´s.
Para hallar los puntos de borde entre las diferentes regiones de la imagen se trabaja
sobre la hipo´tesis de que los datos SAR son modelados con la familia de distribuciones
estad´ısticas G bajo el modelo multiplicativo. Esta familia de distribuciones se utiliza para
describir los datos de la imagen. Fue propuesta por Frery et al. en [40], donde los autores
demuestran que esta clase de distribuciones modela los datos con ruido speckle mejor que
otras distribuciones, especialmente en el caso de a´reas extremadamente heteroge´neas, como
zonas urbanas, para los cuales las distribuciones Γ y K no poseen buen comportamiento
(ver [61]). En esta tesis se utilizan las distribuciones G0 y GH para datos monopolarizados,
como fue desarrollado en [84, 85] y la distribucio´n GHP para datos polarime´tricos, desarro-
llada en [39], [86], [88] y [59]. Bajo el modelo G, las regiones de la imagen con distinto
grado de homogeneidad quedan caracterizadas por los para´metros de las distribuciones.
Con este propo´sito, se estiman los para´metros correspondientes, a lo largo de segmentos
de recta dispuestos en un entorno de la curva inicial. Si un punto pertenece al borde del
objeto, entonces en una vecindad de ese punto existe un cambio brusco en los para´metros
estad´ısticos de la distribucio´n que lo modela.
Es importante observar que en esta tesis no se trata de eliminar el ruido speckle, sino
de aprovechar sus propiedades estad´ısticas. Para eso es necesario un modelo estad´ıstico
que describa los datos, como es la familia de distribuciones G.
En la estimacio´n de los para´metros de las distribuciones consideradas se producen
errores provenientes de las operaciones o de la estimacio´n y muchas veces es necesario
suavizar el arreglo de estimadores para encontrar el punto de discontinuidad con mayor
precisio´n. El me´todo de difusio´n anisotro´pica para eliminacio´n de ruido fue propuesto
en [100] y es muy utilizado porque elimina elementos espu´reos, preservando bordes y
detalles. En este trabajo se aplica el proceso de difusio´n anisotro´pica para suavizar el
arreglo de para´metros estimados y encontrar puntos de borde con fidelidad.
Tambie´n utilizamos otros descriptores de la rugosidad de una zona de la imagen, como
la estimacio´n de la dimensio´n fractal. El ana´lisis de la dimensio´n fractal se ha utilizado
como descriptor, fundamentalmente para la segmentacio´n basada en texturas y rugosidad
( [99], [63], [20], [69]) porque describen caracter´ısticas de la estructura local de la ima-
gen. En este trabajo utilizamos la dimensio´n box-counting y la dimensio´n box-counting
diferencial, como ı´ndice de irregularidad de cada regio´n, esto permite realizar compara-
ciones entre estos valores y hallar puntos de borde entre regiones con diferentes grados de
homogeneidad.
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Luego de proponer y analizar los diferentes me´todos de deteccio´n, se evalu´an y com-
paran todos ellos utilizando el me´todo de Monte Carlo. Se estima el error en que se incurre
al ajustar una curva al borde de un objeto lo cual permite hacer comparaciones entre los
distintos me´todos y decidir cua´ndo es conveniente usar cada uno de ellos.
Las ima´genes SAR polarime´tricas esta´n dadas en 6 bandas y la enorme cantidad de
datos que se deben manejar hace que la tarea de hallar las fronteras entre regiones sea ma´s
costosa que para ima´genes monopolarizadas. Proponemos tambie´n en este trabajo, adaptar
los algoritmos anteriores para extraccio´n de contornos en ima´genes SAR polarime´tricas,
utilizando la distribucio´n GHP para modelar los datos.
Los me´todos presentados fueron aplicados con e´xito a ima´genes sinte´ticas y reales en
numerosas experimentaciones, confirmando su validez y eficiencia.
Esta tesis esta´ compuesta de la siguiente manera: en el cap´ıtulo 2 se presenta una breve
descripcio´n del Radar de Apertura Sinte´tica, la forma de adquisicio´n de ima´genes, el ruido
speckle y el proceso multilook. En el cap´ıtulo 3 se describen las distribuciones G, el modelo
multiplicativo, las distribuciones para el ruido speckle, la retrodispersio´n y el retorno, esti-
macio´n e interpretacio´n de para´metros y simulacio´n de datos. En el cap´ıtulo 4 se introduce
la representacio´n de curvas B-Spline. En el cap´ıtulo 5 se presentan los algoritmos para en-
contrar curvas iniciales y los algoritmos desarrollados en este trabajo para deteccio´n de
bordes en ima´genes con ruido speckle utilizando el modelo estad´ıstico G0A. Los me´todos
de contornos deformables fallan cuando el objeto de intere´s no es convexo, proponemos
entonces un algoritmo que soluciona los problemas que dependen de la forma del objeto.
Este cap´ıtulo constituye la propuesta ma´s importante de este trabajo. En el cap´ıtulo 6
se utiliza un algoritmo de deteccio´n de bordes alternativo y la difusio´n anisotro´pica para
eliminar el ruido en la estimacio´n de para´metros. En el cap´ıtulo 7 se presenta una forma
de deteccio´n de bordes, utilizando la estimacio´n de la dimensio´n fractal como descriptor
de rugosidad. En el cap´ıtulo 8 se muestra una estimacio´n de los errores que se cometen
al aplicar los algoritmos descritos en los cap´ıtulos 5, 6 y 7, utilizando ima´genes de prueba
especialmente disen˜adas para este propo´sito. En el cap´ıtulo 9 los algoritmos desarrolla-
dos son adaptados para utilizarse en ima´genes SAR polarime´tricas. En todos los casos
se presentan los resultados obtenidos en ima´genes sinte´ticas y reales. Finalmente, en el
cap´ıtulo 10 se extraen conclusiones y se exponen las ideas para trabajos futuros.
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Cap´ıtulo 2
Ima´genes de Radar de Apertura
Sinte´tica
Las ima´genes generadas a partir de datos obtenidos mediante Radar de Apertura
Sinte´tica (SAR) proveen valiosa informacio´n sobre recursos naturales, permitiendo el moni-
toreo del medio ambiente y el conocimiento de ecosistemas. A partir de estos datos tambie´n
es posible evaluar efectos de la accio´n del hombre tales como deforestacio´n, cultivos y em-
balses. Las ventajas que poseen este tipo de ima´genes sobre las ima´genes generadas por
sensores o´pticos y casi-o´pticos convencionales son las siguientes:
1. Independencia de la luz solar: el radar de ima´genes posee un sistema de ilumi-
nacio´n propio que permite la adquisicio´n tanto de d´ıa como de noche.
2. Independencia de las condiciones clima´ticas: la radiacio´n electromagne´tica a
las frecuencias de operacio´n de los sistemas SAR atraviesa las nubes sin atenuacio´n,
por lo tanto el clima no es una limitacio´n en el proceso de adquisicio´n de ima´genes.
3. Operacio´n en diferentes polarizaciones: la polarizacio´n del radar puede ser
horizontal o vertical, como se explica en este cap´ıtulo, seccio´n 2.1, esto permite
obtener distintos tipos de informacio´n sobre una mismo objetivo.
Algunas aplicaciones son:
Planeamiento y monitoreo agr´ıcola.
Identificacio´n, mapeo y fiscalizacio´n de cultivos agr´ıcolas.
Deteccio´n de claros en zonas de forestacio´n.
Determinacio´n relativa de la humedad de los suelos; eficiencia de sistemas de irri-
gacio´n.
Deteccio´n de manchas de petro´leo en el mar.
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Deteccio´n y seguimiento de icebergs en zonas de tra´nsito mar´ıtimo.
Topograf´ıa del fondo ocea´nico.
Climatolog´ıa.
Ana´lisis de estructuras geolo´gicas (fracturas, fallas, pliegues y foliaciones).
Evaluacio´n del potencial de los recursos h´ıdricos superficiales.
Identificacio´n de a´reas para prospeccio´n mineral.
Sin embargo las ima´genes SAR tienen la desventaja de que poseen un ruido inherente
a su proceso de formacio´n, llamado ruido speckle, que es un feno´meno aleatorio y que hace
que las ima´genes SAR sean de dif´ıcil interpretacio´n y procesamiento. La dificultad en el
procesamiento proviene del hecho de que las caracter´ısticas estad´ısticas de este tipo de
ruido hacen que los me´todos cla´sicos de clasificacio´n y restauracio´n utilizados en ima´genes
provenientes de sensores o´pticos y casi-o´pticos, no den buenos resultados cuando son apli-
cados a ima´genes SAR.
El radar de ima´genes es un dispositivo que mide la respuesta de una superficie de la
tierra a la radiacio´n electromagne´tica. El valor de esta respuesta en cada punto de una
zona determinada puede utilizarse para construir una imagen de la zona. En los sistemas
SAR, se emite una onda electromagne´tica en forma de pulsos y el retorno de los mismos
es detectado y almacenado para su posterior procesamiento. El sistema emite sen˜ales de
microondas a intervalos regulares sobre una regio´n y recibe la parte de esta energ´ıa que es
retrodispersada desde dicha regio´n. Luego detecta y almacena la intensidad y la distancia,
es decir el retardo en el tiempo, de las sen˜ales de retorno. Muchos autores han estudiado
el tema, puede verse por ejemplo [87], [90], [84], [59], [43].
Debido a la manera en que son generadas las ima´genes SAR se producen problemas
para la visualizacio´n y el ana´lisis de los datos adquiridos por este sistema. Esto motiva
el desarrollo de algoritmos automa´ticos o semi automa´ticos de ana´lisis e interpretacio´n de
ima´genes SAR.
En este cap´ıtulo se presenta una breve descripcio´n del radar de apertura sinte´tica y la
forma de adquisicio´n de ima´genes, que es el material con el que trabajaremos en toda esta
tesis.
Este cap´ıtulo esta´ compuesto de la siguiente manera, en la seccio´n 2.1 se introducen
algunas nociones sobre el Radar de Apertura Sinte´tica y la adquisicio´n de ima´genes SAR
con las diferentes polarizaciones. En la seccio´n 2.2 se presenta una explicacio´n sobre el
ruido speckle y el proceso multilook que se utiliza para reducir este ruido. Finalmente en
la seccio´n 2.3 se extraen las conclusiones correspondientes.
22
2.1. Adquisicio´n de Ima´genes
Los sistemas de Radar (Radio Detection And Ranging) son capaces de producir
ima´genes de la Tierra de alta resolucio´n. Utilizan un dispositivo que detecta un objeto
e indica su distancia y su posicio´n. La mayor´ıa de los radares aerotransportados que pro-
ducen ima´genes son de vista lateral (SLAR: Side Looking Airbone Radar), dentro de e´stos
se encuentran dos tipos: radar de apertura real (RAR: Real Aperture Radar) y radar de
apertura sinte´tica (SAR: Synthetic Aperture Radar).
La plataforma que porta al radar se desplaza sobre la tierra. La antena del radar
ilumina la superficie de la tierra por medio de la emisio´n de pulsos de radiacio´n electro-
magne´tica. El radar emite los pulsos y recibe la energ´ıa reflejada por la tierra, obteniendo
el retorno con el que genera la imagen. En la Figura 2.1 puede verse esquema´ticamente el
radar desplaza´ndose con una velocidad v a una altura h sobre la tierra. La direccio´n de
avance se denomina “azimuth”, la direccio´n perpendicular a e´sta se denomina “rango” y la
direcio´n perpendicular al plano de tierra, que representa la altura, se denomina “nadir”. El
ancho de la zona iluminada se denomina swath. Lx y Ly son las longitudes de la antena en
la direccio´n de la altura y en la direccio´n azimutal, respectivamente. La radiacio´n electro-
swath
azimut
rango
Lx
Ly
h
v
Figura 2.1: Geometr´ıa del Radar de Apertura Sinte´tica.
magne´tica emitida esta´ concentrada principalmente en el cono correspondiente al lo´bulo
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central del diagrama de radiacio´n de la antena del radar, la cual, en un instante dado, “ilu-
mina” una zona del terreno, representada en la Figura 2.1 por una elipse. Al desplazarse
el radar en la direccio´n indicada, la zona iluminada se desplaza con e´l, recorriendo una
franja de terreno paralela a su trayectoria.
A medida que se desplaza, el radar emite pulsos de radiacio´n electromagne´tica y recibe
la sen˜al correspondiente a la energ´ıa retrodispersada por la superficie sensada. Esta sen˜al
es luego procesada para generar la imagen.
La antena SAR es de observacio´n lateral para que los retornos provenientes de puntos
del terreno con diferente distancia en rango (direccio´n perpendicular a la direccio´n de
vuelo) lleguen a distintos tiempos. Esto permite distinguirlos y calcular la distancia del
punto al radar en la direccio´n de rango.
El proceso de adquisicio´n de una imagen comienza con la emisio´n de radiacio´n elec-
tromagne´tica por la antena del radar, en direccio´n a la superficie terrestre. Cuando la
radiacio´n incide sobre la superficie terrestre sufre un proceso de dispersio´n, el cual re-
sulta en radiacio´n emitida en todas las direcciones. La antena del radar capta una parte
de la energ´ıa dispersada, llamada energ´ıa retrodispersada. El radar registra una sen˜al de
retorno diferente para cada tipo de objeto sensado. Es decir, la rugosidad y la geometr´ıa
del terreno son factores que influyen directamente en la sen˜al de retorno detectada por el
sensor.
La ecuacio´n del radar [87] es la relacio´n fundamental entre las caracter´ısticas del radar,
el blanco y la sen˜al recibida.
Pr =
PtG
2λ2σ
(4π)
3
R4
donde Pr: es la potencia retrodispersada, Pt: es la potencia emitida por el radar, G: es la
ganancia de la antena, λ: es la longitud de onda, R: es la distancia entre el sensor y el
terreno y σ: es el coeficiente de retrodispersio´n.
El coeficiente de retrodispersio´n σ, depende de la rugosidad del material y sus
condiciones diele´ctricas, las cuales inciden en la intensidad de la sen˜al de retorno (mayor
rugosidad implica mayor intensidad de retorno). Por otra parte, la geometr´ıa del terreno,
pendientes y orientaciones del a´ngulo de incidencia ejercen un efecto muy importante
sobre σ (a mayor a´ngulo, menor pulso de retorno) [87], [90] y [16]. El coeficiente de
retrodispersio´n esta´ definido como la razo´n entre la energ´ıa que hubiera tenido el sensor si
la misma hubiera sido totalmente dispersada en forma isotro´pica, llamada E1 y la energ´ıa
recibida por el sensor, llamada E2. Entonces:
σ =
E1
E2
Usualmente se expresa el cociente anterior en decibeles, por lo que finalmente queda:
σo = 10 log
E1
E2
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El a´ngulo de incidencia es el a´ngulo con que la radiacio´n incide sobre la tierra, como
se muestra en la Figura 2.2, representado por el a´ngulo θ.
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Figura 2.2: Geometr´ıa del Radar de Apertura Sinte´tica: corte transversal mostrando el a´ngulo de
incidencia θ.
Otro aspecto a tener en cuenta es la polarizacio´n, es decir la orientacio´n del campo
ele´ctrico de la radiacio´n transmitida y recibida. La radiacio´n electromagne´tica posee el
vector campo ele´ctrico E y el vector campo magne´tico H perpendiculares entre s´ı y per-
pendiculares a su vez, a la direccio´n de propagacio´n. En un medio sin cargas ele´ctricas ni
pe´rdidas, el cociente
∣∣∣E∣∣∣ / ∣∣∣H∣∣∣ entre los mismos esta´ dada por la impedancia η = √µ/ε′
(donde ε′ es la permitividad ele´ctrica y µ es la permeabilidad magne´tica) del medio en el
que la radiacio´n se propaga. La radiacio´n emitida por el radar es linealmente polarizada, y
el vector campo ele´ctrico tiene una direccio´n que puede ser vertical u horizontal, respecto
del plano de la tierra. Si el vector campo ele´ctrico esta´ en direccio´n horizontal con respecto
al plano de la tierra, se dice que la polarizacio´n es horizontal, por el contrario, si esta´ en
direccio´n perpendicular al plano de la tierra se dice que la polarizacio´n es vertical.
En la interaccio´n sobre el terreno, la radiacio´n sufre una rotacio´n del vector campo
ele´ctrico y puede resultar que la sen˜al recibida tenga una componente vertical y otra
horizontal. Luego existen cuatro combinaciones de polarizacio´n de emisio´n y recepcio´n
hh, hv, vh y vv. La primera letra corresponde a la sen˜al emitida y la segunda a la sen˜al
recibida. Las combinaciones hv y vh pueden considerarse iguales.
Si el campo ele´ctrico incidente sobre un objeto en el punto P esta´ dado por
Ei =
[
Eivv˘ + E
i
hh˘
]t
con v˘ y h˘ versores en la direccio´n horizontal y vertical, respectivamente, y Eiv y E
i
h los
valores complejos que corresponden al campo ele´ctrico en esas direcciones, entonces el
valor del campo dispersado por el objeto en P medido por el radar, el que notaremos
Es =
[
Esvv˘ + E
s
hh˘
]t
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esta´ dado por:
Es =
[
Esv
Esh
]
=
eik0r
r
[
Svv Svh
Shv Shh
][
Eiv
Eih
]
, (2.1)
donde r es la distancia entre el punto P y el radar, k0 = 2π/λ es el nu´mero de onda, con
λ la longitud de onda de la radiacio´n emitida (y de la dispersada tambie´n), y Svv , Svh,
Shv, Shh son los valores de la matriz de dispersio´n S dada por
S =
[
Svv Svh
Shv Shh
]
. (2.2)
Para los elementos de esta matriz, el segundo sub´ındice indica la polarizacio´n de la
onda emitida (o incidente) y el primer sub´ındice indica la componente del campo ele´ctrico
dispersado detectada por el radar [59]. Entonces, la matriz S caracteriza la respuesta del
objeto en P en direccio´n al radar.
Las interferencias constructiva y destructiva de la sen˜al reflejada por el blanco ob-
servado dan un retorno que var´ıa en forma aleatoria, y cuya media corresponde a la
retrodispersio´n del blanco iluminado. La retrodispersio´n es inherente al blanco y es lo que
nos interesa interpretar a partir de las observaciones.
En la imagen existen zonas de alta variabilidad de la retrodispersio´n, como ocurre con
las a´reas urbanas, en las que los niveles de gris de la imagen esta´n dispersos en un intervalo
grande de valores. A este tipo de zonas se las llama muy heteroge´neas o muy rugosas. En
cambio, si la zona observada posee retrodispersio´n constante, como las a´reas de pastura,
los niveles de gris son parecidos entre s´ı y entonces la zona se denomina homoge´nea o poco
rugosa.
En el proceso de deteccio´n, el retorno es demodulado obtenie´ndose dos magnitudes
que son la parte real e imaginaria de los nu´meros complejos que constituyen los datos,
llamados pulsos crudos. Por lo tanto la sen˜al SAR original es compleja y en la pra´ctica
se trabaja con la amplitud (mo´dulo del complejo) o con la intensidad (cuadrado de la
amplitud) de esta sen˜al.
El problema de los sensores de apertura real (RAR) radica en su baja resolucio´n
espacial como consecuencia del escaso dia´metro de la antena, donde el taman˜o mı´nimo
del objeto identificable en la imagen esta´ en relacio´n directa con la longitud de onda y la
altura de observacio´n y es inversamente proporcional al dia´metro de la apertura. En una
plataforma espacial, ser´ıa imposible lograr una buena resolucio´n con este sistema, dado
que ser´ıa preciso contar con antenas de enormes proporciones.
El radar de apertura sinte´tica, por el contrario, posee una te´cnica que permite simular
una antena por medio de la sucesio´n de sen˜ales recibidas por una antena real. Esta te´cnica
se basa en el efecto Doppler, que consiste en el cambio de fase de una sen˜al debido a un
cambio de distancia, y que afecta a la observacio´n cuando hay un movimiento relativo entre
el objeto sensado y el sensor. Entonces, se procesan los pulsos ‘crudos’ obtenidos por el
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radar, de manera que la resolucio´n azimutal resulta independiente de la altura. Mediante la
apertura sinte´tica, esta resolucio´n depende u´nicamente de la longitud Ly (ver Figura 2.1),
que corresponde a la longitud de la antena en la direccio´n azimutal. Esto significa que
entre los radares de ima´genes, el Radar de Apertura Sinte´tica posee la particularidad de
que su resolucio´n espacial en la direccio´n azimutal no depende de la distancia a la zona
sensada, sino que so´lo depende de la longitud de la antena y esta´ dada por:
Ly
2
luego, una antena ma´s corta provee mejor resolucio´n espacial. Por el contrario, en el sistema
RAR la resolucio´n esta´ dada por
hλ
Ly cos θ
donde h es la altura de vuelo, λ es la longitud de onda y θ el a´ngulo de incidencia. Esta
ecuacio´n muestra que, en el sistema RAR, para mejorar la resolucio´n debe disminuirse la
altura del vuelo y aumentarse el taman˜o de la antena.
La independencia de la resolucio´n azimutal con respecto a la distancia a la zona sen-
sada, permite la utilizacio´n de Radares de Apertura Sinte´tica a bordo de sate´lites, sin
pe´rdida en la resolucio´n espacial.
La direccio´n de rango es perpendicular a la direccio´n azimutal. El rango de un punto
sobre la tierra puede medirse como la distancia del mismo a la trayectoria de vuelo (rango
oblicuo) o como la proyeccio´n de esta distancia sobre la tierra. Si el radar emite pulsos de
duracio´n τ , la resolucio´n en el rango oblicuo ∆r queda determinada por la fo´rmula:
∆r =
cτ
2
(2.3)
donde c es la velocidad de la luz. La resolucio´n en el rango de tierra es
Rr =
∆r
sin θ
=
cτ
2
1
sin θ
, (2.4)
no´tese que la resolucio´n en rango es independiente de la altura h.
2.2. El Ruido Speckle
La imagen generada por el sistema SAR es afectada por la interferencia de las sen˜ales
incidente y reflejada por los dispersores. El ruido speckle proviene de la adicio´n coherente
de los retornos individuales producido por los elementos presentes en cada celda de resolu-
cio´n. Dentro de cada pixel, existen muchos elementos dispersores. La suma de la respuesta
de cada uno de ellos determina el valor de gris del pixel.
Cada una de estas respuestas es una senoidal con amplitud y corrimiento de fase depen-
dientes del elemento retrodispersor y de la distancia del mismo al radar. As´ı, en un pixel
sobre el terreno, los retornos correspondientes a cada uno de los elementos presentes en
el suelo se suman con su correspondiente fase. En la Figura 2.3 se ilustra la suma de
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los fasores elementales, correspondientes a los fasores individuales y el fasor resultante de
la adicio´n [87]. El valor de gris del pixel es el mo´dulo del nu´mero complejo resultante.
La distribucio´n para datos complejos es Gaussiana compleja, con media cero y varianza
proporcional a la retrodispersio´n.
El voltaje del i-e´simo dispersor se puede expresar como:
Vie
j(ωt+θi) = Vie
jφi
donde Vi es su magnitud y φi = ωt + θi es la fase instanta´nea. De esta manera se puede
escribir el voltaje instanta´neo de la coleccio´n de Ns dispersores como:
V =
Ns∑
i=1
Vie
jφi
y que puede ser expresado en te´rminos de su mo´dulo Ve y de su fase φ
V = Vee
jφ
Consideramos
Vx = Ve cos φ =
Ns∑
i=1
Vi cos φi
Vy = Ve senφ =
Ns∑
i=1
Vi senφi
La Figura 2.3 muestra tambie´n las componentes Vx y Vy del fasor resultante.
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Figura 2.3: Suma de Ns fasores elementales de mo´dulo y fase aleatorias.
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Figura 2.4: Imagen real, obtenida por el sensor E-SAR sobre los alrededores de Munich, Alemania.
Se nota el granulado de la imagen producido por el ruido speckle.
El ruido speckle es lo que hace que en este tipo de ima´genes se vea un granulado,
como puede verse en la Figura 2.4 y es la razo´n por la cual son muy dif´ıciles de analizar e
interpretar.
Debido a las caracter´ısticas del ruido speckle, las ima´genes SAR no pueden ser anali-
zadas con la informacio´n presente en un pixel, sino que es necesario basar este ana´lisis
en estimaciones estad´ısticas sobre un conjunto de pixeles de la imagen. Por lo tanto para
poder disen˜ar algoritmos que extraigan informacio´n acerca de las caracter´ısticas de la i-
magen es necesario tener conocimiento sobre las propiedades estad´ısticas de la misma. Para
eso se propone un modelo adecuado y se estiman los para´metros involucrados. Se conoce
que el ruido speckle no es Gaussiano, como ocurre con el ruido de ima´genes o´pticas. En
este trabajo se utiliza la familia de distribuciones G para modelar los datos provenientes
de ima´genes SAR porque estas distribuciones exhiben muy buenos resultados en a´reas con
distinto grado de homogeneidad, como se explica en el cap´ıtulo 3.
Para reducir el ruido speckle, una de las te´cnicas utilizadas es generar varias ¨vistas¨
o looks a partir del mismo conjunto de pulsos crudos durante el proceso de generacio´n de
la imagen. Esta te´cnica se denomina Proceso Multilook. Consiste en separar la muestra
utilizada para la apertura sinte´tica completa en varios subconjuntos adjacentes. Cada uno
de estos conjuntos se utiliza para formar una imagen separada llamada look. Cada look
representa una observacio´n independiente de la misma escena. El promediado, pixel a
pixel, de cada uno de ellos genera una imagen multilook que posee menor ruido speckle,
sacrificando resolucio´n espacial [90].
Luego, la imagen procesada en n looks es el resultado de realizar un promedio con
n de estas ima´genes independientes. Consideramos la coordenada (i, j), sobre la cual se
observan n valores complejos {z(1), . . . , z(n)} cada uno de ellos provenientes de un look de
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la imagen. Entonces la imagen final I, en la coordenada (i, j), esta´ formada por el promedio
de los valores de intensidad (ecuacio´n (2.5)). Llamando Ik = |z(k)|2 , k = 1, . . . n
I =
I1 + · · ·+ In
n
(2.5)
Como se ve en el siguiente cap´ıtulo el modelo estad´ıstico para el ruido speckle depende
del nu´mero de looks. Si esta informacio´n no esta´ disponible, puede aproximarse por el
nu´mero equivalente de looks (ENL) que se define como
ENL =
m2
v
(2.6)
donde m y v corresponden a la media y a la varianza calculadas con los valores de inten-
sidad de una muestra de pixels sobre un a´rea uniforme de la imagen.
2.3. Conclusiones
En este cap´ıtulo se enumeran algunos de los ejemplos de aplicacio´n de ima´genes SAR
como una motivacio´n para el desarrollo de algoritmos de interpretacio´n automa´tica de las
mismas.
Se presenta una breve explicacio´n del funcionamiento del radar de ima´genes y su geo-
metr´ıa que permite entender la forma de adquisicio´n de las mismas y las diferentes polar-
izaciones. Se explica el significado de zona heteroge´nea y homoge´nea. Tambie´n se da una
breve explicacio´n del concepto de retrodispersio´n, el ruido speckle y el proceso multilook.
Se observa que los me´todos de extraccio´n de caracter´ısticas de ima´genes en ima´genes
SAR no son un problema fa´cil de abordar. En el resto de esta tesis se proponen soluciones
al problema de segmentar e interpretar ima´genes SAR.
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Cap´ıtulo 3
La familia de distribuciones G para
datos provenientes de ima´genes
SAR
Los datos provenientes de un sistema de iluminacio´n por radiacio´n coherente, como
lo son los datos SAR, pueden modelarse con el modelo multiplicativo. Este esquema es
muy conveniente para explicar y analizar las caracter´ısticas estad´ısticas de estos datos. El
modelo matema´tico para el retorno es una variable aleatoria que es el producto de otras
dos variables aleatorias independientes que corresponden a la retrodispersio´n y al ruido
speckle. De esta forma,
Z = X · Y (3.1)
modela el retorno Z bajo el modelo multiplicativo como el resultado del producto de dos
variables aleatorias, donde Y corresponde el ruido speckle, inherente a todo sistema de
captura de ima´genes con iluminacio´n coherente y X corresponde a la variabilidad de la
retrodispersio´n.
Es posible utilizar diferentes distribuciones para modelar la retrodispersio´n, dependi-
endo del grado de homogeneidad presente en la imagen. Como ya se ha mencionado, las
a´reas urbanas son extremadamente heteroge´neas, las a´reas de bosque son heteroge´neas y
las a´reas de pastura son homoge´neas, y para cada uno de estos tipos de datos habra´ una
clase de distribuciones que los modela mejor.
Histo´ricamente, las distribuciones K [61] han sido utilizadas para modelar datos ge-
nerados por un sistema de iluminacio´n coherente, en particular para ima´genes SAR [90].
Pero en el art´ıculo [40], Frery et al. presentan una familia de distribuciones que tiene ma´s
generalidad y tratabilidad. Esta familia de distribuciones es estudiada exhaustivamente
por Mejail en [84].
El modelo multiplicativo cla´sico postula que el retorno de a´reas no homoge´neas obedece
un tipo de distribucio´n K. En el caso en que el a´rea es homoge´nea la distribucio´n Γ1/2
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modela bien los datos y, por ser e´sta un caso particular de la anterior, se preserva la validez
del modelo K. Sin embargo, las distribuciones K no modelan bien los datos provenientes
de a´reas muy heteroge´neas.
Frery et al. (ver [40]) propusieron una nueva clase de distribuciones, las distribuciones
G, que resultan un modelo adecuado para modelar datos provenientes de zonas muy hete-
roge´neas. En ese mismo trabajo se propone el uso de las distribuciones llamadas G0 y GH
para el modelado de a´reas extremamente heteroge´neas, las cuales modelan muy bien datos
que provienen de a´reas urbanas y que no se pueden modelar con las distribuciones K.
En el trabajo de Mejail [84] se estudia y verifica la factibilidad de substituir la dis-
tribucio´n K por la distribucio´n G0 en el modelado y ana´lisis de ima´genes SAR. Y en los
trabajos [88], [58], [59] los autores estudian las propiedades y la factibilidad de la dis-
tribucio´n GH . Los datos provenientes de ima´genes SAR pueden estar dados en formato
intensidad (I) o formato amplitud (A), donde A2 = I, es decir que la intensidad es el
cuadrado de la amplitud.
En este cap´ıtulo se presenta el modelo multiplicativo y las distribuciones estad´ısticas
utilizadas a lo largo de este trabajo. Esta´ compuesto de la siguiente manera, en la sec-
cio´n 3.1 se introduce el modelo estad´ıstico para el ruido speckle, en la seccio´n 3.2 el modelo
para la retrodispersio´n y en la seccio´n 3.3 el modelo para el retorno. En la seccio´n 3.4 se
presenta la distribucio´n G0A, la estimacio´n de los para´metros, la interpretacio´n de los mis-
mos y el algoritmo para simular ima´genes SAR con esta distribucio´n. En la seccio´n 3.5 se
presenta la distribucio´n GH . Finalmente, en la seccio´n 3.6 se extraen conclusiones sobre
este cap´ıtulo.
3.1. Modelo Estad´ıstico para el Ruido Speckle
El ruido speckle complejo, para 1 look, se puede modelar adecuadamente con una dis-
tribucio´n normal bivariada, cuyas componentes, real e imaginaria, son independientes e
ide´nticamente distribuidas con media 0 y varianza 1/2, denotada por NC(0, 1/2). Llaman-
do YC a la variable aleatoria correspondiente al speckle complejo, se tiene que YC = (Yr, Yi),
donde Yr e Yi son la parte real e imaginaria de YC , respectivamente y
YC ∼ NC(0, 1
2
)
Para datos de intensidad, el speckle YI de n looks, es el promedio sobre n muestras
independientes de ‖YC‖2 y por lo tanto resulta que YI esta´ distribuida con la distribucio´n
Γ(n, n).
Para datos de amplitud A, recordando que A2 = I, se tiene que YA esta´ distribuida
con la distribucio´n Γ1/2(n, n).
Entonces
32
YI ∼ Γ(n, n) (3.2)
YA ∼ Γ
1
2 (n, n) (3.3)
En esta tesis se utilizan los datos en formato amplitud, luego se supone que el ruido
speckle tiene distribucio´n Γ1/2(n, n), donde n es el nu´mero equivalente de looks. Bajo estas
hipo´tesis, la funcio´n de densidad que caracteriza a esta variable aleatoria, para datos de
amplitud, YA es
fYA(y) =
nn
Γ(n)
y2n−1e−ny
2
n, y > 0. (3.4)
La Figura 3.1 muestra los gra´ficos de la densidad de la distribucio´n Γ1/2(n, n) para
tres valores distintos de n. Puede observarse que la densidad es ma´s sime´trica cuanto
mayor es el nu´mero de looks. Por esta razo´n, en algunas aplicaciones pra´cticas se utiliza la
distribucio´n gaussiana para modelar el ruido speckle cuando el nu´mero de looks es grande.
Figura 3.1: Gra´ficos de la funcio´n de densidad Γ1/2(n, n), con n = 1 (so´lido), n = 2 (cortada) y
n = 4 (punteada).
En el modelado de ima´genes SAR el valor mı´nimo de n es 1, que corresponde a ima´genes
generadas sin realizar el promedio de looks. Las ima´genes as´ı generadas son ma´s ruidosas
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pero poseen mayor informacio´n. En este trabajo le daremos mayor e´nfasis a este caso por
ser el que ma´s se desv´ıa de la hipo´tesis gaussiana. El nu´mero n puede suponerse conocido
o ser estimado. En este trabajo lo suponemos conocido.
3.2. Modelo estad´ıstico para la retrodispersio´n
La retrodispersio´n puede exhibir diferentes grados de homogeneidad y por lo tanto,
es posible utilizar diferentes modelos. En general para datos de amplitud, dentro del mo-
delo multiplicativo, se han utilizado dos modelos para la retrodispersio´n XA: uno como
una constante C (cuando el a´rea es homoge´nea) y el otro como una variable aleatoria
distribuida ra´ız cuadrada de Gamma, Γ1/2 (cuando el a´rea es heteroge´nea). En [40] se
propone modelarla retrodispersio´n cuando el a´rea es extremadamente heteroge´nea, como
una variable aleatoria distribuida segu´n la rec´ıproca de la ra´ız cuadrada de Gamma, Γ−1/2.
Estas tres situaciones para la retrodispersio´n quedan unificadas bajo la distribucio´n de la
ra´ız cuadrada de la gaussiana inversa generalizada N−1/2(α, γ, λ). En el esquema (3.5)
se muestran las relaciones entre estas distribuciones, donde D significa convergencia en
distribucio´n y Pr convergencia en probabilidad.
Γ1/2(α, λ) Prα,λ→∞,α/λ→β1−−−−−−−−−−−→
β
1/2
1
Dγ↓0,α,λ>0−−−−−−−→ Heteroge´nea Homoge´nea
N−1/2(α, γ, λ)
General Dλ↓0,−α,γ>0−−−−−−−−→ +Heteroge´nea Homoge´nea
Γ−1/2(α, γ) Pr−α,γ→∞,−α/γ→β2−−−−−−−−−−−−−→
β
−1/2
2
(3.5)
donde β1 y β2 son constantes, ver ape´ndice A. La distribucio´n N−1/2(α, γ, λ) es entonces
propuesta como un modelo general para modelar la retrodispersio´n, para datos de ampli-
tud.
Si una variable aleatoria X tiene distribucio´n Gaussiana Inversa Generalizada X ∼
N−1(α, γ, λ), entonces su funcio´n de densidad esta´ dada por
fX(x) = (
λ
γ
)α/2
1
2Kα(
√
γλ)
xα−1e−
1
2
(γx−1+λx), x > 0 (3.6)
y el espacio de para´metros viene dado por:

γ > 0 y λ ≥ 0 si α < 0
γ > 0 y λ > 0 si α = 0
γ ≥ 0 y λ > 0 si α > 0
(3.7)
y la constante normalizadora Kα es la funcio´n de Bessel modificada de tercera especie y
orden α, dada por:
Kα(
√
ab) =
(a
b
)α/2 1
2
∫
R+
xα−1 exp
(
−1
2
(
ax+ bx−1
))
.
34
Si una variable aleatoria X tiene distribucio´n ra´ız cuadrada de la Gaussiana Inversa
Generalizada X ∼ N−1/2(α, γ, λ), entonces su funcio´n de densidad esta´ dada por
fX(x) = (
λ
γ
)α/2
1
Kα(
√
γλ)
x2α−1e−
1
2
(γx−2+λx2), x > 0 (3.8)
con el mismo espacio de para´metros que se muestran en las ecuaciones 3.7.
En esta tesis se utiliza la distribucio´n rec´ıproca de la ra´ız cuadrada de Gamma para
modelar las variables aleatorias correspondientes a la retrodispersio´n. Esta distribucio´n
se obtiene a partir de la distribucio´n N−1/2(α, γ, λ), restringiendo el espacio parame´trico.
Una variable aleatoria X esta´ distribuida rec´ıproca de la ra´ız cuadrada de Gamma, X ∼
Γ−1/2(α, γ) si su funcio´n de densidad es
fX(x) =
2
γαΓ(−α)x
2α−1e−γx
−2
, para x > 0,−α, γ > 0 (3.9)
La Figura 3.2 muestra como var´ıa la densidad de la distribucio´n Γ−1/2 de acuerdo a
los valores de los para´metros, para los valores γ = 1 α ∈ {−0,5,−1,−2,−3,−4,−10}.
Se observa que cuando los valores de α se acercan a cero, la curva se aplana, esto quiere
decir que aumenta la varianza, cuando aumenta α. Por eso es que esta distribucio´n es muy
u´til para modelar datos muy dispersos, como es el caso de las zonas muy heteroge´neas en
ima´genes SAR, es decir los datos provenientes de a´reas urbanas.
Figura 3.2: Gra´ficos de las densidades Γ−1/2 para γ = 1 y α ∈ {−0,5,−1,−2,−3,−4,−10} (so´lida
gruesa, so´lida, cortada, punteada, punto l´ınea, punto punto l´ınea, respectivamente).
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La Figura 3.3 muestra las densidades de la distribucio´n Γ−1/2 para los para´metros
α = −1 y γ ∈ {1, 5, 10, 20}. Puede observarse que a medida que el para´metro γ aumenta,
crece la media de la densidad, mientras que la forma asime´trica no var´ıa.
Figura 3.3: Gra´fico de las densidades de Γ−1/2 para α = −1 y γ ∈ {1, 5, 10, 20} (so´lida, cortada,
punteada, punto l´ınea, respectivamente).
3.3. Modelo estad´ıstico para el Retorno
Bajo el modelo multiplicativo, el retorno para datos de amplitud ZA es una variable
aleatoria que resulta del producto de dos variables independientes: la retrodispersio´n XA
y el speckle YA. Por lo tanto el retorno, como variable aleatoria tiene una distribucio´n que
depende del modelo elegido para la retrodispersio´n y para el ruido speckle.
Bajo el modelo ZA = XA.YA con YA ∼ Γ1/2(n, n), la clase de distribuciones G modelan
el retorno ZA cuando la retrodispersio´n tiene distribucio´n N−1/2. Con este modelo de
retrodispersio´n, es posible obtener fo´rmulas cerradas para las densidades del retorno bajo
el modelo multiplicativo, con los siguientes casos particulares:
Si XA ∼ Γ1/2(α, λ), entonces el retorno tiene distribucio´n perteneciente a la clase de
distribuciones K, es decir ZA ∼ K(α, λ).
Si XA ∼ Γ−1/2(−α, γ), entonces el retorno tiene distribucio´n perteneciente a la clase
de distribuciones G0, es decir ZA ∼ G0(−α, γ), ver seccio´n 3.4.
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Si XA tiene distribucio´n constante C, entonces el retorno es speckle escalado, en el
sentido de que resulta la multiplicacio´n de la variable aleatoria YA multiplicada por
un escalar.
Se puede ver en el esquema (3.10) las relaciones, con respecto a la convergencia, entre las
distribuciones propuestas para modelar el retorno (D es la convergencia en distribucio´n).
KA(αK , λ, n) Dα,λ→∞,α/λ→β1−−−−−−−−−−−→
Γ1/2(n, n/β1)
Dγ↓0,α,λ>0−−−−−−−→ Heteroge´neos
GA(α, γ, λ, n) Homoge´neos
General Dλ↓0,−α,γ>0−−−−−−−−→ +Heteroge´neos
G0A(αG, γ, n) D−α,γ→∞,−α/γ→β2−−−−−−−−−−−−−→
Γ1/2(n, nβ2)
(3.10)
La clase de distribuciones G0 permite el modelado, no solamente de a´reas homoge´neas y
heteroge´neas sino de a´reas extremadamente heteroge´neas a diferencia de las distribuciones
K que no ajustan bien este tipo de datos. Las distribuciones G0 tiene tantos para´metros
como las distribuciones K y adema´s sus funciones de densidad y distribucio´n acumulada
son ma´s tratables teo´rica y computacionalmente.
En el esquema (3.11) se muestra el retorno ZA como resultado del producto del speckle
YA con distribucio´n ra´ız cuadrada de Gamma, con las diferentes opciones que toma la
retrodispersio´n XA.
XA × YA = ZA
N−1/2(α, γ, λ) Γ1/2(n, n) GA(α, γ, λ, n)
ւ ց ւ ց
Γ−1/2(−α, γ) Γ1/2(α, λ) G0A(α, γ, n) KA(λ, γ, n)
↓ ↓ ↓ ↓
C
(
β
−1/2
2
)
C
(
β
1/2
1
)
Γ1/2(n, nβ2) Γ
1/2(n, nβ1 )
(3.11)
El caso particular n = 1 y XA ∼ C(β), resulta el retorno con distribucio´n Γ1/2(1, 1/β)
tambie´n llamada distribucio´n de Rayleigh, que fue tratada extensamente en [38] y [41].
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3.4. La distribucio´n G0A
Para valores particulares de los para´metros de la distribucio´n N−1/2, se obtienen la
distibucio´n Γ1/2 (α, λ), y la distribucio´n Γ−1/2 (α, γ) como muestra el esquema 3.5.
La distribucio´n G0A representa una eleccio´n muy atractiva para modelado de datos
con ruido speckle, por su fa´cil tratabilidad matema´tica (ver [105]) y porque modela muy
bien los datos provenientes de cualquier tipo de a´reas. Si una variable aleatoria ZA tiene
distribucio´n G0A, es decir ZA ∼ G0A, entonces su funcio´n de densidad esta´ dada por
fZA (z) =
2nnΓ (n− α)
γαΓ (−α) Γ (n)
z2n−1
(γ + z2n)n−α
, −α, γ, z > 0, n ≥ 1, (3.12)
y su funcio´n de distribucio´n acumulada es
FZA(z) =
nn−1Γ(n− α)z2n
γnΓ(−α)Γ(n) H(n, n− α;n+ 1;
−nz2
γ
) − α, γ, z > 0, n ≥ 1, (3.13)
donde H es la funcio´n hipergeome´trica definida por:
H(a, b; c; z) =
Γ(c)
Γ(a)Γ(b)
∞∑
k=0
Γ(a+ k)Γ(b+ k)zk
Γ(c+ k)k!
. (3.14)
Los momentos de orden r, que utilizamos en esta tesis para estimar los para´metros,
esta´n dados por:
EG0A (Z
r) =
( γ
2n
)r/2 Γ (−α− r/2)
Γ (−α)
Γ (n+ r/2)
Γ (n)
, −α > r. (3.15)
La varianza de la distribucio´n G0A es:
σ2 =
γ(nΓ2(n)(−α− 1)Γ2(−α− 1)− Γ2(n+ 1/2)Γ2(−α− 1/2))
nΓ2(n)Γ2(−α) , para −α > 1, γ, n > 0
(3.16)
La Figura 3.4 muestra el gra´fico de la varianza de la distribucio´n G0A (α, 1, 1) en funcio´n
del para´metro α. Puede verse que la varianza es una funcio´n creciente de α. Esto implica
que a medida que el para´metro α se acerca a cero, la varianza aumenta y por lo tanto
corresponde a zonas muy heteroge´neas. Adema´s, se observa en la fo´rmula 3.16 que la
varianza depende linealmente del para´metro γ.
La Figura 3.5 muestra la variacio´n de la densidad de la distribucio´n G0A(α, γ, n), con
respecto al para´metro α, dejando los para´metros γ = 1 y n = 1 fijos. Se observa que cuando
α toma valores cercanos a cero, la varianza crece. La Figura 3.6 muestra la variacio´n
de la densidad de la distribucio´n G0A(α, γ, n), con respecto al para´metro γ, dejando los
para´metros α = −1 y n = 1 fijos. Se observa que cuando γ crece, la varianza aumenta. La
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Figura 3.4: Gra´fico de la varianza de la distribucio´n G0A (α, 1, 1) en funcio´n del para´metro α.
Figura 3.7 muestra la variacio´n de la densidad de la distribucio´n G0A(α, γ, n), con respecto
al para´metro n, dejando los para´metros α = −1 y γ = 1 fijos. Se observa que cuando n
aumenta la distribucio´n tiene un gra´fico ma´s parecido a la distribucio´n gaussiana.
3.4.1. Estimacio´n de para´metros
Con el objetivo de interpretar las ima´genes SAR, se modelan lo datos de manera que se
pueda caracterizar las diferentes regiones de la imagen con los para´metros de la distribu-
cio´n. Como se muestra en la seccio´n anterior y se explica en detalle en la seccio´n 3.4.2, la
variacio´n de los para´metros involucrados en el modelo, nos indica diferentes clases de datos
presentes en la imagen. Entonces se estima el valor de los para´metros para las distintas
zonas de la imagen para extraer informacio´n a partir de los mismos.
Existen diversas te´cnicas de estimacio´n de para´metros de distribucio´n para ima´genes
SAR, puede verse [84], [39], [115], [122]. Las ma´s utilizadas son los me´todos de ma´xima
verosimilitud (MV), los me´todos basados en los momentos muestrales (MO) y en estad´ısti-
cos de orden (ver [86], [85], [83]). En esta seccio´n se presentan los estimadores para los
para´metros de la distribucio´n G0A, suponiendo n, el nu´mero de looks conocido y utilizando
los momentos de orden 1/2, 1 y 2 llamados m1/2, m1 y m2 respectivamente, para estimar
conjuntamente los para´metros α y γ de la distribucio´n.
Estimacio´n por el me´todo de los momentos
Sea (Z1, Z2, ..., ZN ) un vector de variables aleatorias independientes e ide´nticamente
distribuidas, con distribucio´n F . Sea f una funcio´n real definida sobre R tal que
E(|f(Z)|) <∞. Entonces E(|f(Z)|) puede ser estimada como
mf =
1
N
N∑
i=1
f(zi) (3.17)
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Figura 3.5: Gra´fico de las densidades de la distribucio´n G0A (α, 1, 1) para α = −1 (so´lida), α = −4
(rayada) y α = −8 (punteada).
En la ecuacio´n (3.17), si la funcio´n f es la que hace corresponder z → zr con r > 0,
entonces escribimos mr en lugar de mzr . Los estimadores de los para´metros θ1, . . . , θt son
las soluciones del siguiente sistema de ecuaciones
E(Z1)(θˆ1, . . . , θˆt) = m1
...
...
E(Zt1)(θˆ1, . . . , θˆt) = mt
Estimacio´n conjunta de los pra´metros α y γ por el me´todo de los momentos
Para estimar conjuntamente los para´metros α y γ, utilizamos los momentos de orden
1 y 2 y tambie´n los momentos de orden 1 y 1/2. En ambos casos se plantea un sistema de
dos ecuaciones con dos inco´gnitas, αˆ y γˆ, que son los valores estimados de los para´metros
α y γ respectivamente.
m1 =
1
M
M−1∑
i=0
zi y m2 =
1
M
M−1∑
i=0
z2i
donde zi, 0 ≤ i ≤ M , es una realizacio´n de un vector aleatorio de dimensio´n M , cuyas
componentes esta´n distribuidas con distribucio´n G0A.
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Figura 3.6: Gra´fico de las densidades de la distribucio´n G0A (−1, γ, 1) para γ = 10 (so´lida), γ = 50
(rayada) y γ = 100 (punteada).
1. Estimacio´n de los para´metros α y γ utilizando los estimadores de los
momentos de primer y segundo orden, m1 y m2
De la ecuacio´n. (3.15), estos momentos esta´n dados por
m1 =
(
γˆ
n
)1/2 Γ(−αˆ− 1/2)Γ(n + 1/2)
Γ(−αˆ)Γ(n) , αˆ < −1/2 (3.18)
m2 =
γˆ
n
Γ(−αˆ− 1)Γ(n+ 1)
Γ(−αˆ)Γ(n) , αˆ < −1 (3.19)
Despejando γˆ de ambas ecuaciones, se tiene
γˆ = n
(
m1Γ(αˆ)Γ(n)
Γ(−αˆ− 12)Γ(n+ 12
)2
(3.20)
γˆ = −(αˆ+ 1)m2 (3.21)
e igualando se obtiene:
−(αˆ+ 1)m2 = n
(
m1Γ(−αˆ)Γ(n)
Γ(−αˆ− 12 )Γ(n+ 12)
)
(3.22)
Por lo tanto, se tiene una funcio´n que depende de αˆ y que esta´ igualada a una funcio´n
que depende del valor de n y de los momentos m1 y m2. Entonces, el estimador del
para´metro α se encuentra resolviendo nume´ricamente la ecuacio´n:
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Figura 3.7: Gra´fico de las densidades de la distribucio´n G0A(−1, 1, n) para n = 1 (so´lida), n = 2
(rayada) y n = 10 (punteada).
−(αˆ+ 1)
(
Γ(−αˆ− 12)
Γ(−αˆ)
)2
=
n
m2
(
m1Γ(n)
Γ(n+ 12)
)2
(3.23)
es decir que se trata de hallar una solucio´n de la ecuacio´n (3.24)
f(α̂m1m2)− τ = 0 (3.24)
con
f(α̂m1m2) = −(α̂m1m2 + 1)
(
Γ(−α̂m1m2 − 12)
Γ(−α̂m1m2)
)2
y
τ =
m21
m2
nΓ2(n)
Γ2(n+ 12)
(3.25)
2. Estimacio´n de los para´metros α y gamma utilizando los estimadores de
los momentos de primer orden y de orden 1/2
Sean m1 y m1/2 los estimadores de los momentos de orden 1 y 1/2, respectivamente,
definidos como
m1 =
1
M
M−1∑
i=0
zi y m1/2 =
1
M
M−1∑
i=0
z
1/2
i
donde zi, 0 ≤ i ≤ M , es una realizacio´n de un vector aleatorio de dimensio´n M ,
cuyas componentes esta´n distribuidas G0A.
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De la ecuacio´n (3.15), estos momentos esta´n dados por
m1 =
(
γˆ
n
)1/2 Γ(−αˆ− 1/2)Γ(n + 1/2)
Γ(−αˆ)Γ(n) , αˆ < −1/2 (3.26)
m1/2 =
(
γˆ
n
)1/4 Γ(−αˆ− 1/4)Γ(n + 1/4)
Γ(−αˆ)Γ(n) , αˆ < −1/4 (3.27)
Resolviendo en forma ana´loga al caso anterior, obtenemos(
γ̂
n
)1
2 Γ(−α̂− 12 )Γ(n+ 12)
Γ(−α̂)Γ(n)
1
m1
=
(
γ̂
n
) 1
4 Γ(−α̂− 14)Γ(n + 14 )
Γ(−α̂)Γ(n)
1
m1/2
y despejando γ̂
γ̂ = n
(
Γ(−α̂− 14)Γ(n + 14 )
Γ(−α̂− 12)Γ(n + 12 )
m1
m1/2
)4
(3.28)
substituyendo en la ecuacio´n (3.27),
m1/2 =
m1
m1/2
Γ(−α̂− 14)Γ(n+ 14)
Γ(−α̂− 12)Γ(n+ 12)
Γ(−α̂− 14)Γ(n + 14)
Γ(−αˆ)Γ(n) =
=
m1
m1/2
(
Γ(−α̂− 14)Γ(n + 14)
)2
Γ(−α̂− 12)Γ(n+ 12)Γ(−α̂)Γ(n)
luego se tiene:
m21/2 = m1
(
Γ(−α̂− 14)Γ(n+ 14)
)2
Γ(−α̂− 12)Γ(n+ 12 )Γ(−α̂)Γ(n)
Es decir, que se debe hallar los valores de α̂ tal que:
Γ2
(−α̂− 14)
Γ(−α̂)Γ (−α̂− 12) =
m21/2
m1
Γ(n+ 12)Γ(n)
Γ2(n+ 14)
, α̂ < −1/2 (3.29)
Entonces, α̂ se calcula como la solucio´n de la siguiente ecuacio´n:
g(α̂)− ζ = 0, (3.30)
donde
g(α̂) =
Γ2
(−α̂− 14)
Γ(−α̂)Γ (−α̂− 12) (3.31)
y
ζ =
m̂21/2
m̂1
Γ(n)Γ(n+ 12)
Γ2(n+ 14)
, (3.32)
luego, sustituyendo el valor de α̂ en la ecuacio´n (3.26) se encuentra el valor de γ̂.
Notar que g(α̂) converge asinto´ticamente a uno, cuando α̂ → −∞. Como ζ es una
variable aleatoria que puede tomar valores mayores que uno, existen casos para
los cuales la ecuacio´n (3.30) no tiene solucio´n. Este tema se presenta y se resuelve
en [83, 84].
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3.4.2. Interpretacio´n de para´metros
Los para´metros de las distribuciones juegan un papel muy importante en las funciones
de densidad. En el caso de la distribucio´n G0A, el para´metro α es un para´metro de ru-
gosidad ya que la varianza aumenta a medida que aumenta el valor de α. Es entonces un
indicador del grado de homogeneidad de los datos del a´rea en estudio. El para´metro γ
es un para´metro de escala relacionado con el brillo de cada uno de los tipos de regiones
presentes en la imagen. Esto significa que si W es una variable aleatoria con distribucio´n
G0A(α, γ, n), entonces
1√
γ
W ∼ G0A(α, 1, n). (3.33)
Finalmente, n es el para´metro correspondiente a la cantidad de looks con que fue
construida la imagen y es el mismo para cada pixel.
Para valores de α cercanos a cero, el a´rea de la imagen presenta niveles de gris cor-
respondientes a una zona muy heteroge´nea, como el caso de a´reas urbanas en ima´genes
SAR. Acerca´ndonos a a´reas menos heteroge´neas, como las de forestacio´n, el valor de α
disminuye, alcanzando su menor valor para a´reas homoge´neas, como las de pastura. Esta
es la razo´n por la cual este para´metro se considera una medida de textura o de rugosidad.
La Figura 3.8 muestra ejemplos de la variacio´n de la rugosidad para varias zonas,
en una imagen real de 1 look. En esta figura se muestran las regiones para las cuales
fueron estimados los para´metros de la distribucio´n G0A. La regiones marcadas como 1, 2
y 3 corresponden a zonas de pastura, forestacio´n y urbana respectivamente. El Cuadro 3.1
muestra los valores de los para´metros estimados, los cuales fueron estimados con el me´todo
de los momentos m1 y m1/2 y utilizando las muestras correspondientes a diferentes grados
de homogeneidad, marcadas en la Figura 3.8. Se observa que el valor del para´metro α es
menor para la regio´n 1, la cual corresponde a una zona homoge´nea. El valor mayor de α
corresponde a la regio´n 3 que es una zona urbana.
Las Figuras 3.9(a), 3.9(b) y 3.9(c) muestran los histogramas para los datos de esas
regiones y la curva de la densidad de la distribucio´n G0A con los para´metros estimados que
se muestran en el Cuadro 3.1. Se observa que la curva correspondiente a la distribucio´n
ajusta muy bien los datos en cada regio´n. Esto significa que el modelo es adecuado para
describir los datos con precisio´n.
Cuadro 3.1: Para´metros estad´ısticos de la distribucio´n G0A, estimados a partir de las mues-
tras de la Figura 3.8.
αˆ γˆ
Regio´n 1 −9,14 372294
Regio´n 2 −3,92 412064
Regio´n 3 −1,40 293242
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Figura 3.8: Imagen SAR real con 3 regiones diferentes para las cuales se estimaron los para´metros
estad´ısticos de la distribucio´n G0A. Las regiones indicadas como 1, 2 y 3 corresponden a una zona
homoge´nea, una zona heteroge´nea y una zona muy heteroge´nea respectivamente.
3.4.3. Generacio´n de datos distribuidos con distribucio´n G0A
Una herramienta importante de la estad´ıstica es la simulacio´n de datos que tengan
una distribucio´n espec´ıfica dada a priori. En este trabajo utilizamos ima´genes sinte´ticas,
generadas con la distribucio´n G0A. Las muestras generadas, simulan ima´genes SAR con
distintas zonas de homogeneidad, y se utilizan para probar los algoritmos desarrollados y
hacer comparaciones entre los distintos me´todos. En esta seccio´n, se presenta el algoritmo
para generacio´n de muestras aleatorias con distribucio´n G0A, y por lo tanto, los generadores
de las distribucio´n Γ−1/2.
Sea F una funcio´n de distribucio´n definida sobre R y (Z1, ..., Zk) variables aleatorias
independientes e ide´nticamente distribuidas con distribucio´n F . Se desea generar una
realizacio´n (z1, ..., zk) de (Z1, ..., Zk).
Supongamos que hemos generado una realizacio´n (u1, ..., uk) de (U1, ..., Uk) variables
aleatorias independientes e ide´nticamente distribuidas con distribucio´n uniforme en el
intervalo (0, 1) que denotamos U (0, 1). Entonces mediante una transformacio´n pasamos
de (u1, ..., uk) a (z1, ..., zk). Existen diversos me´todos que se utilizan para generacio´n de
variables aleatorias con distribucio´n F a partir de variables aleatorias uniformes, algunos
de estos me´todos pueden verse en detalle en [22] y [21].
Para la generacio´n de muestras aleatorias con distribucio´n G0A, se utilizan diversas
proposiciones y teoremas que fueron demostrados en [84]. En este trabajo los enunciamos
para dar mayor claridad al algoritmo.
Para desarrollar el algoritmo de generacio´n de variables aleatorias con distribucio´n G0A,
se utilizan las siguientes proposiciones:
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Proposicio´n 1:
Si (u1, ..., uk) son variables aleatorias con distibucio´n uniforme,
entonces x = − ln
(∏k
i=1 ui
)
tiene distribucio´n Γ(k, 1).
Proposicio´n 2:
Si Y ∼ Γ (α+ 1, 1) y U ∼ U (0, 1) entonces son va´lidas las siguientes afirmaciones:
(a) Histograma de la Regio´n 1 (indicado con
’×’) y la curva correspondiente a la distribucio´n
G
0
A(−9,14, 372294) (l´ınea llena).
(b) Histograma de la Regio´n 2 (indicado con
’×’) y la curva correspondiente a la distribucio´n
G
0
A(−3,92, 412064) (l´ınea llena).
(c) Histograma de la Regio´n 3 (indicado con
’×’) y la curva correspondiente a la distribucio´n
G
0
A(−1,40, 293242) (l´ınea llena).
Figura 3.9: Histogramas para las tres diferentes regiones de la imagen SAR real que se muestra
en la Figura 3.8.
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1. Y U1/α ∼ Γ (α, 1) cuando α < 1,
2. Si α = 1 entonces el producto tiene distribucio´n exponencial.
Proposicio´n 3:
Las siguientes afirmaciones son va´lidas:
1. Si X ∼ Γ1/2 (α, λ) entonces X√λ ∼ Γ1/2 (α, 1)
2. Si X ∼ Γ1/2 (α, λ) entonces X−1 ∼ Γ−1/2 (−α, λ)
3. Si X ∼ Γ−1/2 (α, γ) entonces X/√γ ∼ Γ−1/2 (α, 1)
Por lo tanto, si es α > 0 es posible generar una muestra aleatoria w, con distribucio´n
Γ(α, 1). Y
√
w es una muestra aleatoria con distribucio´n Γ1/2(α, 1). Si consideramos la
variable x =
√
γ√
w
, resulta que esta´ distribuida con distribucio´n Γ−1/2(−α, γ). El Algoritmo 1
muestra la secuencia de pasos necesaria para generar muestras de variables aleatorias con
esta distribucio´n. Los para´metros α, γ y n son datos de entrada.
Algoritmo 1 Algoritmo de generacio´n de variables aleatorias con distribucio´n G0A(α, γ, n).
1: Generar una muestra w con distribucio´n Γ(α, 1).
2: Considerar
√
w, que es una muestra con distribucio´n Γ1/2(α, 1).
3: Considerar x =
√
γ√
w
, que es una muestra con distribucio´n Γ−1/2(−α, γ).
4: Generar una muestra v de Γ (n, 1).
5: Considerar
√
v que es una muestra con distribucio´n Γ1/2 (n, 1).
6: Considerar y =
√
v√
n
, que es una muestra con distribucio´n Γ1/2 (n, n).
7: Retornar zG = xy que es una muestra con distribucio´n G0A (α, γ, n).
La Figura 3.10 muestra una imagen sinte´tica generada con la distribucio´n G0A(α, 1, 1)
utilizando el Algoritmo 1. Los para´metros utilizados son α = −2, α = −3,5, α = −4 para
los objetos y α = −10 para el fondo.
La Figura 3.11 presenta tres muestras generadas con distribucio´n G0A(α, 1, 1) y dife-
rentes valores del para´metro α. Las Figuras 3.11(a) y 3.11(b) corresponden a la muestra y el
histograma de los datos generados con el para´metro α = −10. Las Figuras 3.11(c) y 3.11(d)
corresponden a la muestra y el histograma de los datos generados con el para´metro α = −4.
Las Figuras 3.11(e) y 3.11(f) corresponden a las muestras y el histograma de los datos
para α = −1,3. Estas muestras corresponden a diferentes grados de homogeneidad, como
se explica en la seccio´n 3.4.2. Se observa nuevamente que cuando el para´metro α se acerca a
cero, aumenta la varianza de la muestra y por lo tanto es mayor el grado de homogeneidad
de la regio´n en la imagen.
La Figura 3.12 muestra ima´genes generadas con la distribucio´n G0A(α, γ, 1) para distin-
tos valores de α y de γ. Puede observarse la variacio´n del brillo de la imagen con respecto
al valor de los para´metros. A medida que el valor del para´metro γ crece, el brillo de la
imagen se hace ma´s intenso.
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La Figura 3.13 muestra el mapa de los para´metros α y de γ para una imagen generada
con la distribucio´n G0A(α, γ, 1) para distintos valores de α y de γ. En la imagen que muestra
el mapa de para´metros α se observan dos regiones bien definidas, correspondientes a datos
con distinto grado de homogeneidad.
3.5. La distribucio´n GH
La distribucio´n GH fue propuesta en [88] como un modelo universal alternativo para
datos SAR en el contexto del modelo multiplicativo. Luego, fue estudiada y desarrollada
en [58] y en [59]. Esta distribucio´n es muy u´til en la interpretacio´n de ima´genes SAR
polarime´tricas porque describe los datos polarime´tricos con bastante precisio´n, aunque
tambie´n se utiliza para ima´genes monopolarizadas.
Como en las secciones anteriores, consideramos el retorno como el producto de dos
variables aleatorias independientes, Z = X.Y , X correspondiente al backscater, Y co-
rrespondiente al ruido speckle. Para este caso, se considera que la variable aleatoria X,
esta´ distribuida con una distribucio´n gaussiana inversa GI(γ, λ). Esta distribucio´n es un
caso particular de la distribucio´n gaussiana inversa generalizada N−1(α, γ, λ), cuya den-
sidad esta´ dada por la siguiente fo´rmula (Ec. 3.34).
fX(x) =
(λ/γ)α/2
2Kα
(√
λγ
)xα−1e(− 12(λx+ γx ))1R+ (x) , (3.34)
Figura 3.10: Imagen sinte´tica generada con la distribucio´n G0A(α, 1, 1), con tres diferentes a´reas,
correspondientes a los para´metros α = −2,0,−3,5,−4,0 para los objetos y α = −10 para el fondo.
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determinada por los para´metros γ, λ y α, donde
1A(x) =
{
1 if x ∈ A
0 if x /∈ A (3.35)
Los intervalos de variacio´n de estos para´metros esta´n dados por

γ > 0 y λ ≥ 0 si α < 0
γ > 0 y λ > 0 si α = 0
γ ≥ 0 y λ > 0 si α > 0
(3.36)
La funcio´n Kα es la funcio´n de Bessel modificada de tercera especie y orden α y esta´ dada
por
Kα(
√
ab) =
(a
b
)α/2 1
2
∫
R+
xα−1 exp
(
−1
2
(
ax+ bx−1
))
.
En el caso particular en que el para´metro α = −12 , se obtiene la distribucio´n gaussiana
inversa GI(γ, λ), cuya funcio´n de densidad esta´ dada por la siguiente ecuacio´n(Ec. 3.37).
fX(x) =
√
γ
2πx3
e

− (
√
λx−√γ)2
2x

1R+ (x) , (3.37)
con λ, γ > 0.
Los momentos de esta distribucio´n esta´n dados por
E [Xr] =
(
2
π
√
γλ
)1/2
exp(
√
γλ)
(√
γ
λ
)r
Kr− 1
2
(√
γλ
)
, (3.38)
por lo que, los momentos de primer orden, de segundo orden y la varianza son
E [X] =
√
γ
λ
, (3.39)
E
[
X2
]
=
γ
λ
+
√
γ
λ3
y (3.40)
E
[(
X2 − E [X])] =√ γ
λ3
, (3.41)
respectivamente.
Los para´metros γ y λ pueden ser utilizados para definir un nuevo par de para´metros
ω y η, mediante las siguientes fo´rmulas
ω =
√
γλ, (3.42)
η =
√
γ/λ,
de manera que la fo´rmula (3.37) queda expresada como
fX(x) =
√
ωη
2πx3
exp
(
−1
2
ω
(x− η)2
xη
)
1R+ (x) . (3.43)
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Entonces X ∼ GI (ω, η), y es posible ver que los momentos correspondientes esta´n dados
por
E [Xr] =
√
2ω
π
eωηrKr− 1
2
(ω) . (3.44)
Entonces, los momentos de primer orden, de segundo orden y la varianza son
E [X] = η, (3.45)
E
[
X2
]
= η2
ω + 1
ω
(3.46)
E
[
(X − E [X])2
]
= η2
1
ω
(3.47)
respectivamente. Puede observarse que con esta reparametrizacio´n el para´metro η corres-
ponde al valor medio y que la varianza se agranda a medida que ω se acerca a 0.
Si X ∼ GI (ω, η) entonces X/η ∼ GI (ω, 1), y por lo tanto la densidad de la variable
aleatoria X/η esta´ dada por la siguiente ecuacio´n, (Ec. 3.48)
fX|η (x) =
√
ω
2πx3
exp
(
−1
2
ω
(x− 1)2
x
)
1R+ (x) (3.48)
En la Figura 3.14 pueden verse las curvas correspondientes a la densidad para η = 1 y
varios valores de ω. Puede observarse que la varianza aumenta a medida que el para´metro
ω se acerca a 0.
En la figura 3.15 pueden verse las curvas correspondientes a la densidad para ω = 1 y
varios valores de η. Se observa que la curva se aplana a medida que el valor del para´metro
aumenta.
Nuevamente, consideramos el retorno como el producto de dos variables aleatorias
independientes, Z = X.Y , X correspondiente a la retrodispersio´n, Y correspondiente
al ruido speckle. En este caso, se considera X ∼ GI(ω, η) e Y ∼ Γ(n, n), entonces la
distribucio´n para el retorno Z es GHI (ω, η, n) y su funcio´n de densidad esta´ dada por la
siguiente ecuacio´n (Ec. 3.49)
fZ (z) =
nn
Γ (n)
√
2ωη
π
exp (ω)
(
ω
η (ωη + 2zn)
) 1
2
n+ 1
4
zn−1Kn+ 1
2
(√
ω
η
(ωη + 2zn)
)
(3.49)
Los momentos de orden r de la distribucio´n GHI son:
EGH (Z
r) =
(η
n
)r
eω
√
2ω
π
Kr−1/2 (ω)
Γ (n+ r)
Γ (n)
, (3.50)
Los cuales son utilizados para la estimacio´n de los para´metros estad´ısticos. De acuerdo a
esta ecuacio´n resulta el momento de orden 1:
E[Z] = η (3.51)
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y el momento de segundo orden
E[Z2] = η2
(
ω + 1
ω
)(
n+ 1
n
)
(3.52)
En esta tesis utilizamos la distribucio´n GHP polarime´trica para describir, simular y
analizar los datos SAR polarime´tricos. Por esa razo´n dejamos la estimacio´n de los para´me-
tros ω y η y el algoritmo de generacio´n de datos con distribucio´n GH para el cap´ıtulo 9,
en el que tratamos ima´genes SAR polarime´tricas.
3.6. Conclusiones
En este cap´ıtulo se presentan las distribuciones estad´ısticas que se utilizan en el resto
de esta tesis para modelar los datos provenientes de ima´genes SAR. Introducimos el mo-
delo multilplicativo, el cual establece que el retorno Z se modela como el producto de
dos variables aleatorias independientes, una correspondiendo al backscatter X y la otra
correspondiendo al ruido speckle Y .
Para datos monopolarizados, la variable Y se modela con la distribucio´n Γ (n, n), donde
n es el nu´mero de looks, mientras que la restrodispersio´n X se considera con distribucio´n
Gaussiana Inversa Generalizada, N−1 (α, λ, γ) en formato intensidad y N− 12 (α, λ, γ) en
formato amplitud.
Para valores particulares de los para´metros de la distribucio´n N−1, se obtienen las
distribuciones Γ (α, λ) , Γ−1 (α, γ), y IG (γ, λ) (Gaussiana Inversa) en formato de intensi-
dad y Γ
1
2 (α, λ) , Γ−
1
2 (α, γ), y IG
1
2 (γ, λ) en formato amplitud. Las cuales producen las
distribuciones K, G0 y GH para el retorno Z, respectivamente.
Se introduce la estimacio´n de los para´metros estad´ısticos que caracterizan a las distintas
regiones en la imagen y la interpretacio´n de los mismos. Tambie´n se explica el algoritmo de
generacio´n de variables aleatorias con distribuciones G0A, para simulacio´n de datos SAR.
En esta tesis utilizamos la familia de distribuciones G como herramienta para modelar
los datos provenientes de ima´genes SAR. Estas distribuciones proveen una forma para
analizar los datos tomando ventaja de las propiedades estad´ısticas de los mismos.
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(a) Muestra aleatoria generada con
distribucio´n G0A(−10, 1, 1).
(b) Densidad de la muestra 3.11(a).
(c) Muestra aleatoria generada con
distribucio´n G0A(−4, 1, 1)..
(d) Densidad de la muestra 3.11(c).
(e) Muestra aleatoria generada con
distribucio´n G0A(−1,3, 1, 1)..
(f) Densidad de la muestra 3.11(e).
Figura 3.11: Muestras e histogramas de datos generados con distribucio´n G0(α, 1, 1), para α = −10
(a y b), α = −4 (c y d) y α = −1,3 (e y f).
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Figura 3.12: Ima´genes sinte´ticas generadas con la distribucio´n G0A(α, γ, 1)
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Figura 3.13: Mapa de los para´metros α y γ para una imagen sinte´tica generada con la distribucio´n
G0A(α, γ, 1) con distintos valores de los para´metros.
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Figura 3.14: Densidad de la distribucio´n GI (x, ω, η), para η = 1 y ω = 1 (so´lida), ω =
√
2
(trazos), ω = 2 (puntos), ω = 3 (punto-trazo), ω = 4 (punto-punto-trazo), ω = 5 (so´lida) y ω = 6
(trazos).
Figura 3.15: Densidad de la distribucio´n GI (x, ω, η), para ω = 1 y η = 0,5 (so´lida), η = 1 (trazos),
η = 2 (puntos) y η = 3 (punto-trazo).
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Cap´ıtulo 4
Representacio´n B-Spline de curvas
La representacio´n B-Spline para curvas es muy utilizada en procesamiento de ima´genes,
computacio´n gra´fica y visio´n, porque provee una herramienta muy eficaz en la descripcio´n
y aproximacio´n de funciones, curvas y superficies. Esta te´cnica ha sido utilizada en muchas
aplicaciones, como en deteccio´n de bordes [17, 37, 32, 121], en aproximacio´n de formas [82,
108, 53], en seguimiento de objetos en secuencias de video [12, 9, 51, 50] y en sementacio´n
de ima´genes [57, 104, 33], entre otros. En este trabajo se utiliza la representacio´n B-Spline
para curvas con el propo´sito de describir el contorno de los objetos. Esta formulacio´n tiene
varias ventajas:
1. La curva queda representada por sus puntos de control, lo cual reduce la cantidad
de para´metros y por lo tanto el costo computacional. Esto implica, por ejemplo, que
si se quiere aplicar una transformacio´n af´ın (rotacio´n, traslacio´n, escalamiento) a la
curva, es suficiente aplicarla a sus puntos de control.
2. Puede elegirse el orden de la curva de acuerdo a la suavidad necesaria para el contorno
del objeto de intere´s.
3. Dada su caracter´ıstica de control local, permite modificar la curva localmente por
medio de sus puntos de control.
4. Tiene la propiedad de la ca´psula convexa.
En este cap´ıtulo se presenta una e´xpilcacio´n sobre curvas B-Spline, que se utiliza como
herramienta para describir contornos en los cap´ıtulos posteriores. En la seccio´n 4.1 se
introduce la teor´ıa sobre puntos de control, la base funcional B-Spline y sus propiedades.
En la seccio´n 4.2 se presenta la teor´ıa sobre interpolacio´n de puntos por medio de una
curva B-Spline. En el Ape´ndice C se da una explicacio´n ma´s detallada sobre generacio´n de
estas curvas y una forma de implementar el algoritmo que resulta muy conveniente para
nuestro propo´sito; para consultar sobre este tema, ver [9, 107, 27]. Las curvas usadas en
este trabajo para extraccio´n de contornos son cerradas, de orden 3 o´ 4, especificadas por
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funciones B-Spline perio´dicas, pero los me´todos son va´lidos para cualquier orden y para
cualquier base.
4.1. Curvas B-Spline, puntos de control y la base B-Spline
Sea {Q0, ..., QNB−1} un conjunto de puntos de control, donde Qn = (xn, yn)t ∈ R2,
0 ≤ n ≤ NB − 1, y sea {s0 ≤ s1 ≤ s2 ≤ · · · ≤ sL−1} ⊂ R un conjunto de L nodos.
Una curva B-Spline de orden d se define como una suma ponderada de NB funciones
polinomiales Bn,d(s) de grado d−1, dentro del intervalo [si, si+1) con 0 ≤ i ≤ L−1, donde
los puntos de control son los pesos.
La curva B-Spline se construye como r(s) = (x(s), y(s))t, 0 ≤ s ≤ L− 1, siendo
r(s) =
NB−1∑
n=0
Bn,d(s)Qn, (4.1)
Dado que d es el orden de la curva, en cada intervalo [si, si+1), 0 ≤ i ≤ L − 1 interviene
un polinomio de grado d− 1. Adema´s
x(s) = Bt(s).Qx (4.2)
y(s) = Bt(s).Qy (4.3)
donde el vector de funciones base B(s) de NB componentes esta´ dado por
B(s) = (B0,d(s), . . . ,BNB−1,d(s))
t.
Los vectores de puntos Qx y Qy son las primeras y segundas componentes de Qn,
n = 0, . . . , NB − 1, respectivamente.
La Ecuacio´n 4.1 puede escribirse tambie´n en forma matricial:
r(s) = U(s).Q = (
Bt(s) 0
0 Bt(s)
)(
Qx
Qy
)
En lo que sigue se presenta la base de funciones B-Spline y sus propiedades.
Funciones Base: Definicio´n y Propiedades
Las bases Bn,d para n = 1, ..., NB se definen recursivamente en d, de la siguiente
manera:
Bn,1(s) =
{
1 sn ≤ s < sn+1
0 ∀ otro caso
paso inductivo en d:
Bn,d(s) =
(s − sn)Bn,d−1(s)
sn+d−1 − sn +
(sn+d − s)Bn+1,d−1(s)
sn+d − sn+1
para d > 1, donde 0 ≤ sn ≤ L− 1 y 0 ≤ n ≤ NB − 1.
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Cuando la secuencia de nodos {s0, . . . , sL} es equiespaciada, la base se llama B-Spline
uniforme.
En el caso particular en que sn = n, ∀0 ≤ n ≤ L−1, es decir que la secuencia de nodos
son los nu´meros naturales, se obiene una base funcional llamada B-Splines uniforme de
orden d, definida de la siguiente manera:
Bn,1(s) =
{
1 n ≤ s < n+ 1
0 ∀ otro caso
paso inductivo en d:
Bn,d(s) =
(s− n)Bn,d−1(s) + (n+ d− s)Bn+1,d−1(s)
d− 1
En esta tesis utilizamos esta base por ser la ma´s conveniente para nuestro propo´sito.
Para representar curvas cerradas, como es nuestro objetivo, es necesario que la base
B-Spline sea perio´dica, esto requiere que la secuencia de nodos {s0, s1, . . . , sL−1} sea
perio´dica, es decir que sj = sj mod L. Tambie´n es posible obtener la base perio´dica Bn,d(s)
para n = 1, ..., NB , expandiendo la base no perio´dica, con per´ıodo L. En este caso, si los
nodos son equiespaciados, entonces la base es uniforme y perio´dica y las funciones base
solo difieren en un corrimiento, como muestra la ecuacio´n 4.4.
Propiedades de la Base B-Spline Uniforme y Perio´dica
1. Soporte
sop(Bn,d(s)) = [n, n+ d)
2. Positividad
Bn,d(s) ≥ 0,∀s ∈ [0, L − 1]
3. Normalizacio´n
NB∑
n=0
Bn,d(s) = 1,∀s ∈ [0, L− 1]
4. Invarianza traslacional
Bn+1,d(s) = Bn,d(s− 1) (4.4)
5. Condicio´n de suavidad
Bn,d(s) es C
d−2,∀s y ∀d > 1,
Ejemplos
Las Figuras 4.1(a) y 4.1(b) muestran ejemplos de puntos de control que generan curvas
B-Spline, de orden d = 3 y d = 4, respectivamente. La Figura 4.2 muestra un ejemplo
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de un pol´ıgono de control generando la curva correspondiente, para distintos valores del
orden d. Los ve´rtices del pol´ıgono son los puntos de control. Se observa que a medida que
aumenta el valor de d la curva se aleja de los puntos de control.
(a) Conjunto de puntos de control (*) que genera una curva B-Spline
de orden d = 3 (l´ınea so´lida).
(b) Conjunto de puntos de control (*) que genera una curva B-Spline
de orden d = 4 (l´ınea so´lida).
Figura 4.1: Ejemplo de un conjunto de puntos de control que generan curvas B-Spline de orden
d = 3 y d = 4.
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Figura 4.2: Pol´ıgono de control que genera curvas B-Spline para distintos valores del orden d.
4.2. Ajuste de de puntos por curvas B-Spline
Para resolver el problema de encontrar los NB puntos de control que generen una curva
B-Spline que ajuste a un contorno, utilizamos el esquema presentado en esta seccio´n. Para
ma´s detalles ver [107, 32].
Dado un conjunto de k puntos de la imagen,
{D0,D1, ...,Dk−1} = {
(
x0 y0
)
,
(
x1 y1
)
, . . . ,
(
xk−1 yk−1
)
}
se quiere encontrar la curva B-Spline que mejor ajusta a estos puntos. Entonces se desea
hallar el conjunto de puntos de control {Q0, Q1, ..., QNB−1} que determine una curva B-
Spline que ajuste los puntos Di i = 0, . . . , k−1, con la condicio´n NB ≤ k y donde el orden
d se supone dado. Habitualmente es NB << k. Entonces, por las ecuaciones 4.2 y 4.3, los
puntos Di deben satisfacer
Di = U (si)Q =
(
Bt (si) 0
0 Bt (si)
)(
Qx
Qy
)
∀i = 0, . . . k − 1, para ciertos para´metros si.
La ecuacio´n anterior es equivalente a que
(
xi yi
)
=
(
Bt (si)Q
x Bt (si)Q
y
)
, i = 0, . . . , k − 1
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Llamando D =

x0 y0
x1 y1
. .
. .
. .
xk−1 yk−1

y K =

Bt (s0)
Bt (s1)
.
.
.
Bt (sk−1)

debe cumplirse
D = K
(
Qx Qy
)
donde los para´metros si, i = 0, . . . , k− 1 son elegidos apropiadamente para que la matriz
K tenga rango columna completo.
Resulta entonces, dos sistemas de ecuaciones lineales, cuyas inco´gnitas son los puntos
de control: (
Qx Qy
)
Si NB = k, K inversible y por lo tanto
K−1D =
(
Qx Qy
)
SiNB < k entonces K no es cuadrada y usamos la pseudoinversa para hallar la solucio´n
de mı´nimos cuadrados del sistema:(
KtK
)−1
KtD =
(
Qx Qy
)
Los para´metros {s0, . . . , sk−1} pueden elegirse de distintas maneras. En este trabajo
utilizamos los llamados para´metros de la cuerda y esta´n dados por:
s0 = 0
sl =
∑l
i=1 ‖Di −Di−1‖∑k−1
i=1 ‖Di −Di−1‖+ ‖Dk −D0‖
para l ≥ 1.
Ejemplos
Las Figuras 4.3(a) y 4.3(b) muestran dos curvas B-Spline de ajuste para el mismo
conjunto de datos compuesto por 40 puntos, con NB = 15 y NB = 10 puntos de control,
respectivamente. Los puntos marcados con ’*’ corresponden al conjunto de datos de en-
trada, para el cual se desea encontrar una curva de ajuste. Los puntos marcados con ’’
corresponden a los puntos de control que encuentra el algoritmo y que genera la curva
B-Spline (l´ınea so´lida). La Figura 4.4 muestra un ejemplo donde se aplica el algoritmo
anterior. En este ejemplo se desea ajustar 27 puntos del plano con una curva B-Spline
generada por NB = 12 puntos de control. En todos los ejemplos que se muestran en este
cap´ıtulo se utiliza d = 3.
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4.3. Conclusiones
Este cap´ıtulo esta´ dedicado a la representacio´n B-Spline de curvas en el plano de la
imagen. Consiste en una suma pesada de funciones base, generada por un conjunto de
puntos de control. Se muestra un resumen sobre la teor´ıa de puntos de control, la base
funcional B-Spline y sus propiedades. Se presenta tambie´n la teor´ıa sobre ajuste de puntos
por medio de una curva B-Spline. Algunos puntos de este tema son explicados con mayor
detalle en el Ape´ndice C.
Esta representacio´n es muy conveniente para graficar curvas porque involucra pocos
para´metros, es intr´ınsecamente suave y provee una fo´rmula matema´tica para el contorno
que se desea encontrar. En los cap´ıtulos que siguen utilizamos curvas B-Spline como una
herramienta fundamental en la deteccio´n de bordes y descripcio´n de contornos de regiones.
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(a) Conjunto de 40 datos que se desea ajustar por una curva B-Spline (*), curva de
ajuste (l´ınea so´lida), 15 puntos de control ().
(b) Conjunto de 40 datos que se desea ajustar por una curva B-Spline (*), curva de
ajuste (l´ınea so´lida), 10 puntos de control ().
Figura 4.3: Conjunto de datos que se desea ajustar por una curva B-Spline (*), curva de ajuste
(l´ınea so´lida), puntos de control ().
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Figura 4.4: Conjunto de 27 datos que se desea ajustar por una curva B-Spline (*), curva de ajuste
(l´ınea so´lida), 12 puntos de control ().
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Cap´ıtulo 5
Deteccio´n de contornos en
ima´genes SAR utilizando la
distribucio´n G0A y curvas B-Spline
La naturaleza multiplicativa del ruido speckle hace que los me´todos de deteccio´n de
bordes desarrollados para ima´genes o´pticas sean ineficientes cuando se aplican a ima´genes
SAR. El ruido de la imagen es la principal dificultad en los algoritmos de deteccio´n de
bordes porque muchos de ellos encuentran regiones utilizando extraccio´n local de carac-
ter´ısticas, es decir utilizando la informacio´n presente en un pixel. En el caso de deteccio´n
de bordes de objetos en ima´genes con ruido speckle, no es posible utilizar la informacio´n
puntual, sino que hay que analizar la imagen a partir de conjuntos de pixels (ver [42]). La
deteccio´n de bordes en ima´genes con ruido speckle ha sido objeto de estudio por parte de
muchos autores y una gran variedad de te´cnicas han sido presentadas. Los enfoques para
segmentacio´n de este tipo de ima´genes pueden separarse en dos grandes clases:
1. Enfoque basado en bordes.
2. Enfoque basado en regiones.
Los trabajos basados en la bu´squeda de cambios abruptos en la reflectividad media,
como los presentados en los art´ıculos [120], [34] y [35], pertenecen a la primera clase.
Mientras que los algoritmos basados en filtros, como el que se presenta en [45] pertenecen
a la segunda clase. Tambie´n se han desarrollado te´cnicas basadas en contornos activos, por
ejemplo, en [44] se presenta un algoritmo de contornos activos, utilizando la distribucio´n
Γ para describir los datos SAR. En el art´ıculo [52] los autores utilizan la distribucio´n
Gaussiana para el modelado de los datos. En los art´ıculos [2, 3] se presentan algoritmos
de segmentacio´n de ima´genes SAR utilizando conjuntos de nivel. En todos los casos se
obtiene un e´xito relativo por el alto costo computacional que estas te´cnicas conllevan y la
enorme complejidad de las ima´genes SAR.
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En este trabajo elegimos algoritmos basados en regiones porque modelamos los datos de
diferentes a´reas de la imagen con distribuciones estad´ısticas que poseen distintos para´me-
tros. Proponemos un nuevo me´todo de ajuste de curvas a contornos de objetos o regiones
en ima´genes con ruido speckle que tiene excelentes resultados, con un aceptable costo
computacional. Los algoritmos propuestos consideran la imagen por regiones, en lugar de
hacerlo sobre toda la imagen, lo cual es un gran ahorro en tiempo de co´mputo. Adema´s
provee una fo´rmula matema´tica para el contorno que depende de muy pocos para´metros.
El algoritmo comienza con un paso de inicializacio´n, es decir una curva inicial, que
es encontrada automa´ticamente y que tiene el objetivo de que los procedimientos tengan
ma´s ra´pida convergencia y menor costo computacional. Luego, se deforma la curva inicial
hasta ajustar el contorno del objeto de intere´s.
Para encontrar los puntos de borde entre las diferentes regiones de la imagen se trabaja
sobre la hipo´tesis de que los datos SAR son modelados con la distribucio´n estad´ıstica G0A
bajo el modelo multiplicativo. Bajo el modelo G0A, las regiones de la imagen con distinto
grado de homogeneidad quedan caracterizadas por los para´metros de la distribucio´n. Con
este propo´sito, se estiman los para´metros correspondientes, a lo largo de segmentos de
recta dispuestos en un entorno de la curva inicial. Si un punto pertenece al borde del
objeto, entonces en una vecindad de ese punto existe un cambio brusco en los para´metros
estad´ısticos de la distribucio´n que lo modela.
Este me´todo tiene problemas de convergencia en el caso en que el objeto del cual se
desea encontrar el borde no sea convexo. En este cap´ıtulo se muestran cua´les son estos
problemas, que dependen de la forma del objeto y se propone un algoritmo para resolverlos.
Este cap´ıtulo constituye el aporte original ma´s importante de esta tesis.
Esta´ compuesto de la siguiente manera: en primer lugar, en la seccio´n 5.1 se intro-
duce un algoritmo para hallar regiones iniciales automa´ticamente, que sirven como paso
inicial para los me´todos de deteccio´n de contornos. En la seccio´n 5.2 se presenta el primer
algoritmo de deteccio´n de borde, basado en una serie de segmentos de recta ubicados es-
trate´gicamente sobre la imagen. En la seccio´n 5.3 se explica la forma en que se toman
los datos de la muestra para estimar los para´metros. El algoritmo descrito anteriormente
busca los puntos de borde del objeto a partir del punto de borde encontrado en el paso
anterior, luego, en la seccio´n 5.4 se presenta un algoritmo para encontrar el primer punto
de borde, que es muy importante para la convergencia del me´todo. En la seccio´n 5.5 se
muestran cua´les son los problemas de convergencia que tiene el algoritmo, que dependen
de la forma del objeto y se propone una forma de resolverlos. En la seccio´n 5.6 se mues-
tran los resultados en ima´genes SAR reales. Finalmente, en la seccio´n 5.7 se presentan las
conclusiones para este cap´ıtulo.
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5.1. Regiones iniciales de bu´squeda
Sea E : R2 → R una escena compuesta por el fondo B y un conjunto de regiones
{R1, R2, . . . , Rk} con sus respectivas fronteras {∂R1, ..., ∂Rk}. Cada una de estas regiones
y el fondo son considerados campos aleatorios de variables aleatorias independientes e
ide´nticamente distribuidas con la distribucio´n G0A(α, γ, n) y caracterizadas por los valores
de sus para´metros estad´ısticos α y γ. Deseamos encontrar una curva Cj que ajuste al borde
de cada regio´n ∂Rj en la imagen. En escenas de ima´genes SAR, un borde puede ser definido
como un salto abruto en los valores de la retrodispersio´n, este borde ideal esta´ degradado
por el ruido speckle, entonces definimos un borde como el lugar de la imagen donde hay
un cambio abrupto en los valores de los para´metros estad´ısticos.
Como se muestra en la seccio´n 3.4.2, existe una correspondencia entre el grado de
homogeneidad presente en la imagen y los para´metros de rugosidad y escala estimados.
A partir de esta correspondencia se puede hacer una clasificacio´n de cada pixel de la
imagen. El algoritmo propuesto en esta seccio´n separa cierto tipo de regiones del resto de la
imagen, de manera de obtener una primera aproximacio´n del objeto que se esta´ buscando,
y que se utiliza para inicializar los me´todos de extraccio´n de contornos descriptos en las
siguientes secciones. Los algoritmos de deteccio´n de contornos que se describen a conti-
nuacio´n, trabajan sobre estas regiones en lugar de analizar la imagen completa, reduciendo
el costo computacional.
Se hace una particio´n de la imagen de la siguiente forma:
f : S → R,
donde
S = [0, . . . ,mSp − 1]× [0, . . . , nSp − 1]
m,n, Sp ∈ N, es decir que la particio´n f esta´ compuesta por m × n bloques de lado Sp,
como muestra la Figura 5.1. Sin pe´rdida de generalidad se supone que se desea hallar a´reas
urbanas, pero puede ser redefinido para obtener a´reas de cualquier tipo. Los siguientes
datos de entrada deben ser especificados:
1. Un criterio de seleccio´n TR, correspondiente a la clase de a´rea que se desea encontrar.
2. Un umbral TS que corresponde al mı´nimo nu´mero de bloques requeridos para con-
siderar una zona candidata, como regio´n inicial. Se toman aquellas zonas candidatas
que tengan al menos TS bloques conectados.
El algoritmo comienza estimando los para´metros α y γ a partir de los datos de la
imagen en cada bloque, obteniendo dos arreglos αˆ y γˆ, cada uno de taman˜o m × n, con
αˆ(i, j) y γˆ(i, j), los estimadores de los para´metros α y γ, en el bloque (i, j), 0 ≤ i ≤
m − 1, 0 ≤ j ≤ n − 1, respectivamente. Luego toma como zonas candidatas las regiones
formadas por bloques cuyo para´metro estimado αˆ pertenece al intervalo de seleccio´n TR.
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.✲
} Sp
(i, j)-bloque con Sp × Sp pixels
Figura 5.1: Particio´n de la imagen en bloques cuadrados para estimar los para´metros α y γ.
Si el nu´mero de bloques conectados de una zona candidata es menor que TS , entonces la
zona se considera erro´nea y se remueve. Luego, se calcula el pol´ıgono convexo que contiene
a los bloques conectados. En este trabajo hemos usado TR = [−3,−0,5), TS = 46 y
Sp = 5. El Algoritmo 2 muestra el procedimiento descrito para encontrar regiones iniciales
automa´ticamente. No´tese que la salida del Paso 3 es una imagen binaria (por ejemplo,
urbana-no urbana). Finalmente, cada zona de intere´s se especifica por un pol´ıgono cuyos
ve´rtices son los puntos de control que generan una curva B-Spline. El Algoritmo 2 se
aplica a la imagen sinte´tica de la Figura 3.10 y a la imagen SAR real de la Figura 2.4. Los
resultados se presentan en la Figura 5.2 y en la Figura 5.3.
Algoritmo 2 Regiones Iniciales
1: Realizar una particio´n de la imagen en bloques cuadrados de lado Sp,
como muestra la Figura 5.1.
2: Estimar los para´metros α y γ a partir de los datos de la
imagen en cada bloque. Se obtienen dos arreglos αˆ y γˆ,
cada uno de taman˜o m× n, con αˆ(i, j) y γˆ(i, j),
los estimadores de α y γ, en el bloque
(i, j), 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1, respectivamente.
3: Dado TR ⊂ R− un criterio de seleccio´n, si
αˆ(i, j) ∈ TR entonces el bloque (i, j) se marca como zona candidata,
si no se deja sin marcar.
4: Dado TS , el mı´nimo nu´mero de bloques requeridos para considerar una zona
candidata como regio´n inicial. Para cada zona candidata se calcula el nu´mero b, como
la cantidad de bloques conectados en la zona. Entonces, si b ≥ TS la zona se marca
como regio´n inicial, si no se remueve.
5: Las regiones iniciales esta´n formadas por bloques conectados. Luego se calcula
el pol´ıgono convexo que contiene a cada una.
Una vez determinada cada una de las zonas de bu´squeda inicial como una curva B-
Spline calculamos el centroide de cada una de ellas.
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Figura 5.2: Zonas de intere´s especificadas por sus puntos de control, calculadas automa´ticamente
usando el Algoritmo 2. Las l´ıneas gruesas son el pol´ıgono de control, las l´ıneas finas son la B-Spline
de orden 3 correspondiente.
Figura 5.3: Zonas de intere´s en una imagen real, calculadas automa´ticamente usando el Algorit-
mo 2.
5.2. Proceso de deteccio´n de bordes
Si un punto pertenece al borde del objeto entonces en un entorno de ese punto existe
un cambio en los para´metros estad´ısticos de la muestra y por lo tanto es un punto de
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transicio´n. Se consideran N segmentos sobre la imagen, s(i), i ∈ {1, ..., N}, de la forma
s(i) = CPi donde C es el centroide de la regio´n inicial, el extremo Pi es un punto fuera
de la regio´n y θi = ang
(
s(i), s(i+1)
) ∀i es el a´ngulo entre dos segmentos sucesivos, como
muestra la Figura 5.4.
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Figura 5.4: Rectas radiales separadas por un a´ngulo θi.
Consideramos k+1 para´metros: (α0, γ0) correspondiente al fondo y (αj , γj) j = 1, . . . , k
correspondientes a cada una de las regiones.
El segmento s(i) es un arreglo cuyos elementos provienen de la discretizacio´n de la l´ınea
sobre la imagen.
s(i) =
(
z
(i)
1 , . . . , z
(i)
m
)
, (5.1)
Dado un segmento s(i) consideramos la siguiente particio´n
Z
(i)
k ∼ G0(αr, γr), k = 1, . . . , j (5.2)
Z
(i)
k ∼ G0(αb, γb), k = j + 1, . . . ,m, (5.3)
donde para cada k, z
(i)
k es la realizacio´n de la variable aleatoria Z
(i)
k . Los para´metros
(αr, γr) y (αb, γb) caracterizan a la regio´n y al fondo, respectivamente y se estiman como
se explica en la seccio´n 5.3. Para encontrar los puntos de transicio´n sobre cada segmento,
consideramos una funcio´n ℓ para cada segmento s(i), donde ℓ es una funcio´n de verosimi-
litud de la muestra, dada por:
ℓ(z, αr, γr, αb, γb) =
j∏
i=0
fr(zi;αr, γr)
m∏
i=j+1
fr(zi;αb, γb)
Para encontrar el punto de transicio´n, maximizamos L = ln ℓ:
L(z, αr, γr, αb, γb) =
j∑
i=0
ln(fG0 (zi;αr, γr)) +
m∑
i=j+1
ln(fG0 (zi;αb, γb));
entonces, de acuerdo a la ecuacio´n (3.12),
L(z, αr, γr, αb, γb) =
=
j∑
i=0
ln
(
2nnΓ (n− αr) z2n−1i
γαrr Γ (−αr) Γ (n)
(
γr + nz2i
)n−αr
)
+
m∑
i=j+1
ln
(
2nnΓ (n− αb) z2n−1i
γαbb Γ (−αb) Γ (n)
(
γb + nz
2
i
)n−αb
)
.
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Finalmente, la estimacio´n del ı´ndice ̂ que corresponde al punto de borde bi, sobre el
segmento s(i) esta´ dado por:
̂ = argma´x
j
L (5.4)
En la Figura 5.5(a) se muestran valores t´ıpicos de la funcio´n objetivo, tomados a lo largo de
un segmento de recta. La posicio´n correspondiente al ma´ximo se considera como el punto
de transicio´n entre ambas regiones, de acuerdo con la fo´rmula (5.4). Los datos de la imagen
sobre el mismo segmento de recta se muestran en la Figura 5.5(b). En la Figura 5.5(c) se
muestra el valor del para´metro α estimado pixel a pixel, para los datos sobre el mismo
segmento de recta. Puede observarse que el punto de transicio´n coincide con el punto de
discontinuidad en la posicio´n de los datos y con el punto de discontinuidad en la estimacio´n
del para´metro α. La estimacio´n del para´metro α pixel a pixel se explica en la seccio´n 6.3.
El Algoritmo 3 muestra el resumen de este proceso de deteccio´n de bordes.
Algoritmo 3 Algoritmo de deteccio´n de bordes maximizando la probabilidad
1: Determinacio´n automa´tica de la regio´n de intere´s por medio
de una curva B-Spline, usando el Algoritmo 5.
2: Determinacio´n de una serie de segmentos radiales sobre la imagen,
como muestra la Figura 5.4.
3: for cada segmento s(i) do
4: Estimacio´n de los para´metros estad´ısticos relevantes para
datos con ruido speckle.
5: Hallar la posicio´n jˆ sobre el segmento s(i) que maximiza la Ecuacio´n 5.4
y que corresponde al punto de borde bi sobre la imagen.
6: end for
7: Construir la curva B-Spline que interpola los puntos encontrados.
5.3. Muestras para estimar los para´metros
Estimamos los para´metros estad´ısticos procesando los pixels dentro de una ventana
rectangular de manera que la direccio´n de su eje mayor coincida con la del segmento que
se esta´ procesando y tal que incluya una muestra de la regio´n y otra del fondo, las cuales se
utilizan para estimar los para´metros (αr, γr) y (αb, γb), respectivamente. En la Figura 5.6
puede observarse el segmento s(i), el centroide C, la regio´n R y el fondo de la imagen, B.
Las zonas rectangulares interiores a la ventana corresponden a los sectores de la ventana
rectangular, donde se toman las muestras de entrenamiento que son utilizadas para estimar
los para´metros. Estos sectores son elegidos en los extremos de la ventana para asegurar
que los valores de los para´metros correspondan a distintas zonas de la imagen.
En el caso en que la ventana rectangular este´ totalmente incluida dentro de la regio´n,
o totalmente incluida en el fondo, entonces los para´metros estimados no corresponden
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(a) Valores t´ıpicos de la funcio´n objetivo para un seg-
mento de recta.
(b) Valores de los datos de la imagen para un segmento
de recta.
(c) Valores de la estimacio´n del para´metro α pixel a pixel sobre
un segmento de recta.
Figura 5.5: Gra´ficos que muestran distintas maneras de visualizar la posicio´n del punto de tran-
sicio´n sobre una recta. Como el ma´ximo de la funcio´n de probabilidad (a), como el punto de
discontinuidad en la posicio´n de los datos (b) y como el punto de discontinuidad en el valor del
para´metro α (c).
a distintas regiones y el proceso de encontrar los puntos del borde {b1...bN} debe ser
replanteado buscando otra posicio´n para el centro de la ventana.
Con el objetivo de encontrar posiciones de la ventana rectangular que contengan al
punto de borde, el algoritmo desarrollado utiliza el punto de borde encontrado en el paso
anterior para ubicar la ventana rectangular del paso actual. En el paso i la ventana se
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Figura 5.6: Ventana rectangular utilizada para estimar los para´metros.
ubica a distancia di−1 = |c− bi−1| desde el centroide, sobre el segmento s(i). La Figura 5.7
muestra un ejemplo de la forma de ubicar la ventana. De esta manera, si el a´ngulo entre
dos segmentos de recta es pequen˜o, entonces la ventana correspondiente al paso posterior
estara´ ubicada en un punto tal que el borde del objeto quedara´ incluido dentro de la
ventana.
Figura 5.7: Esquema que muetra la forma en que se ubica la ventana rectangular en cada paso.
Sobre el segmento s(i+1), el centro de la ventana se ubica a distancia di desde el centroide.
En el primer paso, debe elegirse automa´ticamente el primer punto de borde b1.
Para solucionar esta dificultad desarrollamos un algoritmo que encuentra con precisio´n
el primer punto b1, que es muy importante porque es el punto en el cual se basa la bu´squeda
de todos los dema´s puntos de borde. El proceso se presenta en la siguiente seccio´n.
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5.4. Proceso de bu´squeda del primer punto de borde b1
Para definir el primer punto de borde se toman una serie de elementos q1, . . . , qkn sobre
el segmento s(1), separados una longitud arbitraria y se desplaza la ventana rectangular
localizando su centro en estos puntos, como muestra la Figura 5.8. Para cada ventana,
se obtienen muestras de entrenamiento para calcular los estimadores de los para´metros
(α̂jr, α̂
j
b), j = 1, . . . , kn y se estiman los para´metros para cada una de las muestras. Luego,
se calcula dj = |α̂jr − α̂jb|, j = 1, . . . , kn y dma´x = ma´x1≤j≤kn dj , la ma´xima diferencia
entre los para´metros estimados y se almacena el ı´ndice que corresponde a este ma´ximo.
El valor maximal dma´x es la diferencia entre α̂ma´xr y α̂
ma´x
b . Estos valores se consideran
estimadores o´ptimos y son utilizados para calcular el punto b1. Se encuentra b1 con los
para´metros calculados en el paso anterior usando la funcio´n de ma´xima verosimilitud dada
en la ecuacio´n 5.4.
Un resumen de este procedimiento, se presenta en el Algoritmo 4.
Algoritmo 4 Primer punto de borde
1: Tomar una serie de puntos q1, . . . , qkn sobre el segmento s
(1),
separados una longitud arbitraria, y desplazar la ventana rectangular
localizando su centro en estos puntos, como muestra la Figura 5.8.
2: Para cada ventana, obtener muestras de entrenamiento para
calcular los estimadores de los para´metros (α̂jr, α̂
j
b), j = 1, . . . , kn.
Estimar los para´metros para cada una de las muestras.
3: Hallar dj = |α̂jr − α̂jb|, j = 1, . . . , kn y dma´x = ma´x1≤j≤kn dj ,
la ma´xima diferencia entre los para´metros estimados y almacenar
el ı´ndice que corresponde a este ma´ximo.
4: Hallar b1 con los para´metros o´ptimos calculados en el paso 3
usando la funcio´n de ma´xima verosimilitud
dada en la ecuacio´n 5.4.
❄
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Figura 5.8: Desplazamiento de una ventana rectangular sobre un segmento de recta.
En la Figura 5.9 se muestra el resultado de aplicar el algoritmo anterior a la imagen
sinte´tica de la Figura 3.10. Las l´ıneas finas corresponden a las regiones iniciales encon-
tradas automa´ticamente con el algoritmo descrito en la seccio´n 5.1. Las l´ıneas gruesas
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corresponden al contorno hallado con el procedimiento. Puede observarse la precisio´n de
los resultados.
Figura 5.9: Resultado de aplicar el algoritmo propuesto a la imagen sinte´tica de la Figura 3.10.
5.5. Problemas y Soluciones
Este algoritmo da muy buenos resultados cuando se trata de hallar el contorno de
objetos convexos, pero el me´todo puede fallar, cuando el objeto no es convexo. En la
Figura 5.10 se muestra un esquema de esta situacio´n en la que la ventana en el paso i+1
queda mal ubicada y el proceso de bu´squeda de puntos de borde, falla. En la Figura 5.10(a)
se observa que la ventana esta´ ubicada con su centro en un punto tal que el borde del
objeto queda dentro de la ventana. En la Figura 5.10(b) se ve que si el borde del objeto
tiene una gran variacio´n en la curvatura, esto provoca que el punto donde es ubicado el
recta´ngulo para tomar la muestra sea muy lejano al borde del objeto y por lo tanto el
punto de transicio´n no queda en el interior de la ventana. En la Figura 5.11 se muestra
un ejemplo de esto con una ima´gen sinte´tica generada con el modelo G0A(α, γ, n) con los
mismos para´metros que la Figura 3.10.
Es posible tambie´n que una recta radial tenga mu´ltiples cruces, como muestra la Figu-
ra 5.12. En este caso el algoritmo encuentra solamente uno de los puntos de borde sobre
la recta. Los otros son ignorados y el proceso falla.
Con el objetivo de solucionar estos problemas, desarrollamos otro algoritmo que en-
cuentra el borde de un objeto no convexo y que resuelve los inconvenientes anteriores de
manera adecuada. Este algoritmo no necesita que el centroide de la regio´n inicial este´ den-
tro del objeto y tolera un paso de inicializacio´n muy lejano a la solucio´n final. El proceso
se basa en que, teniendo dos puntos en el borde del objeto bi y bi+1 sobre dos diferentes
rectas radiales, calcula el vector velocidad entre e´stos dos puntos, usando la fo´rmula:
−→v i = bi+1 − bi‖bi+1 − bi‖
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(a) La ventana rectangular ubicada
de manera que el punto de borde
queda dentro de ella.
(b) Si el borde posee gran variacio´n en la curvatura, en-
tonces la ventana rectangular puede quedar mal ubicada.
Figura 5.10: Esquema que muestra que el procedimiento puede fallar, dependiendo de la forma
del objeto del cual se desea encontrar el contorno.
para luego localizar la ventana en la direccio´n del segmento perpendicular a −→v i con centro
bi + λ
−→v i, donde λ es un valor arbitrario. La Figura 5.13 muestra un esquema del proce-
dimiento en el paso i. En este ejemplo, a partir de los puntos de borde bi−1 y bi se calcula
el punto bi+1. Luego, encuentra cada punto de borde como lo hace el Algoritmo 3. Un
resumen de este procedimiento se presenta en el Algoritmo 5.
Algoritmo 5 Algoritmo de deteccio´n de bordes basado en el vector velocidad
1: Buscar dos puntos sobre el borde del objeto b1, b2 sobre dos diferentes
rectas radiales, como se explica en la seccio´n 5.2.
2: Dados dos puntos sobre el borde del objeto bi, bi+1, calcular el vector
velocidad entre e´stos dos puntos:
−→v i = bi+1 − bi‖bi+1 − bi‖
3: Localizar la ventana en la direccio´n del segmento perpendicular a −→v i
con centro bi + λ
−→v i, donde λ es un valor arbitrario, como muestra la figura 5.13.
4: Construir la curva B-Spline interpolando los puntos encontrados
{b1, . . . , bN}.
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Figura 5.11: Objeto que tiene en una parte del contorno una gran variacio´n en la curvatura y su
contorno detectado.
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Figura 5.12: El procedimiento sobre una recta con mu´ltiples cruces, solo detecta el punto de borde
marcado con un c´ırculo.
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Figura 5.13: Vector de variacio´n entre dos puntos de borde. (Paso 4 del Algoritmo 5)
La Figura 5.14 muestra el resultado de aplicar el algoritmo a la imagen sinte´tica de la
Figura 3.10. En este ejemplo se utilizaron tres tipos de inicializacio´n, cruzando los bordes
del objeto (arriba a la izquierda), dentro de la regio´n (arriba a la derecha) y fuera de la
regio´n (abajo al medio). Se puede observar la precisio´n de los resultados en todos los casos.
Figura 5.14: Resultado de aplicar el Algoritmo 5 a una imagen sinte´tica con tres tipos distintos de
inicializacio´n. Las l´ıneas finas corresponden a las regiones iniciales, las l´ıneas gruesas a las curvas
de ajuste halladas por el algoritmo.
La Figura 5.15 muestra el resultado de aplicar el Algorimo 5 a la imagen de la Figu-
ra 5.11. Se observa que se solucionaron los problemas de ajuste de la curva al contorno del
objeto.
La Figura 5.16 corresponde a una imagen sinte´tica generada con la distribucio´n
G0A(α, γ, 1), con para´metros α = −1,5 y γ = 1,0 para el objeto, y α = −10 y γ = 1,0
para el fondo. El objeto tiene forma de ´S´ y esto hace que tenga gran variacio´n en la
curvatura en todo punto del contorno. La l´ınea gruesa muestra la curva encontrada por
el algoritmo. Se observa un resultado muy satisfactorio, a pesar de que la curva inicial
(marcada con una l´ınea fina en la figura) es muy lejana a la solucio´n final.
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Figura 5.15: Resultado de aplicar el Algoritmo 5 a la imagen de la Figura 5.11.
5.6. Aplicacio´n a datos reales
La Figura 5.17(a) muestra una imagen real de 1 look, obtenida por el sensor E-SAR
sobre los alrededores de la ciudad de Munich, Alemania. La imagen muestra campos (a´reas
oscuras) y a´reas urbanas (a´reas brillantes). La Figura 5.17(b) muestra el resultado de
aplicar el algoritmo a esta imagen. Las l´ıneas finas corresponden a las regiones iniciales, las
l´ıneas gruesas corresponden a los bordes detectados. Las regiones iniciales fueron halladas
usando el Algoritmo 2 de bu´squeda de regiones iniciales de la seccio´n 5.1.
La Figura 5.18 muestra el resultado de aplicar el algoritmo a la imagen JERS del
Bosque Nacional Tapajos (Brasil), correpondiente a datos de amplitud, con polarizacio´n
HH de 3 looks. Esta imagen es de un bosque que ha sido talado y tiene claros. La zona
encontrada por el algoritmo corresponde a un claro. Los para´metros estimados son α =
−19,4, γ = 74706 para los claros y α = −12,8, γ = 178374 para el bosque.
La Figura 5.19 muestra otros dos ejemplos de aplicacio´n de los algoritmos a ima´genes
reales, las a´reas oscuras corresponden a zonas homoge´neas y las a´reas luminosas a zonas
heteroge´neas. Las l´ıneas gruesas corresponden al borde de la regio´n encontrada por el
me´todo.
5.7. Conclusiones
En este cap´ıtulo se presenta un nuevo me´todo de segmentacio´n de ima´genes SAR
usando curvas B-Spline deformables y la distribucio´n estad´ıstica G0A. El me´todo se basa
en hallar borde de regiones con diferente grado de homogeneidad.
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Figura 5.16: Resultado de aplicar el algoritmo de velocidad a una imagen sinte´tica correspondiente
a un objeto no convexo, con gran variacio´n en la curvatura en todo punto.
En el primer paso se encuentran automa´ticamente regiones iniciales correspondientes
a a´reas con diferentes grados de homogeneidad. Se modelan los datos bajo el modelo
multiplicativo y la distribucio´n G0A(α, γ, n), y se utiliza el para´metro α como descriptor de
la homogeneidad de una zona de la imagen.
En un entorno de cada regio´n inicial se dispone una serie de segmentos de recta.
Luego, se estiman los para´metros de rugosidad y escala usando dos muestras disjuntas,
una inclu´ıda en el objeto y otra fuera del mismo. Con estas estimaciones de los para´metros
se maximiza la funcio´n de verosimilitud para el conjunto de datos que yacen sobre cada
segmento.
Este me´todo presenta varias ventajas sobre los algoritmos cla´sicos, porque es total-
mente automa´tico, trabaja sobre regiones en lugar de hacerlo sobre toda la imagen y deter-
mina el contorno de diferentes objetos con precisio´n, obtenie´ndose una fo´rmula matema´tica
que los describe. Para cada regio´n, el resultado de aplicar el algoritmo es una curva que
ajusta al borde del objeto, en la forma de una curva B-Spline determinada por puntos
de control. Sin embargo, este algoritmo puede presentar problemas de convergencia que
dependen de la forma del objeto que se desea encontrar. Entonces desarrollamos otro al-
goritmo que soluciona este incoveniente buscando los puntos de borde sobre segmentos de
recta que se ubican en cada paso siguiendo la direccio´n de variacio´n entre los dos pun-
tos de borde encontrados en los pasos inmediatos anteriores. En cada paso se utiliza la
posicio´n del punto de borde encontrado en el paso anterior, por lo tanto la precisio´n del
82
(a) Imagen real, de 1 look en los alrededores de Munich.
(b) Deteccio´n de bordes de regiones en la imagen de Munich.
Figura 5.17: Resultado de aplicar el algoritmo completo a una Imagen SAR real. Las l´ıneas finas
corresponden a la regio´n inicial encontrada automa´ticamente, las l´ıneas gruesas corresponden a la
curva que ajusta el contorno.
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Figura 5.18: Resultado de aplicar el algoritmo completo a una Imagen SAR real de 3 looks, de
una zona de bosque en Brasil. La curva verde corresponde a la regio´n inicial, la roja a la curva de
ajuste.
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Figura 5.19: Resultado de aplicar el algoritmo a una imagen real donde el objetivo es una zona
homoge´nea. Las l´ıneas finas son las regiones iniciales, las gruesas corresponden a las l´ıneas de ajuste
encontradas por el algoritmo.
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primer punto de borde es determinante para la convergencia del me´todo. Por esa razo´n se
presenta un algoritmo que permite encontrarlo con mayor precisio´n.
Este me´todo se aplica en ima´genes sinte´ticas y reales y se observa que los resultados
son excelentes con un aceptable costo computacional.
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Cap´ıtulo 6
Deteccio´n de contornos en
ima´genes SAR usando Difusio´n
Anisotro´pica
En esta tesis no se trata de eliminar el ruido speckle, sino de aprovechar sus propiedades
estad´ısticas y utilizarlas como medio para hallar los contornos entre las diferentes regiones.
Sin embargo, en la estimacio´n de para´metros se producen errores provenientes de las
operaciones y es necesario suavizar el arreglo de estimadores para encontrar el punto
de discontinuidad con mayor precisio´n. En este cap´ıtulo utilizamos el me´todo de difusio´n
anisotro´pica para el suavizado del mapa de para´metros porque elimina el ruido preservando
los bordes y las discontinuidades.
El proceso de descripcio´n de ima´genes en mu´ltiples escalas (o en el espacio-escala) fue
utilizado por muchos autores desde los an˜os 80. La idea fue inicialmente formalizada por
Witkin [126] y luego desarrollada por Koendrik [65], Babaud et al. [4], Yuille et al. [132]
y otros. En 1990, Perona y Malik presentan un algoritmo basado en el espacio-escala,
que remueve el ruido manteniendo las caracter´ısticas de borde y los detalles importantes
de la imagen (ver [100]). La teor´ıa basada en el espacio multiescala fue utilizada en seg-
mentacio´n y restauracio´n de ima´genes o´pticas por diversos autores, por ejemplo en los
art´ıculos [1], [101] y [102].
Tambie´n existen en la literatura algoritmos espec´ıficos para reducir el ruido speckle,
basados en el me´todo de difusio´n anisotro´pica como por ejemplo los que se presentan en los
art´ıculos [129], [130], [131] y [119]. En este trabajo no han sido utilizados porque el objetivo
es suavizar el mapa de estimacio´n del para´metro α de la distribucio´n G0A, que caracteriza a
las diferentes regiones y encontrar los puntos de discontinuidad, que constituyen los puntos
de borde sobre la imagen, en lugar de eliminar el ruido speckle.
Este cap´ıtulo esta´ compuesto de la siguiente manera, en la seccio´n 6.1 se explica el pro-
ceso de difusio´n isotro´pica, en la seccio´n 6.2 se introduce el proceso de difusio´n anisotro´pica
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y sus ventajas con respecto a la difusio´n isotro´pica. En la seccio´n 6.3 se presenta el algo-
ritmo desarrollado para segmentacio´n de ima´genes SAR usando difusio´n anistro´pica para
suavizar el vector de estimadores. En la seccio´n 6.4 se muestran los resultados y finalmente
en la seccio´n 6.5 se presentan las conclusiones.
6.1. El proceso de difusio´n en procesamiento de ima´genes
El problema de eliminar el ruido de una imagen ha sido tratado en la literatura de
diversas maneras. Una forma interesante es el enfoque del espacio multiescala, desarrollado
por Witkin (ver [126]) y ma´s tarde formalizado por Koendrik [65]. El espacio multiescala
consiste en aplicar una sucesio´n de filtros pasabajos de resolucio´n decreciente. Una eleccio´n
posible es el filtro gaussiano de desviacio´n t, entonces la sucesio´n de filtros se realiza
con t creciente. A medida que el para´metro t toma valores mayores, la eliminacio´n del
ruido es mayor, pero tambie´n aumentan la deformacio´n de la imagen y la eliminacio´n de
caracter´ısticas importantes y detalles. Por lo tanto es necesario buscar una relacio´n de
compromiso entre la eliminacio´n de ruido y el borroneado de la imagen.
En forma ma´s general, el espacio multiescala consiste en el siguiente proceso: dada la
imagen I0 se genera iterativamente una familia de ima´genes
Iλ, λ ∈ R, λ > 0 (6.1)
que son una simplificacio´n gradual de la imagen original. El nu´mero de iteraciones λ que
se utiliza, es la escala. En cada iteracio´n deben cumplirse los siguientes requerimientos:
1. Iλ → I0 cuando λ→ 0
2. A medida que se aumenta la escala, la resolucio´n disminuye y por lo tanto, no deben
generarse detalles no existentes en la imagen original.
En el ejemplo del espacio-escala gaussiano, la secuencia de ima´genes se obtiene haciendo
la convolucio´n de la imagen original I0(x, y) con nu´cleos gaussianos G(x, y, t) de varianza
t y media 0, como muestran las ecuaciones 6.2 y 6.3,
I(x, y, t) = I0(x, y) ∗G(x, y, t) (6.2)
G(x, y, t) =
1
t
√
2π
e
−(x2+y2)
2t2 (6.3)
El para´metro del espacio-escala t, determina la intensidad del suavizado de la imagen.
Para grandes valores de t, el suavizado es mayor. Usando propiedades de la transformada
de Fourier, puede verse que la ecuacio´n 6.2 es un filtro pasabajo que atenu´a las altas
frecuencias. Por el teorema de la convolucio´n se tiene que para una funcio´n f : R2 → R
F(f ∗Gt)(w) = F(f)(w).F(Gt)(w) (6.4)
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donde Gt es el nu´cleo gaussiano de varianza t.
Adema´s,
F(Gt)(w) = e−
|w|
2/t2 (6.5)
que tambie´n tiene forma gaussiana, lo cual indica que convolucionar con un filtro gaussiano
atenu´a las altas frecuencias. Para ma´s detalles ver [125].
Es posible tambie´n entender este comportamiento de suavidad observando la ecuacio´n
del calor. Como explican Koendrik [65] y Weickert [125], este conjunto de filtros de
ima´genes es equivalente a resolver la ecuacio´n del calor
{
∂
∂tI(x, y, t) = div(c∇I(x, y, t))
I(x, y, 0) = I0(x, y)
donde I0(x, y) es la imagen original que se desea suavizar, t representa al tiempo que se
deja correr el algoritmo, siendo t ≥ 0, ∇I es la imagen gradiente y div(u, v) corresponde
a la divergencia del vector (u, v), definido como
div(u(x, y), v(x, y)) = ux + vy
y c es el coeficiente de difusio´n del calor, siendo en este caso c = 1.
Este resultado es muy importante porque proporciona un conjunto de herramientas
para eliminacio´n de ruido, basadas en la resolucio´n de ecuaciones diferenciales.
La temperatura de un cuerpo tiende a uniformizarse con el paso del tiempo, esto explica
que la evolucio´n de una imagen segu´n la ecuacio´n del calor, elimina el ruido ya que los
niveles de gris tienden a uniformizarse en cada iteracio´n.
Este enfoque tiene las siguientes limitaciones:
1. No so´lo remueve el ruido de la imagen sino tambie´n las caracter´ısticas importantes,
como bordes y las hace ma´s dif´ıcil de identificar. Un ana´lisis detallado de este pro-
blema se presenta en [13].
2. Cuando el valor de t es muy grande, los bordes cambian de lugar. Esto fue demostrado
por Witkin en el art´ıculo [126].
En 1990, Perona y Malik presentan un algoritmo basado en ecuaciones diferenciales,
en el que se buscan ecuaciones del calor manipulando el coeficiente de conduccio´n. Este
me´todo llamado de difusio´n anisotro´pica, remueve el ruido manteniendo las caracter´ısticas
de borde. Esta propuesta se discute en la seccio´n 6.2.
6.2. Difusio´n Anisotro´pica
La formulacio´n de Perona-Malik [100] presenta un algoritmo que remueve el ruido
manteniendo las caracter´ısticas de borde. En ese trabajo los autores proponen hacer el
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suavizado en el interior de cada regio´n de la imagen, delimitada por los bordes y no
suavizar a trave´s de ellos. Se trata de encontrar soluciones de una ecuacio´n del calor,
que posee un coeficiente de conduccio´n variable. Este algoritmo modifica iterativamente
la imagen de acuerdo a la siguiente ecuacio´n:
{
∂I(x,y,t)
∂t = div(c(x, y, t)∇I)
I(x, y, 0) = I0(x, y)
(6.6)
igual que en el caso anterior, I0(x, y) es la imagen original, t ≥ 0, ∇I es la imagen gradiente
y div(u, v) corresponde a la divergencia del vector (u, v), definido como
div(u(x, y), v(x, y)) = ux + vy.
La ecuacio´n 6.6 corresponde a la ecuacio´n del calor, pero con un coeficiente de con-
duccio´n del calor variable.
Cuando c(x, y, t) = 1 la ecuacio´n corresponde a la ecuacio´n del calor y el proceso de
difusio´n es isotro´pico.
Si supie´ramos la ubicacio´n de los bordes de una regio´n R, entonces har´ıamos que el
coeficiente de conduccio´n sea
c(x, y, t) =
{
1 si (x, y) /∈ ∂R
0 si (x, y) ∈ ∂R (6.7)
donde R es la regio´n de la cual se desea encontrar el borde. Por supuesto, esta informacio´n
no esta´ disponible, por lo tanto hay que aproximarla. Es necesario entonces utilizar un
descriptor de la presencia de un borde; una eleccio´n posible es la magnitud del gradiente
de la imagen ‖∇I‖.
Entonces, se toma
c(x, y, t) = g(‖∇I‖)
donde la funcio´n g : R −→ R debe elegirse de manera que valga cero para valores grandes
de ‖∇I‖ y valga 1, difundiendo completamente, cuando el valor del gradiente es bajo. Esto
es equivalente a tomar la funcio´n g con las siguientes restricciones:
1. g decreciente.
2. g(x)→ 0 cuando x→∞.
3. g(x)→ 1 cuando x→ 0.
De esta forma se obtiene un operador de deteccio´n de bordes. Si ‖∇I‖ es un nu´mero
grande, indica la presencia de un borde. En este caso el valor de g(‖∇I‖) esta´ cerca de
cero y por lo tanto c(x, y, t) tiene menor peso en la ecuacio´n y el suavizado es menor
en esa zona de la imagen. De la misma manera si no se esta´ en presencia de un borde,
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entonces la magnitud del gradiente de la imagen en ese pixel tiene poco valor, luego el
valor de g(‖∇I‖) esta´ cerca de 1 y por lo tanto el coeficiente de difusio´n tiene ma´s peso y
el suavizado es mayor en esa zona de la imagen. La escala esta´ dada por el tiempo t que
se deja evolucionar la difusio´n.
Algunas elecciones cla´sicas para la funcio´n g(x) son:
la funcio´n de Lorentz:
g(‖∇I‖) = 1
1 + ‖∇I‖
2
2σ2
(6.8)
la funcio´n de Leclerc
g(‖∇I‖) = e− ‖∇I‖
2
2σ2 (6.9)
El para´metro σ se elige arbitrariamente.
La Figura 6.1, muestra el gra´fico de la funcio´n de Lorentz para distintos valores de σ.
La Figura 6.2 muestra el gra´fico de la funcio´n de Leclerc para distintos valores de σ.
Figura 6.1: Gra´ficos de la funcio´n de Lorentz, para σ = 12 , 1, 2 y 10 (so´lida, raya, punto y
raya-punto), respectivamente.
Se observa que en ambos casos se cumplen las restricciones 1, 2 y 3. Se observa que
cuanto mayor es el valor del para´metro σ, los operadores se acercan a 0 ma´s lentamente.
Esto significa que a medida que el valor de σ crece, el suavizado resulta ma´s intenso.
La Figura 6.3 y la Figura 6.4 muestran el resultado de aplicar el algoritmo de difusio´n
isotro´pica y anisotro´pica, respectivamente. El algoritmo se aplica a la imagen de la Figu-
ra 3.10, para distintos valores de t, usando el operador de Lecrerc. Puede observarse que
en el primer caso, de la difusio´n isotro´pica se borronean bordes y detalles mucho ma´s que
en el caso de difusio´n anisotro´pica.
Esta formulacio´n posee la ventaja de que es muy fa´cil su implementacio´n. En el
Ape´ndice D se muestra el algoritmo para implementar este me´todo.
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Figura 6.2: Gra´ficos de la funcio´n de Leclerc para valores de σ = 1/2, 1, 2 y 10 (solida, raya,
punto y raya-punto), respectivamente.
6.3. Segmentacio´n de ima´genes SAR usando Difusio´n
Anisotro´pica y contornos deformables
En esta seccio´n adaptamos los algoritmos presentados en el cap´ıtulo 5 para el desarrollo
de un me´todo que detecte bordes en la imagen, utilizando la distribucio´n G0A para modelar
los datos y difusio´n anisotro´pica para suavizar el ruido de las estimaciones. Se genera un
vector de estimadores del para´metro α para cada pixel de un segmento de recta sobre la
imagen. Luego, se aplica el algoritmo de difusio´n anistro´pica a este vector de estimaciones
de para´metros para encontrar la posicio´n del punto de transicio´n sobre el segmento con
mayor precisio´n.
En el me´todo propuesto en el cap´ıtulo 5, se plantea una regio´n de intere´s y se traza el
conjunto de segmentos de la imagen sobre los cuales se desea encontrar los puntos de borde.
Para encontrar el punto de transicio´n sobre cada segmento, estimamos los para´metros
(αr, γr) y (αb, γb) que caracterizan las distintas regiones, como se explica en la seccio´n 3.4.1.
Luego se maximiza la funcio´n de verosimilitud para encontrar la posicio´n del punto de
transicio´n sobre cada segmento de recta, que corresponden a los puntos pertenecientes al
borde de la regio´n.
Otra forma de encontrar el punto de transicio´n sobre un segmento de recta es estimar
el para´metro α para cada pixel del segmento s(i), por medio de una ventana deslizante.
Entonces se obtiene un arreglo Λˆ(i) = [αˆ
(i)
1 , . . . , αˆ
(i)
m ] de estimaciones del para´metro α. Si
un punto pertenece al borde de la regio´n, entonces en una vencidad de ese punto existe
un cambio brusco en los valores de los estimadores del para´metro α y por lo tanto es un
punto de dicontinuidad. Luego se busca la posicio´n del arreglo donde ocurre la ma´xima
discontinuidad entre estos datos, el cual corresponde al punto de transicio´n.
El proceso para encontrar el punto de borde con el me´todo de buscar la ma´xima
discontinuidad (MMD) se muestra en el Algoritmo 6.
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(a) t = 3 (b) t = 7
(c) t = 10 (d) t = 15
(e) t = 20
Figura 6.3: Imagen SAR sinte´tica generada con la distribucio´n G, suavizada con difusio´n isotro´pica
para distintos valores de t.
Este me´todo acarrea muchos errores de ca´lculo y adema´s para que la estimacio´n sea
precisa deben tomarse ventanas deslizantes de muchos pixels, lo cual incrementa mucho el
costo de computacional.
Una forma de mantener el compromiso entre la precisio´n en la estimacio´n del para´metro
y el costo computacional, es utilizar una ventana de taman˜o 9 × 9 pixels, y luego aplicar
un algoritmo de suavizado al vector de estimaciones. De esta manera, el punto de borde
se encuentra con mayor precisio´n. Luego, se aplica el algoritmo de difusio´n anisotro´pica
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(a) t = 3 (b) t = 7
(c) t = 10 (d) t = 15
(e) t = 20
Figura 6.4: Imagen SAR sinte´tica generada con la distribucio´n G, suavizada con Difusio´n
Anisotro´pica para distintos valores de t, en todos los casos se ha utilizado σ = 100.
para suavizar y luego encontrar el punto de discontinuidad sobre el segmento de recta
convolucionando con un operador de deteccio´n de bordes cla´sico. La posicio´n del punto de
discontinuidad corresponde al punto de borde. El esquema del procedimiento se muestra
en el Algoritmo 7.
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Algoritmo 6 Algoritmo para encontrar puntos de borde hallando la ma´xima discon-
tinuidad del para´metro α
1: for Cada segmento si do
2: Estimar el para´metro α para cada pixel del segmento
deslizando una ventana. Esto genera un arreglo
Λˆ(i) = [αˆ
(i)
1 , . . . , αˆ
(i)
m ] de valores de α estimados.
3: Hallar la posicio´n sobre el segmento donde se encuentra la
ma´xima discontinuidad entre los valores del arreglo Λˆ(i)
convolucionando con la ma´scara [−2,−1, 0, 1, 2].
4: El punto de discontinuidad corresponde al punto de transicio´n.
5: end for
6.4. Resultados
El Algoritmo 7 se aplica a la imagen sinte´tica que se muestra en la Figura 3.10, generada
con la distribucio´n G0A, y a la imagen SAR real que se muestra en la Figura 2.4. Los
resultados se muestran en la Figura 6.5 y en la Figura 6.6, respectivamente. Las l´ıneas
finas corresponden a las regiones iniciales encontradas automa´ticamente, las l´ıneas gruesas,
corresponden a la curva final obtenida por el me´todo.
Figura 6.5: Resultado de aplicar el Algoritmo 7 a una imagen SAR sinte´tica. Las l´ıneas finas
corresponden a las regiones iniciales y las gruesas corresponden a los contornos encontrados por el
me´todo.
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Algoritmo 7 Algoritmo de deteccio´n de contornos de regiones utilizando difusio´n
anisotro´pica.
1: Determinar automa´ticamente regiones de intere´s descriptas
por medio de una curva B-Spline, usando el Algoritmo 5.
2: Determinar una serie de segmentos radiales sobre la imagen,
como muestra la Figura 5.4.
3: for cada segmento s(i) do
4: for cada pixel del segmento s(i) do
5: Estimar el para´metro α utilizando los pixels sobre una ventana de 9× 9.
6: end for
7: Se genera un arreglo de estimaciones para cada pixel del segmento s(i),
Λˆ(i) = [αˆ
(i)
1 , . . . , αˆ
(i)
m ], donde m es el taman˜o del segmento.
8: Suavizar el arreglo Λˆ(i) generado en el paso anterior usando el algoritmo de difusio´n
anisotro´pica. Se genera un arreglo S, donde S es el arreglo de estimadores suavizado.
9: Detectar del punto de discontinuidad dentro del arreglo S, convolucionando con un
operador de deteccio´n de bordes cla´sico.
10: end for
11: Construir la B-Spline que interpola los puntos encontrados.
6.5. Conclusiones
Este cap´ıtulo presenta un nuevo me´todo de deteccio´n de contornos en ima´genes SAR
usando curvas B-Spline, la distribucio´n estad´ıstica G0A y el me´todo de difusio´n anisotro´pica
para eliminacio´n de ruido.
En el primer paso se encuentran automa´ticamente regiones iniciales correspondientes
a a´reas con diferentes grados de homogeneidad. Para cada regio´n, se disponen una serie de
segmentos sobre la imagen, en un entorno de la curva inicial y se estiman los para´metros
estad´ısticos para cada pixel del segmento, utilizando una ventana deslizante. El objetivo es
hallar la posicio´n de ma´xima discontinuidad en el vector de para´metros estimados sobre el
segmento. Sin embargo, las estimaciones poseen errores provenientes de diferentes ca´lculos
y es mejor suavizarlos para obtener una aproximacio´n del punto de borde con mayor
precisio´n. En este cap´ıtulo utilizamos el me´todo de difusio´n anisotro´pica con el propo´sito
de suavizar el arreglo de estimaciones. Este me´todo posee una muy fa´cil implementacio´n,
y tiene muy buen comportamiento en eliminacio´n de ruido sin alteraciones de los bordes.
El resultado de aplicar el algoritmo es una curva que ajusta al borde de cada regio´n
de la imagen con diferente grado de homogeneidad, determinada por una curva B-Spline.
Como los me´todos anteriores, trabaja sobre regiones en lugar de hacerlo sobre toda la
imagen y obtiene una fo´rmula matema´tica que lo describe. Los resultados muestran que
en ima´genes sinte´ticas el me´todo es muy bueno, aunque el costo computacional es mayor
que en los algoritmos del cap´ıtulo 5, como se deduce de los estudios que se presentan en
el cap´ıtulo 8, donde todos los me´todos son comparados entre s´ı. En ima´genes reales los
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Figura 6.6: Resultado de aplicar el Algoritmo 7 a una imagen SAR real. Las l´ıneas finas correspon-
den a las regiones iniciales y las gruesas corresponden a los contornos hallados por el procedimiento.
errores que se cometen al estimar los para´metros estad´ısticos para cada pixel dan como
resultado baja precisio´n en encontrar los puntos de borde y por esa razo´n el me´todo es
menos eficiente.
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Cap´ıtulo 7
Deteccio´n de contornos en
ima´genes SAR utilizando la
Dimensio´n Fractal
En este cap´ıtulo se presenta un algoritmo de segmentacio´n de ima´genes SAR, ana-
lizando la dimensio´n fractal. La geometr´ıa fractal de Mandelbrot ([98], [76] [75]) provee
una descripcio´n matema´tica de formas complejas que se encuentran en la naturaleza.
Numerosos autores han demostrado que la dimensio´n fractal puede utilizarse como una
medida de rugosidad de una zona de la imagen (ver [15]). En este cap´ıtulo, proponemos
una forma de combinar el ana´lisis de la dimensio´n fractal con los me´todos de segmentacio´n
basados en contornos activos que se presentan en el cap´ıtulo 5.
La dimensio´n fractal se ha utilizado como descriptor, fundamentalmente para la seg-
mentacio´n basada en texturas y rugosidad (ver [99], [63], [20], [69]) porque describe
caracter´ısticas de la estructura contextual de la imagen. Se ha utilizado, adema´s, en el
ana´lisis de la superficie del mar ([6], [80]) y tambie´n en segmentacio´n de ima´genes SAR,
combinada con la Transformada Ra´pida de Fourier([8], [24]).
En esta parte de la tesis, se caracteriza la rugosidad de las diferentes regiones de
una imagen SAR con una estimacio´n de la dimensio´n fractal. El objetivo es establecer
comparaciones entre ellas y encontrar puntos de borde entre a´reas de distinto grado de
homogeneidad. Como ya hemos mencionado, los algoritmos propuestos en esta tesis, tra-
bajan sobre regiones de la imagen espec´ıficamente determinadas, en lugar de hacerlo sobre
toda la imagen, lo cual representa una ventaja considerable, dada la complejidad de las
ima´genes SAR y el alto costo computacional del ca´lculo de la dimensio´n fractal.
Este cap´ıtulo esta´ compuesto de la siguiente manera, en la seccio´n 7.1 se presenta la
definicio´n de la dimensio´n fractal para conjuntos autosimilares, en la seccio´n 7.2 se explican
dos me´todos distintos para estimar la dimensio´n fractal, la dimensio´n box-counting y la
dimensio´n box-counting diferencial. En la seccio´n 7.3 se introduce el algoritmo desarrollado
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para deteccio´n de bordes de objetos en una imagen SAR. En la seccio´n 7.4 se muestran
los resultados obtenidos y finalmente, en la seccio´n 7.5 se presentan las conclusiones para
este cap´ıtulo.
7.1. Definicio´n de Dimensio´n Fractal
La Dimensio´n Fractal (DF ) de un conjunto acotado en Rn, es un nu´mero real que
caracteriza su complejidad geome´trica y puede utilizarse como ı´ndice de la irregularidad
del conjunto. Su definicio´n esta´ basada en el concepto de autosimilaridad, el cual se refiere
a que algunos objetos pueden construirse con una cantidad de copias ma´s pequen˜as de
s´ı mismo. El grado de autosimilaridad esta´ determinado por el para´metro DF . Para ma´s
detalles ver [26, 15].
Sea D ⊂ Rn un conjunto cerrado. Una funcio´n φ : D −→ D es una contraccio´n sobre
D, si existe un nu´mero c ∈ R, 0 < c < 1 tal que
|φ(x)− φ(y)| ≤ c |x− y|
para todo x, y ∈ D.
Si se da la igualdad, es decir si
|φ(x)− φ(y)| = c |x− y|
para todo x, y ∈ D, entonces φ es una funcio´n de similaridad.
Sea A un conjunto acotado, A ⊂ D, entonces A es invariante por transformaciones de
contraccio´n si se cumple que
A =
m⋃
i=1
φi(A) (7.1)
donde {φ1, . . . , φm} es un conjunto de contracciones.
Si el conjunto A es invariante por transformaciones de similaridad, es decir que {φi}i
es una funcio´n de similaridad, para todo i = 1, . . . ,m, entonces A se llama conjunto
autosimilar y es la unio´n de una cantidad de copias ma´s pequen˜as de s´ı mismo, es decir
que es la unio´n de Nr = Nr(A) copias distintas de s´ı mismo escaladas por un factor r
(ver [98], [97] y [96]). En este caso, la dimesio´n fractal DF de A esta´ dada por la relacio´n:
Nrr
DF = 1 (7.2)
o lo que es lo mismo
DF =
logNr
log 1r
(7.3)
Lamentablemente, esta dimensio´n so´lo esta´ definida para un grupo reducido de con-
juntos. En el caso de conjuntos que no son autosimilares, existen otras definiciones de
dimensio´n equivalentes que pueden ser aplicables, como la dimensio´n de Hausdorff o la
dimensio´n box-counting (ver [26]). En la seccio´n 7.2 se presentan la dimensio´n box-counting
y la dimensio´n box-counting diferencial.
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7.2. Estimaciones de la dimensio´n de una regio´n en una ima-
gen
Existen diversos me´todos para calcular estimaciones de la dimensio´n fractal de una
regio´n en una imagen, la mayor´ıa de los cuales se aplican a ima´genes que deben ser binarias
(so´lo dos niveles de gris), ver por ejemplo [69]. En esta seccio´n se presentan dos me´todos
para estimar la dimensio´n de una regio´n en una imagen, la dimensio´n box-counting y la
dimensio´n box-counting diferencial. Como se describe en la introduccio´n, el propo´sito de
este cap´ıtulo es caracterizar la rugosidad de distintas zonas de la imagen utilizando la
dimensio´n como descriptor y establecer comparaciones entre ellas para hallar los bordes
dentro de la imagen. En este sentido, ambos me´todos exhiben resultados muy satisfactorios.
7.2.1. Dimensio´n box-counting
Uno de los me´todos propuestos para caracterizar el nivel de rugosidad de una zona
de una imagen es la dimensio´n box-counting. Este me´todo es muy utilizado porque exhibe
buena relacio´n de compromiso entre el tiempo de co´mputo y la exactitud (ver [26]).
Sea U ⊂ Rn un conjunto no vac´ıo, se define el dia´metro de U como
|U | = sup{|x− y| : x, y ∈ U} (7.4)
Sea {Ui}i∈I , una coleccio´n finita o numerable de conjuntos de dia´metro a lo sumo r,
entonces si se cumple que para un conjunto F ⊂ Rn, F ⊂ ⋃i∈I Ui, entonces decimos que
{Ui}i∈I es un r-cubrimiento de F .
Sea A ⊂ Rn cerrado y sea Nr(A) la menor cantidad de conjuntos de dia´metro a lo
sumo r con los que se puede cubrir el conjunto A, entonces la dimensio´n box-counting de
A es DB
DB = l´ım
r→0
log(Nr(A))
log(1r )
(7.5)
si el l´ımite existe. Puede demostrarse que en el caso de que A sea un conjunto planar, esta
definicio´n es equivalente a utilizar conjuntos cuadrados de lado r (celdas) para el cubri-
miento. La dimensio´n box-counting de un conjunto planar se basa en contar la cantidad de
conjuntos del cubrimiento (celdas) dentro de las cuales el conjunto tenga medida no nula.
Sea r la longitud de la arista de las celdas utilizadas para cubrir el conjunto, y Nr la
cantidad de celdas en donde el conjunto tiene medida no nula, entonces si el l´ımite existe,
la dimensio´n box-counting DB es
DB = l´ım
r→0
log(Nr)
log(1r )
. (7.6)
Esta versio´n de la dimensio´n de un conjunto es muy utilizada porque resulta muy
fa´cil de calcular emp´ıricamente. La diferencia con la ecuacio´n 7.5 es que esta versio´n se
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refiere a un cubrimiento cuyos conjuntos son cuadrados, en lugar de considerar conjuntos
de cualquier forma. Dada una imagen binaria (compuesta so´lo por dos niveles de gris), se
realiza una particio´n de la imagen en celdas de taman˜o r, como muestra la Figura 7.1,
para varios valores de r y para cada r, se cuentan la cantidad de celdas que cubren el
objeto, llamada Nr. Luego se estima la dimensio´n box-counting como la pendiente de la
recta de cuadrados mı´nimos que ajusta al gra´fico de
log(Nr) vs. log(
1
r
) (7.7)
como se muestra en la Figura 7.2.
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Figura 7.1: Particio´n de la imagen en una grilla con celdas de lado r.
Figura 7.2: Recta de cuadrados mı´nimos que ajusta los datos de log(Nr) vs. log(1r )
Las ima´genes SAR no son binarias y por lo tanto la dimensio´n box-counting DB se
calcula de acuerdo a un umbral U determinado por el histograma de la imagen. Para
poder calcular DB se realiza previamente una umbralizacio´n de la imagen, de manera de
obtener una imagen binaria. La eleccio´n de este umbral U es determinante en la precisio´n
de la estimacio´n de la dimensio´n box-counting, por ejemplo un umbral demasiado alto da
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como resultado una imagen con muchos pixeles negros, y por lo tanto no es una buena
representacio´n binaria de la imagen original. En las ima´genes sinte´ticas generadas con la
funcio´n de distribucio´n G0A(α, γ, n), el umbral U es directamente proporcional al para´metro
γ, debido a que e´ste es un para´metro de escala. En las ima´genes que se muestran en la
Figura 3.12, en el cap´ıtulo 3, seccio´n 3.4, puede verse como aumenta el brillo de la imagen
a medida que el para´metro γ se incrementa. Por lo tanto, a medida que γ aumenta, el
valor de U es mayor.
En este cap´ıtulo combinamos el ana´lisis de la dimensio´n fractal con los me´todos de
deteccio´n de bordes en ima´genes SAR desarrollados en el cap´ıtulo 5, para eso calculamos
la dimensio´n box-counting para cada pixel, utilizando una ventana deslizante centrada en
el pixel correspondiente y tomando la subimagen determinada por la ventana. El proceso
para hallar la dimensio´n box-counting pixel por pixel se resume en el Algoritmo 8.
Algoritmo 8 Algoritmo para calcular la dimensio´n box-counting pixel por pixel.
1: for cada pixel de la imagen do
2: Considerar una ventana W de taman˜o m×m, centrada en el pixel.
3: Calcular la dimensio´n box-counting utilizando la subimagen determinada por W :
4: for cada r do
5: Partionar la imagen W en una grilla de celdas de taman˜o r, como muestra la
Figura 7.1.
6: Calcular Nr.
7: end for
8: Estimar la dimensio´n box-counting como la pendiente de la recta de mı´nimos cuadra-
dos que ajusta los datos (log(1r ), log(Nr)).
9: end for
La Figura 7.3(a) muestra una imagen sinte´tica compuesta por cuatro regiones dife-
renciadas, el fondo y tres objetos. El fondo fue generado con la distribucio´n G0A(α, γ, 1),
con para´metros α = −10, γ = 0,26 y los objetos con α = −5, γ = 0,53. La Figura 7.3(b)
muestra los histogramas correspondientes a ambas clases y puede verse que el a´rea de
interseccio´n debajo de las curvas es muy grande. Esto implica que si se realiza una clasi-
ficacio´n utilizando un me´todo de clasificacio´n tradicional como el clasificador de Bayes
(ver [46]), resulta una segmentacio´n con alta tasa de error, como se ve en la Figura 7.3(c).
Sin embargo, el mapa de la dimensio´n fractal de la imagen original, muestra que el resul-
tado es notablemente bueno para la extraccio´n de contornos y bordes, como muestra la
Figura 7.3(d).
El problema que presenta este me´todo es el ca´lculo del umbral para cada imagen. En
la siguiente seccio´n se presenta un me´todo para estimar la dimensio´n fractal en ima´genes
que no sean binarias, sin tener que estimar un umbral de binarizacio´n.
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7.2.2. Dimensio´n Box-Counting Diferencial
El me´todo para calcular la dimensio´n box-counting diferencial fue propuesto por Sakar
et al.( [110]) y utilizado posteriormente por Chaudhuri et al. en clasificacio´n de texturas
(ver [5]). En este trabajo los autores describen un me´todo que tiene la ventaja de que
puede aplicarse a ima´genes que posean 256 niveles de gris.
La ecuacio´n 7.3, es la base para calcular la dimensio´n box-counting diferencial. En este
caso Nr se determina como se explica a continuacio´n.
Dada una imagen
I : D −→ V
D ⊂ Z × Z, V ⊂ R, de M ×M pixels, se realiza una particio´n de la misma en celdas
Cs( i, j), (i, j) ∈ D, que son cuadradas de lado s, donde 1 < s ≤ M/2 y s ∈ N. Luego el
factor de escala correspondiente, definido en la seccio´n 7.1, es r = s/M .
Sobre cada una de las celdas se considera una columna de cajas (cubos) de taman˜o
s × s × s, es decir, se hace una particio´n de los niveles de gris sobre cada celda, como
muestran las Figuras 7.4 y 7.5.
Se consideran en R3, los cubos CV , centrados en
V = (v1, v2, v3)
t ∈ R3, que esta´n
dados por:
CV =
{
(x, y, z) ∈ R3 : |x− v1| ≤ s, |y − v2| ≤ s, |z − v3| ≤ s, s ∈ N
}
(7.8)
Sea w(i,j) = (n1, n2, 0) el centro de la celda C
s
(i,j) en el dominio de la imagen. Entonces,
consideramos los cubos CV , sobre C
s
(i,j), con
V = (n1, n2, n3) donde n3 toma los valores
n3 =
s
2 + ns, n ∈ N
Sean
MI = ma´x
(x,y)∈Cs
(i,j)
I(x, y) (7.9)
y
mI = mı´n
(x,y)∈Cs
(i,j)
I(x, y) (7.10)
el ma´ximo y mı´nimo nivel de gris sobre la celda Cs(i,j), respectivamente, entonces si el valor
MI pertenece al k-e´simo cubo y el valor de mI pertenece l-e´simo cubo de la columna que
se levanta sobre la celda Cs(i,j), entonces
nr(i, j) = l − k + 1
es la contribucio´n en la (i, j)-e´sima celda. Tomando todas las contribuciones sobre toda la
grilla se obtiene:
Nr =
∑
i,j
nr(i, j) (7.11)
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Nr se calcula para diferentes valores de r. Luego, la dimensio´n box-counting diferencial
DBD se estima como la pendiente de la recta de mı´nimos cuadrados que ajusta log(Nr)
vs. log(1r ).
7.3. Deteccio´n de bordes de objetos en una escena
Para encontrar los puntos del borde de los objetos en una escena, se determinan re-
giones de intere´s como se explica en la seccio´n 5.1 y se trazan segmentos radiales a partir
del centroide de estas regiones, como se explica en la seccio´n 5.2. Luego, se consideran
los pixels dentro de un a´rea rectangular de manera que la direccio´n de su eje mayor co-
incida con la del segmento que se esta´ procesando y tal que incluya una muestra de la
regio´n y otra del fondo. Entonces, para cada pixel del segmento, se calcula la dimensio´n
box-counting o box-counting diferencial puntualmente, utilizando una ventana deslizante
centrada en cada pixel del segmento. Cada ventana se considera una subimagen para la
cual se calcula la dimensio´n, como muestra el Algoritmo 8.
Si un punto pertenece al borde del objeto entonces una muestra tomada en una vecin-
dad de ese punto exhibe una discontinuidad en el valor de la dimensio´n calculada y por
lo tanto, es un punto de transicio´n. Luego, se encuentra el punto de borde sobre la recta
convolucionando con el operador [−2,−1, 0, 1, 2]. El esquema del procedimiento se muestra
en el Algoritmo 9.
Algoritmo 9 Algoritmo de deteccio´n de bordes basado en el ca´lculo de la Dimensio´n
Fractal.
1: Determinar regiones de intere´s por medio de una curva B-Spline
usando el Algoritmo 2.
2: Determinar una serie de segmentos radiales sobre la imagen
como muestra la Figura 5.4.
3: for cada segmento do
4: for cada pixel sobre el segmento do
5: Calcular la dimensio´n box-counting o box-counting Diferencial utilizando
una ventana deslizante.
6: end for
7: Detectar el punto de borde convolucionando con el operador [−2,−1, 0, 1, 2].
8: end for
9: Construir la B-Spline que interpola los puntos encontrados.
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7.4. Resultados
En la Figura 7.6, se muestra el resultado de aplicar el Algoritmo 9 a la imagen sinte´tica
mostrada en la Figura 7.3(a). Puede observarse que las curvas encontradas ajustan muy
bien al borde de las tres regiones que aparecen en la imagen.
La Figura 7.7 muestra una imagen sinte´tica generada con la distribucio´n GH(ω, 1) (esta
distribucio´n se describe en el cap´ıtulo 3, seccio´n 3.5), con para´metros ω = 1 para el objeto
y ω = 10 para el fondo. La Figura 7.8(a) muestra el mapa de la dimensio´n box-counting
para cada pixel de la imagen de la Figura 7.7. La Figura 7.8(b) muestra el resultado
de aplicar el Algoritmo 9 a la misma imagen utilizando la dimensio´n box-counting como
descriptor de rugosidad. Se observa que la curva encontrada por el me´todo ajusta muy
bien al borde del objeto.
La Figura 7.9(a) muestra el mapa de la dimensio´n box-counting diferencial para la
imagen de la Figura 7.7. La Figura 7.9(b) muestra el resultado de aplicar el Algoritmo 9
a la misma imagen, utilizando la dimensio´n box-counting Diferencial como descriptor de
rugosidad.
Vemos que en ambos casos, el contorno resultante ajusta bien al borde del objeto.
La Figura 7.10 muestra el resultado de aplicar el algoritmo a la imagen E-SAR real
de la Figura 5.17(a). En este caso se ha usado la dimensio´n box-counting diferencial como
descriptor.
En el cap´ıtulo 8 se evalu´a el algoritmo descrito en este cap´ıtulo haciendo una esti-
macio´n de los errores que comete. Tambie´n se compara con los algoritmos descritos en los
cap´ıtulos 5 y 6 y se extraen conclusiones.
7.5. Conclusiones
En este cap´ıtulo se describe un nuevo me´todo de segmentacio´n de ima´genes SAR usan-
do una te´cnica basada en la estimacio´n de la dimensio´n fractal y contornos deformables. La
propuesta de este cap´ıtulo es utilizar la dimensio´n fractal como descriptor de la rugosidad
de una zona de la imagen para encontrar puntos de borde entre regiones con diferentes
grados de homogeneidad.
En el primer paso se especifican regiones iniciales, por medio de puntos de control,
los cuales determinan una curva B-Spline. Luego se aplica un proceso de deteccio´n de
puntos de borde sobre una serie de segmentos, utilizando la dimensio´n box-counting y la
dimensio´n box-counting diferencial.
El me´todo propuesto analiza la imagen en un entorno de la regio´n inicial, lo cual
disminuye el costo computacional. Se obtiene tambie´n una fo´rmula matema´tica para el
borde del objeto buscado. Los resultados son muy buenos, tanto en ima´genes sinte´ticas
como reales.
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(a) Imagen sinte´tica generada con
el modelo estad´ıstico G0A(α, γ, 1)
con para´metros α = −10 y γ = 0,26
para el fondo y α = −5, γ = 0,53
para los objetos.
(b) Histogramas correspondientes a
las dos clases mencionadas, fondo y
objetos.
(c) Resultado de la clasificacio´n uti-
lizando el clasificador de Bayes.
(d) Mapa de la dimensio´n box-
counting, para cada pixel de la im-
agen de la Figura 7.3(a).
Figura 7.3: Imagen SAR sinte´tica con dos tipos de regiones diferentes, generada con la distribucio´n
G0A(α, γ, n) a la cual se le aplica una clasificacio´n con el clasificador de Bayes y la dimensio´n box-
counting.
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Dominio de la Imagen
Figura 7.4: Particio´n de la imagen en celdas de lado s y de los niveles de gris en cubos de lado s.
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Plano de la Imagen
I(x, y)
Cubo 1
Cubo 2
Figura 7.5: Vista de frente de la particio´n de los niveles de gris en cubos de lado s.
Figura 7.6: Resultado de aplicar el Algoritmo 9 a la imagen sinte´tica de la Figura 7.3(a), utilizando
la dimensio´n box-counting.
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Figura 7.7: Imagen sinte´tica generada con la distribucio´n GHI (ω, η), con para´metros ω = 1, η = 1
para el objeto y ω = 10, η = 1 para el fondo.
(a) Mapa de la dimensio´n box-counting de la ima-
gen de la Figura 7.7.
(b) Contorno del objeto utilizando la dimensio´n
box-counting como descriptor de rugosidad.
Figura 7.8: Resultado de aplicar el algoritmo de deteccio´n de bordes utilizando la dimensio´n
box-counting como descriptor de rugosidad, en la imagen SAR sinte´tica de la Figura 7.7.
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(a) Mapa de la dimensio´n box-counting diferencial
de la imagen de la Figura 7.7.
(b) Contorno del objeto utilizando la dimensio´n
box-counting diferencial como descriptor de ru-
gosidad.
Figura 7.9: Resultado de aplicar el algoritmo de deteccio´n de bordes utilizando la dimensio´n box-
counting diferencial como descriptor de rugosidad, en la imagen SAR sinte´tica de la Figura 7.7.
Figura 7.10: Resultado de aplicar el agoritmo de deteccio´n de bordes utilizando la dimensio´n
box-counting diferencial a la imagen E-SAR real de la Figura 5.17(a).
110
Cap´ıtulo 8
Evaluacio´n y Comparacio´n de los
Me´todos Propuestos
Un aspecto importante para evaluar un me´todo de segmentacio´n, es estimar el error
en que se incurre al ajustar una curva al borde de un objeto. Obtener estimaciones de
error permite hacer comparaciones entre distintos me´todos y decidir cua´ndo es conveniente
usarlos. Este cap´ıtulo esta´ dedicado a calcular el error que se comete al aplicar los me´todos
de maximizar la funcio´n de verosimilitud, descrito en el cap´ıtulo 5, hallar la ma´xima
discontinuidad del para´metro α sobre un segmento de recta, el de suavizar con difusio´n
anisotro´pica, presentados en el cap´ıtulo 6 y el de la estimacio´n de la dimensio´n fractal,
desarrollado en el cap´ıtulo 7.
Los me´todos propuestos en esta tesis tienen dos instancias fundamentales en el ajuste
del contorno de un objeto; la primera es encontrar el punto de borde sobre un segmento
de recta y la segunda es hallar la curva B-Spline que ajusta al borde del objeto. En este
cap´ıtulo consideramos el error que se comete al estimar el punto de borde (error local) y
el error que se comete al ajustar el borde de un objeto por una curva (error global), con
cada uno de los me´todos antes mencionados. Sin embargo, esto no es posible hacerlo en
ima´genes reales porque no se tiene informacio´n sobre la posicio´n o´ptima de la curva sobre
la imagen.
Una herramienta muy utilizada en estad´ıstica es la experiencia de Monte Carlo. Las
te´cnicas de Monte Carlo proponen generar una gran cantidad de muestras de variables
aleatorias con distribuciones espec´ıficas de intere´s y luego utilizarlas para hacer inferencias
y sacar conclusiones sobre los me´todos, evaluando el comportamiento de los mismos sobre
las muestras.
En este cap´ıtulo se utilizan las te´cnicas de Monte Carlo sobre un conjunto de ima´genes
sinte´ticas, generadas con la distribucio´n G0A, con el algoritmo descrito en la seccio´n 3.4.3,
cap´ıtulo 3. Los me´todos propuestos se prueban sobre este conjunto de ima´genes, disen˜adas
especialmente para estimar errores.
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Este cap´ıtulo esta´ compuesto de la siguiente manera, en la seccio´n 8.1 se presenta
una manera de evaluar el error local en la determinacio´n del punto de borde sobre un
segmento de recta. Luego, en la seccio´n 8.2 se introduce una forma de medir el error que
se comete al aproximar el contorno de un objeto por una curva, esto es el error global. En
la seccio´n 8.3 se presentan las comparaciones entre los me´todos propuestos en esta tesis.
Comparamos el algoritmo para maximizar la funcio´n de verosimilitud (MMV), descrito
en el cap´ıtulo 5, con los me´todos de ma´xima discontinuidad del para´metro α (MMD),
de difusio´n anisotro´pica (MDA), ambos descritos en el cap´ıtulo 6 y de estimacio´n de la
dimensio´n fractal (MDF), cap´ıtulo 7. En la seccio´n 8.4 se muestra una manera de medir la
dificultad que existe para encontrar bordes, dependiendo de los datos de la imagen, tanto
para ima´genes sinte´ticas como reales. Finalmente en la seccio´n 8.5 se extraen conclusiones
sobre la capacidad y eficiencia de los me´todos.
8.1. Error en la Estimacio´n del Punto de Borde (Error Lo-
cal)
Estimamos el error que se comete al encontrar el punto de transicio´n sobre un segmento
de recta, con cada uno de los me´todos propuestos, siguiendo el proceso que se describe
a continuacio´n. Se toman 200 muestras rectangulares de 20 × 100 pixels (20 filas, 100
columnas), generadas con la distribucio´n G0A(α, 1, 1). Cada una de las muestras se genera
con el para´metro α1 = −3, en una mitad y con el para´metro α2 = −10, en la otra mitad.
La Figura 8.1 muestra un esquema de la forma que tienen cada una de las muestras
rectangulares.
α = −3 α = −10
j = 50
Figura 8.1: Esquema de una muestra rectangular generada con distribucio´n G0A(−3, 1, 1) a la
izquierda y G0A(−10, 1, 1) a la derecha.
Para cada una de las muestras se calcula la posicio´n del punto de transicio´n sobre el eje
mayor y la distancia eucl´ıdea (medida en pixels) del punto encontrado al punto verdadero,
cuya posicio´n es 50. Se genera, entonces un arreglo N -dimesional A, con N = 200, definido
de la siguiente manera:
A(i) = |PV − PT (i)| , i = 0, . . . , 199 (8.1)
donde PV = 50 es el punto de transicio´n verdadero y PT (i), i = 0, . . . , 199 es el punto de
transicio´n encontrado por el me´todo en evaluacio´n, correspondiente a la i-e´sima muestra.
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Consideramos las frecuencias relativas de que el punto encontrado tenga error menor
que k pixels, k ∈ N, k ≥ 0, de la siguiente manera:
fr(k) =
H(k)
200
(8.2)
donde H(k) esta´ dado por
H(k) = #{j ∈ {0, . . . , 199} tal que A(j) ≤ k} (8.3)
con #{·} el cardinal de un conjunto. H(k) corresponde a la frecuencia de que los puntos
PT (i), i = 0, . . . , 199 hayan sido calculados con error menor que k pixels. Notar que los
valores de k ma´s cercanos a cero son los que se deben tener en cuenta para evaluar el
me´todo que se esta´ considerando.
El Algoritmo 10 ilustra este proceso.
Algoritmo 10 Estimacio´n del error del punto de borde
1: Simular 200 muestras de datos SAR, de 20 × 100 pixels, genaradas en mitades con
distribucio´n G0A(α, 1, 1), con α1 = −3 y α2 = −10, respectivamente.
2: for cada me´todo en evaluacio´n do
3: for cada muestra i = 0, . . . 199 do
4: Hallar el punto de transicio´n sobre el eje mayor de la muestra, PT (i) i = 0, . . . , 199.
5: Hallar las distancias (en pixels) desde el punto verdadero hasta el punto encon-
trado.
6: Construir el arreglo A , como en la ecuacio´n 8.1.
7: Calcular el arreglo H como en la ecuacio´n 8.3.
8: Calcular el arreglo fr como en la ecuacio´n 8.2.
9: end for
10: Retornar el arreglo de frecuencias relativas fMr correspondientes al me´todo M , para
cada me´todo.
11: end for
Llamamos fMr al arreglo de frecuencias relativas de la fo´rmula 8.2, calculadas luego
de aplicar el me´todo M . Si para algu´n me´todo M se cumple que fMr (2) < 0,5, entonces
el me´todo debe descartarse, porque significa que menos de la mitad de los puntos de
transicio´n fueron encontrados con 2 pixels de precisio´n.
Un me´todo M es ma´s eficiente que otro me´todo K si fMr (k) > f
K
r (k), para valores de
k cercanos a cero.
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8.2. Error en el Ajuste del Contorno por una Curva (Error
Global)
En esta seccio´n se presenta una manera de estimar el error global que se comete
al ajustar el borde de un objeto en una escena, por una curva encontrada utilizando
un algoritmo de ajuste. El objetivo es realizar una comparacio´n emp´ırica entre distintos
me´todos.
Se genera una familia de ima´genes de prueba, variando las siguientes caracter´ısticas:
Taman˜o
Oscilacio´n del contorno
Intensidad de la curvatura
Esta familia de ima´genes esta´ compuesta por un objeto y un fondo, donde el objeto
del cual se desea encontrar el borde tiene forma de flor. El contorno de las flores se genera
aleatoriamente por medio de la siguiente curva parame´trica en coordenadas polares:
f(s; δ, β, η) = (θ(s), ρ(s; δ, β, η)), s ∈ [0, S]
θ(s) = s
2π
S
ρ(s; δ, β, η) = δ − ηcos(θ(s)β)
(8.4)
donde β es el radio de la flor, δ es la cantidad de pe´talos y 2η es la profundidad de
los pe´talos. Los para´metros δ, β y η se consideran variables aleatorias independientes
con distribucio´n uniforme, donde los intervalos de variacio´n tomados para cada variable
son: δ ∈ [5, 20], β ∈ [15, 50], η ∈ [2, 10] (ver [124]). Modificando los para´metros δ, β
y η, se obtienen variaciones en el taman˜o de la flor, cantidad y profundidad de pe´talos.
Luego, la imagen SAR sinte´tica se genera con datos que esta´n distribuidos con distribucio´n
G0A(−3, 1, 1) en el a´rea interior al contorno y distribuidos con distribucio´n G0A(−10, 1, 1)
para los datos correspondientes al fondo. En la Figura 8.2 se muestran algunas de estas
ima´genes de prueba.
Para calcular el error de aproximacio´n consideramos ∂R el borde de la regio´n que se
desea segmentar y C la curva resultante de aplicar el me´todo. Sea s(j) la j − esima recta
radial como muestra la Figura 5.4 de la seccio´n 5.2, cap´ıtulo 5 cuya ecuacio´n viene dada
por:
s(j) : λu(j) + c, λ ∈ R (8.5)
donde u(j) es la direccio´n unitaria de la recta y c es el centroide de la regio´n R. Sean Vj el
punto de interseccio´n entre la curva C y la recta s(j), y Wj el punto de interseccio´n entre
la curva ∂R y la recta s(j), o sea
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s(j) ∩ C = Vj
s(j) ∩ ∂R = Wj
(8.6)
(a) Imagen SAR sinte´tica, δ = 5,
β = 30, η = 7.
(b) Imagen SAR sinte´tica, δ = 10,
β = 45, η = 6.
(c) Imagen SAR sinte´tica , δ = 5,
β = 49, η = 9.
(d) Imagen SAR sinte´tica, δ = 7,
β = 46, η = 5.
(e) Imagen SAR sinte´tica, δ = 9,
β = 48, η = 5.
(f) Imagen SAR sinte´tica, δ = 19,
β = 42, η = 3.
Figura 8.2: Conjunto de ima´genes sinte´ticas de prueba, generadas para medir el error que se
comete al aplicar los me´todos propuestos. Esta´n generadas con distribucio´n G0A(−3, 1, 1) y con
distribucio´n G0A(−10, 1, 1) en el interior de la flor y el fondo, respectivamente.
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Luego, tomamos la distancia entre C y ∂R como
d(∂R, C) = 1
N
√√√√ N∑
j=1
∥∥∥Vj − Wj∥∥∥2 (8.7)
Donde N es la cantidad de segmentos considerados. Utilizamos el valor de d(∂R, C) como
una medida del error global que se comete al realizar el ajuste.
En el Algoritmo 11 se muestra el resumen del procedimiento para calcular el error
global.
Algoritmo 11 Estimacio´n del error de aproximacio´n del contorno (Error Global)
1: Generar un conjunto de ima´genes de prueba utilizando la ecuacio´n 8.4 y el Algoritmo 1
de simulacio´n de ima´genes SAR.
2: for cada me´todo en evaluacio´n do
3: for cada imagen do
4: Hallar la curva que ajusta al borde de la flor por medio del me´todo que se esta´ eva-
luando.
5: for j = 0, . . . , N do
6: Hallar los puntos Vj y Wj, segu´n la ecuacio´n 8.6.
7: Hallar d(∂R, C), la distancia global como en la en la ecuacio´n 8.7.
8: end for
9: Retornar el valor de d(∂R, C).
10: end for
11: end for
Con los valores de los errores calculados en el Algoritmo 11 para cada una de las
ima´genes de prueba, se realiza un gra´fico que permite entender el comportamiento de
cada me´todo y realizar comparaciones entre los distintos procedimientos.
Sea emax el ma´ximo error global que se comete al aplicar un me´todo. Consideramos el
intervalo de error [0, emax] y realizamos una particio´n del mismo {e0, . . . , em} tal que
ei = e0 +∆ ∗ i, i = 0, . . . ,m (8.8)
donde m es tal que emax = e0 +∆ ∗m y ∆ es la longitud de la particio´n.
Definimos la funcio´n h : [0, emax]→ N tal que
h(ei) = #{Ima´genes de Prueba tal que ei ≤ d(∂R, C) < ei+1}, i = 0, . . . ,m− 1 (8.9)
Llamamos hM a la funcio´n h calculada luego de aplicar el me´todo M . Decimos que un
me´todo es eficiente si los valores de h son altos para valores de error cercanos a cero.
Definimos la funcio´n hA : [0, emax]→ N, tal que
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hMA (ei) = #{Ima´genes de Prueba tal que d(∂R, C) ≤ ei}, i = 0, . . . ,m (8.10)
Llamamos hMA a la funcio´n hA calculada para el me´todo M . Un me´todo M es ma´s
eficiente que otro me´todo K si, para un valor de error dado ei, se cumple que
hA(ei) > h
K
A (ei)
En la seccio´n 8.3.2 se muestran los gra´ficos de los histogramas calculados con las
funciones h y hA, correspondientes a los me´todos propuestos en esta tesis.
8.3. Comparacio´n entre los me´todos propuestos
En la seccio´n 5.2 del cap´ıtulo 5 se maximiza una funcio´n de verosimilitud (MMV)
para encontrar cada punto de borde sobre un segmento de recta. Este me´todo fue utiliza-
do en muchas aplicaciones en el contexto de procesamiento de ima´genes (ver, por ejem-
plo [60], [68], [103]); en esta seccio´n se compara este me´todo con los me´todos de difusio´n
anisotro´pica y estimacio´n de la dimensio´n fractal que se presentan en los cap´ıtulos 6 y 7 y
se muestra que es la mejor eleccio´n para la situacio´n que nos ocupa. Recordamos que en el
cap´ıtulo 6 se presenta un me´todo para encontrar el punto de borde sobre cada segmento de
recta buscando la ma´xima discontinuidad en la estimacio´n del para´metro α (MMD), y el
mismo me´todo suavizando el arreglo de los α estimados con difusio´n anistro´pica (MDA).
En el cap´ıtulo 7 se calculan los puntos de borde utilizando la estimacio´n de la dimensio´n
fractal como una medida de rugosidad (MDF).
8.3.1. Error Local
En esta seccio´n se evalu´a el error local en la determinacio´n del punto de borde so-
bre un segmento de recta para cada me´todo propuesto, utilizando el Algoritmo 10, de la
seccio´n 8.1. El resultado de aplicar este procedimiento es un arreglo de valores correspon-
dientes a las frecuencias relativas de que el punto de borde se encuentre a una distancia
menor que k pixels, con k ∈ N, k ≥ 0. Los valores de k cercanos a cero son los que deben
tomarse en cuenta para evaluar los me´todos. En este caso hemos considerado k ≤ 7. Para
poder visualizar esta informacio´n y realizar comparaciones entre los me´todos, graficamos
el arreglo de frecuencias relativas de cada me´todo fMr (k). Como ya hemos mencionado,
un me´todo M es ma´s eficiente que otro me´todo K si fMr (k) > f
K
r (k), para valores de
k cercanos a cero. Esto implica que en el gra´fico la curva correspondiente al me´todo M
esta´ por encima de la curva correspondiente al me´todo K.
El gra´fico de la Figura 8.3 muestra las curvas correspondientes a los me´todos MMV,
MMD y MDA. El valor en el eje vertical es la frecuencia relativa de encontrar el punto
de transicio´n con error menor que el nu´mero indicado en el eje horizontal. Por ejemplo
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la frecuencia relativa de encontrar el punto de transicio´n con exactitud (error 0 pixel) es
0,99 para el me´todo MMV, 0,16 para el me´todo MMD y 0,48 para el me´todo MDA. La
frecuencia realtiva de encontrar el punto de transicio´n con error menor o igual que 1 pixel,
es 1 para el me´todo MMV, 0,46 para el MMD y 0,85 para el me´todo MDA. Se observa
que con el me´todo de difusio´n anisotro´pica se obtienen muy buenos resultados, aunque el
de ma´xima verosimilitud es mejor.
Este gra´fico permite tambie´n establecer comparaciones entre los me´todos. Recordando
la fo´rmula 8.2, se ve que para todo valor de k pixels, resulta
fMMVr (k) > f
MDA
r (k) > f
MMD
r (k)
y por lo tanto el me´todo MMV posee un comportamiento ma´s eficiente que el me´todo
MDA, que a su vez se comporta mejor que el me´todo MMD.
Los para´metros utilizados en la aplicacio´n de difusio´n anisotro´pica fueron σ = 100,
λ = 0,25, t = 10, esto implica un alto costo computacional, como se explica en el cap´ıtulo 6.
Figura 8.3: Curvas de frecuencias relativas fr(k), de que el error sea menor que k pixels, para los
me´todos MMV (l´ınea llena), MMD (l´ınea punteada) y MDA (l´ınea raya-punto).
El mismo experimento se realiza para evaluar y comparar los me´todos de maximizar la
verosimilitud y el de estimar la dimensio´n fractal. En la Figura 8.4 se muestran las curvas
correspondientes a las frecuencias relativas de error, para ambos me´todos. Por ejemplo,
la frecuencia relativa de encontrar el punto de transicio´n con error menor que 1 pixel es
0,65, para el me´todo MDF y 0,99 para el me´todo MMV. Comparando las gra´ficas de las
curvas, se observa que para todo valor de k pixels resulta
fMMVr (k) > f
MDF
r (k)
En la seccio´n 8.5 se extraen conclusiones a partir de los gra´ficos expuestos en esta
seccio´n.
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Figura 8.4: Curvas de frecuencias relativas fr(k), de que el error sea menor que k pixels, para los
me´todos MMV (l´ınea punteada) y MDF (l´ınea llena).
8.3.2. Error Global
En esta seccio´n estimamos el error global que se comete al aplicar los me´todos de
segmentacio´n descritos en los cap´ıtulos 5, 6 y 7, a la familia de ima´genes generadas aleato-
riamente con la ecuacio´n 8.4. Se toman 108 ima´genes sinte´ticas de flores generadas con
datos que siguen la distribucio´n G0A(α, 1, 1). Se utilizan los para´metros α = −3 para el
interior de las flores y α = −10 para el fondo. Se calcula el error global que se comete
al aproximar el contorno de la flor por la curva, como se explica en la seccio´n 8.2. En
las Figuras 8.5 y 8.6 se muestran, en la columna derecha algunas ima´genes generadas con
diferentes valores de los para´metros δ, β y η, en la columna izquierda el resultado de
aplicarles el me´todo MMV.
Se calculan los errores globales para cada me´todo, utilizando el Algoritmo 11. El re-
sultado, para cada uno de ellos, es un arreglo de valores correspondientes al error que
se comete en cada imagen de prueba. Luego se calculan las funciones hM (ei) y h
M
A (ei),
i = 0, . . . ,m usando las ecuaciones 8.9 y 8.10, respectivamente. En este caso se ha utilizado
el taman˜o de la particio´n ∆ = 0,05 y 60 rectas radiales.
Las Figuras 8.7, 8.8 y 8.9 muestran los histogramas de errores hM (ei) para el me´todo
MMV, MDA y MDF, respectivamente. En los tres gra´ficos, el eje horizontal corresponde
a los valores de error, el eje vertical se refiere a la cantidad de ima´genes de prueba que
tienen error dentro del intervalo indicado en el eje horizontal.
Con el objetivo de visualizar la comparacio´n entre los errores que se comete al aplicar
cada me´todo en la estimacio´n del contorno, se muestra la Figura 8.10, con los histogramas
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(a) Imagen sinte´tica F1, δ = 10,
β = 45, η = 6.
(b) Curva de ajuste F1.
(c) Imagen sinte´tica F2, δ = 7, β =
46, η = 5.
(d) Curva de ajuste F2.
(e) Imagen sinte´tica F3, δ = 9, β =
48, η = 5.
(f) Curva de ajuste F3.
Figura 8.5: Conjunto de ima´genes sinte´ticas generadas para medir los errores (columna izquierda)
y el resultado de aplicar el me´todo MMV para cada una (columna derecha).
para los tres me´todos. Los valores de error considerados en este gra´fico var´ıan entre 0 y 1,
porque son los ma´s significativos. Se observa que, para el me´todo MMV, la mayor parte
de las ima´genes tienen error menor que 0,6 mientras que para los otros me´todos, la mayor
parte de las ima´genes tienen error mayor que 1. En la seccio´n 8.5 se extraen conclusiones
sobre el comportamiento de los me´todos, segu´n lo que indican los ca´lculos y los gra´ficos.
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(a) Imagen sinte´tica F4, δ = 19,
β = 42, η = 3.
(b) Curva de ajuste F4.
(c) Imagen sinte´tica F5, δ = 5, β =
30, η = 7.
(d) Curva de ajuste F5.
(e) Imagen sinte´tica F6, δ = 5, β =
49, η = 9.
(f) Curva de ajuste F6.
Figura 8.6: Conjunto de ima´genes sinte´ticas generadas para medir los errores (columna izquierda)
y el resultado de aplicar el me´todo MMV para cada una (columna derecha).
En la Figura 8.11, se muestran las curvas de error acumulado hMA (ei) para cada uno
de los me´todos, como indica la ecuacio´n 8.10. En este gra´fico se observa, por ejemplo, que
el me´todo MMV, tiene 81 ima´genes con errror menor que 1, mientras que los otros dos
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Figura 8.7: Histograma de errores correspondiente al me´todo MMV. El eje horizontal corresponde
a los valores de error, el eje vertical se refiere a la cantidad de ima´genes de prueba que tienen error
dentro del intervalo indicado en el eje horizontal.
Figura 8.8: Histograma de errores correspondiente al me´todo MDA. El eje horizontal corresponde
a los valores de error, el eje vertical se refiere a la cantidad de ima´genes de prueba que tienen error
dentro del intervalo indicado en el eje horizontal.
me´todos tienen 26 ima´genes con error menor que 1. Se cumple que
hMMVA (e) > h
MDF
A (e) > h
MDA
A (e)
para e < 1,7.
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Figura 8.9: Histograma de errores correspondiente al me´todo MDF. El eje horizontal corresponde
a los valores de error, el eje vertical se refiere a la cantidad de ima´genes de prueba que tienen error
dentro del intervalo indicado en el eje horizontal.
Figura 8.10: Histogramas de errores globales para cada me´todo. La l´ınea llena con el signo ’•’
corresponde al me´todo MMV, la l´ınea punteada con el signo’△’, corresponde al me´todo MDA, la
l´ınea rayada con el signo ’’, corresponde al me´todo MDF.
8.4. Indice de dificultad para encontrar el borde
Las ima´genes SAR, sinte´ticas o reales, poseen diferentes niveles de dificultad en la
bu´squeda de puntos de borde entre regiones. Esto significa que el e´xito o el fracaso en la
123
Figura 8.11: Curvas de errores acumulados para cada me´todo. La l´ınea llena corresponde al me´todo
MMV, la l´ınea punteada corresponde al me´todo MDA, la l´ınea rayada corresponde al me´todo MDF.
bu´squeda de puntos de borde depende, no solo del me´todo que se aplique sino tambie´n de
los datos de la imagen. Por ejemplo, si consideramos dos regiones adyacentes espacialmente
que posean un grado de homogeneidad parecido, o sea un valor similar del para´metro αˆ,
entonces el borde es ma´s dif´ıcil de encontrar. Una manera de medir esta dificultad es
utilizar la ecuacio´n 8.11.
Si zR y zB denotan muestras de dos regiones distintas en una imagen, por ejemplo,
objeto y fondo, una medida de separabilidad entre ellas es
tR,B =
(zR − zB)2
s2
zR
+ s2
zB
, (8.11)
donde z y sz denotan, respectivamente, la media muestral y la desviacio´n sta´ndar de la
muestra aleatoria z. Los valores de tR,B var´ıan entre 0 y +∞. La dificultad de encontrar el
borde entre dos regiones es inversamente proporcional a esta medida, es decir que cuanto
ma´s pequen˜o es el valor de tR,B, ma´s ¨dif´ıcil¨ es encontrar el borde. Por ejemplo, si
tR,B = 0, entonces las regiones pueden considerarse iguales.
Las Figuras 5.17(b), 5.18, 5.19 del cap´ıtulo 5, muestran ocho regiones detectadas, cuyas
medidas de dificultad var´ıan entre 4,19 (regio´n 4, Figura 5.17(b)) y 1,18 (Figura 5.19).
De las situaciones simuladas, la que resulta ma´s fa´cil de segmentar, corresponde a los
valores de para´metros n = 5, αR = −3, γR = 1, αB = −10 and γB = 1, con tR,B = 1,21.
La ma´s dif´ıcil corresponde a los para´metros n = 1, αR = −7, γR = 1, αB = −10 y γR = 1,
para el cual tR,B = 0,02. En todo este cap´ıtulo utilizamos para simular los datos, los
para´metros n = 1, αR = −3, γR = 1, αB = −10 y γR = 1, cuyo tR,B = 0,49. De esta
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manera, los estudios presentados sobre ima´genes simuladas corresponden a problemas que
son al menos tan dif´ıciles como los que ocurren en los casos reales.
8.5. Conclusiones
Este cap´ıtulo esta´ dedicado a la evaluacio´n del comportamiento de los me´todos de
maximizar la funcio´n de verosimilitud (MMV), el de suavizado con difusio´n anistro´pica
(MDA), y el de estimacio´n de la dimensio´n fractal (MDF), propuestos en los cap´ıtulos 5, 6,
y 7, respectivamente. Se presentan las te´cnicas que se utilizan para estimar los errores
locales y globales. El error local corresponde al que se comete al aproximar el punto
de borde sobre un segmento de recta. El error global corresponde al que se incurre al
aproximar el contorno de un objeto en la imagen por una curva de ajuste. Luego, se
comparan los errores de estimacio´n local del punto de borde, y se realiza una evaluacio´n
del error global. En ambos casos se utiliza el algoritmo de simulacio´n de ima´genes SAR
sinte´ticas presentado en el cap´ıtulo 3, seccio´n 3.4.3 y realizan inferencias estad´ısticas. Los
para´metros con que se generan las muestras fueron elegidos de forma tal que las muestras
generadas posean un alto grado de dificultad. No se eligieron para´metros que fueran el
peor caso porque ese tipo de regiones no es lo ma´s representativo de lo que sucede en las
ima´genes reales.
Con respecto al error local, se observa que en todos los gra´ficos comparativos la curva
de frecuencia relativa del me´todo MMV esta´ por encima de las curvas correspondientes a
los otros me´todos; esto indica un comportamiento ma´s eficiente del me´todo MMV.
El me´todo MMD debe ser descartado porque es muy baja la frecuencia relativa de
encontrar el punto de borde con precisio´n, adema´s de que tiene alto costo computacional
porque debe estimarse el para´metro α para cada pixel del segmento de recta. Por estas
razones, en esta trabajo no lo utilizamos en ima´genes SAR reales.
El me´todo MDA exhibe muy bajo error local, sin embargo tiene muy alto costo
computacional, porque deben realizarse al menos 10 iteraciones de difusio´n y estimar
el para´metro α para cada pixel, sobre cada segmento de recta.
El me´todo MDF exhibe tambie´n muy buenos resultados. No es tan preciso en encontrar
el punto de borde con exactitud, pero es muy alta la frecuencia de encontrarlo con error
menor que 2 pixels. Esto es muy valioso en ima´genes SAR reales donde los bordes son muy
dif´ıciles de hallar.
Con respecto al error global, podemos decir que los muy satisfactorios resultados vi-
suales se reflejan en la estimacio´n nume´rica del error. En el caso del me´todo MMV, se
observa que en el 80% de las ima´genes segmentadas tienen un error entre 0,3 y 0,6, co-
mo se ve tambie´n en el histograma de la Figura 8.7 y en el histograma conjunto de la
Figura 8.10.
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Para el me´todo MDA, el 80% de las ima´genes tienen error entre 0,5 y 2,1. En el ca´lculo
de los errores del me´todo MDF, observamos que el 80% de las ima´genes tienen un error
entre 0,8 y 2,0. Podemos ver que los errores son mayores que el me´todo MMV, como
tambie´n se observa en el histograma de la Figura 8.9.
Las curvas de histograma acumulado de la Figura 8.11 muestran que la curva del
me´todo MMV esta´ ma´s a la izquierda y arriba que las otras curvas y por lo tanto es ma´s
eficiente.
Como conclusio´n final podemos decir que el me´todo MMV, modelando los datos con
la distribucio´n G0A es el mejor de los me´todos estudiados en esta tesis.
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Cap´ıtulo 9
Deteccio´n de contornos en
ima´genes SAR polarime´tricas
Las ima´genes SAR polarime´tricas son muy importantes debido a la gran cantidad
de informacio´n que contienen. Estas ima´genes esta´n siendo utilizadas en clasificacio´n de
plantas, en el a´rea de agricultura y tambie´n en comprensio´n del medio ambiente, porque
proveen mayor informacio´n que las ima´genes monopolarizadas. Por ejemplo, en los art´ıcu-
los [106], [23] y [93] los autores muestran el potencial que tienen las ima´genes SAR
polarime´tricas con respecto a las monopolarizadas, en distintas aplicaciones. Sin embargo
tienen la desventaja de que vienen dadas en 6 matrices de datos reales y complejos, y
por lo tanto, la enorme cantidad de informacio´n que debe manejarse hace que la tarea
de hallar las fronteras entre regiones sea muy dif´ıcil y costosa. Por estas razones, resulta
de gran utilidad un algoritmo de extraccio´n de contornos de regiones en ima´genes SAR
polarime´tricas.
En los u´ltimos an˜os se han propuesto muchas te´cnicas de distintos tipos para seg-
mentacio´n y clasificacio´n de ima´genes SAR polarime´tricas. Por ejemplo, en los art´ıcu-
los [71, 73] los autores construyen un filtro para ima´genes polarime´tricas con un modelo
de ruido speckle. Otras te´cnicas de filtrado y reduccio´n de ruido speckle fueron desar-
rolladas en [66], [72], [112]. En los trabajos [31, 30] los autores desarrollan una te´cnica
de segmentacio´n de ima´genes polarime´tricas utilizando la distribucio´n Wishart compleja
multivariada. En el art´ıculo [54] se presenta un me´todo de clasificacio´n de ima´genes SAR
polarime´tricas utilizando campos aleatorios de Markov.
Sin embargo, hasta ahora ninguna hab´ıa sido combinada con te´cnicas de contornos
activos.
En este cap´ıtulo se propone adaptar el algoritmo de contornos deformables desarrollado
en el cap´ıtulo 5, para aplicarse en ima´genes SAR polarime´tricas, utilizando la distribucio´n
GHP para modelar los datos provenientes de este tipo de ima´genes. Un estudio exhaustivo
de la distribucio´n GHP fue realizado por J. Jacobo en [59].
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Este cap´ıtulo esta´ compuesto de la siguiente manera: en la seccio´n 9.1 se presenta una
introduccio´n sobre datos SAR polarime´tricos y la forma de representarlos matema´tica-
mente. En la seccio´n 9.2 se introducen las distribuciones estad´ısticas utilizadas para mo-
delar los datos SAR polarime´tricos. En la seccio´n 9.3 se presenta el modelo multiplicativo
polarime´trico y la distribucio´n GHP , estimacio´n de para´metros y generacio´n de variables
aleatorias distribuidas con distribucio´n GHP . En la seccio´n 9.4 se explica el me´todo de de-
teccio´n de bordes en este tipo de ima´genes. En la seccio´n 9.5 se muestran los resultados
en ima´genes sinte´ticas y reales. En la seccio´n 9.6 se evalu´a el error en el ca´lculo del punto
de borde. Finalmente, en la seccio´n 9.7 se presentan las conclusiones.
9.1. Modelo matema´tico para datos SAR Polarime´tricos
En todo lo que sigue, las variables aleatorias se denotan con letras mayu´sculas y los
vectores y matrices con negritas.
En radares polarime´tricos se emite una radiacio´n electromagne´tica con polarizacio´n
horizontal (h) y con polarizacio´n vertical (v). Luego se detectan las componentes horizontal
y vertical de los retornos correspondientes a ambas polarizaciones emitidas. Entonces el
retorno Z esta´ dado por
Z = [Zhh, Zhv, Zvv ]
t (9.1)
el cual es un vector aleatorio complejo que modela el retorno de la sen˜al, donde Zab es el
retorno correspondiente a emitir la radiacio´n con polarizacio´n a y detectar la componente
b.
Definimos ahora, la matriz compleja de 3× 3, Z(n) dada por
Z(n) =
1
n
n∑
k=1
Z(k)Z∗t(k) (9.2)
donde n es el nu´mero de looks y Z(k) es el retorno correspondiente a cada uno de los n
looks.
Para cada k resulta
Z(k)=
 ZhhZ
∗
hh ZhhZ
∗
hv ZhhZ
∗
vv
ZhvZ
∗
hh ZhvZ
∗
hv ZhvZ
∗
vv
ZvvZ
∗
hh ZvvZ
∗
hv ZvvZ
∗
vv

Esta matriz es sime´trica, y cada una de las 6 componentes distintas se llama banda.
Las bandas de la diagonal de la matriz son nu´meros reales, mientras que los elementos
fuera de la diagonal tienen parte imaginaria distinta de 0. Las bandas se identifican de la
manera que muestra el Cuadro 9.1:
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Banda imagen tipo de dato
Banda 1 ZhhZ
∗
hh real
Banda 2 ZhvZ
∗
hv real
Banda 3 ZvvZ
∗
vv real
Banda 4 ZhhZ
∗
hv complejo
Banda 5 ZhhZ
∗
vv complejo
Banda 6 ZhvZ
∗
vv complejo
Cuadro 9.1: Cuadro que muestra las distintas bandas y el tipo de dato de una imagen polarime´tri-
ca.
9.2. Distribuciones utilizadas para modelar los datos SAR
polarime´tricos
En esta seccio´n se presentan las distribuciones que se utilizan en este cap´ıtulo para
modelar datos SAR polarime´tricos. En primer lugar se explica brevemente la distribucio´n
Gaussiana Compleja Multivariada y luego la distribucio´n Wishart Centrada Compleja
(ver [49, 48, 117]). Esta u´ltima distribucio´n es el modelo ma´s utilizado en la literatura para
modelar el retorno que proviene de zonas homoge´neas, y sirve de base para construir las
distribuciones que se utilizan para describir el retorno que proviene de zonas heteroge´neas
o muy heteroge´neas (ver [90]).
9.2.1. Distribucio´n Gaussiana Compleja Multivariada
Sea T = [t1, . . . , tm] un vector de m variables aleatorias complejas, independientes e
ide´nticamente distribuidas con la distribucio´n Gaussiana Compleja Multivariada. Cada
componente es de la forma tk = Rk + iIk donde Rk e Ik son la parte real e imaginaria
respectivamente y constituyen variables aleatorias reales. Se define entonces, el vector H
de longitud 2m, dado por H = [R1, I1, . . . , Rm, Im] con distribucio´n Normal Multivariada
y matriz de covarianza ΣH. Esta matriz esta´ dada en bloques (ΣH)k,ℓ de 2× 2 con k, ℓ =
1, . . . ,m, de la siguiente manera
(ΣH)k,ℓ = E
[
(Rk − µRk)(Rℓ − µRℓ) (Rk − µRk)(Iℓ − µIℓ)
(Ik − µIk)(Rℓ − µRℓ) (Ik − µIk)(Iℓ − µIℓ)
]
=

σ2k
2
[
1 0
0 1
]
si k = ℓ
σkσℓ
2
[
akℓ −bkℓ
bkℓ akℓ
]
si k = ℓ
(9.3)
donde σk/
√
2 son las desviaciones esta´ndar de cada una de las componentes del vector
aleatorio H y los akℓ y bkℓ son los coeficientes de correlacio´n.
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Si el vector aleatorio H sigue la distribucio´n Normal Multivariada, entonces el vector
aleatorio T correspondiente posee una distribucio´n Gaussiana Compleja Multivariada,
hecho que se denota como T ∼ NC (µT,ΣT), y su funcio´n de densidad esta´ dada por
fT (T ) =
1
πm |ΣT| exp
(− (T − µT)∗tΣ−1T (T − µT)) ,
donde µT es el valor medio y la matriz de covarianza ΣT es hermı´tica y esta´ dada por
(ΣT)k,ℓ =
{
σ2k para k = ℓ
(akℓ + jbkl)σkσℓ para k = ℓ
, (9.4)
con k, ℓ = 1, . . . ,m.
La distribucio´n Gaussiana Compleja Multivariada sirve de base para construir la dis-
tribucio´n de Wishart Centrada Compleja, que es el modelo ma´s utilizado para el retorno
correspondiente a a´reas homoge´neas.
9.2.2. Distribucio´n Wishart Compleja Centrada
La distribucio´n Wishart Centrada Compleja se utiliza para modelar el ruido speckle
en datos polarime´tricos. En la misma se tienen en cuenta los n looks modelados como n
vectores aleatorios T (1) , . . . ,T (n), i.i.d. con T (k) ∼ NC (0,ΣT), cuya dimensio´n es m,
m ≤ n.
Definimos la matriz aleatoria W de taman˜o m×m por medio de la siguiente fo´rmula:
W =
n∑
k=1
T(k)T(k)∗t. (9.5)
La distribucio´n conjunta de los m×m elementos de la matriz W se llama distribucio´n de
Wishart Compleja Centrada (ver [47]) y se nota W ∼ W (ΣT, n), donde el para´metro n
indica los grados de libertad.
La funcio´n de densidad de la matriz aleatoria W esta´ dada por
fW (W ) =
|W |n−m
πm(m−1)/2Γ (n) · · ·Γ (n−m+ 1) |ΣT|n
exp
(−tr (Σ−1T W )) , (9.6)
para n ≥ m y para todo W ∈ Cm×m.
En el ana´lisis de ima´genes SAR polarime´tricas con zonas homoge´neas se utiliza esta
distribucio´n para describir los datos. Los para´metros que caracterizan a cada diferente
regio´n en la imagen, son los valores de la matriz dada en la ecuacio´n (9.4).
Para estimar los para´metros de esta distribucio´n, utilizamos las componentes de la
diagonal principal de W, definidas segu´n la ecuacio´n (9.5) y dadas por:
Wi,i =
n∑
i=1
|Ti(k)|2 , i ∈ {1, . . . ,m} (9.7)
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Las variables aleatorias
Wi,i ∼ nσ2i Γ(n, 2n)
donde
σ2i = E
[
|Ti(k)|2
]
para todo k = 1, . . . , n.
Si una variable aleatoria W˜ tiene distribucio´n Γ(n, 2n), entonces E(W˜ ) = 1, luego
E(Wi,i) = nσ
2
i (9.8)
y por el me´todo de los momentos, el estimador de σi resulta
σˆi =
√
m1Wi,i
n
.
Cuando se trata de a´reas con diversos grados de heterogeneidad, en un rango entre
lo homoge´neo y lo heteroge´neo, es necesario generalizar este modelo introduciendo la
posibilidad de tener caracter´ısticas de terreno variables, en lugar de constantes. Para este
fin se propuso, en 1994 la distribucio´nK polarime´trica (ver [67]). En la pra´ctica, se observan
tambie´n datos extremadamente heteroge´neos, para los cuales una propuesta ma´s flexible
es la distribucio´n Harmo´nica polarime´trica, GHP que se utiliza en esta tesis.
9.3. El modelo multiplicativo para datos SAR Polarime´tri-
cos
Para datos SAR polarime´tricos, dentro del modelo multiplicativo, el retorno Z se con-
sidera como el resultado del producto entre la retrodispersio´n y el ruido speckle, y esta´ dado
por la fo´rmula (9.9):  ZhhZhv
Zvv
 = √X
 YhhYhv
Yvv
 , (9.9)
donde Z = [Zhh, Zhv, Zvv ]
t es un vector aleatorio complejo que modela el retorno de la
sen˜al, Y = [Yhh, Yhv, Yvv ]
t es tambie´n un vector aleatorio complejo que modela el ruido
speckle y la variable aleatoria X es un escalar que modela la variabilidad de la retrodis-
persio´n debido a la heterogeneidad de la zona observada.
Sea la matriz compleja de 3 × 3 Z(n) dada por la ecuacio´n 9.2, donde n es el nu´mero
de looks. Entonces, podemos definir Y(n) como
Y(n) =
1
n
n∑
k=1
Y(k)Y∗t(k), (9.10)
para la variable que modela el ruido speckle, donde Y(k) es la variable que modela el ruido
speckle que corresponde a cada uno de los n looks. Entonces, de la fo´rmulas (9.2), (9.9) y
(9.10) se obtiene
Z(n) = XY(n). (9.11)
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De las u´ltimas ecuaciones, la formula (9.11) puede ser escrita como
Z(n) =
X
n
n∑
k=1
Y (k)Y∗t (k) (9.12)
donde
Y (k)Y∗t (k) =
 |Yhh (k)|
2 Yhh (k)Y
∗
hv (k) Yhh (k)Y
∗
vv (k)
Y ∗hh (k)Yhv (k) |Yhv (k)|2 Yhv (k)Y ∗vv (k)
Y ∗hh (k)Yvv (k) Y
∗
hv (k)Yvv (k) |Yvv (k)|2
 (9.13)
Si consideramos que las componentes de Y (k) esta´n distribuidas con una distribucio´n
Gaussiana Compleja multivariada, entonces nY(n) tendra´ una distribucio´n Wishart Com-
pleja Centrada como se describe en la seccio´n 9.2, entonces la funcio´n de densidad de Y(n)
esta´ dada por
fY(n) (y) =
n3n |y|n−3
π3Γ (n) . . .Γ (n− 2) |Σy|n exp
(−nTr (Σ−1Y y)) , (9.14)
para n ≥ 3 y para Y ∈ C3×3, donde Tr() es el operador traza y |·| denota el determinante
de la matriz.
Los distintos modelos para el retorno Z, dependen de las distribuciones con las que se
modela la retrodispersio´n X.
9.3.1. Versio´n Polarime´trica de la distribucio´n GH
En esta seccio´n se describe la distribucio´n GH polarime´trica, en la que se considera que
la retrodispersio´n X es una variable aleatoria con distribucio´n Gaussiana inversa unitaria,
o sea X ∼ GI(ω, 1), como se expone en la seccio´n 3.5, cap´ıtulo 3. El ruido speckle es un
vector aleatorio Y con distribucio´n Wishart Compleja Centrada.
La densidad fX , esta´ dada por:
fX(x) =
√
ω
2πx3
exp
(
−1
2
ω
(x− 1)2
x
)
1R+ (x) , (9.15)
donde
1A(x) =
{
1 si x ∈ A
0 si x /∈ A (9.16)
y ω es el para´metro de rugosidad, como en el caso de la distribucio´n GH no polarime´trica
(ver seccio´n 3.5, cap´ıtulo 3).
De las fo´rmulas anteriores (ver [59]) podemos escribir fZ(n) como
fZ(n) (z) =

2
n
n3neωω3n+1|z|n−3
π3Γ(n)...Γ(n−2)|ΣY |n ·
K3n+1/2


ω(2nTr(Σ−1Y z)+ω)

(ω(2nTr(Σ−1Y z)+ω))
3
2n+
1
4
(9.17)
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donde Kν es la funcio´n modificada de Bessel de tercera clase y de orden ν. Las funciones
de Bessel modificadas del tercer tipo pueden ser calculadas mediante una fo´rmula cerrada
dada por
Knp+1/2 (ν) =
√
π
2ν
eν
np∑
k=0
(np+ k)!
k! (np− k) (2ν)k , (9.18)
con
ν =
√
ω
(
2nTr
(
Σ−1Y z
)
+ ω
)
. (9.19)
9.3.2. Estimacio´n de Para´metros
La estimacio´n del para´metro de rugosidad ω se calcula usando los momentos de primer
y segundo orden de los elementos de la diagonal de Z(n) (ver [59]).
Los elementos de la diagonal principal de Z(n) esta´n dados por
Z
(n)
i,i =
X
n
n∑
k=1
|Yk,i|2 , con i ∈ {hh, hv, vv} ,
donde
X ∼ GI(ω, 1)
y
1
n
n∑
k=1
|Yk,i|2 ∼ σ2i Γ(n, 2n)
donde σ2i = E
[
|Yk,i|2
]
, para todo k = 1, . . . , n (ver seccio´n 9.2.2).
Por otro lado, una variable aleatoria distribuida segu´n la ley σ2iGI(ω, 1) esta´ distribuida
segu´n GI(ω, σ2i ). Entonces puede considerarse Z
(n)
i,i como el resultado del producto de una
variable aleatoria distribuida GI(ω, σ2i ) y una variable aleatoria distribuida Γ(n, 2n). Esto
implica que Z
(n)
i,i es una variable aleatoria distribuida segu´n la ley GHI (ω, σ2i , n).
Dada la independencia entre las variables aleatorias X e Y, los momentos de orden r
de Z
(n)
i,i , E[(Z
(n)
i,i )
r], se obtienen multiplicando los momentos de orden r de X y de Y.
Recordando lo expuesto en la seccio´n 3.5, se tiene que el momento de primer orden de
la variable aleatoria Z
(n)
i,i es:
E[Z
(n)
i,i ] = σi (9.20)
y el momento de segundo orden
E[(Z
(n)
i,i )
2] = σ2i
(
ω + 1
ω
)(
n+ 1
n
)
(9.21)
entonces, llamando
m1i =
ˆ
E[Z
(n)
i,i ]
y
m2i =
ˆ
E[(Z
(n)
i,i )
2]
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resulta
ω̂i =
1
n
n+1
m2i
m21i
− 1 (9.22)
para i ∈ {HH,HV, V V }.
Adoptamos como el valor estimado del para´metro ω el promedio de estos tres valores:
ω̂ =
ω̂1 + ω̂2 + ω̂3
3
(9.23)
Para obtener ma´s detalles sobre este tema ver [59].
9.3.3. Interpretacio´n de para´metros
Como en el caso de la distribucio´n GH no polarime´trica, una caracter´ıstica importante
de la distribucio´n GH polarime´trica es que los valores estimados del para´metro ω tiene una
interpretacio´n inmediata en te´rminos de rugosidad. Valores de ω cerca de cero, indican
una zona muy heteroge´nea, como por ejemplo zonas urbanas. A medida que el valor de ω
crece, indica que el a´rea de la imagen es menos heteroge´nea, como las zonas de bosque.
Los mayores valores de ω corresponden a zonas homoge´neas, como las de pastura. Por esa
razo´n, este para´metro se considera como una medida de la rugosidad o de la textura.
9.3.4. Generacio´n de Variables Aleatorias con distribucio´n GH
En esta seccio´n se presenta el algoritmo de generacio´n de variables aleatorias con dis-
tribucio´n GH polarime´trica que utilizamos para generar ima´genes sinte´ticas, las cuales
permiten estimar los errores de los me´todos de extraccio´n de contornos y evaluar el com-
portamiento de los mismos.
Las muestras aleatorias con distribucio´n GH Polarime´trica se generan a trave´s del
modelo multiplicativo, produciendo muestras con distribucio´n Wishart centrada compleja
para simular el ruido speckle y muestras con distribucio´n Gaussiana Inversa para simular
la retrodispersio´n.
La distribucio´n Wishart centrada compleja se genera a partir de variables aleatorias
con distribucio´n normal multivariada compleja.
Los algoritmos se describen a continuacio´n.
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Generacio´n de muestras de variables aleatorias con distribucio´n Gaussiana
Multivariada
Un vector aleatorio X = [X1, ..,Xp]
t posee una distribucio´n Normal Multivariada cuan-
do su funcio´n de densidad esta´ dada por
fX (X) =
1
(2π)n/2 |ΣX|1/2
exp
(
−1
2
(X − µX)tΣ−1X (X − µX)
)
,
donde µX es el vector de medias de X, y ΣX es la matriz de covarianza, que es una matriz
sime´trica y definida positiva.
Los elementos sij de la matriz de covarianza ΣX pueden expresarse como
sij = ρijσiσj , con 1 ≤ i, j ≤ p,
donde σi es la desviacio´n esta´ndar de la variable aleatoria Xi, y ρij es el coeficiente de
correlacio´n entre Xi y Xj . Se puede verificar que |ρij | ≤ 1, que ρij = ρji y que ρii = 1
para todo 1 ≤ i ≤ p.
Llamando ΦX a la matriz de taman˜o p × p cuyas columnas son los vectores propios
normalizados de ΣX, y llamando ΛX a la matriz diagonal formada por los p valores propios
de ΣX, tenemos que
ΣXΦX = ΦXΛX.
Para la generacio´n de valores normales multivariados X con valor medio µX y matriz
de covarianza ΣX, se generan valores normales Y decorrelacionados y con valor medio
nulo (o sea, con ΣY = I y µY = 0) y se los transforma segu´n la siguiente fo´rmula
X = ΦXΛ
1/2
X Y + µX.
Generacio´n de muestras de variables aleatorias con distribucio´n Gaussiana
Inversa
El Algoritmo 12 muestra la secuencia de pasos necesarios para generar muestras de
variables aleatorias con distribucio´n GI(ω, η). Para ma´s informacio´n sobre este algoritmo
ver [22].
Algoritmo 12 Algoritmo de generacio´n de variables aleatorias con distribucio´n GI(ω, η).
1: Generar y, muestra de taman˜o 1 de la variable aleatoria y ∼ N (0, 1)
2: Calcular v = η + ηy2ω − η2ω
√
y (4ω + y)
3: Generar u, muestra de taman˜o 1 de la variable aleatoria u ∼ U(0,1)
4: Si u > 1/ (1 + vη) entonces retornar
(
η2u
)−1
5: Caso contrario retornar v.
La Figura 9.1 muestra una imagen generada con la distribucio´n GH(ω, 1, 3), con
para´metros ω = 3 para el objeto y ω = 10 para el fondo. Las Figuras 9.1(a), 9.1(b)
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y 9.1(c) corresponden a datos reales y las Figuras 9.1(d), 9.1(e) y 9.1(f) corresponden a
datos complejos.
(a) Banda HH (b) Banda HV (c) Banda VV
(d) Banda HH HV (e) Banda HV VV (f) Banda HH VV
Figura 9.1: Imagen SAR polarime´trica con dos diferentes regiones, generada con la distribucio´n
GH(ω, 1, 3) polarime´trica, con para´metros ω = 3 para el objeto y ω = 10 para el fondo.
9.4. Deteccio´n de Bordes
La deteccio´n de los bordes entre diferentes regiones en la imagen se realiza adaptando
el algoritmo de deteccio´n del cap´ıtulo 5 para que modele, interprete y analice datos po-
larime´tricos. El primer paso es determinar una curva inicial especificada por un pol´ıgono
cuyos ve´rtices constituyen los puntos de control de una curva B-Spline. La Figura 9.2
muestra una regio´n inicial en la imagen de la Figura 9.1. En este ejemplo la curva fue
elegida por el usuario en forma supervisada.
Si un punto pertenece al borde del objeto, entonces una muestra tomada en una vecin-
dad del mismo, exhibe cambios significativos en los para´metros estad´ısticos de la distribu-
cio´n del modelo, y se considera un punto de transicio´n.
Como en el caso de deteccio´n en ima´genes monopolarizadas, se tienen en cuenta N
segmentos s(i), i = 1, . . . , N de la forma s(i) = cPi , siendo c el centroide de la regio´n
inicial, Pi un punto fuera de la regio´n y θ = ∠(s
(i), s(i+1)) el a´ngulo entre dos segmentos
consecutivos, para todo i = 1, . . . , N , como muestra la Figura 5.4.
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Figura 9.2: Imagen SAR polarime´trica sinte´tica con una regio´n inicial especificada por un pol´ıgono
cuyos ve´rtices generan una curva B-Spline.
El segmento s(i) es un arreglo de m× 6 elementos provenientes de la discretizacio´n del
segmento de recta tomado de la imagen SAR polarime´trica y esta´ dado por:
s(i) =
(
z
(i)
1 , . . . , z
(i)
m
)
, 1 ≤ i ≤ N.
donde cada z
(i)
k ∈ C, k = 1, . . . m es un arreglo de 6 elementos, como muestra el esquema
de la Figura 9.3.
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✑
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✑
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✑
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z
(i)
k
Figura 9.3: Esquema que muestra la forma de un segmento s(i) sobre una imagen SAR polarime´tri-
ca.
Para cada segmento s(i), 1 ≤ i ≤ N , consideramos la siguiente particio´n
Z
(i)
k ∼ GH (ωr, ηr, n) , k = 1, . . . , j
Z
(i)
k ∼ GH (ωb, ηb, n) , k = j + 1, . . . ,m
donde para cada k, con 1 ≤ k ≤ m, z(i)k es la realizacio´n de la variable aleatoria Z(i)k . Los
para´metros (ωr, ηr) y (ωb, ηb) caracterizan a la regio´n y al fondo respectivamente.
Para encontrar el punto de transicio´n sobre cada segmento s(i), se estima el para´metro
ω de la distribucio´n GH , para cada pixel del segmento, utilizando los datos de una ventana
deslizante de 20× 20 centrada en cada punto del segmento y los estimadores de orden 1 y
2. Entonces se obtiene Ωˆ(i) = (ωˆ1, . . . , ωˆm) los para´metros estimados, correspondientes a la
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muestra tomada sobre el segmento s(i). Luego se busca la ma´xima discontinuidad dentro
del arreglo de Ωˆ(i), convolucionando con la ma´scara [−2,−1, 0, 1, 2].
Una vez que se encuentra el conjunto de puntos {b1, ..., bN}, se construye la curva
B-Spline interpolante como se explica en el cap´ıtulo 4.
El Algoritmo 13 muestra un resumen del proceso para hallar el contorno de una regio´n.
Algoritmo 13 Algoritmo de deteccio´n de contornos en ima´genes SAR polarime´tricas
1: Determinar una regio´n de intere´s por medio de una curva B-Spline.
2: Determinar una serie de segmentos radiales sobre la imagen.
3: for cada segmento s(i), i = 1, . . . , N do
4: Estimar el para´metro ω para cada pixel del segmento s(i),
obteniendo el arreglo Ωˆ(i) = [ωˆ1, . . . , ωˆm].
5: Detectar el punto de ma´xima discontinuidad sobre el arreglo Ωˆ(i) convolucionando
con un operador de deteccio´n de bordes.
6: end for
7: Construir la B-Spline que interpola los puntos encontrados.
9.5. Resultados
La Figura 9.4 muestra el resultado de aplicar el Algoritmo 13 a la imagen de la Figu-
ra 9.1, se observa que la curva ajusta muy bien al borde del objeto.
La Figura 9.5 muestra el comportamiento del para´metro ω sobre un segmento de recta
s(i), la Figura 9.5(a) corresponde a los valores t´ıpicos del arreglo Ωˆ(i) de estimadores del
para´metro ω para cada segmento s(i), la Figura 9.5(b) muestra la variacio´n del arreglo
Ωˆ(i). Puede observarse que la posicio´n de mayor variacio´n coincide en ambos gra´ficos.
La Figura 9.6 muestra el resultado de aplicar el Algoritmo 13 a una imagen SAR real
polarime´trica de 3 looks. La Figura 9.6(a) muestra la imagen original mientras que la
Figura 9.6(b) muestra la regio´n detectada por el algoritmo.
La Figura 9.7 muestra el resultado de aplicar el Algoritmo 13 a la misma imagen,
utilizando 4 regiones iniciales.
9.6. Evaluacio´n del error en el ca´lculo del punto de borde
De la misma manera en que se estimaron los errores de aproximacio´n para ima´genes
SAR monopolarizadas (Cap´ıtulo 8), hemos evaluado el error de encontrar el punto de
borde en ima´genes SAR polarime´tricas. En esta seccio´n se evalu´a el error local en la
determinacio´n del punto de borde sobre un segmento de recta para el me´todo propuesto,
utilizando el Algoritmo 10, de la seccio´n 8.1.
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Figura 9.4: Resultado de aplicar el Algoritmo 13 a la imagen sinte´tica de la Figura 9.1, utilizando
la regio´n inicial que se muestra en la Figura 9.2.
Recordamos que el resultado de aplicar este procedimiento es un arreglo de valores
correspondientes a las frecuencias relativas de que el punto de borde se encuentre a una
distancia menor que k pixels, con k ∈N, k ≥ 0. Los valores de k cercanos a cero son los que
deben tomarse en cuenta para evaluar el me´todo. En este caso hemos considerado k ≤ 10.
Para poder visualizar esta informacio´n, graficamos el arreglo de frecuencias relativas de
cada me´todo fMr (k) con una curva.
El gra´fico de la Figura 9.8 muestra la curva correspondiente. El valor en el eje vertical
es la frecuencia relativa de encontrar el punto de transicio´n con error menor que el nu´mero
indicado en el eje horizontal. Por ejemplo la frecuencia relativa de encontrar el punto de
transicio´n con exactitud (error 0 pixel) es 0,11. Se observa que la precisio´n de encontrar
el punto de borde es baja. Esto es por la complejidad que este tipo de ima´genes conlleva.
9.7. Conclusiones
Las ima´genes SAR polarime´tricas son muy dif´ıciles de analizar por su gran complejidad.
Por esa razo´n resulta muy u´til un algoritmo de interpretacio´n de las mismas. En este
cap´ıtulo se presenta un nuevo enfoque para deteccio´n de contornos en ima´genes SAR
polarime´tricas usando contornos B-Spline deformables.
En el primer paso se determinan regiones de intere´s que corresponden a a´reas con
diferentes grado de homogeneidad, como una primera aproximacio´n gruesa, que sirve para
establecer la zona dentro de la cual se realiza la bu´squeda del contorno de las diferentes
regiones. Luego se modela los datos con la distribucio´n GH polarime´trica, sobre una serie
de segmentos de recta estrate´gicamente dispuestos alrededor de la curva inicial. Se analizan
los datos sobre los pixels de cada segmento, estimando los para´metros que caracterizan
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(a) Valores t´ıpicos del pra´metro ω
(b) Variacio´n del para´metro ω.
Figura 9.5: Comportamiento del para´metro ω sobre un segmento de recta s(i)
a las diferentes regiones. Utilizando los estimadores, se calculan los puntos de borde y se
contruye la curva B-Spline que los interpola.
Este proceso trabaja solamente sobre una parte de la imagen, lo cual significa un gran
ahorro de costo computacional dada la enorme cantidad de datos que tienen las ima´genes
SAR polarime´tricas.
Para cada regio´n, el resultado de la aplicacio´n del algoritmo es una curva dada por
una fo´rmula matema´tica expresada en te´rmino de funciones B-Spline. Los resultados, con
ima´genes sinte´ticas y reales son muy buenos, con un aceptable costo computacional.
Tambie´n en este cap´ıtulo se evalu´a la capacidad del me´todo de encontrar los puntos de
borde con precisio´n. En este punto hay una deficiencia. Como trabajo futuro pensamos uti-
lizar tambie´n el para´metro η de la distribucio´n GH para poder obtener mejores resultados
en el ca´lculo de los puntos de borde.
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(a) Imagen real SAR polarime´trica de 3 looks.
(b) Resultado de aplicar el algorimo de segmentacio´n.
Figura 9.6: Resultado de aplicar el Algoritmo 13 a una imagen real SAR polarime´trica de 3 looks.
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Figura 9.7: Resultado de aplicar el Algoritmo 13 a una imagen real SAR polarime´trica de 3 looks,
con 4 regiones iniciales.
Figura 9.8: Gra´fico que muestra la curva de frecuencias relativas fr(k) de que el error sea menor
que k pixels (k = 0, . . . , 10), con la distribucio´n GH polarime´trica.
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Cap´ıtulo 10
Conclusiones, Trabajos Publicados
y Trabajos Futuros
10.1. Conclusiones
Las ima´genes de Radar de Apertura Sinte´tica tanto monopolarizadas como polarime´tri-
cas, son de suma importancia en la comprensio´n y entendimiento del medio ambiente,
porque puede obtenerse informacio´n que ningu´n otro tipo de ima´genes posee. Sin em-
bargo, tienen la desventaja de que son muy dif´ıciles de analizar e interpretar. Hallar el
contorno de regiones es una tarea particularmente complicada debido a la presencia del
ruido speckle que corrompe la imagen e impide encontrar los puntos de la frontera en-
tre diferentes regiones. De ah´ı el intere´s en el desarrollo de me´todos de procesamiento de
ima´genes SAR.
En esta tesis proponemos una serie de algoritmos de deteccio´n de contornos en ima´genes
SAR monopolarizadas y polarime´tricas. Los me´todos que proponemos no intentan elim-
inar el ruido speckle, sino que toman ventaja de sus propiedades estad´ısticas modelando
los datos SAR con las distribuciones estad´ısticas G0A y GH para datos monopolarizados y
polarime´tricos, respectivamente. Ambas distribuciones esta´n basadas en el modelo multi-
plicativo.
Estos algoritmos son utilizados para detectar el contorno de regiones con diferentes
grados de homogeneidad, los cuales esta´n determinados por el para´metro de rugosidad
de las distribuciones estad´ısticas G0A y GH . Las regiones pueden ser homoge´neas (como
las de pastura), regiones heteroge´neas (como las de bosque) y regiones muy heteroge´neas
(urbanas).
Esta tesis nos permitio´ desarrollar, estudiar y comparar diferentes me´todos de extrac-
cio´n de contornos en ima´genes SAR y realizar estudios sobre los siguientes puntos:
1. Proponer un algoritmo de bu´squeda automa´tica de regiones iniciales que consisten en
una curva B-Spline, alrededor de la cual se aplican los me´todos para hallar puntos
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de borde. Las regiones iniciales se utilizan como curva de aproximacio´n inicial al
contorno que se desea encontrar y tienen el objetivo de que los me´todos de deteccio´n
de bordes tengan ma´s ra´pida convergencia y menor costo computacional.
2. Utilizar modelos matema´ticos para describir los datos de radar de apertura sinte´tica,
estimar los para´metros de rugosidad y utilizarlos para hallar puntos de borde en-
tre distintas regiones. Los puntos de frontera los encontramos en un entorno de la
regio´n inicial, de esta forma se evita recorrer toda la imagen, ahorrando costo com-
putacional.
3. Para representar el contorno de las regiones encontradas utilizamos la representacio´n
B-Spline para curvas, porque tiene muy pocos para´metros (los puntos de control) y
es intr´ınsecamente suave.
4. Los algoritmos tienen problemas de convergencia que dependen de la forma del
objeto, para solucionarlos planteamos una algoritmo alternativo de bu´squeda de
contornos de objetos en la imagen que exhibe mejores resultados.
5. En la estimacio´n de los para´metros de las distribuciones consideradas se producen
errores provenientes de las operaciones o de la estimacio´n y muchas veces es necesario
suavizar el arreglo de estimadores para encontrar el punto de discontinuidad con
mayor precisio´n. En este trabajo se aplica el proceso de difusio´n anisotro´pica con el
objetivo de eliminar componentes espu´reas en el arreglo de estimadores y encontrar
puntos de borde con fidelidad.
6. Utilizamos otros descriptores de la rugosidad de una zona de la imagen, como la
estimacio´n de la dimensio´n fractal: la dimensio´n Box Counting y la dimensio´n Box
Counting Diferencial, como ı´ndice de irregularidad de cada regio´n. Esto permite
realizar comparaciones y separar regiones con diferentes grados de homogeneidad.
7. Por medio de una experiencia de Monte Carlo realizamos comparaciones entre los
me´todos propuestos y evaluamos el comportamiento de los mismos, estimamos el
error local y tambie´n el error global que se comete al aproximar el contorno de un
objeto por la curva encontrada, utilizando ima´genes especialmente disen˜adas para
este fin. Esto permitio´ verificar la validez y aplicabilidad de los me´todos desde un
punto de vista estad´ıstico.
8. Las observaciones muestran que encontrar los puntos de borde caracterizando los
datos con la distribucio´n G0A y maximizando la funcio´n de verosimilitud, es la mejor
de las opciones en precisio´n y costo computacional.
9. Desarrollar un nuevo algoritmo de segmentacio´n de ima´genes SAR polarime´tricas.
10. Todos los algoritmos fueron rigurosamente probados en ima´genes sinte´ticas y reales.
Las ventajas que tienen los me´todos propuestos son las siguientes:
Encuentran el contorno de regiones con precisio´n.
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El resultado es una ecuacio´n parame´trica del contorno de la regio´n que se desea
encontrar.
No depende de la regio´n inicial de bu´squeda.
Posee bajo costo computacional.
De esta manera, esta tesis contribuyo´ al conocimiento del ana´lisis de ima´genes de
radar de apertura sinte´tica con una poderosa herramienta: contornos B-Spline deformables,
modelando los datos con la familia de distribuciones G y otros descriptores de datos SAR.
10.2. Trabajos Publicados
Todos los resultados de esta tesis fueron publicados en congresos nacionales, interna-
cionales y revistas especializadas en el tema de procesamiento de ima´genes SAR. En esta
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10.3. Trabajos Futuros
Los me´todos propuestos tienen resultados muy satisfactorios, pero poseen algunas de-
ficiencias que podr´ıan ser importantes dependiendo del problema que se este´ tratando.
Algunas desventajas son las siguientes:
Es necesario una regio´n inicial por cada regio´n que se desee encontrar en la imagen;
esto significa que el me´todo no permite cambios en la topolog´ıa de la curva inicial.
El resultado es un contorno determinado por una curva B-Spline, por lo tanto las
esquinas son redondeadas. Esto provoca que la curva no ajuste al contorno de la
regio´n en los puntos en los que el borde no es derivable.
Hemos pensado que estos problemas pueden solucionarse adaptando los algoritmos
de conjuntos de nivel en ima´genes SAR, utilizando la familias de distribuciones G para
modelar los datos.
Con respecto a las ima´genes SAR polarime´tricas, es posible desarrollar un me´todo de
bu´squeda automa´tica de regiones iniciales. Tambie´n, es importante hallar los puntos de
borde con mayor precisio´n. Para eso, es posible utilizar las distribuciones G polarime´tricas
cambiando el me´todo de bu´squeda de puntos de borde, utilizando por ejemplo, el algo-
ritmo de ma´xima verosimilitud propuesto en el cap´ıtulo 5. Tambie´n es posible estimar la
dimensio´n fractal y utilizarla como descriptor en las distintas bandas.
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Ape´ndice A
Propiedades de Convergencia de
las Distribuciones
En las siguientes propiedades se vera´n las convergencias para las distintas distribuciones
involucradas en este trabajo [40].
1. La distribucio´n ra´ız cuadrada de Gamma converge en probabilidad hacia una con-
stante, es decir, Γ1/2(α, λ)
Pr→ β1/21 cuando α, λ→∞ y αλ → β1
2. La distribucio´n rec´ıproca de la ra´ız cuadrada de Gamma converge en probabilidad
hacia una constante, es decir, Γ−1/2(α, γ) Pr→ β−1/22 cuando −α, γ →∞ y αγ → β2
3. La distribucio´n ra´ız cuadrada de la gaussiana inversa generalizada converge en dis-
tribucio´n a las siguientes distribuciones:
a) N−1/2 (α, γ, λ) D→ Γ1/2 (α, λ) cuando γ ↓ 0 y α, λ > 0
b) N−1/2 (α, γ, λ) D→ Γ−1/2 (α, γ) cuando λ ↓ 0 y −α, γ > 0
4. La distribucio´n G0A converge en distribucio´n a ra´ız cuadrada de Gamma,
G0A (α, γ, n) D→ Γ1/2 (n, nβ2) cuando −α, γ →∞ y αγ → β2
5. La distribucio´n GA converge en distribucio´n a las siguientes distribuciones:
a) GA (α, γ, λ, n) D→ KA (α, λ, n) cuando γ ↓ 0 y α, λ > 0
b) GA (α, γ, λ, n) D→ G0A (α, γ, n) cuando λ ↓ 0 y −α, γ > 0
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Ape´ndice B
Densidad del Retorno Z
Proposicio´n:
Sean X, Y y Z variables aleatorias tales que, X e Y son independientes y Z es una funcio´n
de X e Y . Entonces la funcio´n de densidad de Z viene dada por:
fZ = fX(
z
y
)fY (y)
1
y
Demostracio´n:
Sea Z = XY , consideremos la variable aleatoria condicional W = Z/Y = y para cada
valor y en el espacio muestral. La funcio´n de distribucio´n acumulada de W es, para cada
valor y :
FW (w) = Pr(W ≤ w) = Pr(y.X ≤ w) = Pr(X ≤ w
y
) = FX(
w
y
)
luego, la funcio´n de densidad de W viene dada por:
fW (w) = fX(
w
y
)
1
y
Consideremos la distribucio´n conjunta (Z, Y ) cuya densidad es:
fZY (z, y) = fW (z)fY (y)
entonces la funcio´n de densidad de Z viene dada por:
fZ(z) =
∫
fZY (z, y)dy =
∫
fW (z)fY (y)dy =
∫
fZ(
z
y
)
1
y
fY (y)dy
Definicio´n: Una variable aleatoria X tiene distribucio´n Beta con para´metros α y β, y
se denota X ∼ B (α, β), si su funcio´n de densidad es:
f(x) =
{
Γ(α +β)
Γ(α)Γ(β)x
α−1 (1− x)β−1 , 0 < x < 1
0 otro caso
donde α > 0 y β > 0.
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Proposicio´n: Sean X1 y X2 dos variables aleatorias independientes tales que X1 ∼
Γ (α1, 1) y X2 ∼ Γ (α2, 1), entonces las variables aleatorias Y1 = X1X1+X2 y Y2 = X1+X2 son
independientes y cumplen que Y1 ∼ B (α1, α2) y Y2 ∼ Γ (α1 + α2, 1). (B es la distribucio´n
Beta)
Proposicio´n:
Sean X y Y dos variables aleatorias independientes tales que X ∼ Γ (α, 1) y Y ∼
B (β, β − α), con 0 < α < β, entonces XY y X (1− Y ) son variables aleatorias con
distribucio´n Γ (β, 1) y Γ (β − α, 1) respectivamente.
Proposicio´n:
Si X ∼ Γ (α, β) entonces kX ∼ Γ (α, kβ) .
Proposicio´n:
Si (U1, ..., Uk) son variables independientes e ide´nticamente distribu´ıdas con distribucio´n
U (0, 1) y si α = k ∈ N−{0} y β = 1 entonces Z = − ln
(
k∏
i=1
Ui
)
es una variable aleatoria
con distribucio´n Γ (k, 1)
Demostracio´n
Por induccio´n en k
Para k = 1 si U ∼ U (0, 1) entonces Z = − lnU , la funcio´n de densidad es fZ (z) = e−z
con z > 0, luego es cierto para k = 1 que Z ∼ Γ (1, 1) . Supongamos cierto para k y
probemos para k + 1.
Llamemos X = − ln (Ui) y Y = − ln
(
k∏
i=1
Ui
)
, por la hipo´tesis inductiva se tiene que
Y ∼ Γ (k, 1) y que la funcio´n de densidad de X es fX (x) = e−x, entonces llamemos
Z = − ln
(
k+1∏
i=1
Ui
)
= X + Y y teniendo en cuenta que 0 ≤ e−x ≤ 1
fZ (z) =
∫
fX (z − y) fy (y) dy =
z∫
0
e−z+y y
k−1e−y
Γ(k) dy =
e−z
Γ(k)
z∫
0
yk−1dy = e
−z
Γ(k)
zk
k =
e−zzk
Γ(k+1)
luego se tiene que Z ∼ Γ (k + 1, 1).
Proposicio´n: Si Y ∼ Γ (α+ 1, 1) y U ∼ U (0, 1) y α < 1 entonces Y U1/α ∼ Γ (α, 1)
Demostracio´n
Si Y ∼ Γ (α+ 1, 1) entonces su funcio´n de densidad es fY (y) = y
αe−y
Γ(α+1) y si U ∼ U (0, 1)
entonces la variable aleatoria X = − lnU tiene distribucio´n exponencial con para´metro 1
y su funcio´n de densidad es fX (x) = e
−x. Considereremos la variable aleatoriaW = U1/α
entonces su funcio´n de densidad es fW (w) = fU (w
α).αwα−1 como 0 ≤ wα ≤ 1 entonces
fW (w) =.αw
α−1 y por hipo´tesis α < 1 luego 0 <.αwα−1 < 1. Si llamamos Z = Y U1/α
entonces su densidad es fZ (z) =
∞∫
0
fW
(
z
y
)
fY (y)
1
ydy esta´ definida para 0 ≤ zy ≤ 1
luego 0 ≤ z ≤ y entonces obtenemos fZ (z) =
∞∫
z
α
(
z
y
)α−1
yαe−y
Γ(α+1)
1
ydy =
αzα−1
Γ(α+1)
∞∫
z
e−ydy =
αzα−1
Γ(α+1)e
−z que es la densidad de una variable con distribucio´n Γ (α, 1) .
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Ape´ndice C
La Base B-Spline
Funciones Base Uniforme
Segu´n las fo´rmulas dadas en el cap´ıtulo 4 se deducen las ecuaciones de las funciones
de la base. Damos aqu´ı algunos ejemplos. Solamente se presentan las ecuaciones de las
finciones B0, d(s), d = 1, . . . , 4, ya que las funciones Bn,d(s), n = 1, . . . , NB se calculan
como traslaciones de la primera, como muestra la ecuacio´n 4.4.
Funcio´n B0,1(s)
B0,1(s) =
{
1 0 ≤ s < 1
0 otro caso
La Figura C.1 muestra el gra´fico de esta funcio´n.
Figura C.1: Gra´fico de la funcio´n B0,1(s)
Funcio´n B0,2(s)
B0,2(s) =

s 0 ≤ s < 1
2− s 1 ≤ s < 2
0 otro caso
La Figura C.2 muestra el gra´fico de esta funcio´n
La Figura C.3 muestra el gra´fico de las funciones B0,2(s) y B1,2(s)
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Figura C.2: Gra´fico de la funcio´n B0,2(s)
Figura C.3: Gra´fico de la funcio´n B0,2(s) y B1,2(s)
Funcio´n B0,3(s)
B0,3(s) =

s2
2 0 ≤ s ≤ 1
−s2 + 3s− 32 1 ≤ s < 2
1
2s
2 − 3s+ 92 2 ≤ s < 3
0 otro caso
En la Figura C.4 se muestra su gra´fica junto con el gra´fico de B1,3(s).
Figura C.4: Gra´fico de la funcio´n B0,3(s) y B1,3(s)
Funcio´n B0,4(s)
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B0,4s) =

s3
6 0 ≤ s < 1
− s32 + 2s2 − 2s + 23 1 ≤ s < 2
s3
2 − 4s2 + 10s− 223 2 ≤ s < 3
− s36 + 2s2 − 8s+ 323 3 ≤ s < 4
0 otro caso
(C.1)
En la Figura C.5 se muestra el gra´fico correspondiente junto con el gra´fico de B1,4(s)
Figura C.5: Gra´fico de la funcio´n B0,4(s) y B1,4(s)
En la siguiente seccio´n se presenta una forma u´til de describir las curvas B-Spline, en
forma matricial, que se utiliza para la implementacio´n del algoritmo.
C.1. B-Spline usando matrices span
LLamamos span Sσ al intervalo[σ, σ + 1), σ = 0, ...NB − 1. En un span existen sola-
mente d funciones base no nulas, entonces definimos
bσ =
(
σ∑
i=0
mi
)
− d
donde mi es la multiplicidad del nodo si, entonces la curva x(s) puede escribirse como
combinacio´n lineal de las d funciones base no nulas:
x(s) =
bσ+d−1∑
i=bσ
xiBi,d (s)
Podemos definir para cada span Sσ una matriz B
S
σ de coeficientes.
Las matrices span BSσ se construyen poniendo en la columna i de la matriz, los coefi-
cientes polinomiales correspondientes a las funciones bases Bbσ+i−1 sobre el span que se
esta´ considerando y ordenados de arriba hacia abajo por el grado del coeficiente, es decir,
en la primer fila el coficiente de grado cero.
De esta manera es posible definir la curva en cada span Sσ como:
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x(s)σ =
(
1, s, s2, ..., sd
)
BSσ

xbσ
xbσ+1
xbσ+2
...
xbσ+d

Consideramos una matriz de permutaciones Gσ y el vector de puntos de control Q
x,
entonces podemos escribir
x(s)σ =
(
1, s, s2, ..., sd
)
BSσGσ

x0
.
.
xNB−1

donde Gσ es una matriz de d×NB y definida como
Gσ (i, j) =
{
1 si i− bσ = j (mod NB)
0 si i− bσ = j
Por ejemplo, en el intervalo [n, n+1), con multiplicidad simple y d = 4, bσ = n+1−4 =
n − 3, luego se puede escribir la curva como combinacio´n lineal de 4 funciones bases que
sera´n
x (s) = Bn−3,4 (s)xn−3+Bn−2,4 (s)xn−2+Bn−1,4 (s)xn−1+Bn,4 (s)xn. para s ∈ [n, n+ 1)
Las Figuras C.6 y C.7 muestran las funciones base involucradas en el span [3, 4), que
son B1,3(s), B2,3(s) y B3,3(s). La Figura C.6 muestra las funciones completas mientras que
la Figura C.7 muestra solamente los segmentos polinomiales del span.
Figura C.6: Gra´fico de las funciones involucradas en el span [3, 4): B1,3(s), B2,3(s) y B3,3(s)
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Figura C.7: Gra´fico de los segmentos polinomiales de las funciones involucradas en el span
[3, 4): B1,3 (s), B2,3 (s) y B3,3 (s)
C.2. Implementacio´n
Una vez calculadas las matrices BSσ y Gσ para σ = 0, ..., NB − 1, es posible escribir la
ecuacio´n de x(s) en el span Sσ, llamado x(s)
σ, de la siguiente manera.
x(s)σ =
(
1, s, ..., sd−1
)
BSσ Gσ

x0
.
.
xNB−1
 , donde σ ≤ s ≤ σ + 1
o tambie´n puede escribirse como
x (s+ σ) =
(
1, (s+ σ) , ..., (s+ σ)d−1
)
BSσ Gσ

x0
.
.
xNB−1
 , 0 ≤ s < 1
luego la curva B-Spline queda definida por la siguiente ecuacio´n:
(
x(s)
y(s)
)
=
(
1, (s+ σ) , ..., (s+ σ)d−1 0, ..., 0
0, ..., 0 1, (s+ σ) , ..., (s+ σ)d−1
)
.
(
BSσ Gσ 0
0 BSσ Gσ
)(
Qx
Qy
)
, 0 ≤ s < 1
Luego, la recta tangente en cada punto esta´ dada por la siguiente ecuacio´n
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(
x′
y′
)
=
(
0, 1, 2 (s+ σ) , ..., (d− 1) (s+ σ)d−2 0, ..., 0
0, ..., 0 0, 1, 2 (s+ σ) , ..., (d− 1) (s+ σ)d−2
)
.
.
(
BSσ Gσ 0
0 BSσ Gσ
)(
Qx
Qy
)
y la rectanormal normal en cada punto esta´ dada por
(
nx
ny
)
=
(
−y′
x′
)
.
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Ape´ndice D
Implementacio´n del Algoritmo de
Difusio´n Anisotro´pica
La resolucio´n discreta de la difusio´n anisotro´pica es realizar N iteraciones de la sigu-
iente ecuacio´n:
It+1ij = I
t
ij + λ (cnDn + csDs + ceDe + coDo) , t ≥ 0
donde
Dn = Ii−1j − Iij, Ds = Ii+1j − Iij, De = Iij−1 − Iij , Do = Iij+1 − Iij
y
ck = g (Dk) , para k = n, s, e, o
I0ij es la imagen inicial en el pixel (i, j), Dn, Ds, De, Do son las derivadas norte, sur, este y
oeste, respectivamente para un pixel (i, j) y g (s) es alguno de los operadores considerados,
en este caso Lorentz o Leclerc.
Lorentz:
g(s) =
1
1 + s
2
2σ2
Leclerc:
g(s) = e−
s2
2σ2
Los para´metros N , λ, y σ son para´metros de entrada y pueden elegirse arbitrariamente.
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