Abstract. A short proof is given for Bailey's bilinear generating function for Jacobi polynomials. It depends only upon the orthogonality relation for Jacobi polynomials and a quadratic transformation for a hypergeometric series. A qanalog is also stated.
• o + xro + vro-xro-vr, o> where z = t(l + x)(l + y)/(l + t)2, Z = t(l -x)(l -y)/(l + t)2, and (a)" = Y(a + n)/Y(a). He used Watson's transformation, which expresses an F4 as the product of two 2^1's. in this paper we give a short proof of (1) which uses only the orthogonality of Jacobi polynomials and a quadratic transformation for a generalized hypergeometric series.
The Jacobi polynomials {PJ?'ß\x)}^=0 are orthogonal on [ -1, 1] with respect to the weight function w(x) = (1 -x)a(l + x)ß, a, ß > -1. We take the usual normalization, P^a'ß\l) = (a + l)Jn\, so that P"(a-ß\-x) = (-l)"P^ß-a\x). Askey
[3] has shown how to obtain Jacobi's generating function for P^a'ß\x) from the orthogonality relation. The same idea works for the bilinear generating function. Let G(x, y, t) = 2"_0 a"(x, y)t" be the right-hand side of (1). It is clear that a"(x,y) is a polynomial of degree at most n in both x and v. For any polynomials qk(x) and r,(y) of degrees k and /, consider
A necessary condition for a"(x, y) = bnP^a'ß)(x)P^a-ß\y), bn ¥= 0, is that I(t) is a polynomial in t of degree min(A;, /). This follows immediately from the orthogonality relation for P^"'ß\ However this condition is also sufficient. To see this, let
an(x,y) = 2 KjP^ß\x)PJa-ß\y). Since Pf*\l) = (a + \)Jn\ and F"(a^)(-1) = (ß + l)"(-l)n/"! we obtain (1).
Unfortunately we were not directly led to (1) . However, we can write down â -analog of equation (1) by this technique. We take the little q-Jacobi polynomials P"(x, a, b; q) as defined in [1, equation (3.1) ]. Carlitz has proved a ^-analog of (4) 
