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Abstrat
A new formalism for the perturbative onstrution of algebrai quan-
tum eld theory is developed. The formalism allows the treatment of
low dimensional theories and of non-polynomial interations. We dis-
uss the onnetion between the Stükelberg-Petermann renormalization
group whih desribes the freedom in the perturbative onstrution with
the Wilsonian idea of theories at dierent sales . In partiular we relate
the approah to renormalization in terms of Polhinski's Flow Equation to
the Epstein-Glaser method. We also show that the renormalization group
in the sense of Gell-Mann-Low (whih haraterizes the behaviour of the
theory under the hange of all sales) is a 1-parametri subfamily of the
Stükelberg-Petermann group and that this subfamily is in general only
a oyle. Sine the algebrai struture of the Stükelberg-Petermann
group does not depend on global quantities, this group an be formulated
in the (algebrai) adiabati limit without meeting any infrared divergen-
ies. In partiular we derive an algebrai version of the Callan-Symanzik
equation and dene the β-funtion in a state independent way.
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1 Motivations and plan
The loally ovariant formulation of quantum eld theory [7, 25℄ is based
on the priniple that the theory has to be built in terms of quantities that
are uniquely determined by loal properties of spaetime. This means in
partiular that onepts like vauum states and partiles should not enter
the formulation of the theory. Instead these onepts are relevant in the
interpretation of the theory under suitable irumstanes.
Historially, the main obstale in performing a purely loal onstrution
was the important rle the spetrum ondition plays for ner properties
of the theory, and it needed the insight of Radzikowski [35℄ that the loal
information of the spetrum ondition an be formulated in terms of a on-
dition on the wave front sets (miroloal spetrum ondition, see also [6℄).
After this breakthrough, a thorough onstrution of renormalized perturba-
tive quantum eld theory on generi urved spaetimes ould suessfully be
performed [5, 25, 26℄ in the framework of Algebrai Quantum Field Theory.
Nevertheless, the theory obtained looks still somewhat remote from more
standard formulations of quantum eld theory as one may nd them in
typial text books, and one may ask how ideas like the Renormalization
Group show up in the loally ovariant framework. A rst answer to this
latter question was already given in [27℄ (for a more expliit formulation in
Minkowski spae see [16℄ and [17℄), and an elaboration on this approah was
the starting point of the present work.
It turned out to be appropriate to revise the formulation in suh a way
that the dependene on nonloal features is eliminated ompletely. In older
formulations a dependene on the hoie of a Hadamard 2-point funtion
(replaing the nongeneri vauum) was used, and it had to be shown that
the theory is atually independent of this hoie. The present point of view
is that the Hadamard funtions are only used in order to haraterize a
topology. The topology is then shown to be independent of the Hadamard
funtion used. All algebrai strutures, however, are dened without reourse
to a Hadamard funtion.
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The plan of the paper is the following: The next setion gives denitions
and onstrutions of the main tehnial elements of our proedures, namely
all kind of algebrai strutures, as time-ordered produts, for instane. It
ontains a simpliation of the rigorous treatment of our framework whih
is postponed to the next setion. A partiularly pressed reader may skip
all tehnialities of the 3d setion and onentrate only on the main de-
nitions of the Hadamard families of funtions and loal observables. The
4th setion deals with the Stükelberg-Bogoliubov-Epstein-Glaser approah
to renormalization, but done in a novel manner. The next setion is the
ore of our paper. It ontains the denitions and omparison of three dif-
ferent versions of the renormalization group. The disussion is ontinued
in the 6th setion where the algebrai adiabati limit is disussed, via the
introdution of a novel tool in algebrai quantum eld theory termed gener-
alized Lagrangians, and an algebrai form of the Callan-Symanzik equation
is found. The last setion deals with a ouple of typial examples as ϕ4 in
4 dimensions, and ϕ3 in 6 dimensions. Here we ompare with the textbook
treatments (beta funtion) and nd perfet agreement. Some tehnialities
are deferred to the appendies A, B and C.
2 Denitions, initial onstrutions and outlook
We look at the theory of a salar eld ϕ. For eah spaetime M of dimen-
sion d ≥ 2 we onsider the spae of innitely dierentiable funtions as the
onguration spae E(M) ≡ C∞(M) (a Fréhet spae). The observables of
the theory are funtionals on E(M) whih are innitely often dierentiable,
suh that the funtional derivatives are test funtions with ompat sup-
port. A simple example is the funtional E(M) → C, ϕ 7→ ∫ dxϕ(x)f(x)
with some test funtion f ∈ D(M) ≡ C∞0 (M). The spae of observables
will be denoted by F0(M). We reall that the notion of dierentiability on
Fréhet spaes is well developed, a partiularly nie introdution of whih
an be found in [24℄. In pratie, in our treatment only the validity of the
hain rule is important. Notationally, we shall use indierently the following
possibilities as equivalent writings of generi nth order derivatives
DnF (ϕ)(v⊗n) ≡ δ
nF
δϕn
(ϕ)(v⊗n) ≡ d
n
dλn
F (ϕ + λv)
∣∣∣∣
λ=0
≡ 〈F (n)(ϕ), v⊗n〉 ,
where v ∈ E(M), with the brakets denoting, from now on, either integration
in the appropriate spaes, or sometimes the duality pairing of loally onvex
topologial spaes, and the ontext should hopefully make preise as to whih
is whih. Similar equivalent formulations an be adopted for the kernels
F (n)(ϕ)(x1, . . . , xn) ≡ δ
nF
δϕn
(ϕ)(x1, . . . , xn) ≡ δ
nF
δϕ(x1) · · · δϕ(xn) .
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We dene the support of a funtional F ∈ F0(M) as the set of points x ∈M
suh that F depends on the behaviour of ϕ in every neighbourhood U ∈ U(x)
of x,
supp(F )
.
= {x ∈M | ∀U ∈ U(x)∃ϕ,ψ ∈ E(M), suppψ ⊂ U
suh that F (ϕ+ ψ) 6= F (ϕ)} , (1)
and we require it to be a ompat set in M .
A virtue of the new approah is that we do not restrit ourselves to poly-
nomial funtionals. This is motivated, for example, by quantum gravity and
by the existene of renormalizable models with non-polynomial interations
in d = 2 dimensions.
We onsider a linear hyperboli dierential operator for the salar eld
with respet to the spaetime metri g with signature (+,−, · · · ,−),
P = g +m
2 + ξR , (2)
with the salar urvature R and real parameters m2 and ξ. On a globally hy-
perboli time oriented spaetime P possesses unique retarded and advaned
Green's funtions ∆R and ∆A, respetively. In terms of these Green's fun-
tions we an introdue two important strutures on the spae of formal power
series in ~ with oeients in the vetor spae F0(M).
First we introdue a ⋆-produt by a twist indued by the ommutator
funtion ∆ = ∆R −∆A (f. e.g. [15℄),
F ⋆ G
.
= M ◦ exp(i~Γ∆)(F ⊗G) , (3)
where M denotes pointwise multipliation,
M(F ⊗G)(ϕ) .= F (ϕ)G(ϕ) ≡ (F ·G)(ϕ) , (4)
and Γ∆ is the funtional dierential operator
Γ∆
.
=
1
2
∫
dx dy∆(x, y)
δ
δϕ(x)
⊗ δ
δϕ(y)
. (5)
In this way we obtain an assoiative algebra where the elds satisfy the
ommutation relation
[ϕ(f), ϕ(g)]⋆ = i~〈f,∆g〉 , f, g ∈ D(M) . (6)
Complex onjugation endows the algebra with an involution,
F ⋆ G = G ⋆ F (7)
sine ∆ is antisymmetri and real.
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The algebra ontains an ideal generated by elements of the form ϕ(Pf),
f ∈ D(M). The quotient algebra is just the standard algebra of the free
salar eld. It will turn out, however, that it is onvenient to work with the
original algebra (F0(M), ⋆) (o shell formalism).
The seond struture we need is the time ordering operator T assoiated
with the ⋆-produt. It is dened in terms of the Dira propagator ∆D =
1
2 (∆R+∆A) whih was introdued by Dira in his treatment of the lassial
interation between a point harge and the eletromagneti eld [13℄. We
set
TF
.
= exp(i~Γ∆D)F (8)
with
Γ∆D
.
=
1
2
∫
dx dy∆D(x, y)
δ2
δϕ(x)δϕ(y)
. (9)
Formally, T may be understood as the operator of onvolution with the
osillating Gaussian measure with ovariane i~∆D,
TF (ϕ) =
∫
dµi~∆D(φ)F (ϕ − φ) . (10)
Its inverse T−1 (the anti time ordering operator T ) is obtained by replaing
∆D by −∆D. It oinides, due to the reality of ∆D, with the omplex
onjugate operator
TF = TF . (11)
We then dene the time ordered produt MT as the pointwise produt M
transformed by T ,
MT
.
= T ◦M ◦ (T−1 ⊗ T−1) (12)
or, in a more standard notation as a binary omposition (where · denotes
the pointwise produt and ·T the time ordered produt)
F ·T G .= T (T−1F · T−1G) . (13)
By omparing
ϕ(x) ·T ϕ(y) = ϕ(x) · ϕ(y) + i~
2
(∆R +∆A)(x, y) (14)
with
ϕ(x) ⋆ ϕ(y) = ϕ(x) · ϕ(y) + i~
2
(∆R −∆A)(x, y) , (15)
and using the support properties of the Green's funtions, we see that ·T is
indeed the time ordered produt with respet to the ⋆-produt (3).
We emphasize that the time ordered produt is a well dened, assoiative
and ommutative produt. For this it is important, as stressed before, not
to pass to the quotient algebra, where the validity of the free eld equation
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would be in onit with the fat that the Dira propagator does not solve
the homogeneous Klein-Gordon equation. Indeed, the ideal generated by
the eld equation with respet to the ⋆-produt (or, equivalently, with the
pointwise produt) is not an ideal with respet to the time ordered produt,
as may be seen from the Dyson-Shwinger type equation
F ·T ϕ(Pf) = Fϕ(Pf) + i~〈F (1), f〉 . (16)
Note that the appearane of the Dira propagator in the time ordered
produt is due to the hoie of the ommutator funtion ∆ in the ⋆-produt.
If we had hosen the Wightman two-point funtion ∆+ =
i
2 ∆ +∆1 in the
formula (3) for the ⋆-produt we would have obtained the Feynman propaga-
tor ∆F = i∆D +∆1 in the time ordered produt. But these onventions use
a notion of positive frequeny whih is absent on generi Lorentzian spae-
times. Moreover, the logarithmi singularities at m2 = 0 obsure the saling
behaviour.
We now have the means to introdue interations in our framework. Namely,
let V be an arbitrary element of F0(M). Then we dene the formal S-matrix
as the time ordered exponential
S(V )
.
= T ◦ exp ◦ T−1(V ) ≡ exp·T (V ) . (17)
One may exhibit a fator ig/~ in V . The S-matrix would then be a for-
mal power series in the oupling onstant g and a Laurent series in ~ (see
e.g. [14℄). We found it more onvenient to inorporate suh a fator into
V , suh that all expressions are formal power series in ~. The oeients
in every order in ~ are analyti funtionals in V whih may be desribed in
terms of their (onvergent) power series expressions.
The nonlinear interations V ∈ F0(M) are, in general, nonloal. As a
onsequene the S-matrix dened above fails, in general, to be unitary for
imaginary interations V . One extended to more singular funtionals, uni-
tarity of the S-matrix an be restored for loal interations where it takes
the form of a renormalization ondition. Inspite of the non-unitarity, the
S-matrix for non-loal interations is quite frequently used in quantum eld
theory, in partiular when dealing with eetive interations as they appear
e.g. in the renormalization method of the ow equation (Setion 5.2).
Notie also that the presene of the inverse of time ordering in the formula
(13), whih would be absent in a path integral formulation on the basis of
(10), remove the so-alled tadpole terms.
We now want to extend the operations to more singular funtionals, in-
luding in partiular loal funtionals, haraterized by the ondition that
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their funtional derivatives have ompat support on the diagonal,
δnF
δϕn
(x1, . . . , xn) = 0 , if xi 6= xj for some pair (i, j) , (18)
and that their wavefront set is transversal to the tangent spae of the diagonal
(this may be understood as a miroloal version of translation invariane).
For the ⋆-produt this an be done in the following way. Namely we hoose
a so-alled Hadamard solution H of the Klein-Gordon equation (atually,
a symmetri one, see next Setion) and transform the ⋆-produt by the
operation
αH
.
= exp(~ΓH) , ΓH
.
=
1
2
∫
dx dyH(x, y)
δ2
δϕ(x)δϕ(y)
, (19)
to an equivalent ⋆-produt ⋆H , dened by
F ⋆H G
.
= αH(α
−1
H (F ) ⋆ α
−1
H (G)) . (20)
The new ⋆-produt ⋆H is obtained from the original one by replaing
i
2∆ by
i
2∆+H.
By the miroloal spetrum ondition [6, 35℄ the wave front set of
i
2∆+
H is suh that the transformed produt an now be uniquely extended by
sequential ontinuity to a spae F(M) of funtionals whose derivatives are
distributions with appropriate wave front sets. The relevant topology is the
Hörmander topology for all derivatives (see Setion 3). One then denes the
topology on F0(M) as the initial topology with respet to αH and proves that
this topology does not depend on the hoie of the Hadamard solution H.
The sequential ompletion A(M) of F0(M) an be equipped with a unique
sequentially ontinuous ⋆-produt. In other words, α−1H : F(M)→ A(M) is a
linear bijetion and the ⋆-produt in A(M) is dened by α−1H (F )⋆α
−1
H (G)
.
=
α−1H (F ⋆H G). Roughly speaking, the used topology is haraterized by the
property that the point splitting approximations to nonlinear loal elds,
e.g.
ϕ(x)ϕ(y) − ~H(x, y) ≡ α−1H (ϕ(x)ϕ(y)) , (21)
onverge in the oinidene limit y → x for all Hadamard funtions H. In
the next setion this proedure will be desribed in more detail.
The time ordered produt, however, is not ontinuous in the topology
desribed above, as may be seen, e.g., from the fat that the powers of
the Feynman like propagators HF
.
= i∆D + H annot be dened by using
Hörmander's riterion for the existene of produts of distributions. Its
(partial) extension amounts to the proess of renormalization. Quite dierent
reipes have been developed. These are
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• BPHZ renormalization. It relies on an expansion of the S-matrix in
terms of Feynman graphs, where the verties with n adjaent lines or-
respond to the nth funtional derivatives of the potential and the lines
to the Feynman propagator. On Minkowski spae, the orresponding
expression an be written as an integral on momentum spae. By a
lever, somewhat involved proedure (the famous Forest Formula of
Zimmermann [43℄) the integrand is modied by subtration of polyno-
mials in the momenta. Reently, it was observed by Kreimer [32℄ that
this proedure may be understood as an antipode of a suitable Hopf
algebra. A rigorous disussion an most easily be performed on an eu-
lidean spae (with the Feynman propagator replaed by the Green's
funtion of the orresponding ellipti operator). A rigorous disussion
on Minkowski spae [42℄ is somewhat involved due to the fat that the
modied Feynman integrals do not onverge absolutely. An extension
to generi spaetimes has been tried but, to the best of our knowledge,
did not yet lead to a omplete onstrution.
• Flow equation. The idea here is to interpolate between the pointwise
and the time ordered produt by introduing a uto Λ and to study
the ow of the eetive potential (as a funtion of Λ) in the sense
of Wilson. Namely let TΛ = αhΛ−H , with a dierentiable family of
symmetri smooth funtions (hΛ)Λ∈R+ with h0 = 0 (hene αHT0 = id)
and hΛ → HF in the appropriate sense (see Setion 3 and Subsetion
5.2) as Λ→∞, hene αHTΛ → αHF . By means of this family we dene
the regularized S-matrix as SΛ = exp·TΛ
, whih is invertible on the
funtionals we onsider: S−1Λ = TΛ◦log◦T−1Λ . The interpolating family
VΛ of eetive potentials at sales Λ is dened by the requirement that
the uto theory with interation VΛ is equal to the exat theory with
the original loal interation V , SΛ(VΛ) = S(V ), or expliitly
VΛ = S
−1
Λ ◦ S(V ) . (22)
The eetive potential VΛ is generially non loal and satises the ow
equation
d
dΛ
VΛ = −1
2
(
d
dΛ
MTΛ
)
(VΛ ⊗ VΛ) , (23)
with the interpolating time ordered produts
MTΛ
.
= TΛ ◦M ◦ (T−1Λ ⊗ T−1Λ ) . (24)
This is Polhinski's ow equation [34℄ in the Wik ordered form [36℄
(For a proof in our formalism see Setion 5.2). Up to now it was almost
exlusively used for eulidean eld theory on eulidean spae, where
the approximate time ordering operation an be built by a momentum
uto (see, e.g. [37℄; for Minkowski spae see [31℄). In priniple there
is no obstale to perform the same onstrution on generi spaetimes,
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the only obstrution being that there seems to be no loally ovariant
hoie of the uto whih leads to the removal of all singularities. A
partial removal an be obtained by Pauli-Villars regularization.
• Causal Perturbation Theory. This approah was developed by Epstein
and Glaser [18℄ on the basis of ideas of Stükelberg [40℄ and Bogoli-
ubov [2℄. It applies to loal funtionals V . It fully exploits the loality
properties of the interations and is ideally suited for an extension to
generi spaetimes [5, 25℄. Its basi idea is that the time ordered prod-
ut of n loal funtionals is, without any renormalization, up to (nite)
loal ounter terms already determined by the time ordered produt
of less than n loal funtionals. The freedom in the hoie of loal
ounter terms is exatly the freedom in the hoie of renormalization
onditions. No uto is needed in this approah. The renormalization
group in the sense of Stükelberg-Petermann haraterizes the freedom
in the hoie of time ordering presriptions [16℄.
It is the aim of the present paper to larify the relation between the ausal
approah and the ow equation and in partiular to analyze the dierent
onepts whih are denoted as renormalization group. It will turn out that
one has to distinguish at least three dierent versions of the renormalization
group:
• The renormalization group in the sense of Stükelberg-Petermann,
• The renormalization group in the sense of Gell-Mann-Low,
• The renormalization group in the sense of Wilson.
The renormalization group in the sense of Stükelberg-Petermann is formed
by the family of all nite renormalizations. It is really a group. The renor-
malization group in the sense of Gell-Mann-Low haraterizes the behaviour
of the theory under the hange of all sales. It is a group only in the massless
ase; in the massive ase it is rather a oyle. The renormalization group
in the sense of Wilson refers to the dependene of the theory on a uto.
It has no simple algebrai properties, but an be haraterized in terms of
Polhinski's ow equation. The relation to the Connes-Kreimer approah
[11, 12℄ will be postponed to a future paper.
Sine only the ausal approah has been extended to generi spaetimes
we restrit our treatment in the following to Minkowski spaeM. Even there,
the proper treatment of the dependene on the mass term is not trivial. As
the loally ovariant approah suggests, all real values of the parameter m2
should be allowed, in spite of the fat that a vauum state an exist only for
nonnegative values of m2. Sine the Green's funtions of the Klein Gordon
operator for m2 < 0 are no longer tempered distributions (see e.g. [38℄), a
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disussion in terms of support properties in momentum spae is, in general,
not possible. Here, the methods of Miroloal Analysis [30℄ are partiularly
fruitful.
3 Enlargement of the spae of observables
In order to inlude nontrivial loal interations we have to enlarge the spae
F0(M). We do this by transforming the ⋆-produt (3) into an equivalent one
orresponding to normal ordering. The standard way of doing this is to use
the transformation
α∆1
.
= exp(~Γ∆1) : F0(M)→ F0(M)
with
Γ∆1
.
=
1
2
∫
dxdy∆1(x, y)
δ2
δϕ(x)δϕ(y)
(25)
where ∆1 is the symmetri part of the 2-point funtion, and to set
F ⋆∆1 G
.
= α∆1(α
−1
∆1
(F ) ⋆ α−1∆1(G)) . (26)
This just produes the standard Wik ordering. It has the nie feature that
the produt an now be extended to more general funtionals, in partiular
to omposite elds, smeared with test funtions.
The disadvantage of this presription is that, as a funtion of m2, it is not
smooth at m2 = 0 (and is not dened at m2 < 0 (≤ 0 in 2 dimensions)). In
the light of a generally ovariant framework this is problemati. In partiular
the smooth behavior under saling of all dimensionful parameters at zero was
ruial for the renormalization method of [26, 27℄.
We therefore replae (∆1m)m2>0 by a family of symmetri distributions
(Hadamard funtions) H = (Hm)m2∈R, Hm ∈ D′(M2), suh that
• Hm is a distributional solution of the Klein-Gordon equation in both
arguments;
• Hm is invariant under Poinaré transformations;
• Hm + i∆m/2 satises the miroloal spetrum ondition [35, 6℄;
• For eah test funtion f ∈ D(M2), 〈Hm, f〉 is a smooth funtion of m2;
• Hm sales almost homogeneously, i.e. ̺d−2Hm/̺(̺x, ̺y) is a polyno-
mial in log ̺.
For m2 > 0, Hm diers from ∆1m by a smooth Poinaré invariant bisolu-
tion of the Klein Gordon equation. There is a ruial dierene in the saling
behavior of H ≡ H(d) for even and odd dimensions d of Minkowski spae
[16℄.
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• For d odd H is uniquely determined (and thus sales even homoge-
neously).
• In even dimensions homogeneous saling is not ompatible with smooth-
ness in m2. H is not uniquely determined by the onditions above, but
depends on an additional mass parameter µ > 0. One denes
v(x, y)
.
=
1
2
µ
∂
∂µ
Hµm(x, y) (27)
whih an be proved to be a smooth funtion.
In the standard literature smoothness in m2 is not required; but
even with that the Wightman 2-point funtion annot be used in the
massless 2-dimensional theory, sine ∆
+(2)
m is logarithmi divergent for
m→ 0.
Derivations of the expliit expressions for H and v proving these statements
are given in Appendix A.
3.1 Algebras of observables and smooth dependene on m2
The linear maps αHµ deform for every value of m
2
the ⋆-produts ⋆m into
equivalent produts ⋆m,µ whih are smooth in m
2
, in the sense that
R ∋ m2 −→ (F ⋆m,µ G)(ϕ) (28)
is smooth for all F,G ∈ F0(M) and all ϕ ∈ E(M).
We now enlarge the spae of funtionals F0(M) to the spae F(M) of
funtionals whih are innitely dierentiable, suh that the nth funtional
derivatives are distributions with ompat support and wavefront sets in the
following subset of the otangent bundle of M
n
,
Ξn = {(x1, . . . , xn, k1, . . . , kn) | (k1, . . . kn) 6∈ (V n+ ∪ V n−)} . (29)
We equip this spae with the following topology. First we endow the spae
of distributions with wavefront sets ontained in Ξn with the Hörmander
topology. We then dene the topology on F(M) as the initial topology for
the maps
F −→ δ
nF
δϕn
(ϕ) , n ∈ N0 . (30)
The Hörmander topology for the spae E′C(M) of ompatly supported dis-
tributions t with wavefront sets in a losed one C in the otangent spae
is dened in the following way. By the denition of the wave front set (see
e.g. [30℄) every properly supported pseudodierential operator A ontaining
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the set C in its harateristi set will map the distribution t into a smooth
funtion. The topology on E′C(M) is now the initial topology for the maps
t −→ 〈t, f〉 , f ∈ E(M) , (31)
t −→ At ∈ E(M) , (32)
for all properly supported pseudodierential operators A with harateristis
ontaining C. The Hörmander topology for an open one as Ξn is dened as
the indutive limit for all losed ones ontained in it.
With respet to this topology, F(M) is the sequential ompletion of F0(M).
The produt ⋆m,µ is sequentially ontinuous and an therefore be uniquely
extended to the ompletion. The extended produt depends smoothly on
m2 in the sense of (28). The hange of µ amounts to the transition to an
equivalent produt. Namely, the funtion
wµ1,µ2m = H
µ1
m −Hµ2m (33)
is smooth. Therefore the linear isomorphism
αwµ1,µ2m
.
= exp(~Γwµ1,µ2m ) (34)
of F0(M) whih interpolates between the produts ⋆m,µ1 and ⋆m,µ2 is a home-
omorphism. It therefore extends to an isomorphism of F(M) and interpolates
also the extensions of the produts to this spae.
In order to eliminate the dependene of the produts on µ we now, as
indiated in Setion 2, use the maps αHµm to dene an m-dependent, but µ-
independent topology on F0(M) as the initial topology of these maps. The
sequential ompletion we denote by F(m)(M). Elements F ∈ F(m)(M) may
be identied (by setting Fµ
.
= αHµ(F )) with families (Fµ)µ>0, Fµ ∈ F(M),
with the property
Fµ1 = αwµ1,µ2m (Fµ2) . (35)
The advantage of this somewhat abstrat onstrution is that m2 is the
only sale in the algebra A(m)(M) = (F(m)(M), ⋆m). The other possibility,
namely to set µ2 = m2, would lead to singularities at m2 = 0.
We now dene the following bundle of algebras,
B =
⊔
m2∈R
A
(m)(M) .
Smooth setions A = (Am)m2∈R of this bundle are, by denition, setions
with the property that αHµ(A), with
αHµ(A)m = αHµm(Am) , m
2 ∈ R ,
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is a smooth funtion of m2. Again, the property of being smooth is indepen-
dent of the hoie of µ. The algebra of smooth setions is denoted by A(M).
A0(M) is the subalgebra of setions taking values in F0(M).
3.2 Loal funtionals and interations
Loal funtionals were briey disussed before, see eq.(18), and we want now
to make the appropriate denitions and present results used later on.
A map F : E(M) → C is said to be a loal funtional if it satises the
following requirements;
1) F satises the following additivity property:
F (ϕ+ χ+ ψ) = F (ϕ+ χ)− F (χ) + F (χ+ ψ) ,
if supp(ϕ) ∩ supp(ψ) = ∅,
2) F is innitely dierentiable;
3) WF(F (n)(ϕ)) ⊥ T∆n where ∆n .= {(x1, ..., xn) ∈Mn |x1 = ... = xn}.
The spae of loal funtionals is termed Floc(M).
Now, the rst onsideration is whether additivity implies the support prop-
erty stated in (18). Indeed,
Lemma 3.1. Loal funtionals have the property that their nth order fun-
tional derivatives F (n)(ϕ) are supported on thin diagonals ∆n, n ∈ N.
Proof. By denition of funtional derivative of nth order we have
〈F (n)(ϕ), ψ1⊗· · ·⊗ψn〉 = d
n
dλ1 · · · dλn

λ1=···=λn=0
F
(
ϕ+
n∑
i=1
λiψi
)
. (36)
The support of F (n)(ϕ) is omposed by ntuple of points (x1, . . . , xn) ∈Mn.
Let us assume that in the ntuple one an nd two points xj, xk with xj 6= xk.
Now, there exist two smooth funtions ψj , ψk suh that xj ∈ supp(ψj),
xk ∈ supp(ψk) and supp(ψj) ∩ supp(ψk) = ∅. By use of the additivity
ondition in (36), one sees that eah term of the resulting sum would not
ontain all λ's and the derivatives will all be zero. Hene the support an
only be those ntuple of points (x1, . . . , xn) for whih x1 = · · · = xn. 
Another important property is the following;
Lemma 3.2. Any loal funtional F an be written as a nite sum of loal
funtionals of arbitrarily small supports.
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Proof. (Cf. [14℄ for a similar argument) Let ǫ > 0. Let (Bi)i=1,...,n be a nite
overing of suppF by balls of radius ǫ/4 and let (χi)i=1,...,n be a subordinate
partition of unity. By a repeated use of the additivity of F we arrive at a
deomposition of the form
F =
∑
I
sIFI (37)
with sI ∈ {±1}, FI(ϕ) = F (ϕ
∑
i∈I χi) and where I runs over all subsets of
{1, . . . , n} suh that Bi ∩ Bj 6= ∅ for all i, j ∈ I. From the denition of the
support of a funtional we immediately nd suppFI ⊂
⋃
i∈I Bi := BI . Sine
any two points in BI have distane less than ǫ, eah BI is ontained in a ball
of radius ǫ. 
The previous lemma will nd appliation in the next setion and in Appendix
B.
The possible interations A for a quantum eld theory build a subspae
Aloc(M) of A(M). It is haraterized by the requirement that αHµ(A) is a
loal funtional for some, and hene for all µ.
Funtional derivatives on A(M), as well as on Aloc(M), an be introdued
as linear maps from E(M) to A(M) by
〈 δ
δϕ
A,ψ〉 = α−1H 〈
δ
δϕ
αHA,ψ〉 , (38)
sine the right hand side is independent of H.
4 Causal Perturbation Theory  the Epstein-Glaser Method
While loal interations are more singular, they also have nie properties
whih one an exploit for a perturbative onstrution of interating quantum
eld theories [18, 5, 16, 4℄. We rst ollet some properties of the S-matrix
dened in (17). As muh as we did in eq.(2), we assoiate to every A ∈ A(M)
a ompat region (denoted as supp(A) by abuse of notation) as the set
supp(A)
.
= supp(αH(A)) .
Notie that supp(A) does not depend on the hoie of H, sine the homeo-
morphisms αw do not hange the support of a funtional.
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4.1 Renormalization and the Main Theorem
We use the fat that for A,B ∈ A0(M) with supp(A) later than supp(B) the
time ordered produt oinides with the ⋆-produt
A ·T B = A ⋆ B . (39)
This implies the following ausality property of the S-matrix
C1. Causality. S(A + B) = S(A) ⋆ S(B) if supp(A) is later than
supp(B).
The ausality property determines the derivatives S(n) of S at the origin
S(n)(0)(B⊗n) ≡ S(n)(B⊗n) ≡ d
n
dλn
S(λB)
∣∣∣∣
λ=0
,
(i.e. the higher order time ordered produts) partially in terms of lower order
derivatives namely
S(n)(A⊗k ⊗B⊗(n−k)) = S(k)(A⊗k) ⋆ S(n−k)(B⊗(n−k)) . (40)
While on A0(M) this is an immediate onsequene of the denition of the
S-matrix and of (39), it is the key property by whih an extension to lo-
al funtionals an be made, i.e. S : Aloc(M) → A(M) an be dened.
Namely, by Lemma 3.2, loal funtionals an be splitted into a sum of terms
whih are loalized in smaller regions. Together with the multilinearity of
the higher derivatives this allows the determination of the nth order in terms
of the derivatives with order less than n for all elements of the tensor prod-
ut Aloc(M)
⊗n
whose support is disjoint from the thin diagonal. Here the
support of
∑
(Ai1⊗· · ·⊗Ain) is dened as the union of the artesian produts
of the supports of Aik. Together with the property
C2. Starting element. S(0) = 1, S(1) = id ,
this xes the higher derivatives of S at the origin partially on loal funtion-
als.
The ⋆-produt and the time ordered produt ·T on F0(M) were dened
in terms of funtional dierential operators. Therefore the S-matrix S(V ),
V ∈ F0(M) at the eld onguration ϕ depends on ϕ only via the funtional
derivatives of V at ϕ. We require that a similar ondition holds true also for
the extension of S to Aloc(M).
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Let V ∈ Aloc(M). The Taylor expansion of αH(V ) at ϕ = ϕ0 up to order
N is
αH(V )
(N)
ϕ0 (ϕ) =
N∑
n=0
1
n!
〈
δnαH(V )
δϕn
(ϕ0), (ϕ − ϕ0)⊗n
〉
. (41)
We impose the following ondition:
C3. ϕ-Loality. αH ◦ S(V )(ϕ0) = αH ◦ S ◦ α−1H (αH(V )(N)ϕ0 )(ϕ0) +
O(~N+1).
The ondition is independent of the hoie of the Hadamard funtion H. For
polynomial funtionals V the ondition is, up to the information on the order
in ~, empty. The main prot of C3 is that, for the omputation of a ertain
oeient in the ~-expansion of αH ◦ S(V ), we may replae αH(V )(ϕ) by a
polynomial in ϕ.
The ϕ-Loality of the extension allows a rather expliit onstrution.
Namely, by Lemma 3.1, for a loal interation V the nth funtional deriva-
tive of αH(V ) is, for every eld onguration ϕ, a distribution with support
on the thin diagonal ∆n ⊂ Mn. As shown in [5℄, the ondition on the wave
front set implies that suh a distribution an be restrited to transversal
surfaes where the restritions have support in a single point. Hene the nth
funtional derivative has the form
δnαH(V )
δϕn
(x1, . . . , xn) =
∑
k
V H,nk (x)pk(∂rel)δ(xrel) , (42)
with the enter of mass x = 1n
∑
xi, nitely many test funtions V
H,n
k (x)
(whih depend on ϕ) and a basis (pk) of homogeneous symmetri polynomials
in the derivatives with respet to relative oordinates x
rel
.
Example. Let F (ϕ) = 12
∫
dxf(x)ϕ(x)∂ϕ(x)∂ϕ(x), with a test funtion f ∈ D(M).
The seond funtional derivative of F is a symmetri distribution in two variables,
haraterized by the ondition〈
δ2F
δϕ2
, h⊗ h
〉
=
d2
dλ2
∣∣∣∣
λ=0
F (ϕ+ λh) , h ∈ E(M) .
We ompute
d2
dλ2
∣∣∣∣
λ=0
F (ϕ+ λh) =
∫
dxf(x)(2∂ϕ(x)∂h(x)h(x) + ∂h(x)∂h(x)ϕ(x))
=
∫
dx1dx2δ(x1 − x2)f(x)
(
∂ϕ(x)(∂h(x1)h(x2) + ∂h(x2)h(x1))
+ ϕ(x)(∂h(x1)∂h(x2))
)
,
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where x = (x1+x2)/2 is the enter of mass oordinate. Formal integration by parts
gives
d2
dλ2
∣∣∣∣
λ=0
F (ϕ+ λh) =
∫
dx1dx2h(x1)h(x2)
(
−(∂x1 + ∂x2) (δ(x1 − x2)f(x)∂ϕ(x))
+ ∂x1∂x2 (δ(x1 − x2)f(x)ϕ(x))
)
.
Introduing relative oordinates ξ = x1 − x2 yields
δ2F
δϕ2
(
x+
1
2
ξ, x− 1
2
ξ
)
=
(
−∂(f∂ϕ)(x) + 1
4
(∂∂(fϕ))(x)
)
δ(ξ)− (fϕ)(x)(∂∂δ)(ξ)
whih is of the form of (42).
From (42) we obtain the following expansion of αH ◦ S(n),
αH◦S(n)(V ⊗n)(ϕ0) =
∑
kj ,lj
∫ (∏
j
dxjV
H,kj
lj
(ϕ0)(xj)
)
tkl (ϕ0)(x1, . . . , xn) (43)
where tkl (ϕ0) is a distribution whih is given by
tkl (ϕ0)(x1, . . . , xn) = αH ◦ S(n)(AH,k1l1 (x1)⊗ · · · ⊗A
H,kn
ln
(xn))(ϕ0) (44)
with the balaned elds [8℄ (normal ordered with respet to H, shifted by
ϕ0)
AH,kl (x) = α
−1
H
(
pl(−∂rel)(ϕ− ϕ0)(x1) · · · (ϕ− ϕ0)(xk)
k!
)∣∣∣∣
x1=···=xk=x
.
(45)
To derive (43) we insert
V (ϕ) =
∑
k,l
∫
dxV H,kl (ϕ0)(x)A
H,k
l (ϕ)(x) (46)
into αH ◦ S(n)(V ⊗n)(ϕ) and use C3 as well as linearity of S(n):
αH◦S(n)(V ⊗n)(ϕ) (47)
=
∑
kj ,lj
∫
dx1 · · ·V H,k1l1 (ϕ0)(x1) · · ·αH ◦ S(n)(A
H,k1
l1
(x1)⊗ · · · )(ϕ) .
(48)
Setting ϕ = ϕ0 it results (43).
A onvenient additional ondition is that, loosely speaking, S should have
no expliit dependene on ϕ. Using the denition in eq.(38),
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C4. Field Independene. 〈δS(V )/δϕ, ψ〉 = S(1)(V )〈δV/δϕ, ψ〉 , with
V ∈ Aloc(M).
For the ation on A0(M) this is the ase due to the fat that the dierential
operators Γ· in terms of whih time ordering, ⋆-produt and topology were
dened do not depend on ϕ. In the formulae (43), (44) the distributions
tkl beome therefore independent of ϕ0. Hene, in the resulting expansion
of αH ◦ S(n)(V ⊗n) the eld dependene is only in the V H,kjlj (xj). By the
onditions C3 and C4 the onstrution of time ordered produts is redued
to the onstrution of the tkl (ϕ = 0), i.e. to the onstrution of time ordered
produts of balaned elds at ϕ = 0 , hene, the methods and results of
e.g. [16℄ an be applied.
Example. Let αH(V ) =
∫
dx
∑
k fk(x)ϕ(x)
k/k!, f ∈ D(M). Then
δnαH(V )
δϕn
(x1, . . . , xn) =
∑
k≥n
fk(x1)
ϕ(x1)
k−n
(k − n)! δ(x1 − x2) · · · δ(xn−1 − xn)
and now formula (43) is determined by the expression
V H,kn (x) = fk(x)
ϕ(x)k−n
(k − n)!
and where the formula (44) takes the form
tk1,...,kn(x1, . . . , xn) = αH ◦ S(n) ◦ α−1H
(
ϕ(x1)
k1
k1!
⊗ · · · ⊗ ϕ(xn)
kn
kn!
)
(ϕ = 0) .
If one replaes H by ∆1, t
H
beomes the vauum expetation value of the time
ordered produt of Wik powers, hene one obtains the Wik expansion formula of
Epstein-Glaser [18℄.
The result of the Epstein-Glaser Theory is that the derivatives S(n) of S
at 0 an be extended to the full tensor produt but that the extension is not
unique. The ambiguity is desribed by the Stükelberg-Petermann Renor-
malization Group R0 whih is the group of analyti maps of Aloc(M)[[~]] into
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itself with the properties
Z(0) = 0 (49)
Z(1)(0) = id (50)
Z = id +O(~) (51)
Z(A+B + C) = Z(A+B)− Z(B) + Z(B + C), if supp(A) ∩ supp(C) = ∅
(52)
ϕ-loality in the sense of C3 (53)
δZ/δϕ = 0 (54)
The property (54) implies that Z preserves the loalization region of the
interation,
supp(Z(V )) = supp(V ) , V ∈ Aloc(M)[[~]] , (55)
as may be seen from
〈 δ
δϕ
Z(V ), ψ〉 = Z(1)(V )〈 δ
δϕ
V, ψ〉 . (56)
The additivity (52) expresses loality of Z. If one sets B = 0 in the
relation and uses Z(0) = 0 one obtains the ondition previously adopted
in [16℄. Atually, within perturbation theory, the two onditions are even
equivalent (for a proof see Appendix B).
In any ase, sine the formalism here adopted is dierent from the one
in the ited referene, we reall the Main Theorem and sketh its proof.
Roughly speaking the main statement of this theorem is that in terms of
the S-matrix a hange of the renormalization presription an be absorbed
in a renormalization Z of the interation, where Z is an element of the
Stükelberg-Petermann Renormalization Group R0. Similarly to the nota-
tions used for the derivatives of the S-matrix we use the shorthand notation
Z(n) ≡ Z(n)(0).
Theorem 4.1 (Main Theorem of Renormalization). Given two S-matries
S and Ŝ satisfying the onditions Causality, Starting Element, ϕ-loality,
and Field Independene, there exists a unique Z ∈ R0 suh that
Ŝ = S ◦ Z . (57)
Conversely, given an S-matrix S satisfying the mentioned onditions and a
Z ∈ R0, Eq. (57) denes a new S-matrix Ŝ satisfying also these onditions.
Proof. Sine the last part is obvious, we provide hints for the rst part by
following [16℄. So, let us assume that the rst n elements of the formal power
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series for Z are given, i.e. Z(k), k ≤ n, and dene a seond sequene
Z(k)n
.
=
{
Z(k) , k ≤ n ,
0 , k > n .
(58)
The orresponding Zn is an element of R0. Hene, by the last part of the
Theorem,
Ŝn
.
= S ◦ Zn .
is an admissible S-matrix whih oinides with S in lower orders k < n.
Hene
Z(n+1)
.
= Ŝ(n+1) − Ŝ(n+1)n (59)
is an element of Aloc(M)[[~]], whih is of order ~, satises loality (52) and
eld independene (54). Therefore, we may use (59) to ontinue the indutive
onstrution of Z. 
The ambiguity desribed in the Stükelberg-Petermann Renormalization
Group an be redued by imposing further renormalization onditions. One
of the onditions is
C5. Unitarity. S(−V ) ⋆ S(V ) = 1 ,
where S is the anti time ordered exponential, S(V ) = S(V ), hene S(V )
is unitary for imaginary interations V . This ondition an always be ful-
lled. It restrits the renormalization group to elements Z whih satisfy the
equation Z(−V ) + Z(V ) = 0.
4.2 Symmetries
In general, if a symmetry g ats as an automorphism of A(M), ommutes with
omplex onjugation and leaves the set of loalized elements invariant, it will
transform S to another S-matrix Ŝ = g ◦ S ◦ g−1 satisfying also onditions
C1-C5. Therefore its eet an be desribed by an element Z(g) ∈ R0,
Ŝ = S ◦ Z(g). If the symmetries form a group G, one obtains in this way a
oyle in R0,
Z(gh) = Z(g)gZ(h)g−1 . (60)
Provided the oyle is a oboundary, i.e. there exists an element Z ∈ R0
suh that
Z(g) = ZgZ−1g−1 ∀g ∈ G , (61)
the S-matrix S ◦ Z is invariant.
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In many ases the existene of a symmetri S-matrix just follows from
the fat that the ohomology of the group in question is trivial. This holds
in partiular for amenable groups, where the trivializing element Z an be
obtained by integrating the oyle over the group.
An important ase, when the group is not amenable is that of the Poinaré
group P ↑+. Here the result applies that the ohomology is trivial if all -
nite dimensional representations of the group are ompletely reduible (see
e.g. Appendix D of [16℄). The invariane under the Poinaré group an be
imposed as a further ondition:
C6. Invariane. S is Poinaré invariant.
A ruial example where the oyle an (and will) be nontrivial is the
group of saling transformations R+. Saling transformations on generi
spaetimes an be enoded in a saling of the spaetime metri (see [27℄). If
one restrits the formalism to Minkowski spae as we are doing it here, it is
more natural to sale the points in Minkowski spae after xing some origin.
This leads to the following ation on eld ongurations ϕ ∈ E(M)
(σρϕ)(x) = ρ
2−d
2 ϕ(ρ−1x) (62)
with the spaetime dimension d. This indues an ation on F0(M) whih
is ontinuous with respet to the topology (31,32). Moreover, it transforms
the produts ⋆m into ⋆ρm, and indues a linear isomorphism between the
ompletions F(m)(M) and F(ρm)(M). It therefore gives rise to an ation by
automorphisms of A(M) dened by
σρ(A)m = σρ(Aρ−1m) . (63)
On the basis of these arguments, let
σρ ◦ S ◦ σ−1ρ = S ◦ Z(ρ) . (64)
Then Z(ρ) satises the oyle ondition
Z(ρ1ρ2) = Z(ρ1)σρ1Z(ρ2)σ
−1
ρ1 . (65)
The nontriviality of this oyle is just the well known saling anomaly. One
may replae the ondition of sale invariane whih annot be fullled in
general by the ondition of almost sale invariane. In terms of the denition
(64) above S is alled almost sale invariant if
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C7. Saling. (
ρ
d
dρ
)n
Z(ρ) = O(~n+1) , n ∈ N .
5 The Renormalization Groups
The formalism so far developed is exible enough to allow a omparison
among dierent formulations of the idea of the renormalization group. Sim-
ilar ideas like those exposed here are already present in the literature of
quantum eld theory (see, e.g. [1℄ for the oyle ase), although mainly us-
ing the eulidean formalism and viewing quantum eld theory as a problem
in statistial mehanis. We emphasize that in our setting the omparison
an be done diretly in terms of the physial spaetime, allowing a possible
extension of the tehniques and results to situations beyond the ontrol of
the eulidean framework.
5.1 The Gell-Mann-Low oyle
Our main intention here is to study the eet of saling on the renormaliza-
tion group, whih may now be restrited to the subgroup R ⊂ R0 of all Z
leaving in addition the onditions C5, C6 and C7 invariant. They are those
elements whih full Z(−V ) + Z(V ) = 0, are Poinaré invariant and satisfy
the ondition (
ρ
d
dρ
)n
σρ ◦ Z ◦ σ−1ρ = O(~n+1) (66)
For m = 0, this implies, together with the fats that Z maps loal elds
into loal elds and that loal elds sale homogeneously, that Z is even
sale invariant. Smoothness in the mass now allows it to draw a similar
onlusion in the ase of nonzero masses. In even spaetime dimensions d,
as was shown in [16℄, if one uses the Hadamard funtion Hµ, the transformed
renormalization group element
ZHµ = αHµ ◦ Z ◦ α−1Hµ (67)
is atually sale invariant. If we exhibit the dependene on the mass m this
means
σρ ◦ Z(m)Hµ ◦ σ−1ρ = Z(ρm)Hµ ,
hene the parameter µ is not saled. Using the transformation properties of
Hµ under saling
α−1Hµ ◦ σρ ◦ αHµ = α−1Hµ ◦ αHρµ ◦ σρ = αHρµ−Hµ ◦ σρ ,
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we arrive at the expliit sale dependene of Z ∈ R
σρ ◦ Z ◦ σ−1ρ = α−1v log ρ2 ◦ Z ◦ αv log ρ2 , (68)
where v is the smooth funtion in eq. (27).
Unfortunately, the laim in [16℄, that ZHµ is independent of µ, is true
in general only in low orders in m2 (depending on the dimension). Z, as
dened above, is of ourse independent of µ, but no longer sale invariant.
We an now analyze the oyle Z(ρ) of renormalization transformations
haraterising the dependene of S under sale transformations.
Using (68) the oyle relation (65) takes the form
Z(ρτ) = Z(ρ) ◦ α−1
v log ρ2
◦ Z(τ) ◦ αv log ρ2 . (69)
The oyle (Z(ρ))ρ>0 may be deomposed into two 1-parameter groups
suh that one of them beomes trivial in the limit m→ 0 and the other one
onverges to Z(ρ),
Z(ρ) = Zˆ(ρ) ◦ αv log ρ2 . (70)
The one parameter group (Zˆ(ρ))ρ>0 was found by Hollands and Wald [27℄. It
is, however, not a subgroup of the Stükelberg-Petermann Renormalization
Group as dened above, sine the linear term of Zˆ(ρ) is not the identity.
The β-funtion of standard perturbation theory is losely related to the
generator of the one-parameter group (Zˆ(ρ))ρ>0, whih we all the Bˆ-funtion,
Bˆ = ρ
d
dρ
Zˆ(ρ)
∣∣∣∣
ρ=1
= ρ
d
dρ
Z(ρ)
∣∣∣∣
ρ=1
− 2~Γv .
The Bˆ-funtion is analyti, sine Z(ρ) has this property. In the Taylor series
the rst order term is given by Γv and the higher order terms by derivatives
of Z(ρ):
Bˆ(V ) = −2~Γv V +
∞∑
n=2
1
n!
Bˆ(n)(V ⊗n) , (71)
where
Bˆ(n)(0)(V ⊗n) ≡ Bˆ(n)(V ⊗n) = d
n
dλn
∣∣∣∣
λ=0
Bˆ(λV )
= ρ
d
dρ
∣∣∣∣
ρ=1
dn
dλn
∣∣∣∣
λ=0
Z(ρ)(λV )
for n ≥ 2.
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The ation of the one-parameter group (Zˆ(ρ))ρ>0 on A(M) an now be
obtained as a solution of the dierential equation
ρ
d
dρ
Zˆ(ρ) = Bˆ ◦ Zˆ(ρ) .
Let us disuss a simple example of a Bˆ-funtion:
Example Let V = ig
~
∫
dxf(x)ϕ(x)2 in d = 4 dimension, with f ∈ D(M). For this
interation, renormalization is neessary only for the so-alled sh diagram. The
undetermined term does not depend on m. Hene the omputation of Z(ρ)(V ) an
be performed at m = 0, see (91). It results
Z(ρ)(V ) = V + ig2
log ρ
8π2
∫
dxf(x)2 ,
α−v log ρ2(V ) = V − ig
m2
4(2π)2
log ρ2
∫
dxf(x) ,
where we used v(x, x) = m2/4(2π)2 ((27) and Appendix A), hene
Bˆ(V ) = i
∫
dx
(
−g m
2
2(2π)2
f(x) + g2
f(x)2
8π2
)
.
The Gell-Mann-Low oyle (Z(ρ))ρ>0 and the orresponding one param-
eter group (Zˆ(ρ))ρ>0 depend on the hosen renormalization presription S.
The Bˆ-funtions belonging to dierent renormalization presriptions are re-
lated as follows.
Lemma 5.1. Let S1 and S2 be two S-matries and let Z ∈ R be the orre-
sponding renormalization group transformation: S2 = S1 ◦Z. Let (Zˆ1(ρ))ρ>0
and (Zˆ2(ρ))ρ>0 be the pertinent one parameter groups (70). Their generators
Bˆ1 and Bˆ2, respetively, are related by
Z ◦ Bˆ2 = Bˆ1 ◦ Z . (72)
To lowest non-trivial order this relation reads
Bˆ
(2)
1 − Bˆ(2)2 = 4~2 Z(2) ◦ (Γv ⊗ Γv) + 2~Γv ◦ Z(2) . (73)
In the massless ase the r.h.s. vanishes, i.e. Bˆ(2) is universal.
Proof. Applying a sale transformation to S2 = S1 ◦ Z and using (64) and
(68) we obtain S2 ◦ Zˆ2(ρ) = S1 ◦ Zˆ1(ρ) ◦ Z , from whih we onlude
Z ◦ Zˆ2(ρ) = Zˆ1(ρ) ◦ Z .
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Appliation of ρ ddρ |ρ=1 yields immediately the assertion (72). Inserting the
lowest order terms of the Taylor expansion of Z and Bˆ1, Bˆ2 (71), respetively,
it results (73). 
In odd spaetime dimensions d, the Hadamard funtion H(d) sales homo-
geneously. Therefore, all Z ∈ R are sale invariant and (Z(ρ))ρ>0 is a group
(i.e. αv log ρ2 does not appear in (68) and (69)). It follows that the r.h.s. of
(73) vanishes, that is Bˆ(2) is universal also for non-vanishing mass.
5.2 Flow Equation
In this setion we formulate the renormalization method of the ow equation
in our formalism and relate the renormalization group in the sense of Wilson
to the Stükelberg-Petermann group.
As we pointed out in the introdution, the time ordering presription T an
be formally understood as the operator of onvolution with the osillating
Gaussian measure with ovariane i~∆D. The ruial point for us now is
that if we split the ovariane in two, or more piees, say i~∆D = C1 + C2,
then we get a semigroup law from the onvolution (10), namely
TF (ϕ) =
∫
dµC1(φ1)
(∫
dµC2(φ2)F (ϕ − φ2 − φ1)
)
. (74)
Hene, the idea is to split the ovariane in suh a way as to get more and
more regular onvolutions. The splitting is usually parametrized by a uto
sale Λ. Sine the left hand side of (74) is independent of Λ, the derivative of
the right hand side has to vanish. This leads to a dierential equation, the
Flow Equation, that was rst used for the purposes of perturbative renor-
malization by Polhinski [34℄(see also [20℄).
In our setting the proedure an be desribed as follows. Sine the time or-
dered produt (12) is a deformation of the pointwise produt indued by the
time ordering operator T , a regularization of the latter indues a regularized
time ordered produt. Hene, by a regularizing proedure, we interpolate
between the pointwise and the time ordered produts. Namely, let us pose
TΛ
.
= exp(i~ΓΛ) ≡ αhΛ−H , where (hΛ)Λ∈R+ is a family of symmetri smooth
funtions in M
2
, whih depend in a dierentiable manner on the parameter
Λ, and is suh that h0 = 0 and hΛ → HF in the sense of Hörmander as
Λ → ∞. (We reall that HF .= i∆D + H, hene hΛ − H → i∆D.) This
means that, as initial ondition we have αHT0 = id and that in the limit
Λ→∞ we have αHTΛ → αHF , by the sequential ontinuity of the maps.
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By means of this family of regularized time ordering operators, we an
onstrut a family of regularized S-matries as SΛ
.
= exp·TΛ
, as well as
the family of inverses S−1Λ = TΛ ◦ log ◦ T−1Λ . The prinipal aim of the Flow
Equations is to study the behaviour of eetive potentials under innitesimal
ut-o variations. Eetive potentials VΛ at sale Λ are thought of as arising
from integrating out the degrees of freedom above Λ. In our formalism they
are dened by S(V ) = SΛ(VΛ), i.e. VΛ = S
−1
Λ ◦ S(V ).
Now, we an prove, in our setting, that the eetive potentials dened
above full the Flow Equation.
Proposition 5.2. Let VΛ be the eetive potential at sale Λ for any loal
interation V ∈ Aloc(M), then
d
dΛ
VΛ = −1
2
(
d
dΛ
MTΛ
)
(VΛ ⊗ VΛ) .
Proof. We have, by denition
VΛ = S
−1
Λ ◦ S(V ) = TΛ log T−1Λ T expT−1(V ) ,
from whih one also gets that T−1Λ T expT
−1(V ) = expT−1Λ (VΛ). Using the
previous relations we have the following hain of identities s
d
dΛ
VΛ = T˙Λ log T
−1
Λ T expT
−1(V )
+ TΛ(T
−1
Λ T expT
−1(V ))−1(−T−2Λ )T˙ΛT expT−1(V )
= i~
(
Γ˙ΛVΛ + TΛ exp(−T−1Λ (VΛ))(−Γ˙Λ) expT−1Λ (VΛ)
)
= i~
(
Γ˙ΛVΛ + TΛ(−Γ˙Λ)(T−1Λ (VΛ))
) − 1
2
(
d
dΛ
MTΛ
)
(VΛ ⊗ VΛ)
where in the last relation we made use of the fat that Γ˙Λ ontains funtional
derivatives of seond order and that the Hadamard funtion is symmetri.
Sine the linear operators TΛ and Γ˙Λ ommute, the rst two terms add up
to zero and we obtain the Flow Equation. 
The attrative feature of the Flow Equation is that it an be immediately
integrated in perturbation theory, sine the Λ-derivative of the nth order
term in V of VΛ is determined by the terms of order less than n due to
V
(0)
Λ = 0. In general, however, VΛ will not onverge for Λ→∞. Here we an
use the insight of Epstein-Glaser that S always exists on loal funtionals, but
is not unique. Moreover, one an show, that for eah Λ there is an element
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ZΛ of the Stükelberg-Petermann Renormalization Group
1 R0, suh that
lim
Λ→∞
SΛ ◦ ZΛ = S . (75)
ZΛ adds the loal ounter terms whih are needed for the existene of the
limit. One may determine ZΛ diretly from the knowledge of SΛ, namely
the nth order term of SΛ ◦ ZΛ is, due to S(1)Λ = id
(SΛ ◦ ZΛ)(n) = Z(n)Λ +X(n)Λ (76)
where X
(n)
Λ depends only on the terms of ZΛ of order less than n. Hene by
indution Z
(n)
Λ is uniquely determined up to the addition of a loal map δZ
(n)
Λ
whih onverges as Λ→∞. This amounts to the freedom of nite renormal-
ization, enoded in the Stükelberg-Petermann Renormalization Group.
From the denition of VΛ it immediately follows that the ow of the ee-
tive potential from Λ0 to Λ is given by S
−1
Λ ◦SΛ0 . Heuristially, this operator
is approximately equal to ZΛ ◦ Z−1Λ0 ∈ R0 for Λ,Λ0 big enough, due to (75).
In this sense Wilson's ow of eetive potentials an be approximated by a
2-parametri subfamily of the Stükelberg-Petermann group.
As an appliation let us see now how one an onstrut the Gell-Mann-Low
oyle Z(ρ) from the ounter terms ZΛ. We assume that the regularized
S-matries satisfy the saling relation
σρ ◦ SΛ ◦ σ−1ρ = SρΛ . (77)
Sine a sale transformation ommutes with the limit Λ → ∞ in (75), it
follows
lim
Λ→∞
SρΛ ◦ ZρΛ ◦ Z−1ρΛ ◦ σρ ◦ ZΛ ◦ σ−1ρ = S ◦ Z(ρ) .
Taking into aount that limΛ→∞ SρΛ ◦ ZρΛ = S, we onlude
lim
Λ→∞
Z−1ρΛ ◦ σρ ◦ ZΛ ◦ σ−1ρ = Z(ρ) . (78)
In this way the Gell-Mann-Low oyle Z(ρ) an be obtained from the
ounter terms ZΛ needed to anel the divergenes of the regularized S-
matrix. If S is almost sale invariant C7, we see from (78) that σρ ◦ZΛ ◦σ−1ρ
diers from ZρΛ only by log ρ-terms and terms vanishing for Λ→∞.
1
Generially SΛ does not satisfy Poinaré invariane C6 and the Saling property C7,
hene one may not expet that ZΛ is in R.
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6 The renormalization group in the algebrai adiabati limit
6.1 Introdution
In the previous setions we showed how the renormalization group arises
in perturbative algebrai quantum eld theory as a group of formal dieo-
morphisms on the spae of loal funtionals of smooth eld ongurations.
We want to analyze the struture in the so-alled algebrai adiabati limit
where the interation is indued by a Lagrangian with no expliit dependene
on spaetime. Contrary to the adiabati limit in the sense of operators on
Fok spae (strong adiabati limit) or in the sense of Wightman funtions
(i.e. vaum expetation values of interating elds) (weak adiabati limit)
- both appear in the work of Epstein and Glaser - the algebrai adiabati
limit does not suer from any infrared problems and is in partiular well
dened on generi globally hyperboli spaetimes [5, 15, 27℄. Tradition-
ally, in ausal perturbation theory, Lagrangians are integrated against test
funtions in order to obtain well dened loal funtionals on eld ongu-
rations. But the ation of the renormalization group on the spae of loal
funtionals is nonlinear, hene we prefer to admit also nonlinear dependene
on the test funtion. Lagrangians in this generalized sense an be identied
with a ertain lass of nonlinear funtionals on the test funtion spae with
values in the spae of loal funtionals of eld ongurations. The spae
of Lagrangians in this sense is invariant under the renormalization group;
moreover, Lagrangians whih indue equivalent theories do so also after at-
ing on them with the renormalization group. We work out the analogue
of the β-funtion, ompare the results obtained in our framework in a few
examples with results from the literature and nd agreement.
6.2 Generalized Lagrangian
The dening properties of a generalized Lagrangian are (partially) motivated
by the orresponding properties of the renormalization maps Z ∈ R.
Denition 6.1. A generalized Lagrangian L is a map
L : D(M) −→ Aloc(M)
with the following properties
AF1. supp(L (f)) ⊂ supp(f) ;
AF2. L (0) = 0;
AF3. L (f+g+h) = L (f+g)−L (g)+L (g+h) , if supp(f)∩supp(h) = ∅ ;
AF4. αL ◦L = L ◦ L∗ for all elements L of the Poinaré group P ↑+.
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Proposition 6.2. The spae of generalized Lagrangians is invariant under
the ation
L 7→ Z ◦L
of the renormalization group R.
Proof. If L is a generalized Lagrangian and Z an element of the renormaliza-
tion group, then Z ◦L obviously satises the onditions AF1,2,4. To prove
that also ondition AF3 is satised we rst show the following remarkable
property of the map L (whih is a weak substitute for linearity):
suppLg(f) ⊂ supp f (79)
where Lg(f) = L (f + g) − L (g). Namely, let M ∋ x 6∈ supp f . Choose
h ∈ D(M) with h = g in a neighbourhood of x suh that supph∩supp f = ∅.
Then, from ondition AF3,
L (f + g) = L (f + (g − h) + h) = L (f + (g − h))−L (g − h) + L (g) ,
hene Lg(f) = Lg−h(f), thus suppLg(f) = suppLg−h(f) ⊂ (supp(f + g−
h) ∪ supp(g − h)) 6∋ x by using AF1.
We now use the additivity of Z and nd for f and h with disjoint supports
Z(L (f + g + h)) = Z(Lg(f) + L (g) + Lg(h))
= Z(L (f + g))− Z(L (g)) + Z(L (g + h)) .

Denition 6.3. Two generalized Lagrangians are said to indue the same
interation, L ∼ L ′, if
supp(L −L ′)(f) ⊂ suppdf , ∀f ∈ D(M) ,
(i.e. the orresponding eld equations dier only by boundary terms).
Proposition 6.4. If L and L ′ indue the same interation then so do Z◦L
and Z ◦L ′ for all renormalization group elements Z.
Proof. Let L ∼ L ′ and f ∈ D(M). Let h ∈ D(M) with supph∩supp df = ∅.
We have to show that
〈 δ
δϕ
(Z ◦L − Z ◦L ′)(f), h〉 = 0 .
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Let Lλ(f) = (λL + (1 − λ)L ′)(f). Using the fundamental theorem of
alulus, we nd for the left side∫ 1
0
dλ
d
dλ
〈 δ
δϕ
Z ◦Lλ(f), h〉
=
∫ 1
0
dλ〈 δ
δϕ
Z(1)(Lλ(f))(L −L ′)(f), h〉
=
∫ 1
0
dλ
(
Z(2)(Lλ(f))(〈 δ
δϕ
Lλ(f), h〉 ⊗ (L −L ′)(f))
+ Z(1)(Lλ(f))〈 δ
δϕ
(L −L ′)(f), h〉
)
.
Both terms in the integrand vanish beause of the assumption on the
supports of df and h. The rst, sine Z(2)(Lλ(f)), as a bilinear map on
Aloc(M) × Aloc(M), vanishes if the arguments have disjoint supports. This
is the ase sine the support of the rst fator is ontained in supph and the
support of the seond fator is ontained in suppdf due to the equivalene of
L and L ′. The seond term in the integrand vanishes, sine, for the same
reasons, the argument of the linear map Z(1)(Lλ(f)) is zero. This proves
the proposition. 
6.3 Observables
We now want to investigate the ation of the renormalization group on ob-
servables. Given two loal funtionals V and F , the relative S-matrix
SV (F ) = S(V )
−1 ⋆ S(V + F )
is the generating funtional for the time ordered powers of the (retarded)
observable orresponding to F under the interation V . If S is replaed by
Sˆ = S ◦ Z with a renormalization group element Z, we obtain
SˆV (F ) = SZ(V )(ZV (F ))
where ZV (F ) = Z(V + F )− Z(V ).
We rst observe that
ZV (F ) = ZV ′(F ) if supp(V − V ′) ∩ suppF = ∅ . (80)
This follows from the additivity property of Z:
Z(V + F ) = Z((V − V ′) + V ′ + F ) = Z(V )− Z(V ′) + Z(V ′ + F ) .
Similarly to the proof of (79), the relation (80) implies
suppZV (F ) ⊂ suppF . (81)
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Let [L ] denote the equivalene lass of the generalized Lagrangian L , in
the sense of Def. 6.3. Then we set
Z[L ](F ) = ZL (f)(F )
with f ≡ 1 on a neighbourhood of suppF . By the remark above and by
(79), the right hand side does neither depend on f nor on the hoie of the
Lagrangian in its equivalene lass.
Let O be a relatively ompat open subregion of Minkowski spae. The
rough idea of the algebrai adiabati limit is to ahieve independene of the
observables on the behaviour of the interation outside of O by admitting all
interations whih yield the same eld equation in O. For this purpose we
dene
V[L ](O)
.
= {V ∈ Aloc(M) | supp(V −L1(f)) ∩ O = ∅,
if L1 ∈ [L ] and f ≡ 1 on O} , (82)
where L is a generalized Lagrangian. Note that if supp(V −L1(f))∩O = ∅
for some L1 ∈ [L ] and some f ∈ D(M) with f ≡ 1 on O, then this holds
for all L1 and all f with these properties. Note also that ZV (F ) = Z[L ](F )
if V ∈ V[L ](O) and suppF ⊂ O. In addition we point out that
V ∈ V[L ](O)⇔ Z(V ) ∈ V[Z◦L ](O) ,
whih follows from (81) and Proposition 6.4.
The relative S-matrix in the algebrai adiabati limit is dened by
SO[L ](F ) = (SV (F ))V ∈V[L ](O)
for F with suppF ⊂ O. The interpretation as algebrai adiabati limit relies
on the following argument (see [5, 15℄): SO[L ](F ) is a 'ovariantly onstant
setion' in the sense that for any V1, V2 ∈ V[L ](O) there exists an automor-
phism β of A(M) suh that
β(SV1(F )) = SV2(F ) ∀F ∈ Aloc(M) , suppF ⊂ O .
Hene, the struture of the algebra generated by SV (F ) , suppF ⊂ O is
independent of the hoie of V ∈ V[L ](O).
The loal algebra A[L ](O) of observables in the algebrai adiabati limit is
generated by the elements SO[L ](F ), suppF ⊂ O. For O1 ⊂ O2 the embedding
ιO2O1 : A[L ](O1) →֒ A[L ](O2) is indued by ιO2O1 (SO1[L ](F )) = SO2[L ](F ).
We may now determine the ation of the renormalization group on observ-
ables in the adiabati limit. Let again Z be an element of the renormalization
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group and Sˆ = S ◦ Z. Then
SˆO[L ](F ) = (SˆV (F ))V ∈V[L ](O) = (SZ(V )(ZV (F )))V ∈V[L ](O) = S
O
[Z◦L ](Z[L ](F )) .
We onlude as a slight generalization of a Theorem in [16, 17℄ (f. [27℄)
Theorem 6.5 (Algebrai Renormalization Group Equation). Let Aˆ[L ](O)
and A[L ](O) denote the algebra of observables obtained by using Sˆ and S,
respetively. The pertinent renormalization group element Z ∈ R indues an
isomorphism αZ = (α
O
Z) of the nets,
αOZ : Aˆ[L ](O)→ A[Z◦L ](O) , (83)
suh that ιO2O1 ◦ αO1Z = αO2Z ◦ ιˆO2O1 for O1 ⊂ O2. The isomorphism is given
by
αOZ(Sˆ
O
[L ](F )) = S
O
[Z◦L ](Z[L ](F )) . (84)
In partiular, if L and Z ◦L indue the same interation, αZ is an auto-
morphism.
Remark 6.6 (Generalized elds). Motivated by the nie properties of
a generalized Lagrangian, we generalize the onept of elds by admitting
nonlinear dependene on the test funtion.
Denition 6.7. A generalized eld is a map Φ from the spae Γ0(T
∞(M))
of smooth setions with ompat support on the tensor bundle over M into
the spae of loal funtionals Aloc(M) with the following properties
1) suppΦ(f) ⊂ supp f ;
2) Φ(0) = 0 ;
3) Φ(f + g + h) = Φ(f + g)− Φ(g) + Φ(g + h) if supp f ∩ supph = ∅;
4) αL ◦Φ = Φ ◦ L∗ for all L ∈ P ↑+.
Obviously, the support property (79) holds true also for generalized elds.
It is now easy to see that any Z ∈ R and any generalized Lagrangian L
indue via
Φ 7→ Z[L ] ◦ Φ (85)
a map on the spae of elds (generalized eld strength renormalization)
whih satises, due to the algebrai renormalization group equation, the
relation
αZ ◦ Sˆ[L ] ◦Φ = S[Z◦L ] ◦ Z[L ] ◦ Φ . (86)
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6.4 Saling
One of the deepest insights in quantum eld theory is that the invariane
of the physial ontent of the theory under a hange of the renormalization
parameters (the renormalization group equation) provides information on
the behaviour of the theory at dierent sales (Callan-Symanzik equation).
Usually this relation is expressed as a dierential equation for the vauum
expetation values of time ordered produts of elds. In our algebrai frame-
work we obtain a orresponding result without the neessity to inorporate
information on the existene and uniqueness of vauum states.
In lassial eld theory, saling would result in replaing the Lagrangian L
by the saled Lagrangian L ρ, L ρ(f) = σρ(L (fρ)), where fρ(x) = f(ρ
−1x)
denotes the saled test funtion.
2
In quantum eld theory one obtains
instead
Theorem 6.8 (Algebrai Callan-Symanzik Equation). The saled Haag-
Kastler net O 7→ A[L ](ρ−1O) is equivalent to the net O 7→ A[Z(ρ)◦L ρ](O)
where the isomorphism is indued by αZ(ρ) ◦ σρ:
αZ(ρ) ◦ σρ(S[L ](σ−1ρ F )) = S[Z(ρ)◦L ρ](Z(ρ)[L ρ](F )) , F ∈ Aloc(O) .
Proof. We have
σρ ◦ S[L ] ◦ σ−1ρ = (S ◦ Z(ρ))[L ρ] .
Hene the net O 7→ σρA[L ](ρ−1(O)) oinides with the net Aˆ[L ρ] where
Aˆ is onstruted from Sˆ = S ◦ Z(ρ). By the algebrai renormalization
group equation (83) αZ(ρ) indues an equivalene between the nets Aˆ[L ρ]
and A[Z(ρ)◦L ρ]. Hene αZ(ρ) ◦ σρ indues the laimed equivalene between
the nets O 7→ A[L ](ρ−1O) and A[Z(ρ)◦L ρ]. 
Finally we are going to perform the wave funtion and mass renormaliza-
tion and to dene the β-funtion. For omputations it is useful to represent
the abstrat quantities A ∈ A by the funtionals αH(A) ∈ F. In even dimen-
sions H depends on a parameter µ. This indues an additional sale into the
formalism. We assume that the generalized Lagrangian L is of the form
L (f) ≡ Lµ(f) = α−1Hµ(F (f)) (∀f ∈ D(M))
for some F : D(M) → Floc(M) whih satises the properties AF1-AF4 in
Denition 6.1. Note that [(ϕ2)µ] ≡ [α−1Hµ◦ϕ2] = [ϕ2] and [((∂ϕ)2)µ] = [(∂ϕ)2]
sine [c] = 0 for c ∈ C[[~]].
2
Note that L
ρ
diers from L only by a saling of the parameters: (L (Λ))ρ = L (ρΛ),
where Λ denotes the parameters of L whih are assumed to have the dimension of a mass.
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The transformed Lagrangian [Z(ρ) ◦ (Lµ)ρ] will in general ontain a mul-
tiple γµ(ρ) of the kineti term
i
2~ [(∂ϕ)
2] and a multiple λµ(ρ) of the mass
term
i
2~ (ρm)
2 [ϕ2]. These terms may be absorbed in the free Lagrangian by
replaing ϕ by
ϕ′
.
= (1− γµ(ρ)) 12ϕ (wave funtion renormalization)
and m by
m′
.
= m
√
1 + λµ(ρ)
1− γµ(ρ) (mass renormalization) .
Sine the new free Lagrangian diers from the old one by
−i
2~(γµ[(∂ϕ)
2] +
λµ(ρm)
2[ϕ2]) we have to add this term to the interation part [Z(ρ)◦(Lµ)ρ(ϕ)].
The new interation Lagrangian [L ′µ] is then
[L ′µ(ϕ
′)] = [Z(ρ) ◦ (Lµ)ρ((1 − γµ(ρ))−
1
2ϕ′)]
− i
2~
( γµ(ρ)
1− γµ(ρ) [(∂ϕ
′)2] +
λµ(ρ) (ρm
′)2
1 + λµ(ρ)
[(ϕ′)2]
)
.(87)
The derivative with respet to log ρ at ρ = 1 (with keeping ϕ′ xed) now
denes the β-funtion. Using
B
.
= ρ
d
dρ
|ρ=1Z(ρ) , (88)
γµ(1) = 0, λµ(1) = 0 and (Lµ)
ρ = (L ρ)ρµ the ation of β on interation
lasses reads
β([Lµ]) = [B ◦Lµ]+ γ˙µ
2
〈L (1)µ , ϕ〉
− i
2~
(
γ˙µ [(∂ϕ)
2] + λ˙µm
2 [ϕ2]
)
+ [ρ
d
dρ
(L ρ)µ|ρ=1] + [µ d
dµ
Lµ], (89)
where 〈L (1)µ , ϕ〉 is the equivalene lass of f 7→ 〈Lµ(f)(1), ϕ〉 and γ˙µ and
λ˙µ are the derivatives of γµ(ρ) and λµ(ρ) with respet to log ρ at ρ = 1.
This formula is less ompliated as it seems, sine −γ˙µ [(∂ϕ)2] + λ˙µm2 [ϕ2]
subtrats preisely the [(∂ϕ)2]- and m2[ϕ2]-term of [B ◦Lµ].
7 Examples
After lariation of the general struture we now want to ompute in our
framework renormalization group transformations for speial examples to low
orders. The Gell-Mann Low oyle Z(ρ) is ompletely determined by its
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generator B (88). It an be obtained by dierentiating the saled S-matrix
with respet to the saling parameter,
ρ
d
dρ
|ρ=1(σρ ◦ S ◦ σ−1ρ )(V ) = ρ
d
dρ
|ρ=1(S ◦ Z(ρ))(V ) = S(1)(V )B(V ) ,
where the linear map S(1)(V ) is invertible in the sense of formal power series
in ~ sine its zeroth order term is the pointwise produt with eV .
The omputation of B(n) then amounts to dierentiating (59), i.e.
Z(n)(ρ) = σρ ◦ S(n) ◦ σ−1ρ − (S ◦ Zn−1(ρ))(n) ,
where Zn−1(ρ) is given in terms of {Z(k)(ρ) | k ≤ n − 1} by (58). Namely,
sine −(S ◦ Zn−1(ρ))(n)(V ) subtrats the ontributions oming from the vi-
olation of homogeneous saling of subdiagrams, one has to ompute only the
ontribution of those diagrams whose freedom of normalization is loalized
on the total diagonal in M
n
(f. formulas (4.16-17) in [16℄).
Representing the abstrat funtionals A ∈ A by the expliit funtionals
αH(A) ∈ F, we have to take into aount that αHµ does not ommute with
the saling transformations. With Sµ
.
= αHµ◦S◦α−1Hµ and Bµ
.
= αHµ◦B◦α−1Hµ
we obtain
ρ
∂
∂ρ
|ρ=1(σρ ◦ Sµ ◦ σ−1ρ )(V )− µ
∂
∂µ
Sµ(V ) = ρ
d
dρ
|ρ=1(σρ ◦ Sρ−1µ ◦ σ−1ρ )(V )
= S(1)µ (V )Bµ(V )
for V ∈ Floc. Again, B(n)µ (V ) is obtained diretly by omitting the ontribu-
tions oming from the inhomogeneous saling of subdiagrams.
In terms of the power series expansion of S with respet to V , the µ-
derivative of the nth order S
(n)
µ an be omputed by using µ
∂
∂µαHµ = 2~Γv ◦
αHµ (19,27) and
δS
(n)
µ
δϕ = 0:
µ
∂
∂µ
S(n)µ = µ
∂
∂µ
αHµ ◦ S(n) ◦ (α−1Hµ)⊗n
= 2~
(
Γv ◦ S(n)µ − S(n)µ ◦
∑
(id⊗ ...⊗ Γv ⊗ ...⊗ id)
)
= 2~ S(n)µ ◦
∑
i6=j
Γijv (90)
with Γijv
.
= 12
∫
dxdy v(x, y) δ
2
δϕi(x)δϕj(y)
as a funtional dierential operator
on F(M)⊗n.
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Let
Bµ(V ) =
∞∑
k=2
1
k!
B(k)µ (V
⊗k) , V ∈ Floc(M)
be the power series expansion of Bµ. Due to
δ Z(ρ)
δϕ = 0 we have the ommu-
tation relation
1
n!
δn
δϕn
◦Bµ(V ) =
∞∑
k=1
∑
n1+...+nk=n
1
k!
B(k)µ ◦
(
1
n1!
δn1
δϕn1
⊗ · · · ⊗ 1
nk!
δnk
δϕnk
)
(V ⊗k) .
The Taylor expansion of Bµ(V ) around ϕ = 0 is therefore determined by
the values of B
(k)
µ (V (n1) ⊗ · · · ⊗ V (nk)) at ϕ = 0. To obtain these values we
have to ompute the violation of homogeneous saling of the orresponding
renormalized time ordered produts at ϕ = 0. Mostly this is done by us-
ing momentum spae tehniques. A rigorous omputation in our framework
is, however, easier in onguration spae whih also has the advantage to
simplify the extension to urved spaetimes. Our method is related to dif-
ferential renormalization [19℄. Further useful renormalization proedures in
x-spae are dimensional regularization [3℄, dierent kinds of analyti renor-
malization [23, 29℄ and in ase of 2-point funtions a method relying on the
Källen-Lehmann representation [16℄.
In order to simplify the formulas that will appear in the next two subse-
tions, we use the notations φn
.
= ϕn/n!, n ∈ N, and (∂φ)2 .= ∂νϕ∂νϕ/2.
7.1 β-funtion for the ϕ3-interation in 6 dimensions
As a rst example we disuss the φ3 interation in 6 dimensions. Let
Lµ(f) =
ig
~
α−1Hµ
∫
dx f(x) φ(x)3
be a generalized Lagrangian with a oupling onstant g ∈ R . The orbit
under the renormalization group is ontained in the subspae generated by
φ3, φ2, (∂φ)2, φ and 1. Sine we are interested only in equivalene lasses
of Lagrangians we may ignore the onstant terms. Moreover, we may also
ignore the linear terms, sine they do not inuene the ation of the renor-
malization group on the other terms. In seond order in the Lagrangian the
only ontribution omes from φ3 and yields a term of seond order in φ. This
ontribution is therefore determined by
B(2)µ
(
φ3(x1)⊗ φ3(x2)
)
= B(2)µ
(
φ2(x1)⊗ φ2(x2)
)∣∣∣
φ=0
φ(x1)φ(x2) ,
B(2)µ
(
φ2(x1)⊗ φ2(x2)
)∣∣∣
φ=0
= ρ
d
dρ
|ρ=1ρ8tρ
−1µ
ρ−1m
(φ2, φ2)(ρ(x1 − x2)) ,
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where tµm(φ2, φ2) is an extension of (~H
µ
F,m)
2/2 (to be onsidered as a distri-
bution on D(M2 \∆2)) to an everywhere dened distribution with the same
saling degree. Moreover, exhibiting the dependene on the mass, we write
(HµF,m)
2/2 = D2F/2 +m
2DF · ∂
∂m2
HµF,m(m = 0) +R
µ
m
where the saling degree of Rµm is smaller than the dimension, suh that
there is a unique extension with the same saling degree. Sine ρ8Rρ
−1µ
ρ−1m
(ρx)
(with x ≡ x1−x2) is independent from ρ, only the two rst terms ontribute
to Bµ.
The extension tµm an be written in the form
tµm = t0 +m
2t1 +R
µ
m
where t0, t1 are extensions of ~
2D2F /2 and ~
2DF · ∂∂m2HµF (m = 0), respe-
tively, whih sale almost homogeneously.
From Appendix A (99), we get DF (x) =
1
4π3(x2−iǫ)2 and
∂
∂m2H
µ
F (m = 0) =
1
24π3(x2−iǫ)
. We an now use the general results of Appendix C and onlude
ρ
d
dρ
|ρ=1(ρ8t0(ρx) +m2ρ6t1(ρx))|ρ=1 = ~2(a0δ(x) + a1m2δ(x))
where a0 =
i
27·3π3
and a1 =
i
26π3
.
We now turn to terms of 3rd order in the Lagrangian. There is no term
of seond order in φ, and there is exatly one term in third order in φ,
orresponding to the triangle diagram. We have to alulate
B(3)µ
(⊗3j=1φ3(xj)) = B(3)µ (⊗3j=1φ2(xj))∣∣∣
φ=0
φ(x1)φ(x2)φ(x3) .
Again the µ-dependent part is regular and an thus be absorbed in the ρ
derivative. We obtain
B(3)µ
(⊗3j=1φ2(xj)) |φ=0 = ρ ddρ |ρ=1ρ12tρ−1µρ−1m(φ2, φ2, φ2)(ρx, ρy)
where x ≡ x1 − x2 , y ≡ x2 − x3. tµm(φ2, φ2, φ2)(x, y) is an almost homoge-
neous extension of ~
3HµF (x)H
µ
F (y)H
µ
F (x+ y). In the Taylor expansion with
respet to the mass only the leading term has a nonunique extension whih
an give rise to a ontribution to Bµ. Hene, we have to determine the
distribution
B(3)µ
(⊗3j=1φ2(xj)) |φ=0 = ~3(∂x,µxµ + ∂y,µyµ)DF (x)DF (y)DF (x+ y) .
As before this is the divergene of a distribution with saling degree less than
the dimension of spae. It must have the form ~
3a2δ(x)δ(y) with a2 ∈ C.
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To ompute this number, we use the expliit form of the Feynman prop-
agator DF and the method of Feynman parameters:
1
b1b2...b6
= 5!
∫ ∞
0
dz1dz2...dz6 δ(1 − (z1 + z2 + ...+ z6))
(b1z1 + b2z2 + ...+ b6z6)6
.
With that we nd
a2δ(z) = lim
ǫ↓0
(4π3)−35!
∫
α,β,γ>0,α+β+γ=1
dαdβ αβγ
∂
∂zj
zj (〈z,Gz〉 − iǫ)−6
where z = (x, y) and 〈z,Gz〉 = αx2 + βy2 + γ(x+ y)2.
Up to a linear oordinate transformation on R
12
whih brings the qua-
drati form G into the standard form on R2,10, the distribution (〈z,Gz〉 −
iǫ)−6 is of the form treated in Appendix C. We onlude that
∂
∂zj
zj (〈z,Gz〉 − iǫ)−6 = |S11| |detG|− 12 δ(z)
Thus we nd
a2 = (4π
3)−35! · 1
10
π6
6
I =
1
25π3
I
with the integral over the Feynman parameters
I =
∫
α,β,γ>0,α+β+γ=1
dαdβ αβγ |detG|− 12 .
The determinant of G is (αβ + βγ + γα)6. To ompute this integral we
substitute α = λκ, β = (1− λ)κ with λ, κ ∈ (0, 1). We nd
I =
∫ 1
0
dλ
∫ 1
0
dκ
λ(1− λ)κ3(1− κ)
(λ(1 − λ)κ2 + κ(1− κ))3
=
∫ 1
0
dλ
∫ 1
0
dκ
λ(1− λ)(1 − κ)
(λ(1 − λ)κ+ (1− κ))3 .
The integral over κ turns out to be independent of λ ∈ (0, 1) and has the
value
1
2 . Thus we nally obtain
a2 =
1
26π3
.
We arrive at the ation of Bµ on the interation lasses up to third order
[Bµ ◦ gφ3] =
[
−~2 ig
2
3 · 27π3 (∂φ)
2 + ~2m2
ig2
26π3
φ2 + ~3
g3
26π3
φ3
]
.
Using the formula (89) for the β-funtion and exhibiting the fator i
~
in the
interation, we get in lowest nontrivial order (rewriting everything in terms
of the original notation for elds)
~
i
β
(
i
~
g
[(ϕ3)µ]
3!
)
= −3~g
3
28π3
[(ϕ3)µ]
3!
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from whih we read o the oupling onstant renormalization. Our result
agrees with formula (3.4.64) in [33℄; the negative sign exhibits asymptoti
freedom.
7.2 Renormalization group ow for the ϕ4-interation in 4 di-
mensions
As another example we study the φ4 interation in 4 dimensions. We may
restrit ourselves to renormalizations whih respet the symmetry φ→ −φ.
The orbit in the renormalization group is ontained in the subspae generated
by φ4, φ2, (∂φ)2 and 1, where the onstant terms an again be ignored. We
are going to determine the renormalization goup ow ompletely, i.e. we will
ompute Bµ(
i
~
(g [φ4] + am2 [φ2] + b[(∂φ)2])).
In seond order in the interation the following terms our
B(2)µ
(
φ(x)4 ⊗ φ(y)4) = B(2)µ (φ(x)3 ⊗ φ(y)3)∣∣∣
φ=0
φ(x)φ(y)
+ B(2)µ
(
φ(x)2 ⊗ φ(y)2)∣∣∣
φ=0
φ(x)2φ(y)2 ,
B(2)µ
(
φ(x)4 ⊗ φ(y)2) = B(2)µ (φ(x)2 ⊗ φ(y)2)∣∣∣
φ=0
φ(x)2 ,
B(2)µ
(
φ(x)4 ⊗ (∂φ(y))2) = B(2)µ (φ(x)2 ⊗ (∂φ(y))2)∣∣∣
φ=0
φ(x)2 .
The omputation of the term B
(2)
µ
(
φ(x)2 ⊗ φ(y)2)∣∣∣
φ=0
proeeds as in the
ase of φ36 (taking now the expliit expression for DF from (98)) and yields
B(2)µ
(
φ(x)2 ⊗ φ(y)2)∣∣∣
φ=0
=
−i~2
24π2
δ(x− y) . (91)
The term B
(2)
µ
(
φ(x)2 ⊗ (∂φ(y))2)∣∣∣
φ=0
is of the form
B(2)µ
(
φ(x)2 ⊗ (∂φ(y))2)∣∣∣
φ=0
= ~2
(
a1δ(x− y) + b1m2δ(x− y)
)
.
Inserting this form into the expression for B
(2)
µ
(
φ(x)4 ⊗ (∂φ(y))2), one ob-
serves that the term proportional to δ produes a total derivative in the
interation Lagrangian and may therefore be ignored. The term of order m2
arises from
b1δ(x) = ∂ν
(
xν(∂λDF )(x)∂
λ ∂
∂m2
HF,µ(m
2 = 0)(x)
)
.
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In d = 4 dimensions we have
∂λ
∂
∂m2
HF,µ(m
2 = 0)(x) =
1
23π2
xλ
x2 − iε
and
∂λDF (x) =
1
2π2
xλ
(x2 − iε)2
(both formulas an be read o from (98)), thus
∂λDF (x)∂
λ ∂
∂m2
HF,µ(m
2 = 0)(x) =
1
24π4
1
(x2 − iε)2
and we are bak to the ase treated in Appendix C. We obtain
b1 =
−i
23π2
.
The most interesting ase is the ontribution of B
(2)
µ
(
φ(x)3 ⊗ φ(y)3)∣∣∣
φ=0
.
We have
B(2)µ
(
φ(x)3 ⊗ φ(y)3)∣∣∣
φ=0
= ρ
d
dρ
tρ
−1µ
ρ−1m
(φ3, φ3)(ρ(x− y))
where tµm(φ3, φ3) is an extension of
(~HµF,m)
3
3! whose µ-dependene is given in
terms of tµm(φ2, φ2),
µ
∂
∂µ
tµm(φ
3, φ3)(x, y) = 2~ v(x− y)tµm(φ2, φ2)(x, y)
We ompute for x 6= 0
(HµF,m)
3(x)
3!
=
D3F (x)
3!
+m2
D2F (x)
2
∂
∂m2
HµF,m(m
2 = 0)(x) +Rµm(x)
where R is regular and sales homogeneously. The sale dependene of the
extensions t0 of D
3
F /3! is of the form treated in Appendix C and is given by
c(t0)δ =
i
29 · 3π4δ
The next leading term in m2 is still singular. Its extension m2tµ1 is µ-
dependent, where the µ-dependene as shown above is determined from the
m2 = 0 ontribution t2 of t
µ
m(φ2, φ2),
µ
∂
∂µ
tµ1 = 2~
∂ v
∂m2
|m2=0 t2 .
We now ompute the partial ρ-derivative (with xed µ) of tµ1 . This is the di-
vergene of xνtµ1 whih is the unique extension of ~
3 xν
D2F
2
(
∂
∂m2H
µ
F,m(m
2 = 0)(x)
)
.
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From Appendix A (98) we get
∂
∂m2
HµF,m(m
2 = 0)(x) =
1
24π2
log(−µ2(x2− iε))+F (0) , F (0) = 2C − 1
4π
.
We use
∂ν
log(−µ2(x2 − iǫ))
x2 − iǫ = 2x
ν 1− log(−µ2(x2 − iǫ))
(x2 − iǫ)2
and the fat that
− log(−µ
2(x2 − iǫ)
x2 − iǫ
is an extension of 4 · (4π2)2DF (x)2. t2 is an extension of ~22 D2F whih we
may parametrize by a real parameter τ ,
t2(x) = − ~
2
27 π4

log(−τ2(x2 − iǫ))
x2 − iǫ .
We also use
∂ v
∂m2
|m2=0 = 124 π2 whih results from (27,98). In (∂νxν −µ ∂∂µ)tµ1
the two extensions anel up to a multiple of a δ-funtion, and we nally
obtain
B(2)µ
(
φ(x)3 ⊗ φ(y)3) |φ=0 = i~3 ( 1
29 · 3π4 δ(x− y)
−
(
1
28 π4
(1 + log
µ2
τ2
) +
F (0)
24 π2
)
m2 δ(x− y)
)
.
We onlude that the ation of Bµ on interation lasses is to seond order
given by[
B(2)µ ◦
((
g φ4 + am2 φ2 + b (∂φ)2
)⊗2)]
= − i~
2 g2 3
24 π2
[φ4]− i~
3 g2
3 · 29 π4 [(∂φ)
2]
− i
(
~
2 a g
24 π2
+
~
2 b g
23 π2
+ ~3 g2
(
1
28 π4
(1 + log
µ2
τ2
) +
F (0)
24 π2
))
m2 [φ2] .
In the argument of the β-funtion we omit the [(∂φ)2]- and m2 [φ2]-term,
sine β is dened after having absorbed these terms by the wave funtion and
mass renormalization. Using [µ ddµ(φ
4)µ] = −2~ [Γv((φ4)µ)] = −2~ [Γvφ4] =
− ~
16π2
m2[φ2] (see (27,98)) we obtain
~
i
β
(
ig
~
[(φ4)µ]
)
=
g2 ~ 3
24 π2
[(φ4)µ]− g ~
24 π2
m2 [φ2] + ... .
where the dots stand for terms of third or higher orders in g. From
γ˙µ
2
〈g(φ4)(1)µ , φ〉 =
γ˙µ g
2
(
4 [(φ4)µ] + 2~ [ΓHµφ
4]
)
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we get a further [φ2]-term, whih is of order g3. Note that if we apply the
denition (89) of the β-funtion to an interation whih is ∼ [φ4], we get a
result whih is ∼ [φ4].
8 Conlusions
Quantum eld theory on generi urved bakgrounds requires a revision of
the standard methods of perturbative quantum eld theory; in partiular
the dependene on the hoie of a distinguished state (the vauum) would
introdue an unwanted nonloal feature and has to be avoided in order to
remain in agreement with the priniple of general ovariane. This program
ould be suessfully performed [5, 25, 26℄ by the use of the following ingre-
dients:
• Algebras of observables are diretly onstruted without a detour via
expetation values in distinguished states.
• Tehniques of miroloal analysis replae momentum spae tehniques.
• Dimension full parameters (e.g. the mass) are treated as expansion
parameters.
In the present paper we analyzed the onsequenes of this approah for
standard quantum eld theory and ompared our formalism with other for-
malisms, in partiular with the method of renormalization by the ow equa-
tion [34, 37℄.
The independene of the formalism on the hoie of the mass required
the replaement of the vauum two point funtion by a so-alled Hadamard
funtion whih diers from it by a smooth funtion of position. In even
dimensions the Hadamard funtion depends on an additional mass parame-
ter, whereas in odd dimensions it is unique. In partiular it also exists in 2
spaetime dimensions.
The (o shell) observables were represented as funtionals on a spae of
smooth eld ongurations. Several algebrai strutures on the spae of
observables were introdued: The (lassial) produt by pointwise multi-
pliation, the (quantum) produt as a ∗-produt involving the Hadamard
funtion and the time ordered produt by whih the interating theory was
onstruted inside the (o shell) algebra of the free theory. Sine all these
algebrai strutures involve only the funtional derivatives of the observ-
ables with respet to the eld, the formalism is not restrited to polynomial
funtionals, as long as one remains in the realm of formal power series.
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Renormalization in this framework onsists in an extension of the time
ordered produt to the more singular loal funtionals for whih we gave
a new intrinsi denition. The extension an be done by the methods of
the Stükelberg-Bogoliubov-Epstein-Glaser approah [18℄, but is not unique.
The nonuniqueness is desribed by a group of transformations on the spae
of loal funtionals, whih is the renormalization group in the sense of Stük-
elberg and Petermann [41℄.
A omparison with the method of ow equations an be reahed by ap-
proximating the Hadamard funtion by a more regular family of funtions
labeled by a regularization parameter Λ. The eetive potential as a fun-
tion of Λ an be dened and is shown to satisfy the ow equation. As a
onsequene of the existene of extensions in the sense of the Epstein-Glaser
method it immediately follows that there exist appropriate ounter terms
whih guarantee the onvergene of the eetive potentials. The somewhat
umbersome estimates in the ow equation method whih up to now ompli-
ated a generalization of the method to generi Lorentzian spaetimes (see
[31℄ for Minkowski spae) are not required. Moreover, the hoie of regu-
larization is ompletely arbitrary. One may, in partiular, make a spei
hoie of a parameter suh that the eetive potential beomes a meromor-
phi funtion of it, with a possible pole at the removal of the uto. This
might lead to expliit hoies of extensions as e.g. minimal subtration for
dimensional regularization.
Of partiular interest is the behaviour of the theory under saling. We
found a purely algebrai analogue of the Callan-Symanzik equation, muh
in the spirit of the Buhholz-Verh approah to an intrinsi renormalization
group within axiomati algebrai quantum eld theory [9℄, but tehnially
quite dierent. As a matter of fat our analysis is ompletely free of any
dependene on the mass of the theory. In standard perturbation theory
a orresponding observation was made in the ontext of dimensional reg-
ularization by Collins [10℄, but there the reasons for this eet remained
mysterious.
The Epstein-Glaser method relies on oupling onstants whih are test
funtions with ompat support. This avoids all infrared problems during
the onstrution but leads to the problem of the adiabati limit in whih the
test funtions approah onstant funtions. In general, all infrared problems
now ould reappear. But exploiting the method of the algebrai adiabati
limit [5℄ the onstrution of the algebra of observables an be done diretly,
and in this paper we show how this method an also be used to dene
the renormalization group and the beta funtion in the adiabati limit. In
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partiular, the beta funtion turns out to be state independent (and, as noted
previously [27℄, independent of the topologial features of spaetime).
We ompared our ndings with the standard denition of the beta fun-
tion, present expliit alulations within our framework for ϕ36 and ϕ
4
4 and
obtain agreement with the literature.
We did not yet enter a detailed omparison of our method with the BPHZ
method and its modern version in terms of the Connes-Kreimer theory
[11, 12℄. In spite of the fat that both methods are known to be equiv-
alent, the involved ombinatoris of renormalization is quite dierent, and
understanding the relations requires additional work. We hope to return to
this problem in a future publiation.
Appendix A Determination of the Hadamard funtion H
The Wightman 2-point funtion ∆+ in d ≥ 2 dimensions for m2 > 0 an be
expressed in terms of modied Bessel funtions
∆+m(x) = (2π)
− d
2 md/2−1|x2| 2−d4 Kd/2−1(
√
m2|x2|) (92)
for spaelike arguments x. To obtain the Hadamard funtion, we have to
add a smooth Lorentz invariant solution of the Klein-Gordon equation suh
that the sum is a smooth funtion of m2. Eah Lorentz invariant solution F
is for spaelike arguments of the form F (x) = |x2| 2−d4 G(√m2|x2|) where G
satises the modied Bessel equation of order d/2− 1,
G′′(y) +
1
y
G′(y)−
(
1 +
(d2 − 1)2
y2
)
G(y) = 0 . (93)
The solutions of this dierential equation are linear ombinations either of
I d
2
−1(y) and I1− d
2
(y) (if d is odd) or of I d
2
−1(y) and K d
2
−1(y) (if d is even).
In both ases smoothness in x at x = 0 then implies that F is a multiple
of |x2| 2−d4 I d
2
−1(
√
m2|x2|). Modied Bessel funtions of noninteger order ν
satisfy the relation
Kν =
π
2 sin νπ
(I−ν − Iν) . (94)
With that, in odd dimensions d, we obtain the unique Hadamard funtion
Hm(x) =
1
4 sin(d2 − 1)π
(2π)
2−d
2 md/2−1|x2| 2−d4 I1−d/2(
√
m2|x2|) (95)
for x2 < 0. Namely, sine Iν(y) is of the form y
νF (y2) with an entire analyti
funtion F , Hm is a smooth funtion of m
2
.
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In even dimension d we introdue a parameter µ with the dimension of a
mass and onsider the family of funtions
Hµ,zm (x) =
µ−z
4 sin(d+z2 − 1)π
(2π)
2−(d+z)
2
· m(d+z)/2−1|x2| 2−(d+z)4 I1−(d+z)/2(
√
m2|x2|) (96)
where x2 < 0 is assumed. The fator µ−z is needed in order that Hµ,zm (x) has
the dimension [md−2] (as required for a 2-point funtion in d dimensions). For
the same reasons as for Hm (95), this 'dimensionally regularized Hadamard
funtion' is smooth in m2 and diers from ∆
+(d+z)
m (x) (i.e. (92) with d
replaed by d+ z) by a smooth Lorentz invariant funtion whih 'solves the
Klein-Gordon equation in (d+ z)-dimensions' (i.e. it solves (93) for (d+ z)).
By using (94) we express I1−(d+z)/2 in terms of I(d+z)/2−1 and K(d+z)/2−1.
The limit z → 0 exists for the K(d+z)/2−1-term and gives ∆+m(x). But the
I(d+z)/2−1-term is meromorphi in z with a simple pole at z = 0. Sine
the residuum is smooth in m2 and, with respet to x, a smooth Lorentz
invariant solution of the Klein-Gordon equation
3
, we may subtrat the pole
term. Taking then the limit z → 0 we get the Hadamard funtion
Hµm(x) = ∆
+
m(x) +
(−1) d2
2(2π)
d
2
log
µ2
m2
md/2−1|x2| 2−d4 Id/2−1(
√
m2|x2|) (97)
for x2 < 0, whih is unique up to the hoie of the parameter µ.
The values of H (any dimension) for arbitrary x and m2 ∈ R are obtained
by replaing |x2| by −(x2 − ix00) and then by symmetrizing w.r.t. x.
The orresponding Feynman propagator HµF is dened by
HµF (x) = θ(x
0)Hµ(x) + θ(−x0)Hµ(−x) .
We onlude that the expliit exression for HµF is obtained from (95) and
(97), respetively, by replaing |x2| by −(x2− i0): e.g. in even dimensions it
results
HµF (x) =
md−2
(2π)
d
2 y
d
2
−1
(
K d
2
−1(y) + (−1)
d
2 log
µ
m
I d
2
−1(y)
)
,
3
Note that the residuum of H
µ,z
m at z = 0 is ∼ |x
2|
2−d
4 I1−d/2(
p
m2|x2|) and, hene,
not smooth in x.
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where y
.
=
√−m2(x2 − i0). In the main text the following formulas are used
for expliit omputations in d = 4 and d = 6 dimensions:
H
µ (4)
F (x) =
−1
4π2(x2 − i0)
+ log(−µ2(x2 − i0))m2f(m2x2) +m2F (m2x2) , (98)
H
µ (6)
F (x) =
1
4π3(x2 − i0)2 +
m2f(m2x2)
π (x2 − i0)
+
1
π
(
log(−µ2(x2 − i0))m4f ′(m2x2) +m4F ′(m2x2)) , (99)
where f and F are realvalued analyti funtions. f and f ′ an be expressed
in terms of the Bessel funtions J1 and J2, respetively, namely
f(z)
.
=
1
8π2
√
z
J1(
√
z) , f(0) =
1
24 π2
, f ′(z) =
−1
16π2 z
J2(
√
z) ; (100)
and F is given by a power series
F (z)
.
= − 1
4π
∞∑
k=0
{ψ(k+1)+ψ(k+2)} (−z/4)
k
k!(k + 1)!
, F (0) =
2C − 1
4π
, (101)
where C is Euler's onstant and the Psi-funtion is related to the Gamma-
funtion by ψ(x)
.
= Γ′(x) /Γ(x).
Appendix B Additivity of Z
In this Appendix we derive the additivity relation (52) of the renormalization
group transformation Z under the assumption that Z satises the simple
additivity relation Z(A + C) = Z(A) + Z(C) for suppA ∩ suppC = ∅. We
use the fat that Z(A+λB+C) is determined within perturbation theory by
its derivatives with respet to λ at λ = 0. We prove that the nth derivative
on both sides oinide for all n.
Let A,B,C ∈ Aloc with suppA∩suppC = ∅. From Lemma 3.2 we onlude
that B may be written as a sum of N > n terms, B =
∑N
i=1Bi (where Bi ∈
Aloc) suh that all subsets I ⊂ {1, . . . , N} with at most n elements admit a
deomposition I = I1 ∪ I2, I1 ∩ I2 = ∅ suh that (suppA ∪
⋃
i∈I1
suppBi) ∩
(suppC ∪⋃j∈I2 suppBj) = ∅.
Let B(λ) =
∑N
i=1 λiBi for λ = (λ1, . . . , λN ) ∈ RN . We prove that for
every multiindex α = (α1, . . . , αN ) with |α| =
∑N
i=1 αi ≤ n the derivative
∂αλ (Z(A+B(λ) + C)− Z(A+B(λ)) + Z(B(λ))− Z(B(λ) + C))
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vanishes at λ = 0. Let I = {i ∈ {1, . . . , N} |αi 6= 0}. We hoose a de-
omposition I = I1 + I2 as desribed above. Let BI1(λ) =
∑
i∈I1
λiBi and
BI2(λ) =
∑
j∈I2
λjBj. Then the derivative above does not hange at λ = 0
when we replae B(λ) by BI1(λ) + BI2(λ). Due to the assumed support
properties we may now use the simple additivity relation and obtain the
result that the derivative vanishes. This proves the laim.
Appendix C Saling violations of extensions of homogeneous
distributions
The position spae renormalization relies ruially on the Theorem on the Ex-
tension of Distributions. This theorem goes bak to Epstein-Glaser [18℄ and
Steinmann [39℄ and was generalized to dierentiable manifolds by Brunetti
and Fredenhagen [5℄. A renement for almost homogeneous distributions
was obtained by Hollands and Wald [26℄. (Cf. also [22, 16℄.)
Theorem C.1. Let t0 ∈ D′(Rd \ {0}) suh that (ρ ddρ)kρlt0(ρ ·) = 0 for
some k ∈ N, l ∈ R. Then there exists an almost homogeneous distribution
t ∈ D′(Rd) whih oinides with t0 outside of the origin. If l < d or l 6∈ Z,
t is unique and fullls the saling relation with the same power k as t0. If
l ∈ d+N0, t satises the saling ondition
(ρ
d
dρ
)k+1ρlt0(ρ ·) = 0 .
Moreover, (ρ ddρ)
kρlt(ρ ·)|ρ=1 = c(t0) δ, where c(t0) is a homogeneous dif-
ferential operator of order l − d whih is independent of the hoie of the
extension t.
Proof. The proof of the rst part of the theorem may be found in the men-
tioned literature, e.g. in [26℄. The seond statement follows from the fat
that dierent extensions dier by a (l − d)th derivative of the δ-funtion
whih is homogeneous of degree l and thus does not ontribute to c(t0). 
We now want to ompute the saling violations of extensions of homogeneous
distributions for some typial examples (f. e.g. [21℄). We rst reall fun-
damental solutions of the Laplaian on the pseudo Riemannian spaes R
d−s,s
,
s < d, d even and d > 2, with the metri g = diagonal(+1, . . . ,+1︸ ︷︷ ︸
d−s
,−1, . . . ,−1︸ ︷︷ ︸
s
).
Let x2 =
∑d−s
i=1 (x
i)2−∑di=d−s+1(xi)2 and  =∑d−si=1 ∂2∂(xi)2−∑di=d−s+1 ∂2∂(xi)2 .
Then
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Lemma C.2.

1
(x2 − iε) d2−1
= is(2− d) |Sd−1| δ(x)
where |Sd−1| is the volume of the unit sphere in d dimensions.
Proof. Let g be any onstant Riemannian metri on Rd. Then
∂µ
√
det ggµν∂ν
1
(xµxνgµν)
d
2
−1
= (2− d) |Sd−1| δ(x) .
Let gµν = diagonal(1, . . . , 1︸ ︷︷ ︸
d−s
, z, . . . , z︸ ︷︷ ︸
s
). The left hand side is an analyti
funtion of z outside of the negative real axis. We then take the limit z → −1
in the lower halfplane and obtain
√
det g = (−i)s and thus
(−i)s 1
(x2 − iε) d2−1
= (2− d) |Sd−1| δ(x) .

The rst example we want to treat is
1
(x2−iε)
d
2
. This is a well dened dis-
tribution outside of the origin. Let t be an almost homogeneous extension.
Then
ρ
d
dρ
ρdt(ρx)|ρ=1 = ∂µ(xµt) .
But xµt is an almost homogeneous extension of the distribution x
µ
(x2−iε)
d
2
whih has degree d− 1, thus xµt is unique. Moreover
xµ
(x2 − iε) d2
=
1
2− d∂
µ 1
(x2 − iε) d2−1
.
Thus
ρ
d
dρ
ρdt(ρx)|ρ=1 = 1
2− d
1
(x2 − iε) d2−1
= is|Sd−1|δ(x) , (102)
and we nd
c
(
1
(x2 − iε) d2
)
= is|Sd−1|
To derive an expliit expression for an extension t we set u
.
= (x2 − iǫ).
We have to nd a distribution F (u) suh that x F (u) = u
− d
2
. Due to
x F (u) = 2dF
′(u) + 4uF ′′(u) =
4
u
d
2
−1
d
du
(u
d
2 F ′(u))
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the dierential equation an easily be integrated:
F ′(u) =
log(−κ2u)− 1d
2
−1
4u
d
2
where κ2 > 0 is an integration onstant. A further integration yields F (u)
and we get the extension
t(x) = x F (u) =
1
4− 2d 
log(−κ2(x2 − iε))
(x2 − iε) d2−1
.
We now onsider the distributions
1
(x2−iε)
d
2+k
, k ∈ N. Sine these dis-
tributions are invariant under the pseudo-orthogonal group O(d − s, s), the
dierential operator haraterizing the saling violations of extensions must
have the form
c
(
1
(x2 − iε) d2+k
)
= ck
k, ck ∈ C .
Let tk be an extension of
1
(x2−iε)
d
2+k
. We multiply both sides of the equation
ρ
d
dρ
ρd+2ktk(ρx)|ρ=1 = ckkδ(x)
by (x2)k. We have (x2)kkδ(x) =
(

k(x2)k
)
δ. A straightforward alula-
tion shows

k(x2)k = 22k
k!(d2 + k − 1)!
(d2 − 1)!
.
On the left hand side the omputation an be traed bak to (102),
(x2)kρ
d
dρ
ρd+2ktk(ρx)|ρ=1 = ρ d
dρ
ρdt(ρx)|ρ=1 = is |Sd−1| δ(x) ,
thus ck = i
s |Sd−1| (
d
2
−1)!
22kk!(d
2
+k−1)!
.
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