Abstract. In this work we study discrete subgroups Γ of P SL 3 (C) and some of their basic properties. We show that if there is a region of "discontinuity" of the action of Γ on P 2 C which contains Γ-cocompact components, then the group is either elementary, affine or fuchsian. Moreover, there is a largest open set on which Γ acts properly discontinuously.
Introduction
The classical kleinian groups are discrete subgroups of P SL 2 (C) that act on the Riemann sphere S 2 ∼ = P 1 C with non-empty region of discontinuity. Their study has played a major role in several areas of mathematics for a long time. More recently, there has been interest in studying generalizations of these groups to higher dimensional projective spaces. Of particular interest are the results of W. Goldman, R. Schwartz, M. Kapovich, N. Gusevskii and others about discrete subgroups of P U (2, 1) ⊂ P SL 3 (C). These are groups of automorphisms of P 2 C that preserve an open ball, which serves as model for complex hyperbolic geometry, and so they are analogous to the classical fuchsian groups.
More generally, in [18] the authors introduce the concept of a complex Kleinian group, which means a discrete subgroup Γ of some P SL n+1 (C) acting on P n C with non-empty region of discontinuity (in the sense of Kulkarni, see [9] ), and in a couple of subsequent articles ( [19, 20] ) they study some interesting families of such groups acting on odd-dimensional projective spaces. Here we look at the case of groups acting on P 2 C , continuing the work begun in [2, 12, 13] . An important problem in the theory of higher dimensional Kleinian groups is to provide a "nice" definition of the limit set. One of the first attempts in this direction is due to R. S. Kulkarni in [9] (see also definition 1.1), where the author proposes a notion of limit set -that we denote Λ Kul (Γ)-, which seems more appropriate for this setting than taking the complement of the cluster points of the orbits (see proposition 1.5 ). Yet, Kulkarni's region of discontinuity Ω Kul (Γ) -which is the complement of Λ Kul (Γ)-still has few things that may produce certain discomfort. For example the limit set is not monotone (see remark 8.4) , Ω Kul (Γ) is not a maximal set where the action is properly discontinuously (see corollary 4.8) and the region of equicontinuity could be empty even in the case when Ω Kul (Γ) = ∅ (see remark 7.2). For this reason, in this article, we consider subgroups Γ of P SL 3 (C) acting on P 2 C in such a way that there is an invariant open set Ω which is non-empty, where Γ acts properly discontinuously and where the quotient Ω/Γ contains at least one connected component which is compact. In this case Γ will be called a Quasi Co-compact kleinian group over Ω. Results of Inoue, Klingler, Kobayashi, Ochiai 1991 Mathematics Subject Classification. Primary 37F99, 32Q, 32M Secondary 30F40, 20H10, 57M60, 53C.
and others (see Theorem 1.8) assert that for each compact complex surface which admits a projective structure, the holonomy is either fuchsian or affine and the image of the developing map is one of the following:
where D is a hyperbolic domain of the extended complex plane P 1 C , and also provide a complete classification of the complex manifold that admit a projective structure. Here we translate such results to the case of quasi co-compact kleinian groups and show as a main result that for any of such groups they admit a largest open set on which the group acts properly discontinuously (see Theorems 0.1, 0.2, 0.4 and remark 0.5 bellow).
Given a discrete subgroup Γ ⊂ P SL 3 (C) we will say that Γ is fuchsian if it is conjugate to a subgroup of P U (2, 1), and we say that Γ is affine if it is conjugate to a subgroup of affine automorphisms of C 2 , i.e., a group of automorphisms of P 2 C
having an invariant line. We say that Γ ⊂ P SL 3 (C) is elementary over Ω if Γ acts properly discontinuously on Ω and P 2 C − Ω is the union of a non-empty finite set of lines and a finite set of points. Also, Γ is called controllable if there is a line ℓ and a point p / ∈ ℓ which are invariant under the action of Γ. The group Γ | ℓ = G is called the control group and K = {h ∈ Γ : h(x) = x for all x ∈ ℓ} the kernel of Γ (see subsection 4.3 for an example). Clearly controllable groups provide special kinds of affine groups. We prove:
Theorem 0.1. Let Γ ≤ P SL 3 (C) be a quasi co-compact group over Ω, then Γ is elementary, fuchsian or affine.
Set (see also section 1):
C 2 = {[z; w; 1] : z, w ∈ C}; Af (C 2 ) = {g ∈ P SL3(C) : g(C 2 ) = C 2 } Af2 = {g ∈ P SL3(C) : g(C×C * ) = C×C * }; Af3 = {g ∈ P SL3(C) : g(C * ×C * ) = C * ×C * } If Ω/Γ is a Hopf surface then by Theorem 1.8 and corollary 4.14 it follows that Γ is virtually a cyclic group generated by an affine contraction γ and in such case the maximal domains of discontinuity are described by corollary 4.8. This paper is organized as follows: in section 1, we review some facts about group actions, projective geometry, geometric orbifolds and introduce some terminology and notations. In section 2 we provide a lemma that connects the notions of developing pairs and groups acting properly discontinuously over domains. In section 3 we show that the complement of the equicontinuity region and the limit set in the sense of Greenberg coincide for non-discrete groups of P SL 2 (C). The main reason to include this material here lies in the fact that the understanding of the dynamics of controllable groups (see subsection 4.3), is "reduced" to the study of certain Möbius groups acting on a projective line (see lemma 4.12), some of which could be non-discrete (see example 4.11); in these conditions, by looking at the equicontinuity region of such groups, it is possible to describe the equicontinuity domain of the corresponding controllable group.
Sol
The basic properties of groups acting properly discontinuously over domains are given in section 4. Using the results of the previous sections, we give in section 5 a complete proof of Theorem 0.1, our main result. Section 6 deals with some technical aspects on finite orbifold maps over Inoue and elliptic affine surfaces, to be used in the proofs of the consequences of Theorem 0.1, which are given in section 7.
Finally, in section 8 we construct an example of a kissing Schottky group which is not fuchsian, affine nor elementary. This shows that Theorem 0.1 fails if we drop the condition of being quasi co-compact. We also give in this section an example of a quasi co-compact group which is elementary but not affine. In both cases we prove the corresponding statements by using results of the previous sections to study the limit sets and discontinuity regions of the corresponding groups.
1. Preliminaries 1.1. Projective Geometry. We recall that the complex projective plane P 2 C is (C 3 − {0})/C * , where C * acts on C 3 − {0} by the usual scalar multiplication. This is a compact connected complex 2-dimensional riemannian manifold, naturally equipped with the Fubini-Study metric.
Let [ ] 2 : C 3 − {0} → P 2 C be the quotient map. If β = {e 1 , e 2 , e 3 } is the standard basis of C 3 , we will write [e j ] 2 = e j and if w = (w 1 , w 2 , w 3 ) ∈ C 3 − {0} then we will
2 ∪ {0} is a complex linear subspace of dimension 2. Given p, q ∈ P 2 C distinct points, there is a unique complex line passing through p and q, such line will be denoted by ← → p, q. Moreover, if ℓ 1 , ℓ 2 are different complex lines then it is verified that ℓ 1 ∩ ℓ 2 contains exactly one point.
Taking
is biholomorphic to the unitary ball in C 2 , ∂H 2 C is diffeomorphic to the 3-sphere and for each point in ∂H 2 C there is exactly one complex line tangent to ∂H 2 C passing through p.
Consider the action of Z 3 (viewed as the cubic roots of the unity) on SL 3 (C) given by the usual scalar multiplication, then P SL 3 (C) = SL 3 (C)/Z 3 is a Lie group whose elements are called projective transformations. Let [[ ]] 2 : SL 3 (C) → P SL 3 (C) be the quotient map, γ ∈ P SL 3 (C) andγ ∈ GL 3 (C), we will say that γ is a lift of γ if [[Det(γ) −1/3γ ]] 2 = γ. Also, P SL 3 (C) is a Lie group that acts transitively, effectively and by biholomorphisms on P
where w ∈ C 3 − {0} and γ ∈ SL 3 (C). Also it is possible to show that projective transformations take complex lines into complex lines.
1.2. Group Actions. Let G be a group acting on a space X, g ∈ G and A ⊂ X a subset. We define Isot(A, G) = {g ∈ G : g(A) = A}, by GA we will denote the orbit of A under G and by F ix(g) the set of fixed points of g. We will say that the action of G is locally faithful, if whenever f, g ∈ G agree in some open set, then it is verified that f = g on X.
Definition 1.1. Let Γ ≤ P SL 3 (C) be a subgroup. We define (following Kulkarni, see [9] ):
(1) L 0 (Γ) as the closure of the points in P 2 C with infinite isotropy group. (2) L 1 (Γ) as the closure of the set of cluster points of Γz where z runs over P 2 C − L 0 (Γ). Recall that q is a cluster point for ΓK, where K ⊂ P 2 C is a non-empty set, if there is a sequence (k m ) m∈N ⊂ K and a sequence of distinct elements (γ m ) m∈N 
(3) L 2 (Γ) as the closure of cluster points of ΓK where K runs over all the compact sets in
The Limit Set in the sense of Kulkarni for Γ is defined as:
(5) The Discontinuity Region in the sense of Kulkarni of Γ is defined as:
We will say that Γ is a Complex Kleinian Group if Ω Kul (Γ) = ∅, see [18] .
One has the following three results that we will use later. Theorem 1.2 (J. P. Navarrete, see [13] ). Let γ ∈ P SL 3 (C) andγ ∈ SL 3 (C) be a lift of γ. The limit set in the sense of Kulkarni for the cyclic group generated by γ (denoted < γ >), in terms of the Jordan's normal form ofγ, is given by:
| λ 1 |= 1 and λ n 1 = 1 for all n. We recall that the limit set of Γ ≤ P U (2, 1) in the sense of Chen-Greenberg, denoted Λ CG (Γ), is the set of cluster points of an orbit Γz, where z is any point in H 2 C . And it satisfies (see [3] ): Theorem 1.3 (Chen-Greenberg). Let Γ ≤ P U (2, 1) be a discrete group, then it is verified that:
One has the following Theorem of [12] . Theorem 1.4 (J. P. Navarrete). Let Γ ≤ P U (2, 1) be a discrete group. One has:
(
is the largest open set on which Γ acts properly discontinuously. Proposition 1.5. Let Γ be a complex kleinian group. The following properties are valid (see [13] ):
(1) Γ is discrete and countable.
1.3. (X, G) orbifolds. Let us make a brief summary of the material in [4] , which was introduced by W. P. Thurston. Let G be a Lie group acting effectively, transitively and locally faithfully on a smooth manifold X. An (X, G)-orbifold O is a Hausdorff space X O with a countable basis and some additional structure. More precisely O is covered by an atlas {Ũ i , Γ i , φ i , U i } i∈I of folding charts each of which consist of an open setŨ i ⊂ X, a finite group Γ i ≤ G that leaves invariantŨ i , an open set U i ⊂ O and a homeomorphism φ i : U i →Ũ i /Γ i called folding map. As for a manifold, these charts must satisfy a certain compatibility condition. Namely, whenever U i ⊂ U j , there is a group morphism f ij :
A point y ∈ X O is called singular if there is a folding map of x say φ : U i →Ũ i /Γ i (that is x ∈ U i ) such that there is z ∈Ũ i that verify Γ i z = φ(x) and Isot(y, Γ i ) is non trivial. The set Σ O = {y ∈ X O : y is a singular point} is called the Singular Locus of O. We shall say that O is an (X, G)-
, there is a folding map of y, φ j : U j →Ũ j /Γ j , and ϑ ∈ G with ϑ(Ũ j ) ⊂ U i , inducing f equivariant with respect to a morphism ψ :
We require that the quotient mapŨ j → V i induced bỹ φ i composed with f should be the quotient mapŨ j → U j induced by φ. Also, if p : M → N is a covering orbifold map with M a manifold, we will say that p is a ramified (respectively unramified, finite) covering if Σ N = ∅ (respectively Σ N = ∅, p −1 (y) is finite for every y ∈ N ).
If M is a simply connected (X, G)-manifold, then it is possible to show that there is an (X,
Also one has that there is a unique group morphism
M → X will be called developing map and the respective H D the holonomy morphism associated to D.
Given an (X, G)-orbifold M , we will say that M is a good orbifold (respectively a very good orbifold ) if there exist a covering orbifold map p :M → M such that M is an (X, G)-manifold (respectively a compact (X, G)-manifold). 
It is natural to callM the universal covering orbifold of M , p the universal covering orbifold map and π ) will be called the developing pair associated to M .
Proof. Let D be any riemannian metric on the orbifold M and letD be the pullback of D to the universal covering orbifoldM , thenD induces a metric d on M compatible with the topology. Since M is compact, one can show that (M , d) is a length space geodesically connected, geodesically complete and such that π Orb 1 (M ) acts as subgroup of isometries, see [1, 16] . Thus π Orb 1 (M ) is finitely generated, see [16] . Now, if (D, H) is a developing pair for M , by Selberg's lemma (see [16] ), H(π Orb 1 (M )) has a normal subgroup H torsion free with finite index. ThusH = H −1 (H) is a normal subgroup of π Orb 1 (M ) with finite index and we claim that thatH acts freely onM . Otherwise, let x ∈ M such that Isot(x,H) is non trivial, thus Isot(x,H) ⊂ Ker(H) and there is an open neighborhood W of x which is Isot(x,H)-invariant and such that D | W is injective, hence D(g(z)) = D(z) with g(z) ∈ W for all z ∈ W and any g ∈ Isot(x,H), that is Isot(x,H) = {Id}, which is a contradiction. Therefore N =M /H is a (P 2 C , P SL 3 (C))-manifold and Γ = π Orb 1 (M )/H is a finite group that acts on N bỹ
And since Card(Γ) < ∞ is finite and N/Γ compact we conclude that N is compact.
From corollary 1.7 we see that the results of Inoue, Kobayashi, Klingler, Mok, Ochiai, Yeung et al for compact (P 2 C , P SL 3 (C))-manifolds (see [7, 8] ), can be extended to compact (P 2 C , P SL 3 (C))-orbifolds as follows: Theorem 1.8. Let M be a compact (P 2 C , P SL 3 (C))-orbifold, then M is of one of the following 8 types.
(1)M = P 
contains a cyclic group of finite index generated by a contraction and M is a finite covering (possibly ramified) of a Hopf surface.
and M is a finite covering (possibly ramified) of a surface biholomorphic to a complex torus. 
contains an unipotent subgroup of finite index and M is a finite covering (possibly ramified) of a a surface biholomorphic to a complex torus or a primary Kodaira surface. 
contains a subgroup of finite index Ξ which admits the presentation:
where 2 ≤ g, r ∈ N and M is a finite covering (possibly ramified) of an elliptic affine surface.
Projective Structures and Projective Groups
Lemma 2.1. Let Γ ≤ P SL 3 (C) be a group acting properly discontinuously over a non empty, Γ-invariant domain Ω, then there is a developing pair (D, H) for
Step 3.
By Theorem 1.6 we conclude that S = IdM .
Step 4. -H is a group morphism-Let g, h ∈ π
Step 5. 
where i is the inclusion induced by the following commutative diagram:
Since H is an epimorphism we only have to show that Ker(H) = π 1 (Ω).
Step
By the definition of H we conclude that π 1 (Ω) ⊂ Ker(H).
Step ii.
Since D is covering andM is simply connected the result follows.
3. On the Equicontinuity Region for Subgroups of P SL 2 (C) As we will see in lemma 4.12, an information which is necessary for the description of the dynamics of lines in the case of control groups, is the description of the equicontinuity region of non-discrete groups of Möbius transformations. Thus, in the following subsection we will focus on the description of such sets.
Consider the following definition:
Definition 3.1. Consider the usual identification of P SL 2 (C) with the isometry group of the hyperbolic 3-space H 3 and the respective identification of P 1 C with the sphere at infinity E of H 3 , then for every group Γ ≤ P SL 2 (C) its limit set in the sense of Greenberg (see [5] ), denoted L(Γ), is defined to be the intersection of E with the set of accumulation points of any orbit in H 3 .
The main purpose of this section is to show that the complement of L(Γ) coincides with the region of equicontinuity of Γ, and if Γ is non-discrete, Card(L(Γ)) ≥ 2 and its equicontinuity region is non empty, then L(Γ) is a circle. The main tools to prove these statements are the following results due to Greenberg (see Theorem 1 and Proposition 12 in 
is the closure of the loxodromic fixed points.
Basic Definitions and Examples.
Definition 3.4. Given Γ ≤ P SL 2 (C) an arbitrary subgroup then, its equicontinuity region, denoted Eq(Γ), is defined to be the set of points z ∈ P 1 C for which there is an open neighborhood U of z such that Γ | U is a normal family.
Remark 3.5. Clearly the following properties hold:
Example 3.6. Let g ∈ Möb(Ĉ) be dfined by g(z) = −z and set Möb(R) =< P SL 2 (R), g >, then one has that Eq(Möb(R))
3.1.1. The Cr Group. Sine the following example is a little bit more sophistated we have created this paragraph. Whose main purpose is to describe its geometry as well as some of its basical properties. Let p < 0 and
p Rot ∞ τ p >, then the following properties hold:
In other words
Before we prove the preceding properties we will state and prove the following technical lemma: Proof. First at all, since γ is elliptic we can ensure that there is λ = e πiϑ such that:
(1) By equation (3.1) we have that:
This implies the result.
(2) and (3) By equation 3.2 we have that | a |≤ 1 is equivalent to | pλ−λ |≤| p−1 | which is equivalent to 4pIm(λ) 2 ≤ 0, whic proves the statement.
Proof of properties 3.10.
(1) Let z ∈ P 1 C , by 3.1 we have that:
Let θ, ϑ ∈ R − Q and take Γ 1 (z) = e 2πiθ z and:
To establish the contention ⊆ will be enough to show it for elements in < γ 1 , γ 2 >, which we will do by induction on the length of the reduced words (recall that w = w εn n · · · w ε2 2 w ε1 1 ∈ Γ is a reduced word of length n if w j ∈ {γ 1 , . . . , γ 2 }; ε j ∈ {−1, +1} and if w j = w j+1 then ε j = ε j+1 ). The case n = 1 is trivially attained. Now, let w = w
be a reduced word, by the inductive hypothesis there are a, b, c, d
+b And an easy calculation shows:
Which conclude this part of the proof.
c+ā , with | a | + | c |= 1, and observe that the set of fixed points for γ is given by:
clearly we have p + p − = −1. In particular we have shown that for every element γ ∈ Cr(−1) there is z ∈ C * such that F ix(γ) = {z, −z −1 }. On the other hand by (1) there is an element γ 0 ∈ Cr(−1) such that γ 0 (∞) = p + . Since F ix(γ 0 γ 1 γ 
Hence there are subsequences
Which concludes the proof.
(5) By Theorem 3.2 and part (2) of the present proof, one has that Cr(−1) is conjugated to a subgroup of O(3); hence L(Cr(−1)) is empty.
(6) Let a, c : (0, 1) → C given by:
Then by equation 3.1 we can ensure that φ : (0, 1) → τ
defines a local chart. Moreover one has:
Set F ix(γ x ) = {z x , w x }, then by a simple calculation we can show:
and U r = {x ∈ (0, 1) :
is a root of the unity}, then by a simple inspection we conclude that f injective and U r is a countable set. Thus one has that U r ∪f −1 (U r) is a countable set. To conclude, take r 0 ∈ (0, 1)−(U r ∪f −1 (U r)) and set γ p = γ r0 .
(7) Let p < 0. By part (4) of the present we there is γ p ∈ Cr(p) such that
From now on Cr(−1) will be denoted by Cr.
Elementary Groups.
The main goal of this subsection is to show that every non discrete group with non-empty equicontinuity region is a subgroup of: Dih ∞ , Epa(C), Cr, Möb(R), Möb(C * ) (see subsection 3.1). Our first step to show this assertion is to classify the groups with an equicontinuity set such that its complement contains at most 2 points (such groups will be called elementary as in the discrete case). To do this we will use the following technical lemmas:
Lemma 3.12. Let γ 1 , γ 2 ∈ P SL 2 (C) be elliptic elements with infinite order and set
Proof. Since Möbius transformations preserve the cross ratio we can assume that F ix(γ 1 ) = {0, ∞} and F ix(γ 2 ) = {1, p} with p ∈ C − (R − ∪ {0}). Hence there are θ ∈ R − Q, a, b, c, d ∈ C such that ad − bc = 1, γ 1 (z) = λ 2 z and
where λ = e πiθ . Without loss of generality we can assume that a = 0. Now, let (n m ) m∈N ⊂ (m) m∈N be a subsequence such that λ nm m→∞ G G |a| a , then:
If f is loxodromic the result follows easily, thus we may assume that f is not loxodromic. In virtue of lemma 3.11 and since:
we deduce that r = dā
We will use also the following well know results, see [10] Lemma 3.14. Let f, g ∈ P SL 2 (C) be such that f has exactly two fixed points and f, g share exactly one fixed point, then f gf
(1) Eq(Γ) = P Proof.
(1) Let Γ be an infinite group. By the remark 3.5 we must only consider the following cases: Case 1. o(γ) < ∞ for all γ ∈ Γ − {Id}. Under this hypothesis, Selberg's lemma and the classification of the finite groups of P SL 2 (C), see [10] , we deduce that B = {< A >: A is a non-empty finite subset of Γ} is an infinite set where each element is either a cyclic or a dihedral group. From this and lemma 3.13 it is easily deduced that Γ is conjugated to a subgroup of Dih ∞ . Case 2. Γ contains an element γ 1 with infinite order. By lemma 3.12 and lemma 3.13 we deduce that in case of F ix(γ) = F ix(γ 1 ) for each element γ ∈ Γ with o(γ 1 ) = ∞ it is deduced that γ(F ix(γ 1 )) = F ix(γ 1 ) for each γ ∈ Γ with o(γ) < ∞. Hence Γ is conjugate to a subgroup of Dih ∞ . Thus we may assume that there is an element γ 2 with infinite order and such that F ix(γ 1 ) = F ix(γ 2 ). Thus from remark 3.5 and lemmas 3.11, 3.12 we can assume that F ix(γ 2 ) = {0, ∞}, F ix(γ 2 ) = {1, p} where p < 0. Thus < γ 1 , γ 2 > = Cr(p). By (7) of properties 3.1.1 we can assume that p = −1. Finally, if γ 3 ∈ Γ is another element by remark 3.5, the proof of (1) of properties 3.10, (2) of 3.10 and lemma 3.14 we deduce that there is z ∈ C such that F ix(γ 3 ) = {z, z −1 }. Thus from the proof of (1) of properties 3.10 3.1.1 we deduce that γ 3 ∈ Cr. That is, we have shown that Γ is conjugate to a subgroup of Cr.
(2) and (3) follow easily from Remark 3.5.
From the proof of corollary 3.15 one has: Proof. By the proof of corollary 3.15 we deduce that there is a H-invariant set P with Card(P) = 2 and with the following property: If R is another finite Hinvariant set then R ⊂ P. Since H is a normal subgroup it is deduced that Hg(P) = g(P) for all g ∈ Γ. Which implies that P = g(P).
Proof. Without loss of generality we can assume that γ 1 (z) = z + α and γ 2 (z) = z βz+1 for some α, β ∈ C * , then T r Proof. Assume that Γ does not contain loxodromic elements, then by corollary 3.16 and remark 3.5 we deduce that Γ contains a parabolic element γ 0 . Assume that ∞ is the unique fixed point of γ 0 . By lemma 3.18 we conclude that Γ∞ = ∞. In consequence every element in Γ has the form az + b with | a |= 1. That is Γ ≤ Epa(C). Which is a contradiction by (2) of corollary 3.15.
From this corollary and standard arguments, see [10] , we can show the following corollaries:
Corollary 3.20. Let Γ ≤ P SL 2 (C) be a non elementary group, then P 
Lemma 3.24. Let Γ ≤ P SL 2 (C) be a purely parabolic closed Lie group with dim R (Γ) = 1, and γ 1 γ 2 ∈ P SL 2 (C) be loxodromic elements such that Γ∞ = γ 1 (∞) = γ 2 (∞) = ∞ and F ix(γ 2 ) ⊂ Γ (F ix(γ 1 )) , then Γ 0 = {γ ∈< Γ, γ 1 , γ 2 >: T r 2 (γ) = 4} is a lie group with dim R (Γ) = 2.
Proof. On the contrary assume that dim R (Γ) = 1. Without loss of generality we can assume that:
Lemma 3.25. Let Γ ≤ P SL 2 (C) be a connected Lie group, g ∈ Γ a loxodromic element and U be a neighborhood of g such that hgh
Proposition 3.26. Let Γ ≤ P SL 2 (C) be non-discrete, non-elementary group and
C . Proof. Since P SL 2 (C) is a Lie group we deduce that Γ is a Lie group (see [22] ). Let H be the connected component of the identity in Γ, thus H is a connected and normal subgroup of Γ. By theorem 3.2, (1) of properties 3.10, and corollaries 3.17 and 3.20, we have consider one of the following cases: Case 1.-There is exactly one point p ∈ P 1 C such that Hp = p.-In this case since H is a normal subgroup normal, by means of the argument used in thr proof of 3.17 it is deduced that Γp = p. By lemma 3.14 we conclude that there is a purely elliptic Lie group K ≤ H with dim R (K) = 1. Let γ 0 ∈ Γ be a loxodromic element, then by lemma 3.24 we deduce that for each loxodromic element γ ∈ Γ one has that F ix(γ) ⊂ K(F ix(γ 0 )). Moreover by corollary 3.22 we conclude that
and there is a circle C such that HC = C-Assume that C = R, then for each loxodromic element γ ∈ H one has that F ix(γ) ⊂ R. Let γ 0 ∈ H be a loxodromic element such that F ix(γ 0 ) ∈ R and let p 1 , p 2 be the fixed points of γ 0 , then there exist a neighborhood W ⊂ R dim R (H) of 0 and real analytic maps a, b, c, d : W → C such that φ : W → H defined by:
By the implicit function theorem, there is a neighborhood W 0 ⊂ W of 0, and continuous functions τ i : W 0 → C, i = 1, 2, such that F (w, τ i (w)) = 0 and τ 1 (w) = τ 2 (w) for each w ∈ W 0 . Hence {τ 1 (w), τ 2 (w)} = F ix(φ(w)) for all w ∈ W 0 . By lemma 3.25 we can assume that τ 1 is non constant and φ(W 0 ) contains only loxodromic elements. Thus τ 1 (W 0 ) ⊂ L and contains an open interval, which clearly implies that L(Γ) = R.
We end this section with a easy consequence of the previous proposition Corollary 3.27. Let Γ ≤ P SL 2 (C) be a subgroup such that Eq(Γ) = ∅. If (γ n ) n∈N ⊂ Γ and γ n n→∞ G G g uniformly on compact sets of Eq(Γ), then g is either a constant function c ∈ L(Γ) or g ∈ P SL 2 (C) with γ n n→∞ G G g uniformly on P 1 C .
Basic Properties of Kleinian Groups
4.1. A Characterization of finite groups. We will use the following theorem due to Jordan, see [15] , Theorem 8.29:
Theorem 4.1. For any n ∈ N there is an integer S(n) with the following property: let G ≤ GL n (C) be any finite subgroup, then G admits an abelian normal subgroup 
Step 2.-For every m ∈ N consider the following well defined map φ 2,m :
As in step 1 we can deduce that there is an element w 2 and a subsequence (
Step 3.-For m ∈ N consider the well defined map φ 3,m : N (C 1 )/ < w 1 , w 2 >−→ C m /N (C m ) given by < w 1 , w 2 > l → N (C m )l. As in step 2 we deduce that there is an element w 3 and a subsequence (
Continuing this process ad infinitum we deduce that < w m : m ∈ N > is an infinite commutative subgroup. 
k is a diagonal matrix with distinct eigenvalues. Set
To conclude observe that comparing both sides of the equations xg = gx, xc −1 hc = c −1 hcx for each x ∈ C −1 N C one can deduce that every element in C −1 N C is a diagonal matrix.
Corollary 4.4. Let Γ ≤ P SL 3 (C) be a discrete infinite group, then there is an element γ ∈ Γ with infinite order.
Proof. By lemma 4.3, Γ contains an infinite commutative subgroup N . If o(γ) < ∞ for every γ ∈ N , then every element in Γ has a lift which is a diagonal matrix. By lemma 4.3 there is an element τ ∈ P SL 3 (C) such that τ N τ −1 is a group where every element is a diagonal matrix whose eigenvalues are roots of the unity. Thus N is non-discrete, which is a contradiction.
Now one has:
Corollary 4.5. Let Γ ≤ P SL 3 (C) be a discrete group, then the following conditions are equivalent:
(1) Γ is finite. 
Complex lines and projective Groups.
The following result can be proved by standard arguments, see [9] : Lemma 4.6. Let Γ ≤ P SL 3 (C) be a group acting properly and discontinuously on
− Ω, and for every compact set K ⊂ Ω one has that the set of cluster points of ΓK is contained in P 2 C − Ω. Lemma 4.7. Let Γ ≤ P SL 3 (C) be a group acting properly discontinuously on Ω, then there is a complex line ℓ such that l ⊂ P 2 C − Ω. Proof. By corollary 4.4 there is an element γ ∈ Γ with infinite order. Letγ ∈ SL 3 (C) be a lift of γ. By the normal Jordan form theorem we only need to consider the following cases: i) For all n ∈ N one has that:
We claim that ←−→ e 1 , e 2 ⊂ P 2 C − Ω. Otherwise there exists z ∈ C such that [z; 1; 0] ∈ Ω. Let ǫ ∈ C, then z; 1;
. Thus for n(ǫ) large (a n (ǫ) = z; 1;
n(n−1) ) n≥n(ǫ) ⊂ Ω. By expression 4.1 we conclude:
By lemma 4.6 we conclude ←−→ e 1 , e 2 ⊂ P 2 C − Ω, which is a contradiction. ii) There is λ ∈ C such that for all n ∈ N one has that:
Let us assume that | λ |< 1. We claim that ←−→ e 1 , e 2 ⊂ P for all w ∈ C * . As in the previous case we deduce that ←−→ e 1 , e 3 ⊂ P 2 C − Ω. iii)γ = (γ ij ) i,j=1,3 is a diagonal matrix with | γ 11 |<| γ 22 |<| γ 33 | and γ 11 γ 22 γ 33 = 1. We claim that ←−→ e 1 , e 2 ⊂ P
for each w ∈ C * , and
for all w ∈ C * . Therefore ←−→ e 2 , e 3 ⊂ P 
Normal Form ofγ

Condition over the λ's
Maximal Regions of Discontinuity
Other case
Lemma 4.9. Let γ ∈ P SL 3 (C) − {Id} andγ be a lift of γ.
The set of invariant lines under γ, in terms of Jordan form ofγ, is given by:
Normal Form Condition over the λ's Invariant Lines
Proof. By the normal Jordan form theorem we must consider the following cases: Case 1. -γ is diagonalizable-In this case we will consider the following options: Option 1. -Every eigenvalue has multiplicity 1-Let {u, v, w} be the set of fixed points of γ and ℓ be an invariant line under γ. We claim that ℓ = ← → u, v or ℓ = ←→ w, v or ℓ = ←→ u, w. Assume, on the contrary, that ℓ is different from these lines, then ℓ contains exactly one fixed point, say u. Let K = ←→ v, w. Then K ∩ ℓ = * = u and * is a fixed point. Which is a contradiction.
Option 2. -One eigenvalue as multiplicity 2-. By Theorem 1.2 we know that F ix(γ) = ←−→ e 1 , e 2 ∪ {e 3 }. Thus every line that contains e 3 is invariant. Let ℓ be an invariant line such that e 3 / ∈ ℓ and c ∈ ℓ, then γ(c) = γ( ← − → e 3 , c ∩ ℓ) = c. Thus c ∈ ←−→ e 1 , e 2 . In consequence ℓ = ←−→ e 1 , e 2 .
Case 2. -γ have at most two eigenvectors linearly independent-In this caseγ has the following Jordan's normal form:
Thus we must consider the options: Option 1. -λ 3 = 1-Let ℓ be an invariant line. We claim that ℓ = ←−→ e 1 , e 2 or ℓ = ←−→ e 1 , e 3 . Assume that ℓ is different from these lines, then there is [w] 2 = [z 1 ; z 2 ; z 3 ] ∈ l with z 2 z 3 = 0. Consider the equation 0 = α 1 w + α 2γ (w) + α 3γ 2 (w). One can check that this equation is equivalent to the system:
Since the determinant of the system is (λ −2 − λ) 2 = 0, the equation has only the trivial solution. Therefore [w] 2 , [γ(w)] 2 , [γ 2 (w)] 2 are not contained in a complex line, which is a contradiction.
Option 2. -λ = 1-Let ℓ be an invariant line. Assume that ℓ = ←−→ e 1 , e 2 and ℓ = ←−→ e 1 , e 3 . Thus there is a point [w] 2 = [z 1 ; z 2 ; z 3 ] ∈ ℓ such that z 2 z 3 = 0. Consider the equation 0 = α 1 w + α 2γ (w) + α 3 e 1 , then it is not hard to check that such equation is equivalent to the system:
Such system has the non-trivial solutions
2 , e 1 lies in the same line. Since ℓ is invariant we conclude that e 1 ∈ ℓ.
Case 3.-γ has the normal form:
Let ℓ be an invariant line and assume that ℓ = ←−→ e 1 , e 2 , then there exist [w] 2 = [z 1 ; z 2 ; z 3 ] 2 ∈ ℓ with z 3 = 0. Since the equation α 1 w + α 1γ (w) + α 3γ 2 (w) = 0 is equivalent to the system:
and such system has only the trivial solutions, we conclude that
are not contained in a complex line, which contradicts the initial assumption.
Controllable Groups. Let us begin with some examples
Example 4.10. Suspension with a group.-Let Γ ≤ P SL 2 (C) be a discrete group with non-empty discontinuity region, G ≤ C * be a discrete group and i : SL 2 (C) → SL 3 (C) be the inclusion given by: i(h) = h 0 0 1 . The suspension of Γ with respect to G, denoted Susp(Γ, G), is defined by:
Observe that in case of G = {±1} = Z 2 , Susp(Γ, Z 2 ) coincides with the double suspension of Γ defined in [13] , and when
2 contains a subgroupΓ for which [[Γ]] 2 = Γ, then i(Γ) coincides with the suspension of Γ defined in [18] . Moreover, taking Λ(Γ) on ←−→ e 1 , e 2 as the usual limit set of the action of Susp(Γ, G) on ←−→ e 1 , e 2 (which is "identical" to the action of Γ on P 1 C ), one can show, by the same arguments used in [13] , the following:
If G is finite.
p∈Λ(Γ)
← − → p, e 3 ∪ ←−→ e 1 , e 2 If G is infinite.
Example 4.11. Fundamental groups of Inoue surfaces (see [23] ).
(1) S M family.-Let M ∈ SL 3 (Z) having eigenvalues α, β, β with α > 1, β = β. Choose a real eigenvector (a 1 , a 2 , a 3 ) belonging to α and an eigenvector (b 1 , b 2 , b 3 ) belonging to β. Now let G M be the group of automorphisms of H × C generated by: (a 1 , a 2 ), (b 1 , b 2 ) . Choose a non-zero integer r, a complex number t and complex number c 1 , c 2 satisfying an integrability condition to be made precise. Define the automorphisms of H×C generated by:
Then these generate a group G M ≤ Sol . The rest as above except that we do no choose a t, but define instead γ 0 (w, z) = (αw, −z). Clearly each of these groups has a fixed point p ∈ P 2 C and the dynamics of any complex line that contains p is governed by a non-discrete fuchsian group (for a precise argument see the proof of (1) Proof. 1. If p = e 3 and ℓ = ←−→ e 1 , e 2 , then π e3, ← − → e1,e2 ([z; w; x]) = [z; w; 0], which is a holomorphic function. If this is not the case, take g ∈ P SL 3 (C) such that g(p) = e 3 and g(ℓ) = ←−→ e 1 , e 2 . Now one can check the following identities:
x, p) where h ∈ Γ and x ∈ ℓ.
To finish observe that:
Step 2.
3. Let K ⊂ Ω be a compact set. Define K(Γ) = {γ ∈ Γ : g(K) ∩ K = ∅} and assume that K(Γ) is infinite. Let (γ n ) n∈N be an enumeration of K(Γ). Since Ker(Π) is finite, there is a k 1 ∈ N such that Π(γ n ) = Π(γ 1 ) whenever k 1 ≤ n. Repeating the same argument for γ k1 we deduce that there exist k 1 < k 2 such that π(γ n ) = Π(γ k1 ) for k 2 ≤ n. By a recursive argument we deduce that there is a subsequence (h n ) n∈N of (γ n ) n∈N such that Π(h n ) = Π(h k ) if n = k. Therefore {Π(h n ) : n ∈ N} ⊂ {g ∈ Π(Γ) : g(π(K)) ∩ π(K) = ∅}, which is a contradiction.
4. Take p = e 3 , l = ←−→ e 1 , e 2 and assume that the action is not properly discontinuous, then there are k = [z; h; w], q ∈ Ω, (k n ) n∈N ⊂ Ω and (γ n = (γ (n) ij ) i,j=1,3 ) n∈N ⊂ Γ a sequence of distinct elements such that k n n→∞ G G k and γ n (k n ) n→∞ G G q. By corollary 3.27 we can assume that there is an holomorphic map f : Eq(Π(Γ)) −→ Eq(Π(Γ)) such that Π(γ n ) n→∞ G G f uniformly on compact sets of Eq(Π(Γ)). Moreover, f ∈ Bihol(ℓ) or f is a constant function c ∈ ∂(Π(Γ)). Since π(γ n (k n )) tends to π(q) ∈ Eq(Π(Γ)) as n tends to ∞, we conclude that f is non-constant. Thus f [z; w; 0] = [γ 11 z + γ 12 w; γ 21 z + γ 22 w; 0] with γ 11 γ 22 − γ 12 γ 21 = 1. Since γ
In consequence we can assume that there is γ 33 ∈ C * such that γ
Which is a contradiction since Γ is discrete.
4.4.
Quasi Co-compact Groups.
Lemma 4.13. Let Γ ≤ P SL 3 (C) be a quasi co-compact group over a domain Ω, then Γ is finitely generated and has a fundamental region D such that D ⊂ Ω is compact.
Proof. By the proof of corollary 1.7 we deduce that Γ is finitely generated and that there is a metric d on Ω such that (Ω, d) is geodesically complete, geodesically connected and Γ is a subgroup of isometries with respect to d. Now, since Ω/Γ is compact one has (see [16] ) that the Dirichlet region for Γ is a fundamental region for Γ with compact closure on Ω. Proof. By Theorems 1.6, 1.8 and corollary 2.1 cases 1-6 correspond to Ω = H
In the last case, the developing map D : By standard arguments we can show the following (see [9] ):
Corollary 4.15. Let Γ ≤ P SL 3 (C) be a group acting properly discontinuously on a domain Ω, then:
(1) If Γ is a quasi co-compact group over Ω and R is a fundamental region for Γ, then every point p ∈ ∂Ω is a cluster point of ΓR. Case 2.
Trivially in any of these cases Γ is an elementary group. Case 3.
In consequence g(e 1 ) = e 1 . Therefore we can speak of Π = Π p,ℓ where p = e 1 and ℓ = ←−→ e 2 , e 3 . Now, let p 1 , p 2 , p 3 ∈ R ⊂ ℓ be distinct elements and K a fundamental region for the action of Γ 0 on Ω 0 . By (1) of corollary 4.15 we know that p i , 1 ≤ i ≤ 3, is a cluster point of Γ 0 K. Hence p i , 1 ≤ i ≤ 3, is a cluster point of Π(Γ 0 )(π(K)). Thus by proposition 3.26, corollaries 3.21, 3.27 we deduce that Π(Γ 0 ) is non-discrete and L(Π(Γ 0 )) = R. Since Π(Γ(Ω)) is an open set which omits R and contains H we conclude that
) is a circle in ℓ, by proposition 3.26, we conclude L(Π(Γ)) = R. Moreover by (7) of Theorem 1.8 and corollary 3.21 one has that Π(Γ)∞ = ∞, which ends this part.
Case 4.
Since Ω is hyperbolic, we can assume that there exist ℓ 1 , ℓ 2 ⊂ ∂Ω 0 ⊂ P 2 C − Ω distinct complex lines such that e 1 ∈ ℓ 1 ∩ ℓ 2 and γ(ℓ 1 ) = ←−→ e 3 , e 2 = γ(ℓ 2 ). Let
From this ξ i,j ∈ {e 1 , z j }. Thus e 1 ∈ γ(ℓ i ) (i = 1, 2). Therefore γ(e 1 ) = e 1 .
Moreover, we have shown: if ℓ is a line contained in P 2 C − Ω and e 1 / ∈ ℓ, then ℓ = ←−→ e 3 , e 2 . Now we can consider Π = Π p,ℓ , where p = e 1 and ℓ = ←−→ e 3 , e 2 . Consider the following cases: Case 1.-Π(Γ 0 ) is non-discrete-In this case ←−→ e 3 , e 2 ⊂ P 2 C − Ω and e 1 / ∈ γ( ←−→ e 3 , e 2 ) ⊂ P 2 C − Ω for every g ∈ Γ. That is Γ ←−→ e 3 , e 2 = ←−→ e 3 , e 2 .
Case 2.-Π(Γ 0 ) is discrete-By (3) of lemma 4.12 and corollary 4.5 we deduce that Ker(Π) is infinite. By corollary 4.4 there is γ ∈ Ker(Π) with infinite order. Since γ(ℓ ∪ {e 1 }) = ℓ ∪ {e 1 } we conclude that:
This implies that e 1 / ∈ ←−→ e 3 , e 2 ⊂ L 0 (Γ) ⊂ P 1 . In any case there are ǫ = e 2πiθ , β, ι ∈ C, such that for all n ∈ N one has:
Since o(γ 0 ) = ∞ we conclude that ǫ = 1 or θ ∈ R − Q. If θ ∈ R − Q it is clear thatγ 0 is diagonalizable with unitary eigenvalues, then by Theorem 1.2,
C which is a contradiction. Thus ǫ = 1. Now consider the caseΓ 0 ≤ Sol and when n tends to ∞ the right hand term tends to:
SinceΓ 0 is discrete we deduce β = 0. In case thatΓ 0 ≤ Sol 4 0 trivially β = 0.
Lemma 6.2. Let γ 0 ∈ P SL 3 (C) be an element with finite order such that γ 0 (C × H) = C × H and π 1 (M ) be the fundamental group of an Inoue surface. If
Proof. (1) and (2) Since γ 0 has finite order we conclude that π 1 (M ) is a subgroup of G with finite index. From the case Ω 0 = C × H of the proof of Theorem 0.1 we deduce that π(γ 0 )∞ = ∞ and π(γ 0 )(H) = H. Thus Π(γ 0 ) = Id. Hence there are ϑ = e 2πiθ with θ ∈ Q − Z, κ, σ ∈ C such that γ 0 has a liftγ 0 given by:
Therefore γ 0 ∈ Ker(Π) and F ix(γ 0 ) = ℓ γ 0 ∪ {e 1 } , where ℓ γ 0 is a complex line that not contains e 1 . We notice that every element h ∈ G with o(h) < ∞ is in
On the other hand, one has ℓ γ 0 ∩ ( z∈H ← − → z, e 1 − {e 1 }) = ∅, which is a contradiction. Proof. Assume, on the contrary, that there is g : M −→ M an (P 2 C , P SL 3 (C))-equivalence, different from the identity with finite order and with at least one fixed point z ∈ M . Let P : C × H −→ M be the universal covering map and x ∈ P −1 (z). By the standard lifting lemma for covering maps, there is a homeomorphismĝ : C × H −→ C × H such that the following diagram commutes:
Since P, g are (P 2 C , P SL 3 (C))-maps we deduce thatĝ is an (P 2 C , P SL 3 (C))-map. Since C × H has the projective structure induced by the natural inclusion we conclude thatĝ is the restriction of an element γ g ∈ P SL 3 (C), moreover γ g has a lift γ g given by:γ
Now by diagram 6.2 we can ensure thatĝ has finite order and π 1 (M ) is a normal subgroup with finite index of Γ =< γ g , π 1 (M ) >. By lemma 6.2 we have that
We have the following possibilities:
, then h has a lifth given by:
). By lemma 6.1 this implies τ 12 = κ(τ 22 − 1)/(1 − ϑ) which proves our claim. Now, since Π(π 1 (M )) is non-discrete, it is followed that there is a sequence
) be an element with infinite order. By lemma 6.1 we have φ 13 ∈ R − {0}. Thus we can assume that there is (l n ) n∈N ⊂ Z and c ∈ R such that l n φ 13 + Re(φ (n) 13 ) n→∞ G G c. Hence lemma 6.1 implies:
and when n tends to ∞ the right hand term tends to:
Which is a contradiction since Γ is discrete. Option 2. π 1 (M ) ≤ Sol 
) be an element with infinite order. By lemma 6.1, we deduce:
This is a contradiction since Γ is discrete.
Thus we have improved (7) of Theorem 1.8 as follows:
Corollary 6.4. Let M be a compact (P 
where ω ϑ ∈ P SL 2 (R) and h ϑ , γ ϑ : H −→ C are holomorphic maps such that h ϑ (w) = w for all w ∈ H. (4) π 1 (M ) contains a subgroup Ξ of finite index whose center Zen(Ξ) contains a free abelian subgroup of rank 2 with generators c, d.
Define P 2 : π 1 (M ) −→ P SL 2 (R) by P 2 (ϑ) = ω ϑ and observe that P 2 is a group morphism. Then we have:
Proof. Let us proceed by contradiction. Without lost of generality assume that Γ 0 is torsion free, then Ker(Π | Γ0 ) is trivial. By (1) of corollary 4.15 and (3) of lemma 4.12 we deduce that Π(Γ 0 ) is non-discrete. Moreover, we have the following properties:
. By (4) of lemma 4.12 and (2) of corollary 4.15 this implies Ω 0 = C 2 − {0} or Ω 0 = C * × C * or Ω 0 = C * × C which is a contradiction. Property 2.-o(P 2 (c)), o(P 2 (d)) < ∞-In other case P 2 (Ξ) is commutative. Taking g ∈ Π(H(Ξ)) and [k 1 ; k 2 ; 0] ∈ π(Ω 0 ), it follows that there is γ ∈ Ξ and w ∈ H such that Π(H(γ)) = g and [h 1 (w); h 2 (w); 0] = [k 1 ; k 2 ; 0]. Hence
which implies that there is a group morphismH : P 2 (Ξ) −→ Π(H(Ξ)) such that the following diagram commutes:
that Γ contains a free abelian subgroupΓ of finite index and rank k = 0, 1, 2, 3, 4. Thus one has that H −1 (Γ) is a free abelian group of rank 4, see [16] . Let (Ď,Ȟ) be the developing pair forM = Ω 0 /Γ given by lemma 2.1, then, by corollary 2.2, we have the following exact sequence of groups:
whereq * is the group morphism induced by the quotient mapq : Ω 0 −→M . Since 7.1 is a sequence of free abelian groups, we deduce that [17] ) and in consequence k = 2.
Case 2.
-Ω 0 = C × C * -As in the previous case we can show that there is a subgroup Γ 0 ≤ Γ with finite index, isomorphic to Z 3 and Γ 0 ≤ A 1 or Γ 0 ≤ A 2 . Without loss of generality assume that Γ 0 ≤ A 2 , then ←−→ e 1 , e 2 and ←−→ e 1 , e 3 are Γ 0 -invariant. Let 
Therefore D 2 (Γ 0 ) is isomorphic to an additive subgroup of C and D 3 (Γ 0 ) is isomorphic to a multiplicative subgroup of C * . Thus D 2 (Γ 0 ) and D 3 (Γ 0 ) are non-discrete groups, see [16] . Therefore ←−→ e 1 , e 2 ∪ ⊂ L 0 (Γ) ∪ L 1 (Γ), concluding the proof in this case.
Case 3.
-Ω 0 = C 2 -By Selberg's lemma, there is normal torsion free subgroup Γ 1 ≤ Γ with finite index. Since ←−→ e 1 , e 2 is Γ 1 -invariant, we deduce that D : Γ −→ Bihol( ←−→ e 1 , e 2 ) given by D(γ) = γ |←−→ e1,e2 is a group morphism. Observe that if Ker(D) is non-trivial or D(Γ) is non-discrete, we will have that ←−→ e 1 , e 2 ⊂ L 0 (Γ) ∪ l 1 (Γ), by this reason we will assume that Ker(D) is trivial and D(Γ) is discrete, thus D is an isomorphism and every element in Γ 1 is unipotent (see (6) 
Since (Π(γ n )) n∈N ⊂ P SL 2 (R) and Π(γ n )(π(k n )) n→∞ G G r we can assume that Π(γ n ) n→∞ G G r uniformly on compact sets of π(Ω 0 ). Therefore
Consider the following options: Option 1. Γ 0 ≤ Sol 4 0 -In this case, by proposition 9.1 of [23] there is M ∈ SL 3 (Z) with eigenvalues β, β, | β | −2 , β = β, a real eigenvector (a 1 , a 2 , a 3 ) belonging to | β | −2 and an eigenvector (b 1 , b 2 , b 3 ) belonging to β, such that Γ 0 =< γ 0 , γ 1 , γ 2 , γ 3 >, where γ i has a liftγ i given by:
Let i ∈ {1, 2, 3} be such that
At this point, also assume without loss of generality that | β |< 1. Now, since β n , β n+1 are linearly independent we have b Let n 0 ∈ N be such that
From here we can deduce that deduce that τ
and
Which ends the proof in this case. Option 2.-Γ 0 ≤ Sol 
an element with infinite order.
Thus we can assume that there is (l n ) n∈N ⊂ Z such that γ
Therefore:
Which is a contradiction since Γ is discrete. 
Ker(Γ) an element with infinite order such that: | γ 11 |> 1 and:
By lemma 4.6 the following convergence ends the proof
Remark 7.2. Observe that the previous discussion implies that for fundamental groups π 1 (M ) of Inoue surfaces that satisfy π 1 (M ) ≤ Sol 4 0 , one has Eq(π 1 (M )) = ∅.
Examples
Example 8.1. A Kissing Schottky Group. A group Γ ≤ P SL n+1 (C) is called a Schottky (respectively kissing Schottky) group (see [11, 14] ) if there exist a natural number g ≥ 2, elements γ 1 , . . . , γ g ∈ Γ and pairwise disjoint open sets R 1 , . . . , R g , S 1 , . . . , S g , such that each of these open sets is the interior of its closure, the closures of the 2g open sets are pairwise disjoint (respectively g j=1 R j ∪ S j = P n C ), γ j (R j ) = P n C − S j and Γ =< γ 1 , . . . , γ g >. We refer to [14, 20] for explicit examples of Schottky groups acting on P 2n+1 C . Schottky groups appear in the one dimensional complex case as planar covers of compact Riemann surfaces; in higher dimension they provide a "large" class of compact complex manifolds. One can show that Schottky groups are discrete, free in g generators and quasi co-compact. It is thus natural to ask whether one can get information about Schottky groups from our results in this article. Indeed, using Theorems 0.1, 0.2 and 0.4 one can easily show that there are no Schottky groups acting on P 2 C : a result already proved in [2] by a different method. In fact, there are no Schottky groups acting on any P 2n C , by [2] . Yet, in these dimensions one does have "Kissing Schottky Groups"; we will construct a family of such groups acting on P 2 C , and we study these groups using the results of this article. Consider the Möbius transformations given by:
It is not hard to check that
Taking ǫ 1 = −(3 + √ 10) 1/3 e −iπ(1+4ϑ)/6 with ϑ ∈ R − Q, we deduce that:
is an ordered basis of eigenvectors, where:
And {α − , α + , e 2πiϑ α − } are respective eigenvalues, where Thus one has that:
Therefore Γ ǫ is a Kissing-Schottky group with 3 generators and Ker(Π) is trivial. cannot be topologically conjugate to an element of P U (2, 1).
-Γ ǫ is not topologically conjugate to an affine group-Assume, on the contrary, that there is an homeomorphism φ : P and φ −1 Γ ǫ φ(ℓ) = ℓ for some complex line ℓ, then φ(ℓ) is a 2-sphere, Γ ǫ -invariant.
If there is a point q ∈ φ(ℓ) such that q / ∈ ← −−−−− → Proof. An easy computation shows: By an inductive argument we deduce the result. Proof. Part 1.-Γ a is a complex kleinian group-By lemma 8.6 we have thatΓ a is a normal subgroup of Γ a with index 3, thatΓ a acts properly, discontinuously and freely on C * × C * , the quotient (C * × C * )/Γ a is a complex torus and L 0 (Γ a ) = ←−→ e 1 , e 2 ∪ ←−→ e 1 , e 3 ∪ ←−→ e 3 , e 2 . From this and the Γ-invariance of C * ×C * we conclude that the set of cluster points of the orbit Γ a K is contained in ←−→ e 1 , e 2 ∪ ←−→ e 3 , e 2 ∪ ←−→ e 1 , e 3 = L 0 (Γ a ) for every compact set K ⊂ C * × C * . This, together with (4) of proposition 1.5, implies that Λ Kul (Γ a ) = ←−→ e 1 , e 2 ∪ ←−→ e 3 , e 2 ∪ ←−→ e 1 , e 3 . for some λ 1 , λ 2 , λ 3 , b ∈ C * that satisfy λ 1 λ 2 λ 3 = 1. Let ℓ be the invariant line underΓ a , then ℓ is invariant underM a . By equation 8.2 and lemma 4.9 we deduce ℓ ∈ { ← − → e 3 , p | p ∈ ←−→ e 1 , e 2 } ∪ { ←−→ e 1 , e 2 }. SinceB(e 1 ) = e 2 ,B(e 2 ) = e 3 andB(e 3 ) = e 1 we conclude that e 1 , e 2 , e 3 ∈ l, which is a contradiction. 
