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Abstract
We derive a Hamilton–Jacobi equation for the macroscopic evolution of a class of growth
models. For the de/nition of our growth models, we need a uniformly positive bounded continu-
ous function  :Rd×R→ R which is uniformly Lipshitz in its last argument, and a nonnegative
function v :Zd → Z+ with v(0)=0. The space of con/gurations  consist of functions h :Zd → Z
such that h(i) − h(j)6 v(i − j), for every pair of sites i; j∈Zd. We then take a sequence of
independent Poisson clocks (p(i; k; ·): (i; k)∈Zd×Z) of rates ((i; k): (i; k)∈Zd×Z). Initially,
we start with a possibly random h∈. The function h increases at site i∈Zd by one unit when
the clock at site (i; h(i) + 1) rings provided that h after the increase is still in . In this way
we have a process h(i; t) that after a rescaling u(x; t) = h([x=]; t ) is expected to converge to
a function u(x; t) that solves a Hamilton–Jacobi equation of the form ut + (x; u)H (ux) = 0. We
establish this provided that either  is identically a constant or the set  can be described by
some local constraints on the con/guration h. When the Hamiltonian Hˆ (x; u; p)= (x; u)H (p) is
not monotone in the u-variable, no uniqueness result is known for the solutions. Our method of
derivation leads to a variational expression for the solutions that seems to be new. This varia-
tional expression o=ers a physically relevant candidate for a solution even if the uniqueness for
the viscosity solutions fails. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The formation of crystals and the spread of infections are often modeled by the
stochastic growth models. In the former, one starts with a nucleus of particles that
grows by receiving new particles on its surface from the ambient atmosphere. In the
latter, a cluster of infected cells grows through the spread of infection to the adjacent
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cells. To simplify the geometry, we consider models in which particles or cells are
presented by cubes of equal size with centers lying on an n-dimensional lattice Zn.
The /rst such model was proposed by Eden and studied by Richardson in a biological
context. In the Eden–Richardson model, each healthy cell becomes infected at a rate
proportional to the number of adjacent infected cells. We label cells with their centers
i∈Zn. Richardson shows that if initially only the origin is infected, then the set of
infected cells A(t) at time t grows linearly in t, and as  goes to zero,
A
( t

)
≈ {x∈Rn |N (x)6 t}; (1.1)
where N (x) is a suitable norm associated with the model. For the proof of Richardson
theorem and other shape theorems, we refer to the Durrett’s book (Durrett, 1988).
There is a natural way of relating (1:1) to a Hamilton–Jacobi equation. In fact, if
we set
w(x; t) =
{
0 if N (x)6 t;
1 otherwise;
then w, in some sense, solves a Hamilton–Jacobi equation of the form
wt + H (wx) = 0; (1.2)
where wx = (wx1 ; : : : ; wxn) denotes the gradient of w and H is the dual norm of N ;
H (p) = sup
q =0
p · q
N (q)
= sup
N (q)61
p · q:
To see this, recall that by the Hopf–Lax Formula,
w(x; t) = inf
y
{
w(y; 0) + tL
(
x − y
t
)}
;
where L is the convex conjugate of H ,
L(q) := sup
p
(p · q− H (p)) =
{
0 if N (q)6 1;
∞ otherwise:
In general, one can use the norm N to describe the evolution of the level sets of a
solution w to Eq. (1.2).
Naturally we would like to derive a macroscopic equation similar to (1.2) for models
with general growth rates. To simplify the geometry further, we only consider models
for which the growth can occur in one direction, say parallel to the last coordinate
axis. More precisely, our crystals are of the form
A= {(i; k) | h(i)¿ k} ⊆ Zd+1;
where h :Zd → Z, and particles are falling randomly from above on the surface bound-
ary of A. Our method of proof in this article requires a simultaneous construction of
our process for all initial con/gurations. Such construction is possible for a family of
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models that we call them v-exclusion processes. To de/ne a v-exclusion process for a
nonnegative function v :Zd → Z+ with v(0) = 0, we set
 = v = {h :Zd → Z | h(i)− h(j)6 v(i − j) for all i; j∈Zd}: (1.3)
Let !=(p(i; k; ·): (i; k)∈Zd×Z) denote a sequence of independent Poisson processes
of rates ((i; k): (i; k)∈Zd×Z) where  :Rd×R→ R is a uniformly positive bounded
continuous function which is uniformly Lipshitz in its last argument. Initially, we start
with a possibly random height function h∈. The function h attempts to increase at
site i by one unit when the Poisson clock p(i; h(i) + 1; ·) rings. The increase takes
place if hi ∈ where
hi(j) =
{
h(i) + 1 if i = j;
h(j) otherwise:
(1.4)
The increase is suppressed if hi ∈ . In this way we construct a stochastic process
(h(i; t): i∈Zd; t¿ 0), and as in (1:1), we would like to derive a macroscopic equation
for the limit u = lim→0 u where u(x; t) = h([x=]; t=). This is done in this article
provided that either the rate function  is identically a constant or the function v has
the following form: Given d pairs of integers (r; r) with r6 06 r , de/ne
v(i1 : : : id) =
d∑
r=1
pr(ir); (1.5)
where
pr(k) =
{
rk k6 0;
rk k ¿ 0:
It is not hard to show that for such v,
v = {h | r6 h(i + er)− h(i)6 r for every i∈Zd and r ∈{1; : : : ; d}};
where er is the unit vector pointing in the positive direction of the xr-axis. The main
theorem of this article asserts that u(x; t)=lim→0 u(x; t) exists and satis/es a Hamilton–
Jacobi equation
ut + (x; u)H (ux) = 0 (1.6)
with a convex Hamiltonian H (p) = Hv(p).
To explain our reason for choosing  as the con/guration space, /rst we assume
(x; u) is independent of u and recall that by a generalization of Hopf–Lax Formula
u(x; t) = inf{g( (0)) +
∫ t
0
Lˆ( (s);  ˙(s)) ds |  ∈Lip;  (t) = x}; (1.7)
where g(y) = u(y; 0) is the initial data, Lip is the space of Lipschitz functions, and
Lˆ(x; q) is the convex conjugate of Hˆ (x; p) = (x)H (p) in the p-variable;
Lˆ(x; q) = sup
p
(p · q− Hˆ (x; p)) = (x)L
(
q
(x)
)
: (1.8)
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Let us write (Ttg)(x)= u(x; t), regarding Tt as a semigroup acting on continuous func-
tions. A consequence of (1:7) is that if g is the in/mum of a family of functions g,
then Ttg is also the in/mum of the functions Ttg;
Tt
(
inf

g
)
= inf

Ttg: (1.9)
We may wonder whether (1.8) is valid microscopically. It turns out that if we choose
a con/guration space that is closed with respect to in/mum and supremum, then (1.9)
holds microscopically. Evidently  given by (1.3) is closed under in/mum and supre-
mum. Moreover the set  is translation invariant which simpli/es many of our ar-
guments and probably can be relaxed. A consequence of the translation invariance is
the speci/c form of the Hamiltonian Hˆ (x; p) = (x)H (p) with H independent of x.
Without translation invariance, we certainly expect more complicated dependence on
the x-variable.
When  depends on u, (1:9) is still true. Formula (1.7) becomes
u(x; t) = inf
y
S(x; y; t; g(y)); (1.10)
where S is de/ned by
S(x; y; t; g) = inf{$( ; g) |  ∈Lip;  (0) = y;  (t) = x} (1.11)
with $( ; g) = (t) and  the unique solution to the equation
˙(%) = Lˆ( (%); (%);  ˙(%)); (0) = g; (1.12)
where
Lˆ(x; u; q) = (x; u)L
(
q
(x; u)
)
: (1.13)
As we will see in the last section, there is an alternative way of calculating S(x; y; t : g)
that is more appropriate for our derivation of S in this paper. Assume L(0)¿ 0 and
de/ne
Tˆ (x; u) := inf
{
t | t ¿ 0; tL
(x
t
)
¿ u
}
(1.14)
for (x; u) ∈ {(x; Nv(x)) | x∈Rd}, and
Tˆ (x; Nv(x)) := lim
&→0+
Tˆ (x; Nv(x) + &) = inf
{
t | t ¿ 0; L
(x
t
)
¿ Nv
(x
t
)}
;
where
Nv(x) = lim
→0
v(x) = lim
→0
v
([x

])
:
Note that since L(0)¿ 0, the function Tˆ is /nite and well-de/ned. We also de/ne
B(y;g) = {(x; u) | Nv(x − y) + g¡u} and NB(y;g) = {(x; u) | Nv(x − y) + g6 u}:
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For (x; u)∈ NB(y;g), we set
T (y; g; x; u)
= sup
{∫ 1
0
(()(%)))−1Tˆ ()˙(%)) d% | )∈*; )(0) = (y; g); )(1) = (x; u)
}
;
where * is the set of Lipshitz curves ) such that if %1 ¡%2, then )(%2)∈ NB)(%1). We
will show in Theorem 7.1 that in fact
S(x; y; t; g) = sup{u |T (y; g; x; u)6 t}: (1.15)
Remark 1.1. One can show that S(x; y; t; g) is nondecreasing and continuous in the
g-variable. From this; one can readily deduce (1.9).
Our variational formula (1.10) seems to be new. In Barron et al. (1996) a di=erent
variational formula is derived for the viscosity solutions provided that the Hamiltonian
Hˆ (x; u; p) is independent of x, increasing in u, and convex and homogeneous in the
p variable. In the last section we show that u given by (1.10) satis/es (1.6) in the
viscosity sense. Eventhough our Hamiltonian Hˆ = (x; u)H (p) is of speci/c form, we
expect (1.10) to be true for general Hamiltonian Hˆ . Normally the uniqueness of the
viscosity solutions to (1.6) is established assuming Hˆ is monotone in the u variable. It
is plausible that (1.6) has a unique solution in our case because Hˆ is of de/nite sign.
However, the Hamilton–Jacobi equation
ut + Hˆ (x; u; ux) = 0;
is not well-posed for general Hˆ . A trivial example is the Burgers’ equation for which
Hˆ (x; u; ux)=uux and the dimension is one. Of course the Burgers’ equation is well-posed
as a scalar conservation law, but not well-posed as a Hamilton–Jacobi equation. This
is because the theory of viscosity solutions for Hamilton–Jacobi equations requires
continuity for solutions. We do not pursue the issue of uniqueness in this article and
by a solution of (1.6) we mean a function u that is given by (1.10). In a subsequent
paper, we will show that a function u given by (1.10) is a viscosity solution of (1.6).
As we mentioned earlier, the key property of our model is a strong monotonicity
that, in some sense, is the microscopic analog of (1.9). Such a strong monotonicity is
no longer available if we also allow the height function h to decrease with a suitable
rate. In a subsequent paper we utilize a new method that does not rely on the strong
monotonicity and applies to more general growth models.
It turns out that we can always assume v is subadditive. In fact, if we set
vˆ(i) = sup{h(i) | h∈ and h(0) = 0};
then vˆ∈, vˆ6 v, and by the translation invariance of ,
vˆ(i − j) + k = sup{h(i) | h∈ and h(j) = k};
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for every j∈Zd and k ∈Z. This immediately implies
 = {h | h(i)− h(j)6 vˆ(i − j) for all i; j∈Zd}:
Since vˆ∈, we deduce that vˆ is subadditive. From now on, we always assume that v
is subadditive;
v(a+ b)6 v(a) + v(b):
As we will see in the next section, it turns out that the function w(x; t) = tL(x=t) is
a solution to ut + H (ux) = 0 with the initial data w(x; 0) = lim→∞ v([x=]). We also
show in the last section that the function L is subadditive.
When d=1, the continuum limit can be carried out for a general class of examples.
If we assume h(i) increases to h(i) + 1 with rate
(i)b(h(i + 1)− h(i); h(i)− h(i − 1))
then the derivation of (1.6) was carried out by Rezakhanlou (1991) for constant , and
by Covert and Rezakhanlou (1997) and Bahadoran (1998) for nonconstant , provided
that b has the following properties:
(i) b(n; m) is nondecreasing in n and nonincreasing in m;
(ii) there exists a bounded nondecreasing function f :Z→ [0;∞)
such that b(n; m)f(n) = b(m; n)f(m) and f(0) = 0¡f(1):
(1.16)
In Rezakhanlou (1991), Covert and Rezakhanlou (1997) and Bahadoran (1998), a
macroscopic limit for the height di=erence /(i)=h(i+1)−h(i) was derived, and since
/(i) was regarded as the occupation number of particles at site i, it was assumed that
/(i)¿ 0 for all i. If, for example, we assume that for some positive integer R,
bR(n; m) =
{
1 if 0¡n6R; 06m¡R;
0 otherwise;
(1.17)
then bR satis/es (1.16)(i) but not (1.16)(ii) unless R = 1. When R = 1, the model is
known as the asymmetric simple exclusion process. In a simple exclusion process, the
occupation number at a site is either one or zero, and with rate (i), a particle jumps
from the site i to the site i−1 if the site i−1 is empty. If the site i−1 is occupied, the
jump is suppressed. For general R, the occupation number could be any number from
0 to R, and a jump from i to i−1 is suppressed if /(i−1)=R. When (1.16)(ii) holds
for b(· ; ·), we can de/ne a family of invariant measures {1) : )¿ 0} for the /-process
so that each 1) is a product measure and
1)(/(i) = n) =
1
Z())
)n
f(1) · · ·f(n) ; (1.18)
where Z()) is a normalizing constant. Using 1), one can /nd a simple expression for
H . In fact,
H (p) =−
∫
b(/(i); /(i − 1)) d1); (1.19)
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where )= )(p) is chosen so that∫
/(i)1)(d/) = p: (1.20)
It is worth mentioning that when d=1, the function 3=ux satis/es a scalar conservation
law of the form
3t + ((x)H (3))x = 0: (1.21)
Also in Rezakhanlou (1991), Covert and Rezakhanlou (1997) and Bahadoran (1998),
one can allow h to decrease as well. More precisely, we may have h(i) decreasing
to h(i) − 1 with rate c(i)b(/(i − 1); /(i)), and this changes the Pux in (1.21) to
(1− c)(x)H (3).
The /rst derivation of (1:21) for R¿ 1 was carried out by SeppQalQainen (1999) when
 was identically constant. The important aspect of his approach is that it does not re-
quire any knowledge about the invariant measures. Note that the model associated with
(1.17) does belong to the class of models treated in this paper. In fact the associated
v is given by (1.5) with d= 1, = 0 and  = R.
Two more relevant references to our work are Krug and Spohn (1991) and Reza-
khanlou and Tarver (2000). In the former many growth models are studied and some
conjectures concerning the nature of the Puctuations of u about u are discussed. In
the latter the homogenization for Hamilton–Jacobi equations with random stationary
Hamiltonians is carried out. In Rezakhanlou and Tarver (2000) and Rezakhanlou, a
central limit theorem for the convergence of u to u is established. In fact some of the
ideas of Rezakhanlou and Tarver (2000) and Rezakhanlou can be carried out for our
models provided that the invariant measures for the height di=erences / are of simple
form.
Some comments on our method of proof are in order. First As in SeppQalQainen (1999),
we /rst derive a variational formula that is the microscopic analog of (1.7). Such a
variational formula reduces the scaling limit for the height functions to the case of
having an initial con/guration h(· ; 0) = v(·). The scaling limit for such special initial
data is established using the subadditive ergodic theorem, and is done in Section 4 in
the case of constant . Our method of proof in Section 4 is di=erent from SeppQalQainen
(1999). In SeppQalQainen (1999), a percolation interpretation is used and such interpreta-
tion is available when v is of the form (1.5). (Such interpretation was earlier suggested
by Alberto Gandol/ in the case of the simple exclusion process.) For general v, we are
not sure that a percolation picture is available because when v is not of the form (1.5),
our microscopic dynamics is nonlocal. For general v we use a rather direct proof and
mostly follow Rezakhanlou and Tarver (2000). When v is of the form (1.5) and  is
nonconstant, we take advantage of the percolation picture to localize the problem. Such
localization allows us to reduce the problem to the constant  for which the results of
Section 4 are available.
The goals of this paper are two-fold. First, we demonstrate that the only underly-
ing condition responsible for the variational techniques of SeppQalQainen (1999) is the
strong monotonicity and we study the most general growth models for which such a
strong monotonicity holds. Second, we use our growth models to derive and justify a
variational formula for the Hamilton–Jacobi equations of the form (1.6).
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The organization of this paper is as follows. In the next section the main results are
stated. In Section 3, a microscopic analog of (1.9) is established. In Sections 4 and
5, we apply subadditive ergodic theorem to show the convergence of u to u when
u(x; 0) is the extreme con4guration v(x)=v([x=]). Section 6 is devoted to the proof
of the main theorems. In the last section we establish (1.15).
2. Main results
Given a subadditive nonnegative function v :Zd → Z+ with v(0)=0 and a uniformly
positive bounded continuous function  :Rd × R→ R, we consider a Markov process
h(i; t) = h(i; t) with the in/nitesimal generator
LF(k) =
∑
i∈Zd
(i; (k(i) + 1))5(ki ∈)(F(ki)− F(k)); (2.1)
where F :ZZd → R is any cylindrical function (F(k) depends on /nitely many k(i)),
 is de/ned by (1.3), and ki is de/ned by (1.4). When v is of the form (1.5), then
the process h can be regarded as a spin system with a /nite range Pip rates and
its existence as a Feller process with the generator L is standard and follows from
Theorem 3.9 of the /rst chapter in Liggett (1985). When v is not of the form (1.5),
the Pip rates are nonlocal and the process h can be constructed by approximations. We
postpone the construction of the process to the end of this section where a simultaneous
construction with respect to all initial con/gurations is discussed.
We start with an initial distribution of con/gurations and this results in a probability
measure P on the space of functions h(i; t). We also de/ne u(x; t)= h([x=]; t=). Set
N = {g :Rd → R | g(x)− g(y)6 Nv(x − y) for all x; y∈Rd}:
Given g∈ N, we assume
lim
→0
E sup
x∈B0
|u(x; 0)− g(x)|= 0 (2.2)
for every bounded set B0 ⊂ Rd. Here E denotes the expectation with respect to P.
Theorem 2.1. Suppose (2.2) is valid and  is identically one. Then there exists a
convex function L such that for every bounded set B ⊂ Rd × [0;∞);
lim
→0
E sup
(x; t)∈B
(u(x; t)− u(x; t))+ = 0; (2.3)
where u is given by
u(x; t) = inf
y
{
g(y) + tL
(
x − y
t
)}
: (2.4)
Moreover; if there exists a constant R such that for every x;
u(x; 0) = inf
|y|6R
{u(y; 0) + v(x; y)};
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with v(x; y) := v([x=]− [y=]); then
lim
→0
E sup
(x; t)∈B
|u(x; t)− u(x; t)|= 0: (2.5)
From subadditivity, it is not hard to show that the limit
Nv(x) = lim
→0
v(x) = lim
→0
v
([x

])
(2.6)
exists and that Nv is a seminorm (see Lemma 4.4). That is, Nv is subadditive and
Nv(rx) = r Nv(x) for every positive r. Moreover, given any seminorm Nv, we can con-
struct a subadditive nonnegative v :Zd → Z+ for which (2.6) is true. Such v is de-
/ned by v(i) = ] Nv(i)[ where ]x[ denotes the smallest integer that is greater than or
equal to x.
Theorem 2.2. Suppose (2.2) is valid and  is identically one. Assume that for every
R; there exists a positive Rˆ such that
lim
→0
P(u(x; 0) + v(−x)6− R for some |x|¿Rˆ) = 0: (2.7)
Then (2.5) holds for u given by (2.4).
The following lemma demonstrates that for many important examples, condition (2.7)
holds if the initial data u(· ; 0) is bounded below almost surely. The proof of Lemma
2.1 will be given in Section 6.
Lemma 2.1. Condition (2.7) holds under any of the following conditions:
(i) Nv is a norm; v= ] Nv[; and for some constants /∈ [0; 1) and R0;
lim
→0
P(u(x; 0)6− R0 − / Nv(−x) for some x) = 0:
(ii) v = ] Nv[; and there exist R0 ∈R; a∈Rd such that Nva(x) = Nv(x) + a · x is a norm;
and
lim
→0
P(u(x; 0)6− R0 − a · x for some x) = 0:
Moreover; if Nv(y) + Nv(−y) =0 for every nonzero y; then there exists an a∈Rd such
that Nva is a norm. For such a; Nv&a is also a norm for every &∈ (0; 1].
In connection with the last assertion of Lemma 2.1, it is worth mentioning that if
v(i) + v(−i) = 0 for some nonzero i, then there will be no growth and for such v, we
have Hv ≡ 0. For this, see Lemma 5.1 of Section 5.
Theorem 2.3. Suppose (2.2) is valid and v is given by (1.5). Assume that there exists
a constant c such that |(x; u1) − (x; u2)|6 c|u1 − u2| for every u1; u2 and x. Then
(2.5) holds for u given by (1.10).
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When  is constant, it is well known that the function u given by (2.4) is the unique
viscosity solution of
ut + (x; u)H (ux) = 0;
u(x; 0) = g(x): (2.8)
In the last section, we show that (1.10) also gives us a viscosity solution even when
 is not a constant. We refer the reader to Evans (1998) for the de/nition of viscosity
solutions and the proof of uniqueness. In this article however, such de/nition will not
be used directly. Instead we show that the limit of u is given by the right-hand side
of (2.4) when  is a constant, and (1.10) in general.
We continue with a construction of the process h(i; t) using independent Poisson’s
processes. For this we would like to de/ne a process (h(i; t); p(i; l; t): (i; l)∈Zd × Z)
associated with the in/nitesimal generator
Lˆ

F(k; p) =
∑
i;l
(i; l)(F(Si; l(k; p))− F(k; p)); (2.9)
where Si; l(k; p)=(Ti; lk; p(i; l)), where Ti; lk=ki if ki ∈ and l=k(i)+1, Ti; lk=k if ki ∈ 
or l = k(i)+1, p(i; l)(a)=p(a)+1 if a=(i; l), and p(i; k)(a)=p(a) if a =(i; l). Clearly
the p-component of the process can be constructed using a sequence of independent
Poisson processes (p(i; l; t): (i; l)∈Zd × Z) with rates ((i; l): (i; l)∈Zd × Z). The
h-component of the process is governed by L. The existence of the process (h; p) as
a Feller process with the generator Lˆ

is standard and follows from Theorem 3.9 of
the /rst chapter in Liggett (1985) when v is given by (1.5). For general v we may use
the p-component of the process and construct (h; p) from it deterministically. More
precisely, let us /rst de/ne m to be  on a /nite set Zm and zero o= Zm. We choose
Zm so that
Zm ⊆ Zm+1;
⋃
m
Zm = Zd: (2.10)
We replace  with m in (2.9) and denote the corresponding process by (h(m); p(m)).
This process can be constructed in the following way: If the p component ! =
(p(i; l; ·): (i; l)∈Zd×Z) and the initial height function (h(i; 0):∈Zd) are known, then
the heights h(m)(i; t) are de/ned uniquely for all m and almost all !. More precisely,
given a realization of !, we can de/ne a sequence (:i; lr (!): (i; l)∈Zd × Z; r ∈Z+),
where :i; lr (!) is the rth time the process p(i; l; ·) has increased by one. We set ;0 to
be the set of ! for which all :i; lr (!) are distinct. Clearly the set ;0 is of full measure.
Moreover, for every k ∈ and !∈;0, we can de/ne h(m)(· ; t)=h(m)(· ; t;!; k) uniquely
by requiring h(m)(· ; 0)=k(·), and h(m)(i; t+)=h(m)(i; t−)+1 if i∈Zm, p(i; h(m)(i; t−)+
1; t+) = p(i; h(m)(i; t−) + 1; t−) + 1 and h(m)(· ; t−)i ∈. As a result, the process h(m)
can be constructed simultaneously for all initial con/gurations and all m. It is not hard
to show that h(m)6 h(m+1) for all m. We then set
h(i; t;!; k) := lim
m→∞ h
(m)(i; t;!; k) = max
m
h(m)(i; t;!; k): (2.11)
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One can readily show that if StF(k) = EF(h(· ; t;!; k)), then
StF − SsF =
∫ t
s
S%LF d%
for every local function F .
Note that if  is independent of u, we can also construct the process h(i; t) using
the Poisson processes assigned to sites i∈Zd. More precisely, we would like to de/ne
a process (h(i; t); ‘(i; t): i∈Zd) associated with the in/nitesimal generator
L˜

F(k; ‘) =
∑
i
(i)(F(Si(k; ‘))− F(k; ‘)); (2.12)
where Si(k; ‘) = (Tik; ‘i) where Tik = ki if ki ∈ and Tik = k otherwise. Now if
!ˆ = (‘(i; ·): i∈Zd) and the initial con/guration (h(i; 0): i∈Zd) is known, then the
heights h(i; t) are de/ned uniquely for almost all !ˆ. More precisely, given a realization
of !ˆ, we can de/ne a sequence (:ir(!ˆ): i∈Zd; r ∈Z+), where :ir(!ˆ) is the rth time
the process ‘(i; ·) has increased by one. As before, we set ;ˆ0 to be the set of !ˆ for
which all :ir(!ˆ) are distinct. We then de/ne h
(m)(i; t; !ˆ; k) for every m, every k ∈
and every !ˆ∈ ;ˆ0, by ignoring the Poisson clocks outside a /nite set Wm that increases
to Zd as m goes to ∞. We /nally de/ne h to be maxm h(m).
Observe that if kˆ(i) = k(i) + k0 and !ˆ∈ ;ˆ0, then
h(· ; t; !ˆ; kˆ) = h(· ; t; !ˆ; k) + k0: (2.13)
3. Strong monotonicity
In this section we establish a microscopic version of (1.9). For the purposes of this
section, it is more convenient to regard our process as a randomly evolving set. More
precisely, let > be a collection of subsets of Zn with n=d+1 and write Aa =A∪{a}
for every A ⊆ Zn and a∈Zn. Given > and a bounded nonnegative function ) :Zn → R,
consider a process A(t) associated with the in/nitesimal generator
AF(A) =
∑
a∈Zn
)(a)5(Aa ∈>)(F(Aa)− F(A)):
We can construct the process A(·) simultaneously for all initial con/gurations A(0) as
in the previous section. Let (p(a; ·): a∈Zn) be a sequence of independent Poisson’s
processes of rates ()(a): a∈Zn), and de/ne ;0 as in the previous section. From a
realization of ! = (p(a; ·): a∈Zn)∈;0 and the initial con/guration A∈> we can
construct A(t) in the following way: Choose a sequence Zm as in (2.10). We then
ignore the Poissons clocks o= the set Zm and denote the corresponding process by
A(m)(t) = A(m)(t;!; A). We /nally de/ne
A(t;!; A) :=
⋃
m
A(m)(t;!; A): (3.1)
We assume
A; Aa; B∈>; A ⊆ B ⇒ Ba ∈>:
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From this, it is not hard to deduce
A(m)(t;!; A) ⊆ A(m+1)(t;!; A):
Lemma 3.1. Suppose > have the following properties:
{A: ∈*} ⊆ >;
⋂
∈*
A = ∅ ⇒
⋂
∈*
A ∈>; (3.2)
A; B∈>⇒ A ∪ B∈>: (3.3)
Then; with probability one;
{A: ∈*} ⊆ >;
⋂
∈*
A = ∅ ⇒ A
(
t;!;
⋂
∈*
A
)
=
⋂
∈*
A(t;!; A); (3.4)
provided that either * is 4nite or the set {a|)(a) =0} is 4nite.
Proof. Observe that (3.2) implies
{A: ∈*} ⊆ >; {Aa: ∈*} ⊆ >
⇒
⋂
∈*
Aa =
(⋂
∈*
A
)a
and
(⋂
∈*
A
)a
∈>: (3.5)
Moreover; (3.3) implies
{A: ∈*} ⊆ >;
(⋂
∈*
A
)a
∈>⇒ {Aa: ∈*} ⊆ > (3.6)
simply because A ∪ (∩ A)a =Aa. Furthermore; if *1 = {∈*: Aa ∈>}; *2 = {∈*:
Aa ∈ >}; and if *2 = ∅; then( ⋂
∈*1
Aa
)
∩
( ⋂
∈*2
A
)
=
⋂
∈*
A: (3.7)
Now take a realization of the Poisson processes !∈;0 and assume that there are only
/nitely many a with )(a) =0. It is not hard to show that for such realization; (3.5);
(3.6) and (3.7) imply (3.4).
Next we assume * is /nite. By the previous case,
A(m)
(
t;!;
⋂
∈*
A
)
=
⋂
∈*
A(m)(t;!; A): (3.8)
We certainly have
A(m)
(
t;!;
⋂
∈*
A
)
=
⋂
∈*
A(m)(t;!; A) ⊆
⋂
∈*
A(t;!; A);
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which implies
A
(
t;!;
⋂
∈*
A
)
⊆
⋂
∈*
A(t;!; A):
Conversely, let a∈⋂∈* A(t;!; A). We then use (3.2) to deduce that for every
∈*, there exists some m such that a∈A(m)(t;!; A). Set m = max m. Then
a∈A(m)(t;!; A) for every ∈*. From (3.8) we deduce
a∈A(m)
(
t;!;
⋂
∈*
A
)
⊆ A
(
t;!;
⋂
∈*
A
)
:
Hence⋂
∈*
A(t;!; A) ⊆ A
(
t;!;
⋂
∈*
A
)
;
and this completes the proof.
Next we note that if > consists of sets of the form
A= {(i; k)∈Zd+1 | h(i)¿ k for all i∈Zd}
with h∈, then (3.2) and (3.3) are equivalent to saying
{h: ∈*} ⊆ ; inf

h =−∞⇒ inf

h ∈; h1; h2 ∈ ⇒ max{h1; h2}∈:
These properties are certainly true for our set . Moreover, one can readily check
h; hi; k ∈>; h6 k; h(i) = k(i)⇒ ki ∈>:
As a result, Lemma 3.1 can be used to show
h(i; t;!; inf

h) = inf

h(i; t;!; h); (3.9)
provided that * is /nite. We now use (3.9) to derive a variational formula similar to
(1.10) for the process h(i; t). Let us write
wm(i; j; t) = wm(i; j; t;!) := h(i; t;!; ?jvm);
for !∈;0, where vm(i) = v(i) + m and ?jvm(i) = vm(i − j). Clearly
k(i) = inf
j
{k(j) + ?jv(i)}:
If we assume that for some /nite set Z ,
k(i) = inf
j∈Z
{k(j) + ?jv(i)}; (3.10)
then we can apply (3.9) to deduce
h(i; t;!; k) = inf
j∈Z
wk( j)(i; j; t;!): (3.11)
When  is independent of u, we use the Poisson processes !ˆ=(‘(i; ·): i∈Zd) to have
a simpler variational formula. In the proof of Lemma 3.1, we used the construction of
14 F. Rezakhanlou / Stochastic Processes and their Applications 101 (2002) 1–41
our processes using !. When  is independent of u, we may also use our construction
with !ˆ and the conclusion of the lemma is still valid.
Lemma 3.2. Suppose  is independent of u; {h | ∈*} ⊂  and inf  h =−∞. Then
h(i; t; !ˆ; inf

h) = inf

h(i; t; !ˆ; h); (3.12)
for every !ˆ∈ ;ˆ0; provided that either * is 4nite or the set {i | (i) =0} is 4nite.
The proof of Lemma 3.2 is omitted because it is very similar to the proof of
Lemma 3.1.
De/ne w(i; j; t; !ˆ) = h(i; t; !ˆ; ?jv) and assume (3.10) holds for a /nite set Z . An
immediate consequence of Lemma 3.2 and (2.12) is
h(i; t; !ˆ; k) = inf
j∈Z
{k(j) + w(i; j; t; !ˆ)}: (3.13)
Let us display v in our notations for  and h. More precisely, we write v for ,
h(i; t;!; k; v) for h(i; t;!; k) and h(i; t; !ˆ; k; v) for h(i; t; !ˆ; k). The next lemma will give
us a useful comparison criterion.
Lemma 3.3. If v16 v2; k1 ∈v1 ; k2 ∈v2 and k16 k2; then for all t and all !∈;0;
h1(i; t) := h(i; t;!; k1; v1)6 h2(i; t) := h(i; t;!; k2; v2): (3.14)
The same is true if  is independent of u and ! is replaced with !ˆ.
Proof. First observe that if v16 v2; then v1 ⊆ v2 . Suppose that for some t and i we
have h1(i; t−) = h2(i; t−) = l and h1(j; t−)6 h2(j; t−) for all j. Suppose that at time
t; the Poisson clock associated with the site (i; l + 1) rings and hi1 ∈v1 . We have to
make sure that hi2 ∈v2 as well. In other words; if at time t the function h1 increases
at i by one unit; then h2 increases as well. To see this observe that for every j;
h2(i; t−) + 1− h2(j; t−)6 h1(i; t−) + 1− h1(j; t−)
6 v1(i − j)6 v2(i − j); (3.15)
which implies hi2 ∈v2 and this completes the proof of (3.14). The proof of (3.14)
with !ˆ is similar and omitted.
4. An ergodic theorem for w when  is constant
We start with the statement of the main result of this section.
Theorem 4.1. Suppose  is constant. Then there exists a convex function
L= Lv :Rd → R such that for all T ¿ 0;
lim
→0
E sup
|x|;|y|6T
sup
t∈[0;T ]
∣∣∣w ([x

]
;
[y

]
;
t

)
− S(x; y; t)
∣∣∣= 0; (4.1)
where S(x; y; t) = S(x; y; t) = tL((x − y)=t) for t ¿ 0 and S(x; y; 0) = Nv(x − y).
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In the most part of this section, we use the Poisson clocks assigned to sites i∈Zd
to construct h(· ; t) = h(· ; t; !ˆ; k). To ease the notation, we write ! and ; for !ˆ
and ;ˆ.
To prepare for the proof of Theorem 4.1, we /rst review some basic facts about the
Poisson processes. Let D denote the set of step functions ‘: [0;∞)→ R such that for
an increasing sequence of numbers :0(‘) = 0, :1(‘); :2(‘); : : : we have ‘(t) = k for
t ∈ [:k(‘); :k+1(‘)). We set ;=DZd and let Q denote the law of independent Poisson
processes with rates (i). When  is identically constant, we simply write Q for Q.
For != (‘i(·): i∈Zd)∈;, we de/ne
?j!= (‘i−j(·): i∈Zd); )s!= ()s‘i(·): i∈Zd); (4.2)
where ()s‘)(t) = ‘(t + s) − ‘(s). Since Poisson’s processes with constant rates have
stationary and independent increments, the law Q is stationary with respect to both ?j
and )s. More precisely, for a measurable set A, Q(?xA)=Q()sA)=Q(A). Moreover,
if ?jA=A for all j, then Q(A)=0 or 1. From our construction, it is not hard to show
that for s6 t,
w(i; j; t; ?l!)
=w(i − l; j − l; t;!); h(i; t;!; k) = h(i; t − s; )s!; h(· ; s;!; k)): (4.3)
The next lemma, addresses the issue of equicontinuity of the processes u and will
be used in several occasions.
Lemma 4.1. For every positive T ; there exists a constant cT such that if  + &6 1;
then
E sup
|x−y|6&
|x|;|y|6T
sup
|t−s|6&
06t; s6T
|u(x; t)− u(y; s)|6 cT (&1=2 + d+1=2&−d): (4.4)
Moreover;
E sup
|x1−x2|6&
|x1|;|x2|6T
sup
|y1−y2|6&
sup
|t−s|6&
06t; s6T
|w(x1; y1; t)− w(x2; y2; s)|
6 cT (&1=2 + d+1=2&−d): (4.5)
Proof. Step 1: Suppose ‘(·) is a Poisson process with rate ). It is not hard to show
that for every p∈N; there exists a constant c(p) such that
E)‘(t)p6 c(p)()t + ()t)p): (4.6)
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Note that both h and ‘ are nondecreasing in t. Also; the increase in h is less frequent
than the increase in ‘. Hence;
E
[
h
(
i;
t + &

)
− h
(
i;
t

)]p
6 E
[
‘i
(
t + &

)
− ‘i
( t

)]p
= pE‘i
(
&

)p
6 c(p)(p&p + &p−1): (4.7)
From this and Chebyshev inequality; we deduce
P(u(x; t + &)− u(x; t)¿r)6 c(p)r−p(p&p + &p−1): (4.8)
We divide [0; T ] into [T=&] + 1 subintervals of length at most & and apply (4.8) to
each subinterval. We obtain
P

 sup|t−s|6&
06t; s6T
|u(x; t)− u(x; s)|¿r

6 c1(p)r−p(&p−1 + p−1) (4.9)
for some constant c1(p).
Step 2: We certainly have
−v
([y

]
−
[x

])
6 u(x; t)− u(y; t)6 v
([x

]
−
[y

])
:
It is not hard to show that v(i)6 0|i| for some constant 0. As a result,
− c2(|x − y|+ )6 u(x; t)− u(y; t)6 c2(|x − y|+ ) (4.10)
for some constant c2. We divide [−T; T ]d into L=([2T=&]+1)d subcubes of side-length
at most &. Let us denote the center of these subcubes by {xk : k = 1; 2; : : : ; L}. Then
(4.9) implies
P

 sup16k6L sup|t−s|6&
06t; s6T
|u(xk ; t)− u(xk ; s)|¿r

6 c3(p)r−p(&p−d−1 + p−1&−d)
(4.11)
for some constant c3(p). If |x − y|6 &, then we can /nd some k1 and k2 such that
|x−xk1 |6d&=2, and |y−xk2 |6d&=2. Evidently |u(x; t)−u(y; s)| is less than or equal
|u(x; t)− u(xk1 ; t)|+ |u(xk1 ; t)− u(xk1 ; s)|
+ |u(xk1 ; s)− u(xk2 ; s)|+ |u(xk2 ; s)− u(y; s)|:
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From this and (4.10) we deduce that if |u(x; t)− u(y; s)|¿r, then
|u(xk1 ; t)− u(xk1 ; s)|¿r − c4(&+ );
for some c4. From this and (4.11) we conclude that for r ¿ 2c4(&+ ),
P

 sup|x−y|¡&
|x|;|y|6T
sup
|t−s|6&
06t; s6T
|u(x; t)− u(y; s)|¿r

6 c5(p)r−p(&p−d−1 + p−1&−d);
(4.12)
because r − c4(&+ )¿ r=2.
Step 3: Let us write X for the random variable inside the expectation in (4.4),
choose p= 2d+ 2, and set /= 2c4(&+ )1=2. We have
EX = EX 5(X ¡/) + EX 5(X ¿ /)6 2/+
∫ ∞
/
P(X ¿ r) dr
6 2/+ c5(p)(&p−d−1 + p−1&−d)
∫ ∞
/
dr
rp
= 2/+ c6(p)(&p−d−1 + p−1&−d) · /1−p;
where for the second inequality we used (4.12). From this we certainly have (4.4) for
some constant cT .
Final step: The proof of (4.5) is similar. First observe
− c7(|y1 − y2|+ )6w(x; y1; 0)− w(x; y2; 0)6 c7(|y1 − y2|+ ) (4.13)
for some constant c2. From (2.12) and Lemma 3.3, we deduce that (4.13) holds at
later times. We then use this and (4.4) to deduce (4.5).
Proof of Theorem 4.1. Step 1: First note that it suTces to establish (4.1) for =1 be-
cause if !=(‘i(·): i∈Zd)∈; is distributed according to Q1 and if we set ‘˜i(t)=‘i(t);
then !˜ = (‘˜i(·): i∈Zd) is distributed according to Q and w(i; j; t; !˜) = w(i; j; t;!).
From now on; we assume = 1.
The main ingredient for the proof is the subadditive ergodic theorem. (See for
example Liggett (1985) for a proof of this theorem.)
First we assume x∈Zd. De/ne Sm;n(!) = w(nx; mx; (n − m)t; )mt!). Suppose
m6 k6 n. By de/nition and (4.3),
Sm;n(!) = h(nx; (n− m)t; )mt!; ?mxv)
= h(nx; (n− k)t; )kt!; w(· ; mx; (k − m)t; )mt!)): (4.14)
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On the other hand,
w(i; mx; (k − m)t; )mt!)6w(kx; mx; (k − m)t; )mt!) + v(i − kx): (4.15)
From this, Lemma 3.3 and (2.12) we deduce
Sm;n(!)6w(kx; mx; (k − m)t; )mt!) + w(nx; kx; (n− k)t; )kt!)
= Sm;k(!) + Sk;n(!): (4.16)
This implies the subadditivity of the sequence Sm;n. From
S0;16w(0; 0; t) + v(x)6 ‘0(t) + v(x);
we deduce ES+0;16∞.
From (4.3) we learn
Sm;n(!) = w(nx − mx; 0; (n− m)t; ?−mx)mt!):
Moreover, by the stationarity of Q with respect to ? and ),
{Sm;m+k(!): m; k¿ 0}= {S0; k(?−mx)mt!) : m; k¿ 0}
D= {S0; k(?−(m+1)x)(m+1)t!): m; k¿ 0}
= {Sm+1;m+k+1(!): m; k¿ 0}: (4.17)
Step 2: From (4.17), (4.16) and the subadditive ergodic theorem we deduce
lim
n→∞
S0; n
n
= S∞ (4.18)
exists almost surely and in L1(Q1). We now want to show that S∞ is a constant. For
this, it suTces to show S∞ is translation invariant. We therefore want to show that for
all i∈Zd,
S∞(!) = S∞(?i!) (4.19)
almost surely. To see this, observe that by (4.3),
S0; n(?i!) = w(nx; 0; nt; ?i!) = w(nx − i;−i; nt;!);
−v(−i)6w(nx;−i; nt;!)− w(nx − i;−i; nt;!)6 v(i):
Hence, for (4.19), we only need to verify
lim
n→∞
1
n
|w(nx;−i; nt;!)− w(nx; 0; nt;!)|= 0: (4.20)
Recall that w(nx;−i; nt;!) = h(nx; nt;!; ?−iv) and −v(−i)6 ?−iv − v6 v(i). From
(2.12) and Lemma 3.3 we obtain
−v(−i)6w(j;−i; nt;!)− w(j; 0; nt;!)6 v(i):
This certainly implies (4.20). From (4.19) and (4.18) we deduce that there exists a
function S(x; t) such that for every x∈Zd,
lim
n→∞E

∣∣∣∣1n w(nx; 0; nt;!)− S(x; t)
∣∣∣∣= 0: (4.21)
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It is not hard to show that (4.21) implies
lim
→0
E
∣∣∣w ([x

]
; 0;
t

;!
)
− S(x; t)
∣∣∣= 0; x∈Rd: (4.22)
The proof of this is straightforward and is omitted.
We now would like to show that S(x; t) = tL(x=t) for a suitable function L :
lim
→0
w
([x

]
; 0;
t

;!
)
= lim
&→0
(t&)w
([ x
t&
]
; 0;
t
t&
;!
)
= tS
(x
t
; 1
)
=: tL
(x
t
)
;
almost surely and in L1(Q1) sense. From this and (4:22) we conclude
lim
→0
E
∣∣∣w ([x

]
; 0;
t

;!
)
− tL
(x
t
)∣∣∣= 0; (4.23)
for every x∈Rd. On the other hand, by (4.3)
w
([x

]
;
[y

]
;
t

;!
)
= w
([x

]
−
[y

]
; 0;
t

; ?−[y=]!
)
: (4.24)
Recall that if =maxr v(er), then
−d6w
([x

]
−
[y

]
; 0;
t

; ?−[y=]!
)
− w
([
x − y

]
; 0;
t

; ?−[y=]!
)
6 d:
From this, (4.23) and the translation invariance of Q1, we conclude
lim
→0
E
∣∣∣∣w ([x
]
;
[y

]
;
t

;!
)
− tL
(
x − y
t
)∣∣∣∣= 0: (4.25)
Once more we use Lemma 4.1 to deduce (4.1) from (4.25).
Final step: It remains to show L is convex. As in (4.16) we can easily show that
for ¿ 0, a; b∈Rd and ∈ (0; 1),
w
(

[a

]
+ (1− )
[
b

]
; 0;
1

;!
)
6 w
(

[a

]
; 0;


;!
)
+ w
(

[a

]
+ (1− )
[
b

]
; 
[a

]
;
1− 

; )=!
)
=: A() + B():
From (4.25) we learn that
lim
→0
E|A()− L(a)|= lim
→0
E|B()− (1− )L(b)|= 0:
This, (4.25) and the previous inequality imply the convexity of L.
Remark 4.1. Bound (4.4) holds when  is not constant. The proof of it is very similar
to the proof Lemma 4.1 and is omitted.
We continue with three lemmas. The proof of the /rst one is contained in the proof
of Theorem 4.1. The second lemma (Lemma 4.3) is a consequence of the convexity of
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L and the monotonicity of S(x; y; t) in t. The proof of Lemma 4.3 is omitted. The
third lemma is a standard application of the subadditivity of v and its proof is omitted.
Recall v(x) = v([x=]).
Lemma 4.2. Suppose  ≡ 1. Then for almost all !;
lim
→0
w(x; 0; t;!) = tL
(x
t
)
:
Lemma 4.3. Let  (x; t) = S(x; 0; t) = tL(x=t). Then  is convex. Moreover; for every
x; there exists t0(x)¿ 0 such that we have  (x; t) = Nv(x) for t ∈ [0; t0(x)]; and the
function  (x; t) is strictly increasing in t for t ¿ t0(x).
Lemma 4.4. The sequence (v(x): ¿ 0) converges to a seminorm Nv(x); uniformly
over bounded subsets of Rd.
5. An ergodic theorem for w when  is not constant
Throughout this section, we assume that v is given by (1.5). The main result of this
section is Theorem 5.1.
Theorem 5.1. Let the function L :Rd → R be as in Theorem 4.1. Then for every T ;
lim
→0
E sup
|x|;|y|6T
sup
|g|6T
sup
06t6T
∣∣∣w[g=] ([x
]
;
[y

]
;
t

)
− S(x; y; t; g)
∣∣∣= 0; (5.1)
where S(x; y; t; g) is de4ned by (1.15).
We write w(i; t)=w(i; t;!) for w0(i; 0; t;!) and w(i; j; t;!) for w0(i; j; t;!). We /rst
start with some general considerations.
Lemma 5.1. (i) If i =0 then vi ∈ .
(ii) v0 ∈ if and only if v(i) + v(−i)¿ 0 for all nonzero i.
Proof. (i) This follows from vi(i)− vi(0) v(i − 0).
(ii) Note that v0(0)−v0(i)6 v(0− i) for a nonzero i if and only if v(i)+v(−i)¿ 1.
From now on we assume that r = r for all r = 1; : : : ; d. A consequence of this
is v0 ∈.
Given z = (j; m), we set
Bz∞ = {(i; k) | v(i − j) + m¡k} (5.2)
and for a site a= (i; k)∈Bz∞, we de/ne
E(z; a) := inf{t ¿ 0 |wm(i; j; t)¿ k}:
(E depends on  because the rates (a) depend on .) We also set E(z; a) = 0 if
a ∈ Bz∞. We will show later that E(z; a)¡∞ for every a∈Bz∞.
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Lemma 5.2. Suppose a1; a2; a3; a4 ∈Zn and as+1 ∈Bas∞ for s= 1; 2; 3. Then
E(a2; a3)6 E(a2; a4)6 E(a1; a4): (5.3)
Proof. Suppose as = (js; ks). From as+1 ∈Bas∞ we learn that
v(js+1 − js)¡ks+1 − ks:
Hence
v(i − js) + ks ¡v(i − js+1) + ks+1:
From this and Lemma 3.3 we obtain
wks(i; js; t)6wks+1(i; js+1; t):
From this and the de/nition of E; we can readily deduce the second inequality in
(5.3). The proof of the /rst inequality in (5.3) is straightforward and omitted.
For our purposes in this section, it is more convenient to associate a set
A= {(i; k)|k6 h(i)}
with a con/guration h∈ and regard h(· ; t) as a growing set A(t). Note that an increase
of h at site i is the same as adding the site (i; h(i) + 1) to the set A. Observe that a
site a= (i; k) can be added to the set A if M (a) ⊂ A where M (a) = a+M and
M = {(0;−1)} ∪ {(e1; 1); : : : ; (ed; d)} ∪ {(−e1;−1); : : : ; (−ed;−d)}; (5.4)
where er is the unit vector in the direction of the rth axis. Let z=(j; m). By induction
we can construct a sequence of sets {Bzl : l= 1; 2; : : :} such that Bz1 = {(j; m+ 1)},
(i) Bzl ⊂ Bzl+1 ⊂ Bz∞ for each l, and
(ii) for every a∈Bzl+1 − Bzl , M (a) ∩ Bz∞ ⊆ Bzl .
Given Bzl , we simply de/ne B
z
l+1 to be the largest set for which (ii) is satis/ed.
Lemma 5.3. Let Bzl be as before. Then
⋃∞
l=1 B
z
l = B
z
∞.
Proof. Without loss of generality; we may assume z = 0. Set
Al = {(i; k) | k6 v(i)} ∪ B0l
and de/ne hl to be the unique function in  such that
Al = {(i; k) | k6 hl(i)}:
We need to show that h∞(i) = lim
l→∞
hl(i) = +∞ for every i because
B :=
⋃
l
Al = {(i; k) | k6 h∞(i)}:
Suppose to the contrary h∞(i)¡∞ for some i. From hl(j)−hl(i)6 v(j)−v(i) we de-
duce that h∞(j)¡∞ for every j. To get a contradiction; it suTces to show (h∞)i ∈
for some i. This is because if such i exists; then for a=(i; h∞(i)+1) we have M (a) ⊂ B
which implies M (a) ⊂ Al0 for some l0; or equivalently a∈Al0+1 ⊂ B.
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Start with some a= (i; h∞(i) + 1). Move a in the (er; r) direction. In other words
consider as = a+ s(er; r) for some nonnegative integer s∈N. Since h∞¿ v, it is not
hard to see that there exists some s∈N such that as ∈ B but as+(er; r) and as−(0; 1)
belong to B. In this fashion, we can /nd a site b = a + s1e1 + · · · + sded such that
b= (j; h∞(j) + 1) for some j and b+ (er; r)∈B for all r = 1; : : : ; d. We then move
b in the direction of (−er;−r) until we arrive at a new site c= (i; k)∈B so that for
all e∈M , we have c + e∈B. This means (h∞)i ∈, arriving at a contradiction.
Clearly we have E(z; a)¿E(z; b) for all b∈M (a). By induction, we can also check
E(z; a)¡∞ for every a∈Bzl . Note that for l = 1, this follows from Lemma 5.1(ii)
because v0 ∈. From this and the previous lemma we learn that E(z; a)¡∞ for all
a. We /nally set
% (a; z) = E(z; a)− max
b∈M (a)
E(z; b);
and write !l = (p(a; ·): a∈Bzl).
Lemma 5.4. (i) {% (a; z): a∈Bz∞} are independent; and each % (a; z) is an exponen-
tial random variable of parameter (a);
(ii) If a∈Bz∞, then
E(z; a;!) = E(z; a) = sup
{∑
b∈
% (b; z): ∈G(z; a)
}
; (5.5)
where G(z; a) is the set of  = (a0; a1; : : : ; as) with a0 = z, as = a and for each i,
ai ∈M (ai+1), ai ∈Bz∞.
Proof. (i) By induction we can easily show that if a∈Bzl ; then % (a; z) depends
on !l only. Clearly % (a; z) is the /rst time the Poisson clock at site a rings after
maxb∈M (a) E(z; b). Because of this and the Markov property; % (a; z) is an exponential
random variable of parameter (a). Moreover; if a∈Bzl+1; then M (a) ∩ Bz∞ ⊆ Bzl ;
hence maxb∈M (a) E(z; b) depends on !l only. From this we conclude that % (a; z) is
independent of (% (b; z): b∈Bzl). Since the clocks at sites a∈Bzl+1 − Bzl are mutually
independent; we deduce that (% (a; z): a∈Bzl+1−Bzl) are mutually independent as well.
Hence by induction on l; we can show that (% (a; z): a∈Bzl) are mutually independent.
(ii) We proceed by induction on l. For l = 1, it is obvious. Suppose (5.5) is true
for all a∈Bzl . Now take aˆ∈Bzl+1. For any path  = (z; a1; : : : ; as)∈G(z; aˆ), we know
as = aˆ and as−1 ∈Bzl . Hence ˜ = (z; a1; : : : ; as−1)∈G(z; as−1) and the proof of (5.5)
for aˆ follows from the de/nition of E(z; aˆ) and the induction hypothesis.
Lemma 5.5. (i) There exists a constant c such that
lim
→0
P(w(i; t) = v(i) for some |i|¿ct) = 0:
(ii) Suppose (a; b) is a sequence with b ∈Ba∞. Assume the sequence (a; b) is
uniformly bounded. Then
lim sup
→0
E(a; b)¡∞: (5.6)
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Proof. (i) We de/ne a Markov process G(t) ⊂ Zd with the in/nitesimal generator
BF(G) = N
∑
i∈Zd
di(G)(F(Gi)− F(G));
where Gi is the set G ∪ {i};
di(G) =
d∑
r=1
5(i + er ∈G) + 5(i − er ∈G)
and N=supa∈Rn (a). In other words; G(·) is an Eden–Richardson model that was infor-
mally introduced in Section 1. Recall that if b∈M (a)=a+M; then E(0; b)¡E(0; a).
Moreover; if a=(i; k) and b=(j; l); then either i=j or i−j=±er for some r=1; : : : ; d.
From these observations; it is not hard to see that there exists a coupling of the pro-
cesses w and G with the following property: w(i; t) = v(i) for i ∈ G(t). Now the
proof of the lemma follows from this and the celebrated shape theorem (1.1) for the
Eden–Richardson model (see Chapter 1 of Durrett (1988)).
(ii) We only sketch the proof because it is very similar to the proof of the non-
degenerecy of N in (1.1). Since exponential random variables %1, %2 of parameters
1, 2 with 16 2 can be coupled so that %1¿ %2, we may assume  is identically
constant. We may also assume a = 0. We write E(a) for E(0; b) and % for % . Since
 is constant, the probability measure P is independent of  and we simply write P
for P. We certainly have
P(E(b)¿c1−1)6
∑
∈G(0; b)
P
(∑
b∈
%(b)¿c1−1
)
:
Let us write || for the length of . It is not hard to show that if ∈G(0; b), then
||6 c2|b| for a universal constant c2. Recall (%(b): b∈Zd) are independent exponen-
tial random variables of parameter . By a standard large-deviation estimate,
P
(∑
b∈
%(b)¿r||
)
6 exp(−||−1I(r));
where I(r)=r−1− log(r). Moreover, there exists a constant c3 such that the number
of  in G(0; b) is bounded above by exp(c3|b|). Hence
P(E(b)¿c1−1)6 exp(c3|b| − c4c1−1)
for some constant c4. Hence, if |b|6 c5 and c1c4 ¿c3c5, then
∞∑
m=1
P(m−1E(b1=m)¿c1)¡∞:
For such c1 we deduce
lim sup
m→∞
m−1E(b1=m)¡∞
almost surely. Going from m−1 to  is straightforward. One can /nd a sequence am
such that (m−1am: m∈N) is bounded and am ∈Bb∞ for ∈ (1=(m+ 1); 1=m). We then
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use Lemma 5.2 to assert E(b)6 E(am). As a result, (5.6) reduces to
lim sup
m→∞
m−1E(am)¡∞:
Let z = (x0; u0)∈Rd × R. Recall
Bz = {(x; u)∈Rd × R | Nv(x − x0) + u0 ¡u}
and NB
z
is the topological closure of Bz. The next lemma (Lemma 5.6) is the main
ingredient for the proof of Theorem 5.1. Recall that * is the set of Lipschitz curves )
such that if %1 ¡%2, then )(%2)∈ NB)(%1). We also set R(a; b) = (a)Tˆ (b) and for )∈*,
Rˆ()) =
∫ 1
0
(()(%)))−1Tˆ ()˙(%)) d%:
Note that if )∈* and ) is di=erentiable at %, then )˙(%)∈ NB0.
Remark 5.1. From the continuity of L; we deduce that Tˆ is continuous o= of the graph
of Nv. Note; however; that what we have chosen for the value of Tˆ on the graph of Nv
is what the limiting value of Tˆ is as we approach from above.
Remark 5.2. For some of our arguments in this section; it is more convenient to de/ne
! = (p(a; ·): a∈Zd) as a rescaled sequence of Poisson processes of rate one. More
precisely; let N!=( Np(a; ·): a∈Zd) denote a sequence of Poisson processes of rate one.
Then we may de/ne p(a; t)= Np(a; (a)t) for every a∈Zd. In this way we can go from
N! to ! = F( N!) in a deterministic way and we may de/ne h(i; t;!) = h(i; t;F( N!)).
The advantage of such representation is that the law of N! is independent of  and we
may state and prove a property of the sequence h for almost all N!. To avoid tedious
notations; we do not write our expressions in terms of N!. In the sequel; by an almost
sure convergence; we really mean an almost sure convergence with respect to N!.
Recall
T (a; b) = sup{Rˆ()) | )∈*; )(0) = a; )(1) = b}:
For our purposes, we need two more de/nitions. For (a; b) with b∈Ba, we de/ne
NT (a; b) = lim
&→0
sup{T (a′; b′) | a∈Ba′ ; b′ ∈Bb; |a− a′|6 &; |b− b′|6 &};
T (a; b) = lim
&→0
inf{T (a′; b′) | a′ ∈Ba; b∈Bb′ ; b′ ∈Ba′ ; |a− a′|6 &; |b− b′|6 &}:
Lemma 5.6. Let (a; b)∈Zn×Ba∞ be a random sequence such that (a(!); b(!)) is
uniformly bounded; lim→0 (a(!); b(!))=(a(!); b(!)); and a(!)∈Bb(!) for almost
all !. Then
T (a(!); b(!))6 lim
→0
E(a(!); b(!))6 NT (a(!); b(!)) (5.7)
almost surely.
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For the proof of Lemma 5.6, we will need the following consequence of Lemma
4.2 of the previous section.
Lemma 5.7. Suppose  is constant. Let ;1 be a measurable subset of ;0. Let (a; b)
∈Zn × Ba∞ be a random sequence such that (a(!); b(!)) is uniformly bounded.
Assume that there exists a sequence of measurable functions l = l(!) such that
liml→∞ l(!)=0 and liml→∞ (l(!)al(!)(!); l(!)bl(!)(!))=(a(!); b(!)) for almost
all !∈;1. Then
lim
l→∞
l(!)El(!)(al(!)(!); bl(!)(!)) =
1

Tˆ (b(!)− a(!)) (5.8)
for almost all !∈;1.
Given c∈Bz∞ and a∈Bc∞, let us also de/ne
)(c; a; z;!) = )(c; a; z) = sup
{∑
b∈
% (b; z) | ∈G(c; a)
}
:
Observe that )(z; a; z) = E(z; a). Moreover, since % (b; z) are independent exponential
random variables of parameters (b), the random variables )(c; a; z) and E(c; a) have
the same distribution. Let us /rst demonstrate how Lemma 5.7 implies Lemma 5.6.
Proof of Lemma 5.6. Step 1: We /rst establish (5.7) when the sequence (a; b) is
not random. Given &¿ 0; we divide Rn into disjoint cubes Cm = Cm(&) of the form∏d
r=1 [ar; br) of side length 2&. We then de/ne C

m = C

m(&) to be the set of sites a
for which a∈Cm. In this way; we obtain a partition of Zn. We de/ne (&(a); &(a))
to be (supb∈Cm (b); inf b∈Cm (b)) for a in the cube Cm. We then replace  with 
&
and & in the de/nition of (E; ); % ). The result will be denoted by (E;&; );&; % ;&)
and (E&; )

&; %

&) respectively. Since &6 6 
&; it is not hard to /nd a coupling of the
random variables (% ;&(a; a): a∈Ba∞); (% (a; a): a∈Ba

∞) and (%

&(a; a
): a∈Ba∞) so
that for every (a; b)∈ (Ba∞; Ba∞);
)&(a; b; a
)¿ )(a; b; a)¿ );&(a; b; a): (5.9)
Step 2: Take any sequence q0 =a
; q1; : : : ; q

l−1; q

l=b
 with the following properties:
For each j, we have lim→0 qj =qj, the pair q

j; q

j+1 belong to the boundary of one of
the cubes Cm’s, and q

j+1 ∈B
qj∞. For each pair (qj; q

j+1), let 
j=(j0; 
j
1; : : : ; 
j
sj) be an el-
ement in G(qj; q

j+1). By putting all 
j together, we obtain =(0; : : : ; l−1)∈G(a; b).
From (5.9) we deduce
l−1∑
j=0
);&(qj; q

j+1; a
)6 E(a; b):
We then use the fact that );&(qj; q

j+1; a
) and E;&(qj; q

j+1) have the same distribution,
and apply Lemma 5.7 to obtain
l−1∑
j=0
(&(qj))−1Tˆ (qj+1 − qj)6 lim inf
→0
E(a; b) (5.10)
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almost surely. Using (5.10) and the continuity of R, and after sending & to zero, we
can show that for every )∈* with )(0) = b and )(1) = a,
Rˆ())6 lim inf
→0
E(a; b) (5.11)
almost surely. Given /¿ 0, one can /nd )∈* with
T (a; b)6 Rˆ()) + /: (5.12)
From (5.11) we deduce
T (a; b)6 lim inf
→0
E(a; b) + /:
We then send / to zero to conclude
T (a; b)6 lim inf
→0
E(a; b): (5.13)
almost surely.
Step 3: Let c be any number and set
;c =
{
! | lim sup
→0
E(a; b;!)¿c
}
:
Assume P(;c) =0. We then want to deduce
T (a; b)¿ c: (5.14)
By (5.9), we certainly have
E(a; b)6 E&(a
; b):
Hence, for every !∈;c, we can /nd a sequence of positive numbers l = l(!) such
that l → 0 and
l(!)E
l(!)
& (a
l(!); bl(!))¿c
for every l. Therefore, for some l=l(!)=(l0(!); 
l
1(!); : : : ; 
l
s(!)) in G(a
l(!); bl(!)),
we have
l(!)
∑
b∈l(!)
%l(!)& (b; a
l(!))¿c: (5.15)
Given a positive &, let Cm = Cm(&) and Cm = C

m(&) be as in the /rst step.
Find s1; s2; : : : ; sr such that for each j, the sites lsj (!); : : : ; 
l
sj+1(!) belong to only
one of Clm . Let C
l
m1 ; C
l
m2 ; : : : ; C
l
mr denote the collection of cubes that have at least one
lj in it. If necessary we choose a further subsequence so that the same collection of
Cl(!)m is used for every l, and the limit of llsj exists for j = 1; : : : ; r;
lim
l→∞
l(!)lsj (!) = j(!)
for every !∈;c. We certainly have
ˆj; l = (lsj ; : : : ; 
l
sj+1)∈G(lsj ; lsj+1): (5.16)
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From Lemma 5.7, (5.16) and (5.15) we deduce that for almost all !∈;c,
r−1∑
j=1
K−1j Tˆ (j+1 − j)¿ c; (5.17)
where Kj is the value of & for Cmj i.e. Kj=inf b∈Cmj (b). Let T&(a; b) be what we get if
we replace  in the de/nition of T (a; b) with &. From (5:17) we deduce T&(a; b)¿ c.
We now send &→ 0 to deduce T (a; b)¿ c. This evidently implies
lim sup
→0
E (a; b)6T (a; b)
almost surely. This and (5.13) complete the proof when the sequences a and b are
not random.
Step 4: Our strategy is to approximate the random variable (a; b) with discrete
random variables and then apply the results of the previous steps. First we assume the
r in (1.5) is zero for r=1; : : : ; d. Let us again use {Cm(&)}m = {Cm}m of Step 1 as a
partition of Rn and {Cm}m={Cm(&)} as a partition of Zn. This time we assume &=2−s
for some s∈N and use dyadic cubes. Hence we have a nested family of partitions.
Since the variables a and b are uniformly bounded, we only need /nitely many Cm,
say (Cm: m = 1; : : : ; ls) to cover the range of both a
 and b. Each Cm is of the form∏n
r=1 [xr; yr). Let us write
Xm = (y1; : : : ; yn−1; xn); Ym = (x1; : : : ; xn−1; yn);
X m =
([y1

]
; : : : ;
[yn−1

]
;
[xn

])
; Y m =
([x1

]
; : : : ;
[xn−1

]
;
[yn

])
:
We also write D(&) (respect. E(&)) for the set of the points Xm (respect. Ym) as m
varies from one to ls. In the same way the sets D(&) and E(&) are de/ned. Given a
pair (a; b)∈Zn × Ba∞, we would like to assign two pairs
(a&; b

&)∈Zn × Ba

&∞ ∩ E(&)× D(&) and ( Na&; Nb

&)∈Zn × B Na

&∞ ∩ D(&)× E(&);
such that for some 0(!) and every ∈ (0; 0(!)),
a& ∈B Na

&∞; a& ∈Ba

&∞; b& ∈Ba

&∞; b& ∈Bb

&∞; Nb

& ∈Bb

&∞; (5.18)
and
|a& − Na&|; |a& − a&|; |b& − Nb

&|; |b& − b&|6d&:
Write bCm(&) for the boundary of Cm(&) and R(&) for ∪lsm=1 bCm(&). We also write R
for ∪∞s=1 R(2−s). Set
;ˆ = {! | a(!) ∈ R; b(!) ∈ R}:
Note that if a is in the interior of the cube Cm, then a∈BXm and Ym ∈Ba (here we are
using our assumption r =0). For every s∈N, we can /nd ps(!) and qs(!) such that
a(!)∈Cps(!)(2−s)=: C1(s; !); b(!)∈Cqs(!)(2−s)=: C2(s; !):
For &= 2−s, we de/ne
Na&(!) = Xps(!); a&(!) = Yps(!); b&(!) = Xqs(!); Nb&(!) = Yqs(!):
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For every !∈ ;ˆ, we can /nd s(!) such that for s¿ s(!) and &= 2−s,
(a&; b&)∈Rn × Ba& ∩ E(&)× D(&); ( Na&; Nb&)∈Rn × B Na& ∩ D(&)× E(&);
a∈B Na& ; a& ∈Ba; b& ∈Ba& ; b∈Bb& ; Nb& ∈Bb:
Such s(!) exists because b(!)∈Ba(!). We also set
Na&(!) =
[
Na&(!)

]
; a&(!) =
[
a&(!)

]
; Nb

&(!) =
[ Nb&(!)

]
; b&(!) =
[
b&(!)

]
:
Since a(!) is in the interior of C1(s; !) and b(!) is in the interior of C2(s; !), we
can /nd a positive s(!) such that a ∈C1(s; !) and b ∈C2(s; !) for 6 s(!). For
such , (5.18) is true. Using Lemma 5.2, we deduce
E(a&; b

&)6 E
(a; b)6 E( Na&; Nb

&);
for every s¿ s(!) and every 6 s(!). Given two pairs
(z1; z2)∈Zn × Bz2∞ ∩ D(&)× E(&); (w1; w2)∈Zn × Bw2∞ ∩ E(&)× D(&);
we set (z1; z

2) = ([z1=]; [z2=]), (w

1; w

2) = ([w1=]; [w2=]). We also de/ne ;ˆs = {!∈
;ˆ | s(!) = s}, and for &6 2−s,
N;(&; z1; z2) = {!∈ ;ˆs | ( Na&(!); Nb&(!)) = (z1; z2)};
;(&; w1; w2) = {!∈ ;ˆs | (a&(!); b&(!)) = (w1; w2)}:
Note that there are /nitely many such (z1; z2) and (w1; w2). In N;(&; z1; z2), we can
replace the random sequence ( Na&; Nb

&) with the nonrandom sequence (z

1; z

2) and then
apply the result of the previous steps. As a result
lim sup
→0
E(a; b)6 lim sup
→0
E( Na&; Nb

&) = T (z1; z2);
almost surely in N;(&; z1; z2). By varying (z1; z2) and sending & to zero, we deduce
lim sup
→0
E(a; b)6 NT (a(!); b(!))
almost surely in ;ˆs. In the same fashion we can show
lim inf
→0
E(a; b)¿T (a(!); b(!));
almost surely in ;ˆs. We then vary s to deduce (5.7) for almost all !∈ ;ˆ.
Step 5: So far we have shown (5.7) for !∈ ;ˆ. In general we only have b(!)∈Ba(!).
De/ne
;ˆ1 = {! | a(!) or b(!)∈R}:
For every r ¿ 0, we certainly have
a(!)∈Bar(!); br(!)∈Ba(!); b(!)∈Bbr(!)
where ar = a− r(0; 1) and br = b+ r(0; 1). We also de/ne
ar = a
 − −1r(0; 1) and br = b + −1r(0; 1):
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One can /nd a sequence rk such that rk → 0 and ark (!); brk (!) ∈ R for every k. Hence
we have the conclusion of the lemma for the sequence (ar ; b

r) and by sending k to
in/nity, we obtain the second inequality in (5.7) for almost all !∈ ;ˆ1. Similarly we
can establish the /rst inequality in (5.7) for almost all !∈ ;ˆ1.
Final step: So far we have established (5.7) provided r =0 for r=1; : : : ; d. Let us
display ;  in our notations and write Nv; for Nv and consider the linear transformation
T :Rn → Rn that is de/ned by
T (x1; : : : ; xd; u) =
(
x1; : : : ; xd; u+
d∑
i=1
ixi
)
:
The transformation T maps the set {(x; u) | Nv0;−(x)6 u} onto the set {(x; u) | Nv;(x)
6 u}. Such transformation maps the cubes Cm(&) onto parallelograms TCm(&). We
then use these parallelograms instead of the cubes in our arguments and repeat the
proof of the previous steps.
Proof of Lemma 5.7. For simplicity; we only treat the case a(!) = 0; b(!) =
(x(!); s(!))∈Zd × Z and b(!) = (x(!); s(!))∈Rd × R. The proof for the nonzero
a is similar. We also set = 1. By de/nition;
E(0; x(!); s(!))6 t if and only if w
(
x(!);
t

;!
)
¿ s(!): (5.19)
We /rst show
lim
l→∞
l(!)w
(
xl(!)(!);
t
l(!)
;!
)
= tL
(
x(!)
t
)
(5.20)
for almost all !∈;1. Since
−v
([
x(!)

]
− x(!)
)
6w
(
x(!);
t

;!
)
− w
([
x(!)

]
;
t

;!
)
6 v
(
x(!)−
[
x(!)

])
and since v(x)6 |x| for some constant ; we deduce that for (5.20) it suTces to
establish
lim
→0
w
([
x(!)

]
;
t

;!
)
= tL
(
x(!)
t
)
: (5.21)
The proof of this follows from Lemma 4.2 when x(!) is a discrete random variable
(i.e. the variable x(·) attains /nitely many values). The proof of (5.21) in general
follows from a straightforward approximation argument. We approximate x(·) by a
sequence of discrete random variables xl(·) and then apply (5.21) to each xl and use
−v
([x

]
−
[xl

])
6w
([xl

]
;
t

;!
)
− w
([x

]
;
t

;!
)
6 v
([xl

]
−
[x

])
:
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It remains to show that (5.20) implies (5.8). To ease the notation, we write l for
l(!). From (5.20) and (5.19), we can show that for almost all !∈;1,
lim inf
l→∞
lE(0; xl(!); sl(!))¡t implies tL
(
x(!)
t
)
¿ s(!); (5.22)
tL
(
x(!)
t
)
¿s(!) implies lim sup
l→∞
lE(0; xl(!); sl(!))6 t: (5.23)
We next claim that for almost all !∈;1,
X = X (!) := lim inf
l→∞
lE(0; xl(!); sl(!))¿T (!) := Tˆ (x(!); s(!)): (5.24)
To see this, pick r ∈R and let ;2 ⊆ ;1 denote the set of ! for which X (!)¡r¡T (!).
By (5.22), rL(x(!)=r)¿ s(!) for almost all !∈;2. Since T is the smallest t for which
tL(x(!)=t)¿ s(!), we conclude that ;2 has zero probability. By varying r, we con-
clude (5.24). Next we set Y := lim supl→∞ lE(0; x
l(!); sl(!)). To complete the proof
of (5.8), it remains to show Y 6T almost surely in ;1. Pick r ∈R and let ;2 ⊆ ;1
denote the set of !∈;1 with T (!)¡r¡Y (!). By (5.23), rL(x(!)=r)6 s(!) for
almost all !∈;2. But T is the /rst time tL(x(!)=t)¿ s(!). Hence
T (!)L
(
x(!)
T (!)
)
= rL
(
x(!)
r
)
= s(!): (5.25)
Since r ¿T on ;2, we use Lemma 4.3 to conclude that Nv(x(!))= s(!) for almost all
!∈;2. Note that our assumptions on (a; b) imply that Nv(x(!))6 s(!). In summary,
we have shown Y (!)6T (!) for almost all !∈;1 for which Nv(x(!))¡s(!). To
create such strict inequality, let us consider a new sequence bˆ

= (x; s + −1r) where
r is a /x positive constant. Also set
Y r := lim sup
l→∞
lE(0; xl(!); sl(!) + −1l r):
Since Nv(x(!))¡s(!) + r, we use the previous argument to obtain
Y 6Y r6T r := Tˆ (x(!); s(!) + r):
We now send r → 0 and use the de/nition of Tˆ to conclude Y (!)6 Tˆ (x(!); s(!))
and this completes the proof.
Proof of Theorem 5.1. Step 1: First we show that if for random sequences x(!);
y(!); g(!); t(!); the sequence (x; y; t; g) is uniformly bounded and
lim→0 (x; y; g; t) = (x; y; g; t); for almost all !∈;1; then
lim
→0
wg(!)(x(!); y(!); t(!);!) = S(x(!); y(!); t(!); g(!)) (5.26)
for almost all !∈;1. Recall that wg(x; y; t) is right continuous with respect to t. From
Lemma 5.6 and the de/nition of E; we learn that if
lim inf
→0
wg(!)(x(!); y(!); t(!);!)¡s then NT ((y(!); g(!)); (x(!); s))¿ t(!);
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for almost all !∈;1. Here we are using the fact that if
lim inf
→0
wg(x; y; t)¡s;
then Nv(x − y) + g¡s; which means (x; s)∈B(y;g). Moreover; if
T ((y(!); g(!)); (x(!); s))¿t(!) then
lim sup
→0
wg(!)(x(!); y(!); t(!);!)6 s;
for almost all !∈;1. This time if (x; s) ∈ B(y;g); then we replace s with s + & and
pass to the limit &→ 0. As a result;
lim inf
→0
wg(!)(x(!); y(!); t(!);!)
¿ sup{s | NT ((y(!); g(!)); (x(!); s))¡t(!)};
lim sup
→0
wg(!)(x(!); y(!); t(!);!)
6 inf{s |T ((y(!); g(!)); (x(!); s))¿t(!)};
for almost all ! in ;1. We will show in Rezakhanlou that the function S(x; y; t; g) is
continuous. From this we would like to conclude that the two terms appeared on the
right-hand sides of the last two inequalities coincide and equal to S(x; y; t; g). For this
we only verify
sup{s | NT ((y; g); (x; s))¡t}¿ S(x; y; t; g): (5.27)
The proof of
inf{s |T ((y; g); (x; s))¿t}6 S(x; y; t; g)
is similar. Write Ns for S(x; y; t; g). For (5.27); it suTces to verify
NT ((y; g); (x; Ns− &))¡t
for every positive &. But this is equivalent to saying that for every positive &; there
exist two positive numbers /1 and /2 such that if
|y1 − y|; |g1 − g|; |x1 − x|; |s1 − Ns+ &|6 /1; (y; g)∈B(y1 ; g1); (x1; s1)∈B(x; Ns−&);
then
T ((y1; g1); (x1; s1))¡t − /2:
This is followed by
S(x1; y1; t − /2; g1)¿s1:
This is certainly true for suTciently small /1; /2 because S is continuous and
S(x; y; t; g)¿ Ns− &:
This completes the proof of (5.27) that in turn completes the proof of (5.26).
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Step 2: Let X (!) denote the expression inside the expectation in (5.1) and suppose
that the supremum in (5.1) is attained at a random point (x; y; t; g). De/ne
(x; y; t; g) =
([x

]
;
[y

]
;
t

;
g

)
:
For every positive &, set
;& =
{
! | lim sup
→0
X (!)¿&
}
:
We would like to show that ;& is of zero probability. If !∈;&, then we can /nd a
subsequence l(!) such that l decreases to zero as l→∞, for every l
X l(!)(!)¿& (5.28)
and
lim
l→∞
l(xl ; yl ; tl ; gl) = (x; y; t; g)
exists. We then de/ne a new sequence:
(xˆ; yˆ ; tˆ; gˆ ) = ([−1lxl ]; [−1lyl ]; [−1ltl ]; [−1lgl ])
for ∈ (l+1(!); l(!)]. We certainly have
lim
→0
(xˆ ; yˆ; tˆ ; gˆ ) = (x; y; t; g):
From this and (5.26) we deduce
lim
→0
wgˆ (!)(xˆ
(!); yˆ(!); tˆ (!);!) = S(x(!); y(!); t(!); g(!));
which in turn implies,
lim
l→∞
lw
l
gl (!)(x
l(!); yl(!); tl(!);!) = S(x(!); y(!); t(!); g(!)); (5.29)
for almost all !∈;&. Since S is continuous, we also know
S(x(!); y(!); t(!); g(!)) = lim
l→∞
S(xl(!); yl(!); tl(!); gl(!)): (5.30)
From (5.30), (5.29) and (5.28) we conclude that ;& is of zero probability. Hence,
lim
→0
X (!) = 0 (5.31)
almost surely.
Final step: If we replace  with N = supx;u (x; u) and  = inf x;u (x; u), and denote
the corresponding w with Nw and w, we can /nd a coupling of (w; Nw; w) such that
w
([x

]
;
[y

]
;
t

)
+ 
[g

]
6 w[g=]
([x

]
;
[y

]
;
t

)
6  Nw
([x

]
;
[y

]
;
t

)
+ 
[g

]
: (5.32)
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On the other hand, Theorem 4.1 implies
lim
→0
E
∣∣∣∣w ([x
]
;
[y

]
;
t

)
− tL
(
x − y
t
)∣∣∣∣
+
∣∣∣∣ Nw ([x
]
;
[y

]
;
t

)
− t NL
(
x − y
t N
)∣∣∣∣= 0:
From this, (5.32), (5.31) and the Lebesgue dominated convergence, we conclude (5.1).
6. Proof of Theorems 2.1–2.3
We start with the proof of Theorem 2.1 which is a straightforward consequence of
Theorem 4.1.
Proof of Theorem 2.1. First we prove the second assertion. Assume
u(x; 0) = inf
|y|6R
{u(y; 0) + v(x; y)}: (6.1)
As a result;
g(x) = inf
|y|6R
{g(y) + Nv(x − y)}:
Thus; (3.13) and (6.1) imply
u(x; t) = inf
|y|6R
{g(y) + S(x; y; t)} and
u(x; t) = inf
|y|6R
{u(y; 0) + w(x; y; t)}: (6.2)
From this and Theorem 4.1 we deduce
lim sup
→0
E sup
(x; t)∈B
|u(x; t)− u(x; t)|6 lim sup
→0
E sup
|y|6R
|u(y; 0)− g(y)|
+ lim sup
→0
sup
(x; t)∈B
|y|6R
E|w(x; y; t)− S(x; y; t)|
= 0;
proving (2.5).
For the /rst assertion of the theorem, set
uR(x; t) = inf|y|6R
{g(y) + S(x; y; t)} and uR(x; t) = inf|y|6R{u
(y; 0) + w(x; y; t)}:
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Then by (2.5),
lim sup
→0
E sup
(x; t)∈B
(u(x; t)− u(x; t))+
6 lim sup
→0
E sup
(x; t)∈B
(uR(x; t)− u(x; t))+
6 lim sup
→0
E sup
(x; t)∈B
(uR(x; t)− uR(x; t))+ + sup
(x; t)∈B
(uR(x; t)− u(x; t))+
= sup
(x; t)∈B
(uR(x; t)− u(x; t))+:
It remains to show
lim
R→∞
sup
(x; t)∈B
(uR(x; 0)− u(x; 0))+ = 0: (6.3)
The proof of (6.3) without the supremum is straightforward and omitted. For the proof
of (6.3) with the supremum, it suTces to verify the equicontinuity of the sequence
uR. Note that by (2.5), lim→0 uR = uR. Hence the equicontinuity of the collection
(uR: ; R) implies the equicontinuity of the collection (uR :R). The equicontinuity of u

R
is a consequence of Lemma 4.1 because the bound (4.4) is independent of the initial
data.
We now concentrate on Theorem 2.2. In the sequel we write !ˆ for the randomness
associated with the Poisson clocks ‘i assigned to sites i∈Zd, we write !0 for the
randomness of the initial data, and we write ! for the pair (!0; !ˆ). On account of
Theorem 2.1, we would like to show that the in/mum in (3.11) can be restricted
to a random set that grows linearly in t. Let us write ‘i(t; !ˆ) for ‘i(t) when !ˆ =
(‘i(·): i∈Zd). We also de/ne
B(i; l; t; !ˆ; k) = {j∈Zd | k(j) + v(−j)6 l+ v(i) + v(−i) + ‘i(t; !ˆ)} ∪ {i} (6.4)
for k ∈.
Recall the variational formula (3.13) and the processes !ˆ=(‘(i; ·): i∈Zd) that were
de/ned after (2.12).
Lemma 6.1. Assume  is independent of u and the set {x | (x) =0} is bounded.
Suppose k ∈. Then
h(i; t; !ˆ; k) = inf{k(j) + w(i; j; t; !ˆ) | j∈B(i; k(0); t; !ˆ; k)}: (6.5)
Proof. First observe that we always have
w(i; i; t; !ˆ)6 ‘i(t; !ˆ): (6.6)
On the other hand;
w(i; j; t; !ˆ)¿w(i; j; 0; !ˆ) = v(i − j): (6.7)
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To complete the proof of (6.5); it suTces to show that if j ∈ B(i; k(0); t; !ˆ; k) then
k(i) + ‘i(t; !ˆ)¡k(j) + v(i − j): (6.8)
This is obvious because k(i)6 k(0) + v(i) and v(−j)6 v(−i) + v(i − j).
Next we prove an elementary lemma that will provide us with a control on ‘i(t; !ˆ).
Lemma 6.2. Suppose  is constant. Then there exist positive constants c1=c1() and
c2 = c2() such that
Q
(
sup
i:|i|6r=
‘i
( t

)
¿ 2t
)
6 c1rd−de−c2
−1t : (6.9)
Proof. Since EeK‘i(t) = et(e
K−1); we have
Q(‘i(t)¿ r1)6 e−Kr1+t(e
K−1): (6.10)
We take the minimum of both sides over K¿ 0. We obtain
Q(‘i(t)¿ r1)6 exp
[
−
(
r1 log
r1
t
− r1 + t
)]
;
Q
(
‘i
( t

)
¿ r1
)
6 exp
[
−1

(
r1 log
r1
t
− r1 + t
)]
: (6.11)
This implies
Q
(
sup
|i|6r−1
‘i
( t

)
¿ 2t
)
6 c1rd−dexp
[
−t

(2 log 2− 1)
]
: (6.12)
From this we conclude (6.9).
Proof of Theorem 2.2. First assume that  is zero outside a bounded set. Let us set
;0(R) = {!0 | u(x; 0;!0) + v(−x)¿− R for every x with |x|¿Rˆ}: (6.13)
Assume that if (x; t)∈B; then |x|6T and t ∈ [0; T ]. We also set
X (T ) =
{
!ˆ
∣∣∣∣∣ sup|i|6T−1 ‘i
(
T

; !ˆ
)
6 2T
}
: (6.14)
By Lemma 6.1; u(x; t;!) equals to
inf
{
u(y; 0;!0) + w(x; y; t; !ˆ) |
[y

]
∈B
([x

]
;
1

u(0; 0;!0);
t

; !ˆ; u(· ; 0;!0)
)}
: (6.15)
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On the other hand; if !ˆ∈X (T ); then{
y |
[y

]
∈B
([x

]
;
l

;
t

; !ˆ; u(· ; 0;!0)
)
for some (x; t)∈B
}
⊆ {y | u(y; 0;!0) + v(−y)6 l+ v(x) + v(−x) + 2T
for some x with |x|6T} ∪ {x | |x|6T + 1}
⊆ {y | u(y; 0;!0) + v(−y)6R(l; T )} ∪ {x | |x|6T + 1} (6.16)
for some constant R(l; T ). Here for the second inclusion we used the bound v(x)6 |x|
for some constant . Set
;(l; T ) = {(!0; !ˆ) |!0 ∈;0(R(l; T )); u(0; 0;!0)6 l and !ˆ∈X (T )}:
From (6.15) and (6.16) we conclude that if !∈;(l; T ); then
u(x; t;!) = inf{u(y; 0;!0) + w(x; y; t; !ˆ) | |y|6 Rˆ(l; T ) + T + 1}: (6.17)
So far we have established (6.17) assuming that  is zero outside a bounded set.
For general , we de/ne m to be  on a /nite set Wm and zero o= Wm, with Wm
increasing to Zd. The corresponding rescaled height functions are denoted by u(m); (x; t)
and w(m); (x; y; t;!). Then (6.17) is true if we replace u with u(m);  on the left-hand
side and w with w(m);  on the right-hand side of (6.17). Evidently the sequences u(m); 
and w(m);  are nondecreasing in m and
max
m
w(m);  = w; max
m
u(m);  = u:
Moreover, the constant Rˆ is independent of m. We then pass to the limit m → ∞ in
(6.17) for general  because the in/mum in (6.17) is /nite and we can commute the
limit with the in/mun on the right-hand side of (6.17). The details are omitted and we
refer the reader to the proof of Lemmas 3.1 and 3.2.
Let R1 = Rˆ(l; T ) + T + 1 and de/ne
>= {(x; t; y): (x; t)∈B; |y|6R1}:
From (6.17), (2.2) and Theorem 4.1 we deduce that
lim sup
→0
E sup
(x; t)∈B
(u(x; t)− u(x; t;!))+ · 5(!∈;(l; T ))
6E sup
|y|6R1
|u(y; 0)− g(y)|+ E sup
(x; t;y)∈>
(S(x; y; t)− w(x; y; t;!))+ = 0:
(6.18)
From Lemma 6.2, (2.2) and our assumption (2.7) we also know that if l¿g(0), then
lim sup
→0
P(! ∈ ;(l; T )) = 0: (6.19)
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On the other hand, we always have
u(x; 0)6 u(x; t)6 u(0; t) + v(x)6 ‘
(
0;
t

)
+ v(x):
From this, (2.2), Lemma 4.4, the law of large numbers for ‘, and (6.19), it is not hard
to deduce
lim sup
→0
E sup
(x; t)∈B
|u(x; t;!)− u(x; t)|5(! ∈ ;(l; T )) = 0:
This, Theorem 2.1 and (6.18) complete the proof of theorem.
Proof of Lemma 2.1. (i) Since v= ] Nv[; we have
v(x)¿  Nv
([x

])
¿ Nv(x)− c1;
for some universal constant c1. Since Nv is a norm; we certainly have Nv(x)¿ &|x| for
some &¿ 0. This implies that for |x|¿Rˆ; the expression u(x; 0)+/ Nv(−x) is less than
or equal
u(x; 0) + v(−x)− (1− /) Nv(−x) + c16 u(x; 0) + v(−x)− (1− /)&Rˆ+ c1:
From this we conclude that (2.7) is valid for Rˆ¿ (R0 − R)+=(1− /)&.
(ii) Find &¿ 0 so that va(x) = Nv(x) + a · x¿ &|x|. This implies that for |x|¿Rˆ,
u(x; 0) + a · x6 u(x; 0)
+ v(−x)− Nva(−x) + c16 u(x; 0) + v(−x)− &Rˆ+ c1;
where c1 is as in Part (i). From this we conclude that (2.7) is valid for Rˆ¿ (R0−R)+=&.
Next we show that if Nv(y) + Nv(−y) =0 for every nonzero y, then there exists an a
such that Nva is a norm. To see this, de/ne
K = {y | Nv(y)6 1} and Ko = {p |p · x6 Nv(x) for all x}:
In the jargon of convex analysis, the set Ko is the polar of K . Moreover, our condition
on Nv implies that no line fully lies in K . It is well known that for such K , the set
Ko is d-dimensional (see for example Tuy (1998), Corollary 1.15). We then choose
d linearly independent vectors p1; : : : ; pd ∈Ko and set pd+1 = r1p1 + · · · + rdpd for
positive r1; : : : ; rd with r1 + · · ·+ rd = 1. We also de/ne
vˆ(x) = max
16i6d+1
(pi · x)+:
By the convexity of Ko, we certainly have pd+1 ∈Ko and Nv¿ vˆ. We then choose
a = −pd+1 for some ∈ (0; 1) and claim va is a norm. To show this, it suTces
to verify that −a · y¡ vˆ(y) for every nonzero y. To see this, observe that −a∈Ko
because pd+1 ∈Ko and 0∈Ko. Moreover, if vˆ(y) =−a · y, then
r1(p1 · y − vˆ(y)) + · · ·+ rd(pd · y − vˆ(y)) = 0:
This in turn implies pi · y = vˆ(y) for i = 1; : : : d because all ri are positive and all
pi ·y− vˆ(y) are nonpositive. On the other hand, pd+1 ·y= vˆ(y)¿ (pd+1 ·y)+. Since
∈ (0; 1), we must have pd+1 ·y= vˆ(y)= 0. As a result, pi ·y=0 for i=1; : : : ; d+1.
We then use the linear independence of (pi: i = 1 : : : ; d) to conclude y = 0.
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Finally observe that if Nva is a norm, then −a∈Ko. Hence −&a∈Ko for every
&∈ (0; 1]. Moreover, if Nv&a(y) = 0, then Nva(y) = 0, simply because −a · y¿ 0 and
−&a · y6− a · y6 Nv(y):
Before getting into the proof of Theorem 2.3, we state a lemma asserting that the
speed of propagation is /nite. We omit its proof which is very similar to the proof of
Lemma 5.5.
Lemma 6.3. Suppose v is given by (1.5). There exists a constant c0 such that if
u1(x; 0) = u

2(x; 0)
for all x with |x|6R; then
lim
→0
P(u1(x; t) = u2(x; t) for some x; t with |x|6R− c0T; t ∈ [0; T ]) = 0:
(6.20)
Proof of Theorem 2.3. For every positive R; de/ne
uR(x; 0) = inf|y|6R
{g(y) + Nv(x − y)} and uR(x; 0) = inf|y|6R{u
(y; 0) + v(x; y)}:
We certainly have g(x) = uR(x; 0) and u(x; 0) = uR(x; 0); for every x with |x|6R.
We claim
lim
→0
E sup
(x; t)∈B
|uR(x; t)− uR(x; t)|= 0; (6.21)
where uR is the solution (2.8) with initial data uR(· ; 0). This is a consequence of
Theorem 5.1 and (3.12). If we can show that limR→∞ uR = u uniformly on B; then
we can use (6.21) and Lemma 6.4 to conclude (2.5). On account of Remark 4.1; the
convergence of uR to u can be shown in just the same way we showed (6.3).
7. Variational formula
In this section we establish (1.15). Recall R(a; b) = (a)−1Tˆ (b) and that Tˆ
is homogeneous. Hence R(a; tb) = tR(a; b) for every positive t. De/ne
A= {(a; b) | a∈Rn and b∈ NBa}:
Recall that for (a; b)∈A,
T (a; b) = sup
{∫ 1
0
R()(%); )˙(%)) d%|)∈*; )(0) = a; )(1) = b
}
;
where * is the set of Lipschitz curves )(%) = (x(%); u(%))∈Rd ×R with )(%1)∈ NB)(%2)
whenever %1 ¡%2. It is not hard to show that a Lipshitz curve ) belongs to * if and
only if Nv(x˙(%))6 u˙(%) for almost all %.
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It is worth mentioning that the integral
∫ 1
0 R(); )˙) d% does not change if the paramer-
ization of ) is changed. This is a simple consequence of the homogeneity of R.
Given two curves )1; )2 ∈* with )1(0) = a, )1(1) = )2(0) = b, )2(1) = c, let us de/ne
)= )1 + )2 ∈* by
)(%) =
{
)1(2%); 06 %6 1=2;
)2(2%− 1); 1=26 %6 1:
We certainly have∫ 1
0
R()(%); )˙(%)) d%=
1
2
∫ 1
0
R()1; 2)˙1) d%+
1
2
∫ 1
0
R()2; 2)˙2) d%
=
∫ 1
0
R()1; )˙1) d%+
∫ 1
0
R()2; )˙2) d%; (7.1)
where for the second equality we used the homogeneity of R in the second variable.
Lemma 7.1. De4ne s(u)=T (y; g; x; u) for u¿ Nv(x−y)+g. Then s is strictly increasing.
Proof. Let Nv(x− y)+ g6 u1 ¡u2. From choosing a= (y; g); b= (x; u1); c= (x; u2) in
(7.1); we deduce
T (y; g; x; u2)¿T (y; g; x; u1) + T (x; u1; x; u2):
Hence; it suTces to show that if u1 ¡u2; then T (x; u1; x; u2)¿ 0. Choose )(%)=(x; %u2+
(1− %)u1)∈*. We certainly have
T (x; u1; x; u2)¿
∫ 1
0
R()(%); (0; u2 − u1)) d%:
The right-hand side is positive because Tˆ (0; u2 − u1)¿ 0.
Let us de/ne S(x; y; t; g) by the right-hand side of (1.15). Since the function s(u)
in the previous lemma is strictly increasing, the function S(x; y; ·; g) is the inverse of
s(·). Moreover S is continuous in the t-variable.
Theorem 7.1. Let *1 denote the set of )∈* such that )(%) = (x(%); u(%)) with u(·)
satisfying
u˙(%) = /Lˆ(x(%); u(%); /−1x˙(%)) (7.2)
for some positive constant /. Then
T (a; b) = sup
{∫ 1
0
R(); )˙) d% | )∈*1; )(0) = a; )(1) = b
}
: (7.3)
Furthermore; if we de4ne S by the right-hand side of (1.15); then (1.11) is true.
Proof. Let )1 ∈* with )1(0) = a; )1(1) = b. Suppose )1(%) = (x1(%); u1(%)). De/ne
(%) = R()1(%); )˙1(%)); (%) =
∫ %
0
R()1(s); )˙1(s)) ds and /= (1):
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Hence
(%)(x1(%); u1(%)) = Tˆ (x˙1(%); u˙ 1(%));
which implies
u˙ 1(%) = (%)(x1(%); u1(%))L
(
x˙1(%)
(%)(x1(%); u1(%))
)
:
The function  is nondecreasing and we write  for its inverse. We then de/ne
x(%) = x1( (/%)); u(%) = u1( (/%)):
Because of the way Tˆ is de/ned; x˙1(%) = u˙ 1(%) = 0 whenever (%) = 0. Hence; if
(%) = 0 almost everywhere in some interval [%1; %2]; then )1(%) is identically con-
stant in such interval. This implies that eventhough the function  may experience a
jump discontinuity; the function )(%) = (x(%); u(%)) is all well de/ned and continuous.
Moreover; )(0) = )1(0); )(1) = )1(1); and (x(·); u(·)) solves (7.2). Since
u˙= /Lˆ(x; u; /−1x˙)¿ Nv(x˙);
we deduce )∈*. To show (7.3); it remains to verify∫ 1
0
R(); )˙) d%=
∫ 1
0
R()1; )˙1) d%= /: (7.4)
To see this; observe that R is homogeneous in the second variable and )1(%) =
)(/−1(%)). Hence∫ 1
0
R()1; )˙1) d%=
∫ 1
0
R()(/−1(%)); )˙(/−1(%)))/−1˙(%) d%:
This certainly implies (7.4); which in turn implies (7.3).
It is not hard to show that the function L(·) = Lv(·) is Lipshitz. From this and the
Lipschitzness of (x; ·), we deduce that Lˆ(x; u; q) is Lipschitz in the u-variable. From
this we deduce that Eq. (7.2) has a unique solution for a given initial condition. Let us
write u(%; /; g; x(·)) for the unique solution of (7.2) that satis/es the initial condition
u(0) = g. The function
N(/; x(·)) := u(1; /; g; x(·))
is nondecreasing in / because  (x; t) = tL(x=t) is nondecreasing in t. Observe that if
 (%) = x(/−1%) and (%) = u(/−1%), then  satis/es
˙ = Lˆ( ; ;  ˙)
and N(/; x(·)) = (/). From this, we learn that the function N is continuous in /. Let
/(u; x(·)) denote the right continuous inverse of N in the /-variable. De/ne
s(u) = sup{/(u; x(·)) | x(·)∈Lip; x(0) = y; x(1) = x}:
From (7.4) we deduce that s(u) = T ((y; g); (x; u)). From this, and the continuity of S
and N, we conclude that
S(x; y; t; g) = inf{N(t; x(·)) | x(·)∈Lip; x(0) = y; x(1) = x}:
Finally recall that if  (%) = x(t−1%) and (%) = u(t−1%), then  satis/es (1.12) and
N(t; x(·)) = (t). This completes the proof of (1.11).
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8. For further reading
The following references are also of interest to the reader: Cannarsa and Soner,
1987; Crandall and Lions, 1983; Crandall et al., 1984; Lions, 1982; Rost, 1981.
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