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In Augustus 1975 werd door de afdeling Zuivere Wiskunde van het Mathe-
matisch Centrum een studieweek gehouden over Coderingstheorie. Uit de 
syllabus, die bij die gelegenheid aan de deelnemers werd uitgereikt, is dit 
boekje ontstaan. 
De voorbereiders van de Studieweek stelden zich tot doel belangstel-
lenden, die wel over enige wiskundige basiskennis beschikten, maar van wie 
niet werd verwacht dat zij al iets van codes afwisten, een degelijke kennis 
bij te brengen van een representatief deel van de algebraische codetheorie. 
Bij de nu voorliggende nadere uitwerki.ng is meer in het bijzonder gedacht 
aan wiskunde-studenten als lezers en gebruikers. De schrijvers hopen dat dit 
boek een bruikbare handleiding zal blijken te zijn bij menig col.lege over 
dit interessante en zich nog snel ontwikkelende onderwerp. 
Vooral ten behoeve van student-lezers is in hoofdstuk O een korte op-
somming bijeengebracht van benodigde voorkennis. Waarschijnlijk staat voor 
iedere lezer in die opsomming zowel te veel als te weinig; moge de 
gemiddelde lezer er toch baat bij vinden. 
De belangstelling binnen het Mathematisch Centrum voor de Coderings-
theorie is gewekt en aangewakkerd door onze adviseur J.B. van Lint. Onder zijn 
leiding hebben enige medewerkers van de afdeling Zuivere Wiskunde, tezamen 
met een groepje belangstellenden, afkomstig van diverse Universiteiten en 
Hogescholen, zich in dit vakgebied ingewerkt. Ook de leiding van de Studie-
week 1975 berustte bij hem. 
Wij waarderen het zeer dat Van Lint bereid was de syllabus van de 
Studieweek nog eens kritisch te bezien, hem te verbeteren en aan te vullen, 
en waar nodig (en ' t was nog al eens nodig:) te herschrijven. voor zover dit 
boekje eenheid toont, is die eenheid aan hem te danken. 
Maar door de eenheid heen blijven de afzonderlijke bijdragen van de 
verschi.llende auteurs - docenten op de Studieweek - naar stijl en opzet her-
kenbaar . Zonder hun inzet en hun noeste vlijt was die Studieweek. niet tot 
stand gekomen, en was dus ook dit boek niet verschenen. Aan die docenten, te 
weten J.B . van Lint en B.C .A. van Tilborg (THE), E .W. Lenstra, jr. (UvA), en 
M.R. Best, A.E. Brouwer, P. van Emde Boas, T.M.V. Janssen en A. Schrijver 
(MC), zij hierbij dank gebracht. Hun bijdragen zijn, min of meer gewijzigd, 
in verschillende hoofdstukken van deze verhandeling terug te vinden. Hoofd-
stuk 9 is na de Studieweek toegevoegd. 
x 
Ditis het eerste boek over Coderingstheorie in de Nederlandse taal. Oat 
heeft zijn consequenties voor de aard van het gebruikte Nederlands. Vele 
vaktechnische termen zijn niet uit het Engels vertaald, omdat nog geen gang-
baar en geaccepteerd Nederlands aequivalent is aangewezen. Wij hopen dat 
velen dit boekje zullen gebruiken: dan zullen enerzijds steeds meer Neder-
la.nders over Coderingstheorie praten, waarbij hopelijk goed-Neder1..andse termen 
ingeburgerd zullen raken waar nu nog Engelse uitdrukkingen worden gebruikt; 
anderzijds zal dit boekje dan (vele?) herdrukken beleven, en in die her-
drukken kunnen dan de nieuwe termen worden overgenomen. Met het 009 op die 
mogelijke herdrukken worden de gebruikers vriendelijk verzocht ook andere 
verbeteringen of essentieel geachte aanvullingen te melden aan het Mathe-
matisch Centrum, t.a.v. de afdeling Zuivere Wiskunde. Een lezer, c. Roos 
(THD), heeft dat al gedaan: zijn l ange lijst met correcties is verwerkt, 




In de in dit boek beschreven cursus wordt nogal wat voorkennis van de 
lezer vereist. De belangrijkste gebieden waar hij enigszins thuis moet zijn 
zijn algebra, combinatoriek, elementaire getaltheorie, waarschijnlijkheids-
rekening. We geven in dit hoofdstuk een snel overzicht van veel gebruikte 
begrippen en stellingen. Voor de algemene theorie en voor bewijzen raadplege 
men een van de vele leerboeken over deze vakken. We gebruiken algemeen be-
bekende notaties . (Met ICI geven we het aantal elementen van de ver zameling 
C aan; lxJ : = rnax {n e zz:ln s x} en evenzo f xl voor afronden naar boven.) 
0 .1. 1\LGEBRA 
We zullen veel gebruik maken van lineaire algebra, o.a. begrippen als 
vectorruimte over een lichaam, lineaire deelruimte, lineaire afbeelding, in-
wendig product van vectoren (N.B . vectoren geven we aan door onderstreepte 
symbolen, het inwendig product met <~1 l'._>), matrixvermenigvuldiging, etc. 
worden allemaal bekend verondersteld. 






vaeG vbeG [ aheG ) , 
vaeG vbeG VceG ((ab)c = a(bc)), 
3eeG VaeG [ ae =ea = a ) , 
(er is dan precies een e met deze eigenschap), 
V 3. (ah = ba = e] . 
aeG oeG 
Als bovendi en 
2 
(iv) va€G Vb£G [ ab = ha] 
dan heet de groep abels of commutatief. 
Is (G, ) een groep en acG en (H, ) een groep, dan noemt men (H, ) een onder-
groep van (G, ) . Meestal schrijft men G i.p.v. (G, ). Het aantal elementen 
van een eindige groep heet de orde van de groep. Is (G, ) een groep en 
a £ G dan heet de kleinste positieve n z6 dat an = e - indien deze bestaat -
de orde van a. De elementen e,a,a2 , ... ,an-l vormen een zgn. cyciische 
i:rroep met vooPtbPel'l(leP a. Als (G, ) een abelse qroep is en (H, ) een onder-
groep dan noemt men de verzamelingen aB:• {ahlh€H} nevenklassen van B. Daar 
twee nevenklassen identiek of disjunct zijn vormen de nevenklassen een 
partitie van G. De nevenklassen kunnen we aangeven door uit elke klasse een 
zgn. representant te kiezen. Bet is niet moeilijk in te zien dat de neven-
klassen zelf een groep vormen als we definieren (aB) (bH):= ab B. Deze groep 
heet de factorgroep en wordt a.angegeven met G/B. 
(0 . 1.2) DEFINITIE. Een verzameling met twee bewerkingen (R,+, ) heet een 
ring als: 
(i) (R,+) is een abelse groep, 
(ii) va£R vb€R VC€R [a(bc) = (ab)c ] , 
(iii) VA€R Vb£R VC£R [a(b+c) = ab + ac A (a+b)c ac + be]. 
Als bovendien geldt 
(iv) V a£R Vb£R [ab=ba] 
dan heet de ring commutatief. 
(0.1.3) DEFINITIB. Is CR,+, ) een ring en~ * Sc R dan heet S een ideaal 
als: 
(1) Va€S Vb€S [a-b € S ] , 
(ii) va€S vb£R [ab £ s A ha € S ] . 
(0.1.4) DEFI.NITIB. Een Zichaam is een ring (R,+, ) waarvoor (R\{O} , ) een 
abelse groep is. 
C0.1.5) STELLING. Iedere eindige ring met tenminste twee elementen waarin 
geldt 
ab 0 .. (a=O v b=O) 
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is een Zichaarn. 
Is Seen ideaal in de ring (R,+, ) dan is (S,+) een ondergroep van (R,+). 
We kunnen de factorgroep vormen. De nevenklassen noemen we nu restkZassen 
mod S. Hiervoor kunnen we ook vermenigvuldiging op voor de hand liggende 
manier definieren. We vinden dan een ring, de zgn. restkZassenring R mod s 
(= R/S) . Nemen we bijv. R:= 2Zen S het ideaal van alle p-vouden (p priem, 
notatie p2Z of (p)J dan vinden we de ring van gehele getallen modulo p 
(= 2Z/.p2Z) • 
(0.1.6) STELLING . 2Z/p2Z is een Zichaam. 
Een ring die vaak gebruikt zal worden is de ring van alle polynomen a 0 + 
+ a 1 ><: + ... + anxn met coefficienten ai in een lichaam F en n = 0,1, ... 
Deze ring geven we aan met P [x]. Is g(x) een polynoom dan vormen alle veel-
vouden van g(x) (d . w.z. alle polynomen a(x) g(x) met a(x) e F(x]) een 
ideaal in F [x] dat we aangeven met (g(x) J. De restklassenring F [x]/(g(x)) 
kunnen we dan representeren met de polynomen waarvan de graad kleiner is 
dan de graad van g(x). Optelling en vermenigvuldiging geschieden dan op de 
"gewone" manier, gevolgd door reductie modulo g(x) (dus: bepaal de rest bij 
deling door g(x)). 
Is F een lichaam met n elementen dan geeft men F ook wel aan als 
Fn of GF(n) (Galois field). We gebruiken beide notaties regelmatig en door 
elkaar! Men kan bewijzen dat als n = pr (p priem, r 2: 1) er (op isomorfie 
na) een lichaam F is en anders geen. Een constructie van GF(pr) gaat als 
n 
volgt. Laat g(x) een irreducibel polynoom zijn van de graad r in F [x]. p 
Zo'n polynoom is er (zie o.a. BERLEKAMP (1968)). De restklassenring 
F [x]/(g(x)) is een lichaam. p 
(0 . 1.7) STELLING. In (GF(pr),+, ) is de groep (GF(pr)\{O}, ) aycZisch. 
(0 . 1.8) 




polynoom x 4 + x + 1 is irreducibel 
4 F 2 [x]/(x +x+l) bestaat uit 
over F 2 . De 
4 
0 .. (0 0 0 0) 
0 1 (1 0 0 0) x 
-1 
.. (0 0 0) x x 
2 2 
= (0 0 0) x x 
3 3 
.. (0 0 0 1) x x 
x 
4 1 + x .. (1 0 0) 
5 
x + x 






3 (0 0 1) .. 
x 
7 1 +x + x 3 .. (1 0 1) 
xe 1 + x 2 
- (1 0 0) 9 
x x + x 
3 
.. (0 0 1) 




x + x 2 + x 3 .. (0 l 1) 
12 
= + x + 
2 
+ x 3 .. (1 1 1) x x 
13 1 x + x 2 + x 3 
- (1 0 1) 14 3 (1 0 0 1) x = + x 
-
Bier is het polynoom x een voorbrenger van de multiplicatieve groep van 
GF(16). DUS x is een primitief element. Uit de constructie zien we verder 
dat GF(pr) een r-dimensionale vectorruimte over GF(p) is. Bierbij in-
teresseert ons voornamelijk de addi tieve st.ructuur van GF (pr) . 
Oit stelling (0.1.7) is eenvoudig in te zien dat GF(pr) een deel-
lichaam is van GF(ps) als en alleen als r een deler van s is. 
Verschillende eigenschappen van de polynoomring F [ x] worden in dit 
boek vaak gebruikt. 
(0.1.9) STELLING. JF[x )is een hoofdideaalring. 
Dit betekent dat als S een ideaal is in lF[x) er een polynoom g(x) 
is zo dat S (g(x)) . 
: (0.1.10) STELLING. Zij q =Pr en 0 * f(x) E Fq [x) . Dan geldt 
(i) liet aantal nulpunten van f(x) in een Uohaam Fqk is ten 
hoogste gelijk aan de graatl van f Cx>; 
(ii) Is a een meewoudig nulpunt van ·f (x) in F dan is de for-qk 
mete afgeleide van f(x) ook O in x = a; 
Is a een nu1.punt van f(x) in F k dan is aq ook een nu1.punt 
van f{x). . q 
(iii) 
5 
(0.1.11) STELLING. AZs de grootste gemene deZer (a(x),b(x)) van a(x) en 
b(xl het poZynoom 1 is dan zijn er poZynomen p(x) en q(x) zo dat 
a(x) p(x) + b(x) q(x) s 1. 
Is a € GF(pr) en an = 1 terwijl am F 1 voor O < m < n dan noemen we a 
een primitieve n-de eenheidsi.JorteZ. Zo is bijv. een primitief element van 
GF(q) een primitieve (q-1)-de eenheidswortel. 
0.2. GETALTHEORIE 
Uit de elementaire getaltheorie hebben we slechts weinig nodig. Bekend 
is dat in :N\{O} ieder getal eenduidig (op volgorde na) is te ontbinden in 
priemfactoren. Als a een deler is van b geven we dit aan met a l b. Is p 
priem, prla en pr+lia dan schrijven we Prll a. Bij een k € N, k > 1, is een 
k-tallige schrijfwijze van het getal n een representatie 
met 0 s n. < k voor 0 s i s i. 
l. 
Bet eenvoudigst~ voorbeeld van de in§ 0.1 genoemde restk1assenringen 
vinden we bi.nnen 2Z. De collectie mZi': van veelvouden van m is een ideaal in 
:iZ. De restklassenring 2Z/m'O. heet de ring van gehele getallen modulo m. Als 
representanten nemen we meestal 0,1,2, ... ,m-1. We schrijven a a b (mod m) 
als a - b € m2Z. 
De grootste gemene deler van a en b geven we aan met g.g.d. (a,b) of 
alleen (a,b). 
(0.2.1) STELLING. AZ8 
(0. 2 .2) 
~(n):e I {m l 1 S m Sn, (m,n) 1 } I 
dan is 
~(n) n n 
Pin 
(1-l) . p 
~ heet de functie van Eu Zer. 
STELLING. AZs (a,m) = 1 dan is a ~Cm) • 1 (mod m). 
Dit heet de stelling van EULER-FERMAT. 
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De elementen van 2Z/p2Z, p een oneven priemgetal, zijn te ver-
delen in drie klassen resp. bestaande uit O, alle kwadraten * 0 en 
alle niet-kwadraten. Daar x 2 = (-x) 2 en de vergelijking x 2 =a in 
Fp niet meer dan 2 oplossingen heeft, zien we dater precies ~(p-1) 
kwadraten zijn. Daar deze modulo p gereduceerd zijn noemt men ze 
meestal l<iua.dI>ao.tresten (=quadratic residues). Uit (0-1.6), (0.1.7) 
en (0.2.2) zien we dat x een kwadraatrest is als en alleen als 
~(p-1) . . . 
x s 1 (ll!Od p) . In het b:t.JZonder is in F het element -1 een p 
kwadraat als en alleen als pa 1(mod 4). Bovenstaande geldt voor 
ieder lichaam Fq met q oneven. In lF2~ is ieder element een kwa-
draat. 
0.3. COMBINATORIEK 
In diverse hoofdstukken maken we gebruik van allerlei begrippen uit de 
combinatoriek. Veel meer dan enkele definities zullen we hier niet noemen. 
Vrijwel alle theorie die de lezer wellicht nodig heeft is te vinden in het 
boek CombinatoriaZ Theory van M. HALL (1967). 
(0 . 3 . l) DEFINITIE. Zij Seen verzameling vanv elementen en zij 8 een col-
lectie deelverzamelingen van S (die we bZokken noemenl z6 dat: 
(i) voor iedere B e B geldt lsl k, 
(ii) voor iedere T c s met !T I = t zijn er precies ~ blokken B 
zo dat T c B. 
Dan heet Been t-design (ook wel aangegeven met t-(v,k,A)). 
Is A = 1 dan spreken we van een Steiner system. 
Een design wordt vaak gerepresenteerd door een incidentiematri:t;. Oeze 
matrix heeft !BI rijen en lsl kolommen. De rijen zijn de karakteristieke 
functies van de blokken van B. 
(0.3.2) DEFINITIE. Een bZock design = balanced incomplete block design) 
met parameters (v,k;b,r,A) is een 2-design 2-(v,k,A) met IBl = b. 
Bij elk element van S zijn er r blokken die dat element bevatten. 
Een Steiner TripZe System is een block design met k = 3 en X = 1. 
Een block design met v = b heet symmetrisch. 
(0 . 3.3) DEFINITIE . Een symmetrisch block design met A = l heet een 
projectief vZak. De punten van S noemen we de punten van het vlak. 
7 
De blokken van B heten de tijnen van het vlak. Het is eenvoudig in 
te zien dat jsj n 2 + n + 1. Men noemt n de orda van het vlak. Er 
geldt k =re n + 1. Een projectief vlak van de orde n geven we 
aan met PG(2,n). 
(0.3.4) DEFINITIE. De affiene meetkunde van dimensie m over het lichaam 
m 
F q is de vectorruimte (lF q) (Notatie AG (m,q)). Een affiene deel-
ruimte is een nevenklassc van ccn lincairc dcclruimtc {opgcvat ale 
ondergroep) . De groep van transformaties voortgebracht door 
translaties en lineaire afbeeldingen h~et de groep van affiene 
transfonnaties. 
(0.3.5) OEFINITIE. Een vierkante matrix H van de orde n met elementen 
+1 en -1 waarvoor HHT • nI heet een Hadama:t'<i matrix. 
Hierin is I de eenheidsmatrix. In het vervolg geven we met ~ de een-
heidsmatrix van de orde k aan; met Jk de matrix van de orde k met alle ele-
menten gelijk aan l; en verder met Pk de matrix van de orde k met pij'E 1 als 
j-i = 1 (mod k) en p 1 j:= 0 anders. Als geen verwarring mogelijk is laten we 
de index k weg. 
(0.3.6) OEFINITIE. Een conferentie-matr>ix is een vierkante matrix c (van 
de orde n) met c 1 i = 0 en c 1 j = ± 1 als i * j, zo dat CCT ~ (n-1) I. 
Een van de bekendste methoden om Hadama.rd matrices en conferentie-
matrices te construeren is de zgn. Paley-constructie (cf. HALL (1967) 
§ 14.1). Zij q een macht van een oneven priemgetal . We definieren x op 
GF(q) door xCO):= 0, xCx):= 1 als x een kwadraat is, xCx):= -1 anders. We 
nummeren de elementen van GF(q) als a 0 ,a1 , ..• ,aq-l met a 0 = O. 
(0 . 3. 7) STELLING. De Patey matrix s van de orde q gedefinieerd door 
s 1 j: = x<a1-aj) heef't de eigenschappen 
(i) SJ • JS = O, 
(ii) SST qI-J, 
s=!_ 
(iii) ST • (-1) 2 S. 
Het is nu eenvoudig om Hadamard matrices en conferentie-matrices te con-· 
strueren. 
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(0.3.8) VOORBEELD. Pas (0.3.7) toe voor q = 11. Construeer dan H12 door 
( 
0 1 1 ...•.. 
=~o . s 
\-1 
Dan zijn alle elementen van an gelijk aan + 1 of -1 en HBT 12J:. 
0. 4. WAARSCBIJNLIJKHEIDSREKENING 
Voor een stochastische variabele ~met eindig veld geven we zoals ge-
bruikelijk met pi de kans aan dat ~ • xi' dat is p1 = P(~"Xi). Bet ge-
middelde µ •~is LP1x1 . In het algemeen is voor een functie g het gemiddelde 
Eg(x) • LPi gCx 1). We gebruiken o.a. de eigenschap E(~+bx_) • aE~ + bE~. 
_.,,. . 0 2 ~ 2 2 2 De BpNw.i-z.ng o wordt gedefim .. eerd door o ;?: en o = lPiXi - µ =EC~-µ) • 
De grootheid o2 heet de variantie. 
Ook enkele bekende feiten betreffende tweedimensionale verdelingen 
1<10rden in hoofdstu.lt I gebruikt. We noemen de notaties Pij' • P (~ = x 1 A x_ • 
• yj), p 1 . • P(!_-x1> • ~ pij' de voorwaardelijke kans P(~-x1 l:c"Yj) ~ pij/P.j· 
We noemen ~en ~C114fhirnkelijk als pij • p1 • P.j voor alle i en j. Dan is E(~) • L pij x1yj • E(~) E(x_). i,j 
(0 . 4.1 ) STELLING. (Bienaym~-Chebyshev) . Voor een stochastische t>aPiabZe 
met ,errriddaUJ.e µ en spreiding o geidt 
De kansverdeling die in het vervolg de grootste rol speelt is de 
binominaZe verdeling. Hierbij neemt x de waarden 0,1, ... ,n aan 
en wel P(~•i):= (~) p1qn-1,waarbij 0-s p s l en q:• 1-p. Voor 
deze verdeling geldt µ • np en o 2 • npq. 
(0.4.2) STELLDC. 
log n! • n log n - n + O(log nl voor n ~ ~. 
(0.4.3) LEMMA. 
(mn) S ~~n_n~~­
m m ( n-m) n- m 
9 
(0.4.4) DEFINITIE. De binaire entropie functie a wordt gedefinieerd door 
R(O) := 0, 
H(x) := -x 21og(x)- (1-x) 21og(l-x), (O<xs !). 
(0.4.5) LEMMA. Zij 0 s A s !. Dan geLdt: 
(i) l (n) S 
OSiSAn i, 
2nH(A) I 
(ii) -1 2 l <~) H(A). lim n log n_..., iSAn ' 1 
BEWIJS. 
(i) 
2-nH(A) l (~), . 
OSiSAn 
(ii) Schrijf m = LAnj. Dan ism= An+ 0(1), voor n + m. Dus 
n-
1 Cn log n - m log m -(n-m) log (n-m) + O(n)) 
log n - A log (An) - (1-A) log ((1-A)n) + O(l) 
H(A) + 0(1) voor n ~ m. 
Het gestel de volgt nu uit deel (i). 0 
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Hoofdstuk I 
DE STELLING VAN SHANNON 
1 . 1 • INLEIDING 
De theorie van f outen-verbeterende codes wordt toegepast in de com-
munica tie theorie in allerlei situaties waar een informatie leverende bron 
is verbonden met een ontvanaer door middel van een 29n. kanaaZ dat dczo in-
formatie niet foutloos transporteert. Men denke bijv. aan een gestoorde 
telefoonlijn of een magneetband waarop dooi:: magnet:_ische storingen fouten 
ontstaan . Bet volgende is een typisch recent voorbeeld. De foto's die door 
de Mariner satellieten van Mars werden gemaakt werden naar de aarde geseind . 
Dit gebeurde door eerst op de foto een fij n rooster te plaatsen en van ieder 
hokje de zwartingsgraad te meten, in een schaal van 0 t/m 63. Achtereen-
volgens werden deze getallen daarna (als electromagnetisch go1ven) naar een 
ontvangstation op aarde gestuurd. Het zeer zwakke signaal moest eerst door 
de ontvanger versterkt worden. Door thermische ruis in deze ontvanger wordt 
het signaal verminkt. Om er voor te zorgen dat het signaal desondanks goed 
wordt geinterpreteerd moest van te voren zgn. redundantie worden ingebouwd. 
Dit betekent dat elk signaal meer bevat dan de nodige informatie alleen. 
Een voorbeeld dat we allen goed kennen is onze taal. Als in gedrukte tekst 
fouten voorkomen (dus bijv. drukfouten) dan zien wij dit mits een verminkt 
woord niet is overgegaan in een ander woord dat wij kennen. Ook het volgen-
de voorbeeld is bekend. Op ponsband voor rekenmachines wordt een redundant 
bit gebruikt om fouten te detecteren. Om 32 symbolen binair weer te geven 
zijn 5-tallen nullen en enen nodig. Aan ieder vijftal wordt een zesde bit 
toegevoegd (dat dus geen informatie meer verschaft) en wel z6 dat het aantal 
enen in een 6-tal even is. Treedt nu door een storing een fout op in zo'n 
6-tal dan is het aantal enen oneven geworden en dan wordt het 6-tal door 
de leesapparatuur niet aanvaard. De fout is ontdekt. we spreken i .n dit geval 
van een singie-error-dstecting cods . Bij het eerdergenoemde voorbeeld van de 
Mariners kon men de zwartingsgraden weergeven met hahulp van 64 zestallen 
nullen en enen, nl. de binaire representatie van de getallen O t/m 63. In 
plaats daarvan werden echter 64 verschillende 32-tallen gebrui.kt. De ge-
bruikte code was z6 geconstrueerd dat een ontvangen signaal met 7 fouten 
erin neg goed geinterpreteerd werd. De tol die men betaalde was het feit 
dat voor het overseinen van de informatie meer dan 5 keer zo veel tijd 
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nodig was als zo nder de redundante symbolen. 
~ een bete r idee te krijgen van de oorsprong van de code ringstheorie 
beschouwen we een experiment. We bevinden ons in een vertrek -waar een proef-
persoon met vaste snelheid met een munt kruis (Kl of munt (Ml we rpt . We be-
schikken over een communicatiekanaal met een ander vertrek (bijv. een sein-
sleutel + electrische verbinding). Over dit kanaal kunnen we twee soorten 
symbolen, die we 0 en 1 noemen, zenden. Door storing van het kanaal is er 
iedere keer dat we een 0 of 1 zenden een kans p dat het door de ontvanger 
juist als hat andera symbool wordt 9 e tnt e r preteerd . Men no emt dit een 
binair syrmretrisch kanaal (B.s.c. = bina ry symmetric channel). 
Als we nu iedere keer dat kruis wordt geworpen een l zenden en bij munt 
een 0 dan zal na voldoend lange tijd een fractie p van de ontvangen infor-
matie, betreffende de werper met de munt fout zijn. Laat nu verder gegeven 
zijn dat we precies even lang informatie over het kanaal mogen sturen als 
de duur van het experiment (niet noodzakelijk tegelijkertijd) maar dat we 
voor iedere worp met de munt twee symbolen over het kanaal kunnen sturen. 
Als we niet aan de tijdsbepaling gebonden waren zouden we voor een 
overbrenging met willekeurig grote nauwkeurigheid kunnen zorgen en wel als 
volgt. Bi j de worp kruis zenden we N keer een 1 over het kanaal, bij munt 
N keer een 0. De ontvanger vertaalt een serie van N signalen in kruis als 
meer dan de helft van de signalen l is. In dit geval gebruiken we de zgn. 
repetitiecode van de lengte N. Deze code bestaat uit twee "woorden", nl. 
Q. = (0,0, ... ,0) en!_= (1,1, .•• ,1). Neem nu als voorbeeld p = 0.001. De 
kans dat de ontvanger verkeerd decodeert is dan 
(1.1.1) (q=l-p), 
en deze kans heeft limiet 0 voor N + m (zie (1.4.1)). 
Nu we aan de gegeven snelheden gebonden zijn is de zaak veel lastiger. 
Ieder symbool 2 keer zenden heeft geen zin! De fundamentele stelling van 
Shannon uit de informatie-theorie zegt dat ondanks deze beperking toch wil-
lekeurig grote nauwkeurigheid is te bereiken. Een eerste idee over de metho-
de krijgen we door aan ieder paar worpen een signaal van 4 symbolen te ver-
binden op de volgende manier: 
munt - munt + 0000 
kruis munt + 1001 
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munt - kruis ~ 0~11 
kruis - kruis + 1110. 
Als een ander woord ontvangen wordt nemen we aan dat op ~~n van de eerste 
drie plaatsen een fout is gemaakt. De kans op verkeerd overkomen van het 
resultaat van twee worpen is nu ongeveer 0.001 terwijl bij gewoon zenden 
deze Jeans 0.002 is. Noq groter nauwkeurigheid bereiken we door aan iedere 
serie van 3 worpen een signaal van 6 symbolen toe te voegen, bijv. als volgt: 
Als de drie worpen a 1 ,a2 ,a3 zijn dan zendcn we 
waarbij optelling modulo 2 is. Dit achttal noemen we de gebruikte code. Als 
het ontvangen signaal (b1, .•• ,b6) is, dan is Cb1 , .•. ,b6 ) = (a1 , •.. ,a6 ) + 
+ Ce1, .•• ,e6 ) waarin .!. het zgn. foutenpat;roon is; e 1 = 0 als het symbool 
goed wordt ontvangen, ei = 1 bij een foute ontvangst. Nu geldt 
en hierin zijn de rechterleden aan de ontvanger bekend. oeze neemt aan dat 
onder alle moqelijke .!_die aan deze vergelijkingen voldoen de werkelijke 
een minilllaal aantal l'en heeft. Voor 7 van de 8 mogelijke waarden van 
(s1 ,s2,s3) leidt dit tot een eenduidig bepaalde e. Alleen bij (1,1,1) moet 
de ontvanger kiezen uit (1,0,0,1,0,0), (0,1,0,0,1,0) en (0,0,1,0,0,1). Alle 
foutenpatronen met 0 of 1 fout worden goed gedecodeerd + nog ~~n met twee 
fouten. Dit betekent dat na decoderen de kans op alle 3 goed nu 
6 5 4 2 q +6qp+qp 
is. Het gemiddelde aantal goede symbolen na decoderen kan nog iets groter 
zijn. In ieder geval hebben we nu al de kans op verkeerd overkomen van ~~n 
experiment verlaagd tot ongeveer 0.000014; een enorme verbetering! 
Door deze inleiding moet de lezer al enigszins een gevoel gekregen 
hebben voor enkele belangrJ,jke begrippen uit de informatietheorie. 
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(1.1.2) DEFINITIE. Gebruikt men voor communicatie een collectie C (de code) 
gekozen uit alle n-tallen nullen en enen dan heet 
de informatie-inhoud Cinfo'l'ITlation rate of vaak rate) van c. 
Het begrip rate heeft te maken met de eerder genoemde snelheid 
van overbren9in9. Voor hat ponsband voorbeeld van 32 woordAn van 
6 letters (0 of l) is R = 5/6. Voor de code van de Mariner was 
R = 6/32 in overeenstemming met onze opmerking dat we meer dan 
5 keer zo lang nodig hadden als zonder codering. In het net be-
sproken voorbeeld is lei • S en n = 6, dus R = ! hetgeen overeen-
komt met de eis dat we niet meer dan twee nullen of enen per worp 
mogen seinen. 
De reden waarom de door de Mariner gebruikte code C zelfs bij 
het optreden van 7 fouten nog tot een goede interpretatie leidde 
is het feit dat twee verschillende woorden van c steeds op ten-
minste 16 van de 32 plaatsen van elkaar verschillen . Na het ver-
anderen van ten hoogste 7 symbolen lijkt het gewijzigde woord toch 
nog meer op het oorspronkelijke dan op een van de andere woorden. 
Vandaar de volgende definitie (zie 3.1.1). 
(1.1.3) DEFINITIE. Zijn x en :i. twee n-tallen nullen en enen dan noemen we 
de Bcurming-af stand van ~ en :i.· 
In het boven gebruikte voorbeeld van een code C met 8 woorden 
waren de onderlinge afstanden van de woorden tenminste 3. Daardoor 
konden we ieder foutenpatroon met een fout verbeteren . De code is 
een single-error-correcting code. 
Bij het decoderen gaan we er steeds van uit dat een ontvangen 
signaal zo weinig mogelijk fouten bevat. Dit doen we bij het lezen 
van gedrukte tekst ook; als een gedrukt woord niet in onze taal 
voorkomt zoeken we een woord dat er zo veel mogelijk op lijkt . Bij 
een ontvangen signaal :i. zoekt men dus een ~ uit de code z6 dat de 
Hamming-afstand van~ en ::t_minimaal is. Dit noemt men ma:cimum-
likelihood dscoding. 
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1 . 2 . DE STELLING VAN SHANNON 
We geven nu het bewijs van de stelling van Shannon voor het voorbeeld 
uit § 1.1. we stellen het probleem opnieuw. Gegeven is een binair syrrrnetrisch kanaal met kans p (O<p<l; q:=l-p) op een fout. Stel dat we een code C hebben 
bestaande uit M vectoren uit {O,l}n met een of andere decodeerregel. Laat Pi 
de kans zijn dat er na decoderen een fout overblijft aangenomen dat ~ het 
gezonden signaal is. oaar we aannemen dat alle te zenden siqna1en dezelfdP 
waarschijnlijkheid hebben geldt nu 
(1. 2 . 1) -1 Pc : = de kans op een fout ~ M 
Oef inieer nu 
(1.2.2) 
Dan is: 
p*(M,n,p) mini.mum van PC over alle codes C met de gegeven 
paramete.rs. 
(1.2.3) STELLING VAN SHANNON. Als 0 < R < l + p log p + q log ~en 
M := 2[RiiJ dan g~Zdt.p*(M ,n,p) ~ 0 als n ~ ~ -n n 
(1.2 . 4 ) 
(In de stelling en bewijs hebben alle logarithmen het grondtal 2 . ) 
Merk op dat in ons voorbeeld l + p log p + q log q bijna 1 is , 
d .w. z. dat met c > 0 en n voldoende g r oot een code bestaat waar-
voor Pc < c terwijl de rate van c meer dan ! is . 
Voor we aan het bewijs beginnen behandelen we enkele tech-
nische details die we l ater gebruiken . Als een codewoord over het 
kanaal wordt gezonden, dan is de kans op een foutenpa troon met 
precies w fouten pw~-w, d . w.z . dat deze kans alleen van het aan-
tal fouten afhangt. We merken op dat de kans dat :i. wordt ontvangen 
als ~is gezonden (aangegeven met PC.:i_j~)) gelijk is aan de kans op 
ontvangat van ~bij signaal :i.· Bet aantal fouten in een ontvangen 
woord is een stochastische variabele met verwachtingswaarde np en 
np(l-pl i variantie np(l-p) . Als b : = ( -c12-) dan is volgens Bienayme-Chebyshev (0.4.1): 
P(w > np+b) s !c. 
(1. 2 . 5) 
(1.2.6) 
(1.2. 7) 
(1.2 . 8) 
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Zij p < l- Zij p := lnp+bj en kies n zo groot dat p < ln. Het aan-
tal woorden met Hamming-af stand d 8 s p tot een vast woord x is 
IB (x} I p - l 
wSp 
(zie (0.4 . 3)). 
n 
(n) < ln(n) s ln~~-n~~­
w p pp(n-p)n-p 
We noemen de collectie BP(~} de bol met middelpunt ~en straal p. 
Er geldt 
£.log£.= .!.Lnp + bjlog lnp + bj 
n n n n 
p log p + O(n-l) 
en evenzo 
We introduceren nu twee hulpfuncties. Als u € {0 1 l}n en 
v € {0 1 l}n dan defini~ren we: 
als 
als 
~<~1~l > P1 
d8 (~1~) S p. 
Is x . € C en v € {O,l}n dan definieren we: 
-]. ..... 
Merk op dat gi(-:f..) = 0 als ~ het enige codewoord is met afstand 
S p tot 1. en dat anders gi(;:t) ~ 1. 
BEWIJS VAN {1 . 2.3). 
De belangrijkste stap in het bewijs is de volgende redenering. Kies 
woorden ~1 1~21 ••• 1~ willekeurig uit {0 1 l}n en gebruik deze M verschillen-
de woorden als code C. De ontvanger decodeert volgens de regel: wordt 1. ont-
vangen en is er ~~n codewoord ~met afstand s p tot -:1..dan y_ decoderen als 
~en anders y_decoderen als ~l (of 1. "fout" verklaren) . Laat Pi weer de 
kans zijn dat ~ is uitgezonden en verkeerd gedecodeerd. Dan is 
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De eerste som rechts is de kans dat v ~ B (x.). Deze kans hangt alleen van 
.._ f p -l. 
p en niet van~ af. Noem die kans ap. Volqens (1.2.4) i R CLP S i.:. Volgens 
(1.2.1) is 
We berekenen de verwachtingswaarde van het rechterlid over al.le grepen 
* ~1 , •.• ,~ en merken op dat P (M,n,p) niet groter kan zijn! Dus is 
* 
-1 P (M,n,p) s ie + M 
M l l l E(P(1_1~.))E(f(1_,x.)) 
i=l 1- j,&i :l. -:i 
Door de log te nemen, (1.2.5) en (1.2.6) te gebru.i.ken en door n te 
delen, vinden we 
-1 * £ -1 n log(P ' (M,n,p) -2> Sn log M - (1 + p log p + q log q) + 
Uit de definitie van Mn volgt 
n-
1 log Mn - Cl + p log p + q log q) + 0 Cn-i) < -e < o 
* 
-Bn * voor n > n0 , d.w.z. P (Mn,n,p) < ie + 2 voor n > n0 , d.w. z . ~ (Mn,n,p) 
< £ voor n voldoende groot. 
Biermee is de stelling bewezen. 0 
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1 • 3. COMMENTAAR 
De stelling van Shannon (zie C.E. SHANNON (1948)) markeert het begin 
van onderzoek in de coderingstheorie. Daar het bestaan van goede codes was 
aangetoond 9in9 men proberen zulke codes te construeren. Daar deze codes 
gebruikt moesten worden met behulp van electronische apparatuur (vaa.k: zeer 
klein, bijv. in satellieten) moesten de codes zo veel mogelijk regelmaat ver-
tonen. Daardoor zou zowel codering als decodering en in het bijzonder de 
foutenverbetering met eenvoudige algoritmen kunnen geschieden. Uit de vol-
gende hoofdstukken zal blijken dat het niet eenvoudig is deze regelmaat in 
te bouwen zonder datgene wat de stelling van Shannon belooft te verl.iezen. 
Hen heeft er zelfs aan getwijfeld of dit wel mogelijk is (zie Hoofdstuk IX). 
we merken nog op dat een van de belangrijke toepassingsgebieden van de 
coderingstheorie het telefoonverkeer is. Vele namen die in dit boek genoemd 
worden zijn naroen van (vroegere) medewerkers van Bell Telephone Laboratories. 
Naast Shannon zelf noemen we Berlekamp, Gil.bert, Hamming, Lloyd, MacWill.iams, 
Slepian, Sloane. Bet is dan ook niet verwonderlijk dat veel van de litera-
tuur uit de begintijd van dit gebied is te vinden in Bel.l System Technical 
Journal. 
De lezer die geinteresseerd is in meer details over de Mariner '69 ver-
wijzen we naar E.C. POSNER (1968). 
1.4. OPGAVEN 
(1.4.1) Bewijs (1.1.1) . 
(1 . 4.2) Om de 8 mogelijke drietallen Ca1 ,a2 ,a3 ) uit {0,1}
3 te zenden ge-
bruiken we de code C gedefinieerd door Ca1 ,a2 ,a3) + Ca1 ,a2 ,a3 , 
a 1+a2+a3 ,a1 +a2+a3 ,a1+a2 ,a1+a2 ,a1+a3 ,a1+a3 ,a1 ). Wat is nu de in-
formation-rate? Stel dat we een B. S.C. met foutenkans p = 0.1 ge-
bruiken (een erg slecht kanaal!). Hoe groot is ongeveer de kans op 
een fout (per symbool.) bij deze code en maximum-likelihood-decoding? 
(1.4.3) 7 Construeer 8 woorden uit {O,l} z6 dat de onderlinge afstanden ten-
minste 4 zijn. 
(1 . 4.4) Een binair kanaal heeft een kans q = 0.9 dat een symbool goed aan-
komt en een kans p = 0.1 dat een onherkenbaar symbool (? s erasure) 
aankomt. We will.en een code met rate i gebruiken. Wordt de kans 
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op goede interpretatie groter als we gewoon ieder symbool herhalen? 
Hoe veel? lCunnen we een nog grotere kans op goede interpretatie 
maken. Bedenk een bruikbaar systeem met 6 woorden uit {0 ,1 }5 . Hoe 
groot is de rate? 
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Hoofdstuk II 
VOORBEELDEN VAN CODES 
In dit hoofdstuk noemen we een code C met M woorden van de lengte n en 
onderlinge afstand ~ d een (n,M,d]-code. 
2 . 1 . DE (7,4)-HAMMING CODE 
Beschouw de 7 vectoren die ontstaan door cyclische permutatie van 
(1,1,0,1,0,0,0). Dit zijn de rijen van de incidentiematrix van PG(2,2) , het 
projectieve vlak van de orde 2 (zie (0.3.3)) . Hieruit (of door eenvoudige 
inspectie) volgt dat deze 7 woorden onderling afstand 4 hebben . We voegen 
nu toe 0 = (0 , 0, .. • ,0) en de 8 woorden die ontstaan door in alle woorden 
overal 0 door 1 en 1 door 0 te vervangen. Zo hebben we 16 woorden uit 
{0, 1 }7 • Het is eenvoudig in te zien dat deze code H minimum afsta:nd 3 heeft. 
His dus een (7,16,3]- code. Als we H veriengen tot de code B door ieder 
woord een achtste letter te geven en wel z6 dat ieder woord van H een even 
aantal enen heeft, dan vinden we een code met minimumafstand 4, een ra,16,4]-
code. H heeft de eigenschap dat als ~ € H en b € H dan ook a + J2. € H (op-
telling modulo 2). (Zie Hoofdstuk III) . 
2 . 2. HADAMARD CODES EN GENERALISATIES 
Zij Hn een Hadamard matrix van de orde n (zie (0.3.5)) . Vervang in Bn 
en -H
0 
overal -1 door 0. Dan ontstaan 2n ri j en van n symbolen met onderlinge 
afstand ~ !n. Een Hadamard code is een [n,2n,!n]-code . Voor n = 8 vinden we 
de code ii uit § 2 . 1. Voor n = 32 vinden we de code gebruikt door de Mariner 
'69 die in § 1.1 is genoemd. 
Zij S een Paley matrix van de orde n. Beschouw de rijen van de 
matrices !CS+I+J) en !C-S+I +J) en voeg ook nog Q. en.!.. toe. Uit stelling 
(0 . 3.7) volgt dat we nu een [n,2(n+1), !Cn-1)]-code geconstrueerd hebben. 
Voor n = 9 vinden we de code bestaande uit de rijen van de matrix 
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I 0 0 0 0 0 0 0 0 0 
I J ;. p I 
J l p 
I ; p J 
\ I J-P2 J-p 
\ J-p I J -l J-P2 J-P I 1 1 1 1 1 1 1 / 
W&arin I 1 J, en P orde 3 hebben. 
De methode van § 2.1 wil ook wel eens lukken in meer ingewikkelde 
aituaties. Beschouw de code C van lengte 8 die bestaat uit .Q.1 .!..1 en alle 
cyclische permutaties van (1 1 110 , 1,0,010,0l, (111,110,0,110,0l, 
(1,0,1 10 11,01110) . Men ga zelf na dat dit een [812013]-code is. Zo'n code 
krijgen we ook als we in de [9 ,20,4]-code in elk woord de laatste letter 
weglaten. 
2.3. DE BINAIRE GOLAY CODE EN AFGELEIDEN 
Beschouw de (7 14)-Hamming code Huit§ 2.1. We vormen a* door de woor-
-* den van H achterstevoren te schrijven. Daarna vormen we weer B - Dit is een 
- -· ( 8,16,4] -code met B n H ~ {Q_,.!_}. we vormen nu een code C met woordlengte 
24 door te definieren: 
Hierblj zijn de optellingen modulo 2. De code C bestaat uit 2 12 woorden. 
Voor C qeldt, evenals voor B en B * , dat de som van twee code woorden weer 
een codewoord is. Qn de minimum afstand van C te bepalen moeten we dus de 
woorden van C\{Q.} zoelten met zo weinig mogelijk enen. Voor ~ t: C noemt men 
d8(~,Q.)•: w(~) het gewicht van ~1 (zie (3.1.1) 1 (3.3 .1)). Is c • 
• (!_+!_,!?+!.•!.+!?+~ en is tenminste ~~n van de vectoren !.i ~1 a + ~1 en ~ 
qelijk aan .Q. of .!. dan zien we d.At .£. • Q. of w (.£_) 2: 8. Uit de eige.nschappen 
van Ben uit ii n ii* • {Q_,.!_} volgt dat als !.i ~1 !. + ~en ~ niet .Q. of .!.. 
zij n elk van de woorden !. + ~1 E_ + ~ en !. + ~ + ~ een positief en even ge-
wicht heeft. Was nu w(.£.) a 6 dan zou moeten gelden w(!,+~+~+~+!.+~+~) • 
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""w(~) = 6 (ga na!). Daar w(~) = 4 hebben we nu bewezen dat w(c) = 6 niet 
- 12 -k.an . Dus heeft C minimum afstand 8 . Dus C is een [24,2 ,8]-code. 
Laat nu uit alle woorden van C de laatste letter weg. We vinden een 
[23,212 ,7 ] -code c, genaamde de binaire Go7,ay code. 
(2.3 . 1) DEFINITIE . Een code C met woordlengte n en minimum afstand 2e+1 
heet perfect (en wel e-perfect) als ieder woord (van n letters) 




(~) volgt dat een (n,lc l ,2e+1)-code c e-perfect is 
als en alleen als 
l cl I (~) = 2n. 
i=O 
Hieruit zien we dat de code Huit § 2.1 perfect is {daar 
16(1+7) = 27 ) . De binaire Golay code C is ook perfect: c is een 
3-error-correcting code en 
lcl ~ (2~) = 2 12 <1+23+253+1771) 
i=O l. 
Uit onze constructie van de Golay code kan men vrij eenvoudig in-
zien dater 32 codewoorden £ = Cc1 ,c2 , ••. ,c24 l in C zijn die met 
8 nullen beginnen . Kiezen we c 8 = 1 en precies een van de letters 
c 1 t/m c 7 ook 1 dan vinden we weer 32 woorden van C. We hebben zo 
een collectie van 32{1+7) = 256 woorden uit C waarvan we nu de 
eerste 8 letters weglaten. De code N die op deze manier onstaat 
heet de Nordstrom-Robinson code . Bet is een [16,28 ,6] - code. 
Uit N construeren we door verder af te breken nog enkele interes-
sante codes. Eerst merken we op dat in N precies 64 woorden op 
(0,0) eindigen. We nemen deze woorden en l aten daarvan de laatste 
drie letters weg. Zo ontstaat een [13,64,5]-code Y. Als we uit alle 
woorden van Y die op een 0 eindigen deze 0 weglaten vinden we een 
[12,32,5]-code die de Nad.ter code wordt genoemd (zie {2.7.4)). 
2.4 . DE TERNAIRE GOLAY CODE 
Zij s5 de Paley matrix 
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I 0 + - - + 
( + 0 + - + 0 + -
- - + 0 + 
\ + - - + 0 
r.aa.t c bestaan uit alle lineaire combina.ties, met coefficienten in lF3 , 
van de r1jen vc:1n 
... ( I6 G) 
Het is natuurlijk niet handig om alle 36 woorden (met letters 0,+1 of 
-1} die zo ontstaan op te schrijven en te vergelijken. In het volgende 
hoofdstuk leren we technieken die ons snel in staat stellen in te zien da.t 
deze code minimum-afstand 5 heeft en dus perfect is (zie (3 . 8.14} l. 
[Merit op dat vgl. (2.3.2) welke gold voor een alfabet van twee symbolen hier 
luidt.] 
Het is wellicht nuttig voor de lezer om te proberen de eigenschappen 
van deze code nu a.f te leiden zonde.r te beschikken over de middel.en van 
hoofdstuk III. 
2. 5. CCHBINllTIE VAN CODES 
Een bekende ma.nier an codes te construeren is het aan el.ka.ar plakken 
van woorden uit verschillende codes zoa.ls we ook in § 2.3 gedaan hebben. 
Beschouw bijv. de ( 12,24,6]-Badamard code uit § 2.2. Bieruit nemen we 6 
woorden die met (0,0} beginnen en vormen zo een (10,6,6)-code. we plakken 
nu twee zulke codes a.an elkaar, d.w.z. achter ieder woord schrijven we het-
zelfde woord nog een keer. Bierachter zetten we 6 woorden van de [7 ,8,4]-
code die we krijgen door de woorden van even gewicht van de (7, 4) -Hamming code 
code te beschouwen. Zo ontstaat een [27 ,6,16)-code. In hoofdstuk IV zullen 
we zien da.t een [27,M,16)-code moet voldoen aan M s 6. Onze plak-techniek 
levert du.a een optil!laal resulta.at! 
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we geven nog een voorbeeld. Laat c 1 een [n,Hi,a1 J-code zijn en c2 een [n,M2 ,d2 J-code. Definieer 
Dan is C een [2n,M1M2,d]-code met d:= min {d1 ,2a2 }. Qn dit in te zien 
beschouwen we d({~1 +.:Lt •:i'...1 ) , (~+.:t_2 ,X2)). Als ~1 = ~? dan is deze afstand 
2d(y_1 ,:t.2>. Is echter x1 i ~ ~2 i nan kan de i-de letter vQn ~l 1 ~1 alleen gelijk 
zijn aan de i-de letter van ~2 + :i..2 als .:t_1 en :i..2 ook verschillende i-de 
coordinaten hebben. Dan is dus d(~1 ,~2 ) ~ d 1 . Nemen we bijvoorbeeld voor c 1 de [8,20,3]-code uit § 2.2 en voor c2 de [8,27 ,2]-code bestaande uit alle 
woorden van even gewicht dan vinden we een [16,5.29 ,3]-code. Op het ogen-
blik is geen (16,M,3 ]-code bekend met M > 5.29 . 
2.6. COMMENTAAR 
Qn didactische redenen hebben we dit hoofdstuk v66r het volgende ge-
plaatst. Bet is aan te nemen dat vele van bovenstaande voorbeelden duide-
lijker worden na lezing van Hoofdstuk III. we raden de lezer aan Hoofdstuk 
II na Hoofdstuk III te herlezen. 
De Hamming code uit § 2.1 is een speciaal geval van de serie uit § 3.5. 
Hadamard codes komen terug in hoofdstuk VI als le orde RM-codes. De beide 
Golay codes komen terug in de hoofdstukken v en VII. Deze codes zijn in 
1949 geconstrueerd door M.J.E. Golay (zie GOLAY (1949)). 
Perfecte codes behandelen we in hoofdstuk VII. De Nordstrom-Robinson 
code is een speciaal geval van de Preparata codes uit hoofdstuk VII. Veel 
meer over de Golay codes vindt men in CAMERON & VAN LINT (1975), GOETl:iALS 
(1971) en VAN LINT (1971). over het onderwerp van§ 2.5 raadplege men vooral 
SLOANE, REDDY & CHEN (1972) en SLOANE & WHITEHEAD (1970). 
2.7. OPGAVEN 
(2.7.1) Zij Ai het aantal woorden van gewicht i uit de binaire Golay code. 
Bewijs dat uit het feit dat deze code perfect is (met e = 3) volgt 
dat: Ao= A23 = 1, ~ - A16 = 253, Aa = A15 = 506, '·A11"' A12 = 1288, 
en alle andere Ai = O. De woorden van gewicht 7 vormen een Steiner 
systeem met v· • 23, k • 7, t .. 4, :>. = 1. Bewijs dit. 
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(2.7.2) Zij Seen Paley matrix van de orde 11. Beschcuw de matrix A= 
• ~(S+l+J). De 11 rijen van A en alle sommen (mod 2) van twee ver-
schill ende rijen van A vormen een verzameling van 66 woorden van de 
lengte 11. Bieraan voegen we toe alle woorden die we krijgen door 
alle nullen in enen te veranderen en omgekeerd. Bewijs dat dit een 
(11 ,132,3]-code C is. Nu voeoen we aan ieder woord C een letter toe 
z6 dat de nieuwe code C alleen even gewichten heeft. Permuteer 
de letters zo dat (111 111 OOO OOO) een codewoord is. Voeg nu toe 
Cl,1,0 , 0, •.. ,0), (0, 0,1,l,0,0, . . . ,0), •.• ,(0,0, ... ,0,1 , 1), en de 
zes woorden die hieruit ontstaan door weer 0 en 1 te verwisselen. 
Bewijs dat de nieuwe code een (12,144,4]-codt: is. Deze code bevat 
38 woorden _£met c 10 0, c 12 = 1. Deze 38 woorden vormen (na weg-
lating van de genoemde coordinaten) een [10 , 38,4]-code. Bewijs dit. 
Tot nu toe is dit de beste code met n a 10, d = 4 die bEkend is. 
(2.7.3) Bewijs dat met een geschikte Paley matrix een (17 , 36,8]-code is te 
construeren. 
(2.7.4) Beschouw I, Jen P van de orde 3. Definieer 
A {{ J~I J~I J~I) B ·( r 
c D = (~~~ 
111 
111 









111 ) 111 
111 
OOO 




3.1. BLOK CODES 
We nemen nu aan dat informatie wordt gecodeerd met behulp van een 
aLfabet Q van q verschillende symbolen. Een code heet een blok coda als de 
gecodeerde informatie verdeeld kan warden in rijtjes symbolen van vaste 
lengte die onafhankelijk van elkaar gedecodeerd kunnen worden. Deze blokken 
noemen we aodewoorden; de lengte heet bZok Zengte of woord Zengte. Alle 
voorbeelden in hoofdstuk II zijn blok codes. De symbolen van een woord 
noemen we weer de letters of ook wel coordinaten {zie § 3.2}. Merk op dat 
de woorden in de nederlandse taal ook blokken zijn maar niet met vaste 
lengte. Een voor de practijk zeer belangrijke manie.r van coderen die we in 
dit boek helemaal niet beschouwen is een zgn. aonvoZutiecode. oaarbij wordt 
een (evtl. oneindige} informatierij i 0 ,i1,i2 , ... gecodeerd {bij rate i> I I I I 
als i 0 ,i0 ,i1 ,i1 ,i2 ,i2 , ... waarbij in berekend wordt (m.b.v. een vooraf 
gegeven voorschrift} uit i 0 ,i1 , ... ,in . Bij deze code is van blokken geen 
sprake. 
Als generalisatie van (1.1.3} defi nieren we voor woorden x en :t,. van n 
letters uit een alfabet Q met q letters: 
(3 . 1.1} DEFINITIE. De Hamming-afstand dH(·~!::i'..) van x en y_ is 
Bet gewiaht w(~) van x is dH(~,Q) , waarbij 0 
(= de oorsprong). 
(0,0, ... ,0), 
Hamming-afstand is een geschikt afstandsbegrip indien bij een fout 
in het i-de symbool alle mogelijke fouten op die positie even waarschijn-
lijk zijn en de fout in de i-de positie geen gevolgen heeft voor de andere 
posities . In hoofdstuk X leren we een ander afstandsbegrip kennen. 
Een (blok-.)-code C met woordlengte n is een niet- lege deelverzameling 
van Qn. We noemen c triviaaZ als lei = 1. De code heet binair {zie hoofd-
stuk II} als q = 2, ternair als q = 3, etc . De volgende begrippen spelen 
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een centrale rol zoals uit de voorbeelden van hoofdstuk II duidelijk moet 
zi j n: 
(3 .1.2) ~EFINITIE. De minimaZe a/stand van een niet-triviale code c is 
min{dH(~,V I ~ c C,i'._ c c,~;. ::i.}. Het minimaZ.e gei.>icht van c is 
min{ w(~) I~ £ c,~ Ji .Q_}. 
we generaliseren (1.1.2) nu ook. 
(3 .1.3 ) OE.FINITIE. Is 121 = q en C ~ Qn uan heet 
de (infol"llltion-) rate van c. 
3 . 2. LINE.AIRE CODES 
we wil len nu codes construeren met een algebraische structuur. Als het 
alfa.bet Q een groep is en de code C is een ondergroep van Qn dan heet C een 
groepcod2. In deze paragraaf eisen we nog iets meer. Laat Q het l.ichaam 
GF(q) zijn waarbij q = pf (p priem). De collectie Qn is een n-dimensionale 
vectorrui.I:lte die we ook met R(n} aangeven. 
(3 .2.1 ) DEFINITIE. Een Z.ineaire code v is een lineaire deelruimte van R(n). 
Als V dimensie k heeft wordt V een (n,k)-code over GF(q) genoemd . 
(N.B. niet verwarren met de notatie uit hoofdstuk II) . 
(3.2.2) DEFINITIE. Een generator matrix G (kort: generator) voor een 
lineaire code V is een matrix G waarvan de rijen een stelsel basis-
vectoren van V vormen. 
Voor een (n,k) -code over GF(q) is een generator Geen matrix met af-
metingen k x n. De code bestaat uit alle vectoren aG met a £ R(k). We zullen 
zeqgen dat G de atandaardvorm heeft als G = (Ik1 P), waarbij P een k x (n-k) 
matrix is. De in § 1.1 behandelde (6,3)-code over GF(2) had generator 
G • (I,J-I) , dus in standaardvorm. Merk op dat als G de standaardvorm heeft 
elk codewoord begint met k symbolen die wille.keurig gekozen mogen worden (infon-natieaymbol.en) gevolgd door n-k redundante symbolen die pa:f'it;y-check 
symbo"Wm worden genoemd. Deze naam is afkomstig van het in hoofdstuk I ge-
noeiude voorbeeld van ponsband waar G = (Is]._T). Het zesde symbool van ieder 
woord controleert de pariteit. 
(3.2.3) DEFINITlE. Twee codes c1 en c2 heten equivalent als er een per-
mutatie TT van { l ,.2, ... , n} is zo dat 
27 
Vaak wordt het equivalentie-begrip nog uitgebreid door ook neg toe te staan 
dat op elke plaats een permutatie van Q optreedt. 
(3.2.4) STELLING. Bij iedere lineaire code is er een equivalente code die 
een generator in standaardvorm heeft. 
BEWIJS. Dit is een bekende stelling uit de lineaire algebra. 0 
I. h. a. wordt een code systematisch genoemd als een aantal symbol en van 
elk woord vrij gekozen mag worden (weer: informatiesymbolen) en de andere 
symbolen dan bepaald zijn. In (3.2.4) staat dus dat iedere lineaire code 
(equivalent met) een systematische code is. Zoals we mochten verwachten is 
k k 
volgens (3.1.2) de rate van een (n,k)-code n omdat de code q woorden be-
vat. 
3.3. FOUTENVERBETERING 
Bij het interpreteren van ontvangen signalen (bij gebruik van lineaire 
codes) passen we weer maximum-likelihood decoding toe. Als voor de code v 
de minimum afstand 2e + 1 is dan kunnen we foutenpatronen met S e fouten 
corrigeren. Is de minimum afstand 2e dan wordt een foutenpatroon met e 
fouten wel ontdekt maar het is soms niet te verbeteren (e-error-detecting 
code). 
(3.3.1) STELLING. Voor een Zineaire code vis de minimum-a/stand gelijk aan 
het minimum grz1,Yicht . 
~- dH(~,l:'._) = w(~-1_) en als ~ E V en 1. ( V is ook ~-1. ( v. O 
Uit deze stelling zien we dat de controle van de kwaliteit van een lineaire 
code aanzienlijk minder werk vergt dan voor een niet lineaire code waar men 
d8 C,~.'1) voor alle paren (~,:i_) moet uitrekenen. 
(3.2.2) DEFINITIE. Is v een (n,k)-code over GF(q) dan is de dw::tle code v~ 
een (n,n-k)-code gedefinieerd door 
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(3. 3. 3) 
Hierin is< ~,j'._ > het inwendig product over GF(q), d.i. 
+ ... + x y. Merk op dat het feit dat Vi een (n-k)-dimensiona-xlyl n n ( ) le lineaire deelruimte van R n is weer een bekende stelling uit de 
lineaire algebra is. We moeten wel bedenken dat over GF(q) i.h.a. 
i niet geldt dat iedere 3:. is te schrijven als ~ + j'._ met ~ € V zoals 
wP uit de lineaire algebra in Ruclidische rui.mton gowond zijn. 
Is G g (Ik,P) een generator van V in standaardvorm dan is 
T Vi. h f d . i t f H ~ (-P ,In-kl een generator van Immers: H ee t e JU s e a -
metingen, de rang van H is n-k en GB T 0. Daar ieder codewoord 
~ 
€ v de vorm ~ = a G heeft kunnen we V ook beschrijven door 
o. 
Dit is een stelsel van n-k lineaire vergelijkingen die V bepalen. 
Deze ·vergelijkingen heten parity-che0ck vergelijkingen en B heet een parity-check matri.z voor v. I . h.a. is voor iedere Y.. 
€ Vi de ver-
gelijking < ~1.:t'.'., > s O een parity-check vergelijking voor V. Voor de 
code uit § 1.1 zijn de vergelijkingen a 4 = a2 + a3 , etc. waarmee de code werd gedefinieerd drie parity-check vergelijkingen, overeen-komend met B = (J-I, I). 
(3.3.4) DEFINITIE. Is V een lineaire code met parity-check matrix H, dan 
noemen we voor iedere ~ € R(n) de vector xBT het syndroom van x. 
De code V bestaat uit alle vectoren met syndroom O. Daar v een onder-groep is van R(n) kunnen we R(n) splitsen in nevenklassen van v. Bet is duidelijk dat twee vectoren x en y in dezelfde nevenklasse zitten als en 
alleen als ze hetzelfde syndroom hebben (immers ~BT= ~T.,. ~-y 
€ V). Hier-
uit zien we dat een ontvangen signaal ~ een foutenpatroon !. uit dezelfde 
nevenl<lasse moet hebben (want ~-..=. € V) . Om te decoderen moeten we dus een keuze doen uit de elementen van de nevenklasse van x die minimaal gewicht hebben. In de practijk gaat dit als volgt. We maken een lijstje van alle 
syndroomwaarden. Bij ieder daarvan behoort een nevenklasse. Oit deze neven-klasse kiezen we een representant (coset-Zeader) met minimaal gewicht. wordt nu~ ontvangen dan zoeken we bij ~HT de representant op en trekken deze van 
x a£. De lezer kan nu zelf nagaan dat dit precies is wat we in § 1.1 hebben 
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9edaan met de binaire (6, 3)-code. Voor 7 nevenklassen was de representant 
eenduidig bepaald; voor de laatste moesten we er ~~n kiezen uit drie met 
1-letzelfde gewicht. Het is duidelijk dat als V minimum afstand d = 2e+1 heeft 
t.wee vectoren met gewicht $ e niet in dezelfde nevenklasse kunnen zitten. In 
d.at geval zijn deze vectoren dus allemaal representanten van verschillende 
nevenklassen. 
Ook over een alfabet van q symbolen geldt (2.3.1). Bij een perfecte 
C::odo zijn er geen andere representantcn van ncvcnkln3sen dnn de vectoren 
niet gewicht s e. (Dit zijn er .f (~)<q-1) 1). Een code (zoals ons voorbeeld 
J.=0 
u.it § 1.1) waarvan de minimum afstand d = 2e+1 is en alle representanten van 
nevenklassen een gewicht s e+l hebben heet quasiperfect. 
3 . 4. HAMMING CODES 
< 3. 4. 1) STELLING. Een 1..ineaire code V over GF (q) heeft minimum afstand 
~ 3 aZs en aZleen aZs de koloTmlen van de p<ll'ity-check matrix H niet 
O zijn en paarsgewijs iineair onafha:nkeZijk. 
BEWIJS. (i) Stel dat H de genoemde eigenschap heeft. De ver-
gelijking ~T = 0 betekent dat de kol0111JDen behorende 
bij coordinaten x 1 ! 0 lineair afhankelijk zijn. Is 
dus x i Q en ~HT = .Q. dan is w(~) ~ 3. 
(ii) Heeft H de genoemde eiqenschap niet dan zien we op 
precies dezelfde manier dat er een x is met 
T 1 s w(~) s 2 z6 dat ~H = 0. 0 
Beschouw nu de r - dimensionale ruimte over GF(q). Bij iedere ~ ! .Q. zijn 
er q-1 vectoren die veelvouden van~ zijn. Er zijn dus (qr-1)/(q-1) paars-
g-ewijs lineair onafhankelijke vectoren ! Q. Noem dit aantal n. Kiezen we 
:zo'n stelsel van n vectoren als kolommen van een r bij n matrix H dan heet 
d.e code met deze parity-check matrix een Hanwring code en wel een (n,n-r)-
F:Iarrming code over GF(q). Is q = 2 dan bestaat e uit alle mogelijke kolommen 
~ .Q.. Decoder en is dan heel eenvoudig. Ord en de kolommen van H zo dat de 
:i.-de kolom de binaire schrijfwijze van het getal 1 is. Wordt ~ ontvangen en 
is het syndroom niet O dan is het syndroom de binaire schrijfwijze van een 
g-etal 1. Vervang dan x 1 door x 1 + 1. Er ontstaat een codewoord. Bieruit 
:zien we dat een binaire Hamming code perfect is. Dit geldt voor alle 
Hamm.ing codes. 
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(3.4.2) STELLING. De Hanming codes over GF(q) zijn perfect. 
BEWIJS. Zij n:• (qr-1)/(q-1) en Veen (n,n-r)-Hamming code. Is 
v e v dan is IB
1 (y) I= 1 + n(q- 1) =qr. De qn-r disjuncte bollen 
R(n) s1 (y) met v e v bevatten dus qn punten, d.w.z. dat ze over-
dek.ken. 0 
In§ 2.1 hebben we gezien hoe uit de (7,4) - Bamming code door verlenging 
een code met woordlengte 8 en minimum afstand 4 kon worden gemaakt. Dit is 
een voorbeeld van een algemeen principe . 
(3 . 4.3) DEFINITIE. Is c een code in R(nl dan wordt de vertengde code C ('" e:r:tended code) in R(n+ll gedefinieerd door 
n+l (c
1 
,c2 , ... ,cn+l> f: C - ((c1 ,c2 , ••• ,en) ( C /\ ~ ci = 0). i =l 
Voor het geval dat C een lineaire code in R(n) is met generator G en parity-check matrix H vinden we voor C de matrices G* en a* door aan G een 
kolom toe te voegen z6 dat de kolommen samen 2. zijn en dan 
l l . . . . 




(Vaak wordt de nieuwe letter van de verlengde code voorop geschreven). 
Voor het binaire geval zien we dat in c alle woorden even gewicht hebben en dat C dus even minimum afstand heeft. Als dus C een oneven minimum afstand d heeft dan heeft c minimum afstand d + 1. 
3 . 5. DREMPEL DECODERING 
We geven nu een korte schets van een decodeermethode die voor vele lineaire codes wordt gebruikt. De methode heeft als voordeel de eenvoud en het feit dat vaak meer fouten worden verbeterd dan men verwacht op grond 
van de minimum afstand. 
(3. 5.1) (") DEFINITIE. Een stelsel parity-check vergelijkingen < ~· l. > 
(1SvSr) heet orthogonaaZ op positie i voor de code v als 
(ii ( V) yi = 1 (lsvsr), 
(ii) als j # i dan is y~ # 0 voor ten hoogste een waarde van v. ) 
Laat ~ een woord zijn dat t fouten bevat waarbij t s ! r. Dan is 
< ~, 
(v) {< t waarden van v als x 1 goed is, l. > # 0 voor :_ 
r-(t-1) waarden van v als x 1 fout is. 
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0, 
Daar r-(t-1) > t beslist de meerderheid van de waarden van < ~' l.(v) > 
(nl. 0 of niet 0) of xi goed is of fout. Bij een binaire code kan direct 
daarop xi verbeterd worden. In de practijk gebruikt men een teller die zo-
dra een bepaalde drempelwaarde wordt overschreden xi verandert. Daarom noemt 
men dit precede "threshold decoding". Men moet wel voor iedere 1 over zo'n 
orthogonaal stelsel parity-checks beschikken. 
We geven een voorbeeld. Zij V de duale code van de (7,4)-Ba.mming code. 
Deze code heeft generator 
De parity-check vergelijkingen 
x 1 + x 2 + x 3 O 
Xl + x 4 + XS 0 
x1 + x 6 + x 7 0 
zijn orthogonaal op de lste positie. Als het woord ~precies een fout be-
vat dan geven de drie vergelijkingen als uitkomst of drie keer 1 (als x 1 
fout is) of een keer 1 (als x 1 goed is) . Er zijn 4 even waarschijnlijke 
foutenpatronen van gewicht 2 die bij de drie vergelijkingen het resultaat 
0,1,l leveren. Slechts twee daarvan hebben een fout op de lste plaats. Hier 
blijkt dus dat we als drempel 2! moeten kiezen omdat alleen de uitkomst 
1,1,1 verandering van x 1 rechtvaardigt. We kunnen de zaak o
ok enigszins anders 
bekijken. Stel dat we het woord y_ = ~ + ~ ontvangen. Dan is blijkbaar 
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Y1 x1 + el 
Y2 + Y3 • x1 + e2 + e3 
Y4 + Y5 "' x1 + e4 + es 
y6 + Y7 = xl + e6 + er 
De ontvanger kent de linkerleden. De meerderheid van de waarden is de waar-de die we aan x
1 moeten toekennen. Bij staken van de stemmen nemen we x
1 
= y1 zoals boven is uitgelegd . Oeze zienswijse verklaart de naam majority-decoding die ook wel voor dit procMe wordt gebruikt. In ons voor-beeld heeft V minimum afstand 4. We verwachten 1 fout te kunnen verbeteren. Bet geschetste proc~de verbetert vele foutenpatronen met 2 fouten ook goed. 
3.6. OE WEIGHT ENUMERATOR EN OE MACWILLIAMS IDENTITEIT 
Hoewel het minimum gewicht d van een lineaire code iets zegt over het aantal fouten dat we kunnen verbeteren is het mogelijk dat deze minimum af-stand zelden optreedt. Dan zullen vele fouten patronen van gewicht > ! d ook nog goed gedecodeerd worden. Meer informatie over een code wordt gegeven door de zgn. "1Ueight enwnerator" . 
(3 .6.1) OEFINITIE. Is Ai het aantal woorden van gewicht i in een code met 
woordlengte n dan heet 
A(z) := 
de 1Ueight enwnerator van de code. oe rij (Ai)~=O wordt de weight distribution van de code genoemd. 
Een voorbeeld van berekening van A(z) is gegeven in (2 . 7.1). 
Is de code klein genoeg dan kunnen we de getallen Ai door inspectie bepalen. 
We berekenen de weight enumerator van de binaire Hanming codes. Be-schouw i-1 kolommen van de parity check matrix H. Er zijn 3 mogelijk-heden: 
1) de som van deze kolommen is Q_, 
2) de som van deze kolOlllllen is een van de gekozen kolOUJ11en, 3) de som van deze kolonmen is gelijk aan een van de 
Bet totale aantal manieren om i-1 kolommen te kiezen 
1) kan op Ai-l manieren optreden, mogelijkheid 2) op 
andere koloa:men. 
is (i~1). Mogelijkheid 
(n-(i-2))A
1 _ 2 manieren, 
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en 3) op iAi manieren. Dus 
Deze formule hebben we bewezen voor 1 s i s n+l. Als i > n dan is 
Ai~ 0, dus voor i = n + 1 levert deze formule 0 = 1 - A - A 1 • Dit klopt, n n- i-1 
want de code is 1-perfect. We vermenigvuldigen beide leden met z en som-
meren over i = 1, .•• ,n+2 
dus 
A' (z) • (l+z)n - A(z) - nzA(z) + z 2A 1 (z) 
daar A(O) is de oplossing 
(3.6.2) A(z) • ~1-(l+z)n + _E_(l+z)(n-1)/2(1-z) Cn+l)/2 
n+l n+l 
We willen nu uit de weight enumerator van een code de weight enumerator 
van de duale code afleiden. Om het verband tussen beide op te sporen ge-
bruiken we als hulpmiddel karakters. 
Zij (G,+) een groep en T de groep van de complexe getallen met modulus 
gelijk aan 1 en met vermenigvuldiging als operatie. Een kaPakte~ x is een 
homomorfisme x: G + T. Dus 
en 
(3.6.3) LEMMA. Zij o het eenheidseZement in (G, + ). Dan is xCOl ~ 1. 
Een karakter x heet het hoofdka:rakter als Vg E G (x{g) = 1). 
(3.6.4) ~· Als x het hoofdkarakter is, dan is LgEG xCgl = IGI. 
Ale x niet het hoofdkarakter ie, dan is L G xCg) = o. g£ 
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xChl l xCgl • L x<h+<Jl = l x<kl geG geG keG 
dus 
lx(h) - l) r xlg) - o. 
geG 
A.ls er een h is met x(h) r 1 dan lgeG xCgl • O, anders lgeG X(g) • 
• LgeG 1 • IGI . D 
(3 . 6.5) STELLING. (MacWilliams identiteit). Zij Veen (n,k)-code over GF(q), 
aij A(zl de weight enumerator> van v, en B(z) die van VJ.. Dan ge"ldt 
-k n 1-z q (l+(q-l lzl A(l+(q-llzl = B(z). 
(3.6.6) ~- Definieer> g(~ = lveR x«~,y>l ZW(:!!.l waarin w(~) het ge-
wicht van ~is, en x een WiUekeurig niet- hoofdka:t"akter>; dan is 
B(z) = Fr L~ev g(~ . 
BEWIJS. Zij R de n-dimensionale vectorrui.mte over GF(q). 
L g <~> • L t x «~, :!!.» 
.!:!_!V ~eV ~eR 
w(v) 
z -
• l zw(:!!_l lvl = lvl B(zl :!!_€~ 
w(v) 
z -
want de afbeelding .!:!. >+ x ( <~, ":!:') is een karakter op de addi tieve 
groep van de vectorruimte R en wel het hoofdkarakter als en slechts 
als ye ~- D 
BEWIJS VAN STELLING (3.6.5) 
Zij g gedefinieerd als in het lemma, zij ~ = u 1 u 2 ••• un en breid w uit tot GF(q) door 




n \ w(v) 
TI L z x<uiv). 
i=l veGF(q) 
Als ui = 0 dan is de som gelijk aan 1 + (q-l)z, 




xCal 1 - z. 
w(u) n-w(u) g(~) • (1-z) - (l+ (q-l)z) - 1-z 
w(~) 
(l+(q- l)z)n (l+(q-l)z) 
Nu is 




-k n 1- z 
= q (l+(q-l)z) A(l+(q- l)z) D 
3 . 7. COMMENTAAR 
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Een van de baanbrekers in de theorie van groep codes was o. Slepian. 
Zijn artikelen (1956 en late r) geven nu, door de s nelle groei van het vak, 
weinig informatie meer maar ze hebben grote invloed gehad. 
De lezer die meer wil weten over drempel decoder ing raadplege MASSEY 
( 1963) . 
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Een generalisati e van de weight enumerator en de identiteit van 
Macwilliams vinden we in hoofdstuk VII. 
In Vi'.N LINT (1971) wordt met behulp van (3 . 6.2) aangetoond dat het ge-
middelde aantal fouten per blok in een Hamming code na het decoderen groter 
kan zijn dan ervoor! Het hangt dus van het kanaal af of het wel of niet zin-
vol is om een Hamming code te gebruiken. 
3 . 8. OPGAVEN 
(3.8.1) Beschouw een code over een alfabet van 3 symbolen met woordlengte 
n. Hoeveel woorden zijn er met Bamming-afstand maximaal 3 tot een 
geqeven codewoord? 
(3.8.2) Beschouw de vectorruimte {0,1}6 met Bamming-afstand {= blokken 
nullen en enen, blok lengte 6) . wat is het aantal punten in een bol 
met straal 1? Is het mogelijk 9 vectoren {woorden) te vinden zo dat 
voor ieder paar ~·l. geldt ~":i..• ~{~,y_) ~ 3? 
(3.8.3) Als een (n,k) code over GF(q) een generator G heeft waarin geen 
kolom met alleen nullen voorkomt, dan is de som van de gewichten 
k-1 van de codewoorden n(q- l)q . Bewijs dit. 
(3.8.4) Als Veen binaire (n,k)-code is, dan hebben alle woorden even ge-
wicht, of de codewoorden van even gewicht vormen een (n,k-1) code. 
Bewijs dit. 
(3.8.5) Zij C een code met generator matrix 
oecodeer a) 
b) 0 
0 1 0 1 1, 
1 0 1 1, 
c) 0 1 1 0 O O. 
(3.8.6) De parity check matrix van een binaire code is 
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Decodeer a) 0 0 0 0, 
b) 1 0 1 0 1 0 1, 
c) 0 0 0 0 0 0. 
(3.8.7) Zij p priem. Bestaat er een zelfduale (8,4)-code over GF(p)? 
(3.8 . 8) Hoe gedraagt de rate van een (n,k)-Hamming code zich voor grote k? 
(3.9.9) U speelt mee in de voetbaltoto en wilt zeker zijn van de le of 2e 
prijs. Hoeveel rijtjes meet U invullen om er zeker van te zijn dat 
ieder rijtje van 13 keer een 1, 2 of 3 in hoogstens een positie 
verschilt van een door U ingevuld rijtje? 
(3.8.10) Beschouw de code van § 3.5. Decodeer met drempeldecodering het 
woord (1,1,1,0,0,0,0). 
(3.8.11) wat is de weight enumerator van de (8,4)-verlengde binaire Hamming 
code? 
(3.8.12) Zij C een binaire code met weight enumerator A(z). Druk de weight 
enumerator van C uit in A(z). 
(3.8.13) Zij c de (2k-1,2k-k-1)-binaire Hamming code. Bepaal de weight 
enumerator van ci. wat is het verband met § 2.2? 
(3.8.14) Beschouw de code C van § 2.4. Bewijs dat uit de eigenschappen van 
s 5 volgt dat C = Ci en dat daaruit volgt dat de gewichten van de 
woorden van C door 3 deelbaar zijn. Toon aan dat een lineaire com-
binatie van minder dan vier rijen van de generator een gewicht 
~ 5 heeft. Bepaal dan de weight enumerator van C. 
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Boofdstuk r.v 
GRENZEN AAN CODES 
4. 1. INLEIDING 
In dit hoofdstuk trekken we ons niets aan van de bruikbaarheid van een 
code (codering, decodering, etc.) . 
Bet gaat ons slechts om aan te geven hoeveel woorden van gegeven lengte 
en onderlinge afstand er in een code kunnen zitten, en wat niet meer moge-
lijk is. Met het volgende probleem, nl. uit de zo gevonden klasse van 
"goede" codes diegene te kiezen die in de practijk nuttig blijken, d .w.z. 
een mooie structuur bezitten, houden we ons hier niet bezig. 
Alvorens verder te gaan en ons probleem exact te formuleren voeren we 
enige notatie in: 
we werken over een alfabet Q met !QI q ~ 2 en O € Q (bijv . Q 0 
{0,1, • •. ,q-1}). Ter afkorting voeren we in: e = (q-1 )/q. 
We gebruiken de Bamming-afstand d8 en het begrip gewicht uit (3.1 . 1). 
De information rate R van een code is gedefinieerd in (3.1.2). 
Een [n,d]-code is een triviale code met lengte n of een niet-triviale 
code met lengte n en minilllale afstand tenminste d. Dit is deze1fde notatie 
als in hoofdstuk II waarbij we nu het aantal woorden weglaten. Een [n,d]-
code heet ma.ximaal als hij niet echt bevat is in een andere [n,d]-code. 
We kiezen nu n en d vast, en vragen ons af hoe groot het aantal woor-
den M van een [ n , d]-code kan zijn. Gezien kennelijk Ms qn, kunnen we 
definieren: 
(4.1.1) DEFINITIE. A(n,d) := max {Ml er is een [n,M,d]-code}. Een code C 
met lei = A(n,d) heet optimaal. 
Daarnaast kunnen we ons afvragen hoe de functie A(n,d) zich gedraagt 
voor grote codes met gegeven waarde van d/n. Gezien A(n,d) ::> qn, mogen we 
definH!ren: 
(4.1.2) DEFINITIE. Q(o):= limsup n-1 qlog A(n,on). 
n....,. 
Op de betekenis hiervan gaan we even in. Als we codes beschouwen met 
steeds grotere woordlengte n en een vast kanaal met foutenkans p gebruiken 
zal het gemiddelde aantal fouten per ontvangen woord als np st~jgen. Willen 
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de codes bruikbaar zijn dan zal d teruninste als 2np moeten stijgen, d.w.z. 
6 ~ 2p. Ons interesseert de maximale waarde van de rate bij gegeven 6 en 
n.....,, hetgeen a (6) is. Vaak neemt men het standpunt van hoofdstuk I in en 
geeft de waarde van R. De vraag is dan hoe groot d/n kan zijn als n--.. Dan 
is dus de functie a+ van belang. (Zie hoofdstuk IX) . 
Hoewel de functies A noch a tot op heden exact bekend zijn, bestaan er 
verscheidene resultaten die bruikbare schattingen geven. 
In (3. 4.3) hebben we het begrip verlengde code leren kennen. we zagen 
toen al dat de minimum afstand van een binaire verlengde code even is. Bij 
diverse voorbeelden uit hoofdstuk II werden twee verkortingstechnieken ge-
bruikt: 
(i) Schrap van alle codewoorden de laatste letter . Dit is de omkering van 
verlenging. Uit een [n,M,d]-code ontstaat dan een [n-1 , M,d- 1]- code. 
(ii) Neem uit de code C alle woorden met dezelfde laatste letter en laat 
dan die letter weg. Uit een [n,M,d]- code over Q kan men zo een 
[n- 1,M',d)-code maken met M' ~ q - l M. 
(4.1.3) STELLING . Voor binaire codes geZdt 
A(n,U.-1) A(n+l,2Q.}. 
BEWIJS: Dit volgt door verlenging en ver korting. 0 
4.2. ONDERGRENS 
Om een ondergrens aan te geven voor A(n,dl is het voldoende een [n,d]-
code aan te geven die deze grens haalt. We nemen hie.rvoor een willekeurige 
maximale ( n,d)-code. Deze op het eerste gezicht van weinig inventiviteit 
getuigende keuze geeft - zeker asymptotisch - een redelijk scherp resultaat. 
Een maximale (n,d]-code heeft de eigenschap dat e.r geen woord met af-
. 
stand tenminste d tot de code bestaat, m.a . w. de bollen met straal d - 1 om 
de oodewoorden overdekken Qn. 
(4.2.ll LEMMA. Het voZwne (= cardinaZiteit) van een boZ Br(~) = 
= {yly € Qn A d (x,v) s r} met straaZ r om een punt ~ € Qn is geZijk H -"-' 
aan 
V(n,r) f. (i:)cq-ll i . 
i=O i 
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Dus voor een maximale [n,d]-code met M woorden geldt: 
M.V(n,d-1) 2 qn. 
Anderzijds geldt: 
(4.2.2) STELLING. [Gilbert boundj. Als n £ ~, de lN, d ;i: 1, don is 
A(n,d) ~ qn/V(n,d-1). 
BEWIJS. Ga uit van een triviale [n,d]-code. Als deze niet maximaal 
is, dan kunnen we een codewoord toevoegen met behoud van de mini-
male afstand d. Dit kunnen we net zo lang doen tot dat de code 
ma.xi.maal is. Als de code dan M woorden bevat, dan is 
M.V(n , d-1) ~ qn. Dus dit is de gevraagde [n,d]-code. 0 
Een bezwaar van deze constructie is dat de gevormde code geen 
enkele structuur behoeft te hebben. Er geldt echter iets sterkers: 
(4 . 2.3) STELLING. [Giibert bound voor Uneaire codes]. Al.s n e JN, d c lN , 
d ~ 1 en k c :N vol.doen a.an V(n,d-1) < qn-k+l, don bestaat er een 
Uneaire [n,d]-code van dimensie k. 
BEWIJS. Voor k 0 triviaal. Stel er bestaat een [n,d]-code Ck-l 
k-1 n van dimensie k - 1. Gezien q •V(n,d-1) < .q is deze code niet 
n ma.ximaal. Dus er is een ~ £ Q met d8 (~,Sc-l) ~ d. Zij nu Sc het 
lineair opspansel van Sc-l u {~}. Dan is Ck een lineaire [n,d]-code 
van dimensie k, want als z e ~· dan is =. = ax + ~met a e Q, 
ye ~-l' dus 
we=.> -1 -1 w(a !) = w(~+a y) als a -!- 0 
en 
als a = O. 0 
VOORBEELD. q • 2, n-= 13, d 5. 
Dan is 
V(13,4) = 1 + 13 + 78 + 286 + 715 1093. 
Dus 
A(13,5) ~ ra1921 11093 
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8. 
De bijbehorende code mag dan zelfs lineair gekozen worden. Het 
resultaat is niet overweldigend, gezien het bestaan van een [13,S]-
code met 64 codewoorden (de code Y uit § 2.3), en van een lineaire 
(13,5]-code van dimensie 5, dus met 32 codewoorden (de verkorte 
eerste orde Reed-Muller-code met lengte 16 (zie Hfdst. VI)). 
We gaan nu over naar het asymptotische geval. Eerst definieren 
we de functie H : [0,0] ~ 1R door q 
0 en H (0) q 
H (x) q x qlog (q-1) - x ql.og x - (l-x) qlog (1-x) als 0 < x $ e. 
H heet de ent~opiefu:nctie (vgl.. (0.4.4)). q 
Merk op dat Hq monotoon stijgend is. 
(4 . 2.4) LEMMA. Zij 0 g A ~ e, q ~ 2. Dan is 
BEWIJS. Daar in de som l (~)(q-l)i de 1.aatste term de grootste 
--- i~An i 
is gel.dt 
Door nu de ql.og te nemen, door n te delen en precies al.s in het 
bewijs van Lemma (0.4.S) weer (0.4.2) toe te passen volgt het ge-
stel.de. 0 
we weten nu dus volgens stelling (4.2.2) dat A(n,d) a 
qn/V(n,d-1). Neem nu d =on. Dan is 
a(o) ~ 1.im (1 - n-l ql.og v (n,on)) 
n-- q 
l - H (o). q 
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Hiermede is bewezen: 
(4.2.5) STELLING. [Asymptotisahe GiZ.bert bound]. 
a. ( 6 ) <!: 1 - B (6 ) q 
4.3. BOVENGRENZEN 
a'ls o s 6 s e. 
we zullen achtereenvolgens een aantal bovengrenzen voor A{n,d) behande-
len, die asymptotisch steeds scherper worden. 
I. OE SINGLETON BOUND 
Als men een van de in § 4 . 1 besproken verkortingstechnieken herhaald 
toepast ontstaat uit een (n,d]-code met M woorden bijv. een [n-d+l,1)-code 
n-d+l met M woorden. Hiervoor geldt vanzelfsprekend: M s q . Dus 
(4.3.ll STELLING. [Singieton bound]. AZ.s q,n,d £ :N, q <!: 2, d <? l; do:n is 
n-d+l A(n,d) S q 
Voor lineaire codes levert dit: 
(4.3.2) STELLING. [SingZ.etcn bound voor Z.ineaire aodes]. Voor iedere 
'lineaire [n,d]-aode van dimensie k gel.dt: 
kSn-d+l. 
VOORBEELD. q = 2, n 
Dan is 
13, d = 5. 
A(13,5) S 2lJ-5+l = 512. 
Asymptotisch leidt de Singleton bound tot 
(4.3.3) STELLING. [Asymptotisahe SingZ.eton bound]. 
<1Col s 1 - o aZ.s O s 6 s 1. 
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II. DE PLOTX1N BOUND EN DE GRIESMER BOUND 
Beschouw een (n,d]-code met M woorden. Schrijf al deze woorden als 
rijen van een M x n - matrix. We berekenen de som van de afstanden van alle 
geordende paren verschillende codewoorden. Stel in een zekere kolom komt mj 
keer het cijfer j voor. De bijdrage tot de bedoelde som door deze kolom is 
nu: 
Aangezien rjEQ mj • M, is volgens Cauchy-Schwarz: 
}' mj (M-m.) 
jEQ ) 
2 Aangezien er M(M-1) paren zijn, en iedere kolom ten hoogste 6M tot de totale 
afstand bijdraagt, is 
M(M-l)d S n6M2 . 
Hieruit volgt: 
als d > en. 
Als d s en, dan geeft deze methode geen enkel resultaat, maar we kunnen 
eerst de tweede verkortingstechniek toepassen. 
We construeren uitgaande van de (n,d]-code met M woorden, een (n' ,d ] -
code met ten minste Mq-n+n• woorden. Passen we nu de bovenstaande ongel.ijk-
heid toe, dan is 
-n+n' d 
Mq S d - 6n'. 
l<iezen we nun' - r<d-1)/el dan vinden we: 
d I n-rca-1>1el s a qn-<a-1>/e 
erca-1)/e lJ q 
(Ga na! !) . Biermee is bewezen: 
44 
(4.3.4) STELLING. [Pfotkin bound]. AZ.s q,n,d f. :N, q <!: 2, d ~ 1 en e 
-1 
=1-q ,danis 
d A(n , d) S d _ en 
n-(d- 1)/6 A(n,d) S dq 
'l. , n=l3,d 
13-8 A(13,S) s S . 2 = 160. 
aZs d <!: en + 1, 
aZ.s d < en + 1. 
s, e .. ! . 
Een scherper resultaat verkrijgt men door de verlengde code te be-
kijken: 
A(13,S) • A(14,6) s 6.2l 4-lO 96. 
Asymptotisch levert de Plotkin bound: 
(4.3.5) STELLING. [Asymptotische Plotkin bound]. 
a(6) s 1 - o;e aZ.s o s 6 < e, 
a(6) ~ 0 aZ.s e s 6 s 1. 
Voor Z.ineaire codes vond Griesmer een grens, die asymptotisch 
gelijk is aan de Plotkin bound, maar in speciale gevallen scherper 
is. Schrijf de generatormatrix op van de [n , d]-code met di.mensie k . 
We mogen aannemen dat in de eerste rij minimaal d enen staan. 
Onder deze d enen komen in de tweede rij ten minste f d/ql gelijken 
voor. Dit proces voortzettend, concluderen we dater f d/qk-ll ge-
lijke kolommen voorkomen. Dus ieder codewoord heeft op deze plaat-
sen steeds hetzelfde cijfer staan . De codewoorden met een nul op 
deze plaatsen vormen - na weglaten van deze nullen een 
(n- f a/qk-11, d]-code met dimensie k - 1. Dit proces voortzettend, 
~k-1r i 1 vinden we een (triviale) (n - li=O d/q ,d]-code van di.mensie 0. 
~k-1 r i 1 DUS n - L•i=O d/q ~ 0, ofwel: 
(4.3.6) STELLING. [Griesmer bound]. Voor iedere Zineaire [n,d]-aode van 
d-i.tnensie k is 
k-1 
n;:.: ~ rd/qil . 
i•O 
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Deze stelling geldt niet voor niet-lineaire codes: er is een 
bi.naire code met 16 woorden ter lengte 18 met minimale afstand 9, 
en toch geldt niet: 18 2 9 + 5 + 3 + 2. (Deze code kan men ver-
krijgen uit de Hadamard-matrix van orde 20 door twee kolanmen 
{waarbij 4~n constante) envier rijen weg te laten, zie § 2.2). 
VOORBEELO. q = 2, n = 13, d = 5. 
Daar 
13 s 5 + 3 + 2 + 1 + 1 + 1 + 1, 
i s k s 6, dus een lineaire binaire [13,5]-code bevat ten hoogste 
64 woorden. 
III. DE HAMMING BOUND 
Bij een [n,M,d]-code met d = 2e + 1 {eElNl zijn de bollen met straal e 
om de codewoorden disjunct , dus M.V(n , el s qn. 
(4.3.7) STELLING. [Hamning bound]. AZs q,n,e E JN, q ;:.: 2, d = 2e + 1, dan 
-is 
A(n,d) S qn/V(n,e). 
VOORBEELD. q 2 , n 13, d = s . 
Dan is 
V(13,2) 1 + 13 + 78 - 92. 
Dus 
A(13,5) S ls~;2 J 89. 
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Nemen we nu d = on, dan is 
A(n, on) A(n,f onll s A(n,2f !onl-1> s 
en 
dus 
(4.3.8) STELLING. [Aaymptotische Hamrring bowzd]. 
<:iCol s i - e c!o>. q 
rv. DE ELIAS BOUND 
De Plotkin bound is gebaseerd op het feit dat de mini.male afstand ten 
hoogste gelijk is aan de gemiddelde afstand. Als de afstanden elkaar niet 
veel ontlopen, dus bij codes met weinig woorden, is dit redelijk. Als de 
code groter wordt, geeft deze methode geen resultaat meer, en moet eerst 
een geschikte deelcode worden beschouwd. Het idee van Elias is om bij zo ' n 
"grote" code een andere geschikte deelcode te beschouwen, en wel alle code-
woorden binnen een zekere bol. 
(4.3.9) LEMMA. Zij A,c ~ Qn. Dan is er een ~ £ Qn zodat 




we nemen nu voor A de bol BrC,Q), met straal r om Q_, en voor C de 
beschouwde [n ,d]-code met M woorden. Zonder verlies van algemeen-
heid mogen we aannemen dat x a O. Dus 
K = la (Ol n cl ~ MVq(n,rl/qn. r-
We berekenen nu weer de som van alle afstanden van geordende paren 
verschillende codewoorden in Br(Q_l. We schrijven deze codewoorden 
al>< r.1.jtm van een .K x n - matrix. Ste1 in de i de kol.om J<omt mij 
keer het cijfer j voor . De bijdrage tot de bedoelde som door deze 
kolom is nu: 
q-1 






Dus de totale som is: 
n q-1 
l l mij (K-m .. ) 
i•l j=O l.J 
n 
I m10 = S ~ K(n-r), i-1 
-1 2 (q-1) (K-miO) 
nK2 -
n (m~o + q-1 m~j) s l l. 
i = l j =1 
s nK2 - - 1 
n 2 
+ K2 - 2I<mi0) (q-1) I (qmiO 
i .. l 
nK2 - (q-l)-1(nK2 
n m~0) s - 2KS + q I i=l 
-
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r(2 - ...E..) 
en • 
2 2 2 2nK (n- r) + qK (n-r) ) ~ 
Aangezien er K(K-1) paren zijn , is 
Biermee is het vol.gende l.emma bewezen. 
(4.3.10) LEMMA. AZ.s K woorden t;er 7,engte n binnen een boi met straai r s en 
een onderZ-i.nge afat;and minimaai d hebben, dan is 
ofweZ 
K s ~~~~en~d~~~-=-
0nd - 20nr + r 2 
aZs end - 20nr + r 2 > o . 
Combinatie van de gevonden resultaten levert: 
- 1 
(4.3.11) STELLING . [ELiaa bound]. Zij q,n,d,r 
€ :N, .S. <?: 2, d <?: 1, 0 = 1 - q 2 r s en, end - 20nr + r > o, dan is 
0nd A(n,d) S 2 
end - 20nr + r V (n ,r) q 
BEWIJS. 
MV (n , r) q 
n q 
end S K S 2 0nd - 20nr + r 
0 
VOORBEELD. q - 2, n = 13, d = S, 0 = !· 
We kunnen hier weer beter overgaan op de verlengde code. Dus 
A(13,5) ~ A(14,6) S --4.;;;2:;:._ __ 
42-14r+r2 
Met r = 3 volgt A(l3,S) s 162. 
l (14) iSr i 
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Asymptotisch 1ev~rt de E1ias bound een grens die unirorm beter is 
dan zowel de Plotkin als de Hamming bound: 
(4.3.12) STELLING. [Asymptotische Elias bound]. 
a(o) S 1 - H (0 - /&(0-6) q 
(1 (6) 0 
a'Ls o s 6 s e, 
a'Ls 0 s 6 s 1. 
BEWIJS. Zij 0 < 6 S 0, 0 S >. < 0 - /0(0-6), en r 
66 - 20>. + A2 > 0, dus 
-1 
-1 qlog( 0n[6n] n ) qlog A(n,6n) s s n n 
LAnJ2 Vq(n,[>.n]> en[6n] - 26nl>.nj + 
Dus 




(qlog (66 66 ) 
26A + >. 2 
H (>.). q 
Oit geldt voor iedere >. e [O, 6-/6(6-6)), dus 
a(6) s 1 - H (6 - /e (6-6) ) • q 
V. DE JOHNSON BOUND 
0 
+ n - nHq(A))-
Johnson verscherpte de Hamm.ing bound door ook te kijken naar wat er 
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zich buiten de bollen met straal e afspeelt. Stel we hebben een [n,M,d]-
code C. We definieren c1 als de verzameling woorden met afstand i to C. Dus O ., · n c = c en li=O lei! a q . 
Definieer M (x) als het aantal woorden in er die op afstand r liggen r-
van het codewoord !:' en M(l'.) als het aantal codewoorden dat minimale afstand 
heeft tot het woord .l'..· Dan is 
¥ M (x) • Y. r M(.l'._) . r-1SEC Y._£C 
Definieren we verder 
MO 






we vinden zo: 
dus 
Als r < d/2, dan is MO= (n\)(q-l)r en Mr 1 = • We moeten nu een onder-O r r 0 
schatting gev~n voor Mr en een bovenschatting voor M~ voor r ~ d/2. 
Als we Mr met 0 schatten, dan volgt de Hamming bound. we geven hier 
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Mo e+1 voor q = 2 en d = 2e + 1 een van de bekende schattingen voor e+l en M0 , 
en schatten MO voor r ~ e + 2 met O. r 
Zij A(n,d,w) het maximale aantal woorden in {O,l}n met gewicht w en 
onderlinge afstand ~ d. 
(4.3.13) LEMMA. 
A(n,2k-1,w) A(n,2k,w) s lg.i_n-lll· ··ln-kw+kJ ... JJJ . w w-
BEWIJS. 
Daar woorden met hetzelfde gewicht altijd een even afstand hebben, 
geldt A(n,2k-1,w) = A(n,2k,w). 
Stel er is een verzameling van K woorden in {O,l}n met gewicht w 
en onderlinge afstand ~ 2k. Schrijf deze woorden als rijen van een 
K x n-matrix. In iedere kolom van deze matrix staan ten hoogste 
A(n-1, 2k,w-1) enen. Bet totaal aantal enen is Kw. 
Dus geldt 
Kw Sn A(n-1,2k,w-1). 
en dus 
A(n,2k,w) S l~ A(n-1,2k,w-1)j. 
w 
Oaar verder geldt 
A(n,2k,k-1) 1, 
vinden we door inductie het gestelde. O 
(4.3 . 14) LEMMA. Zij c een binaire [n,d]-code met d - 2e + 1. Dan is 
~l ~ (e~l) - (!)A (n,d,d). 
~- Zij ~ e c. we mogen aannemen dat ~ = Q.· 
Bet aantal codewoorden van gewicht d is ten hoogste A(n,d,d). Bet 
aantal woorden van gewicht e + 1 met a fstand e tot de code is dus 
ten hoogste (e~l) A(n,d,d). Hieruit volgt het gestelde daar er 
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(e:1) woorden zijn met afstand e + tot Q.· 0 
(4.3.15) ~- Voor een binaire [n,d]-code c met d = 2e + 1 geZdt 
Me+l l n J O s e+l 
BEWIJS . Zij Y. ( ce+l. We mogen aannemen dat l_ = Q· Dan is M(y.> 
het aantal codawoordan met 9cwieht o + 1. Dit aantal is ten hoog-
ste A(n,d,e+l) waaruit het qestelde volgt. 0 
We hebben zo gevonden: 
(4.3 . 16) STELLING. [Johnson bound] . Zij q 2 , n,e E: JN, d .. 2e + 1. Dan is 
waa.rin 
A(n,d,d) S l~ t~ = a .. -l~ = :J- .. JJJ· 
VOORBEELD. q - 2, n • 13, d 
Dan is 
5, e • 2. 
A(l3,5,5) S l l; t 1: ll~ JJJ 23, 
A(l3,5) S l 8192 
1 + 13 + 78 + 
VI. DE LINEAR-PROGRAMMING BOUND. 
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Deze laatste grens, die door P. Delsarte is ontwikkeld , geeft vaak 
zeer scherpe resultaten, maar vergt in elk geval afzonderlijk zeer veel 
rekenwerk. Hij berust op een ongelijkheid, die in nauw verband staat met 
de Macwilliams identiteit voor duale (lineaire) codes (zie (3 . 6.5)). 
Voor vaste q en n definieren we eerst: 
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~(i) 
Voor vaste q, n en k is ~ een polynoom, het z.g. Krawtchouk-polynoom (vql. 
§ 7 .2). 
De getallen ~(i) voldoen aan een eenvoudige recurrente betrekking: 
~(i) = ~(i-1) - (q-1)~-1 (i) - 1St-1(i-l), 
met K0 (i) ., 1, Kit<Ol - (~)<q-t)k. 
Als we voor hetnalfabet Q de restklassenring modulo q nemen, en we 
defini~ren <~,r = l x.y., dan geldt: 
i=O i 1 
(4.3.17) ~- Zij w een primitieve q-de eenheidswortei, en x £ Qn een 
vast woord van gewicht i. Dan is 
l. n w<~,r = ~(i) 
:f.€Q 
W(:f.) = k 
BEWl:JS. We mogen aannemen dat x = (x1 , .•. ,x1 ,o, ... ,0) met~~ 0 
voor 0 < h s i. 
Zij nu 0 < h 1 < ••• < hj ~ i < hj+l < ••• < ~ s n en zij O 
de verzameling van alle woorden (van qewicht k) in Qn die juist in 




- (q-l)k-j t. 
R.•l y£Q\{O} 
Dus 
<;" ... <~, y:-[, n ~ 
y£Q 
w(:l)=k 
~ yh + • •• +~ yh 
w 1 l j j 
(-1) j (q-l)k- j. 
0 
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We definieren nu 
(4.3.18) DEFINITIE: Zij C ~ Qn een code met M woorden en gemiddeld Ai 
woorden op afstand i van een vast codewoord, dus 
Dan heet de rij (Ai):=O de distance distribution of inner distri-
bution van c . 
Merk op dat voor een lineaire code de distance distribution 
gelijk is aan de weight distribution (zie (3.6.1)). 
(4 . 3.19) LEMMA. Zij (Ail~=O de distance distribution van een code. Dan is 
n l Ai ~ (i) <!: 0 
i=O 





2 I L w<~.1E'I <!: o. 
Xt:C 
(4.3.20) STELLING. Zij q,n,d € JN, q :?: 2, d <!: 1. Dan is 




Ai<!: 0, l Ai l<k(i) :?: 0 
i=O 
0 
voor 1 s i < d, 
voor k t: {1, ••. ,n}}. 




De laatste bewering volgt uit het feit dat we door eerst te ver-
korten en dan weer te verlengen een [n,M,d]-code met d even kunnen 
omzetten in een [n,M,d]-code met alleen even gewichten, en dus 
even afstanden. 
VOORBEELO. We beschouwen weer een (13,S]-code met q e 2. Door toe-
voeging van ~~n extra parity check bit verkrijgen we een (14,6)-
code met hetzelfde aantal woorden. Bovendien hebben alle woorden 
even gewi.eht. We weteu dus a priori: 
0, 
De stelling geeft de ongelijkheden: 
14 + 2A6 - 2A8 - 6Al0 - 10A12 - 14A14 <?: 0 
91 - SA6 - SA8 + 11A10 + 43A12 + 91A14 <?: 0 
364 - 12A6 + 12A8 + 4A10 - 100A12 - 364A14 <?: 0 
1001 + 9A6 + 9A8 - 39AlO + 121A12 + 1001A14 <?: 0 
2002 + 30A6 - 30AS + 38A10 - 22A12 - 2002Al4 <?: 0 
3003 - SA6 - SA8 + 27AlO - 16SA12 + 3003A14 <?: 0 
3432 + 40A6 + 40AB - 72AlO - 264A12 + 3432A14 <?: 0 
We moeten nu M = 1 + A6 + AS + A10 + A14 naar boven begrenzen. Dit 




M S 64. 
Dus 
A(13,S) S 64. 
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Zeals we gezien hebben, bestaat er een [13,S]-code met 64 
woorden, dus deze grens is scherp, d.w.z. de code Y uit § 2.3 is 
optimaal. 
OPMERKING. In de lemma's (4.3.17) en (4.3.19) wordt gebruik ge-
maakt van een ringstructuur (de restklassenring), van een inwend 
product, en van een primitieve eenheidswortel. In wezen is dit 
volstrekt arbitrair. Men kan de th"ori" v""l abStL·acteL opbouwen 
We voorzien Q van een willekeurige abelse groepsstructuur. 
We geven de karaktergroep van Q aan met Q en die van Qn met Qn. 
Ieder ka.rakter X € Qn definieert ondubbelzinnig karakters 
A x1, •.. ,Xn € Q zodat 
Het aantal niet-hoofdkarakters onder x1, ... xn noemen we het gelJY'i 
van x, notatie: w<x>· Nu geldt: 
(4.3.21) LEMMA. Zij ~ € Qn een woord van gewicht i. Dan is 




BEWIJS . Zeals (4.3.17). 0 
We kunnen nu lemma (4.3.19) nogm.aals bewijzen. 
BEWIJS van (4.3.19). 
n 
M }: A. 11t (i) l. i=O 
n 
l l. l An x (?!_-1_} 
i=O ~1;i€C XeiQ 
dH(~11_)=i w<x>=k 
lAn I l X(?!_)l2 ~ 0. 0 
xeQ xec 
w(x)=k -
Als C een abelse groepcode is, waarbij Q dus voorzien is va 
abelse groepsstructuur, dan is 
(4.3.22) 





c f. Ker x, 
C c: Ker X. 
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Definieren we c* als de verza.meling van alle karakters x E Qn 
* " n met Ker X ~ C, dan is C een groepcode over Q. Als (Bk)ksQ de 




1 -1 M (k=0,1, ... ,n). 
Als tenslott e C een lineaire code is, waarbij Q dus voorzien 
is van een lichaamsstructuur, dan is CL equivalent met c* onder 
het isomorfisme ~: Qn ~ an gedefinieerd door 
n waarbij x1 een of ander niet-hoofdkarakter is. Dus (l\)k•O is de 
weight distribution van de duale code. De relaties (4.3.22) zijn 
de Macwilliams relaties welke in (3.6.5) in de vorm van een rela-
tie tussen de weight enumerators warden gegeven. 
4.4. COMMENTAAR 
De verschillende grenzen die in dit hoofdstuk zijn behandeld vindt men 
in de literatuur onder de bij de stellingen genoemde namen. We verwijzen 
verder naar BERLEl<AMP (1968), HELGERT & STINAFF (1973), SLOANE (1972). 
Recente verscherpingen vindt men in LEVENSBTEIN (1975), SIDELNIJ<OV (1975) , 
BEST & BROUWER (1975) / McELIECE e.a. (1976), BEST e.a. (1976). 
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(4.5.1) Bepaal A(10 , 5) voor q • 2. 
,,-·' Singleton 
1 
(4.5.2) Bewijs dat als q • 2 en de rechterkant van de Plotkin Bound (4.3.4) 
een oneven geheel 9etal is deze grens met 1 verminderd kan warden. 
(4 . 5.3) Als in (4 .3.13) de buitenste t entierhaken door ronde haken ver-
vangen kunnen warden en gelijkheid optreedt dan vormen de woorden 
van een [n,A(n,2k,w) ,2k]-code met woorden van gewicht w een t-
design. Bewijs dit. 
(4.5.4) Bepaal grenzen voor A(17 ,8) . 
(4.5 . 5) Wanneer is de Plotkin bound scherp? Gana dat de (27,6,16 )-code 
uit § 2.5 optimaal is . 
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(4.5.6) Bewijs dat door inkorten van een binaire Hamming code een optimale 
code ontstaat. 
(4.5. 7) Bewijs dat A(n,d,w) s [!!. A(n-1 d w-1)1 w t t 
en A(n,d,w) S [n~w A(n-1,d,w) ]. 
l Geef een voorbeeld met w s 2 n waarbij de tweede ongelijkheid 
scherper is dan de eerste. 
(4.5.8) Bewijs dat de Plotkin bound voor d > en volgt uit de lineair 
programming bound. 
(4.5.9) [GREY bound] Zij C een binaire [n,M,d]-code zo dat als x ~ C dan 
ook ~ + j_ ~ C. Als n - ;;; < 2d s n dan geldt 
M 8d(n-d) s - 2 
n-Cn-2d) 
(Aanwijzing (E. WATTEL): gebruik de tweede Delsarte ongelijkheid 
O.w.z. (4.3.18) met r .. 2.) 
(4.5.10) Bewijs de Macwilliams identiteit (3 . 6.5) uitgaande van (4.3.20). 




5.1. CYCLISCHE CODES 
Een lineaire code V Cter lengte n over een eindig lichaam lF) werd ge-
definieerd als een deelruimte van de n-dimensionale vectorruim.te over lF, 
d.w.z. als ca0 , . . . ,an-l) £ v en (b0 , • •• ,bn-l ) ~ v , dan ook 
Ca0+b0 , .. . ,an_1+bn_1> £ v, en als Ca0 , . . . , an_1> e Ven X E F, dan CXa0 , ... , Xan-l) £ v. Een lineaire code v heet een cyclische cods als daar-
naast ook geldt: als (a0 , ... ,a0 _ 1> E v dan Can-l' a0 , ... ,an_2 l E v . Een triviaal voorbeeld van een cyclische code is de code V ter lengte 
2k met: ca0 , ... ,a2k-l) e v - a0=~, a1=~+l' ... ,~_ 1•a2k_1 . Zij R(n) de n-dimensionale vectorruimte over lF. Door Ca0 , ... ,an_1l te schrijven als n-1 . RCnl a0+a1x+ ..• an_1x , is het mogelijk een vector uit voor te stellen als 
een element van Ceen volledig representantensysteem van) de restklassenring 
lF (x] / Cx0 -1 l. Ret is duidelijk dat deze re la tie een 1-1-correspondentie 
geeft tussen elementen van RCnl en elementen van lF [ x)/(xn-1), en daarom 
ma.ken we in het vervolg geen onderscheid meer tussen deze twee verzamelin-
gen; beide noteren we met R(n) of R. 
(5.1.1) STELLING. Een lineaire code v in RCnl is cyclisch ais en alZeen ais 
v een ideaal in JF(x]/(xn-1) is. 
BEWIJS. (i) . n-1 ZiJ v cyclisch . Is aCx) = a0+a1x+ ... +an_1x een 2 n-1 codewoord dan an_1+a0x+a1x + . .• +an-~ • xa(x) ook. 
Daar v lineair is volgt hieruit dat voor ieder poly-
noom fCxl geldt dat fCxl aCxl E V. Dus v is een 
ideaal. 
(ii) Is omgekeerd V een ideaal dan is met aCx) ook xaCx) 
in V. Dus is v cyclisch. O 
Zij q := !FI . We beperken ons in het vervolg tot de gevallen waarin 
Cn,q) = 1. Verder zullen wi j schrijven: R := IF [ x ) , S := Cxn-1) Chet ideaal 
in R voortgebracht door xn-1) en R gCxl := het ideaal in R voortgebracht 
door gCx). Dus R • R/S. Omdat Reen hoofdideaalring is, is ook ieder ideaal 
in R een hoofdideaal, en ieder ideaal V in R wordt voortgebracht door een 
monisch polynoom gCx) met de laagste graad in V. Dit uniek bepaalde poly-
noom heet de generator van V. Steeds is deze g{x) een deler (in R) van 
xn-1. Anders zou de g.g.d . {in R) van g{x) en xn-1 een polynoom in V zijn 
met lagere graad dan g{x). 
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Zij xn-1 = f 1 {x) •.... ft{x) de ontbinding {in R) van xn-1 in irreduci-
bele polynomen. Een generator g(x) zal dan het product van een aantal fak-
toren fi zijn. Qndat we hebben aangenomen dat (n,q) = 1, zijn f 1 , . .. ,ft alle 
verschillend. Als een ideaal V als generator een der faktoren f 1 heeft, 
d.w.z. v = Rf1 (x), dan is Veen maxi.maal ideaal in Ren V heet dan een 
ma:cimale cyclische code. 
5.2. GENERATOR MATRIX EN CHECK POLYNOOM 
Zij g(x) de generator van een cyclische code V in R met graad n-k. Dan 
vormen: 
k-1 g(x) ,x.g (x), .. . ,x .g{x) 
een basis voor v. Dus een woord {b0 , . .. ,bk-l) kan 9ecodeerd worden als: 
k- 1 b 0 .g(x ) + b 1 .x.g(x ) + • .. + bk-l .x . g{x); 
d.w.z. als b(x) . g{x), waarbij: 














= { v 0 ' · · · 'v n-1) · 
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Dus de bovenstaande matrix G is een generator matrix voor v. 
Een parity-check matrix voor V kan als volgt worden verkregen. Omdat 
g(x) f xn-1 bestaat er een h(x) zo dat g(x)h(x) = xn-1 (in R). Omdat g(x) 
de graad n-k heeft, zal h(x) de graad k hebben. Dus: 
Ondat in R geldt: g(x)h(x) - 0 , weten we: 
9ohn-1 + glhn-2 + • ·· ······· + 9 n-2h1 + gn- lhO • O, 









T dan geldt dus G.H = 0 (omdat ~+l = ••. = hn-l = 0) , d.w.z. His de pari-
ty-check matrix van de code. Hieruit volgt ook dat de code Rh (x) equivalent 
is met de duale code van Rg(x). Bet polynoom h(x) heet het check potynoom 
van de code V. v(x) zit in deze code als en slechts als v(x)h(x) = O (in R). 
Wij geven nu een voorbeeld van een cyclische code. 
Zij lF = lF 2 en n = 7. De ontbinding van xn -1 in irreduci.bele faktoren 
is: 
Als g(x) • x3+x+l, dan 
G 
Nu is h(x) = 
















+ 1, dus: x + x 
n 
d.w.z. Rg(x) is equivalent met de (7,4)-Hamming-code. 
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De duale code van de maximale cyclische code Rfi(x) heeft fi(x) als 
check polynoom. Deze code heet een minimale cyclische code of irreduoibele 
cyclische code . Een minimale cyclische code is een lichaam. Om dit in te 
zien is het voldoende om te bewijzen dat twee codewoorden a(x) en b(x) al-
leen product 0 kunnen hebben als een factor 0 is (zie (0.1.5)). Haar 
a(x)b(x) = 0 in R betekent dat in Reen van de factoren bijv. a(x) door 
fi(x) deelbaar is. Daar i eder codewoor d deelbaar is door (xn-l)/f1 Cx) is 
a(x ) • 0. Als eenvoudigste voorbeeld kiezen we n = 2k-l en nemen voor f (x) 
een irreducibel polynoom van de graad k. Laat xn-1 = g(x)f(x). De code 
Rg(x) heeft dimensie k en bestaat dus uit 2k woorden. Daarbij zijn Q en de 
n cyclische permutaties van g(x) en dus blijkbaar geen andere woorden. Dit 
betekent dat ieder tweetal cyclische permutaties van g(x) als verschil 
weer een cyclische permutatie heeft ! Deze code heeft dus de eigenaardige 
eigenschap dat ieder tweetal woorden dezelfde afstand heeft. Zo'n code heet 
equidistant. In het geval van ons voorbeeld moet de afstand dan 2k-l zijn 
Czie § 2.2) . 
5.3. NULPONTEN VAN EEN CYCLISCBE CODE 
Zij ai een nulpunt van fi in een uitbreidingslichaam van JF. Dan is: 
(want fi is het minimaalpolynoom van ail. 
Algemeen kan een cyclische code V gespecifieerd worden door een aantal nul-
punten voor te schrijven: 
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waarbij 81 ,62 , ... ,81 n-de eenheidswortels z i jn. De generator van Vis nu 
het k.g.v. van de minimaalpolynomen van de 6 . 's. Omge.keerd, als g(x) de ) 
generator is van een cyclische code V en g (x) = n fi (x) CJ c: { 1, • • ·, t}) en i£J Bi is een nulpunt van f 1 (x) (i£J), dan is V = {v(x) I vCB1 > s 0 voor iedere 
i £ J}. 
Als we 6 uit het uitbreidingslichaam GF(qm) kiezen, dan kan 6 opgevat 
worden a l s kolomvector .! ter hoogte m over GF(q) (uitgeschreven op een wille-
T 2 n-1 keurige basis). De eis v(6) = 0 wordt nu: vH 0, met B = (.!_ .! .! · · · ~ ) · 
Bij meer B's, krijgen we meer rijen in H. Deze hoeven overigens niet lineair 
onafhankelijk te zijn. 
Als voorbeeld van een toepassing geven we de volgende stelling. 
m (5.3.1) STELLING. Zij n = ~11 en Z'l,J 6 een primitieve n-de eenheidsworteZ q-
in een uitbreidingsUchaam van GF(q). Dan is de cycZische code 
v = {v(x) I v(Sl = O} (equivaZent met) de (n ,n-m)-Hanurring-code over 
GF(q) a'ls en sZechts a'ls (m,q-1) = 1. 
GEVOLG. Iedere binaire Ha7TVT!ing-code is (equiva'lent met) een cycZi-
sche code. 
BEW:IJS VAN DE STELLING 
1 2 n-1 
. m Als 6 ,6 , .•• ,6 i GF(q) (opgevat als deellichaam van GF(q )) 
2 n-1 dan zijn alle kolommen van H = C.!_.!.! •. ·.! ) paarsgewijs lineair 
onafhankelijk en is B dus een parity-check-matrix voor een Hamllling-
code. Omgekeerd, als H een parity-check-matrix is voor een (n,n-m) -
Hamming-code, dan zijn de kolommen van B paarsgewijs lineair onaf-
hankelijk (want de code bevat geen woorden van gewicht 2) en dan: 
s1 ,s2 , ••• ,6n-l iGFCq). 
Nu geldt: 61 , 82 , ... , Bn-l i GF (q) - (m,q-1) 1. 
IIllDers, (m,q-1) = (n,q-1), want: 
n .. 
m ~ ., m-1 m-2 m-2 m-3 q- l q +q + .•• +1 • (q-1) (q +2q + • . . +(m-1)) + m. 
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Verder zijn de volgende beweringen equivalent. 
'Vi dl, ... ,n- 1}: 8i i GF(q). 
Vi dl, ... ,n-1 }: 8i(q-ll -F 1, 
'Vi dl, ... ,n-1 }: n i i(q-1), 
(n,q-1) = (m,q-1) = 1. D 
5.4. OE IDEMPOTENT VAN EEN CYCLISCHE CODE 
(5.4.ll STELLING. Zij v een cyc'lische code. Dan bevat Veen (uniek bepaaZdJ 
codewoord c(xl dat een eenheidseZement is voor v, d.w.z. ais 
v(x) e v, dan c(x)v(x) • v(x). 
BEWIJS. Zij g(x) de generator en h(x) het check-polynoom voor V 
(d.w .z. g(x)h( x) = x 0 -1). Omdat x 0 -1 geen meervoudige wortels heeft 
geldt (g(x),h(x)) = 1. Dus zijn er polynomen a(x) en b(x) zo dat 
a(x)g(x) + b(x)h(x) • 1. Definieer nu: c(x) :- a(x)g(x) = 1 -
- b(x)h(x). Als v(x) • k(x)g(x) een codewoord in V is dan volgt: 
c(x)v(x) = k(x)g(x) - k(x)g(x)b(x)h(x) k(x)g(x) v(x) in R. 
Dus c(x) is inderdaad een eenheidselement in V en daarom uniek 
bepaald. D 
In het bijzonder geldt: c 2 (x) = c(x); daarom heet c(x) de idem-
potent van V. Ook geldt dat c(x) de code genereert, omdat iedere 
v(x) e Veen veelvoud van c(x) is (w~nt v(x) • v(x)c(x)). 
S.S. BCB-CODES 
Een klasse van cyclische codes vormen de zgn. BCH-codes, ontdekt door 
BOSE & RAY-CHAUDHURI en HOCQUENGBEM. 
Zij R = R(n) • lF[x]/(x0 -1) en laat (n ,q) = 1 en lF • lF. Zij m het q 
kleinste positieve gehele getal zo dat n I qm-1 en zij 8 een primitieve 
n-de eenheidswortel in GF(qm) (dit is het kleinste uitbreidingslichaam van 
GF(q) met een primitieve n-de eenheidswortel). Zij g(x) het k.g .v. van de 
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2 d-1 d i · h R ( > minimale polynomen van 8,8 , ... ,8 . Dan heet e eye isc e code g x een 
BCH-code met ontwerp-afstand d. Dit is dus de code: 
{v(x) I v(8) = v(B2> = •.. = v(lld-ll = O} (zoals in § 5.3). 
Als n = qm-1 dan heet de code een pl'imitieve BCH-code. 
De minimum afstand van een BCH-code behoeft niet gelijk te zijn aan de ont-
werp-afstand, maar kan niet kleiner zijn: 
(5. 5 .1) STELLING. De minimum afstand van een sea-code met onwe-rp-afstand d 
is ten minste d . 
BEWIJS. Definieer de m(d-1) x n-matrix B als volgt: 
a 82 8n-1 \ 82 84 82(n-l) B ) 8a-1 82(d-1) 8 cd-1l<n-1l 
Iedere Bi hierin stelt een kolom ter hoogte m voor als beschreven in 
T § 5.3. Dan is~ .. Cv0 , • .. ,vn_1> in de code als en alleen als :!_H = .Q.. We be-
wijzen nu dat iedere d-1 kol~mmen lineair onafhankelijk zijn; dan heeft 
ieder codewoord ~ F Q een gewicht groter dan d-1. 
Neem de kolommen met bovenaan resp . E; 1 , ••• , E;d-l (onderling verschillend). 
Dan is de submatrix bestaande uit deze kolommen: 
Beschouwd als matrix over GF(qm) heeft deze Vandermonde-matrix als deter-
minant: 
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Dus deze kolommen zijn lineair onafhankelijk als kolommen over GF(qm), dus 
ook als kolommen over GF(q). 0 
In het algemeen is het vinden van de feitelij ke minimum afstand een 
moeilijk probleem. Niet altijd is de minimum afstand gelijk aan de ontwerp-
afstand. Zij bijvoorbeeld n = 31, m = 5 q = 2 end= 8. Zij 6 een primitieve 
n-de eenheidswortel in GF(2 5). Dan hebben 6, 62 , a4 , 58 en a16 hetzelfde 
. . 5 10 20 9 18 minimale polynoom . Evenzo hebben 6 , 6 , 6 , 6 , 6 hetzelfde mini.male 
polynoom. Zij g(x) het produkt (zonder faktor-herhaling) van de minimale 
polynomen van 6, a2 , 63 , 64 , 65 , 56 , 67 . Dan is Rg(x) de BCH-code met ont-
werp-afstand B. Maar oolt i s g (x) het produkt (zonder falttor-herhaling) van 
de minimale polynomen van a, a2 , a3 ; 64 , 65 , 66 , a7 , a8 , 69 , e10 ; dus 
Rg(x ) is oolt de BCH-code met ontwerp-afstand 11. D.w.z. de minimale afstand 
van de code is ten minste 11. 
Men noemt (5.5.l) ook wel de BCB- grene voor de minimum afstand van een 
cyclische code. De stalling geldt onveranderd als de d-1 opeenvolgende 
machten van 6 niet bij 6 1 beginnen. De volgende sta lling van HARTMANN en 
TZENG (1972) is een uitbreiding. 
(5 . 5.2) STELLING. Zij c een cycl.ische code met 1JJOordZ.engte n over lF en q 
voortbrenger g(x). Zij Been primitieve n-de eenheidsi.JorteZ. in 
m i+i lcl+i2c2 GF(q ) . AZ.s (n,c1) = (n,c2 ) = l en q(6 ) 0 
Ci1= 0 , 1, •.. ,d0 -2; 12 • 0 ,1, ... ,s) dan gel.dt voor de minimum af-
stand d van c 
BEWIJS. Volgens de BCH-grens is d ~ d 0 • Zij a0 s w < d0 + s. 
Neem aan dat 
w- 1 
v(x) := 1 + l Yi xai 
i=l 




. •a B 1 S 
, j 
gewicht w is (Y. £ lFq\{O} , lsa1 <a2 < ... <n). w-1 l. 
t j j 
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w-1 c2 
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oo x + ol x + .•. + aw-d It 
(met <2 > 00 
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1J = Cn,c2) ~ 1 , is x1 7'1, x11 7' 1 Ci1=1,2, ... ,do-
2 l, 
x1: ~ 1 c12..o0-1, .• . ,w-l). Dus is o(l) # O. Nu is 
w-do+l do- 2 {1) 
t a C2l t 
j:O j k;O 0 k 5 r.+ca 0-2-klc1+cw-d 0+1-jJc2 









= -1 voor i 1 s O,t, ... ,d0-2 en i 2 = 0,1, •• . ,s. Dan 
staat in (5.5.3) echter o(l) • 0, een tegenspraak. De aanname was 
dus onjuist. 0 
VOORBEELD. Zij n = 51, g(x) '"' m1CxJm 9{x) . De nulpunten Si van 
g(x) hebben resp. i = 1,2,4,B,16,32,13 , 26 en 9,18,36,21,42,33,15,30 . 
De dimensie van de code is 35 . Volgens (5.5.1) is d ~ 3 . Volgens 
(5.5.2) is echter d <!: 5 omdat we met i = 1,2,B,9,15,16 blijkbaar 
t • 1, c 1 • 1, c2 = 7 kunnen nemen in stelling (5.5.2). 
5.6 . EEN PROCEDURE VOOR KET CORRIGEREN VAN FOUTEN BIJ BCH-CODES 
Stel dat een codewoord C(x) van een BCH-code (met ontwerp-afstand 
d 2: 2t + 1, te.r lengte n, over het lichaam GF(q), en men B als in § 5.5) 
wordt verzonden en een woord: R(x) = R0 + R1x + 
vangen. Zij E(x) ~ R(x) - C(x) = E0 + E1x + ... 
patroon. Definieer voorts: 
n-1 
... + Rn_ 1x wordt ont-
+ E xn-1 het fouten-
n - 1 
M := {11E1 r O}, de verzameling posities waar een fout is gemaakt; 
e := IM I , het aantal fouten; 
n i 
a(z) : = iE:M (1-S z); dit polynoom heet het "error-locator polynomial"; 
w(z) := l 
iEM 
n jEM\i 
Kennelijk is kennis van o(z) en w(z) voldoende om fouten te verbeteren: 
als aCB-il r 0, dan is op de i-plaats geen fout gemaakt; 
-i 
0, dan is de fout E • -wCB .> -s1 . 
i a ' CB-J.l 
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Natuurlijk kunnen wa alleen voor e s t verwachten dat E(x) bepaald kan worden 
(en daarmee C(x)). Neem dus aan dat e s t, dan zal blijken hoe E(x) gevonden 
kan worden m.b.v. relatief eenvoudige operaties Chet oplossen van een stel-
sel lineaire vergelijkingen over GF(q)) . 
we berekenen hiertoe: 





R. R(B ), dus aan de ontvanger van het codewoord bekend. 
w(z) . 
o .w.z. o(z) J.s bekend modulo z 2t+l. De kunst is nu om polynomen d(z) en w(z) 
met graad w(z) S. graad o(z) en graad a(z) minimaal te vinden, z:6 dat: 
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Zij s 1 • ECB
1 l a RCB1 l voor t ~ l, ... ,2t, en zij cr(z) e . [. crizl. Dan is: 
i•O 
w (z) (mod z 2t+l). 
Daar w(z) de graad e heeft, volgt: 
l. s a Hi•k t i 0 voor e + 1 s k s 2t. Dit zijn 2t-e vergelijkingen voor de e 
onbekenden a1 , .•• ,ae (want a0 1 is bekend) . Als e s t dan heeft dit stel-
e - i 
-sel hooguit ~en oplossing: stel a(z) = }. cr1z is een oplossing (met a0 = 1); i=O 
dan volgt voor e + 1 s k s 2t: 
0 
- -1 Dit zijn 2t-e vergelijkingen voor de e onbekenden E1crCB l. Vanwege ~ -i Vandermonde is de oplossing uniek, d.w.z. Vi e M geldt: E1oCB l 0. Nu is Ei # 0, d.w.z. aCxl heeft als nulpunten: B-i(ieM); dus a= a. 
Dus als we polynomen w(z) en cr(z) van zo laag mogelijke graad gevonden 
hebben, dan zijn dit de gevraagde w(z) en a(z). 
5.7. REED-SOLOMON CODES 
Een Reed-SoLomon code of RS-code is een primitieve BCH-code waarbij 
m = 1, n = q-1. De code wordt voortgebracht door het polynoom g(x) = d-1 
n (x-ail uit GF(q)[x). Op grond van (5.5.1) is de minimum afstand van i=l 
de code ten minste d. De code heeft dimensie k a n-d+l en dus op grond van 
(4.3.2) een minimum afstand ten hoogste d . we zien dus dat d de minimum 
afstand is en dat de code optimaal is (vgl. (4.1.1)) . 
De RS-codes worden o.a. gebruikt voor de verbetering van zgn. 
"burst-errors", dat zijn i .ntervallen uit de ontvangen rij symbolen met veel 
fouten er in (veroorzaakt door een storing op het kanaal). Een RS-code met 
q • 2r kunnen we opvatten als binaire code met woordlengte r(2r-1) en 
dimensie rk. Als een burst-error fouten veroorzaakt op een traject ter leng-
te b s C[d/2]-llr + 1 dan worden van de oorspronkelijke RS-code niet meer 
dan [d/2] symbolen veranderd. De fout kan dus gecorrigeerd worden. Dezelfde 
gedachte is de basis van de zgn. concatenated codes (cf. Hfdst. IX). 
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5.8. KWJWRAATREST-CODES 
Zij n een oneven priemgetal, z6dat q een kwadraatrest modulo n is , 
X
2 i (n-1) _ d.w . z. 3x: ;:: q (mod n). Dit is hetzelfde als: q ; l (mod n) ( z ie 
§ 0.2). Zij a een primitieve n-de eenheidswortel in een uitbreidings-
lichaam van GF(q). Zij R0 de verzameling van alle kwadraatresten modulo n: 
R0 = {x2 Jx~GF(n)\{O}}, 
en R1 de verzameling van alle niet-kwadraatresten modulo n: 
Definieer verder: 
go(x) := n (x-ar) en gl(x):= n (x-ar). 
rlRO rlRl 
Dan geldt: 
Merk op dat de eis dat q een kwadraatrest modulo n is equivalent is met de 
eis dat g0 en g 1 polynomen over GF(q) zijn . 
(5.8.1) DEFINITIE . De cyclische codes van lengte n over GF(q) met genera-
toren g 0 Cx) en (x-l)g0 (xl heten kwadraatrest-codes of (lR-codes . 
De verlengde (lR- code van lengte n+l over GF(q) wordt verkregen 
door aan de· code met generator g 0 (x) een extra parity-check symbool 
toe te voegen (zie (3 .4.3)). 
De code met generator (x- 1)g0 (x) bestaat uit alle woorden Cv0 , ... ,vn_1 l uit 
de code met generator g 0 Cx) waarvoor geldt: v 0+ ... +vn-l • 0. 
Door in de definitie g 0 door g 1 te vervangen krijgen we codes equivalent met 
de oorspronkelijke. Want zij j een niet-kwadraatrest modulo n . Dan defini-
eert: 
irj (t) := j.t (mod n), 0 S irj (.t) < n, 
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een permutat1e op {O, ... ,n-1} c GF(n), en dus ook een permutat1e op de 
posities van de codewoorden in R(n). Laat T!jc(x) het codewoord zijn dat door 
deze permutatie uit c(x) ontstaat. J>.angezien: 
n-1 r11 j (i) 
l C (.)CL i.:.o 11 j i 
n-1 rji l C CL i=O Trj(il 
en: R0 = jR1 , zijn de volgende beweringen equivalent: 
0; 
Evenzo: 
Over de gewichten van de woorden kan het volgende gezegd WQrden. 
(5.8 . 2) STELLING . Zij c(x) een codewoord van Rg0 Cx), zo dat c(x) t R· (x-l)g0 (x). Zij d het gewicht van c(x). Dan: 
(i) d 2 ~ n; 
(ii) al.a n - -1 (mod 4), dan d 2-d+l ~ n; 
(iii) a'ls n - -1 (mod 8), en q ~ 2, dan d - 3 (mod 4). 
BEWIJS. 
(i) Omdat c(x) € R g0 (xJ\R (x-1)g0 (x), geldt ook: 
Dan: 
DUS: 
n-1 n c(x) · n.c(x) = m(l+x+ .•. +x ) (mod x -1) voor zekere llD ~ GF(q). J 
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Maar dan: 
(ii) als n : - (mod 4 ) dan is -1 een niet-kwadraatrest, dus dan 
kunnen we j -1 nemen . Maar dan dragen 
-1 2 c(x)rr .c(x) de termen x en x , resp. x 
in het produkt 
-2 en x , •.. , resp. 
n-1 J -n+l 
x en x , alle bij tot dezelfde term. Dus dan: 
w(c(x)rrjc(x)) s w(c(x))•w(rr_1c(x)) - d+l. 
(iii) Zij c (x) = d ei l x Dan 
i=l 
ei-e. 







x tegen elkaar weg. Maar dan vallen ook 
tegen elkaar weg. Dus het aantal weqvallende 
termen is een viervoud, zeq 4b. 
Dan: 
d 2-d+l- 4b = n, of: d - 3 (mod 4) (d is oneven , omdat c(x) 1 
R (x-l)g0 Cx)). 0 
Bet kan bewezen worden dat elke verlengde binaire QR-code met woord-
lengte n + 1 en posities geindiceerd met PG(l,n) = lf'n u {co} invariant is 
onder de werking op de posities van de 2-voudig transitieve groep 
PSL(2 , n) := {x >+ ax+db I ad-be= l} (zie VAN LINT 1971)). Hieruit vol gt een-cx+ 
voudig dat een binaire QR- code oneven minimum gewicht heeft, zodat de 
bovenstaande stelling gebruikt kan worden om ondergrenzen voor de mini.mum 
afstand van een QR-code te vinden . 
VOORBEELDEN 
(5.8.3) Neem q = 2, n = 7 en generator g 0 (x) (zodat k = 4). Stelling 
(5.8.2) levert d ~ 3 maar (1+7)·24 ~ 27 dus de QR-code met deze 
parameters is 1-perfect. (In feite is het natuurlijk de (7 , 4)-
Hamming code, zie § 2.1 en§ 2.4). 
In dit voorbeeld was g(x) s x + x 2 + x 4 en h(x) = 1 + x + x 2 + x 4 
• 1 + g(x). Dit v erschijns el is algemeen in het binaire geval: 
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en in Bekijk g(x) = l x2 
n:R0 
het bijzonder g(xJ 2 ~ g(x) (mod xn-1). Voorts is voor j e R1 : g(xj) + g(x) n-1 l xr(mod xn-1). Als dus a een primitieve n-de eenheidswortel is (in een 
r=l 
uitbreidingslichaam van GF(2)) dan is g(ai) ~ GF(2) en de afbeelding 
i >+ g(ai) is constant op RO en op Rl d.w.z. of g0 (x) [g(x) of g 1 Cx)lg(x) · 
Bij passende keuze van a volgt g 0 (x) lg(x) zodat g(x) een idempotent van de 
code Rg0 {x) is . Aangezien xn-1 • (x-l)g0 cx>g1 (x) en (g1 (x) ,g (x)) = 1 is de 
cyclische code met generator g(x) of Rgo(x) of Rgo(x)(x-1). NU is g(l) = 
n-1 
= - 2- dus het eerste geval treedt op als n ; -1 (mod 8) en het tweede als 
n; 1 (mod 8). [Merk op dat de eis dat 2 een kwadraatrest mod n is im-
pliceert dat n _ ± 1 (mod 8).) Tenslotte volgt g(x) • (l+g(x)) = 0 (mod xn-1) 
zodat h(x) = 1 + g(x). 
(5.8.4) Neem q = 2, n = 23 en generator g0 (x) (zodat k • 12). Stelling 
(5.8.2) levert tezamen met de wetenschap dat d oneven is dat 
23 23 23 12 23 d <!: 7. Echter ( 1 + ( 1 ) + ( 2 ) + ( 3 ) ) • 2 = 2 dus de QR-code met deze 
parameters is 3-perfect. (In feite is het natuurlijk de (23,12)-
binaire Golay code, zie § 2 . 3.) 
(5.8.5) Neem q = 3, n = 11 en generator g0 (x) (zodat k a 6). Nu vinden we 
de 2-perfecte (11,6)-ternaire Golay code (zie § 2.4) . 
Deze voorbeelden zouden de indruk kunnen wekken dat alle QR-codes perfect 
zijn, maar dat is natuurlijk geenszins het geval (zie opgave (5.10.5)); 
algemeen geldt dat QR-codes vaak goed zijn, maar moeilijk te decoderen . 
5.9. COMMENTAAR 
Bet idee van cyclische codes kan gegeneraliseerd worden . Men kan bij-
voorbeeld bij vaste t eisen dat met (a0,a1 , ... ,an-l) uit cook 
<tan_1 , a 0 , a 1 , ..• ,an_2> in de code zit. Men noemt zo'n code constacycLisch 
(als ~ = -1 ook wel negacyclisah>. De theorie is geheel analoog (zie 
BERLEXAMP (1968)) . Voor een toepassing van idempotenten verwijzen we naar 
VAN LI.NT (1971) § 3 . 3. De procedure uit § 5.6 is een generalisatie van een 
door BERLEKAMP bedacht algorithme dat reeds practische toepassing vindt. 
Voor meer theorie over QR-codes en diverse toepassingen in de combi-




(5.10.1) Construeer een ternaire BCH-code met lengte 26 en ontwerp-afstand 
5. 
(5.10.2) Bepaal de idempotent van de (15.11)-Bamming code. 
(5.10.3) Zij a een primitief element van GF(2 5) met a 5 = a 2 + 1. Bij ge-
bruik van een BCB-code met ontwerp afstand 5 ontvangen we 
(1 0 0 1 0 1 1 0 1 1 1 1 0 0 0 0 1 1 0 1 0 1 0 1 0 1 1 1 1 1 1) 
Bepaal met de algorithme van 5.6 het verzonden codewoord. 
(5.10.4) Bepaal de ternaire QR-code met lengte 11 en toon aan dat dit een 
perfecte code is! Laat zien dat deze code equivalent is met de in 
§ 2.4 geconstrueerde. 
(5.10.5) Behalve de onder (5.8.3) - (5.8.S) genoemde QR-codes is er nog een 
perfecte QR-code. Welke? 
(5 . 10.6) Zij n = 4, q = 5, d • 3. Kies a= 2 als primitief element van GF(5). 
Construeer de RS- code C met minimum afstand d voor deze parameters . 
Bewijs dat de matrices A en B gedefinieerd door (i,j,aij'bij) e C 
orthogonale latijnse vierkanten zijn. 
(5.10.7) Generaliseer de resultaten uit § 5.8 zoveel mogelijk tote-de 
n-1 
graads resten; de voorwaarden worden nu: n priem, e[n- 1, q e 
(mod n). 
(a) Bewijs als generalisatie van (5.8.2) (i) dat de > n. 
(b) Bepaal de generator en de minimum afstand van de kubische rest 
code voor n = 31. 
(5.10.8) Bepaal de minimum afstand van de binaire kwadraatrest code met 
n = 47. 
(5.10.9) Zij m oneven, n = 2m-l, a primitief element van GF(2m) . Zij g(x) 
een deler van x 0 -1 en g(a) = g(a5 ) • 0. Bewijs dat de cyclische 
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code voortgebracht door g(x) minimum afstand ~ 4 heeft en wel 
(al door aan te tonen dat 1 + ~ + n = 0 en 1 + c5 + n5 = 0 met 
~ en n in GF(2m) niet mogelijk is. 
(b) door toepassing van een stelling. 
(5 . 10.10)Zij C een BCB-code met ontwerpafstand d. Bewijs dat de minimum af-
stand van de verlengde code c tenminste d + 1 is. 
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Boofdstuk VI 
REED-MULLER CODES EN DE STELLING VAN CHEVALLEY 
In dit hoofdstuk beschrijven we een klasse van codes die zowel prac-
tisch als theoretisch van belang zijn. Als introductie beschouwen we binaire 
Reed-MuZZer codes (=RM- codes), welke zich o.a . zeer goed met behulp van 
eindige affiene meetkunde laten beschrijven. De decodering van deze codes 
is een mooi voorbeeld van threshoid decoding. Daarna zullen we aantonen dat 
de bepaling van het minimale gewicht van a lgemene RM- codes leidt tot een 
nieuw bewijs voor de bekende stelling van CHEVALLEY (1936) over nulpunten 
van polynomen en tot generalisaties va n deze stelling. 
6. 1 . VOORBEREIDINGEN 
we zullen bij de beschrijving van RM-codes gebruik maken van de volgen-
de Stelling van LUCAS (1878), (zie DICKSON (1952)). 
(6.1.1) STELLING. Zij peen priemget aZ. Laten 
p-taZZige representaties van. n en k zijn. 
Dan. is 
(~) = ft (~;) i=O ~ (mod p). 
BEWIJS: Zoals bekend is 
f, (l+x)P _ 1 + xP (mod pl . 
Dus is, met 0 s r < p, 
(mod p) . 
Bepalen we in beide leden de coefficient van xbp+s waarbij 
0 S s < p, dan vinden we 
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(~~~) - (~) (~) (mod p). 
Bieruit volgt het gestelde met volledige inductie. 0 
Zij q c 2r. We beschouwen GF(q)[x). Is P(x) een polynoom uit deze ring 
dan definieren we het Hamming gewicht w(P(x)) van dit polynoom als het aan-
tal coefficienten # 0 in de ontwikkeling van P(x). Zij c € GF(q), c # 0 . De 
polynomen (x+c)i, i ~ O, vormen een basis van GF(q)[x]. 
t (6 . 1.2) STELLING. (MASSEY et al (1973)). Zij P(x) = lb. (x+c)i waa:rbij 
. . . . i=O 1 b t # O en l.aat i 0 de kl.einste 1-nde:r i Z'!.Jn ""2aZ'VOOl" bi # O. Dan is 
io 
w(P (x)) 2: w( (x+c) ) • 
~' Voor t = 0 is het gestelde eenvoudig te controleren . We ge-
bruiken volledige inductie. Laat de stelling juist zijn voor t < 2n. 
Neem nu aan dat 2n s t < 2n+l. Dan is 
P(x) 
waarbij P1 (x) en P2 (x) polynomen zijn waarvoor de stelling geldt . 
We onderscheiden 2 gevallen. 
(i) Als P1 (x) = 0 dan is 
2n 2n 
w(P(x)) • w((x +c lP2 (x)) 2 w(P2 (x)) 
en evenzo daar i 0 ~ 2n 
n i 0 2n 2n i 0-2 w( (x+c) ) = w( (x +c l (x+c) ) 
waaruit het gestelde volgt. 
i -2n 
2 w((x+c) O ) 
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2n 
(ii) Als P 1 (x) # 0 dan staat tegenover iedere term uit c P2 (x) die 2n 
tegen een term van P 1 (x) wegvalt een term uit x P2 {x) die 
niet wegvalt . Dus is w(P(x)) 2 w{P1 (x)) en dan volgt het ge-
stelde uit de inductieonderstelling. 0 
we beschouwen nu de m- dimensionale affiene rui mte over GF(x) (notatie: 
AG(m,2)). De punten van deze ruimte geven we aan als kolomvectoren. De 
m-1 l t 1 J. 2i de 2-tallige i=O standaardbasis noemen we !!.or····~-l· Zij j 
m-1 
schrijfwijze van j , x.:= Lt .. ~, en laat Ede matrix zijn metals 
--.J i=O l.J 
kolommen ~j (j=0,1, . .. , 2m-1). Zij n:= 2m. Dan is de m bij n matrix E een 
lijst van de punten van AG(m,2) . 
(6 . 1 . 3) DEFINITIES: 
(i) A.:= {x.€AG{m,2>lt .. =1}, dat i s een (m-1)-di mensional e l. -J l.J 
a f fiene deelruimte (i=0,1, . . . ,m-1) ; 
(ii) ~:= de i-de rij van E, dat is de karakteristieke functie van 
Ai (i=O, •.. , m-1); 
1:= (1,1, • . . ,1), de karakteristieke functie van AG(m, 2) . 
(iii) Als ~ = (a0 ,a1 , . . . ,an-l) en~= (b0 , b 1 , • .• , bn-l) dan 
a b: = (aobo ,al bl, . . • , an- 1 bn- 1) . 
(iv) Is Sc {0 , 1, . . . ,m-1 } dan defi nieren we 
m- 1 
C(S):= {j= .l f;ij 2ili I. S• tij 
i=O 
0 (O!iiSm-1)} . 
m- 1 
(6 . 1.4) LEMMA: Zij t=.l t 1 t 2i en iaten i 1 , . . . , i 5 de waarden van i zijn i=O 
waarvoor t i t = o. Ats 
dan is 
(x+l)R. n-i n-1-j l. aR. , J.x . j=O 
(waarbij een leeg product (s=O) z oals gebruike lijk gelezen moet 
worden a l s .!_). 
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BEWIJS. volgens Stelling (6.1.1) is (n-~-j) = 1 dan en slechts dan 
als voor iedere i met tit• 0 geldt tij = 1 . Volgens ( 6 . 1.3) (i), 
(ii), (iii) is ook a . = 1 dan en slechts dan als t .. = 1 voor 
.t, J ]. I J 
We maken nog enkele opmerkingen over de meetkundige betekenis van de 
producten der vectoren ~i in de vorm van een lemma. 
( 6 . 1. 5) LEMMA : Ais i 1 , . .. , i verschiiiend zijn d.an is ~~- s 
(i) v . v. ·· ·~ de karakteristieke functie van de affien8 deeZ-
-:i.\-l.2 s 
ruunte Ai nAi n ... nA. , 
l 2 is 
(ii) het geuncht w ( v. ~ ... v. > van de vector v . v . • . . ~ ui t 
-l.1 2 -is 
-"Ll-:l.2 s 
de n-dimensionaZe ruimte R(m) over GF(2l is 2m-s , 
de karakteristieke functie van {x.} is de j-de basisvector J 
(iii) 
· m-1 
~ • IT {~+( l+t.j>.!J, 
.J i=O 1 






direct gevolg van (6.1.3) (i) t/m (iii). 
Ai n A. n . .. n Ai is een (m-s)-dimensionale affiene deel -1 l.2 s 
ruimte van AG(m, 2) and bevat dus 2m-s punten . 
Beschouw de matrix E. Als t 1 j = O vervangen we de i-de rij 
(dus y1 > door de complementaire r i j .!_ + Y.1 • Vermen1gvul-
digen we daa.rna alle rijen dan heeft de productvector een 1 
op plaats j en verder nergens. 
volgt u it (iii) daar er precies n producten y_,, •• • v . zijn . 
- ... 1 -'.Ls 
Bet volgt ook u1t Lemma (6.1.4) daar de polynomen (x+ll.t on-
afhanke1ijk zijn. 0 
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De volgende tabel voor m 4, n = 16 illustreert het bovenstaande. 
i 
v. 
-:1.1 ~2···~s Coordinaten coeff. van (x+ l) 
1 
.e. • n-1- /.2 s 
1 
~ 0 0 0 1 0 0 0 0 
Y1 0 0 1 0 0 1 0 0 0 0 
Y2 0 0 0 0 1 1 1 0 0 0 0 1 1 
Y3 0 0 0 0 0 0 0 0 1 
~ ~·1 0 0 0 0 0 0 1 0 0 0 0 0 
~ Y2 0 0 0 0 0 1 0 1 0 0 0 0 0 
~ Y3 0 0 0 0 0 0 0 0 0 0 0 1 
Y1 Y2 0 0 0 0 0 0 0 0 0 0 0 0 
Y1 Y3 0 0 0 0 0 0 0 0 0 0 1 0 0 
Y2 Y3 0 0 0 0 0 0 0 0 0 0 0 0 
~ Y1 ~ 0 0 0 0 0 0 0 0 0 0 0 0 0 
~ Y1 Y3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
~ Y2 Y3 0 0 0 0 0 0 0 0 0 0 0 0 0 
Y1 ~ Y3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
~ Y1 Y2 Y3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Zo komt Y..o'Y-2 volgens Lemma 6.1.4 overeen met .e. 
(x+l)lO • xlO + x8 + x 2 + 1 . 
6.2. BINAIRE REED-MULLER CODES 
15 = 1111 
0 14 = 1110 
13 - 1101 
11 .. 1011 
7 - 0111 
0 12 1100 
0 1 10 1010 
0 1 6 .. 0110 
9 - 1001 
5 - 0101 
3 = 0011 
0 1 8 .. 1000 
0 1 4 0100 
0 2 .. 0010 
1 .. 0001 
0 1 0 - 0000 
(6 . 2.1) DEFINITIE: Zij 0 s r s m-1 . De lineaire code met woordlengte n = 2m 
en als basisvectoren alle producten Yi Yi . .. v. met O S s S r en 1 2 ..:..J..s 
0 s ij < m voor j = l, ... ,s heet de RM-code van lengte 2m en orde 
r. 
In het bijzonder is de RM- code van orde 0 de repetitiecode met als basis .!.· 
(6 . 2.2) STELLING: De RM code van Zen.gte 2m en orde r heeft minimum afstand 
2m-r. 
BEWIJS: Uit (6.2.1) en (6.1.5) (ii) volgt dat de minimum afstand 
ten h099ste 2m- r is . Uit (6.1.4) en (6.1.2) volgt dan dat de 
minimum afstand ook niet minder is. 0 
82 
(6.2.3) STELLING: De duaZ.e code van de RM-code van Zengte 2m en orde r is 
de RM-code van Zengte 2m en orde m-r- 1. 
BEWIJS: (a) De dimensie van de RM-code van lengte 2m en orde r is 
k = 1 + (~) + ... + {:). De dimensie van de RM-code van 
lengte 2m en orde m-r-1 is dan n - k. 
(b) Als v . v ... • v_,, en v. v .. • • v . basisvectoren van deze 
-l.1-l.2 - ... s -:J 4 2 -:it 
twee codes zijn is s + t s m - 1. Het product van deze 
twee basisvectoren heeft dus volgens (6.1.5) (ii) even 
gewicht. Dit betekent dat de vectoren v. ~· ··Yi 
-:i.1 2 s 
en .; .; ... .; inproduct 0 hebben. 
1 2 t 
Uit (a) en {b) volgt het gestelde. 0 
GEVOLG: De (n,n-m-ll verZ.engde Hamming code is de RM-code van Z.eng-
te 2m en orde m-2. 
(6.2.4) STELLING: Zij c de RM-code van lengte 2m en orde m-.e.. Zij A een .e.-
dimensionaZe affiene dee"lr>uimte van AG Cm, 2) • Dan is de ka.rakteris-
tieke functie van A een codewoord van c. 
m-1 
BEWIJS: Zij f = L f. ~ de karakteristieke j•O J ~ functie van A. 
Volgens (6.1.3) (iv) en (6.1.5) (iii) is 
m 
l l ~ ~ ···~ 
s=O Ci1 , .•• ,is) 1 2 s 




De binnenste som telt het aantal punten uit de doorsnede van A met 
de 5-di.mensionale affiene deelruimte 
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Voor s > m-1 is L n A leeg of een affiene deelruimte van positieve dimen-
sie. In beide gevallen is ILnAI even, d.w.z. de coefficient van ~1~2 •.• ~is is 0. 0 
(6.2.5) STELLING: Binaire RM-codes zijn equivaZ.ent met verZ.enf}de cycZ.ische 
codes. 
BEWIJS: Laat uit E de 0 -de kolom weg. De overige kolonunen zijn op te vatten 
als de elementen # O uit GF(2m) . Dit is t.a.v. vermenigvuldiging een cyclische 
groep met voortbrenger ( , een primitief elemen~ van GF(2m). De afbeelding 
a : GF(2m) + GF(2m) gedefinieerd door a(x) • (x is kennelijk een niet-singu-
liere lineaire afbeelding van AG(m,2) in zichzelf. verder is a, opgevat als 
permutatie van AG(m,2)\{.Q) van de orde n-1. Iedere affiene deelruimte van 
AG(m,2} wordt door a afgebeeld op een affiene deelruimte van dezelfde di-
mensie. Het gestelde volgt nu uit (6 . 1.5) (i), (6 . 2.1) en (6.2.4). 0 
(6 .2.6 ) STELLING: De groep G van affiene transformaties van AG(m, 2) is een 
groep van automorfismen van e Z.ke RM-code van Z.engte t". 
BEWIJS. De transformaties van AG(m,2) komen ove.reen met pe:i:mutaties van de 
symbolen van codewoorden . Evenals in (6.2.5) volgt het gestelde onmiddelijk 
uit het feit dat Ca0 ,a1, ... ,an-l) dan en slechts dan een codewoord van een 
RM-code van lengte 2m en orde r is als het een lineaire combinatie is van 
karakteristieke functies van affiene deelruimten van dimensie 2 m-r. Deze 
z i jn invariant onder G. 0 
We merken nog op dat Geen drievoudig transitieve groep is; dat wil 
zeggen, dat ieder drietaJ. punten in ieder ander drietal punten wordt ove.r-
gevoerd door een element van G [omdat over een lichaam van karakteristiek 2 
twee vectoren lineair onafhankelijk zijn zodra ze verschillend en ongelijk 
nul zijn]. 
We gaan nog kort in op een decodeerprocedure die voor deze codes ge-
bruik t wordt. Beschouw een RM-code C van lengte 2m en orde r. Volgens 
(6.2.3) en (6.2 . 4) is de karakteristieke functie van een (r+l)-dimensionale 
affiene deelruimte van AG(m,2) een parity-check vector voor c. Voor iedere 
r-dimensionale affiene deelruimte A van AG(m,2) zijn er 2m-r_l verschillende 
(r+l)-dimensionale affiene deelruimten van AG(m,2 ) die A bevatten. Ieder 
punt niet in A ligt in precies ~~n van deze deelrui.mten. Elk van deze (r+l) -
di.mensionale deelruimten bestaat uit de IA I punten van A en evenveel andere 
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punten . Is a de som van de coordinaten van een codewoord op de pl.aatsen van 
Adan is de som van de coordinaten op het andere IAl-tal plaatsen bl.ijkbaar 
ook a. we berekenen nu de uitkomsten van de 2m-r_1 parity check vergelijk-
m-r-1 ingen. Stel dat het aantal fouten in een ontvangen woord :!> 2 -1 is. 
Stel nu dat t van de parity-check vergelijkingen een 1 geven. 
Er zijn 2 verklaringen te geven: 
(i) dat dit is veroorzaakt door een oneven aantal £outen op de plaatsen van 
A en 2m-r_1-t keer gecompenseerd wordt door een oneven aantal fouten 
op de andere IAI plaatsen van zo'n parity check vergelijking. 
(ii) dat op de pl.aatsen van A geen fout (of een even aantal) is gemaakt 
maar dat in t van de parity check vergelijkingen op de andere hel.ft 
een oneven aantal fouten is gemaakt. In geval (i) is het aantal fouten ~ 2m-r_t en in geval (ii) is het ~ t. Precies al.s bij de eerder be-
handelde drempeldecodering (§ 3 . 5) is de waarde van t bepal.end voor 
de keuze tussen (i) en (ii). Op deze manier is voor iedere r-di.men-
sional.e affiene deel.ruimte A uit te maken of het ontvangen wC"Ord een 
oneven aantal. fouten op de plaatsen van A bevat. Door een soort in-
ductie precede kunnen we in een aantal analoge stappen de fouten loca-
liseren. Dit proces heet "mu Z.tistep majority decoding". 
6.3. FUNCTIES EN POLYNOMEN OVER EINDIGE LICf!AMEN 
In het vervolg van dit hoofdstuk zullen we ons bezig houden met de 
generalisatie van de hiervoor voor q = 2 beschouwde Reed-Mull.er codes voor 
wil.lekeurige q. Hierbij zullen we een tweetal beschrijvingen van de ge-
generaliseerde Reed-Muller codes tegenkOlllen. De eerste beschrijving sluit 
aan op de meetkundige behandeling van het geval. q = 2 in § 6.2. Bij de 
tweede beschrijving staat het feit dat de codes verlengde cyclische codes 
zijn centraal.. Verder zal bl.ijken dat de bepaling van het minimal.e gewicht 
van de gegeneraliseerde Reed-Muller codes ons in staat stel.t een klassieke 
stell.ing uit de algebra nl. de stelling van CBEVALLEY (1936) en een ver-
scherping: de stelling van WARNING (1936) als gevolg mee te nernen. 
Voor een eindig lichaam k kan een polynoom f in k[X] al.le elementen 
van k al.s nul.punt hebben zonder dat all.e coefficienten van f ook O zijn; zo 
geldt voor iedere x E lF dat xq-x = 0 hetgeen impliceert dat het pol.ynoom q 
Xq_X € lFq (X] een voorbeel.d van zo'n pol.ynoom is. We houden ons in deze 
paragraaf bezig met een general.isatie van deze situatie voor pol.ynomen in 
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meer veranderlijken. 
Zij V een m-dimensionale vectorruimte over k • lF zodat V ~ (k)m. q 
Polynomen in k[x1 , •.• ,Xm] laten zich op natuurlijke wijze opvatten als 
functies van V in k; bovendien is deze voor de hand liggende afbeelding E: 
k[X1 , ... ,Xm] +kV een homomorfisme van ringen. De kern J van deze afbeelding 
is een ideaal in k[x1 , ... ,Xm]. Kennelijk geldt f £ J als en alleen als E(f) 
identiek nul op V is. 
Voorbeelden van functies in J zijn de polynomen x{ - xi Ci=lq ••. ,m). 
Oeze functies brengen eeu ideaal voort dal: we met I zullen aanduiden. Bet 
is duidelijk dat modulo I ieder polynoom fin k[x1 , ..• ,Xm] zich laat schrij-
ven als een polynoom f * dat de eigenschap heeft dat voor iedere i en ieder 
* di dm in f optredend monoom x 1 . ... xm de graad dis q - 1 is. Een dergelijk 
polynoom zullen we gereduceerd noemen en de verzameling gereduceerde poly-
nomen duiden we aan met R. 
(6 . 3.1) STELLING. Jn R = {O} en I= J. Verder geidt R/J = k[Xl, •.. ,xm]/J. 
BEWIJS: De bewering J n R = {O} wordt bewezen met inductie naar m. Voor 
m c 1 is het duidelijk (een polynoom heeft niet meer nulpunten dan zijn 
graad). Voor het bewijs van de inductiestap ontwikkelen we een polynoom 
f £ J n R naar machten van x : 
m 
waarbij de fi £ k[X 1 , ..• ,Xm-l] gereduceerd zijn. 
Voor vaste elementen a 1 , ... ,am-l Ek geldt dat f(a 1 , .•. ,am-l'Xm) £ 
£ k[xm] een gereduceerd polynoom is dat overal nul is. Dientengevolge geldt 
fjCa1 , .. . ,am-l) = O voor j = O, ..• ,q-1. Aangezien a 1 , •.. ,am-l willekeurig 
waren gekozen volgt nu met inductie dat alle fj identiek nul zijn. 
Bet is duidelijk dat I c J. Beschouw derhalve het quotient J/I. Iedere 
restklasse in dit quotient bezit een gereduceerde representant maar dat kan 
alleen maar het nul polynoom zijn daar J n R = {O}. De derde bewering in de 
stelling volgt nu rechtstreeks. 0 
(6 . 3.2) GEVOLG: De rij O +Jc+ k[x1 , ... ,xm] -~ kv + 0 is ezact (hetgeen 
wiZ zeggen dat E surjectief is en J ais kern heeft). 
BEWIJS 1: (dimensies tellen). k[x1 , .•. ,xm]/J ~ R. Het aantal verschillende 
gereduceerde monomen met coefficient 1 bedraagt qm en dit is tevens de 
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dimensie van kv. cmdat E als kern J heeft moet E dus wel surjectief zijn. 
BEW!JS 2: (interpolatie) . Zij a 1 £ k. Dan heeft het polynoom 
de eigenschap dat 
- {01 f (a) -
ai 
als a = ai, 
anders, 
(gebruik hierbij dat het product van alle elementen in lF; gelijk -1 is) · 







It (- fi (X.-b)). 
j•l ~~. J 
J 
als ~ = ~' 
anders. 
Het is bovendien duidelijk dat fa E R. Schrijven we nu voor willekeurige 
f £ k 11 het polynoom 
g • f f(~ . fa £ R 
!_£V 
dan volgt direct dat E(g) = f waarmee is aangetoond dat E surjectief is. 0 
( 6. 3. 3) CONCLUSIES: We hoeven alleen maar naar gereduceerde polynomen te 
kijken en a lle functies in kV worden door een gereduceerde poly-
noom gerepresenteerd. 
6.4. DE STELLING VAN CBEVALLEY EN GENERALISATIES 
Aangezien iedere functie beschreven wordt door een polynoom is in het 
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algemeen niets te zeggen over het aantal nulpunten van een polynoom. Kijken 
we naar gereduceerde polynomen zonder constante term dan weten we dat de 
oorsprong van V een nulpunt is. We vragen ons af of dit nulpunt uniek is . 
(6.4.1) STELLING [ CHEVALLEY]: Zij f 1 , . .• ,fs een atetset gereduaeerde poty-
nomen in k[x1 , . .. ,xm] met aonstante term o. Zij di de graad van fi . 
Als d l d 1 < m dan bezit het stelset f 1 , •.. , fs een gemeen-iSs 
sahappeU.ik niet triviaai nulpunt in v (i.e. 3!_ e v, ~ 7: Q en 
f (a) = 0) • 
s -
Er geldt in feite nog meer: het aantal gemeenschappelijke nulpunten is 
deelbaar door p (de karakteristiek van k). Oeze laatste verscherping volgt 
rechtstreeks uit het bewijs . 
BEWIJS: Zij w = {~ £ v I fl (~) 
polynomen: 
f s (~) '" 0}. Beschouw de volgende twee 
Het is makkelijk in te zien dat zowel E(G) als E(B) de waarde 1 aannemen in 
de punten van w en 0 daarbuiten . Oerhalve geldt G : H mod J. Nu is H gere-
duceerd. Indien we G reduceren (mod I) tot G* geldt graad (G*> s graad 
(G) = (q-1).d.Maar volgens (6. 3 .1 ) is G* H zodat graad (H) ~ (q-1).d. 
Merk nu op dat de hoogste graadsterm van f , zijnde (-l)~q1 -1 . .. xq-l, van a m 
graad m(q-1) is en niet van ~ afhangt . Wil-in H geen term van deze graad 
voorkomen dan moet het aantal polynomen fa dat wordt opgeteld om H te 
vormen een veelvoud van p zijn, i.e . lwl ~ O(mod p). 0 
(6. 4. 2) GENERALISATIE [WARNING]: Onder de bovengenoemde aannamen en met 
gebruikmaking der notaties uit het bewijs geldt lwl <?: qm-d 
Oeze generalisatie zal bewezen worden als gevolg van de grens voor het 
minimale gewicht voor de nog in te voeren gegeneraliseerde Reed-Huller codes. 
Een generalisatie die zich uitspreekt over de deelbaarheids eigen-
schappen van het aantal nulpunten is de volgende stelling van AX (1964) . 
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(6.4.3) STELLING [AX): Zij f een polynoom in k[x1 , ... ,xm J van de g:raad 
d < m. Stei b = (m/d] en zij w de ve?'z. nulpunten van f in km. Dan 
geldt lwl : 0 (mod qb). 
Van deze generalisatie zullen we in dit hoofdstu.k geen bewijs geven. 
6.5. OE GEGENERALISEERDE REED-MULLER CODES 
Zij v °' (km) , k • lF • Bij een gegeven functie f <0 kV kunnen we de q 
. j tabel van waarden van f vormen, onder weglating der arqumenten die wi op 
een of andere vaste wijze ge~numereerd achten te zijn. Oit levert een af-beelding S: kV + (k)qlll. 
(6 .5.1) OEFINITIE: De (gegeneraliseerde) Reed-Mul1-e1' code RM(m,v,q) is het 
beeld onder de afbeelding soE van de verz. van polynomen 
Om deze definitie goed te praten moeten we laten zien dat de code niet 
afhangt van de (impliciete) basiskeuzen gemaakt in de definities van E en S • Wat betreft S is het duidelijk dat een omnumnering van de elementen van V leidt tot een equivalente code in de zin als beschreven in (3.2.3). Minder duidelijk is het wat de invloed is van de keuze van de basis die ten grond-
slag ligt aan de isomorfie V ;;; km. Immers een andere keuze van een basis 
impliceert dat de monomen x1 , •• • ,x worden afgebeeld op andere functies in V m k . De gztaad van een polynoom wordt hierdoor echter niet beinvl.oed: 
(6.5.2) LEMMA. Zij o: v + v een automorfisme en zij a E v een vast eZement. 
Beschouw de affiene afbeelding T = a + a: v + v gedefinilierd door 
T (~) = a<~> + ~- Deze induceert een isomorfisme T *: k v -+ k v door * 
** T Chl = h 0 T. Dan geldt dat het isomorfisme T R -+ R gedefinieerd ** -1 * door T = E 0 T 0 E de graad respecteert. 
~: Uitschrijven leert dat T** de vorm heeft: 
fCX1, ... , ~)-+ f(Ea. x1+a1, .•• ,Eoi x +a) il mi m 
en onder deze transformatie stijgt de graad niet . De graad kan ook niet dalen want T** i s een isomorfisme. O 
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(6.5.3) GEVOLG: De groep van affiene transfcnnaties van v die we hierboven 
hebben ingevoerd, werkende op de posities van de code RM(m,v,q) 
(opgevat als punten in v) voert deze code in zich zetve over. 
Een lineaire code is equivalent met een verlengde cyclische code als 
hij invariant is onder een permutatie van de plaatsen die een plaats vast 
laat, en de overige posities cyclisch verwisselt, terwijl bovendien alle 
woorden in de code de eigenschap hebben dat de som der co~fficienten ge-
lijk nul is. 
(6.5.4) STELLING: Als v < m(q-1) dan is de code RM(m,v,q) equivalent met 
een verlengde ayclische code. 
BEWIJS: Zij a een primitieve wortel van 
ruimte isomorf met ( lF ) m. Bovendien is q 
lF m => lF . IF m is als lF - lineaire q q q q 
vermenigvuldigen met a een lF -q 
lineair automorfisme van 1F m. Onder dit automorfisme blijft het element 0 q 
op zijn plaats terwijl de elementen van ~mcyclisch worden verwisseld. 
Dit laat zie.n dat er een affiene transformatie van V bestaat met de gewens-
te vorm van de banen. 
Om de tweede voorwaarde te controleren moeten we de som bepalen van 
de coordinaten in S(E(f)). Deze som l is: 
Schrijf een term g als: 
9 
dl 
a x g • ••. g 1 
L coeff. van g. 
g monoom in f 
d 
( > g(~)-a€~k)m 






S v voor ieder monoom g. 
iSm 
Om l dig< m(q-1) is er ten minste een i waarvoor dig < q - 1. Nu geldt 
iSm 
voor een eindig lichaam: 
als j > 0 en j - 0 (mod q-1), 
anders, 
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hetqeen laAt zien dat l f (a) • O. D 
!_C (k)m 
(6 . S. 5l 
m OPMERKING . voor v = o is R(m,v,ql de repetitie code van lengte q . 
voor v • bestaat R(m,v,q) uit de "tabellen" van alle affiene 
runcties op v. and.at een niet identiek nul zijnde affiene functie 
ten hoogste qm-l nulpunten heef t bedraagt het minimale gewicht in 
di t geval (q-l)qm-l. voor v a (q-l)m beslaat R(m,v,q) de gehele 
ruimte (kl q"'. 
voor willekeurige v < (q-l)m kunnen we schrijven 
v • r.(q-1) + s o s ssq-1. 
Beschouw vervolgens het polynoom 
q-1 q-1 ) f • (l-x1 ) ••• (1-Xr ) fl (Xr+l -ai O<iSs 
(waarbij de .1
1 
verschillende elementen van JF q zijn) . Dan zien we 
dat dit polynoom graad v heeft. Een niet-nulpunt van f heeft de 
vonii 
waarbij 0 
en voor 0 < .i s s. 
Bet aantal niet-nulpunten van f is derhalve 
qm-r-1 • (q-s) . 
Dit getal is dus een bovengrens voor het minimale gewicht in :RM(m,v ,q) • 
De oplettende lezer zal wellicht opmerken dat deze grens exact is voor 
v • 0 , 1 en v • m(q-1 l . Dat dit geen toeval is blij kt uit de volqende 
atelling (zie ook (6.2 .2)). 
(6.5 . 6) STELLING . (•Reed-Muller grens). Het minimale gewicht van 
RM(m,v,q) is qm-r-l (q-s). 
We zullen deze Stelling in § 6.6 bewijzen. Om eniq inzicht te krijqen 
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in de algebraische achtergronden beschouwen we het geval q = 2. Omdat 
q - 1 = 1 zijn de gereduceerde monomen lineair in iedere optredende varia-
bele. De Reed- Muller grens voor R(m,v,2) levert 2m-v. Bij een polynoom f 
beschouwen we het polynoom g c 1 + f dat nul is waar f geen nulpunt heeft 
en omgekeerd. Derhalve is het gewicht van S(f) gelijk aan het aantal nul-
punten van g. Bovendien hebben f en g dezelfde graad. 
Volgens de stelling van Warning is het aantal nulpunten van g ten minste 
2m-v_ Kennelijk i~ de atelling van Warning voor q = 2 ~quivalent met de 
Reed-Muller grens. 
Algemeen geldt: 
(6 . 5.7) STELLING. De steiiing van Warning is een direct gevoig van de 
Reed-Muiier grens. 
~: Zij g 1 , ...• gs een stelsel gereduceerde polynomen met graden di waar-
bij Ed. = d < m. Beschouw het polynoom f* dat ontstaat door het product l. 
f ns (gq-l_l) t ed D ldt a e r uceren. an ge i=l i 
deg(f*) s deg(f) = (q-l)d < m(q-1). 
Bovendien geldt 
(f(~) t- 0) .. (gl (~) = 92<~> = .•. = gs(~) • 0). 
Aannemende dat de gi ten minste een gemeenschappelijk nulpunt bezitten 
leiden we af dat f niet identiek 0 is. Volgens de Reed-Muller grens be-
dra.agt het gewicht van het woord w:= S(E(f)) (N.B. w Y. Q> dat bevat is in 
RM(m,d(q-1),q) ten minste qm-d. Dit is de gevraagde ondergrens voor het 
aantal gemeenschappelijke nulpunten der gi. 0 
6.6. BEWIJS DER REED- MULLER GRENS 
Het bewijs van de Reed-Muller grens is triviaal indien m = 1. De poly-
nomen zijn in dit geval polynomen in een veranderlijke zodat het aantal nul-
punten begrensd wordt door de graad van het polynoom. Het aantal niet-nul-
punten van een niet-nul polynoom van de graad s v s q - 1 is ten minste 
q - v hetgeen precies is wat de Reed-Muller grens verlangt. 
Bet algemene geval berust op de volgende true. Omdat ( lF q) m en lF cfD 
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m 
Zl.. J·n kunnen ···e de functi· es in lFq(F q) opvat-als lF -vectorruimte iscmorf " q 
ten als functies in lF lFcf1 die zich laten weergeven door polynomen in een 
q F 
variabele en dan functies beschrijven in lFm cf1. We moeten nauwkeurig na-q 
gaan wat er met het begrip graad gebeurt; indien we de graad van de te ge-
nereren polynomen in 1F [ x] "laag " kunnen houden levert dit een ondergrens qm 









f € lF (Xl 1 • • • 1 X ) q m 
f* € lF [x) 
cf1 
of het hiermee samenhangende diagram: 




{ f* I f £ B} 
B ·• {f e lF [x1 , ••• ,x] I graad (f) s v} n q m 
n 
lF (xJ . qm 
Qn de lF -lineaire deelruimte A in 1F [X) te bepalen gebruiken we de q qm 
volgende strategie. Eerst bepalen we welke elementen in lF cf1 [X) optreden 
als beeld van een lF -lineaire functie. Oaarna vormen we producten van deze q 
functies opgebouwd uit ten hoogste v termen. Lineaire combinaties daarvan 
vormen de verzameling A. 
Tijdens het bewijs zal blijken dat het voor het bepalen van de maximale 
graad van een element in A niet nodig is gebruik te maken van het feit dat 
functies f * € 
van elementen 
lF cfD (X] 
in IF 
cf1 
die afkomstig zijn van 1Fq[x1 , ... , xm] bij substitutie 
alleen maar waarden in 1F aannemen. q 
(6 . 6.1) STAP 1 : Bepal.ing van 1F q - 1.ineai.re func1;ies in lF: qm ( zonder con-
etante term). 
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oeze functies laten zich beschrijven door m x ~ matrices met elementen 
(vat lF op als (lF )m). Bet aantal van deze functies bedraagt dus cfD q 
We kunnen deze verzameling dus karakteriseren door een even grote ver-
zameling van IF -lineaire functies te verzinnen. 
Zij B = 
iii-1 
q m CS0, .•. ,Sm-l) € (lFqml en beschouw de functie f~ gedefinieerd 
door et -+- /. Bi •etqi (waarbij et een primitief element van lFqm is). Men 
1=0 
verifieert eenvoudig dat f 6 lF -lineair is. Bovendien geldt op grond van 
- q 
het feit dat de fa gereduceerd zijn (als polynomen in lF m (X]) dat f 8 = 
- q -
= fa• d.e.s.d. als _! = !'. Tellen van dimensies leert dat hiermede alle 




OPMERKING: Opdat f! waarden in lF q aanneme is het voldoende te 
eisen dat f! = (f!)q i.e. ai_ .. ai+l voor o s i s m- 2 en B~-l = s0 . 
LEMMA. Zij c (n) de som van de cijfePs van n bij ontu>ikkeling van 
--- q 
n in het q-taZZig steZseZ. Dan geldt 
(i) c q (n) + c (m) q ~ c (n+m) n,m ~ 0 q 
(ii) c (n) + c (m) : c (n+m) (mod q-1) n,m ~ 0 
_q . q ~ t 
dan geldt (iii) ~nd~en n = m mod(q -1) en O s n < q - 1 s m 
c (n) q S c (m) q en c q (n) - cq(m) mod (q- 1) . 
(i) is vanzelfsprekend en (ii) drukt uit dat het verwerken van een 
overdracht (carry) de cijfersom met (q-1) doet dalen . Omdat het reduceren 
van m modulo (qt-1) neerkomt op het herhaald optellen van blo.kken van t 
opeenvolgende cijfers in het q-tallig stelsel is (iii) een rechtstreeks 
gevolg van (i) en (ii). 0 
(6·~·6.4) STAP 2: Bepaling van A. 
De F q -lineaire polynomen in F qlD (X] hebben de eigenschap dat ieder op-
tredend monoom een exponent heeft met cijfersom s 1. Vormen we van deze 
polynomen een v-voudig product dan heeft de exponent van ieder in dit pro-
duct optredend monoom cijfersom s v. Omgekeerd kan ieder zodanig monoom 
op deze wijze gevormd worden. 
(6.6.5) ~: 
A - {f I f en 
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(6.6.6) STAP 3: Bepating van de maximate graad van een etement in A. 
Op grand van het voorafgaande hoeven we alleen maar de maximale expo-
nent met cijfersom :> v te bepalen. Schrijven we als tevoren v = r. (q-1) + s, 
O s s sq - 1, dan zien we gemakkelijk in dat deze exponent zich laat 
schrijven als 
r m - - r 
q-1 ~ ~ s 0 0 0 Cq-tal.lig) 
n m-r-1 
en dus als waarde heeft q - (q-s) .q . 
(6.6.7) GEVOLG 1 [Reed-Muiter grens]. (Notaties als boven.) 
* n m-r- 1 Zij graad (f) 5 v dan geldt graad (f l s q - (q- sl .q . Dienten-
* n m- r-1 gevolge heeft f hoogstens q - (q-s) .q nulpunten en tan minste 
m-r-1 · h ·d d t (q-s).q niet- nulpunten. Gezien de aanwezig ei van woor en me 
precies dit gewicht is de Reed-Muller grens hiermee bewezen . D 
(6.6.8) GEVOLG 2 [dimensie Reed-Muiter aode ]. Uit de bovenstaande be-
schrijving blijkt direct dat de volledige verzameling 




over lF m de dimensie u := [ {j I 0 s j < qm en c (j) s v} 1 heeft. q q 
In feite zijn we geinteresseerd in de dimensie van A over lF . Deze 
q 
twee dimensies zijn echter gelijk. Dit kan men ondermeer controle-
ren door na te gaan hoe de eis fq : f (mod xq-X) de keuzevrijheid 
der 81 beperkt: gebruikmakende van de conditie s{ = Biq en rekening 
houdende met het mogelijk optreden van tussenlichamen tussen lF en q 
lF qlD ingeval iq.i = i voor .i < m (er is niet gegeven dat (m,.f1-1) 
= 1) leidt men af dat deze congruentie-eis de multiplicatieve 
factor m precies opheft. Ook kan men gebruik maken van het (niet 
hier bewezen) feit dat 
* A ®lF lF qlD = A • 
q 
Tenslotte kan men rechtstreeks (door de exponenten in een monoom 
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x~l • ... · x:m te lezen als een q - tallig getal) tot hetzelfde inzicht 
komen. 
(6.6.9) OPMERKING: Men kan zich afvragen of de aangegeven woorden van mi.ni-
maal gewicht (modulo symmetrie onder de werking van Gl(IF ,m)) de q 
enige woorden van minimaal gewicht zijn. Dit is inderdaad het geval 
zoals bewezen door DELSARTE, GOETHALS & MacWILLIAMS (1970). Het 
door hun aangegeven bewijs is te uitgebreid om op deze plaats te 
worden behandeld . Voor het speciale geval dat s • 0 is het resul-
taat door Peterson bewezen onder gebruikmaking van genererende 
functies. Bet ziet er niet naar uit dat het bewijs van Delsarte c.s . , 
dat wezenli.jk gebruik maakt van de affien-meetkundige struc-
tuur van (lF )m zich laat vereenvoudigen door de hierboven be-
q m 
schreven methode berustende op de i.dentificatie van ( lF q) en lF q!fl • 
6.7. ALTERNATIEVE BESCHRIJVING DER REED-MULLER CODE 
We beschouwen als tevoren de code RM(m,v,q) met v < m(q-1). Zij a een 
element van IF m· Zoals we eerder zagen gedraagt de functie q 
f • = 1 - (X-a)qm-t zich als de karakteristieke functie van het element a. d 
Voor willekeurige functies f E lF ;qm kunnen we dus schrijven 
f f(a) . (1-(X-a)q°1-l). 
Deze som laat zich als volgt ui.twerken: 
Zodat 
m (X-a)q -l 
qm-1 m \ j q -1-j L X a 
j =O 
qm-1-j\ xj 
- f (a) • a J + L f(a) 
aE F cfD 
m 1 
f(a)(aq- - 1) 
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Stel nu dat f £ A, d.w.z. de exponenten van in f optredende monomen hebben 
som S v. Dan geldt 
l 
a£lFqm 
als c (j) ~ v, 0 < j q 
n-1 $ q 
()ndat qm - 1 uitgeschreven in het q-tallig stelsel er als volgt uit ziet: 
m 
m-1 controleert men eenvoudig dat voor 0 S j s q geldt 
c (j) > v ..,. c (qm-1-j) < m(q-1) - v, q q 
We vinden Cius 
Al.s bijzonder geval geeft dit: 
l f(a) "' 0, 
adFc:fD 
voor 0 s j < qm - 1 en 
c (j) < m(q-1) - v. q 
wat we reeds hebben opqemerkt bij het bewijs dat RM(m,v,q) equivalent is 
met een verlengde cyclische code (6.5.4) . 
Willen we een code in lF ~ beschrijven als verlengde cyclische code q dan moeten we een plaat s identificeren met het parity-check symbool en de overige qm-1 plaatsen opvatten als coefficienten van polynomen in efD-1 m JF [X]/(X -1) . Merk op dat (q -1,q) = 1 zodat een cyclische code geheel q bepaald i s door zijn nulpunten. In het concrete geval van de code RM(m,v,q) ziet deze beschrijving er als volgt uit. Zij y een primitief element van 
lF Veer iedere f .;: lF lF qm geldt nu: qm· q 
f l. f (a) 
a.;:lF qm 
f 
a l * f (a) 
a.;:lF qID 
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We identificeren nu fyj met xj en vatten de waarden f(yj) als coeffi-
cienten op. Let op dat dit geen isomorfisme van ringen is aangezien in het 
algemeen fyifyj ~ fyi+ j · De coefficient van £0 vatten we opals parity-
check symbool. 
We verkrijgen zo 
waarbij het rechterlid neg steeds een verlengdenfyclische code is. 
q -2 . . 
Zij L de verzameling optredende pclynomen l f(yJ)xJ. Dan is L 
j=O 
m 1 
een ideaal in lF [X]/ (Xq - - 1) en we mcgen dus vragen naar de gemeenschap-q 
pelijke nulpunten van L. van deze nulpunten is een aantal reeds bekend. 
Zij als hiervoor y een primitief element. Voor f .;: RM(m,v,q) en 




qf2 f(yi) (yj)i . 
i=O 
l. * f (a) 
a.;:lF qID 
Kennelijk zijn de punten yj met 0 < j < qm - 1 en c (j) < m(q-1) - v q 
gemeenschappelijke nulpunten van de elementen van L. 
Dat de polynomen in L niet meer gemeenschappelijke nulpUf!.ten kunnen 
hebben zien we als volgt in. Zi j L* het ideaal in lF [X]/(x<fD-i) bestaaride q 
uit de polyncmen die de punten yj voor c (j) < m(q-1) - v tot nulpunt q 
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hebben. Uit het voorafqaande volgt L* J L. Omdat lFq[X] een hoofdideaal 
ring is wordt L* als ideaal voortqebracht door het minimale polynoom dat 
alle punten yj met c (j) < m(q-1) - v tot nulpunt heeft. Dit is het polynoom q 
(qa na dat di t een polynoom in lF (X] is! l. De graad van dit polynoom is q 
qelijk aan 
d • I {j I 0 < j < qm - 1, c (j) < m(q-1) - v}I q 
en de dimensie over lFq van het ideaal L* is dus qm - 1 - d. 
Anderzijds is de dimensie van het ideaal L qelijk aan de di.mensie van 
de code RM (m, v ,q) . In de voorafgaande paraqraaf hebben we deze di.mensie 
uitqerekend waarbij de uitkomst was 
f ~ l<j I o s j s qn - 1 en c (j) S v}I. q 
Aanqezien we hebben aangenomen dat v < Cq-l)m geldt 
f ~ l<j I o s j < qm - 1 en c (j) s v}I. q 
Gebruiken we nu opnieuw dat voor O s j s qm - 1 
v -
dan zien we direct in dat 
c (qm-1-j) > m(q-1) - v q 
Bieruit volgt f • qm - 1 - d, dus L • L*, zodat het bewijs voltooid is. 
(6.7.1) CONCLUSIE. Voor v < m(q-1) is de code RM(m,v, q) een verlengde 
cyclische code, waarvoor de bijbehorende cyclische code afkomstig 
is van het ideaal L c lF q [X)/ (XqID-l _1 l dat voor een vaste pri.mi-
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tieve wortel y E: lF qn alle machten yj met O < j < qm - 1 en cijfer-
som c (j) kleiner dan m(q-1) - v als gemeenschappelijke nulpunten q 
heeft. 
OPMERKING: Het feit dat de polynomen in L de punten yj voor 1 s j s qm - 1 
en cq(j) < n(q-1) - v als nulpunten hebben levert ons met behulp van de 
BCR-grens (5.5.1 ) een nieuw bewi j s voor de Reed-Muller grens. Aangezi en het 
kleinste getal i met cq(j) = m(q-1) - v ontstaat donr 9rote c ijfers z o ver 
mogelijk naar rechts te schuiven laat dit getal zich makkelijk berekenen. 
Stel v = r(q-1) + s, 0 s s sq - 1. Dan geldt m(q-1) - v = (m-r-1) (q-1) + 
+ (q-1 - s) zodat het mini.male getal met cijfersom m(q-1) - v er uitziet als: 
O, 0, 0, m-r-1 SL!_ = (q-s) .q -1. 
m-r-1 
m-r-1 De BCH-grens levert derhalve een minimaal gewicht van (q-s)q -2 + 
+ 2 = (q-s)qm-r-l evenals in (6.5.6) [zie (5.10.10)]. Merk op dat de Reed-
Muller code een deelcode is van de verlengde BCH-code met ontwerpafstand 
(q-s)qm- r-l. oaar dit het minimale gewicht van RM(m,v,q) is hebben we hier 
voorbeelden van BCH-codes waarvoor de mini.male afstand gelijk is aan de 
ontwerpaf stand. 
6.8. DUALITEIT VAN REED- MULLER CODES 
(6.8.1) STELLING. De codec • RM(m, v,q) is de duaZe van de code 
C ' = RM(m,m(q-1) - v-1,q). 
BEWIJS . Merk allereerst op dat de som van de twee dimensies klopt: volgens 
het voorafgaande is deze som gelijk aan 
O s j s qm-1 enc (j) < m(q-1) - v } q 
• I {j I 0 s j s qm-1 en {c {j) s v of c (j) > v) }I = qm. q q 
Het is derhalve voldoende om te controleren dat ieder paar elementen 




~ = S(E(f)) 
x' = S(E(f ' )) 
<~,~·> 
met graad (f) s v en 
met graad (f') S m(q-1) - v - 1 
nu is S(E(f.f ' )) een element van RM(m,m(q-1)-1,q) dus de som der coefficien-
ten van S(E(f.f')) is gelljk nul. Hieruit volgt <~1~'> o. 0 
6. 9. COMMENTAAR 
Voor gedeeltelijk andere maar in wezen equivalente besch.rijvingen van 
RM-codes verwijzen we naar BERLEKAMP (1968) , VAN LINT ( 1971) , CAMERON & VAN 
LINT (1975). Bier treft men o.a. een bewijs aan dat de beschrijvingen van 
gegeneraliseerde RM-codes equivalent zijn. Bet hier weergegeven bewijs is 
in deze vorm afkomstig van H.W. Lenstra, Jr. Voor meer informatie over de 
stellingen van Chevalley , Warning en Ax verwijzen we naar JOLY (1973). 
6.10. OPGAVEN 
(6. 10.1) Zij Tr : lF2m --+- :rr:2 het spoor gedefinieerd door 
m-1 Tr(;):=; + ;2 + ;4 + ... + t2 
Als we lF 2m opvatten als m-dimensionale vectorruimte V over JF 2 is door 
een lineaire afbeelding Ln gegeven. Zij n 
tieve n.-de eenheidswortel in F 2m . Beschouw 
2m-1 . Zij w een pri.mi-
C:= {u(x) u. 
i 
O s i s n-1, n € V}. 
Bewijs dat C de verkorte le orde RM-code is. 
(6.10.2) Bij gebruik van de 2e orde RM-code van lengte 32 ontvangen we 
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(1 0 1 1 0 1 0 0 1 0 1 l 0 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 1 1 1 1). 
Wat was het codewoord? 
(6.10.3) Beschouw de 2e orde binaire RM-code van lengte 2m. Welke gewichten 
kunnen voorkomen? M.a.w. bepaal de coefficienten van de weight-
enumerator die 0 zijn. 
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Boofdstuk VII 
GELIJKMATIG VERDEELDE CODES 
7.1. INLEIDING 
In dit hoofdstuk beperken we ons tot binaire codes. Om inzicht te krij-
qen in resultaten en bawij£mathoden van dit dccl van Coding Theory is dit 
voldoende. Vrijwel alles gaat (met iets meer werk) precies zo voor codes 
over een alfabet van meer dan twee symbolen. 
Om de codes die ons nu interesseren te defini&en en te bestuderen is 
een omvanqrijk formeel apparaat nodiq. we zullen hiervan een deel beschrij-
ven. Zij X de n-dimensionale vectorrui.Jllte over GF(2) en zij C c X een code . 
De Hamming afstand in x geven we weer aan met d. De "inner distribution" 
~ := Ca0 ,a1 , •.. ,an) en het bijbehorende afstandspolynoom AC(z) defini~ren 
we door 
(7.1.1) d(u v) z _,_. 
Meer informatie over de af standen kunnen we beschrijven met de zgn. 
"outer diatribution" matrix B waarvan de rijen worden qenummerd met de vec-
toren ~ € X en de kolommen met 0,1, ... ,n, en we1 
(7 . 1.2) B(~,i) · • aantal elementen van C met afstand i tot x. 
Met B(~) geven we de rij van B met nummer x aan. Merk op dat 
(7.1.3) a = lcl-1 ' L. B(~). 
X€C 
(7 .1.4) B(~,O) • 1 - x € C. 
Als alle rijen van B die met 1 beginnen hetzelfde zijn noemt men C een re-
guZiere code. De code c heet voZZedig reguZier als 
(7 . 1. 5) B(;i_)) ], 
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waarbij p(~1 C) de afstand van 
de weight enwnePatoP Wc(z) := 
(197 3)) • 
x tot c i s. Als C regulier is, Q_ E C, dan is 
t zw(~) L gelijk aan Ac(z). (zie o.a. DELSARI'E 
XEC 
Zij (A, e , *) de groepsalgebra van x over a, d.w .z. de vectorruimte 
over ~ met de elementen van x als basisvectoren voorzien van een vermenig-
vuldiging *1 gedefinieerd door 
(7.1.6) ~ a(~)~* p ~<:i.>:i. := 
XEX :LEX 
Aan een deelverzameling Y van X voegen we toe het element p y_ uit A. We 
¥._E'(; 
geven dit element van A ook met Y aan. Van bij zonder belang zijn de verza-
melingen van woorden van vast gewicht en de bollen om Q_, d.w.z. 
(7 .1. 7) w(~) i}, 
(7 .1.8) sj := {~ e x I w(~) s j}. 
Nu geldt voor een code C met outer distribution B 
(7.1.9) Y. * C l. 
Zij D(~,j) het aantal codewoorden met afstand s j tot~, d.w.z. 
L B(~1 i). Dan is volgens (7.1.8) en (7.1.9) 
iSj 
(7.1.10) 
(zie o.a. VAN LINT (1971)). 
7.2 . K.RAWTCHOUK POLYNOMEN 
Zij x het karakter van GF(2) met x(l) 
iedere u E X de afbeelding Xu' X ~ ~ door 
-1. We definieren nu voor 
(7. 2 .1) \r'vex[xu<:y.> := x«;:_,:y_)l = (-l)(~,~>J, 
- -
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d.w.z. ~(~) = 1 als ~ k ~en anders Xu(~) 
lineaire-functionaal op A door 
(7 .2 .2) 
-1. We breiden dit uit tot een 
oe volgende twee beweringen volgen eenvoudig uit de definities . we 
laten het bewijs als oefening aan de lezer over. 
(7.2.3) 
(7 .2 . 4) Sn is het enige element van A waarvoor geldt: 
(i) x (S ) = 2n en O n 
(iil v~Q. (~(Snl = OJ. 
Beschouw nu een woord u met w{~) ~ w. Dan is 
Bij vaste n defini~ren we de KRAWTCHOUK poiynomen ~(n,xl voor 
k • 0,1, ... door 
(7 .2. 5) ~(n,x) ·• 
waarin (:) := x(x-1) ... (x-a+l)/a! 
We hebben dan aangetoond dat 
(7 .2 .6) 
De Krawtchouk polynomen zijn bekend uit de theorie van orthogonale 
polynomen op een discrete verzameling (cf. SZEG0(1959) Orthogonai Poiynomi-
als § 2.8). We noemen een aantal eigenschappen welke de lezer eenvoudig kan 
verifi~ren of uit de algemene theorie halen • 
... 




dus I\ is een polynoom van de 9raad k in x. 
(7 .2.9) 
voor een recurrente betrekking van de polynomen en voor de Sturm-
Stieltj es scheidingsstellin9en over de nulpunten verwijzen we de lezer naar 
szegO, loc. cit. 
Is F{x) een polynoom van graad s n, dan is F(x) eenduidig te schrijven 
als lineaire combinatie van de ~(n,x), 0 s k s n: 
(7 . 2 .10) F(x) 
,.-e noemen dit de l<rawtchouk-ontwikkeling van F{x). 
Uit (7.2.6) volgt via een eenvoudige berekening dat als w{~) x, 
(7.2.11) X (S.) ~ ) Kj {n-1,x-1) •· 'l'j {x). 
Uit (7.2.8) kan men eenvoudig de coefficienten van xe,xe-l ,xe-2 en xO in 
Te(x) berekenen. Hieruit vinden we voor de (verschillende) nulpunten 





l - e n xi • e! 2 
i=l i=O 
e 
L xi = ~e(n+l), 
i=l 
(n\ i) 
t 1 2 l x1xj = ~24 e(e-1){3n + 3n + 2e + 2}. i<j 
Merk op dat (7 .2.13) ook volgt uit het feit dat 'l'e(x) = (-l)e Ve(n+l-x) . 
Door berekening van 'l'e(l) en Ve(2) vinden we als boven 
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(7 .2 .15) 
(7 .2 .16) 
e 





2-e (n-1) (n- 2) ... (n- e), 
- e 2 (n-1-2el (n-2) (n- 3) ... (n-el. 
(lit. GOETHALS & VAN TILBORG (1975), VAN LINT (1971) , (1974)). 
7.3. HET KARAKTERISTIEKE POLYNOOM VAN EEN CODE 
Zi j C een code in x. Voor j 
tieke getaZZen B. van c door 
J 
0 , 1, ... , n definieren we de karakteris-
(7.3 . 1) 
Zij N(Cl := {j I 1 s j s n, Bj # O) . we definieren het ka:t>akteristieke po-
Zynoom van c door 
(7 . 3.2) Fc(x} := 2n1ci-1 n (1-x/j) . 
jEN(C} 
Merk op dat als C een lineaire code is de redenering van Lemma (3.6 . 6) aan-
toont dat Bj het aantal woorden van gewicht j in CJ. voorstelt. Dus is N(C) 
dan het aantal gewichten Y, 0 dat in CJ. voorkomt. 
(7 . 3.3} STELLING: Laten a 0 ,a1 , ... ,an de aoeffiai~ten uit de K:t>OJ..Jtahouk 
on'twikkeZing van Fc(x) zijn. Dan geZdt in A 
BEWIJS . Zij .!:!. E X, w(~ j. Vol gens (7.2.3) en (7.2 . 6) is 
y (~.Y.*C) = y (~.Y.)y (C) = x (C) l a.K.(n,j) = x (C)Fc(j). 
·::.. l. l. ·::.. l. l. ·::.. .!:!. l. l. u 
A.ls.!:!. Y, .Q.dan is het laatste lid 0 op grond van de definitie van Fc(x). Is 
u = 0 dan is het laatste l id 2n . Het gestelde volgt dus uit (7 . 2 . 4) . 0 
(7.3.4) GEVOLG: Voo.r de aoefficienten a 0 ,a1 , ... ,an van. de K:t>CJ:bJtchouk ont-
wikkeZing van Fc(x) en iedere .!:!. E x geZdt 
n 
l a B(~1 i) l. 
i=O i 
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De overdekkingsstraat p(C) van een code is de kleinste p zo dat bollen 
met straal p om de codewoorden de hele ruimte x overdekken. Dus 
(7 .3.5) p (C) := max{p (~,Cl 
Merk op dat uit (7.3.4) volgt dat p(C) s IN(Cll •: s. 
We vermelden hier zonder bewijs de identiteit van MacWi.ttiams Cwaarvan het 
bewijs door eenvoudige algebraische manipulatie is te geven, zie (3.6.5)). 
(7.3.6) STELLING: Laat voor j = 0,1, ... ,n 









7.4. GELIJl<MATIG VERDEELDE CODES 
We beschouwen in deze paragraaf codes die ontstaan zijn als generali-
satie van de perfecte codes. Een perfecte e-fouten-verbeterende code c is 
een code met minimum afstand d = 2e + 1 en p(C) •e. Merk op dat voor zo ' n 
code geldt (in A): Se* c = s 0 • De weinige interessante voo
rbeelden van 
perfecte codes zijn we in vorige hoofdstu.kken al tegengekomen. 
we beschouwen nu codes met d ~ 2e + 1 en p(C) = e + 1. Hierdoor worden 
de perfecte codes tegelijk behandeld, namelijk as d = 2e + 3. De bollen 
met straal e - 1 om codewoorden zijn disjunct en ieder woord dat niet in 
een zo'n bol ligt heeft afstand e of e + tot tenminste een codewoord. 
(7.4 .1) DEFINITIE. Een code C met p(C) .. e + 1 end~ 2e + 1 heet geUjk-
matig verdeetd met parcuneter r als ieder woord !:!.met P(!!.,C) ~ e 
afstand e of e + 1 tot precies r codewoorden heeft. 
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Merk op dat als r = 1 de code C een perfecte (e+l)-fouten-verbeterende 
code is . Daar d ~ 2e + heeft een woord ~met p(u,C) a e a f stand e tot 
precies efill codewoord. Dit volgt uit de driehoeksongelijkheid en op dezelfde 
wijze ziet men direct in dat 
(7 .4.2) r s __E._ 
e+l 
In het geval dat r = L_E_.1 j noemt men C bijna perfect. e+ 
(7.4.3) STELLING: Een codec met p(C) .. e + 1 end <!: 2e + 1 is gelijkmatig 
ve:rdeeZd met parameter r dan en slechts dan als Cin Al 
BEWIJS. Dit is een direct gevolg van (7.l.9) en (7.4.1). 0 
(7.4.4) STELLING: Een codec met p(C) o e + 1 end<!: 2e + 1 is gelijkmatig 
verdeeld met parameter r dan en slechts dan als voor d8 Krm.Jtchouk 
ontwikkeling van Fc(x) geZdt s • e + 1 en 







1 Als a 0 s a 1 = ... = ae-l • 1 en ae = ae+l = r · dan volgt uit (7.3.3) en 
(7 . 4 . 3) dat C gelijkmatig verdeeld is. 
Laat C gelijkmatig verdeeld zijn. De graad s van F (x) is ~ e+l . Zij 
e+l c 
verder F(x) het polynoom i/.
0
aiKi(n,x) met a 0 = a 1 = = ae-l = 1 , 1 D 
ae = (le+l = r" Als u €. x en W(~) - j F 0 en ~ (C) 'I 0, dan is op grond 
van (7.4.3), (7.2.3), (7 . 2.6) en (7.2.10) F(j) = 0. Dus is op grond 
van (7.3.2) het polynoom F(x) deelbaar door FC(x). Dus is s • e + 1 en 
F(x ) • aFC(x) voor zekere a . Daar F(O) = 2nlcl-l , volgens (7.4.3), is 
a = 1. 0 
Uit het bewijs van (7 . 4.4) volgt de volgende uitbreiding van een stel-
ling die door S.P. Lloyd voor lineaire perfecte codes is bewezen (zie LLOYD 
(1957)) . 
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(7 .4.5) STELLING. Ais een geUjkmatig verdee'Lde code c met p(C) 
d ~ 2e + 1 bestaat dan heeft 
e + 1 en 
F(x) ·= 
e-1 1 L K1 (n , x) + .!..(r Ke(n , x) + Ke+l(n , x)} i•O 
e + 1 verschiiZende geheie nuipunten op (l , n] en verder is F(O) 
2nlcl-l. 
Mer k op dat de eis betreffende F(O) volgens (7 . 2.5) neerkomt op 
(7.4 . 6) lc J {e~l (n\ + }_ (n+l)} e 2n, 
i•O i) r \e+l 
hetgeen d e tellende vorm van (7 . 4.3) is . 
Bij een willekeurige code C geldt (7. 4 .6) als we r interpreteren als het 
gemiddeZde aantal woorden op afstand e of e + 1 tot de woorden u met 
P (~,C) ~ e. 
We zullen het bewijs hier niet geven maar we merken op dat m. b.v. 
(7.3.6) i s aan te tonen dat gelijlanatig verdeelde codes volledig regulier 
zijn . 
In het algemeen is de definitie (7 . 4 .1 ) niet een eenvoudige manier om 
na te gaan of een bepaalde code gelijkmatig verdeeld is. We zullen nu aan-
tonen dat voor een lineaire code C met e = 1 veel eenvoudi ger is na te gaan 
of c gelijlanatig verdeeld is . Volgens (7 . 4. 4 ) moet Fc(x) graad 2 hebben . In 
de opmerk i ng na (7.3.6) zagen we dat dit be tekent dat in Ci s lechts 2 ge-
wichten w1 en w2 (1'0) voorkomen. Laat omgekeerd Ci deze eigenschap hebben , 
dus 
We vullen (7 . 2 . 7) in (7 . 3 . 6) in en gebruiken het feit dat d ~ 3 . Dit geeft 




Wederom gebruik makend van de opmerking na (7.3.6) zien we dat FC(x) 
graad 2 heeft en dat Fc(w1l = FC(w2l = 0 en Fc(O) • 2nJcJ-
1
. Voor de coef-
ficienten a ,a , a in de Krawtchouk ontwikkeling van FC(x) vinden we zo 0 1 2 
m.b.v. (7.2.5) 
(i•l,2) 
Door combinatie met de vergelijkingen voor N1 en N2 volgt dan a 0 1. 
Definieren we neg 
2 n(n+l) 
r := 2(n+l)w1 - 2w1 - ~-2~-
dan is a = a = .!_ ender de voorwaarde w + w • n + 1 1 2 r 1 2 · 
We hebben dus bewezen: 
(7.4.7) STELLING: Een Lineaire codec met p(C) - 2 , d ~ 3 is geLijkmatig 
verdeeid dan en siechts dan ais in ci siechts twee ge1Jichten w1 en 
w2 voorkomen met w1 + w2 = n + 1. 
(lit. GOETHALS & VAN TILBORG (1975)). 
7.5 . VOORBEELDEN 
(7.5 . 1) In ons eerste voorbeeld gebruiken we voor de twee symbolen van het 
alfabet + en - i.p. v . 0 en 1. Zij e 12 een Hadamard matrix van de 
orde 12. Definieer de code C door van de 24 woorden van a 12 en 
-a12 de eerste letter weg te laten. We vinden zo een code C met 
n = 11 end= 5 (zie § 2.2). 
Een willekeurig woord ~ heeft afstand 2 of 3 tot ten hoogste 
4 codewoorden. Deze situatie kan alleen als volgt ontstaan: na ver-
me.nigvuldiging van zekere coordinaten met - 1 en na permutatie zijn 
z en de vier codewoorden ~ 
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~ + + + + + + + + + 
~1 = + + + + + + + + + + + 
~ + + + + + + 
~3 + + + + + + 
~ + + + + + + 
Dit betekent dat H12 vier rijen (+,~1 l, (-,~2), (-,~3 ), (-,~) heeft. 
De rij (-4 , -4 ,-4,0,0, ... ,0) is een lineaire combinatie van deze 
vier en deze rij kan niet inproduct 0 met een ~ rij hebben. we zien 
uit (7.4.6) door invullen van lei • 24 en n = 11 dat 9emiddeld de 
woorden ~met p(~,Cl > 1 tot 3 codewoorden afstand 2 of 3 hebben. 
Dus moet ieder van deze ~ af stand 2 of 3 tot precies 3 codewoorden 
hebben. Dus is c gelijkmatig verdeeld met r • 3. (zie VAN LINT 
(1974)). 
(7.5.2) Zij v de 6 dimensionale vectorruimte over GF(2) en zij W de ver-
zamelin9 van de 35 punten ~ in V\{0} op de kwadriek 
we nummeren deze 35 elementen ~1 ,~2 , . •• ~35 • 
we schrijven deze 35 vectoren als kolommen van een 6 x 35 matrix G. 
Dus 
(G)i,j = (wj)i' de ide coordinaat van wj. 
In woorden: ide rij van G is de karakteristieke vector van de door-
snijdin9 van W met het hypervlak x 1 = 1. Evenzo is ~TG, ~ £ v, de 











Als !. # O mogen we zonder verlies van algemeenheid aannemen dat 
a
1 




Daar de affiene transformatie, gegeven door 
inverteerbaar is, tellen we eigenlijk de oplossingen van 
Als de coefficient van y 2 gelijk is aan 1, dan is dit 16 en anders 
20. 
Zij C nu de code met lengte 35 die G als parity check matrix 
heeft. Daar de kolommen van G allen verschillend zijn geldt dat 
6 x x d ~ 3. Bierboven is nu bewezen dat F C (x) = 2 Cl- lG) (1 - 20) • 
Vanweqe de opmerking ender (7.3.5) geldt p(C) = 2 . Daar 
16 + 20 ~ 35 + 1, volgt uit stelling (7.4.7) dat C gelijkmatig ver-
deeld is (met r = 10). 
(Zie GOETHALS & VAN TILBORG (1975)). 
(7 . 5.3) Zij a een primitief element van GF(25) , m1 (x) het minimaalpolynoom 
-3 van a en m3 Cx) dat van a . De cyclische code a van lengte 31 met 
voortbrenger m1 (x) is de Hamming code; de code B met voortbrenger 
(x-l)m1 (x)~(x) is een BCH code met minimum afstand ~ 6 welke be-
vat is in B. Zij u(x) • x30 + x 29 + ..• + 1 het woord met alle 
coordinaten 1. 
We definieren een lineaire code c van dimensie 47 en lengte 
63 door 
C := {(m(x), i, m(x) + (m(l)+i)u(x) + s(x)) jm(x) 









m(x) 0, i 0, s(x) r o. N\l is w(s(x)) ~ 6. 
m{x) 0, i 1. Nu is u(x) + s(x) f 0 daar u(x) 4 B. Verder 
is u(a) + s(a) = u(a3 ) + sCa3 ) = 0. Dus is volgens BCH-grens 
het gewicht van u(x) + s(x) tenminste S. 
(iii) m(x) f O. Daar m{x) + (m(l)+i)u(x) + s(x) e H hebben we weer 
een woord van gewicht ~ 6 tenzij m(x) + Cm(l)+i)u(x) + s(x) 
= O. Dit kan echter alleen als m{a3) = O, d.w.x. m{x) e B, 
dus het gewicht van m(x) 2 S. 
Uit (i), (ii) en (iii) volgt dat C minimum afstand 2 s heeft. 
* 31 De cyclische code H met voortbrenger {x -1)/m1 (x) is een lichaam 
(zie § 5.2). Zij f(x) het eenheidselement in dit lichaam (zie 
(5.4.1).) De bol s1 in de ruimte van dimensie 31 bestaat uit 
0,1,x,x2 , ..• ,x30 . Aan ieder element q{x) van s1 voegen we toe het 
woord (q{x),0,q(x)f(x)). De collectie woorden van lengte 63 die 
zo ontstaat noemen we 51 . 
{7.5.4) DEFINITIE: De Preparata code K van lengte 63 is de vereniging van 
de nevenklassen van c met een representant in 51 • 
Qn de minimum afstand van K (een niet lineaire code) te be-
palen gaat men als volgt te werk. Neem een tweetal woorden. Aan 
de hand van de waarden van q(x),m(x),s{x) en i kan men evenals we 
bij C gedaan hebben een aantal verschillende gevallen onderscheiden. 
Bet is nogal wat gepruts maar niet wezenlijk lastiger dan wat we 
boven al hebben gedaan. Bet resultaat is dat K minimum afstand 5 
d IKI -- 252. heeft. Uit de constructie volgt at 
(Voor bewijs zie CAMERON & VAN LINT (1975)). 
Nu substitueren we in (7.4.6) voor het aantal codewoorden 252 , 
n .. 63, e • 2 en interpreteren voorlopig r weer als het gemiddeld 
aantal codewoorden op af stand 2 of 3 van een woord z met 
p(=.,Kl > 1. We vinden dan 
n 
r .. 21 • e+l 
Op grond van (7.4.2) moeten dan alle z met P<=.,Kl > 1 afstand 2 of 
3 tot precies 21 codewoorden hebben. 
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We hebben dus aangetoond dat K een bijna perfecte niet 
lineaire code is. 
7.6. NONEXISTEN'l'IE STELLINGEN 
Al enkele jaren is bekend dat de Gol ay en Hamming codes de enige niet 
triviale perfecte codes zijn over een alfabet waarvan het aantal elementen 
een macht van een priem<]etal is (zie VAN LINT (1975)) . Sinds kort (zie 
H.C.A. VAN TILBORG (1975)) is nu ook bekend dater voor e ~ 3 zelfs geen 
andere gelijkmatig verdeelde codes zijn. c.n een idee te geven van de be-
wijsmethodes beginnen we met een schets van het non-existentie bewijs voor 
perfecte codes. 
Neem aan dat e.r een perfecte code C bestaat met d = 2e + 1 > 3 en 
woordlengte n. We passen nu (7.4.5) toe (mete i.p.v. e+l). We zien dat het 
in (7.2.11) gedefinieerde polynoom ~e(x) nulpunten x1 < x 2 < .•• < xe heeft die verschillend zijn, geheel, en in [1,n] liggen. verder is volgens (7.4.5) 
en (7 .2.5) 
en dus is volgens (7.2.12) 
(7.6.1) 
met gehele .t. 
Ons bewijs bestaat uit 3 stappen. Voor x £ JN defini~en we A(x) als 
de grootste oneven deler van x. Uit (7.6.1) volgt 
e 
i~l A(xi) • A(e!) < e! , 
d.w.z. er zijn twee nulpunten x1 en xj met A(x1) = A(xj), dus x1 s 2xj (of 






A1s tweede stap beschouwen we (7.2.13) en (7 .2.14). 
Hieruit volgt 
2 2e-1 le (e-l)(n--3 -J . 
Hieruit volgt door op te merken dat de linkerkant maxi.maal is, als 
funetie van x 2 ,x3 , ... ,xe-l' als alle e-2 variabelen gelijk aan !Cx1+xe) 
zijn: 
(7 . 6.3) 
Uit (7 . 6.2) en (7.6.3) volgt 
(7.6.4) 
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Nu beschouwen we (7.2.15) en (7.2.16). Oaar voor iedere x £ lN geldt 
(x-l)(x-2) : 0 (mod 2) vinden we 
(7.6.5) (n-1-2e)(n-l)(n- 2) 2 (n-3) 2 ... (n-e) 2 _ O (mod 23 e) . 
Zij 2a de hoogste macht van 2 die een factor n - j in het linkerlid 
van (7.6.5) deelt. Dan is de hoogste macht van 2 die het linkerlid van 
3a+2e 1 (7.6.5) deelt kleiner dan 2 . Hieruit volgt a ~ 3 e. Dus is 
1 
-e 
23 (7.6.6) n > 
Voor grote e zijn (7.6.4) en (7.6.6) stri jdig. De kleine e, en dus 
volgens (7.6.4) kleine n leveren eindig veel mogelijkheden die eenvoudig 
zijn te controleren. Met iets meer moeite kan men het aantal expliciet te 
controleren gevallen tot enkele beperken. Zo vindt men o.a. dat e > 2 alleen 
mogelijk is voor de Golay code en repetitie codes. 
Om alle gelijk.matig verdeelde codes te behandelen zijn nog enkele 
andere trucs nodig vanwege de extra parameter r. 
Analoog aan de perfecte codes vinden we 
(7.6.7) 
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(7 .6.8) n > 
We hernummeren de wortels x
1 
tot yj 




e ;:: n _1 __ ;:: __ _::1 _ _ _ 
i=l A(yi) A(Y1···Ye+l) 





Derhalve vinden we 
e (e+ll ! (xe+l-xl) <!: A((e+l)!) 
<!: (e+l) ! 





I ( n \ ;:: ( e+ 1 l ~ 
n i=O \ij A((e+l) ~) 
-- • (n-1) (n-2) .•. (n-e+l). 
2e+1 
. l (n), 
n \e 
Vergelijking van (7.6 . 7), (7.6.8) en (7.6.9) levert voor e <!: 3 een strijdig-
heid voor alle n en e, behoudens een begrensd gebied dat met verfijnde 
methodes gecontroleerd kan worden. De gevallen e = 1 en e ~ 2 kunnen direct 
met (7.4.5) behandeld worden . 
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We besluiten dit hoofdstuk met een tabel van alle perfecte, bijna per-
fecte en gelijkmatig verdeelde binaire codes. 
e n lei type naam 
0 n 2n perfect {0,1}n 
2m- 1 2n-m perfect Eammi.ng 
2m-2 2n-m bijna perfect verkorte Hamming 
22m-1+2m-1_1 2n-2m gelijkmatig verdeeld projectieve code 
2 22m_1 2n+1-4m bijna perfect Preparata 
2 22m+1_1 2n-4m-2 gelijlonatig verdeeld B. C.8. 
2 11 24 gelijlanatig verdeeld Hadamard 
3 23 212 perfect Golay 
e 2e+1 2 perfect repetitie 




8.1 . MOTIVATIE 
Zoals een ieder zich zal herinneren ziet de parity check matrix van 





... e2Cn- 1) 
••• 13 (d-1) (n-1) 
waarbij B een primitieve n-de machts eenheidswortel in GF(qm) is, opgevat 
als kol omvector ter hoogte m met coordinaten in GF(q). 
[Hierbij is nlqm- 1, anders is er niet zo'n fl.) 
De reden dat het minimumgewicht van de code tenminste d is, is het feit 
dat de determinant op d-1 kolommen van B (opgevat als matrix over GF(qm)) 
een Vandermonde determinant en dus ongelijk aan nul is. 
Bet is verschillende mensen opgevallen dat dezelfde redenering ook 




waarbij hj € GF(qm)\{O}, en alle 13
1 
onderling verschillende elementen van 
GF(qm)\{O } zijn. Als hj € GF(q) (en i . h . b. als m=l) dan heeft de factor hj 
hoegenaamd geen effect op de code : alleen de symholen van het alfabet hebben 
nieuwe namen gekregen (op positie j). Met hj € GF(qm) echter kan hjll~ (opge-
vat als kolomvector over GF(q)) totaal verschillen van B~-
i 
oat dit een echte verrijking is blijkt uit het feit dat BCH codes 
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asymptotisch slecht zijn terwijl deze gegeneraliseerde BCH codes de Gilbert 
bound halen (zie (4.2.2)). 
8.2. GOPPA CODES 
m Zij g(z) een polynoom van graad t over GF(q ) . Zij L = {y 1 , ... ,yn} c 
GF'(qm), zodat n = ILi , een verzameling niet- nul punten van g(z}. 
Dan wordt de Goppa code met Goppa polynoom g(z) gedefinieerd als de 
verzameli ng van alle codewoorden c • (cl = Cc , •.. ,c ) over het alfabet 
y Y1 yn 
GF(q) met plaatsen geindiceerd door L zodanig dat 
c 
' ..:r. 0 (mod g(z)). L z-y -
yEL 
l [Bierin stelt z::y het modulo g(z) uniek bepaalde polynoom voor waarvoor 
(z-y) ·-1- : 1 (mod g (z)) • ] 
z-y 






waarbij het rechterlid een polynoom van graad < t is, wordt de parity check 
matrix voor de code gegeven door de rij 
1 g(z)-g(y1) 
(g(yl) • z-yl 
Als g (z) 
t L g
1
z 1 dan vinden we na scheiding van de machten van z 
1=0 
(merk op dat g(Z)-g(x) 






Dit is een lineaire transformatie van (en equivalent met) de matrix d i e 
we hebben willen: 
H 
(merk op dat gt r 0) . 
Bet blijkt uit deze afleiding dat de minimale afstand van een Goppa 
code met Goppa polynoom g(z) tenminste 1 + graad(g(z)) is. (Ter vergelij-
king: bij cyclische codes en BCH codes kan in het algemeen niets gezegd 
worden over d als alleen de graad van het generator polynoom bekend is.) 
(B.2.1) VOORBEELD: Iedere BCH code is een Goppa code. 
Want: zij a een primitieve n-de machts eenheidswortel in GF(qm). 
De BCB code met ontwerpafstand d is de Goppa code met Goppa poly-
noom g(z) = zd-l en L = {a-jlo S j 5 n-1}. 
(Opm.: In de literatuur wordt - ten onrechte - gesteld dat alleen 
primitieve BCB codes ender de Goppa codes vallen.) 
Merk op dat hoewel de parity check matrix H hierboven grote gelijkenis 
vertoont met de in § B.1 gegevene, deze toch iets minder algemeen is, daar 
de factoren hj hier niet willekeurig gekozen kunnen worden. Immers, de 
-1 hj = g(yj) zijn functiewaarden van een polynoom van graad t. 
8.3. MINIMUM AFSTAND VAN GOPPA CODES 
Een ietwat andere manier om de Goppa codes te bekijken levert snel 
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schattingen voor de minimale afstand: 
Zij S de n-dimensionale vectorruimte over GF(q) met Hamming metriek . Zij 
R 
waarbij 
d(C(z) , nCz)) II C(z) - n(z) II, 
waarbij lltCz) II = graad van de noemer van C(z) wanneer als onvereenvoudig-
t(z) bare breuk n ( z) geschreven. 
onmiddellijk blijkt dat de afbeelding Cb1 , ... , bn) ,_.. 
n bi l ~~ een line-
i"'l z-yi 
aire isometrie van S op R is, zodat een code als deelverzameling van R opge-
vat k an worden. 
t(z) . Zij nu CCz) n(z) ~ R\{O} . Dan i s graad n(z) ~ graad t(z) + 1 zodat 
de eis CCzl : 0 (mod g(z)) impliceert dat g(z) jt(z) en II CCz) II= graad n(z) 
~ graad t(z) + 1 ~ graad g(z) + 1. Dit is onze oude schatting dmin ~ 
graad g (z) + 1 . 
Uit de afleiding blijkt dat de schatting verbeterd wordt als 
n 
graad n(z) - graad t(z) > 1. De coefficient van zn-l in t(z) is lb., dus 
i =l 1 
n 
toevoeging van de parity check J. b . = 0 vermindert de dimensie met (ten 
i=i ). 
hoogste) 1 en vergroot (de schatting voor) dmin met 1. 
Oorspronkelijk hadden we een (n,n-tm,t+l)-code, nu krijgen we een 
(n,n-tm-1,t+2)-code. 





bi l yj •.• yj • Deze coefficient kan uitgedrukt worden in 
j 1 ... j5~i 1 s 
n l biyir (0 s r s s), d .w.z. als we des+ 1 parity checks 
i=l 
O (Osrss) toevoegen dan krijgen we een (n,n-1-(t+s)m,(t+s)+2)-code . 
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Natuurlijk had dit effect ook bereikt kunnen worden door voor de graad 
van g(z} de waarde t + s te kiezen, maar op deze manier krijgen we tenminste 
eens in de q keer een onverwachte meevaller: uit ~ b.y . = 0 volgt Lbiy~ = 0 
.I. .I. l. d . w.z. deze laatste parity check vermindert de dimensie niet. 
Merk op dat wat we hier bekijken in feite de doorsnede van een BCB-code 
en een Goppa code is . 
In het binaire geval kan de schatting voor dmin soms aanzienlijk ver-
scherpt word.en: 
n Laat met het codewoord (c1, •.• ,cn} het polynoom f(z} = TI 
i=l 
( z-y. } c i corres-
l. 
n ci f ' (z} ponderen. Nu is l;;(z} = z -- = fcT. Als nu g(z} geen meervoudige i=l z-yi z 
wortels heeft dan volgt omdat f'(z} een volkomen kwadraat is (aZZe voor-
komende machten van z zijn even>: g (z) 2 If' (z) en dmin ::!: 2 graad g (z) + 1. 
Beide verscherpingen zijn onafhankelijk: ook in het binaire geval 
levert toevoegen van een parity check of doorsnijden met een BCB code weer 
de geschetste resultaten. 
8 . 4. ASYMPTOTISCB GEDRAG VAN GOPPA CODES 
Terwijl de BCB codes te mooi zijn om asymptotisch goed te kunnen zijn 
Chet is bekend dat als in een rij codes met n * ~ en d/n > o > 0 alle codes 
invariant zijn onder een affiene permutatieqroep, dan is lim k/n = 0 (zie 
LIN & WELDON (1967) , l<ASAMI (1969)), geeft de mogelijkheid tot geschikte 
keuze van het Goppa polynoom g{z) voldoende vrijheid om de Gilbert bound 
(bijna) te halen: 
Bekijk elk van de (q-l>d(~) woorden (cl' ... ,en) met gewicht d. Zo'n woord zit 
Ld-1J in ten hoogste t Goppa codes met irreducibel Goppa polynoom van de 
n ci graad t (i11111e.rs, elk van die polynomen deelt de teller van l --) . Dus als i~l z- yi f Ld- lj (q-l)d (~) kleiner is dan het aantal irreducibele monische poly-d=O t 
nomen over GF(qm} van graad t dan zijn er zeker Goppa codes met dmin > D, 
en rate R > 1 - ~ . Haar het aantal irreducibele polynomen van graad t is 
- n (cf. BERLEKAMP (1968)): 




zodat {met n=qm en t=n(l - R)/m) een voldoende voorwaarde wordt (asymptotisch) 
Oit is asymptotisch nauwelijks zwakker dan de Gilbert bound: 
~ {q-l)d (\~) < q(l - R)n 
d=O 
8.5. BET MATTSON-SOLOMON POLYNOOM 
Zoals al door Goppa aangegeven en recentelijk door CHIEN & CHOY (1975) 
n c. 
verder uitgewerkt is, is de eis z ~-i-: 0 (mod g{z)) in feite een deel-
i=l z-yi 




De algemene theorie gaat ongeveer als volgt: 
Zij q = pf, n lqm-1. 
Zij T de verzameling van polynomen over GF(qm) van graad ten hoogste n. 
Zij a een primitieve n-de machts eenheidswortel in GF{qm). Als 
n-1 
a(x) = L a.xi € T dan is de Fourier getransformeerde Chet Mattson-Solomon 
i=O i 
polynoom) van a(x) t.o.v. a: 
waarbij Aj 
(~a) (X) A(X) 
n-1 l A Xj € T 
j=O j 
a(aj). Aangezien 
n-1 n-1 \ \ ij -kj 
L l aia a 
j =O i=O n~ 
wordt de inverse transformatie gedefinieerd door 
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a(x) 
waarbij a. = n-1A(a-i) en n-1 de inverse van n modulo p is . (In het bij-
l. . 
zonder is a. = A(a-1 ) als p = 2.) l. 
De FT definieert een isomorf ie tussen twee ringstructuren op T: 
Zij 0 vermenigvuldiging van polynomen modulo xn- 1, en zij * gedefini-
eerd door 
Dan is 
4> (aob) 4>a * 4>b. 
Het nut voor de coderingstheorie blijkt uit de volgende stelling. 
(8.5.1) STELLING. Zij a(x) € T. Dan is het geiNicht van a(x): 
n - graad {ggd (4>a, xn-1)}. 
BEWIJS. ai = n-1 ~a(a-1 > d.w . z. het aantal coefficienten van a(x) die gelijk 
aan nul Zl.Jn is gelijk aan het aantal gemeenschappelijke nulpunten van 4>a 
en xn-1. 0 
Merk op dat alle nulpunten van xn-1 verschillend zijn. 
Wil men dus garanderen dat alle vectoren a(x) uit de code een hoog 
gewicht hebben dan moet men zorgen dat de graad van ggd (4>a, Xn-1) klein is. 
Bij BCH codes wordt hiervoor gezorgd door graad 4>(a) klein te nemen: 
n-1 n-t 
eis van alle codewoorden dat ze nulpunten in u , •.. ,a hebben. Dit is 
echter niet nodig; 4>a mag wel een hoge graad hebben, als dit maar veroor-
zaakt wordt door factoren die xn-1 niet delen. 
Dit leidt tot de volgende definitie van gegeneraliseerde BCH codes 
(GBCH codes) : 
Zij S c T de verzameling van de pol ynomen in T met coeffienten in 
GF(q). 
Laten P(X) en G(X) twee polynomen uit T zijn met 
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ggd (P(X), Xn-1) • ggd (G(X), Xn-1) a 1. 
De GBCH code over GF(q) met lengte n en de polynomenpaar (P(X), G(X)) 
wordt gedefinieerd als 
c = {v(x) £ S I P(X) o $v (X) - 0 mod G(X) }. 
c is kennelijk een lineaire code. 
Een gemeenschappelijke factor f(X) van $v en Xn-1 zit ook in 
P(X)otv (X). Maar G(X) I (P(X)o~v (X)) en ggd (f(X), G(X)) • l. Dus de graad 
van f(X) is ten hoogste n-1-graad {G(X)}. Uit Stelling (8.5.1) volgt dan dat 
de code een minimale afstand tenminste 1 + graad {G(X)} heeft. 
(8.5.2) VOORBEELD. Zi j P(X) xn-l, G(X) = Xd-l da.n c = {v(x) ( s!vCa) = 
= .. . s v(ad-l) = O}, de BCH code met ontwerpafstand d. De GBCH 
codes zijn dus inderdaad algemener dan de BCH codes (en geven de-
zelfde schatting voor dmin). 
Bet is geen toeval dat hier G(X) dezelfde waarde heeft als in het Goppa 
voorbeeld, want algemener geldt: 
zij P(X) xn-l, G(X) zonder nulpunten in GF(qm)\{O}; 
dan is de bijbehorende code C de Goppa code met Goppa polynoom G(X) en 
Ls GF(qm)\{O} = {l;a , ... ,an-l } . 
Op grond van dit voorbeeld beweren Chien & Choy dat de GBCH codes de 
Goppa codes bevatten. Goppa levert echter codes voor iedere n s q
m en niet 
alleen voor nlqm-1 zodat deze bewering ongegrond is. 
Wel is het zo dat de GBCH codes de parity check matrix leveren d
ie 
i n § 8.1 als doel gesteld werd: 
n-1 _ 1 
n-1 1 
Zij p(x) = ($-l P) (x) • Y. p x1 en g(x) • ($ G) (x) • l 9.x i~O i i=O i 
~ geldt p 1 r 0 en gi r 0 (OSiSn-1) omdat ggd(P(X),Xn-1) 
• ggd(G(X) , 
X -1) = 1. Is v(x) een codewoord, en V(X) (~v) (X) dan geldt P(X) 
0 V(X) -
= 0 mod G(X) d.w.z. er is een polynoom A(X) van graad ten hoogste n - 1 -









P(X) o V(X) A(X) G(X) A(X) o G(X). 
n-1 
I i aix dan volgt 
i=O 
p(x) * v(x) = a(x) * g(x) 
-1 (O~iSn-1). Als -1 dan volgt = pigi Vi nu h. pigi uit 
n-1 l. 
ai(n-j) 
= l. v.h. a.i(n-j) =A = O(lSjS graad G(X)) l. l. n-j i=O 
B 
h a.(n-l)(n-1) 






Omgekeerd vol gt ui t \"HT 0 weer dat graad A(X) ~ n - 1 - graad(G(X)) 
0 
dus A(X) G(X) = A(X) • G(X) en v € c. Dus H is een parity-check matrix voor 
c. 
8 . 6. COMMENTAAR 
Voor de publicatie van zijn nieuwe codes kreeg GOPPA (1973, 1973a, 
1974) een prijs van de IEEE . Inmiddels is er al veel over deze codes ge-
schreven. Goppa zelf gaf in zijn eerste artikel een decodeeralgorithme. 
Later toonde RETTER (1975) aan dat men een BCB-decoder gebruiken kan om 
Goppa codes te decoderen. Op BCH codes na zijn Goppa codes niet cyclisch 
maar BERLEKAMP en MORENO (1973) gaven een eenvoudig bewijs dat een verleng-
de 2-fouten-verbeterende Goppa code cyclisch is. Later toonden TZENG en 
ZIMMERMAN (1975) aan dat diverse Goppa codes door verlenging cyclisch . 
worden. 
8.7 . OPGAVEN 
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(8.7.1) zi j c 1 een BCH code met ontwerpaf5tand d 1 en zij c2 ecn Coppa code 
m m } met ontwerpafstand a2 , met n = q -1, L 0 GF(q ) \ {0 . Dan heeft 
c1 n c 2 een minimum af stand d ~ d 1 + a 2 
- 1 en de verlengde code 
zelfs afstand ~ d 1 + a2. Bewijs dit. 
(8.7 . 2) Toon aan dat de GBCH-code gedefinieerd door een polynomenpaar 
(P(X),G(X)) alleen afhangt van P(X)G(X)-l en graad (G(X)) zodat 
t 
deze code ook gedefinieerd kan worden met het paar CP 1(X),X) voor 
zekere P1 CX) en t. 
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Hoofdstuk IX 
AS'iMPTOTISCB GOEDE ALGEBRAISCHE CODES 
9.1. EEN EENVOUDIG NIET-CONSTROCTIEF BEWIJS 
We hebben inmiddels vele method en leren kennen om codes te construeren. 
A1s we voor deze con~tructioc naqaan hoe hun plnnts in de fiquur van hoofd-
stu.k rv zou zijn dan wacht ons een teleurstelling . Voor de Hadamard codes 
uit § 2 . 2 nadert als n + de rate R tot O en de grootheid o uit § 4.1 
(minimum afstand gedeeld door woordlengte) is steeds !- Dit levert een punt 
op de kromme voor de Gilbert bound (en op de 6-as). Voor Hamming codes 
nadert R tot 1 maar 6 tot 0. Dit levert ons het andere eind van de kromme 
voor de Gilbert bound . De andere constructies zoals BCH, RS, etc. leveren 
slechts punten op de as. Steeds blijkt dat bij vaste R de grootheid 6 tot O 
nadert. We zul1en nu aantonen dat een eenvoudig algebraisch voorschrift 
toch goede codes kan leveren maar de methode is helaas niet constructief. 
We beperken ons tot R = ! (zie (9.5.1)). Bij vaste m kiezen we 
m a~ am€ GF(2 ). Hoe a gekozen moet worden zullen we direct Zien. We 
construeren nu de lineaire code Ca (een (2m,m)-code) door een rij 
!., :• (a1 ,a2 , ..• ,an) van informatie-symbolen op te vatten als element van 
GF(2m) (dit is immers een m-dimensionale vectorruimte over GF(2)) en hier-
aan toe te voegen het codewoord (!:_, Ct!.,) • Bij gegeven A • >.m vragen we ons af 
of de code Ca een woord ~ Q. bevat met gewicht kleiner dan >. . 2m. Als dit het 
geval is kunnen we de tweede helft van dit woord door de eerste helft delen 
en a bepalen. Dit betekent dat er ten hoogste l (2:1) waarden van a zijn 
i<2>.m 
z6 dat de minimum afstand d van C minder dan 2Aln is. Kies nu :>. := 
a+-(! - lo~ m). Volgens (0.4.5.(~)) is het aantal "slechte" keuzen van et 
dan o(2m). Biermee is aangetoond dat voor bijna alle keuzen van a geldt 
d <? 2m El+(! - _1 ) . log m 
We hebben nu voor rate ! een rij codes waarvoor geldt 
Deze rij codes haalt dus de Gilbert bound (4.2 . 5). Als we nu nag konden 
129 
aangeven (en wel expliciet) hoe am moet worden gekozen zou dit een sensa-
tioneel resultaat zijn. Tot voor enkcle jaren twijfelde men er aan of een 
expliciete algebraische constructie van een rij codes met toenemende woord-
lengte en liminf d/n > 0 wel mogelijk is. In de volgende paragrafen geven 
we de nu bekende oplossing. 
9.2 . JUSTESEN CODES 
De door JUSTESEN (1973) geconstrueerde codes zijn een generalisatie 
van de door FORNEY (1966) ontwikkelde concatenated codes. Beschouw de 
woorden (of delen daarvan) van een code c1 als letters van een nieuw alfa-
bet. Met deze letters maken we een nieuwe code c2 . Bet proc~~ van coderen 
en decoderen gebeurt dan in 2 trappen. We beschouwen dit in iets meer 
detail. Laat c2 een code zijn over GF (2m). Van een codewoord 
(c0 ,c1 , . • . ,cn-l) zijn de letters o.a. op te vatten als m-tal
len, dat is 
ci = Cc11 ,ci2 , •.. ,cim) (i = 0,1 , •.. ,n-1), met cij E GF(2). Zo'n m
-tal is 
dan een serie informatiesymbolen voor de zgn. binnencode c 1 • Neem het een-
voudigste geval van rate ! . Dan behoort bij ci = Cc11 ,c12 , ... ,.cim) een code-
woord van 2m letters uit GF(2). De rate van de concatenated code is dan de 
helft van de rate van c2 . Bet idee van Justesen
 is om de binnencode te 
vari~ren, d.w.z. c1 te laten afhang
en van i. Oaarbij zijn de binnencodes 
systematisch gekozen, hetgeen betekent dat het 2m-tal dat aan c1 wordt toe-
gevoegd begint met Cc11 ,ci2 , ... ,cim). Voor de buitencode c2 
neemt men 
meestal (ook JUstesen) een RS-code. 
we geven nu de details van JUstesens constructie. We beginnen met de 
buitencode. Oeze noemen we '\n· Het is de Reed-Solomon code met woordlengte 
N : = 2m - 1 over GF ( 2m) waarvan de voortbrenger het polynoom 9 (x) ~ 
d-1 
n (x-ai) is (a primitief element van GF(2m)). De dimensie van Am is K, 
i=l 
de minimum afstand is d = N + 1 - K. 
(N.B. N, den K hangen van m af, K wordt later gekozen.) 
(9.2.1) DEFINITIE. De binaire code Cm met woord7-engte n : a 
gedefinieerd door Cm:= 
n 
m 
.,. 2mN wordt 
{£ • (c0 ,c1 , ... ,cN-l) I cj'= (aj,ajaj), Ca0,a1, ... ,aN_1 l E A
m}. 
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We zien dat Cm een binaire code is met dimensie k :- mK en rate 
R := !K/N. We zullen gebruik maken van het feit dat een 2m-tal, dat als een 
c. voorkomt in een codewoord c, door de definitie van cJ. reeds j bepaalt. 
J -
Oit is hetzelfde idee dat ook in § 9.1 werd gebruikt. 
(9.2.2) ~· Zij y e (0,1), cS e (0,1). La.a.t (ML)Le:lN een rij n.atuurZijke 
getaZ.len zijn met de eigenschap ~2-LcS = y + o(l), (L + m). Dan 
heeft ieder ~-taZ. verschiZlende u>aorden in R(L) een totaaZ. ge-
wicht w waarvoor 
(L + oo). 
BEWIJS: voor voldoend grote L defini~ren we 
Volgens (0.4.5) geldt 
(~) 
l. 
L(o - - 1-) 
~ 2 log L 
Dus geldt 
L(o--1-) 
C!: >.L{~ - 2 log L } 
Zij nu R vast, 0 < R < ! . Voor m e lN definiliren we als boven N : • 2m - 1 
K 
en nemen we voor K het kleinste gehele getal zo dat Rm := 2N <!: R. Dan is de 
rij (C111)ml;!lN uit (9.2.1) een rij codes met rate Rm+ R (m + oo). We onder-
zoeken nu de mini.mum-afstand d111 van Cm. Ieder woord ~I .Q. uit de buiten-
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code (de Reed-Solomon-code Am) heeft gewicht w(~) ~ N - K + 1. verder is 
(9.2 . 3) N - K + 1 > N - K = N(l - 2Rm) 
(2m-1) (1+2R+o(l)), (m +co). 
Jedere coOrdinaat aj F 0 geeft aanleiding tot een 2m-tal cj ( j ) · aj,a aj in 
het toegevoegde codewoord ~van Cm. We merkten boven reeds op a at deze 2m-
tallen van £ verschillend zijn. We passen nu lem:na (9.2.2) toe Olli het ge-
wicht van c te schatten. We nemen hiertoe in ·het lemma L 
1 - 2R (dit kan volgens (9.2.3)). Volgens (9.2.2) is nu 
(9.2.4) Cm+ co) 
Dus is 
(m +co) • 
Hiermee is bewezen: 
: = 2m, 6 · ~ !, y := 
(9.2.5) STELLING: Zij o < R < !. De Justesen code Cm zoals boven gedefini-
eerd heeft woordlengte n = 2m(2m-1 l, rate Rm en minimwrr-afstand 
dm waarvoor geldt 
(9.2.6) (m +co), 
(9. 2. 7) 
Met d~ notatie van§ 4.1 is cS ~ (1-2R) B+C!). Bier is R kleiner dan de 
grens a(cS) uit (4.2.5). Bij gegeven R < ! is hier voor het eerst de limiet 
van cS niet O. 
We zullen nu een kleine verandering aanbrengen in bovengenoemde con-
structie om ook R > ! te kunnen bereiken. Laat 0 s s < m (we kiezen s la-
ter). Uit elk 2m-tal cj = (aj,ajaj) laten we de laatste s letters weg. De 
code die we aldus krijgen noemen we Cm,s· Zij R vast, 0 < R < 1. Bij gegeven 
men s kiezen we voor K het kleinste getal z6 dat R := ~m~!_ ~ R (dit m,s 2m-s N 
kan mits 2mm_s ~ R). Een codewoord .!!_ r .Q. uit Am geeft aanleidinq tot alle-
maal verschillende 2m-tallen cj (#< (0,0)) maar de (2m-s)-tallen die na de 
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verkorting overblijven kunnen meerdere keren voorkcmen, echter elk ten 
hoogste 25 keer. Bet aantal verschillende (2m-s)-tallen is dus tenminste: 
(9 . 2 . 8) 
Pas weer lemma (9.2.2) toe, nu met L :~ 2m-s, o := m~s, y := 1 - 2mi:s R. 
DCU1 geldt voor de minimum-afstand d van C 
m,s m,s 
(m -+ m), 
dus 
(9 . 2 . 9) d /n ~ (1 - 2m- s R){H+( m-s) + o(l)}, 
m,s m 2m-s (m -+co). 
Zij nu r ( <i,ll vast. Kies s := [m{ 2r-l)] + 1. Als r ~ R dan is ook 
r 
_m_ > ind ( 2 9) 2 -s - R. We v en uit 9 . • nu 
(9 . 2.10) d /n ~ (1 - ~) {B+(l-r) + o(l)}, 
m,s r 
(m -+ oo). 
Bet rechterlid van {9.2.10) is maximaal als r voldoet aan 
r2 (9 . 2 . 11) R = 1 + log{l - H (1-r)} · 
I s R z6 klein dat uit {9 . 2 . 11) volgt r < i dan nemen we r 
nu samen in 
i. We vatten dit 
(9. 2 . 12) STELLING: Zij o < R < 1 en zij r ·het maximwn van i en de op'lossing 
(9 2 10) s = [mC 2r-l)] + 1. De Justesen codes C hebben van . . , r m,s 
woordZengte n, rate R en minimwn-afstand d Wa.az'l)oor geZdt 
m,s m, s 
lim inf d /n 
m, s 
R + ~ (1 - r)B (1-r). 
De resul~ten van de stellingen (9.2.5) en (9 . 2 .1 2) vergelijken we in 





H (1-r) - - - - - - -4- - - -
9.3 . DIRECl'E CONSTRUcrIE 
Stelling 








Een van de bezwaren tegen de constructie van Justesen was het f eit dat 
zowel voor de RS- code als voor de binnencode een pri.mitief element van 
GF(2ml nodig is . Er is geen andere manier om zo'n element te vinden dan een 
zoekprocede en men kan dan even goed een goede code direct construeren met 
een zoekprocede. Daar m variabel is werd de oplossing niet constructief ge-
noemd. In zijn artikel maakt Justesen een vage opmerking over een suggestie 
van R.J. McEliece om dit bezwaar op te heffen . We zullen dit idee hier 
uitvoeren. We beperken ons tot geschikte waarden van m en beschrijven 
GF(2m) op een eenvoudige manier. 
(9.3.1) LEMMA. 3B+l II B c23 +1). 
BEWIJS. (i) Voor B = 0 en 1 is de bewering direct duidelijk. 
B 
(ii) Stel 3t II (23 + 1) . Uit 
$+1 




{ c23 +1) (23 -2) + 3} 
volgt, als t ~ 2, 
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8+1 
c23 +1). 0 
~- Als m de orde van 2 (mod 31 ) is, dan is m., 
~: Uit 2a : 1 (mod 3) volgt a - 0 (mod 2). Dus ism= 2s. Dan is dus 
25 + 1: 0 (mod 31 ). Het gestelde volgt uit het lemma. 0 
Voor deze m bevat GF(2m) een primitieve 31-de eenheidswortel ~ (Euler-
Fermat) . Bet minimaalpolynoom van F.;_,. bli_jkbaar 
2 4 2m-l (x+() (x+( ) (x+( ) . . . (x+( ) , 
een pol ynoom van de graad m. Merk op dat 
.t-1 .t-1 (l+x3 +x2.3 ). 
Uit het voorafgaande volgt dat de laatste factor (rechts) irreducibet is. 
In het vervolg is m • 2 . 3.t-l en GF(2m) de verzameling polynomen van graad 
<mover GF(2) met optelli ng en vermenigvul diging mod g(x), waarbij 
2 3.t-l 3.t-l 
g (x) := x · + x + 1. 
We construeren nu direct de buitencode. 
Een m-tal informatie-symbolen Ci0,i1 , ••• ,im-l) uit GF(2), vatten we op 
m-1 m als het element i 0 + i 1 + .. . im_1x E GF(2 ). Aan K op elkaar volgende 
m-tallen , zeg a0 ,a1 , .. . ,aK-l voegen we toe het polynoom 
K-1 a(Z) := a 0 + a 1z + .•. + ~-lz , waarbij de ai nu elementen van het 
lichaam GF(2m) zijn. 
m-1 m-1 . 
m \ i \ l. Voor j = 1,2, .•. ,2 -1 laat j = l &1 2 en j(x) :• l . &1 x . Zo doorloopt i•O i=O 
j(x) de elementen.,. 0 van GF(2m). Oeze substitueren we achtereenvolgens 
voor Zin a(Z). Zo onstaat een rij van N := 2m-1 elementen van GF(2m). Zo 
hebben we dus een lineaire code met rate K/N over GF(2m) gemaakt. Oaar a(Z) 
graad s K-1 heeft, heeft dit polynoom s K-1 nulpunten in GF(2m), d.w.z. 
ieder codewoord.,. 0 heeft gewicht D ~ N-K+l. Biermee is de eer ste stap vol-
ledig constructief. 
Bij de binnencode gaan we analoog te werk. 
Is cj de j-de letter van een codewoord van de buitencode, dus cj een 
polynoom van graad s m-1, en j(x) als boven, dan is 
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waarbij vertnenigvuldiging als steeds mod g(x) is, op te vatten als een 
2m-tal nullen en enen dat de eigenschap heeft die wezenlijk was voor Justesen's 
constructie, te weten: als c. ! 0 dan is j eenduidig bepaald door het 2m-tal 
J 
(deling mod g(x)). Ook deze stap is nu volledig constructief . 
9.4 . COMMENTAAR 
De eenvoudige constr uctie uit § 9.1 i s gebaseerd op een suggestie van 
M. s t aring. Het idee komt reeds eerder voor o . a . als de zgn. randomly 
shifted codes van Wozencraft . Een bewijs met de eenvoud van § 9.1 hebben we 
nergens in de l iteratuur aangetroffen . Het idee van § 9 . 2 is een van de 
belangrijke stappen vooruit i n Coding Theory uit de laatste jar en. 
9.5 . OPGAVEN 
(9.5.1) Laat met de inkort ingsmethode van § 9.2 zien dat het idee van § 9.1 
voor iedere R codes l evert die de Gilbert bound halen. 
1 (9.5.2) Generali.seer het idee van Justesen om voor R < 3 nog betere codes 
te maken . 
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Hoof dstuk X 
ARITHMETISCHE CODES 
10.1. AN-CODES 
Arithmetische codes zijn bestemd. voor het controleren van rekenkundige 
bewerkingen, in het bijzonder optellinq en aftrekkinq . De te bewerkAn ~etal­
len dient men zich hierbij voor te stellen als geschreven in het r-tallig 
stelsel, waar r een vast geheel getal ~ 2 is. Bet binaire Cr~2) en het deci-
male (r• 10) geval zijn van overwegend praktisch belang . 
Arithmetische codes verschillen van de andere in deze sy1 labus be-
handelde codes door de keuze van de afsta:ndsfunctie. Hamming-afstand is 
minder geschikt voor het doel: een enkele vergissing bij een optelling kan 
i.mners verscheidene foute cijfers in de uitkomst tot gevolg hebben, zodat 
de Hamming-afstand tussen het juiste antwoord en de '{erkregen uitkomst geen 
ondergrens is voor het aantal gemaakte fouten. 
Een afstandsbegrip dat beter overeenkomt met bet soort fouten dat men 
verwacht wordt als volgt verkregen. Het a:rithmetische gewiaht w(x) van een 
geheel getal x is per definitie het kleinste getal t ~ O waarvoor er een 
representatie 
(10 . 1.1) x • 
met 
(i=1, ... , t ) bestaat. De a:rithmetisahe afsta:nd d(x, y) tussen twee gehele ge-
tallen x en y is gedefinieerd door 
d(x , y) w(x-y). 
Men gaat gemakkeli jk na dat d een metriek op 2'Z is. Maa.kt men ZZ tot ver-
zameling hoekpunten van een graph door x en x' t e verbinden als 
lx-x' I c.r1 voor een c € {1,2, .• • , r - 1}, i 
€ zz~0 , 
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dan is de arith.metische afstand tussen twee gehele getallen gelijk aan hun 
afstand in deze graph. Arithmetische afstand is translatie-invariant: 
d(x,y) = d(x+z,y+z) voor alle x,y,z e ZZ. Deze eigenschap heeft HammincJ-
afstand niet. Merk op dat de arithmetische afstand tussen twee niet-nega-
tieve gehcle getallen kleiner dan of gelijk aan hun Hamming-afstand is. 
We zullen codes beschouwen van de vorm 
c = {AN I N £ zz;, 0 s N < B} 
waar A en B vaste positieve gehele getallen zijn; zulke codes heten AU-codes. 
Bet gebruik van zo'n code moet men zich als volgt voorstellen. cm twee ge-
tallen N1 en N2 (niet negatief, en niet te groot t.o .v. B) op te tellen co-
deert men ze als AN1 resp. AN2 . Vervolgens berekent men de som van AN1 en
 
AN2 ; noem de uitkomst s. Als alles goed is gegaan is S een A-voud, en de 
som van N1 en N2 is dan S/A. Als S geen A-voud is, heeft men bij de op-
telling een vergissing gema.akt. Men bepaalt dan AN3 e C met minimale 
d(AN3 , S); het aantal gemaakte vergissingen is dan ten minste d(AN3 ,s), en 
de meest waarschijnlijke uitkomst voor N1 + N2 is N3 • 
Opdat men op deze wijze alle ten hoogste e-voudige fouten kan corrige-
ren is nodig en voldoende dat geldt 
d(AN,AN ') ~ 2e + 1 
voor alle AN, AN' £ C, AN# AN'. Dit is kennelijk hetzelfde als 
w(AN) ~ 2e + 1 voor alle AN e C, AN # 0. 
De tot nog toe gebruikte eigenschappen van C zijn voornamelijk te dan-
ken aan de gelijkenis van C met de ondergroep 
H a {AN I N € zz;}; 
vergelijk dit met de prominente plaats die iineaire codes in de code-
theorie innemen. Het is helaas niet zinvol C = B te nemen, want er geldt 
min{w(AN) I N e zz;, N ~ O} S 2 
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voor alle A E 2Z (zie (10 . 6 . 1)). 
Dit ongemak omzeilen we door modulaire AN-codes te beschouwen. Zetten 
we, met A, B, C als boven, 
m AS, 
dan kunnen we C opvatten als ondergroep van 2Z/m7L (de gehele getallen modulo 
m). We moeten dan wcl ons afstandobcgrip QQnpassen. lliertoe tt\Aken weZl./m2Z 
tot verzameling hoekpunten van een graph door (x mod m) en (x • mod m) te 
verbinden met een kant als 
voor zekere c, j E 2Z, 0 < c < r, j C!: 0. De modu Zaire afstand dm (x, y) tussen 
twee elementen x,yvan 2Z/m7L is dan de afstand tussen x en yin deze graph, 
en het TN:Jdulaire gewicht Wm (X) is gedefinieerd door Wm (x) m dm (X, (0 mod m)) · 
Voor x,y E 2Z schrijven we in plaats van dm ( (x mod m), (y mod m)) en 
wm ((xmodm)) ook wel dm(x,y) en wm(x). Merk op dat geldt 
wm(x) • min{w(y) I y E 2Z, y - x(mod m)} 
De code C kan nu gebruikt worden om twee getallen N1 en N2 modulo B op te 
tellen. Bierbij kunnen alle combinaties van ten hoogste e fouten hersteld 
worden dan en slechts dan als geldt 
d . (C) C!: 2e + 1 
min 
waar dmin (C) de minirnum-afstand van de code is: 
di (C) • min{w (x)lx EC, x ~ (0 mod m)}. m n m 
Niet iedere keuze voor m is zinvol. Als bijvoorbeeld m een priemgetal 
is waarvoor r een primitieve wortel is, dan geldt wm(x) s 1 voor alle x E 2Z. 
Wij zullen ons in het vervolg beperken tot getallen van de vorm 
m rn - 1, n E 2Z, n C!:. 2. 
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Deze keuze is voor de praktijk van belang, aangezien vele computers modulo 
2n-1 rekenen. 
Elk geheel getal x kan modulo rn-1 eenduidig geschreven worden als 
met c 1 € {0,1, ... ,r-1} (O:Si<n), niet alle c 1 0. Dus 'lZ/ (rn-1) is op te 
vatten als de verzameling woorden ter lengte n gevormd uit r letters, met 
uitzondering van het woord 00 ... 0. 
Oeze laatste uitzondering zou overbodig geweest zijn als we hadden ge-
nomen m ~ rn; dit is voor de praktijk eveneens een zinvolle keuze, daar ook 
vele computers modulo 2n rekenen. Goede codes zijn voor r = 2, m •2n echter 
niet te verwachten: uit AB = m = 2n volgt immers A = 2k voor zekere k, en 
de code bestaat dan uit de getallen 
n-k-1 
waarvoor c 0 = .•• = ck-l = O; het coderen van een getal 
l d 2i 
i•O i 
modulo B (=2n-k) (d.e{0 , 1}) bestaat dan uit het achter plaatsen van 
l. 
k nullen, 
die niet eens een parity-check functie vervullen! Analoge bezwaren zijn er 
voor algemene r. 
In het vervolg verstaan we onder een cycZische AN-code een ondergroep 
c van ?Z/ (rn-1); hi.er is n een geheel getal <!: 2, de woordl.engte van de code. 
Bij zo ' n C is er steeds een eenduidig bepaald paar natuurlijke getallen A, 
B met 
C .. {(AN mod(rn-1))1 N € ?Z , 0 SN< B}. 
we noemen A de voortbrenger van de code. we zijn primair geinteresseerd in 
1 r 
codes waarvan de rate n • log B en de minimum- afstand "groot" zijn. 
Als abelse groep is C cyclisch van orde B. De benaming "cyclische 
AN-code" slaat echter op een andere eigenschap, die doet denken aan de cy-
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(indices modulo n), en (rx mod(rn-1)) is een element van c Ollldat C een onder-
groep is. Dus de "cyclische opschuiving" van een codewoord behoort weer tot de code. De analogie met cyclische codes over eindige lichamen gaat verder: 
een cyclische AN-code is een ideaal van de ring 'ZZ/ (rn-1) , een cyclische 
code over GF(q) is niets anders dan een ideaal in GF(q)(x]/(xn- 1). Verder 
kan men r met x laten corresponderen , A met g(x) (• het voortbrengend poly-
noom van de code), en B met h(x) (het "check pol.ynomial") . Op deze analogie 
komen we nog terug. 
Men verkrijgt negacyc7,ische AN-codes door m = rn + 1 te nemen, en onder-groepen van 'O./ (rn+l) te beschouwen. We laten het aan de lezer over, de re-
sultaten van §§ 10.2 t/m 10.4 voor het negacyclische geval te f ormuleren en 
t e bewijzen . 
Referenties voor deze paragraaf: PETERSON & WELDON (1972), MASSEY & 
GARCI.A (1972), RAO (1974) en de daar aangegeven literatuur . Deze auteurs be-
schouwen voornamelijk het binaire geval. 
10.2. PERFECTE CYCLISCHE AN-CODES VAN OR.OE 1 
Zij Cc 'ZZ/ (rn-1) een cyclische AN-code en e een geheel getal ~ 1. We 
noemen c perfect van o't'de e als er voor elke x i; 'lZ/ (rn-1) een eenduidig 
bepaald element c i; c be~taat met dm(x,c) Se; hier m = rn-1. Zetten we 
S = {x 
€ 'lZ/ (rn-1) I w (x) s e} e m 
dan betekent dit dat elk element x i; 'ZZ/ (rn-1) een eenduidige voorstelling 
x = c + y, met c e C, y «i< Se heeft. Anders geformuleerd: de natuurlijke af-beelding 
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Se -+ (2Z/ (r0 -1) )/C :;;;. 'ZZ/A'D. 
moet bijectief zijn . Hier geeft A de voorbrenger van de code aan, als in 
10.1. Merk op dat een perfecte code van orde e alle ten hoogste e-voudige 
fouten kan corrigeren , dus dmin(C) ~ 2e + 1. 
we beschouwen in deze paragraaf het geval e • 1. Dan geldt dmin(C) ~ 3. 
Heeft C meerdan een element, dan hebben we bovendien dmin(C) s n, dus we 
l'D09en ons bAperken tot het geval. n :I: 3. Het is; oenvoudig na to gaan dat s 1 dan 
precies 1 + 2(r-1)n elementen heeft, namelijk 
c.rj mod (rn-1), c,j E 'ZZ, 0 < !cl < r, 0 S j < n. 
De bijectie s1 + '?Z./A'D. levert dus A= 1 + 2n(r-1), waaruit volgt dat 
1 + 2n(r-1) een deler is van rn-1 zodra er een perfecte code C c 'lZ/ (rn- 1) 
van orde 1 is: de "sphere packing condition". 
(10.2.1) STELLING. (zie GOTO & FUKUMURJ\ (1975)). SteZ. c c 'lZ/ (r"-1) is een 
perfecte cycZ.ische AN-code van orde 1 met voortbrenger A en woord-
Z.engte n ~ 3 . Dan is A een pl"iemgetaZ. > r 2 , de 1JOordZengte n is on-
even, en de ondergroep H c ('ZZ/A2Z) * (• muz.tipz.icatieve groep van 
het z.ichaam '7Z./A7J.) voortgebracht door (r mod A) heeft orde n en 
index 2 (r-1). Bovendien vormen de eZ.ementen (.:!:. c mod A), c 
1,2, •.• , r - 1, een voZZedig repreaentanteneyateem voor de neven-
k'Z.aesen van H in (zz;/Azt:) *. 
Omgekeerd, aZ.s A een priemgetaZ. > r 2 is met de eigenschap dat 
de ondergroep H c (2Z/A7J.) * voortgebracht door r index 2(r-1) heeft, 
met{:!:_ c mod Aj c = 1,2, ... ,r-1} aZs voZ.Z.edig representanten-
systeem voor de nevenk'Z.assen, dan is de orde n van H oneven, en de 
ondergroep c van 'ZZ/ (rn-1) voortgebracht door A mod(r0 -1) is een 
perfecte cycZische AN-code van orde 1. 
~· Als A = rn-1 dan is A > r 2 duidelijk. Als A < rn-1 dan is (A mod 
r"-1) een element ongelijk aan nul van c, dus d in(C) ~ 3 impliceert 
2 m 
w(A) ~ wm(A) ~ 3 , waaruit volgt A> r . Is A niet priem, dan A= k.l met 
k, 1 > 1; we mogen aannemen k > r. Wegens de bijectie s1 .- 'lZ/A'lZ is er 
precies efill geheel getal van de vorm c .rj, c,j I! 2Z, !cl < r,j ~ 0 met 
k : c.rj mod A. Kennelijk c # O. Er volgt kjc.rj. OOk kiAlr"-1 , dus (k,r) 
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a 1 en klc. Dit is in tegenspraak met k > r, 0 < !cl < r. Dus A is priem. 
De bijectie s 1 -+ 'O./A2Z levert nu een bijectie 
{± c.rjl c = 1,2, ••• ,r-1, j = 0,1, ... ,n-1} - ('O./A2Z)*. 
Het beeld van {rjl j = 0,1, • . • ,n-1} is net de ondergroep H voortgebracht 
door (r mod A), want rn: 1 mod A. Deze ondergroep heeft dus orde n, en 
kennelijk is{± c mod Al c = 1,2, •.• ,r-1 } een rcprcocntQntcnsysteem voor 
(2Z/A2Z)*/a. In het bijzonder geldt (-1 mod A) ~ B, dus de orde n van His 
oneven. Dit bewijst de eerste helft van de stelling. De omkering laten we 
aan de lezer over. 0 
(10.2.2) GEVOLG (zie PETERSON & WELDON (1972)). Stei p is een priemgetai 
: 3 (mod 4) waarvoor -2 een primitieve worteZ is . Dan is de onder-
groep c c: 'D./ (2! (p-l) _l) voortgebracht door p mod (2! (p-l) -1) een 
perfecte binaire cycUsche AN-code van orde 1. Bovendien is eZke 
perfecte binaire cycUsche AN-code van orde l van deze vorm. 
BEWIJS. Dit volgt direkt uit (10.2.1). De voorwaarde op p is slechts een ver-
taling van de eis dat (2 mod p) £ (2Z/p'O.) * een ondergroep van index 2 voort-
brP.ngt waar (-1 mod p) niet in zit. 0 
Priemgetailen p die aan de voorwaarden van (10.2.2) voldoen zijn bij-
voorbeeld: p = 7 (levert een triviale code), p = 23, pa 47, p = 71, p • 79 . 
Merk op dat p noodzakelijk 7 mod 8 is. 
Priemgetallen p waarvoor 2 een primitieve wortel is geven aanleiding 
tot perfecte negacycZische codes, cf. PETERSON & WELDON (1972). Vergelijk 
dit met de cyclische beschrijving van binaire Hamming codes: is 
g(x) £ GF(2)[x) een irreducibel polynoom zodat x een primitieve wortel 
mod g(x ) is, dan brengt g(x ) in GF(2)[x]/Cxn-1), n = 2graad(g)_1, een per-
fecte code van orde 1 voort. 
Bet volgende gevolg bewijst men als het vorige . 
(10.2.3) GEVOLG (zie GRITSENKO (1969)). SteZ p is een priemgetaZ : 5 mod 8 
zodat (3 mod p) £ (:!Z/p'O.) * een ondergroep van inde;i; 4 voortbrengt. 
Dan brengt (p mod (3l(p-l)_1)) een perfecte ternaire C%!JCZische 
AN-code van orde l in 'D./ (3 * (p-l) -1) voort. Bovendien is eZke per-
fecte ternaire cycZische AN-code van orde l van deze vorm. O 
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Elk priemgetal p dat aan de voorwaarden van dit gevolg voldoet is con-
gruent met 13 modulo 24; voorbeelden zijn p = 13, p • 109, p = 181. 
Niet voor elke r bestaan er cyclische AN-codes van orde 1: 
(10 . 2.4) GEVOLG (Zie BOYARINOV & KABATYANSKY (1973)). Er bestaat geen per-
f ecte AN-code van or>de 1 met r = 2k, k ( 2Z, k > 1. 
BEWIJS. Stel C is zo'n code, met voortbrenger A. Zij H' c (~/A7L)• voortge-
bracht door (r mod A) en (- 1 mod Al. Wegens de stelling heeft (~/A?Zl*/a• 
order - 1 = 2k - 1 en een volledig representantensysteem {(1 mod A), 
(2 mod A), •.. ,(r-1 mod A)}. Hieruit ziet men dat de orde van het beeld van 
(2 mod A) in (~/ruz)*/a' gelijk is aan k. Omdat de orde van een element de 
orde van de groep deelt, volgt kl2k - 1. Zij nu q het kleinste priemgetal 
k 2q-1 dat k deelt. Dan 2 : 1 mod q, - 1 mod q (Fermat), en (k, q-1) = 1, 
dus 21 : 1 mod q, tegenspraak. D 
(10.2.5) GEVOLG (zie GOTO (1975)). Er bestaat geen perfecte decimaZe 
cyciische AN-code van orde 1. 
BEWJ:JS. Brengt A zo'n code voort, en is H' c (~/AZI)* voortgehracht door de 
restklassen van 10 en -1, dan heeft (2Z/A?L)*/H' orde 9. Geven ~e het beeld 
van (i mod A) in deze groep aan met T, dan 
(2Z/A?Ll*/H ' =ff, Z, 3 , 4, S, G, 7, S, 9°}. 
Uit 23 c a~ 1' volgt orde <2> = 9, dus Zbrengt de groep voort. Verder 
2. 5 = Tii = 1 dus S = t3. Zij 3 = 2 x , met 0 s x < 9. Als x = 0, 1, 2, 3 of 8, 
dan 3 = l, 2, 4, S of 5, respectievelijk, een tegenspraak. Als X = 4, 5 Of 6 
dan g = 22x = 5, 2 of S, weer een tegenspraak. Tenslotte levert ook X 7 
een tegenspraak: 6 = r+1 = 5. D 
Meer non-existentiestellingen van dit type vindt men in GOTO & FUKUMURA 
(1975); hier worden ook negacyclische codes beschouwd. Perfecte codes van 
orde 1 met r = 4, 5, 8, 9 of 10 bestaan niet; voor r • 6 of 7 worden per-

















Voor hogere r zijn er geen voorbeelden bekend; deze bestaan echter waar-
schijnlijk wel, bijvoorbeeld voor r = 11, 12, 14, 15, 17, •••. Deze ver-
wachting is gebaseerd op overweqingen uit de algebraische getaltheorie, 
waar we hier niet verder op ingaan. 
Voor niet-perfecte AN-codes die enkelvoudige fouten kunnen corrigeren 
zie men GRITSENKO (1969) en NEUMANN & RAO (1975). 
10.3 . BEREI<ENING VAN BET ARITHMETISCHE EN MOOULAIRE GEWICHT 
Voor het construeren van AN-codes die meer f outen kunnen corrigeren 
hebben we een goede manier nodig om het arithmetische of modula:ire gewicht 
van een geheel getal te bepalen. 
Elk geheel getal x kan, per definitie van w, geschreven worden als 
w(x) n(i) 
x = l. a.r i~l l. 
met a 1 , n(i) e; ZZ, la1 1 < r, n(i) ~ 0 (1-1, • .. , w(x)). Aan de hand van voor-
beelden ziet men gemakkelijk in dat deze schrijfwijze niet eenduidig hoeft 
te zijn. Er is echter een zo'n representatie die bijzonder eenvoudig te be-
palen is; deze is als volgt gedefinieerd. 
Laat b, c e; zz , lb l, !c l < r. We noemen het paar (b,c) toegeiaten als 
geldt: 
als be > 0 dan [b+cl < r , 
als be< 0 dan lbl > [c [ . 
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r-1 
~ c b 
-r+l -1 ... r-1 
-r+l 
Bet toegelaten gebied. 
Een schrijfwijze 
(10. 3 .1) x 
met c 1 e 2Z , lc1 1 < r voor alle i, en c 1 = 0 voor i groot g
enoeg, heet een 
~ voor x a l s voor elke i ~ 0 het paar Cc1+1 ,c1 ) toegelaten is. In het bi-
naire geval betekent dit ci+l· c 1 = 0 voor alle i , oftewel: twee naburige 
"cijfers" mogen niet allebei ongelijk aan nul zijn. De afkorting "NAF", aan 
het binaire geval ontleend, betekent dan ook "non-adjacent form". 
(10 . 3.2) STELLING. Eik geheei getai x heeft precies ebi NAF; bovendien, 
ais (10.3.1) een NAP is voor x, dan is 
Voor een (onnodig lang) bewijs van deze stelling verwijzen we naar 
CLARK & LIANG (1973). Daar vindt men ook een algoritme om een NAF voor x te 
berekenen uitgaande van een willekeurige representatie (10.1.1): men zorgt 
er eerst voor dat alle n(i) verschillend zijn, zodat de representatie de 
vorm x • l b1r 1 heeft <lb1 I < r , en b 1 = 0 voor i groot genoeg), en dan i=O 
maakt men, te beginnen bij i = O, achtereenvolgens alle paren (b\+l'bi) toe-
gelaten, door zo nodig zo'n paar te vervangen door Cb1+1±1,b1+r). We laten 
de details aan de lezer . 
De volgende stelling geeft een andere manier om een NAF voor x te be-
rekenen: 
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(10 .3.3) STELLING. Zij x E zz, x ~ o. Schrijf (r+l).x en x in het r-tallig 
steZseZ: 





x= l b.rj j •O J 
met aj,bj E {0,1, •.. ,r-1} voor alle j, en aj = bj = O voor j groot 
genceg. Dan !J)()rdt de NAP van x gegeven door 
Defini~ren we de graa.d gr(x) van een geheel getal x door 
gr(O) = - 1 
gr(x) = max{i lci # O}, x I 0, 
als (10.3.1) een NAF voor x is, dan kan men eenvoudig bewijzen: 
(10.3.4) STELLING. Zij k 
€ ZZ:, k ~ '- 1, en x 
€ zz: . Dan geZdt 
k+2 
gr(x) s k .... lx l < rr+l 0 
Vervolgens beschouwen we de analoge stellingen voor het modulaire ge-
wicht wm' met m • rn - 1, n ~ 2. 
we noemen een representatie 
(10.3.5) x -
met c1 E ZZ, I c1 I < r een CNAF C= cyclische NAF) voor x modulo m, als 
(ci+l'ci) toegelaten is voor i = 0,1 , ..• ,n - l; hier is en= c0 . 
(10 . 3.6) STELLING. EZk geheeZ getaZ x heeft een CNAF modulo m; deze CNAF 
is uniek behaZve als 
(r+l)x - 0 ~ x mod m 
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in weZk gevaZ er twee CNAFs voor x modulo m zijn. Is (10 . 3.SJ een 
CNAF voor x modulo m, dan geZdt 
wm(x) = lfil 0 s i < n, c1 i O}I. 0 
(10.3.7) STELLING. AZs (r+l)x _ O t x mod m, dan geZdt wm(x) 
aZs 
n _ O mod 2 en x - ± r:l mod. m, 
1 
in weZk gevaZ geZdt wm(x) - 2n· 0 
n, behaZve 
We verwijzen naa.r CLARK & LIANG (1974) voor meer over CNAF's o.a. voor 
een algoritme om een CNAF van een geheel getal te bepalen . 
Stelling (10.3 . 4) impliceert gemakkelijk: 
(10.3 . 8) STELLING. Een geheeZ getaZ x heeft een CNAF (10.3.5) met cn-l O 
dan en sZechts dan aZs er een y £ :zz is met 
x - y(mod. m), jyj s __!!!.._ r+l 0 
Beeft x een CNAF (10 . 3.5), dan wordt een CNAF voor rx gegeven door 
n-1 ~ i 
rx - l . ci_1r (mod m) (indices modulo n). icO 
Uit stelling (10.3 . 6) volgt dus 
(10.3.9) 
het~een ook di rect in te zien is. 
Op dezelfde wiJze zie t men dat de kopcoefficient c~-l van de CNAF van 
rj . x gelijk i s aa.n de n-1-j-de coAfficient c 1 . van de CNAF van x (aan-n- -J 
genomen dat deze CNAF uniek is). Bet al of niet nul zijn van cn-l-j kan men 
dus bepalen door (10.3.B) op rj.x toe te passen, en men vindt: 
(10.3.10) STELLING. Voor x £ Z!; geZdt 
w Cxl c 1£jl o s j < n, en er is een y £ :zz, 
m 
~ < y s ~ met rjx - y mod. m}j. 0 
r+l r+l ' 
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10.4. MANDELBAUM-BARROWS CODES 
(10.4.1) STELLING. Zij c c Zl./ (rn-1) een cycUsche AN-code met voortbrenger 
A, en zij B = (rn-1)/A = lcl. Dan geZdt 
BEWIJS. Schrijf elke x € c in CNAF: 
n-1 . 
x; ( L ci r 1 mod (rn-1)), 
i•O ,x 
dan moeten we het aantal coeff icienten ongelijk aan nul van de matrix 
(ci >o~i< _ 1 c bepalen. ,X .;:t -n , X€ 
Neem voor de eenvoud aan dat elke x € c een unieke CNAF heeft. Dan bevat elke 
kolom van de matrix (ci,x) evenveel nullen, w1!9ens het cyclische karakter 
van de code . Dus het gevraagde aantal is 
n. I {x £ c I c n-1 t x '# 0} I . 
Bezit x een unieke CNAF, dan is wegens (10.3.8) de kopcoefficiez1t cn-l,x 
hiervan onge1-ijk aan nul dan en slechts dan als er een y € Zl. is met 
n m mr 
x (y mod r -1), r+f < Y S r+l • 
Schrijven we x (AN mod rn-1 ), 0 s N < B, dan betekent dit 
Br B Bet aantal van zulke N is kennelijk Lr+lj - Lr+lJ 
Bet geval dat C een element met twee CNAFs bevat vereist enige extra 
zorg, die aan de lezer toevertrouwd kan worden. 0 
De uitdrukking in (10.4.1) is ongeveer gelijk aan 
I I r-1 n. c. --1 . r+ 
Vergelijk hiermee het analoge resultaat voor cyclische codes over GF(q): 
is C zo'n code, met woordlengte n, dan 
II ~ n. c . q (w8 c Hamming-gewicht) . 
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De volgende stelling beschrijft de gegeneraliseerde Mandelbaum-Barrows 
codP-s, ziP- Ml>.SSBY ~ GARCIA (1972) voor referenties voor het bi.naire geval. 
Een code heet equidistant als dlD(x,x'l = dm{y,y') voor alle x,x',y,y ' 
E C, X </- X 1 1 y '/< y 1 • 
(10.4.2) STELLING. Zij B een proiemgetal d.at r niet deelt, met de eigenschap 
dat {ZZ/B?L) * won:lt voo?>tgebroacht door' de roestkZ.assen van r en -1. 
Zij n een positief geheeZ. getaZ met rn = 1 mod B, en Zaat A = 
= {rn-ll/B. Dan is de codec c 'D./ (rn-1) voorotgebI'acht door- A equi-
distant met af stand 
n rB 
B-1 ( Lr+lj 
B 
- lr+lj ). 
BEWIJS. Zij x e c, x # O willekeurig; dan geldt x =(AN mod rn-1) , met 
N 1 0 mod B. De aannamen van de Stelling impliceren dat N - ± rj mod B voor 
zekere j, dus w (x) = w (±rjA) • w {A) {wegens (10.3 . 9)). Hieruit blijkt 
m m m 
dat alle elementen van c ongelijk nul hetzelfde modulaire gewicht hebben, 
dus C is equidistant . De afstand berekenen we met (10 . 4.1): 
wm(A) • B:l l 
xeC, 
0 
We merken op dat de woordlengte n in (10. 4. 2) ten minste B;l is; dit 
is nogal groot ten opzichte van het aantal codewoorden, nl. B. Voor de 
praktijk lijken de Mandelbaum-Barrows codes dan ook niet belangrijk. 
De Mandelbaum-Barrows codes corresponderen met de "maximum- length" 
codes over eindige lichamen . Dit zijn cyclische codes met woordlengte qk-1 
waarvan het check polynoom h(x) een primitief irreducibel polynoom van 
graad k is (primitief betekent dat de nulpunten van h(x) multiplicatieve 
k k-1 
orde q -1 hebben). Deze codes zijn equidistant met afstand {q-1) . q • 
(Zie § 5.2). 
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Er bestaan generalisaties van ( 10. 4. 2) voor het geval B een natuu.rlijk 
getal, relatief priem met r, is, met de eigenschap dat de groep van eenheden 
(2Z/B2Z) * van de ring :IZ/BZ!: wordt voortgebracht door (r mod B) en (-1 mod B). 
In dit geval hoeft de verkregen AN-code C niet equidistant te zijn, maar 
wel is het zo dat het modulaire gewicht van een codewoord alleen van zijn 
orde in de groep C (!!I :IZ/B7L) afhangt. Door ( 10. 4. 1 ) op subcodes van C toe 
te passen kan men dan met Moebius-inversie de gewichtsenumerator van C op-
stellen; vergelijk TSAO-WU & CHANG (1969) voor het binaire geval . Voor deze 
codes geldt hetzelide als voor de Mandelbaum-Barrows Codes: een grote 
woordlengte en slechts weinig codewoorden. 
Tenslotte noemen we een methode waarmee men de gewichten van een ge-
geven cyclische AN-code C c 'lZ/ (r0 -1) kan bepalen. Zij A de voortbrenger, 
en AB = rn - 1 = m. Met B geven we de ondergroep van (2Z/B7L)* aan die wordt 
voortgebracht door de restklassen van r en -1. De groep H werkt op 2Z/B7L 
door vermenigvuldiging; voor N e 2Z geven we de baan van (N mod B) onder H 
met H.N aan: 
B.N {± rj N mod sl j • 0,1 ,2, ... } c 2Z/B7L . 
(10 . 4.3) STELLING. Bet modu'laire gewicht wm(AN) hangt aUeen van de baan 
B.N af; er geZdt 
wm(AN) = n. I 
B Br I ~HN n {y mod B r+1 < y S. r+l} 
IHNI 
BEWIJS. Oit is in essentie een herformulering van (10.3.10). 0 
(10 . 4.4) VOORBEELD: r = 2, B = 109, n = 36. De groep B c (2Z/ 109 2Z) * heeft 
orde 36 , en 'ZZ./ 109 2Z valt onder H in vier banen uiteen : 
B.O , B.l, 8.3, H. 9. 
Doorsnijdt men deze banen met {y mod 1091 1 ~9 < y s. 2 ·~09} 
= {37 , 38, , 72} , dan vindt men 
0, {±38, ±41, ±43, ±45, ±46, ±54), 
{±40, ±48 , ±51, ~~2, ±53} , {±37, ±39 , ±42, ±44, ±47, ±49, ±50} , 
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dus de AN-code c c 'ZZ/ (236-1) voortgebracht door A = c236-1)/109 heeft .§en 
element met gewicht 0 Chet nul- element van C); 36 elementen met gewicht 12; 
36 elementen met gewicht 10; en 36 elementen met gewicht 14 . Er volgt 
dniin(C) = 10. Zie MASSEY & GARCIA (1972) § 3.6 voor meer voorbeelden. 
In SEGUIN (1973) v i ndt men een manier om uit (10.4. 3) een ondergrens 
voor d . (C) af te leiden. 
min 
1 0 . 5. CBEN-cBIEN-LIU CODES 
De reeds vaker vermelde analogie met cyclische codes over een eindig 
lichaam heeft de gedachte in het leven geroepen dat er een klasse AN-codes 
bestaat die correspondeert met de klasse der BCB- codes. Voor een inmiddels 
W"eerlegd vermoeden hierover zie men MASSEY & GARCIA (1972) § 3.7. 
De enige bekende klasse AN-codes die enigszins doet denken aan BCH-
codes wordt beschreven door de volgende stelling, die men voor r • 2 kan 
v inden bij CHEN, CHIEN & LIU (1974). 
(10 . 5.1) STELLING. Laten a en b twee onderUng ondeeZ.bare getaZ.Z.en <!!: 2 Zt.Jn. 
Dan heeft de eycZ.ische AN-code c c 'ZZ/ (rab-1 ) voortgebracht door 
minimwn-afstand geZ.ijk aan min {a,b} . 
Oat de minimumafstand van C ten hoogste min{a ,b} is blijkt uit de aan-
-wezigheid van de codewoor den (rab-1)/(ra-1) 
b-1 L ria en 
i=O 
a-1 jb I r 
j=O 
De andere ongelijkheid is minder evident. Beneden schetsen we een 
l::>ewijs voor het binaire geval, uitgaande van de onvolledige argumentatie van 
CHEN, CBIEN & LIU (1974) , § 4. Bet algemene geva1 laten we aan de lezer over, 
zie (10.6.3). 
De analogie met BCH- codes is als volgt. Is q een priemmacht, en zijn 
a, h twee onderling ondeelbare getallen <!!: 2 met (ab,q) = 1, dan heeft het 
polynoom 
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min {a,b} - 1 "opeenvolgende" nulpunten 
2 min{a,b} -1 a, a , ••• , ex 
waar a een primitieve ab-de eenheidswortel in een uitbreiding van GF(q) voor-
stelt. De BCE-<Jrens impliceert dan dat de code 
(g(x)) c GF(q)(x]/(xab-1) 
minim1.1111-a£stand ~ min{a,b} heeft. In feite is de minim1.1111-afstand geZijk aan 
b-1 




a-1 .b l XJ 
j=O 
We merken op dat de voorwaarde (ab,q) • 1 overbodig is: dit blijkt te vol-
gen uit de methode waarmee (10.5.1) bewezen wordt. 
BEWIJS van (10.5 .1) voor r = 2. Zij m .. 2ab-1, en y AN£ C, y ~ (0 mod m). 
we moeten bewijzen dat wm(y) ~ min{a,b}. 
Zetten we x = (2a-1).y = 2a.y-y, dan geldt wegens (10.3.9): 
(10 . 5.2) 2.wm (y). 
Verder x 
Dit betekent dat we, door de cijfers van een CNAF van x modulo m over b 
plaatsen op te schuiven, opnieuw een CNAF van x modul o m krijgen. Beef t x 
een unieke ~AF modulo m, dan kan dit alleen als deze CNAF periode b heeft: 
mod m, c1 • ci+b als 0 s i < ab-b. 
In het uitzonderlijke geval dat x twee CNAF ' s modulo m bezit blijkt deze 
periodiciteit voor beide te gelden. Dus 
153 
en dit is deelbaar door a . Als wm(x) ~ 2a, dan wm(y) ~a wegens (10.5.2), en 
we zijn klaar. Als w (x) = O, dan x : 0 mod m, dus 2ay: y mod m, en hier-
m 
uit volgt op analoge wijze dat wm(y) deelbaar is door b, dus inderdaad 
wm(y) ~ b ~ min{a,b} als wm(y) # 0. we concluderen dat we alleen blijven 
zitten met het geval wm(x) =a. 
Dan 
a-1 
X - E • l 2i+ib 
i =O 
voor een E £ {±1} en een i £ {0, 1, ... ,b-1}. Wegens x 
impliceert dit 
Verwisseling van a en b toont aan dat we ook mogen aannemen 
voor een n £ {±1} en een j £ {0,1 , •.. ,a-1}. Kies nu k £ {0,1, .•. ,ab-1} met 
k : -i mod b en k _ - j mod a, en vervang N door E· rk · N. Dit verandert wm(NA) 
niet, en we krijgen 
N - ± 1 mod (2a-1 ) . 
Wegens (2a-1,2b-1} = 1 blijven er voor N dan slechts 2 waarden over modulo 
(2a-1} (2b-l); en omdat (NA mod m) alleen afhangt van (N mod (2a-1) (2b-1)), 
zien we dat we nog slechts met twee codewoorden y te maken hebben. Bet eerste 
correspondeert met N = 1, en is de voortbrenger van de code : y =A. Het 
tweede noemen we A'; het is bepaald door 
(10 . 5.3) 
(10.5 . 4} 
We moeten bewijzen 
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ab-1 i ) (10.5 . 5) LEMMA. Stel x _ l £12 mod m, met £i € {0,1 , -1 voor alle i, en i=O 
£i = O voor ten minste een i, zodanig dat 
(10.5.6) er is geen i met £1 = £i+l ~ 0 
(indices modulo ab). Dan geldt 
BEWIJS (schets) : roteer x z6, dat £ab-l • 
volgens de algoritme gegeven na (10.3.2); 
mod m te leveren met de eigenschap c1 • 1 
Kies gehele getallen ). en µ met 
).a - 1 mod b, 
~ - 1 mod a, 
Eenvoudig bewijst men 
).a + µb = 1 + ab 
(10.5. 7) ). • µ :2: min{a,b}. 
Verder zetten we 
f 
(Xab_l) (X-1) 
(Xa-1) (Xb-1 ) 
(10.5.8) LEMMA. (a) Er geldt 
1 s ). :S b, 
1 s µ s a. 
O, en bereken de NAF van l £121 
dit blijkt een CN.?.F Ic.21 voor x 
:i. 
• c 1 ~ 0 of c 1_1 ~ O. 0 
A-1 µ-1 
xia+jb _ b-1 a-1 xia+jb-ab. f l l l l i•O j=O i=). j=µ 
(b) Als V {sa+tbls,t 
€ 2"::2:0), dan 
f (1-X) • l xv. 
V€V 
(c) f is een polynoom van de graad (a-l)(b-1 ), en de coefficienten van f 
die ongelijk aan nul zijn, zijn afwisselend +1 en -1. 
BEWIJS: overgelaten aan de lezer; de laatste bewering van (c) volgt uit 
(b). 0 
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Het bewijs van wm(A) ~ min{a,b} is nu niet lastig meer: we hebben A= 
f(2), en wc9cno (10.5.8) (c) 9coft dit een representatie van A waarop we 
lemma (10.5.5) kunnen toepassen. Met behulp van (10.5.8) (a) en (10.5.7) vin-
den we dan 
zoals verlangd. 
Om A' te kunnen behandelen voeren we een nieuwe notatie in. We zeggen 
dat een bxa-matrix (eij>Osi<b, OSj<a met gehele coefficienten ~en geheel 
getal x representeert als 
x -
b-1 a-1 \ \ 2ia+jb L l. eiJ. 
i•O j=O 
mod (2ab-1). 
Omdat elk geheel getal k modulo ab eenduidig te schrijven is als ia + jb, 
met O s i < b en O s j < a, kunnen we elke "gewone" ontwikkeling 
ab- 1 
x - I 
k=O 
k ab ek2 mod (2 - 1) in matrix-vorm brengen, en omgekeerd. Bet getal 
A= f(2) kunnen we wegens (10.5.S)(a) bijvoorbeeld representeren door de 
matrix 
0 } >. 
(10 . 5.9) 




(de "1" linksboven slaat hier op een ).xµ-matrix vol met enen, etc. ) . De 
congruentie 2 : 2>.a+µb mod (2ab-1) toont dat het "cyclisch opschuiven" van 
een schrijfwijze Lek2ker in matrix-notatie op neerkomt dat de rijen over een 
verticale afstand ). cyclisch worden opgeschoven , en de kolommen over een 
horizontale afstand µ . Bovenstaand voorbeeld geeft dan 
0 1 0 2.\-b 
-1 0 -1 
0 1 0 b-.\ 
µ µ a-2µ 
We zien dat deze matrix en matrix (10.5.9) op geen enkele plaats dezelfde 
coefficient ~ 0 hebben staan. Dit bewijst opnieuw dat de representatie 
(10.5.9) voor A voldoet aan conditie (10.5.6) van lemma (10.5.5). Ter recht-
vaardiging van het plaatje merken we op dat we zonder verlies van algemeen-
heid mogen aannemen 
). > ! b, µ ~ ! a, 
zoals de lezer eenvoudig nagaat . 
Bet blijkt dat deze techniek zich ook laat toepassen op A'. We kunnen 
A' laten representeren door 
0 
(10.5.10) 
-1 0 b-). 
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rmmers, trekken we deze matrix af van (10 . 5.9), dan vinden we een matrix 
waarvan alle rijen gelijk zijn, en die dus een getal representeert dat deel-
baar is door (2ab-1)/(2a-1), in overeenstemming met (10.5.3). Evenzo contro-
leert men (10.5.4) door beide matrices op te tellen. 
De bovenbeschreven cyclische opschuiving geeft ons de volgende re-
presentatie voor 2 .A' : 
1 0 1 2>.-b 
(10.5.11) 0 -1 0 b- >. 
1 0 1 b->. 
ll µ a-211 
De 1 rechtsboven laat evenwel zien, dat (ingeval µ<!al de representatie 
(10.5.10) niet aan conditie (10.5.6) voldoet. Trekken we (10.5.10) af van 
(10.5.11) dan krijgen we de matrix 
1 -1 0 
0 -2 -1 
2 0 1 
die het getal 2A'-A' =A ' representeert. De 2 linksonder valt gelukkiger-
wijze weg tegen de helft van de -2 in het midden, dus A' wordt ook gere-
presenteerd door 
1 -1 0 
. (10.5.12) 0 -1 -1 
0 0 1 
tatie voor A' inderdaad aan (10.5.6) voldoet. Passen we dus (10.5.5) toe 
Een ogenblik staren op deze matrix voert tot het inzicht dat deze represen-
tatie voor A' inderdaad aan (10.5.6) voldoet. Passen we dus (10.5.5) toe 
(met x =-A') dan vinden we dat wm(A') ten minste gelijk is aan het aantal 
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c~fficii!nten -1 in (10.5.12), en dat is <!: >. · 11 ~ min{a,b}, wegens 
(10.5. 7). 0 
10.6. OPGAVEN 
(10.6.1) Bewijs dat 
min{w(AN) I N € 2Z, N f. O} S 2 
voor alle A € :zz;. 
(10.6.2) Generaliseer de resultaten van §§ 10.2 t/m 10.4 voor het nega-
cyclische geval. 
(10.6.J) Voer het bewijs van (10.5.1) door voor r > 2. 
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