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Abstract
The paper describes an application of Ag-
gregating Algorithm to the problem of re-
gression. It generalizes earlier results con-
cerned with plain linear regression to kernel
techniques and presents an on-line algorithm
which performs nearly as well as any oblivi-
ous kernel predictor. The paper contains the
derivation of an estimate on the performance
of this algorithm. The estimate is then used
to derive an application of the Complexity
Approximation Principle to kernel methods.
1 INTRODUCTION
Papers [Vov90] and [VW98] introduce a technique
called Aggregating Algorithm. This method applies
to on-line learning settings. In the on-line model, a
learner observes elements of a sequence one by one
(some side information or signals may also be avail-
able) and, on each step, tries to predict the next yet
unseen element. As the guesses differ from actual out-
comes, the learner suffers loss, which accumulates over
the iterations.
Suppose that there are other learners (‘experts’) per-
forming along with ours and suppose that the predic-
tions output by the experts are available to the learner
before it produces its own. The problem of prediction
with expert advice (see [CBFH+97, LW94]) is to pre-
dict little worse than any of the experts, i.e., to suffer
the overall loss which is not much bigger than the loss
of the best expert. Aggregating Algorithm is a method
of merging experts’ predictions in such a way as to pro-
vide a solution (which is optimal in some sense) for a
wide range of problems of this type.
Aggregating Algorithm is not restricted to finite or
even countable pools of experts and it can be applied
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to some class of prediction strategies, e.g., to all im-
plementations of a given algorithm with different val-
ues of parameters. In [Vov98], Aggregating Algorithm
is used to merge all linear functions which map the
set of signals into the set of outcomes. By using the
resulting strategy, which is called Aggregating Algo-
rithm Regression or AAR, the learner performs nearly
as well as it would do by sticking to any linear regres-
sion function. AAR is described in Subsect. 2.2.
However the applicability of the results from [Vov98] is
limited since the paper considers only the simple linear
regression. Linear regression is only able to determine
the simplest dependencies in data. A more versatile
tool is provided by kernel techniques. This paper gen-
eralizes the algorithm and the results from [Vov98] to
classes of kernel strategies. It turns out to be possi-
ble to reduce AAR to a form that does not refer to
the signal vectors except in scalar products; then the
scalar products can be replaced by a kernel function.
This is a widespread procedure sometimes referred to
as the ‘kernel trick’ (see [SS02]). By applying this
method, we derive the algorithm ‘Kernel Aggregating
Algorithm Regression’ (KAAR) in Subsect. 3.1.
The main technical result of this paper is the bound on
the performance of KAAR derived in Subsect. 3.2. The
bound from [Vov98] is usually vacuous in the kernel
setting since it includes a matrix of the same dimension
as the space of signals (‘feature space’). To obtain a
result applicable in the kernel setting that bound is
modified using a lemma from linear algebra.
Paper [Vov98] observes similarities between AAR and
Ridge Regression; we discuss this matter in Sub-
sect. 3.3.
In Sect. 4 we discuss how the bound obtained in this
paper can be applied to implement the Complexity
Approximation Principle introduced in [VG99]. This
principle is an approach to model selection problem
based on predictive complexity and generalizing the
well-known Minimum Description Length principle.
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2 PRELIMINARIES
2.1 Protocol
We consider the following on-line protocol. At each
moment t = 1, 2, . . ., the value of a signal xt ∈ X
arrives. A prediction strategy A observes xt and then
outputs a prediction γt ∈ R. Finally, the outcome
yt ∈ [−Y, Y ] arrives. This can be summarized in the
following scheme:
Protocol 1.
FOR t = 1, 2, . . .
A reads xt ∈ X;
A outputs γt ∈ R;
A reads yt ∈ [−Y, Y ];
END FOR
The set X is a signal space, which is assumed to be
known to the strategy in advance. The bound Y is a
positive number and we do not make any assumptions
on whether the strategy knows it. We will discuss this
matter later.
The performance of A is measured by the sum of
squared discrepancies between the predictions and the
outcomes. We say that on trial t the strategy A suffers
loss (yt − γt)2. The losses incurred over several trials
sum up to the overall loss. Thus after T trials, the
total loss of A is
LossA ((x1, y1), (x2, y2), . . . , (xT , yT ))
=
T∑
t=1
(yt − γt)
2 .
Informally, the goal of A is to learn the dependency
between xs and ys ‘on the fly’. While studying, A
can make incorrect assumptions on the nature of the
dependency and thus suffers loss.
2.2 Linear predictors
An important case of X = Rn is considered in
[Vov01a]. That paper suggests the algorithm AAR
(‘Aggregating Algorithm Regression’). AAR receives
a positive parameter a and the dimension n and oper-
ates as follows:
Protocol 2 (AAR).
A := aI;
b := 0;
FOR t = 1, 2, . . .
read xt;
A := A + xtx
′
t;
output γt := b
′A−1xt;
read yt;
b := b + ytxt;
END FOR
Here A is an n × n real matrix and I is the n × n
unit matrix (note that in different contexts I denotes
matrices of different size; we do not include a reference
to the dimension). When speaking about a vector x ∈
Rn, we assume by default that it is a column vector;
this applies to xt in the description of the protocol as
well as to b ∈ Rn. By M ′ we denote the transpose of
a matrix M .
Note that the inversion of A can be performed for any
positive a. Indeed, on trial T we have A = AT =
aI +
∑T
t=1 xtx
′
t. The sum
∑T
t=1 xtx
′
t is a symmetric
and positive semidefinite matrix while the addition of
aI makes the sum AT positive definite.
The main property of AAR is that it performs little
worse than any oblivious linear predictor. By the latter
we mean a strategy that predicts θ′xt on every trial t,
where θ ∈ Rn is some fixed vector. The set of all
oblivious linear predictors may be identified with Rn.
Proposition 1 ([Vov01a]). For every positive inte-
ger n, every sequence
S = ((x1, y1), (x2, y2), . . . , (xT , yT ))
∈ (Rn × [−Y, Y ])∗ ,
and every a > 0, the estimate
LossAAR(S) ≤ inf
θ∈Rn
(
Lossθ(S) + a‖θ‖
2
)
+ Y 2 ln det
(
I +
1
a
T∑
t=1
xtx
′
t
)
(1)
holds.
By ‖θ‖ we denote the quadratic norm
√
θ′θ of a vector
θ and P ∗ denotes the set of all finite strings of elements
from a set P (i.e., P ∗ =
⋃
∞
n=1 P
n).
2.3 Kernel methods
A kernel on a set X is a function K : X2 → R which
is symmetrical and positive semidefinite, i.e.,
(i) for every x1, x2 ∈ X , we have K(x1, x2) =
K(x2, x1) and
(ii) for every positive integer t and every sequence
x1, x2, . . . , xt ∈ X , the matrix K = (K(xi, xj))i,j
(i, j = 1, 2, . . . , t) is positive semidefinite.
The kernels can be characterized in the following way
(see [Aro50, Wah90]).
Proposition 2. Suppose that a function K is defined
on X2. Then K is a kernel if and only if there exists
a Hilbert space H with a scalar product 〈·, ·〉 and a
mapping F : X → H such that for every x1, x2 ∈ X
the equality K(x1, x2) = 〈F (x1), F (x2)〉 holds.
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In this paper we need a slightly elaborated version of
this. It is essential for us to obtain a separable Hilbert
space, i.e., a Hilbert space isomorphic to l2. Let us
give the following definition.
Definition 1. A kernel K on a space X is separably
implementable if there is a separable Hilbert space H
with a scalar product 〈·, ·〉 and a mapping F : X → H
such that for every x1, x2 ∈ X the equality K(x1, x2) =
〈F (x1), F (x2)〉 holds.
By slightly modifying the proof from [Wah90], one may
obtain the following sufficient condition.
Proposition 3 ([Kre63]). If a kernel K : X×X → R
is defined over a separable topological space X, contin-
uous in each of its variables, and K(x, x) is continuous
as a function of one variable, then the kernel is sepa-
rably implementable.
3 KERNEL PREDICTORS
3.1 The kernel version of AAR
The protocol for AAR may be rewritten in a form that
only includes xt in mutual scalar products:
Lemma 1. On trial t, AAR makes a prediction γt =
Y˜ ′(aI + K˜)−1k˜(x), where Y˜ = (y1, y2, . . . , yt−1, 0)′ ∈
Rt is the vector of outcomes appended by zero, k˜(xt) =(
x′1xt, x
′
2xt, . . . , x
′
t−1xt, x
′
txt
)′
∈ Rt, and K˜ is the t× t
matrix of scalar products (x′ixj)i,j (i, j = 1, 2, . . . , t).
Proof. Let M be the matrix consisting of column vec-
tors x1, x2, . . . , xt, i.e., M = (x1, x2, . . . , xt). On trial
t, AAR outputs the prediction γt = b
′A−1xt, where
b = bt =
∑t−1
i=1 yixi = M Y˜ and A = At =
∑t
i=1 xix
′
i =
MM ′. One can see that K˜ = M ′M and k˜(xt) = Mxt
so it suffices to prove that
Y˜ ′M ′(aI + MM ′)−1xt = Y˜
′(aI + M ′M)−1M ′xt
or M ′(aI +MM ′)−1 = (aI + M ′M)−1M ′. Since both
the matrixes aI+MM ′ and aI+M ′M are positive def-
inite and thus nonsingular, the last equality is equiva-
lent to (aI+M ′M)M ′ = M ′(aI+MM ′), which follows
from the distributivity of matrix multiplication.
This lemma motivates the extension of AAR to a wider
class of signal spaces. Suppose we are given an arbi-
trary signal space X with a kernel K on it. Let us
define the algorithm KAAR (’Kernel Aggregating Al-
gorithm Regression’). It accepts a positive real param-
eter a and works according to the following protocol.
Protocol 3 (KAAR).
FOR t = 1, 2, . . .
read xt;
Y˜ := (y1, y2, . . . , yt−1, 0)′;
k˜(xt) :=
(
K(x1, xt),K(x2, xt), . . . ,
K(xt−1, xt),K(xt, xt)
)′
;
K˜ := (K(xi, xj))i,j, i, j = 1, 2, . . . , t;
output γt := Y˜ ′(aI + K˜)−1k˜(x);
read yt;
END FOR.
3.2 Upper bound
Like AAR, KAAR has an optimality property. KAAR
performs little worse than any oblivious kernel predic-
tor. An oblivious kernel predictor is a linear combi-
nation of functions of the form K(x, ·) or, formally, a
strategy which is defined by a finite sequence of pairs
S = ((c1, z1), (c2, z2), . . . , (cn, zn)) ∈ (R×X)
∗ (2)
and predicts c1K(z1, xt)+c2K(z2, xt)+. . .+cnK(zn, xt)
on every signal xt ∈ X . Obviously,
LossS ((x1, y1), (x2, y2), . . . , (xT , yT ))
=
T∑
t=1
(
n∑
i=1
ciK(zi, xt)− yt
)2
.
The following theorem generalizes Proposition 1. Note
that the proof of Proposition 1 given in [Vov01a] can-
not be repeated directly since it involved the evalua-
tion of an integral over the signal space X = Rn.
Theorem 1. Let K be a separably implementable ker-
nel on a space X. Then for every a > 0 and every
sequence
S = ((x1, y1), (x2, y2), . . . , (xT , yT ))
∈ (X × [−Y, Y ])∗ ,
the estimate
LossKAAR(S)
≤ inf
S=((c1,z1),...,(cn,zn))∈(R×X)
∗
(
LossS(S)
+ a
n∑
i,j=1
cicjK(zi, zj)
)
+ Y 2 ln det
(
I +
1
a
K˜
)
(3)
holds, where K˜ is the T × T matrix (K(xp, xr))p,r,
p, r = 1, 2, . . . , T .
Proof. We start with the special case X = Rm and
K(z1, z2) = z′1z2 for every z1, z2 ∈ X . In this case,
(3) follows directly from (1). Indeed, a kernel pre-
dictor S = ((c1, z1), (c2, z2), . . . , (cn, zn)) reduces to
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the linear predictor θ =
∑n
i=1 cizi and the term∑n
i,j=1 cicjK(zi, zj) equals the squared quadratic norm
of θ. It remains to show that
det
(
I +
1
a
K˜
)
= det
(
I +
1
a
T∑
t=1
xtx
′
t
)
.
This follows from the lemma below. This lemma
follows from the formulas of Schur and sometimes
is attributed to Sylvester (see the survey [HS81]).
The lemma may also be derived using the LU-
decomposition. A short self-contained derivation of
the lemma is given in Appendix A.
Lemma 2. For every matrix M the equality
det(I + M ′M) = det(I + MM ′)
holds.
The general case can be obtained by using finite-
dimensional approximations. Without loss of gen-
erality, we may assume that there is F : X → l2
such that for every z1, z2 ∈ X we have K(z1, z2) =
〈F (z1), F (z2)〉, where 〈α, β〉 =
∑
∞
i=1 αiβi is the scalar
product of α = (α1, α2, . . .), β = (β1, β2, . . .) ∈ l2 =
{α = (α1, α2, . . .) |
∑
∞
i=1 α
2
i converges }.
Let us consider the sequence on subspaces R1 ⊆ R2 ⊆
. . . ⊆ l2, where Rs = {α = (α1, α2, . . .) | ∀v > s :
αv = 0} ⊆ l2. The set Rs may be identified with Rs.
Let ps : l2 → Rs be the projection ps((α1, α2, . . .)) =
(α1, α2, . . . , αs, 0, 0, . . .), Fs : X → Rs be Fs = ps(F ),
and Ks be given by Ks(z1, z2) = 〈Fs(z1), Fs(z2)〉,
where z1, z2 ∈ X .
Inequality (3) holds for Ks since Rs has a finite dimen-
sion. If (3) is violated, then its counterpart with some
large s is violated too and this observation completes
the proof.
3.3 Comparison with Ridge Regression
The formulae from Protocol 3 are apparently reminis-
cent of Ridge Regression and indeed there are parallels.
Ridge Regression (RR) works as follows. Suppose
we are given pairs (x1, y2), (x2, y2), . . . , (xt−1, yt−1)
and the goal is to predict the outcome for the sig-
nal xt. If we are given a kernel K and a param-
eter (called ridge) a > 0, RR suggests predicting
rt = Y ′(aI +K)−1k(xt), where Y = (y1, y2, . . . , yt−1)′,
k(xt) = (K(x1, xt),K(x2, xt), . . . ,K(xt−1, xt))
′
, and
K = (K(xi, xj))i,j , i, j = 1, 2, . . . , (t − 1). For a more
detailed treatment of RR, refer to [CST00] or [SGV98].
It was observed in [Vov01a] that the prediction of AAR
on a signal xt corresponds to the prediction of RR
(with the scalar product as the kernel) which has re-
ceived the same pairs of signals and outcomes and
an additional pair (xt, 0). The same remains true for
KAAR with an arbitrary kernel.
Paper [Vov01a] also mentions the following relation
between AAR and Ridge Regression. Suppose that
rT is the prediction output by Ridge Regression on
the training set (x1, y1), (x2, y2), . . . , (xT−1, yT−1) and
input xT , while γT is the prediction output by KAAR
on trial T after getting the same sequence of signals
and outcomes. Then rT and γt satisfy the equality
γt =
rT
1 + x′T A
−1
T−1xt
, (4)
where AT−1 = aI +
∑T−1
t=1 xtx
′
t.
In the kernel case the dependency between KAAR and
RR is given by the following formulae. If γt is as in
Protocol 3, and rt, K, and k are as above, then
γt =
aY ′(K + aI)−1k(xt)
K(xt, xt) + a− (k(xt))′(K + aI)−1k(xt)
(5)
=
art
K(xt, xt) + a− (k(xt))′(K + aI)−1k(xt)
. (6)
This representation follows from the formulae for
inverting a partitioned matrix (see [PTVF94], Sec-
tion 2.7) applied to K˜; more details may be found
in Appendix B.
4 COMPLEXITY
APPROXIMATION
Complexity Approximation Principle (CAP) was first
introduced in [VG99]. CAP is an approach to the
model selection problem. It deals with the follow-
ing problem. Suppose that we are given a sequence
S = ((x1, y1), (x2, y2), . . . , (xT , yT )) ∈ (X × [−Y, Y ])∗
and a pool of prediction strategies (the strategies may
be oblivious, i.e., just mappings X → [−Y, Y ]). We
know how each of the strategies behaves on S. The
task is to choose one strategy to use “in the future”,
i.e., a strategy that describes the data best.
We are interested in the squared discrepancy in this
paper. One possible solution is to choose the least
squares estimate, i.e., to minimize the value LossA(S)
over A. However this may lead to overfitting.
The situation is very similar to that with model selec-
tion in statistics. Least squares is the direct counter-
part of maximum likelihood. One of the ways of com-
bating overfitting problem in statistical modeling is
to use the Minimum Description Length (MDL) prin-
ciple, which suggests balancing “goodness-of-fit” of a
hypothesis against its Kolmogorov complexity. CAP,
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suggested in [VG99], is a way of extending MDL to a
wider range of situations including the case of squared
discrepancy. CAP relies on the concept of predictive
complexity.
4.1 Predictive Complexity
Consider a sequence of signals and outcomes S =
((x1, y1), (x2, y2), . . . , (xT , yT )). One may want to de-
fine predictive complexity of a sequence as the loss of
an optimal prediction strategy. Unfortunately, there
is no such thing as a prediction strategy optimal in
some natural sense; a simple diagonalization argument
shows that every strategy is greatly outperformed by
some other strategy on some sequence. However this
obstacle can be avoided. Let us extend the class of pre-
diction strategies to include certain quasi-strategies.
We say that L : (X× [−Y, Y ])∗ → [0,∞] is a superloss
process if
• L(Λ) = 0, where Λ is the empty string;
• for every sequence
((x1, y1), (x2, y2), . . . , (xT , yT )) ∈ (X × [−Y, Y ])
∗
and every xT+1 ∈ X there is γ ∈ R such that the
inequality
L ((x1, y1), (x2, y2), . . . , (xT , yT ), (xT+1, y))
≥ L ((x1, y1), (x2, y2), . . . , (xT , yT )) + (y − γ)
2
holds for every y ∈ [−Y, Y ];
• L is semicomputable from above, i.e., there is
a computable sequence of computable functions
Li(X × [−Y, Y ])∗, i = 1, 2, . . ., such that for
every S ∈ (X × [−Y, Y ])∗ we have L(S) =
inf i=1,2,... Li(S).
Note that for every computable prediction strategy A
its loss LossA is a superloss process.
A superloss process L is called universal if it
is the smallest up to an additive constant, i.e.,
if for every other superloss process L′ there is
a constant C > 0 such that for every S =
((x1, y1), (x2, y2), . . . , (xT , yT )) ∈ (X × [−Y, Y ])∗ the
inequality L(S) ≤ L′(S)+C holds. We may pick a uni-
versal superloss process and call it predictive complex-
ity KPX,Y . For every computable prediction strategy
A there is a constant C > 0 such that the inequality
KPX,Y (S) ≤ LossA(S) + C
holds for all S ∈ (X × [−Y, Y ])∗.
It can be shown (see, e.g., [Vov01b]) that there ex-
ists (square loss) predictive complexity KPX,Y (note
that it depends on X and Y ). In fact, there is a gen-
eral theory of relations between loss functions (we use
the square loss (y − γ)2) and predictive complexity;
see [VW98] for more details. It can be shown that
the concept predictive complexity is a generalization
of Kolmogorov complexity; the square-loss complex-
ity we are considering is an alternative to Kolmogorov
complexity applicable to the case of square loss.
4.2 Complexity Approximation Principle
Let us fix a space of signals X and a bound Y > 0
and let KP = KPX,Y . It can be shown (see [VG99])
that there is a constant C > 0 such that for ev-
ery prediction strategy A and every sequence S =
((x1, y1), (x2, y2), . . . , (xT , yT )) ∈ (X × [−Y, Y ])∗ we
have
KP(S) ≤ LossA(S) + 2Y
2 ln 2K(A) + C , (7)
where K stands for prefix complexity (see [LV97] for a
definition).
We can now formulate the Complexity Approximation
Principle.
CAP: Choose the prediction strategy that provides the
best upper bound on the predictive complexity.
Note that the right-hand side of (7) is only a special
case of CAP. Any bound on predictive complexity can
be used. Moreover, CAP can be applied to loss func-
tions other than the square loss (y − γ)2. The appli-
cation of CAP to so called logarithmic loss gives the
standard MDL, so CAP is really a generalization of
MDL (see [VG99]).
4.3 Complexity Approximation for Kernel
Methods
AAR is a computable strategy and therefore its
loss provides an upper bound to KP , namely,
there is C > 0 such that for every S =
((x1, y1), (x2, y2), . . . , (xT , yT )) ∈ (X × [−Y, Y ])∗ we
have
KP(S) ≤ LossAAR(S) + C
≤ inf
θ∈Rn
(
Lossθ(S) + a‖θ‖
2
)
+ Y 2 ln det
(
I +
1
a
T∑
t=1
xtx
′
t
)
+ C . (8)
Let us apply CAP to this estimate in order to choose
θ. CAP suggests choosing θ minimizing the sum
Lossθ(S)+a‖θ‖2; we thus come to the conclusion that
Ridge Regression is a CAP method. Note that here
we speak about Ridge Regression as a batch method;
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θ can only be obtained when all examples are available,
i.e., in batch settings.
Theorem 1 generalizes this estimate and this con-
clusion to the case of an arbitrary (separably imple-
mentable and computable) kernel.
Suppose that we have a family of kernels Km pa-
rameterized by m = 1, 2, . . ., e.g., polynomial kernels
Km(x1, x1) = (1+x′1x2)
m, and we must choose m. Let
Am be the prediction strategy implementing KAAR
with the kernel Km. Applying (7) yields
KP(S) ≤ min
m=1,2,...
(LossAm(S) + K(m)) + C
≤ min
m=1,2,...
(
inf
S=((c1,z1),...,(cn,zn))∈(R×X)
∗
(
LossS(S)
+ a
n∑
i,j=1
cicjKm(zi, zj)
)
+ Y 2 ln det
(
I +
1
a
K˜m
)
+ (2Y 2 ln 2)K(m)
)
+ C ,
where K˜m is the T × T matrix (Km(xp, xr))p,r,
p, r = 1, 2, . . . , T . Let us minimize this expression
over S and over m separately. Minimization over
S yields Ridge Regression; let LossRR,m(S) be the
loss of Ridge Regression with Km on S (recall the
note above about batch settings). Let us use the
bound K(m) ≤ log2 m + 2 log2 log2 m + C on pre-
fix complexity. Thus to obtain m we should mini-
mize the sum LossRR,m(S) + Y
2 ln det

I + 1
a
K˜m

+
(2Y 2 ln 2)(log2 m + 2 log2 log2 m).
The first term represents “goodness-of-fit” and it prob-
ably decreases as m increases. The other terms balance
this and we get a trade-off as a result.
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Appendix A: Proof of Lemma 2
Suppose than M is an n×m matrix. Thus I + MM ′
and I + M ′M are n × n and m × m matrixes, re-
spectively. Without restricting the generality, we may
assume that n ≥ m (otherwise we swap M and M ′).
Let columns of M be m vectors x1, . . . , xm ∈ Rn.
We have MM ′ =
∑n
i=1 xix
′
i. Let us see how the oper-
ator MM ′ acts on a vector x ∈ Rn. By associativity,
xix
′
ix = (x
′
ix)xi, where x
′
ix is a scalar. Therefore, if
U is the span of x1, x2, . . . , xn, then MM
′(Rn) ⊆ U
and (I + MM ′)(Rn) ⊆ U too. On the other hand, if x
is orthogonal to xi, then xix
′
ix = (x
′
ix)xi = 0. Hence
MM ′(U⊥) = 0, where U⊥ is the orthogonal comple-
ment to U w.r.t. Rn. Consequently, (I + MM ′)|U⊥ =
I (by A|V we denote the restriction of an operator A
to a subspace V ).
One can see that both U and U⊥ are invariant sub-
spaces of I + MM ′. If we choose bases in U and in
U⊥ and then concatenate them, we get a basis of Rn;
in this basis the matrix of I + MM ′ has the form(
A 0
0 I
)
,
where A is the matrix of (I + MM ′)|U . It remains to
evaluate det(A).
First let us consider the case of linearly independent
x1, x2, . . . , xm. They form a basis of U and we may
use it to calculate the determinant of the operator
(I + MM ′)|U . However,
(I + MM ′)xi = xi +
m∑
j=1
(x′jxi)xj
and thus the matrix of the operator (I + MM ′)|U in
the basis x1, x2, . . . , xm is I + M
′M .
The case of linearly dependent x1, x2, . . . , xm follows
by continuity. Indeed, m vectors in an n-dimensional
space with n ≥ m may be approximated by m in-
dependent vectors to any degree of precision and the
determinant is a continuous function of the elements
of a matrix.
Appendix B: Inverting a Partitioned
Matrix
If a matrix M is partitioned into
M =
(
P Q
R S
)
,
where P and Q are square matrixes, and M−1 is par-
titioned in the same way into
M−1 =
(
P̂ Q̂
R̂ Ŝ
)
,
then
P̂ = P−1 + P−1Q
(
S −RP−1Q
)−1
RP−1,
Q̂ = −P−1Q
(
S −RP−1Q
)−1
,
R̂ = −
(
S −RP−1Q
)−1
RP−1,
and
Ŝ =
(
S −RP−1Q
)−1
RP−1 ,
provided all the inversions are possible (the formulae
may be checked by direct calculation). To obtain (5),
we apply these formulae to the T × T matrix K˜ from
Protocol 3. We partition it in such a way as to obtain
the (T−1)×(T −1) matrix K in the upper left corner.
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