Intraoperative vision-based instrument tracking and localisation for endovascular procedures by Vandini, Alessandro
Imperial College London
Department of Computing
Intraoperative Vision-based
Instrument Tracking and
Localisation for Endovascular
Procedures
Alessandro Vandini
The Hamlyn Centre for Robotic Surgery
Institute of Global Health Innovation
2016
Supervised by Professor Guang-Zhong Yang
Submitted in part fulfilment of the requirements for the degree of
Doctor of Philosophy in Computing of Imperial College London
and the Diploma of Imperial College London
1
Declaration
This thesis presents original work of the titled author.
That which is not is referenced accordingly.
The copyright of this thesis rests with the author and is made available
under a Creative Commons Attribution Non-Commercial No Derivatives
license. Researchers are free to copy, distribute or transmit the thesis on
the condition that they attribute it, that they do not use it for commercial
purposes and that they do not alter, transform or build upon it. For any
reuse or redistribution, researchers must make clear to others the licence
terms of this work.
2
Abstract
Endovascular procedures are increasingly performed with the benefits of
minimal invasiveness, short recovery time and hospital stay, as well as im-
proved patient safety. In addition, several robotic platforms have been re-
cently introduced to overcome the challenges of manually performed en-
dovascular procedures, by improving the tool stability and precision, as
well as minimising radiation exposure for the physician and patient. De-
spite these advances, endovascular procedures are usually performed under
2D image guidance provided by X-ray fluoroscopic images which lack depth
perception and soft tissue information. These limitations make challenging
and potentially dangerous the navigation of interventional tools through
complex anatomies.
This research aims to improve the physician’s perception during surgery
by tracking and localising interventional tools using vision-based approaches.
For this purpose, an algorithm that tracks interventional tools in fluoro-
scopic video sequences is proposed. The algorithm is based on robust fea-
tures termed SEGlets for segment-like features and their organisation in
tracking hypotheses. Furthermore, shape reconstruction of a medical con-
tinuum robot is achieved by fusing information extracted from intraopera-
tive images with the kinematics model of the robotic tool. In addition, a
3D vision-based catheter shape reconstruction and localisation algorithm is
proposed. The technique does not rely on kinematics modelling of the robot
but employs the robot’s shape prior and optimal positioning of the imaging
system. Finally, an algorithm that addresses simultaneously tracking and
shape estimation of a medical continuum robot using a Markov random field
framework is proposed. These two steps are usually treated independently
in the literature, despite their coupled relationship. Our joint framework,
however, proved to be more robust than independently achieving the track-
ing and shape reconstruction of the robot. Extensive evaluations of the
proposed techniques in phantom and surgical data have been performed
3
for demonstrating their potential clinical value towards safe navigation of
interventional tools during endovascular procedures.
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1. Introduction
In the last 25 years, endovascular procedures have been increasingly per-
formed with the benefits of minimal invasiveness, short recovery time and
hospital stay, as well as improved patient safety. This field has been ex-
panding rapidly in recent years, proposing alternative treatment solutions
for several pathologies within the vasculature system. This includes cerebral
and cardiac interventions (e.g. cardiac arrhythmia, coronary angioplasty
and transcatheter aortic valve implantation), endovascular aneurysms re-
pair, as well as aortic and peripheral vascular systems. In addition, several
research and commercial robotic platforms have been recently introduced
to overcome the challenges of manually performed endovascular procedures,
by improving stability and precision, and minimising radiation exposure to
the physician and patient. Furthermore, these robotic solutions represent a
concrete step towards the automation of surgical tasks. Autonomous robot-
assisted execution of frequent surgical tasks has, in fact, the potential to
reduce procedure time and fatique, as well as improving the precision and
stability of instrument motions.
Despite these advances, endovascular procedures are usually performed
under 2D image guidance provided by X-ray fluoroscopic images which lack
of depth perception and soft tissue information. These limitations make
challenging and potentially dangerous the navigation of interventional tools
through complex anatomies. This is even more critical in robot-assisted in-
terventions as the robotic instruments are usually stiffer than the traditional
tools, and no force feedback is usually provided.
This research aims to improve the physician’s perception during surgery
by tracking and localising interventional tools using vision-based approaches.
This will allow the operator to fully understand where the instruments are
placed within the patient’s anatomy, ensuring a safe navigation through
complex vasculature systems. Furthermore, motion analysis of the surgi-
cal tools based on tracking can sense essential metrics which are used for
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assessing the skills of the physicians. Finally, the tracking and localisation
of robotic tools consist in the first step towards automation or computer-
assisted execution of surgical tasks by accurate positioning of the instru-
ments within the anatomical site. The autonomous robot-assisted execution
of frequent surgical tasks has the potential to reduce procedure time and
fatigue, together with the improvement of precision and stability.
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1.1. Thesis Overview
The outline of the thesis is presented in the following.
Chapter 2 presents an overview of image analysis solutions used to aid
diagnostics and treatment during endovascular procedures. This includes a
literature review on instrument detection and tracking, multi-modal image
fusion, optimal C-arm positioning and image registration techniques. Fur-
thermore, several sensing solutions for shape reconstruction and localisation
of continuum robots in minimally invasive surgery are reviewed together
with the robotic platforms used during endovascular procedures.
Chapter 3 presents an algorithm that can robustly track interventional
tools, such as guidewires and catheters, in X-ray fluoroscopic video se-
quences. The algorithm is robust to motions that exhibit large deformation
of the tool and changes in length. The work is based on two main contri-
butions: (a) new robust features termed SEGlets for segment-like features
are introduced to overcome the limitations of the current data terms; (b)
a tracking formulation based on the generation of tracking hypotheses by
organising the SEGlets in plausible guidewire shapes. The proposed algo-
rithm allows high flexibility of the guidewire between consecutive frames in
contrast to spline-based models, which can suffer from the limitations of the
regularisation terms. Furthermore, the technique models elongations of the
guidewire, making possible the tracking of the tool under motion. A tool
model which is recursively updated by employing a Kalman filter is also pro-
posed for modelling a regularisation term. Finally, a detailed evaluation and
a comparative study with three state-of-the-art guidewire tracking methods
in a challenging surgical dataset have been performed to demonstrate the
clinical value of the proposed technique.
Chapter 4 presents a vision-based shape-sensing algorithm for continuum
robots, i.e., concentric tube robots. The proposed algorithm fuses informa-
tion extracted from a standard imaging modality, monoplane X-ray fluo-
roscopy, with the kinematics model of the concentric tube robot, to achieve
automatic, real-time, accurate and continuous robot-shape estimations de-
spite kinematics noise and unmodelled forces acting on the robot. Fusion is
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performed by a fast 2D/3D non-rigid registration technique, which combines
kinematics and intraoperative tracking of the robot. Extensive simulations
with a range of noise models and virtual loads acting on the robot, and
experimental evaluation in air and in phantom, demonstrate the value of
the proposed algorithm.
Chapter 5 proposes a 3D vision-based catheter shape reconstruction and
localisation algorithm. The method does not rely on additional hardware
and kinematics modelling of the robotic catheter but utilises fluoroscopic
images alone. The positioning of the imaging system, i.e. the C-arm, is
adaptively optimised in order to accurately reconstruct and localise the
catheter shape. The dynamic positioning is estimated considering appear-
ance priors of the catheter and spatial constraints. The method is fully
automatic and carried out without the burden of additional radiation and
nephrotoxic risk to the patient. Detailed evaluation has been performed in
phantom to demonstrate the clinical value of the technique.
Chapter 6 extends the tracking algorithm presented in Chapter 3 and
the vision-based shape-sensing algorithm proposed in Chapter 4. The work
addresses the tracking and shape estimation simultaneously, in a unified
framework based on Markov Random Field (MRF). Applied on concentric
tube robots, the proposed algorithm fuses information extracted from a
standard imaging modality, monoplane X-ray fluoroscopy, with the robot’s
kinematics model, to achieve joint tracking and 3D shape estimation in
challenging and realistic endovascular scenarios. Quantification of the algo-
rithm’s performance with simulations and experiments demonstrates that,
under this new unified framework, tracking and shape estimation are accu-
rate, joint, continuous, and more robust than the techniques proposed in
Chapter 3 and Chapter 4.
Chapter 7 summarises the main contributions and findings of this the-
sis. In addition, future research opportunities are investigated through a
discussion section.
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1.2. Thesis Contributions
The main contributions of this thesis are:
• Proposed an algorithm to track endovascular tools in X-ray fluo-
roscopic video sequences which is based on robust features termed
SEGlets for segment-like features and their organisation in tracking
hypotheses. In addition, a tool model which is recursively updated by
employing a Kalman filter is also introduced for modelling a regulari-
sation term.
• Demonstrated the clinical value of the proposed tracking algorithm
by conducting an extensive evaluation and a comparative study with
three state-of-the-art interventional tool tracking methods.
• Proposed a vision-based shape-sensing algorithm for continuum robots
that fuses information extracted from a standard imaging modality
with the kinematics model of the robot. The approach reaches more
accurate shape estimations than using kinematics or vision alone, es-
pecially in cases of out of plane motions of the robot respect to the
C-arm, and when external forces are applied to the robot.
• Presented a shape reconstruction and localisation algorithm for robotic
catheters that does not rely on additional hardware and kinematics
modelling of the robot but utilises fluoroscopic images alone and ap-
pearance prior of the robot. In addition, an adaptive strategy for
positioning the imaging system is introduced to improve the shape
reconstruction and localisation.
• Proposed an algorithm that jointly solves the tracking and shape re-
construction of a continuum robot using a MRF-based framework.
These two steps are usually treated independently in the literature,
despite their coupled relationship. Our joint framework, however,
proved to be more robust than independently achieving the tracking
and shape reconstruction of the robot.
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2. Intraoperative Vision-based
Instrument Tracking and
Localisation for Endovascular
Procedures
2.1. Introduction
Cardiovascular diseases represent the major cause of death in Europe. A
study conducted by the British Heart Foundation in United Kingdom esti-
mated that in 2009, over 80 thousands people died of coronary heart disease,
while the mortality of stroke is about 50 thousands [23]. In addition, the
study estimated the cost of the healthcare in United Kingdom for these
diseases which amounts about £1.8 billion each for coronary diseases and
stroke.
Endovascular surgery can treat several cardiovascular related diseases,
which include aneurysm repair, atherosclerosis, stroke prevention, throm-
bosis, stenosis and cardiac arrhythmia. These minimally invasive surgical
procedures have experienced a rapid surge of interests in the last decade
when compared to open surgery. This is mainly due to their advantages,
including short recovery time and hospital stay, as well as improved patient
safety and prognosis.
During endovascular procedures, the surgeon makes a small incision in a
particular location, which depends on the type of investigation, to access a
desired blood vessel. A catheter is then inserted within the vessel together
with a smaller wire called guidewire. The surgeon manipulates the guidewire
in order to reach the desired treatment location. Guidance is performed
using X-ray fluoroscopy imaging, which is the main intraoperative imaging
modality for these procedures. In addition, other interventional tools such
as stent grafts and balloons, can be passed through the sheath to perform
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planned treatment. In the last decade several robotic platforms have been
introduced to overcome the challenges of manually performed endovascular
procedures. The robotic systems allow enhanced stability and precision for
intraoperative navigation, and minimise radiation exposure for the physician
and patient.
This chapter is structured as follows: the current challenges in endovas-
cular procedures are summarised in Sec. 2.2, while the imaging and robotic
solutions proposed to enhance these procedures are presented in Sec. 2.3
and Sec. 2.4.
2.2. Current Challenges
The intraoperative imaging modality used during endovascular procedures
is limited to 2D fluoroscopic images, which are acquired using interven-
tional X-ray (C-arm) systems. Hardware and software solutions have been
proposed to improve fluoroscopy. These include development of accurate
C-arm movements, robot actuation (e.g. Artis zeego, Siemens Healthcare,
Erlangen, Germany, and Discovery IGS 730, GE Healthcare, Little Chalfont,
United Kingdom), enhanced image quality, as well as CT-like reconstruction
capabilities.
Despite these advances, fluoroscopic images are 2D projections of a more
complex and detailed 3D surgical scene. As a consequence, these intraoper-
ative images lack depth perception as well as soft tissue information. These
limitations make challenging and potentially dangerous the navigation of
interventional tools through complex anatomies. In order to minimise ra-
diation exposure, nephrotoxic risk (due to excessive use of contrast agent)
and endothelial damage (caused by unwanted collisions of the surgical tools
with the vessel walls), it is necessary to maximise the amount of information
that is available to the surgeon during navigation. Although the use of ul-
trasound, intraoperative MRI and additional 3D tracking devices attached
to the catheter are gaining momentum, these solutions have not been fully
integrated into the clinical workflow yet. Therefore, imaging and robotics
solutions have been proposed in order to address these challenges and ensure
safe navigation through the patient’s vasculature.
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2.3. Image-guided Endovascular Procedures
In order to enhance the perception of the surgeon and overcome the lack of
information in fluoroscopy, imaging solutions including 2D and 3D tracking
of interventional tools, multi-modal image fusion, optimal C-arm positioning
and intraoperative image registration of preoperative patient’s models have
been proposed. In this section, a review of these imaging solutions will be
presented.
2.3.1. Instrument Detection and Tracking
Instrument Detection and Tracking in Fluoroscopy
Robust intraoperative detection and tracking of interventional tools, such as
guidewires and catheters in X-ray fluoroscopic video sequences have a wide
range of clinical applications during endovascular procedures. The relatively
low image quality of fluoroscopy due to limited dose X-ray can adversely
affect the visibility of the tools. To overcome this limitation, detection and
tracking algorithms can be used to intraoperatively enhance the visibility
of the tools [2, 24, 3, 25, 26, 27].
Reliable detection and tracking is also fundamental for 3D localisation
of the tool [28] in roadmapping frameworks [5, 29, 30]. This enables 3D
visualisation of tools within a preoperative model of the patient’s anatomy,
therefore facilitating the catheterisation procedure. These algorithms are
also employed to perform motion compensation of anatomical roadmaps
[31, 32, 6], which are affected by organ deformation and patient’s respira-
tory motion. Motion compensation ensures that roadmaps overlaid on flu-
oroscopic images are correctly aligned with the underlying anatomy. Simi-
larly, detection and tracking are important when robotic endovascular tools
are used, e.g. the Magellan catheter system (Hansen Medical, Mountain
View, CA). In this scenario, collisions with artery walls can be avoided that
otherwise can cause dramatic consequences due to the stiffness of the tool.
Thus, detection and tracking methods are necessary to perform vision-based
shape sensing of the robotic tool allowing its closed-loop control via visual
servoing and ensuring safe navigation through complex anatomies. Finally,
motion analysis of the tools based on tracking can assess essential metrics,
which are used for assessing the skills of the physicians [33].
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Figure 2.1.: Example of tracking results in fluoroscopy c©2003 IEEE [1].
For the aforementioned reasons, semi-automatic or automatic algorithms
have been proposed for detecting and tracking surgical instruments in fluo-
roscopic images. Here, the algorithms have been categorised as filter-based
and learning-based techniques.
Filter-based Techniques A semi-automatic algorithm based on image
filters is proposed in [34] in order to detect and track guidewires in fluoro-
scopic sequences. Customised Marr-Hildreth and Laplacian filters are em-
ployed to enhance line-like objects in the image. Then, the Hough transform
is used to calculate the second-degree polynomial that best approximates
the guidewire.
In [1], the guidewire is modelled using a third order B-spline and is seg-
mented by evaluating the Hessian matrix of the image. A template matching
approach is used to estimate an initial coarse position of the spline. After-
wards, a curve fitting algorithm is employed in order to estimate the spline
that best models the guidewire taking into account its geometrical and ap-
pearance properties. Examples of the tracking results are shown in Fig.
33
2.1. The authors extended their work in [35] by introducing a coherence-
enhancing diffusion filter [36] to improve the guidewire segmentation. Fur-
thermore, an endpoint detection of the spline is proposed to improve the
robustness of the method.
An adaptive spatial-temporal filtering method is proposed in [37] in or-
der to enhance guidewires, catheters, anatomical structures and organs in
fluoroscopic sequences. The novelty of this approach is the integration of
spatial filters with temporal filters. In order to exploit the properties of
both filters, the temporal filters are only applied to static regions whereas
the spatial filters are applied to dynamic ones.
An automatic detection of Electrophysiology (EP) catheters is achieved
in three steps in [38]. First, the line-like structures and blob-like objects
are enhanced by background equalisation and a filter based on the Hessian
matrix. Second, steerable sensor voting is applied to detect catheter features
in order to improve the robustness of the algorithm in presence of noise.
Finally, the tip and the catheter body are detected by considering their
geometrical structure and shape. Although the method is able to detect
the catheter tip in 80% of the cases with low level of noise, and 72% of the
cases with high level of noise, the computational time is relatively high for
clinical applications.
A catheter tracking algorithm, which models the guidewire using a spline
parametrisation, similar to [1], is proposed in [39]. To represent the evolu-
tion of the spline along time, differential equations are analytically solved.
Furthermore, phase-congruency is applied in order to enhance the appear-
ance of the tool. The method is able to automatically track the guidewire
by exploiting the flexibility of the spline, which adapts its shape to the
guidewire movements.
Real-time tracking of EP catheters is achieved in [40] by finding the
catheter’s electrodes with a multi-scale blob detector [41]. After the de-
tection of all the blob-like structures in the image, a cost function is used to
select the ones that are most likely electrodes. The cost function considers
both the shape of the catheter and the geometrical relationships between
the electrodes.
Finally, an algorithm that enhances curvilinear structures in fluoroscopic
images by using a polygonal path image is proposed in [24]. The polygo-
nal path image has several advantages: it unifies local and global curvilinear
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(a) (b)
Figure 2.2.: (a) A hierarchical curve model used to represent the complex
shape of interventional tools c©2007 IEEE [2]; (b) Examples of
guidewire detections c©2007 IEEE [2].
structure analysis, it governs length and smoothness of the curvilinear struc-
tures, and it has an efficient computational framework.
Learning-based Techniques A hierarchical curve model (see Fig. 2.2),
which is used to represent the curvilinear shape of interventional tools, is
combined with a learning-based method in [2] for detecting guidewires. The
hierarchical model is composed of three levels. The first level models short
segments detected by a Probabilistic Boosting Tree (PBT) [42]. The second
level represents curves with a higher complexity while the last level models
the guidewire. Finally, Marginal Space Learning is used to decrease the
search space of the large set of parameters that describes the tool.
A guidewire tracking algorithm based on a Bayesian framework and a se-
mantic representation of the tool is presented in [3]. The semantic represen-
tation is composed of three main parts: the guidewire body, the guidewire
tip and the catheter tip. A combination of an appearance model and a
learning-based detector, i.e. PBT, provides robust measurements of every
part of the model (see Fig. 2.3). Thus, the tracking of the guidewire is
achieved by using a hierarchical approach together with a multi-resolution
searching method. A rigid motion of the guidewire is estimated first, fol-
lowed by the estimation of the non-rigid deformations.
A guidewire tracking algorithm, which aims to learn the relationship be-
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Figure 2.3.: Detections of each tool’s component c©2009 IEEE [3].
tween image features along the guidewire and guidewire tracking errors is
proposed in [43]. Features that encapsulate the intensity profile of the tool
along its orthogonal directions are introduced in order to provide robust
measurements in the presence of large displacements. To learn the afore-
mentioned relationship, the given initial position of the guidewire is per-
turbed using a learned guidewire motion model. The tracking errors are
then calculated comparing the initial position of the guidewire with the
position of its perturbations. Thus, the tracking of the guidewire is finally
performed using the estimated relationship as a data term in a minimisation
energy approach that also considers a regularisation term.
A semi-automatic tracking algorithm for Coronary Sinus (CS) catheters
is presented in [4]. A learning detector, i.e. PBT, localises the tip and
the electrodes of the catheter in order to produce tracking hypotheses that
are evaluated in a Bayesian framework. To cope with non-rigid deforma-
tions, the catheter model is represented by several segments. The number
of the segments depends on the number of electrodes of the CS catheter.
Examples of the tracking results are shown in Fig. 2.4. An extension of
[4] is presented in [44]. In this work, a novel scheme to generate track-
ing hypotheses and a fast CPU-GPU implementation are proposed in order
to track coronary sinus catheters. The tracking hypotheses are generated
by considering pairs of possible correspondences on the catheter, namely
pairs of catheter electrodes. The implementation that exploits CPU-GPU
processing unites significantly decreases the computational time of the al-
gorithm which achieves tracking speed of 30 frames per second.
A multiple catheter detection algorithm, which is based on geodesic im-
age properties and cascade of classifiers is introduced in [45]. The method
is semi-automatic and requires as inputs the number of catheters present in
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Figure 2.4.: Examples of tracking results c©2011 IEEE [4].
the image, their initial positions and widths. A preprocessing step is per-
formed in order to generate a cost function that describes the likelihood for
each image pixels to belong to a catheter. This is achieved by using back-
ground suppression and a bandpass filter that encapsulates information of
the catheters widths. Thus, a cost function is used to calculate the geodesic
measurements. Finally, the detection of the tip of each catheter is achieved
by employing a cascade of classifiers [46], which considers both image and
geodesic properties.
Finally, other methods that require user interactions are presented in
[47, 48]. They achieve accurate and reliable detection by estimating the
best path between the end points of the guidewire provided by the user
[47] and using a graph-based approach [48]. Both the methods rely on the
work proposed in [2] for detecting guidewire sections. The integration of
these methods in a full tracking framework is limited due to the need of
manual interaction. They can be used, however, to provide the position of
the guidewire in the first frame of the sequence or as annotation tools.
Instrument Detection and Tracking in 3D Space
During endovascular procedures, safe navigation of interventional tools within
the patient requires great manipulation skills. Moreover, there is a loss of
direct access to the anatomy and poor visualisation of the surgical site as
fluoroscopic guidance provides only 2D real-time images. To overcome these
challenges, algorithms have been proposed to localise the instruments in 3D
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(a) (b)
Figure 2.5.: Illustration of the registration framework c©2005 IEEE [5].
space subsequently enhancing the surgeon’s perception and facilitating the
accomplishment of their tasks. In this section, the techniques have been
categorised considering the C-arm used, i.e. monoplane or biplane systems.
Monoplane C-arm-based Techniques In [5] the guidewire is localised
in 3D by back projecting its segmentation in fluoroscopic images into a pa-
tient’s preoperative model, i.e. 3DRA (see Fig. 2.5). First, the guidewire
is localised in the images by applying the algorithm proposed in [1]. Thus,
a 2D surface is estimated by back projecting the guidewire points with a
known geometry of the C-arm. A feature image is built by sampling the
registered 3DRA with the fluoroscopy images along the 2D surface. Finally,
the 3D position of the guidewire is estimated using a discrete snake evolu-
tion algorithm [49] applied to the feature image. A similar approach to [5]
is presented in [29] where back projection inaccuracies due to respiratory
motion, vessel deformations and imprecise C-arm geometry are considered.
For this purpose, several 3D catheter tip candidates are generated. In addi-
tion, the Variable-Bandwidth Density-Based Fusion algorithm [50] is used
to evaluate the best 3D candidate point as the catheter tip.
A back projection approach that exploits temporal information is pro-
posed in [30]. A probability distribution of the possible 3D positions of the
catheter is calculated using a particle filter [51] and considering previous
fluoroscopic images, catheter positions, and a patient’s 3DRA. Finally, the
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(a) (b)
Figure 2.6.: (a) Illustration of the reconstruction of an ellipse from 2 views
c©2012 IEEE [6]; (b) The image processing steps necessary to
detect the circumferential catheter c©2012 IEEE [6].
probability distribution is used to estimate the position of the catheter using
a regularisation technique [52].
In [53] limited C-arm rotations and tracking of catheter’s features are
used for localising the tool. Considering the catheter static, multiple views
of the scene are acquired by rotating the C-arm by small angles. Thus,
extracted features along the catheter [54, 55] are matched between differ-
ent views using epipolar geometry, different searching scales and normalised
correlation of the patch around the features. In addition, RANSAC is ap-
plied to reject outliers of the features matching that are not dependent on a
homography transformation between two views. When the correspondences
are estimated, the method proposed in [56] is used to calculate the camera
position and 3D position of the detected features. The idea to use limited
C-arm rotations in order to recover depth information [53] is extended to
deforming catheters in [57]. In this case, the point matching between views
is achieved manually and a non-rigid structure-from-motion framework is
combined with a catheter kinematics [58] to estimate its 3D shape.
A constrained 2D/3D registration between a 3D catheter model and a
detected circumferential catheter in fluoroscopy is introduced in [6]. The
method aims to estimate the motion of the circumferential catheter dur-
ing ablations. The main difference between this method and [32] is that
the biplane C-arm system is used only to initialise the 3D catheter model
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while the tracking is performed using the monoplane system. Moreover, a
cascade of boosted classifiers, Adaboost [59], is exploited to improve the
segmentation of the circumferential catheter (see Fig. 2.6).
Biplane C-arm-based Techniques A 3D reconstruction of a guidewire
in three steps is proposed in [7]. First, an extension of [1] is presented in
order to track the guidewire in the fluoroscopy sequences. Second, a calibra-
tion phase is introduced to adjust the distortions of the biplane projection
images. Finally, the 3D reconstruction of the catheter from undistorted
images is achieved by using the epipolar geometry and triangulation. Ex-
amples of the tracking results are shown in Fig. 2.7.
A 3D catheter tip tracking algorithm based on template matching is in-
troduced in [60]. A normalized cross correlation between the image and
a limited number of templates [61], which represent projections of the tip,
generates the tracking hypotheses. A Kalman filter is finally used to op-
timise the searching process by selecting a subset of template orientations
and reducing the searching area in the image.
A B-Snake algorithm [62] is used to track Electrophysiology (EP) catheters
acquired by an asynchronous biplane C-arm system in [63]. The energy
function that drives the B-Snake algorithm is estimated using a line-like
enhancing filter based on the Hessian matrix. In addition, an interpolation
method used to approximate the missing information caused by the asyn-
chronous image acquisition is introduced. A manual labelling of the 3D
position of the catheter is, however, required to initialise the algorithm.
An algorithm that tracks 3D catheter tips in asynchronous biplane fluo-
roscopy using the Unscented Kalman Filter (UKF) [64] is presented in [65].
The method detects the catheter tip position applying cross correlation be-
tween the image and a limited number of templates (similar to [60]). The
hypotheses generated during the cross correlation are compared to the pre-
dicted measurements calculated by UKF using the Mahalanobis distance.
The hypothesis characterised by the smallest distance is chosen to be the
position of the tip. To estimate the 3D orientation of the tip, a detection of
the catheter electrode is performed. As a result, the geometrical constraints
between the catheter electrode and the tip are exploited to estimate the
3D orientation of the tip. Finally, UKF calculates the 3D orientation and
position of the tip.
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Figure 2.7.: Examples of reconstructed guidewires and their visualisation
within the vasculature c©2003 IEEE [7].
A 3D EP catheter tracking algorithm based on 2D/3D registration is
proposed in [32]. The shape of the catheter is modelled by a 3D ellipse.
Thus, the catheter is tracked by performing 2D/3D registration of the model
on a distance map which is based on the detection of the tool in the images.
A semi-automatic method, which detects and reconstructs in 3D space a
circumferential mapping catheter is proposed in [28]. By using a medialness
filter together with morphological operations, candidates of the catheter
segments are detected. Thus, the catheter is selected from the candidates
using a graph-search approach. When the catheter is detected in both
views, a 3D reconstruction algorithm based on triangulation is performed.
In order to estimate the catheter point correspondences between the views,
epipolar geometry combined with a graph representation of the possible
point correspondences are used.
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2.3.2. Fusion of 3D-US/IVUS Images with Fluoroscopy
Fusion of different intraoperative imaging modalities is a common strategy
in order to improve the surgical workflow during diagnosis and treatments.
In fact, the combination of strengths of the employed modalities can dramat-
ically enrich the perception of the surgeons during endovascular procedures.
Although X-ray fluoroscopy is acquired in real-time and clearly shows the
intraoperative tools, it does not provide critical information of the surgical
site, including soft tissue, vessel wall and 3D space information. To over-
come some of these limitations, the fusion between X-ray fluoroscopy with
alternative intraoperative imaging modalities, such as 3D ultrasound and
Intravascular Ultrasound (IVUS), has been investigated in the last decade.
In this section, a summary of the most relevant works is presented.
3D Ultrasound In [66] a fusion between fluoroscopy and a 3D Trans-
esophageal Echocardiography (TEE) probe is proposed in order to augment
fluoroscopy with soft-tissue information from the ultrasound images. This
image fusion is achieved by performing 2D/3D registration of a 3D nano-CT
volume of the probe with its fluoroscopic projections. An exhaustive clinical
evaluation of the algorithm is reported in [67].
In addition, an automatic TEE probe detection and pose estimation al-
gorithm is proposed in [68]. In contrast to [66], no 3D model of the probe is
used and the method is fully automatic. The detection and pose estimation
of the probe is achieved by calculating the in-plane parameters through
a learning-based method [4]. The out-of-plane parameters are calculated
through a template matching that adopts a binary template representation.
Intravascular Ultrasound A fusion between IVUS images and angiog-
raphy is proposed in [8]. First, a 3D model of the vessel together with
the IVUS catheter path are estimated using projections from a biplane C-
arm system. Assuming a constant speed of the IVUS catheter’s pullback,
the localisation of each IVUS images within the vessel is achieved using its
time-stamp. Thus, the orientation of the IVUS is calculated comparing the
segmented vessel wall from the IVUS images with an estimated cross-section
of the 3D model of the vessel (see Fig. 2.8).
A fusion between biplane angiography and IVUS images is proposed in
[69]. The algorithm allows accurate 3D reconstruction of femoral arteries
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Figure 2.8.: Example of image fusion between IVUS and angiography
c©1999 IEEE [8].
from the IVUS images. Differently from previous approaches, a 3D model
of the vessel, which is parametrised using a tubular B-spline surface, is
estimated from the segmented vessel walls in the IVUS images. The recon-
structed centreline of the lumen vessel from two biplane projections is used
as initial position of the 3D model. The absolute orientation and position
of the 3D model is then calculated by minimising the distances between
the projection of the 3D model and the vessel walls in the biplane images.
Finally, the 3D model of the vessel is refined by performing an elastic regis-
tration. The method is extended in [70] in which a shape regularisation term
is introduced into the elastic registration, in order to improve the converging
behaviour of the algorithm.
A method that tracks the IVUS transducer in fluoroscopy and recon-
structs its trajectory in 3D is proposed in [71]. The IVUS transducer is
first tracked using a Kalman filter-like approach. Afterwards, an equa-
tion derived from the 3D distance between two consecutive positions of the
transducer in time is solved in order to extract the depth of the transducer
respect to the C-arm. The solution of the equation is, however, not unique.
Therefore, the authors solve the non-uniqueness by rejecting solutions that
present sharp bends and are far from an estimated path. This path is cal-
culated taking into account the IVUS transducer speed and its previously
estimated position.
Finally, an IVUS pullback sequence and a selected vessel in the angiog-
raphy are registered in [72, 9]. The registration is achieved by tracking the
IVUS transducer in fluoroscopic images and employing a geodesic distance
in order to localise the IVUS transducer in the selected vessel. The IVUS
transducer, body and tip of the guiding catheter are localised in the images
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Figure 2.9.: Example of the image fusion between an IVUS pullback se-
quence and angiography c©2013 IEEE [9].
using a learning-based detector, i.e. probabilistic boosting-tree. Thus, a
Bayesian inference framework is used to estimate the position of the IVUS
transducer in the images by fusing the multiple measurements from the de-
tectors. Furthermore, the Euclidean distance between the guiding catheter
tip and the tracked IVUS transducer is calculated in order to estimate the
geodesic distance of the selected vessel in the angiography. The geodesic
distance, time-stamp of the IVUS images, and fluoroscopic images are fi-
nally used in order to register the two image modalities. Examples of the
image fusion results are shown in Fig. 2.9.
2.3.3. Optimal C-arm Positioning for Diagnosis and
Treatment
An accurate quantitative representation of the vascular system together
with its 3D modelling are important in order to improve the planning and
outcomes of endovascular procedures. Optimal positioning of the C-arm can
solve many visual ambiguities of the imaged vasculature caused by overlaps
and foreshortening of the vessels. These visual ambiguities can potentially
mislead the surgeon towards generating wrong evaluations regarding the
vessel geometry. These erroneous evaluations can lead to critical effects on
the final outcome of the procedures. Therefore, many researchers have been
working towards semi-automatic or automatic algorithms that can estimate
optimal C-arm views considering image and/or vessel features.
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(a)
(b)
Figure 2.10.: Illustration of the geometrical relationships used to estimate
the optimal C-arm position c©2003 IEEE [10].
In [10] a method that estimates the optimal C-arm positions for minimis-
ing the foreshortening and overlap of a selected vessel is proposed. First, a
3D model of the patient’s coronary arterial tree is reconstructed from mul-
tiple image projections. Second, the vessel foreshortening and overlap are
calculated for each C-arm position given a set of adjacent vessel segments.
Finally, the ones that are characterised by the minimum foreshortening and
overlap represent the optimal C-arm positions (see Fig. 2.10).
Optimal angiographic viewing angles are estimated without relying on
the 3D model of the vessel segment but considering its 3D orientation in
[73]. In case of bifurcation of the segments, the optimal angiographic viewing
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angles are calculated as intersection of the viewing angles that are estimated
considering each single segment. Possible overlaps of the vessel segment with
the coronary arteries are not, however, taken into account. A method, which
is based on the work presented in [10], is proposed in [74]. In this work,
a novel metric is introduced to consider the case that a vessel bifurcation
overlaps with itself. Furthermore, the results of the vessel foreshortening,
vessel overlap and internal overlap are combined to calculate a unique C-arm
position that can minimise the overall metrics under some user constraints.
A universal Optimal View Map (OVM) is introduced in [75]. The map
minimises the overlap and vessel foreshortening for each coronary artery
segment by establishing the best patient-independent angiographic views.
The OVM map is calculated using 3D vessel models extracted from 137
patients. The vessel overlap and foreshortening are estimated using the
metrics introduced in [76].
A method that estimates an optimal C-arm acquisition trajectory by con-
sidering vessel overlap and foreshortening of the coronary tree is proposed in
[77]. The method is patient-independent and the trajectory model is built
on 14 patients’ data. A 3D model of each vessel segment is used in order to
calculate an obstruction value of the vessel. Thus, the obstruction value is
integrated into a cost function that is minimised in order to calculate the
best acquisition trajectory.
Finally, a bifurcation main plane is proposed in [78] in order to estimate
the optimal C-arm view for a selected coronary artery’s bifurcation. The
authors argue that the methods previously proposed in [10, 73] cannot es-
timate the optimal C-arm view in case of heavily curved vessel branches.
The bifurcation main plane is calculated by applying linear regression of the
centreline of the vessel branches within the centre of the bifurcation. Thus,
the optimal C-arm view is estimated by detecting the position that allows
the C-arm to be perpendicular to the bifurcation main plane.
2.3.4. Registration of 3D Patient Models to Fluoroscopy
In order to aid the navigation of endovascular tools within the patient,
3D volumetric models of the patient’s anatomy can be overlaid on fluoro-
scopic images. This provides a roadmap of the underlying anatomy which
is extremely helpful to the surgeon during navigation. The image fusion
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Figure 2.11.: Examples of the registration results c©2011 IEEE [11].
is usually achieved by performing 2D/3D registration of X-ray projection
images and preoperative volumetric data, which can be acquired using MRI
or CT scanners. This imaging solution is applied to several endovascular
procedures, such as thoracic, abdominal, heart and coronary intervention.
A brief summary of 2D/3D registration methods proposed for these clinical
applications is presented here. For a more comprehensive review please refer
to the following sources [79, 80, 81].
A 3D model of the aorta is registered to angiographic images in [11] for
Trans-catheter Aortic Valve Implantation (TAVI). The registration tech-
nique is based on combining a feature/landmark-based registration with an
intensity based registration. Experimental results on real surgical data re-
port an accuracy of 2.14± 0.49 pixels. Examples of the registration results
are shown in Fig. 2.11. This registration technique can be triggered au-
tomatically by a contrast detection method, which is presented in [82]. In
this work, a spatial and temporal analysis of the intraoperative images are
performed in order to detect the injection of the contrast agent.
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In [83] a 2D/3D registration algorithm applied to neuro-interventional
applications is presented. The algorithm is based on a feature-based regis-
tration where blood vessels are used as common features to match 3D CT
images and 2D fluoroscopy. In addition, a modified distance transform that
considers the position of the vessel in 2D images is used to drive the reg-
istration. An automatic vesselness-based 2D/3D registration algorithm of
the coronary arteries during Percutaneous Coronary Interventions (PCI) is
proposed in [84]. The work relies on a new vesselness-based similarity mea-
sure. In addition, a stochastic optimiser is introduced in order to estimate
the optimal transformation between the 3D CTA of the coronary arteries
and the respective 2D X-ray angiographic images.
An automatic 3D pose initialisation algorithm for 2D/3D registration
in Abdominal Aortic Aneurysm (AAA) stenting procedures is proposed in
[85]. The method maps the features detected on the spine centreline and
the vessel bifurcation in both 3D and 2D image sources. Furthermore, a
graph-based deformable 2D/3D registration algorithm for AAA is proposed
in [86]. A graph model, which represents the segmented 3D anatomy of the
patient in CT data, is deformed in order to minimise an energy function
that considers reprojection errors, a length preserving term and smoothness
term. The evaluation of the method is conducted on both phantom and
surgical data with an overall average error less than 1.00 mm.
In case point correspondences between fluoroscopy and preoperative vol-
umetric data are difficult to be accurately estimated, fiducial skin markers
can be used. The applications include the registration between fluroscopy
to CT images [87], or between fluoroscopy to MRI images [88].
Finally, the respiratory motion of the patient can affect the accuracy of
the 3D model overlayed onto fluoroscopic images. In order to compensate
for this motion, several methods have been proposed. In [32, 89, 6] a circum-
ferential mapping catheter is detected and tracked by 2D/3D registration.
The tracking of the catheter allows the estimation of the 3D respiratory mo-
tion at the ablation side. Thus, this motion is used to compensate the 3D
model of the left atrium during guidance and ablation. In addition, three
methods to compensate for respiratory motion based on features extracted
in fluoroscopy are presented in [12]. Results of these techniques are shown
in Fig. 2.12.
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(a)
(b)
Figure 2.12.: Examples of the motion compensation and roadmapping re-
sults c©2012 IEEE [12].
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2.4. Shape Sensing of Continuum Robots for
Minimally Invasive Procedures
Minimally Invasive Surgery (MIS) has gained increasing popularity as an
alternative to open surgery. It has the advantages of reducing blood loss,
minimising the risk of infection and shortening recovery time. The surgery
must be performed, however, through small incisions, which make this ap-
proach technically challenging as the access to the surgical site is extremely
limited. This problem has inspired many researchers to develop new flexible
robotic tools that can navigate through remote access points [90, 91, 92].
These robots are based on articulated linkages [93, 94, 95, 96] or represented
by a continuum nature [97, 98, 99, 100]. Safe teleoperation of these robots
requires careful monitoring of their trajectory within the patient. The kine-
matics and dynamic modelling of continuum robots, however, may lead to
inaccurate tip position and shape estimation due to uncertainties in the
mechanical parameters and forces affecting the robot’s behaviour. For ex-
ample, shape deformations caused by collisions with the anatomy cannot be
fully modelled, despite the body of work investigating the effect of known
distal and distributed forces on the robot’s shape. In fact, the intraopera-
tive sensing of these forces is not always possible. Therefore, accurate and
continuous exteroceptive shape sensing is essential for achieving intraoper-
ative closed-loop control of the robot and ensuring safe navigation through
complex anatomies†. In addition, shape sensing is necessary for assistive
control such as path planning [103, 104] and collision detection [105].
In this section an overview on the robotic platforms used during endovas-
cular procedures is presented, followed by a summary on shape sensing
technologies for continuum robots.
2.4.1. Robotic Platforms and their Applications
Several continuum robots have been proposed for different clinical applica-
tions. In this section, only the ones related to endovascular procedures are
reported. For an exhaustive review of continuum robots in surgery please
refer to the following sources [90, 91, 92].
†In case of vision-based shape sensing techniques, this becomes a visual servo control
system [101, 102].
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Robotic Catheters The Sensei X robotic system is a commercial plat-
form introduced by Hansen Medical (Mountain View, CA, USA). The sys-
tem is composed of steerable catheters, i.e. an inner leader and outer sheath,
which are controlled remotely from a surgeon’s workstation. The worksta-
tion is usually placed outside the operating theatre in order to protect the
surgeon from X-ray radiations. The mechanical design of the catheters
consists of a tendon-driven system where the tension of tendons along the
catheters’s backbone is regulated in order to control the robot. Regarding
the clinical applications, the robotic system has been used for endovascular
aneurysm repair and EP procedures [106, 107]. A robotic catheter system
designed for performing endovascular procedures, such as aneurysm repair
and stent placements, has also been introduced by Hansen Medical. This
robotic system, named Magellan, has a similar tendon-driven system to the
Sensei X. The two catheter robotic platforms from Hansen do not, however,
provide any 3D position information.
A second robotic system, which is commercially available for performing
EP procedures is the Niobe system from Stereotaxis, St. Louis, MO. The
robotic platform is a magnetic-based navigation system, which relies on two
permanent magnets to create a magnetic field used to steer the catheter.
As for the Sensei X and Magellan, the robot’s workstation of the Niobe
is usually placed outside the operating theatre to avoid radiation exposure
for the surgeons. Finally, steering of standard mapping catheters can be
achieved using the Amigo robotic system (Catheter Robotics Inc. NJ, USA),
which allows 3 Degree of Freedom (DoF) manipulation of the catheters. The
system has recently obtained the FDA approval and its clinical focus is EP
procedures.
Concentric Tube Robots Concentric tube robots comprise of multiple
precurved telescoping tubes made from superelastic material (usually NiTi).
The relative translation and rotation of the tubes give rise to curvature
interactions and control the robot shape and tip pose. These robots, which
exhibit higher forces than catheters, have been employed to deliver a metal
Micro-Electromechanical System (MEMS) into intracardiac areas [108, 109].
The robot was positioned into the right atrium of the heart through an
incision on the neck while epicardial echocardiography and fluoroscopy were
used as intraoperative imaging modalities.
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(a) (b)
Figure 2.13.: An electromagnetic sensor is mounted at the tip of a concen-
tric tube robot in (a) c©2012 IEEE [13] and into a flexible
endoscopic system in (b) c©2010 IEEE [14].
2.4.2. Shape Sensing for Robot Localisation and Control
In general, shape sensors technologies can be categorised based on operating
principles into electromagnetic, optical, and vision-based. In the following,
several works based on each of this class of sensor will be presented.
Electromagnetic-based Shape Sensing
Electromagnetic shape sensors usually provide a discrete measurement of the
shape of the robot, such as position of the tip or a limited number of points
along its length. These sensors, however, suffer from environment-related
inaccuracies making their use in clinical applications not always possible.
The position of the tip of a three DoFs concentric tube robot is measured
by an electromagnetic tracking sensor in [110] and [13] in order to feed a
stiffness controller [see Fig. 2.13(a)]. This control scheme is important for
avoiding the exertion of dangerous forces to the patient during the navi-
gation of the robot. In [14] an electromagnetic sensor is used to provide
feedback to a control strategy of a multiple section flexible endoscopic sys-
tem [see Fig. 2.13(b)]. The use of the external sensor is necessary because
of the non linearities introduced by the cable mechanism of the endoscope
which are hard to model through the robot kinematics.
In [111], a magnetic tracker is used to estimate the location and orienta-
tion of the robot tip through an embedded coil. The work proposes a novel
surface scanning strategy based on conoscopic holography that relies on the
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Figure 2.14.: The reachable robot’s tip positions within a natural bone hu-
man skull c©2014 IEEE [15].
use of a concentric tube robot, i.e., steerable active cannula robot. The
measurements provided by the magnetic tracker are used to validate the
overall accuracy of the system. A similar strategy for measuring the robot
tip using a magnetic tracker is implemented in [112] and [15]. A novel posi-
tion control technique for concentric tube robots using a modified Jacobian
based framework is introduced in [112]. In [15], the application of a robotic
system composed by a concentric tube robot is investigated for transnasal
skull base surgery as shown in Fig. 2.14. In this work, the image-guidance
system, design, control and performance evaluation of the robotic system
are presented for this clinical application.
Finally, the shape estimation of a highly articulated snake robot is achieved
by fusing measurements of an electromagnetic tracking sensor positioned at
the tip with the modelling of the robot’s motions in [113]. The information
fusion is performed by using an extended Kalman filter formulation. The
algorithm estimates the whole shape of the robot using only one sensor as
the modelling of the robot’s motions is precisely defined and is based on a
follow-the-leader paradigm.
In [114] an electromagnetic field generator is mounted on a robot arm
to perform EM servoing. The method is able to significantly increase the
precision of an electromagnetic sensor by optimally positioning the field gen-
erator. The positioning, which is controlled by the EM servoing scheme, en-
sures that the electromagnetic sensor is always within a specific sub-volume
of the electromagnetic field generator where the acquired measurements are
most accurate.
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Figure 2.15.: Fiber Bragg Grating (FBG) sensors are placed within the nee-
dle shaft to estimate its shape during insertion c©2013 IEEE
[16].
FBG-based Shape Sensing
Optical fibres, e.g. Fiber Bragg Grating (FBG) sensors [115, 116], are gain-
ing interest as shape sensor technology. Although they can provide accurate
and fast shape measurements of continuum robots, the integration of the
sensors within small and flexible robots remains a challenge.
A closed-loop control algorithm to steer needles towards a defined target
in a soft-tissue phantom is implemented using twelve FBG sensors in [16]
(see Fig. 2.15). The strain measurements obtained from the sensors are
used to reconstruct the shape of the needle which feeds the control algo-
rithm. The robotic system reaches a tracking accuracy of 1.3 mm. Other
works that employ FBG sensors to measure the 3D shape of sterable needles
are presented in [117, 118]. In [117], an MRI-guided biopsy needle enhanced
by FBG-based shape and deflection sensing is presented. The sensing data
is used to monitor the position of the needle with respect to the planned
trajectory in order to minimise target errors and possible procedural com-
plications. Finally, sub-millimetre accuracy in shape sensing of a needle
using FBG technology is achieved in [118]. Compared to previous work, the
proposed evaluation includes out-of-plane needle deflections and the use of
a soft-tissue simulant.
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FBG sensors are used to implement a closed-loop control of a surgical
continuum robot in [119]. The strain measurements provided by twelve
FBG sensors are used to estimate the shape of the robot. Thus, the tip
position provided by the sensors is used as input for a PID-controller in
order to steer the robot to a defined target position.
Finally, recent works [120, 121, 122, 123, 124] have investigated the design,
integration and optimal placement of FBG sensors within several types of
surgical continuum robots in order to achieve robust, accurate and reliable
shape measurements.
Vision-based Shape Sensing
Alternative shape sensing techniques that adopt vision-based methods are
advantageous because they do not require any hardware modifications to the
robot, and can accurately measure its shape without impeding its flexibility
or interfering with its kinematics. In addition, surgical imaging equipments
are already an essential component of the operating theatre.
Thus far, this sensing technology has been mainly used for general con-
tinuum robots or implemented using non-medical imaging modalities. More
recent works, however, have investigated vision-based shape sensing of con-
tinuum robots using intraoperative imaging modalities including endoscopy,
fluoroscopy, ultrasound and MRI. In the following, works on vision-based
shape sensing techniques will be presented considering the imaging technol-
ogy used.
Non-Medical Imaging Modalities A fast and accurate shape estima-
tion algorithm which models the robot deformations with circles passing
through fiducials is proposed in [125, 126]. The work demonstrates that
vision-based shape sensing of a continuum robot can have better results
than its kinematics modelling. The method, however, considers only planar
motion of the robot. The approach is extended in [127] where planes cre-
ated by feature points extracted on the robot are combined with its image
correspondences and the forward kinematics in order to estimate the robot
shape. The method is evaluated using simulated data only.
In [17] three orthogonal cameras are used to reconstruct the shape of a
tendon driven continuum manipulator using a voxel-carving approach. The
measurements of the robot’s shape are used in two different applications for
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(a) (b)
Figure 2.16.: (a) The three orthogonal cameras system; (b) Kinematics-
based shape reconstruction (dashed black lines) and vision-
based estimations (solid color lines) c©2008 IEEE [17].
the open-loop control of the robot: (a) to evaluate the kinematics modelling
of the robot; (b) to estimate the parameters of the kinematics model of the
robot. Although the method reaches millimetre level accuracy, the require-
ment of three cameras makes difficult the integration of the framework into
an operating room (see Fig. 2.16).
A method which requires a fiducial attached at the tip of a concentric
tube robot and a stereo camera system is proposed in [128]. In this work,
the estimated position of the robot’s tip is used to implement a position-
based visual servo scheme. Furthermore, the 3D shape reconstruction of a
continuum robot based on self-organising maps applied to stereo vision is
proposed in [129]. The self-organising maps are used to find the correct cor-
respondences between the segmentation of the robot in stereo image pairs.
This ensures accurate 3D reconstruction of the robot using triangulation.
The proposed method does not require orthogonal cameras or fiducials ap-
plied to the body of the robot and it reaches an average shape accuracy of
1.53 mm. Finally, a novel Cosserat rod model based method is proposed in
[130] for achieving force sensing estimation at the tip of the catheter. The
force measurement is estimated by calculating the shape of the catheter in
RGB cameras. The method can easily be adapted to common intraoperative
imaging modalities.
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(a) (b)
Figure 2.17.: (a) The ANUBIS endoscope and its set of instruments; (b)
Endoscopic images with the 3D rendering of the instrument’s
model c©2012 IEEE [18].
Endoscopy A colour-based tracking method is presented in [131] for 3D
localisation of a surgical instrument. This work proposes a novel insertable
stereoscopic 3D imaging system for single port surgery.
The estimation of the pose of a single-segment continuum robot is achieved
in [132, 133] by using learnt visual features which are robust to limited occlu-
sions. These features are learnt oﬄine and they link the shape configuration
of the robot with its visual appearance in stereo images. The estimation of
the shape can be used to implement a closed-loop control framework of the
robot. A similar approach that can be applied to a single camera frame-
work is presented in [134]. Thus, markers on the instrument’s shaft are
detected by an Adaboost classifier which has been trained using manually
annotated in-vivo images. The detected markers in the image are then used
to estimate the instrument position by an approximation function. This
function has been trained oﬄine using 3D positions that are measured by
an electromagnetic sensor.
The pose of a flexible instrument in endoscopic images is estimated by
either marker-based or marker-less methods in [135]. For this purpose, a
virtual visual servoing is used to link the instrument’s kinematics with the
information extracted in the images. In addition, X-ray images are used
to generate ground truth positions of the instrument’s tip. Previous efforts
of the authors on shape estimation of flexible instruments as shown in Fig.
2.17 can be found in [136, 18].
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Figure 2.18.: Examples of the algorithm’s results are shown for simulated
data. The ground truth position of the robot is shown in green,
in blue is the kinematics model and the resulting shape is in
red. c©2012 IEEE [19].
Fluoroscopy The shape estimation of a continuum robot is achieved in
[137] by triangulating robot points that are segmented on stereo images. In
this work, a biplanar X-ray fluoroscopy is used as intraoperative imaging
modality. A catheter localisation algorithm that employs limited C-arm
rotations is presented in [57]. A non-rigid structure from motion framework
is combined with a kinematics modelling of the catheter in order to estimate
the robot’s shape. The evaluation of the algorithm is performed on both
synthetic and real X-ray images.
A vision-based shape sensor of a continuum robot based on optimal view-
points of a monoplane C-arm and a deformable surface parameterisation is
proposed in [19] (see Fig. 2.18). The shape estimation reaches good accu-
racy but the method is evaluated with simulated data only, and requires
the oﬄine learning of the basis functions that model the deformations. Fur-
thermore, it relies on adaptive positioning of the C-arm to achieve shape
reconstruction. This is not always acceptable within the clinical workflow
due to the limited workspace in the operating theatres or the absence of
robotic C-arms that allow accurate control of the imaging system.
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Figure 2.19.: (Top) Clinical scenario during surgery; (Bottom) Results of
the proposed visual servoing technique c©2015 IEEE [20].
The work presented in [138] proposes a fluoroscopy-based pose estima-
tion algorithm for a snake-like manipulator. The algorithm relies on an
intensity-based 2D/3D registration. An image similarity between the X-ray
images of the robot and Digitally Reconstructed Radiographs (DRRs) is
used to compute the 2D/3D registration. In addition, the validation of the
algorithm is conducted on a benchtop setup without considering 3D ground
truth shapes of the robot.
Ultrasound A method that detects a curved continuum robot in 3D ul-
trasound images is proposed in [139]. A preprocessing step automatically
segments the robot in the images followed by a 3D shape estimation. Thus,
the shape estimation is achieved by fitting the segmented data to a circular
model that approximates the robot’s design. The main limitation of the
algorithm is that it can reconstruct the shape of only one robot’s segment
of constant curvature. Finally, the algorithm is evaluated on both simulated
and experimental data. In [140] geodesic active contours are combined with
a function that enhances tubular objects in order to detect a continuum
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(a) (b)
Figure 2.20.: (a) Robotic system designed for phantom experiments inside a
3T MRI scanner; (b) Visualisation of the robot in volumetric
MRI data c©2012 IEEE [21].
robot in 3D ultrasound. The evaluation of the method is conducted on ex
vivo intracardiac data.
Information extracted from 3D ultrasound images is employed to perform
visual servoing of a robotic system in [20], as shown in Fig. 2.19. In this
work, an intensity-based method is used within the visual servoing scheme
in order to optimally position an ultrasound probe during robotic beating-
heart intracardiac surgery. An other method that exploits ultrasound im-
ages to perform visual servo control of a robotic catheter is presented in
[141]. The proposed method ensures constant contact of the robotic catheter
with a moving target surface. The work is evaluated on experiments that
simulate ablations of the heart.
MRI The position of the tip of an MRI-compatible concentric tube robots
with piezoelectric actuation is tracked in MRI images in [21]. Experiments
have shown a placement accuracy of 1.00 mm in free space and 0.61-2.24 mm
in three trajectories tested inside an MRI scanner. An example of the robot
imaged in volumetric MRI data is shown in Fig. 2.20.
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2.5. Conclusions
A comprehensive review of the existing work on image analysis solutions
used to aid the diagnosis and treatment during endovascular procedures
is presented. Techniques for instrument detection and tracking in fluo-
roscopic images, multi-modal image fusion, including intraoperative IVUS
and 3D-US, optimal C-arm positioning, as well as image registration are re-
viewed. In addition, existing robotic platforms for endovascular procedures
and shape sensing solutions for medical continuum robots are summarised.
This includes shape sensing solutions based on electromagnetic, optical and
vision technologies.
During endovascular procedures, the projection of interventional tools in
fluoroscopic images can be characterised by wide displacements and changes
in length caused by required and usually abrupt manoeuvres of the physi-
cian. In these cases, the tracking methods reviewed in this chapter may
fail to recover large motions. In particular, the limitations of the data and
regularisation terms, and the absence of an explicit solution for coping with
elongations of the tool can affect their performances in presence of these
difficult conditions. In this thesis, a tracking algorithm for interventional
tools will be presented in order to propose a solution for this challenging
task.
Differently from previous works, prior knowledge of the robot shape in
terms of kinematics and visual appearance will be integrated in the tech-
niques proposed in this thesis in order to estimate the robot shape from
single view fluoroscopic images. For this purpose, novel vision-based shape
sensing solutions for endovascular continuum robots will be presented in the
following chapters. In addition, a joint tracking and shape reconstruction
framework will be introduced to overcome challenging tracking scenarios,
which include noisy fluoroscopic images and presence of anatomical struc-
tures.
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3. Robust Tool Tracking under
Large Deformations†
3.1. Introduction
Intraoperative tracking of interventional tools can be used to enhance the
visibility of the tools [3, 25, 26, 27] which is usually affected by the low
image quality of fluoroscopy, e.g Fig. 3.1 illustrates the issue. Reliable
tracking is also fundamental for 3D localisation of the tool [28] in roadmap-
ping frameworks [5, 29, 30]. This enables 3D visualisation of tools within
a preoperative model of the patient’s anatomy, therefore facilitating the
catheterisation procedure. Moreover, tool tracking is employed to perform
motion compensation of anatomical roadmaps [31, 32, 6] which are affected
by organ deformation and respiratory motion. Motion compensation en-
sures that roadmaps overlaid on fluoroscopic images are correctly aligned
with the underlying anatomy. Similarly, tracking is important when robotic
endovascular tools are used, e.g. the Magellan catheter system (Hansen
Medical, Mountain View, CA). Here, tip collisions with the artery walls
can be avoided that otherwise can cause dramatic consequences due to the
stiffness of the tool. Thus, tracking methods are necessary to perform vision-
based shape sensing of the robotic tool allowing its closed-loop control via
visual servoing and ensuring safe navigation through complex anatomies.
Finally, motion analysis of the tools based on tracking can sense essential
metrics which are used for assessing the skills of the physicians [33].
Thus far, a common approach for tracking guidewires consists of mod-
elling them with B-splines. Tracking is then achieved by finding the dis-
placements of the control points of the spline that recovers the guidewire
†Content from this chapter was published as:
Robust Guidewire Tracking under Large Deformations Combining
Segment-Like Features (SEGlets). Vandini, A., Glocker, B., Hamady, M., Yang,
G.-Z.. Medical Image Analysis (under review).
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Figure 3.1.: Fluoroscopic frames recorded during endovascular procedures,
such as uterine fibroid embolisation and angioplasty, are shown.
The visibility of the tool is limited due to the low quality of flu-
oroscopy and the presence of anatomical structures, e.g. spine.
motion between consecutive frames. The optimal displacements minimises
an energy function or maximises the posterior probability in a Bayesian
framework [3]. The energy function can be defined either in a continuous
[1, 39] or in a discrete domain [142, 26, 25]. The search for control point
displacements is driven by a data and a regularisation term. The data
term is an image measurement of the guidewire and can be calculated using
filter-based [143, 144, 1, 39] or learning-based methods [3, 43]. The regular-
isation term is a function of the spline for avoiding the degeneration of the
control points, limiting non-physical behaviours and favoring smooth defor-
mations. This term is usually implemented by introducing length preser-
vation [1, 39, 25, 142], or probabilistic priors based on expected guidewire
deformations [3].
During endovascular procedures, the projection of the guidewire in fluo-
roscopic images can be characterised by wide displacements and changes in
length caused by required and usually abrupt manoeuvres of the physician.
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In these cases, the current tracking methods may fail to estimate the correct
displacements of the control points to recover large guidewire deformations.
In particular, the limitations of the data and regularisation terms, and the
absence of an explicit solution for coping with elongations of the guidewire
can cause tracking failure.
Current data terms do not provide a reliable measurement of the guidewire
during the whole fluoroscopic sequence. They are usually characterised by
a high false positive rate in their measurements when detecting background
structures such as bones or other anatomical parts, and image artefacts
[2, 43, 26]. To circumvent this problem, several methods have been pro-
posed for detecting (semi-)automatically the guidewire. The appearance
and shape of the guidewire are learned oﬄine using an hierarchical curve
model and Probabilistic Boosting Trees to achieve automatic guidewire seg-
mentation in [2]. Another promising algorithm for automatic guidewire
segmentation is proposed in [145]. For this method, the segmentation is
achieved by extraction of local segments followed by their perceptual group-
ing. Although these methods show promising results and outperform stan-
dard filter-based techniques [143, 144, 1], their miss/false detection rates
are still relatively high. To address this issue, an algorithm that enhances
curvilinear structures is proposed in [24]. Although the method can improve
guidewire segmentation, the high computational costs make it less practical
for intraoperative tool tracking. Methods which require user interactions
are presented in [47, 48]. They achieve accurate and reliable detection by
estimating the best path between the end points of the guidewire provided
by the user [47] and using a graph-based approach [48]. The integration
of these methods in a full tracking framework is limited due to the need of
manual interaction. They can be used, however, to provide the position of
the guidewire in the first frame of the sequence as initialisation tools for the
tracking algorithm.
Regarding the limitation of the current regularisation terms, they usually
penalise large displacements of the spline preferring smoother trajectories.
Moreover, they limit changes in the length of the spline in order to avoid
its degeneration. These factors constrain the flexibility of the spline in
consecutive frames, especially in high dynamic catheterisation sequences
and when the length of the guidewire is not constant through the sequence.
Finally, current tracking formulations do not explicitly model elongations
64
of the guidewire. Although a tip detector is proposed in [3] to drive the
tracking, the learning of a robust prior appearance model of guidewire tips
can be challenging. A growing step in direction of the tangent of the spline
tip is proposed in [25] to cope with the elongations of the tool. Guidewires,
however, due to their flexibility can reach complex shapes that are difficult
to be fully recovered by this simplified growing step.
In this chapter, an algorithm that can robustly track guidewires in X-ray
fluoroscopic video sequences under large deformation due to wide displace-
ments and changes in length of the tool is presented. The main contributions
of the proposed method are twofold: (a) new segment-like features (SEGlet)
designed specifically for tracking guidewires are proposed to overcome the
limitations of the current data terms. SEGlets are detected taking into
account temporal information of the guidewire segments and background
structures, thus leading to a robust feature for guidewire tracking. (b) A
new guidewire tracking formulation is introduced based on the generation of
tracking hypotheses by organising the SEGlets in plausible guidewire shapes.
This formulation is different than existing algorithms which are based on
the displacement of control points of the spline that models the guidewire.
The proposed formulation allows high flexibility of the guidewire between
consecutive frames in contrast to the spline model, which can suffer from
the limitations of the regularisation terms. Furthermore, this formulation
explicitly models elongation of the guidewire making possible the recovery
of these challenging tool motions. A tool model which is recursively updated
by employing a Kalman filter-based framework, is also introduced as a ma-
jor component of the regularisation term used for evaluating the tracking
hypotheses. Finally, detailed evaluation of the algorithm and a comparative
study with three state-of-the-art guidewire tracking methods [142, 26, 25]
are performed to demonstrate the potential clinical value of the proposed
technique.
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3.2. Interventional Tool Tracking Algorithm
The problem of tracking an object along a video sequence is commonly
divided in two main tasks: initialisation and tracking. During the initial-
isation, the object that has to be tracked is detected for the first time in
the sequence while during tracking, it is assumed that the position of the
object in the previous frame is known (given by the initialisation or by the
tracking result) and, it has to be detected in the new frame and associated
with its previous position. The proposed method focuses on the tracking
task assuming that the position of the guidewire in the first frame of the
fluoroscopic sequence is given by a manual or automatic initialisation step.
In the following, each component of the guidewire tracking algorithm
is described in detail. The detection of image segments and SEGlets are
shown in Sec. 3.2.1 and Sec. 3.2.2 while the algorithm that generates the
tracking hypotheses by organising and interpolating the SEGlets in plausible
guidewire shapes is described in Sec. 3.2.3. Finally, the tool model and the
evaluation of the tracking hypotheses that leads to the guidewire detection
are shown in Sec. 3.2.4 and 3.2.5, respectively.
3.2.1. Detection of Image Segments
Guidewires appear in fluoroscopic frames as thin and continuous curves with
variable thickness and shape of the tip depending on the performed endovas-
cular procedure. Different examples are illustrated in Fig. 3.1. The shape of
a guidewire can be modelled as set of straight and connected segments (see
Fig. 3.2(a)). Although the guidewire can be characterised by large defor-
mations and changes in length of the tool between consecutive fluoroscopic
frames, the main straight segments that model the guidewire are still distin-
guishable from other background objects. In fact, the background objects
are not expected to be characterised by a similar connected and organised
line-like shape. These main straight segments are called segment-like fea-
tures (SEGlets) and they represent a robust and discriminative feature in
the proposed tracking framework.
The first step of the proposed algorithm is to segment the image pixels
that belong to line-like structures, i.e. the foreground, from the background.
To this end, a line-like feature detector, such as [143, 144, 1, 25] is applied to
the fluoroscopic image. To achieve a robust separation between foreground
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and noise, the latter is assumed to be Gaussian, while the foreground is
characterised by strong feature responses that rarely occur in the image.
Those characteristics are also observed when computing image edges [146].
A global histogram of the feature detector response is calculated and the low
percentile, which here is defined by 95% of the distribution, is considered as
noise while the rest is segmented as foreground. The use of a single adaptive
threshold can lead to disconnected line-like structures due to fluctuations in
the feature detector responses. To avoid this problem, a hysteresis thresh-
olding is applied. Pixels with values that are above a high threshold are
immediately segmented as foreground while the pixels under a low thresh-
old are segmented as background. For those pixels that lie in between the
two thresholds, foreground pixels are searched in their connected area. In
case that at least one foreground pixel is found, the pixel is segmented as
foreground. The high threshold is defined by the low percentile of the global
histogram over feature responses and the high and low threshold have a ra-
tio of two†. A fast thinning algorithm similar to the one proposed in [147]
is applied to the segmented image and connected components are labelled
from the thinned image.
Straight segments are then detected by clustering pixels of the connected
components considering their local curvature. An admissible maximum
length for the straight segments is also considered during clustering. This
ensures that the guidewire is composed of multiple segments even when it
is characterised by a short length. All the straight segments found in the
current frame within a distance  from the guidewire in the previous frame
define the candidate set. An example of a candidate set is illustrated in
Fig. 3.2(b). The distance  defines the largest possible displacement of a
segment between two frames. The guidewire in the previous frame is known
and it is modelled as a curve. This curve is divided into a set of straight
connected segments called the template set, as shown in Fig. 3.2(a). Here,
it is considered the segment at the tip of the template set having constant
length υ. This avoids the breaking up of the tip in small segments when the
detection of the tool in the previous frame is noisy at the tip.
†The aforementioned values are in line with the ones used for the computation of image
edges [146].
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(a) (b) (c)
Figure 3.2.: The curve that models the guidewire in the previous frame is
divided into a set of straight connected segments called tem-
plate set [See (a)]. Straight segments in the current frame that
are within a certain distance  from the guidewire in the previ-
ous frame define the candidate set, as shown in (b). Since no
interpolation or line fitting is performed, some small segments
may be characterised by noisy straight lines. Finally, segments
from the candidate set that are most similar to the segments of
the template set are selected as SEGlets [See (c)] and organised
in plausible guidewire shapes called tracking hypotheses.
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3.2.2. Detection of Segment-Like Features (SEGlets)
A dissimilarity measure between each segment i of the template set and
every segment j of the candidate set is estimated using a cost function fc.
For each segment i of the template set the m segments of the candidate
set that have the lowest dissimilarity measure are defined as SEGlets. The
value of m is estimated in order to ensure that the sum of the lengths of the
first m candidate segments is equal or greater than the length of segment i.
The cost function fc is defined as:
fc = f(i, j) = Cφ(i, j) + Cdist(i, j) + Clen(i, j) + CBG(j) (3.1)
which takes into account temporal information of the guidewire segments us-
ing orientation, distance and length terms, respectively modelled by Cφ(i, j),
Cdist(i, j) and Clen(i, j), and background structures via CBG(j). The term
Cφ(i, j) estimates the variation in orientation between the two segments and
it is defined as:
Cφ(i, j) =
|φj − φi|
pi
2
(3.2)
where φj and φi describe the orientation of the candidate segment j and seg-
ment i, respectively. The term Cdist(i, j) measures the average of Euclidean
distances calculated from all the points of the shortest segment between i
and j, and the closest points on the other segment. It is defined as:
Cdist(i, j) =
 1κ
∑κ
s=1 dmin(Segi(s), Segj), li < lj
1
f
∑f
s=1 dmin(Segj(s), Segi), else
(3.3)
where li and lj are the lengths of the segments, dmin(Segi(s), Segj) is the
distance between the sth point of the segment i, i.e. Segi, to the closest point
on the segment j, i.e. Segj . The terms κ and f are the number of points of
Segi and Segj , respectively. The term Clen(i, j) considers the difference in
length between the segment i and j and it penalises the candidate segment
j that is shorter than i. It is defined as:
Clen(i, j) =

|li−lj |
li
, li > lj
0, else
(3.4)
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Finally, the term CBG(j) penalises candidate segments that belong to
background structures. For this purpose, a background map is created on
the first frame of the sequence and updated every successive frame using
an occupancy grid. Pixels of the segments that are not selected as SEGlets
in the current frame add a single contribution to the occupancy grid. The
term CBG(j) is defined as:
CBG(j) =
1
f
f∑
s=1
BGmap(Segj(s))
r
(3.5)
where f is the number of points of the segment j, BGmap(Segj(s)) is the
value of the occupancy grid for the sth point of the segment and r is the
index of the current frame in the sequence. The background map along a
fluoroscopic sequence is shown in Fig. 3.3. Examples of detected SEGlets
in a single frame are shown in Fig. 3.2(c).
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(a) (b)
(c) (d)
Figure 3.3.: In (b), (c) and (d) the background maps of the first, middle
and last frame of a sequence recorded during an endovascular
procedure are shown. The brightness of each pixel indicates the
likelihood of the pixel being a background structures. The first
fluoroscopic frame of the sequence is shown in (a) as reference.
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3.2.3. Generation of Tracking Hypotheses
Intuitively, SEGlets represent a sparse sample of the guidewire in the cur-
rent frame, as shown in Fig. 3.4(b). Plausible guidewire shapes can be
generated by organising and interpolating the SEGlets, as illustrated in Fig.
3.4(b). These shapes represent the tracking hypotheses of the guidewire in
the current frame and are generated using the following algorithm. First,
a connection property is defined; two SEGlets are connected if both of the
following conditions are satisfied:
• The distance between the SEGlets endpoints is less than a constant
κ;
• The largest difference between the orientation of the line that connects
the two SEGlets endpoints and the orientations of the two SEGlets is
less than 2θ; and the smallest difference is less than θ.
These conditions guarantee a degree of continuity between SEGlets, which
can be tuned with the parameter θ. With a small value of θ, only SEGlets
which lie on a straight line will be found connected while with higher values
more complex and curvilinear shapes can be generated. Finally, the last
SEGlet added to a tracking hypothesis is defined as current SEGlet.
The algorithm starts with the generation of the first hypothesis by adding
to it the SEGlet closest to the “base” of the guidewire tracked in the pre-
vious frame, as shown in Fig. 3.4(a.2). The “base” is the endpoint of the
guidewire that is usually close to the image border and opposite to the tip
of the guidewire. Next, SEGlets that are connected to the current SEGlet
are searched. If only one SEGlet is found, Fig. 3.4(a.2), this is added to the
current hypothesis, Fig. 3.4(a.3). In case two or more SEGlets are found
connected, Fig. 3.4(a.3), one SEGlet is added to the current hypothesis, Fig.
3.4(a.4), while the other SEGlets generate new tracking hypotheses, Fig.
3.4(a.5). Every new hypothesis is generated by adding the set of SEGlets
belonging to the current hypothesis together with one of the SEGlets found
connected. Afterwards, another search is performed for each hypothesis to
find the SEGlets connected to its current SEGlet. The organisation is re-
peated until no SEGlet can be added to any hypothesis, as shown in Fig.
3.4(a.4) and (a.6). An additional segment from the candidate set is added
to the guidewire “base” if needed in order to avoid shortening of the tool
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(a)
(b)
Figure 3.4.: Illustration of the steps of the algorithm used to organize a set of
detected SEGlets in tracking hypotheses are shown in (a). The
two final tracking hypotheses resulting from the organisation of
the SEGlets in plausible guidewire shapes are shown in (a.4)
and (a.6). Example of detected SEGlets in fluoroscopic frames
and the tracking hypotheses (depicted in red and dotted green)
generated organising these SEGlets are shown in (b).
in proximity of the image border. Finally, linear interpolation is performed
between the SEGlets of each resulting hypothesis to generate continuous
tracking hypotheses. In Fig. 3.4(b) detected SEGlets and corresponding
hypotheses are shown. The algorithm that generates the tracking hypothe-
ses is summarized in pseudo-code in Algorithm 1.
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Algorithm 1 Generation of Tracking Hypotheses, i.e. Hps
1: Create first hypothesis Hps(1);
2: Hps(1)← base;
3: Hps(1) current SEGlet = base;
4: while there is a connected SEGlet for at least one hypothesis do
5: for each hypothesis Hps(i) do
6: if Hps(i) current SEGlet is connected to 1 SEGlet then
7: Hps(i)← SEGlet;
8: Hps(i) current SEGlet = SEGlet;
9: else
10: if Hps(i) current SEGlet is connected to n > 1 SEGlets then
11: Create n− 1 new hypotheses;
12: for each new hypothesis Hps(j) do
13: Hps(j) = Hps(i);
14: Hps(j)← SEGlets(1 + j);
15: Hps(j) current SEGlet = SEGlets(1 + j);
16: end for
17: Hps(i)← SEGlets(1);
18: Hps(i) current SEGlet = SEGlets(1);
19: end if
20: end if
21: end for
22: end while
23: for each hypothesis Hps(i) do
24: Linear interpolation between SEGlets of Hps(i)
25: end for
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(a) (b) (c)
Figure 3.5.: The prediction of the tool model in the current frame, namely
Gˆt, is shown in (a) while a tracking hypothesis Hpt of the cur-
rent frame (in black) and its landmarks (in green) are shown
in (b). An illustration of a guidewire landmark, which is de-
scribed by its position (xj , yj), and orientation ζj is reported in
(c) together with a zoom-in that shows the matching between
few landmarks of Gˆt and Hpt used to calculate the distance D.
3.2.4. Interventional Tool Model
A tool model is introduced here in order to incorporate temporal information
of the guidewire deformations in the fluoroscopic sequences. The model is
described by a finite number of landmarks sampled along the guidewire and
recursively updated by employing a Kalman filter-based framework (see
Fig. 3.5). The prediction phase of the Kalman filter algorithm is used to
generate an estimate of the guidewire model in the current frame based
on past measurements. The estimate, which is defined as Gˆt, is used to
calculate a regularisation term for evaluating the tracking hypotheses. Here,
the regularisation term appears as a probabilistic prior of the guidewire
deformations in a Bayesian inference framework (see Sec. 3.2.5).
The tracked guidewire in the previous frame, i.e. Gt−1, is discretized in a
set of M equidistant points which are called landmarks. The discretization
step starts from the tip of the guidewire which consists of the first landmarks
of the set. The distance between landmarks is equal to the arc length dL
which describes the resolution of the discretization. The tool model, which
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consists of a set of landmarks, is updated after every guidewire detection by
the Kalman filter considering the measurements provided by the tracking
algorithm, i.e. the landmarks of Gt−1. For each landmark j of the tool
model, where j = 1, · · · ,M , a Kalman filter state xj is defined as:
xj =
[
xj yj vjx v
j
y ζj ωj
]T
(3.6)
where (xj , yj) is the 2D position of the landmark j, vjx and v
j
y are the velocity
of the xj and yj components, ζj is its local orientations as shown in Fig.
3.5(c), and ωj is the angular velocity. A constant-velocity model is assumed
to describe the motion of the landmarks and the discrete system dynamic
model of the Kalman filter is defined as:
xjt = Ax
j
t−1 + γt (3.7)
with A being the system matrix and γt the process noise which is described
by a zero-mean Gaussian distribution with covariance Qt. The measurement
used at the correction stage are provided by the position (xj , yj), and local
orientations ζj of the landmark j of the last tracking results, namely Gt−1.
Therefore, the output model is defined as:
zjt = Hx
j
t + ψt (3.8)
where H and ψt are the measurement matrix and noise, respectively. The
measurement noise is described by a zero-mean Gaussian distribution with
covariance Rt. In this Kalman filter-based framework, the matrices A and
H have the following structures:
A =

1 0 T 0 0 0
0 1 0 T 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 T
0 0 0 0 0 1

H =
1 0 0 0 0 00 1 0 0 0 0
0 0 0 0 1 0

where T is the sample period of the C-arm X-ray fluoroscopy.
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3.2.5. Evaluation of Tracking Hypotheses
The tracking hypotheses are evaluated in a Bayesian inference framework
which has demonstrated to be robust for tracking guidewires in fluoroscopic
sequences [3]. Considering a Markovian representation of the guidewire
motion, the posterior probability of the guidewire at frame t is defined as:
P (Hpt|It) ∝ P (Hpt)P (It|Hpt) (3.9)
where the image observation at frame t is It. The hypothesis that maximises
the posterior probability, namely the tracked guidewire at frame t, is Hˆpt
and is defined as:
Hˆpt = arg max
Hpt
P (Hpt|It) (3.10)
The prior component P (Hpt) is the regularisation term which measures the
distance between the tracking hypothesis Hpt and the estimate of the tool
model in the current frame, namely Gˆt, calculated by the prediction phase
of the Kalman filter. The discretization of the guidewire in landmarks is
also performed for Hpt (see Fig. 3.5(b)) and the cardinality of its set of
landmarks is equal to L. The prior component P (Hpt) is defined as:
P (Hpt) =
1
σp
√
2pi
exp(
−|D(Hpt, Gˆt)|2
2σ2p
) (3.11)
where D is a function that considers both Euclidean and orientation dis-
tances between each landmark of Hpt and Gˆt. The function D is defined
as:
D(Hpt, Gˆt) =
1
F
F∑
s=1
1
2
[
|ζs(Hpt)− ζs(Gˆt)|
pi
+
‖ps(Hpt)− ps(Gˆt)‖2

]
(3.12)
where F = min(M,L) and ps is the 2D position of the landmark s, i.e.
(xs, ys).
The likelihood term P (It|Hpt) provides the likelihood of the tracking hy-
pothesis Hpt at frame t. This term is composed by two image measurements
of the guidewire and is defined as:
P (It|Hpt) = P v(It|Hpt)Pv + P c(It|Hpt)Pc (3.13)
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where Pv and Pc are the prior components of the measurements and are set
to 0.5. The term P v(It|Hpt) is the first image measurement and describes
the lineness profile along the guidewire. It is defined by a Gaussian distri-
bution, i.e. N(u, σ). The distribution is initialised in the first frame of the
fluoroscopic sequence and updated online for every frame of the sequence
as:
ut = (1− λ)ut−1 + λudt (3.14)
σt = (1− λ)σt−1 + λσdt (3.15)
where udt and σ
d
t are calculated considering the lineness of the pixels of the
tracked guidewire at frame t, and λ is the learning parameter. The lineness
value of each pixel in the frame is calculated using the line-like feature
detector.
The second image measurement is P c(It|Hpt) which is defined as the
Spline Local Binary Pattern (SLBP) measurement model proposed in [148].
The SLBP is an intensity measurement robust to low signal-to-noise ratio
of fluoroscopic sequences. The SLBP intensity pattern is defined as:
IP (Hpt) = (bin
1
1, bin
2
1, bin
3
1, ..., bin
1
F , bin
2
F , bin
3
F ) (3.16)
where bin1i , bin
2
i and bin
3
i are defined as:
bin1i =
1, I
pn
i > I
nn
i
0, else
bin2i =
1, Inni > Ici0, else bin3i =
1, I
pn
i > I
c
i
0, else
(3.17)
The terms Ipni , I
nn
i and I
c
i are the mean intensity profiles centred at the
ith landmark of Hpt along the positive norm, the negative norm and the
tracking hypothesis curve associated to Hpt, respectively. The image mea-
surement derived from SLBP is defined as:
P c(It|Hpt) = |IP (Hpt) · IP (Gt−1)||IP (Hpt)| · |IP (Gt−1)| (3.18)
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3.3. Experimental Evaluation
To demonstrate the value and contributions of the proposed tracking algo-
rithm an extensive comparative study with three state-of-the-art guidewire
tracking methods [142, 26, 25] is conducted. The tracking methods are eval-
uated on a large clinical dataset which was acquired during several endovas-
cular procedures. Details on the clinical dataset and the implementation of
the algorithms are reported in Sec. 3.3.1 and 3.3.2, respectively.
3.3.1. In Vivo Dataset
The evaluation of the proposed tracking method is conducted on a chal-
lenging yet common clinical dataset composed of 8 fluoroscopic sequences
recorded during uterine fibroid embolisation, angioplasty of the iliac, popliteal
and superficial femoral arteries, catheterisation of the common iliac artery
and right innominate vein. The anatomical areas present in the dataset
include aortic, iliac, femoral, popliteal territories as well as SVC, uterine
artery and innominate veins. The use of the dataset for this study was
approved by Imperial College Joint Research Compliance Office (JRCO).
Regarding the interventional tools used during these procedures, a range
of 0.018-inch guidewire and microguidewire, 0.035-inch “J” guidewire and
0.035-inch terumo guidewire are present. The image size of the sequences is
1024×1024. The ground truth of the position of the guidewire in all frames
of the dataset was manually annotated and used subsequently for algorithm
evaluation. A subsequence of the full recording for which the ground truth
could be obtained is considered. In addition, the parts during which the
guidewire was completely retracted into the catheter or during the setup of
the C-arm are discarded. Parts of the catheter that contain the guidewire
are also visible in sequences 1, 2, 4 and 8 of the dataset. Due to the difficulty
in annotating separately these parts from the guidewire‡ and their limited
presence, they were considered as guidewire in the evaluation. The total
number of frames of the dataset is 490.
Some further characteristics of each sequence derived from the ground
truth position of the guidewire are given in Table 3.1. The sequences are
sorted with respect to the mean displacement of the tip of the guidewire be-
‡The catheters used have similar dimensions than the guidewires making it difficult to
visually distinguish the two ends of the tools in every frame of the sequences.
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Table 3.1.: The mean (MeanD) and the maximum displacements (MaxD) of
the tip of the guidewire between two consecutive frames, the min-
imum (MinL) and maximum lengths (MaxL) of the guidewire in
the sequence, the maximum variation in length of the guidewire
(MaxCL) between two consecutive frames are shown for each
sequence of the dataset. The metrics are calculated using the
ground truth of the guidewire and are in image pixels (px). The
number of frames for each sequence is also reported in the last
column of the table.
Seq MeanD (px) MaxD (px) MinL (px) MaxL (px) MaxVL (px) Frames
1 2.7 19.6 223.1 357.0 20.3 102
2 3.4 10.8 246.2 270.8 13.2 50
3 3.4 9.2 286.4 422.4 10.2 50
4 3.5 11.2 283.3 462.3 10.5 59
5 4.3 11.0 685.5 809.6 15.2 50
6 5.8 31.4 303.9 607.5 29.1 67
7 14.4 44.3 103.4 547.4 53.7 46
8 14.4 68.4 274.2 902.9 63.7 66
tween two consecutive frames along the whole sequence, defined as MeanD.
The dataset is characterised by large and abrupt displacements of the tool
as it can be observed from the values of MeanD and the maximum displace-
ments of the guidewire’s tip between two consecutive frames (MaxD). The
maximum displacement in the dataset occurs on sequence 8 with 68.4 pix-
els. The dataset presents also great changes in length of the tool as it can
be observed by the maximum variation in length of the guidewire between
two consecutive frames (MaxVL) with a maximum value of 63.7 pixels for
sequence 8, and the minimum (MinL) and maximum lengths (MaxL) of
the guidewire in the sequence. Anatomical structures and image artefacts
caused by cardiac and respiratory motions are also present in the sequences
of the dataset as it is shown in Fig. 3.1. Finally, the dataset presents a
large variety of type of guidewires and anatomical areas as previously been
described. All of these factors make these sequences a challenging and clin-
ically relevant dataset for evaluating guidewire tracking methods.
3.3.2. Details on the Algorithm Implementation
A comparative study between the proposed method (GSEG), the discrete
tracking method (DT) [142], the interventional tool tracking method (ITT)
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[26], and the geometric-iconic (G-I) method presented in [25] was conducted.
G-I is a robust method for tracking guidewires which couples an iconic spline
tracking formulation [142, 26] with landmark detection along the guidewire.
In previous studies, G-I outperformed DT thanks to the introduction of the
landmark detection which makes this tracking formulation more robust to
local minima and allows to preserve the global configuration of the spline
[25]. ITT which consists of an extension of DT, was found to perform in
average as good as the robust guidewire tracking method (RGWT) proposed
in [3] where learning is involved [26]. G-I, contrary to DT and ITT methods,
has a growing step in order to cope with elongations of the guidewire. The
growing is performed in direction of the tangent of the spline tip after the
optimal displacements of the control points is found and pixels that present
a strong response to the line-like feature detector are added to the spline
model [25]. The clinical dataset used to evaluate the tracking algorithms
consists of several sequences that are characterised by large elongations of
the guidewire, such as sequence 1, 5, and 7 (see Table 3.1). DT and ITT
methods are not able, however, to recover these elongations of the tool
due to the absence of a growing step for the spline model. To make the
comparison between the methods more fair and interesting, an extension
of DT and ITT is introduced here by integrating the growing step of G-I
in DT and ITT methods. Therefore, I refer with DT* and ITT* to the
extended version of DT and ITT, respectively, enhanced by the growing
step. The implementation of DT, DT*, ITT, ITT* and G-I methods is a
combination of the implementation provided by the original authors or re-
implementation in close communication with these authors. It provides a
unified interface in C++ for DT, DT*, ITT, ITT* and G-I methods since
they are all based on a discrete optimization scheme.
A filter based on the Hessian matrix [1] is used as a line-like feature
detector for all tracking methods. This choice is justified by the need to
measure the performance of the methods depending mostly on the tracking
formulation rather than the different feature detector used. The line-like
features in the image are detected by analysing the value of the eigenvalues
of the Hessian matrix, which is calculated as:
H =
(
Lxx Lxy
Lxy Lyy
)
(3.19)
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where Lxy is the result of the convolution of a scaled Gaussian derivative
defined as:
Lxy = L ∗ ∂
2
∂x∂y
G(X,σH) (3.20)
where G(X,σH) is calculated as:
G(X,σH) =
1
2piσ2H
e
(−x
2
2σ2
H
)
(3.21)
and L is the fluoroscopic image. The eigenvalues of the matrix are estimated
as:
λ1,2 =
1
2
(
Lxx + Lyy ±
√
(Lxx − Lyy)2 + 4L2xy
)
(3.22)
The largest absolute eigenvalue should usually be positive in pixels that
belong to dark line-like objects in the image, as the case of the guidewire
in fluoroscopic frames. For these experiments, σH was set to 1.70 for DT,
DT*, ITT, ITT* and G-I methods.
The parameters of GSEG for all the sequences were set empirically as
 = 60, κ = 100, θ = 50, λ = 0.5 and σp = 0.3. The last section of the
guidewire, which includes the tip, is characterised by the largest deforma-
tions making the detection of the tip difficult. To consider this, for the
guidewire tip segment only the 3 best candidates were chosen to be SEGlets
and the following parameters were used for their connectivity with the cur-
rent SEGlet : κtip =
κ
3 and θtip =
θ
2 . In order to speed up the computational
time by reducing the cardinality of the candidate set, a minimum admissible
length of straight segments that could be consider in the candidate set was
applied and σH was set to 1.80. The minimum admissible length, i.e. ι, was
chosen to be 6 pixels to ensure a good compromise between resolution of the
SEGlets and overall segmentation of the guidewire. In addition, only the
connected components with centroid position within  are considered when
detecting straight segments. This condition should be relaxed in presence
of low noise images or depending on the application as large connected com-
ponents can span through the whole image and inadvertently include parts
of the tool. The parameters of GSEG are summerized in Table 3.2.
The parameters of the DT, DT*, ITT and ITT* and G-I methods were
empirically tuned in order to reach the best results in the 8 sequences of the
clinical dataset. Regarding DT, DT*, ITT and ITT* methods, the feature
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image parameters β and γ were set as 1.0 and 2.5, respectively, and the λ of
DT and DT* was set to 2.0. The rest of the parameters of the four methods
were set as the author suggested [142, 26]. The G-I’s parameters, such as
memory, γ and the threshold used for tip growing were set as 1, 0.6 and 0.6
respectively. The choice of the value of memory was justified by the high
dynamism of sequences used for the evaluation. The other parameters were
set as reported in [25]. The number of displacements of the sparse pattern of
DT, DT*, ITT and ITT* and G-I methods, namely the cardinality of the set
of labels, was set to 97.§ This large number of labels was found necessary to
allow the spline to cope with the large deformations of the guidewire in the
clinical dataset. The following number of labels guarantees also a maximum
displacement of the control points equal to  of GSEG, namely 60 pixels, so
that GSEG, DT, DT*, ITT, ITT* and G-I have the same deformation range.
The initialisation of the tracking algorithms is performed by providing the
position of the guidewire, which can be obtained efficiently with few user
clicks, in the first frame of each sequence. Here, the same initialisation is
used for all the tracking methods.
The algorithms run on a desktop PC with the following specifications:
i7-2600 at 3.40 GHz and 16 GB of RAM. The average computational time
of GSEG for a single frame is 0.79 sec, while for DT* is 1.95 sec, for DT
is 1.84 sec, for ITT* is 2.02 sec, for ITT is 1.94 sec and for G-I is 2.66 sec,
with an unoptimised C++ implementation. The computational times do
not consider the line-like feature detector which takes on average 0.22 sec.
§Further experiments shown that a larger set of 321 labels as suggested in [26] with a 1
pixel label spacing is yielding slightly better accuracy (the overall average improvement
for the DT*, ITT* and G-I methods was about 3%). The ranking of the overall score
for all methods was unchanged while the computational time increased significantly
for DT*, ITT* and G-I.
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Table 3.2.: The parameters of the algorithm are listed in the following. The
“Imager Pixel Spacing” is 0.371\0.371 for sequence 2.
Symbol Description Method Section Value
 max displacement guidewire between frames detection SEGlets 60 pixels
ι min admissible length, straight segments detection SEGlets 6 pixels
υ length tip segment, template set detection SEGlets 4ι pixels
κ max distance SEGlets generation hypotheses 100 pixels
κtip max distance SEGlets, tip generation hypotheses
κ
3 pixels
θ max change in orientation SEGlets generation hypotheses 50 degree
θtip max change in orientation SEGlets, tip generation hypotheses
θ
2 degree
λ learning parameters Gaussian distributions evaluation hypotheses 0.5
σp standard deviation prior component evaluation hypotheses 0.3
3.4. Error Metrics
The error metrics used to evaluate the performance of the tracking methods
are the guidewire tracking precision, the missing and false tracking rates,
F1 score, the tip precision and tip error [3].
The guidewire tracking precision is the mean of the distances of each
point on the tracked guidewire to its closest point on the ground truth for
each frame of the sequence. The formula of the distance, also given in [26],
is the following:
d(CT , CG, s) = min
t
(||CT (s)− CG(t)||2) (3.23)
where CT is the estimated guidewire and CG its ground truth.
False tracked points are defined as the points on the tracked guidewire
that have a distance from their closest point on the ground truth greater
than a threshold. Points on the ground truth that have a distance from
their closest point on the tracked guidewire greater than a threshold are
missed tracked points. The percentages of these quantities over all amounts
of tracked guidewire points and ground truth points in each frame of the
sequence are the false and missing tracking rate, respectively. A threshold
of 3 pixels was used as suggested in [3, 142, 26] to calculate the false and
missing tracking rate in the evaluation.
The F1 score is a metric usually employed as overall score for comparison
studies of tracking algorithms [149] since it combines recall and precision
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in one single score. The F1 score is defined as:
F1 = 2 · recall · precision
recall + precision
(3.24)
In case of guidewire tracking performance, the recall can be defined as
the fraction of guidewire points correctly detected over the total number
of points of the ground truth, namely can be written as a function of the
missing tracking rate:
recall =
100−missing%
100
(3.25)
The same consideration can be done for the precision, which can be defined
as the fraction of guidewire points correctly detected over the total number
of points detected. Thus, the precision can be written as a function of the
false tracking rate:
precision =
100− false%
100
(3.26)
Finally, the tip error is the distance between the tip of the tracked guidewire
and the ground truth of the tip in a particular frame. The tip precision of
a sequence is the mean of tip errors for all the frames in the sequence.
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3.5. Results
The performance of the proposed tracking method on the clinical data is
measured using several quantitative error metrics. An extensive evalua-
tion of the SEGlets is also conducted to demonstrate the robustness of the
proposed features for guidewire tracking. The evaluation of the SEGlet is
reported in Sec. 3.4.2. The results of the proposed method (GSEG) com-
pared to the discrete tracking method (DT) [142], its extension (DT*), the
interventional tool tracking method (ITT) [26], its extension (ITT*), and
the geometric-iconic method (G-I) [25] are shown in Sec. 3.4.3.
3.5.1. SEGlets
Extensive evaluation of the SEGlets is conducted on the dataset described
in Sec. 3.3.1 to demonstrate the robustness of the proposed features for
guidewire tracking. The metrics used to measure the performance of this
feature are the missing and false detection rates. They are calculated sim-
ilarly than the false and missing tracking rate; however, instead of using
points on the tracked guidewire, the points detected as SEGlets are used.
The false and missing detection rates of the SEGlets are reported in Table
3.3 for each sequence of the dataset. The mean values of these metrics con-
sidering all the sequences on the dataset are 5.16% and 13.74%, respectively
for the false and missing detection rates. The reported false and missing
detection rates for the guidewire segmentation method presented in [2] are
10% and 22%, while for the method presented in [145] are 13.2% and 25.8%.
Although it is not possible to perform a fair comparison between SEGlets
and these automatic guidewire segmentation methods since the error met-
rics were estimated using results from different datasets and these methods
cannot rely on temporal information, SEGlets indicatively reduces the false
and missing detection rates by 48% and 38% for the method presented in
[2] and by 61% and 47% for the one proposed in [145]. These results point
out to the robustness of SEGlets as feature for guidewire tracking, and the
importance of considering temporal information of the tool segments and
background structures to improve guidewire segmentation.
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Table 3.3.: The mean of the false and missing detection rates of the proposed
SEGlets features are shown for each sequence of the dataset.
Seq False (%) Missing (%)
1 4.04 14.69
2 5.54 14.22
3 6.04 12.11
4 6.40 4.54
5 2.42 12.68
6 3.21 19.40
7 9.21 16.06
8 4.45 16.21
Table 3.4.: The mean, standard deviation and median of the guidewire
tracking precision are shown for the proposed GSEG, the ex-
tended discrete tracking method DT*, the extended interven-
tional tool tracking method ITT* and the geometric-iconic
method G-I for the 8 sequences. The metrics reported are in
image pixels (px).
Seq Mean ± Std (px) Median (px)
GSEG DT* ITT* G-I GSEG DT* ITT* G-I
1 0.91± 0.57 0.65± 0.10 0.70± 0.11 0.71± 0.18 0.73 0.66 0.69 0.68
2 1.13± 0.76 0.75± 0.21 1.08± 0.47 0.98± 0.34 0.88 0.70 0.94 0.95
3 1.04± 1.05 2.60± 3.39 2.68± 3.44 1.71± 1.39 0.60 1.13 1.09 1.24
4 0.56± 0.26 0.76± 0.30 2.39± 3.13 0.77± 0.29 0.50 0.70 0.86 0.71
5 0.77± 0.46 0.49± 0.12 0.45± 0.11 0.46± 0.11 0.60 0.46 0.42 0.43
6 0.97± 0.15 0.72± 0.10 1.24± 0.77 0.72± 0.09 0.97 0.71 0.80 0.72
7 1.53± 2.38 0.94± 0.53 0.80± 0.31 0.75± 0.26 0.82 0.77 0.72 0.67
8 1.02± 0.57 38.05± 45.30 28.71± 36.00 41.06± 41.41 0.82 18.93 12.76 31.55
3.5.2. Tracking
A comparative study between the proposed method (GSEG), the discrete
tracking method (DT) [142], its extension (DT*), the interventional tool
tracking method (ITT) [26], its extension (ITT*) and the geometric-iconic
method (G-I) [25] was conducted on the clinical dataset described in Sec.
3.3.1. The mean, standard deviation and median of the guidewire tracking
precision in pixels of GSEG, DT*, ITT* and G-I methods are reported in
Table 3.4 for each sequence of the dataset while the mean of the false and
missing tracking rates, and the F1 score are shown in Table 3.5.
Looking only at the mean of the guidewire tracking precision (see Table
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3.4 and Fig. 3.6(a)) it is possible to conclude that GSEG and G-I reach
similar tracking performances in the dataset. This metric represents, how-
ever, an asymmetric distance of the tracked guidewire to the ground truth
annotations and it does not provide any information of the distance of the
ground truth to the tracked guidewire. In the sequences 1, 5, 6 and 7 where
GSEG has a lower tracking precision than DT*, ITT* and G-I methods
(see Table 3.4), GSEG reaches the lowest missing tracking rates achieving
a great improvement in the overall detection of the guidewire compared to
DT*, ITT* and G-I methods (see Table 3.5). This is not evident, how-
ever, in the guidewire tracking precision, which is proportional to the false
tracking rate rather than the missing tracking rate. In other words, DT*,
ITT* and G-I methods generate a tracked guidewire that is closer to the
ground truth with respect to the one from GSEG for the aforementioned
sequences but they do not detect the guidewire as completely as the GSEG
does. This factor is considered, however, by the F1 score which combines
the missing and false tracking rates in an overall score that measures the
performance of the tracking methods. This metric is reported in Table 3.5
and Fig. 3.6(b). The proposed GSEG outperforms overall DT, DT*, ITT,
ITT* and G-I methods resulting in the highest F1 score for almost all the
sequences. From Fig. 3.6(b) it is also possible to observe that DT* and
ITT* outperform the original methods DT and ITT pointing out the need
of a growing step for the spline model which can cope with elongations of
the guidewire. Considering the overall mean of the false tracking rates for
the 8 sequences, the GSEG decreases the false tracking rate by 59% with
respect to DT*, 63% with respect to ITT* and 62% with respect to G-I.
Moreover, the GSEG decreases the missing tracking rate by 45% compared
to DT*, 50% compared to ITT* and 24% compared to G-I considering the
overall mean of the missing tracking rates.
Regarding the performance of the methods to track the tip of the tool,
the tip precision, min and max tip errors of GSEG, DT*, ITT* and G-I
methods are shown in Fig. 3.7 for each sequence of the dataset. The tip
errors for the last frame of each sequence are reported in Fig. 3.8. These
results demonstrate that the proposed method has a better accuracy to
track the tip of the guidewire along the sequences compared to DT*, ITT*
and G-I. In fact, GSEG improves the tip precision by 64% compared to
DT*, 67% compare to ITT* and 56% compare to G-I if the overall mean of
88
Table 3.5.: The mean of the false and missing tracking rates, and the F1
score are shown for the proposed GSEG, the extended discrete
tracking method DT*, the extended interventional tool tracking
method ITT* and the geometric-iconic method G-I for the 8 se-
quences. The false and missing tracking rates are in percentages
(%) while the F1 score has a value between 0 - 1 where 1 is the
best and 0 the worst value.
Seq False (%) Missing (%) F1 Score (0 - 1)
GSEG DT* ITT* G-I GSEG DT* ITT* G-I GSEG DT* ITT* G-I
1 2.62 0.20 0.31 0.77 10.16 23.33 21.62 16.99 0.935 0.867 0.878 0.904
2 2.41 1.66 3.86 3.79 2.40 1.51 1.38 1.21 0.976 0.984 0.974 0.975
3 3.17 7.37 7.61 6.13 0.80 0.80 0.87 0.45 0.980 0.958 0.956 0.966
4 1.04 1.91 6.71 1.79 1.13 0.95 1.51 0.10 0.989 0.986 0.958 0.990
5 1.57 0.92 0.59 0.56 0.53 2.01 2.05 2.37 0.990 0.985 0.987 0.985
6 0.67 0.00 3.72 0.06 13.12 36.29 38.41 19.72 0.927 0.778 0.751 0.890
7 4.17 3.24 1.54 1.17 16.16 22.78 31.72 19.75 0.894 0.859 0.806 0.886
8 2.93 30.01 26.41 35.29 8.61 8.49 8.90 9.36 0.941 0.793 0.814 0.755
the tip precision for the 8 sequences is considered. Considering the overall
mean of the tip errors for the last frame, GSEG decreases the tip errors by
88% with respect to DT*, 88% with respect to ITT* and 73% with respect
to G-I.
Finally, it can be observed that although sequence 1 is characterised by
the lowest MeanD (see Table 3.1), DT*, ITT* and G-I have relatively high
missing tracking rate as shown in Table 3.5. This can be explained by
the difficulty of the growing strategy to cope with the elongations of the
guidewire that do not follow straight trajectories, as it can be observed
in Fig. 3.9 where the tool reaches a hook-like shape. Last but not least,
in sequence 8 the DT*, ITT* and G-I methods do not follow the guidewire
during its fast pulling back (see Fig. 3.9) resulting on high values of tracking
precision, false tracking rates and tip errors. These are largely due to the
limitation of the regularisation term that does not allow abrupt shortenings
of the spline that models the tool.
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(a)
(b)
Figure 3.6.: The mean of the tracking precision (a) and F1 score (b) are
shown for the proposed GSEG, the discrete tracking method
DT, its extension DT*, the interventional tool tracking method
ITT, its extension ITT* and the geometric-iconic method G-I
for the 8 sequences. For sequence 8 the tracking precision of
all methods but GSEG are not fully displayed due to tracking
failure. The F1 score has a value between 0 and 1 where 1 is
the best and 0 the worst performance.
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Figure 3.7.: The tip precision, min and max tip errors for the proposed
GSEG, the extended discrete tracking method DT*, the ex-
tended interventional tool tracking method ITT* and the
geometric-iconic method G-I for the 8 sequences. The metrics
are in image pixels.
Figure 3.8.: The tip errors for the proposed GSEG, the extended discrete
tracking method DT*, the extended interventional tool tracking
method ITT* and the geometric-iconic method G-I for the last
frame of each sequence. The tip errors are in image pixels.
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Figure 3.9.: Qualitative tracking results for the proposed GSEG, the ex-
tended discrete tracking method DT*, the extended interven-
tional tool tracking method ITT* and the geometric-iconic
method G-I for the sequence (starting from the top left cor-
ner and proceeding counter-clockwise) 1, 7 and 8 are reported.
For each method only the results from the second, middle and
last frame of the sequence are shown.
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3.6. Discussion and Conclusions
In this chapter, a novel method for robustly tracking endovascular tools
under large deformations has been introduced. The proposed SEGlets have
shown to be reliable for guidewire tracking, overcoming some of the limita-
tions of the current data terms, as evident from the promising performance
metrics compared to current state-of-the-art. The results also highlight the
importance of considering temporal information of the tool segments and
background structures to improve guidewire segmentation.
The proposed guidewire tracking formulation based on the organisation of
the SEGlets in plausible guidewire shapes and a novel tool model appears
to be robust and flexible in presence of high dynamic catheterisation se-
quences recovering great elongations and shortenings of the tool in contrast
to the spline model which suffers from the limitations of the current regu-
larisation terms that constrains the flexibility of the spline. Furthermore,
the proposed formulation explicitly models elongation of the guidewire al-
lowing the recovery of tool motions that do not follow straight trajectories.
Finally, SEGlets provide a versatile tool for tracking curvilinear objects in
fluoroscopy images since they can be implemented using any line-like fea-
ture detectors and employed as a robust data term in different tracking
frameworks.
The proposed tool model can be enhanced further by integrating common
guidewire trajectories that can be learned oﬄine allowing extensive mod-
elling of the tool dynamics. In fact, endovascular procedures share similar
workflows and particular guidewire manipulations appear frequently across
different sequences, such as tool pull-back/pushing manoeuvres. Those
could be captured in a statistical motion model that can be incorporated as
a prior in the tool model. Furthermore, automatic guidewire detection can
be incorporated into the tracking algorithm as initialisation/reinitialisation
tool especially for those clinical applications where tracking initialisation
is required often, e.g., when a procedure is interrupted or in presence of
discontinuous screening. Reinitialisation might be needed also in presence
of C-arm rotations or image magnification since they can cause significant
deformations of the appearance of the tool.
In case a fluoroscopic sequence is characterised by high level of noise and
the guidewire is only partially visible in the images, a robust detection and
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organisation of the SEGlets can be difficult to achieve due to a high frag-
mentation of the segments that compose the tool. Furthermore, the pres-
ence of excessive motion and deformation at the “base” of the guidewire,
which represents the starting point for the organisation of the SEGlets, or
background structures in proximity to the tool’s tip can lead to inaccurate
tracking hypotheses. Under these challenging scenarios, hybrid approaches
by integrating the proposed method with spline model-based methods may
be investigated. This would combine the flexibility of the proposed method
and its robustness with a stronger prior given by model-based approaches.
In addition, the presence of other tools close to the tracked guidewire, such
as catheters and stents, could affect the efficacy of the algorithm. This
is, however, a common problem in intraoperative tracking of tools in flu-
oroscopy due to the lack of strong features and great similarity between
these elongated tools. Finally, in case the tool’s kinematics model is avail-
able, it can be integrated into the tracking framework. This solution will be
explored in Chapter 6 in the context of intraoperative vision-based shape
sensing of a continuum robot.
It should be noted that the current implementation of the algorithm has
not been optimised for high speed computation yet. However, many com-
ponents of the algorithm can be parallelised, such as the detection of the
SEGlets and the evaluation of the hypotheses. Thus, the computational
time of the algorithm, which is around 2 frames per second without consid-
ering the detection of the line-like features, would highly benefit by parallel
computing solutions both from CPU- and GPU-based architectures. These
solutions can be explored for real-time clinical applications. Current frame
rates of fluoroscopy are around 7 to 15 frames per second so this is easily
achievable.
The contributions of the proposed work were demonstrated in terms of
improvement of false and missing tracking rates, F1 score, and tip precision
compared to three state-of-the-art guidewire tracking methods [142, 26, 25],
as assessed by using a clinical dataset composed of 8 interventional se-
quences. Although good performance has been shown in multiple clinical
applications, the evaluation of the proposed method in presence of diverse
fluoroscopic sequences and interventional tools should be investigated.
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4. Combining Vision-based
Tracking and Robot Kinematics
for Robust Shape
Reconstruction and
Localisation†
4.1. Introduction
As described in Chapter 2, safe teleoperation of concentric tube robots dur-
ing endovascular procedures requires careful monitoring of their trajectory
within the patient [108, 109]. The kinematics and dynamic modelling of
concentric tube robots [150, 151, 152], however, may lead to inaccurate tip
position and shape estimation due to uncertainties in the mechanical pa-
rameters and forces affecting the robot’s behaviour. For example, shape
deformations caused by collisions with the anatomy cannot be fully mod-
elled, despite the body of work investigating the effect of known distal and
distributed forces on the robot’s shape [152, 153]. In fact, the intraopera-
tive sensing of these forces is not always possible. Therefore, accurate and
continuous exteroceptive shape sensing is essential for achieving intraoper-
ative closed-loop control of the robot and ensuring safe navigation through
complex anatomies. Finally, shape sensing is necessary for assistive control
such as path planning [103, 104] and collision detection [105].
In general, shape sensors can be categorised based on operating princi-
ples into electromagnetic, optical and vision-based, as previously discussed
†Content from this chapter was published as:
Vision-Based Intraoperative Shape Sensing of Concentric Tube Robots.
Vandini, A., Bergeles, C., Zhang, A., Yang, G.-Z.. In: IEEE/RSJ International Con-
ference on Intelligent Robots and Systems (IROS 2015), pp. 6203-6610, 2015. c©2015
IEEE
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in Chapter 2. Magnetic shape sensors usually provide a discrete measure-
ment of the shape of the robot, such as position of the tip or a limited
number of points along its length [113]. These sensors, however, suffer
from environment-related inaccuracies. Optical fibres, e.g. FBGs, are gain-
ing interest as shape sensor technology. Although FBG shape sensors can
provide accurate and fast shape measurements of continuum robots, their
integration with small and flexible robots remains a challenge [119, 120].
Vision-based sensing can provide accurate shape measurements of the robot
without requiring any robot-hardware modification. Thus far, this sensing
technology has been mainly used for general continuum robots or imple-
mented using non-medical imaging modalities.
Work presented in [126] and [127] demonstrates that vision-based shape
sensing of a continuum robot can have better results than its kinematics
modelling. Shape estimation using shape-from-silhouette and three orthog-
onal cameras is proposed in [17]. Self-organising maps and stereo vision are
employed in [129] to sense the shape of a continuum robot.
More recently, techniques that rely on intraoperative imaging modalities,
such as endoscopy and fluoroscopy, have been proposed. The pose of a flex-
ible instrument in endoscopic images is estimated by either marker-based
or marker-less methods using virtual visual servoing in [135]. A vision-
based shape sensor of a continuum robot based on optimal viewpoints of
a monoplane C-arm and a deformable surface parameterisation is proposed
in [19]. The shape estimation reaches good accuracy but the method is
evaluated with simulated data only, and requires the oﬄine learning of the
basis functions that model the deformations. Furthermore it relies on adap-
tive positioning of the C-arm to achieve shape reconstruction. This is not
always acceptable within the clinical workflow due to the limited workspace
in the operating theatres or the absence of robotic C-arms that allow accu-
rate control of the imaging system. The work presented in [138] also uses
fluoroscopy for pose estimation of a snake-robot. The algorithm, however,
is based on a computationally intensive intensity-based 2D/3D registration
and the validation is conducted on a benchtop setup without collisions or
3D ground truth shape of the robot. Finally, the shape estimation of a
continuum robot is achieved in [137] by triangulating robot points that are
segmented on stereo images. In that work biplanar X-ray fluoroscopy is
used.
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This chapter describes an algorithm that reconstructs and localises the
shape of a concentric tube robot by combining visual information with the
kinematics model of the robot. Thus, accurate intraoperative tracking of
a concentric tube robot in monoplane fluoroscopy is fused with the robot
kinematics via 2D/3D non-rigid registration to achieve intraoperative shape
reconstruction and localisation. The proposed shape-estimation algorithm is
automatic, real-time, accurate and relies on standard intraoperative mono-
plane fluoroscopy. In addition, the algorithm does not require the reposi-
tioning of the C-arm, which is kept static during shape sensing, making it
applicable in cluttered clinical environments or in absence of a robotic C-
arm. Through both extensive simulations and experiments, the robustness
and clinical value of the method is established.
The chapter is structured as follows: the kinematics of the continuum
robot and the proposed shape reconstruction and localisation algorithm
are described in Sec. 4.2, while evaluation of the algorithm in simulations
and experiments is reported in Sec. 4.3, Sec. 4.4, Sec. 4.5 and Sec. 4.6.
Discussion and conclusions appear in Sec. 4.7.
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Figure 4.1.: The kinematic parameters of a concentric tube robot comprising
a variable curvature section and a fixed curvature section, i.e.
three tubes.
4.2. Vision-based Shape Reconstruction and
Localisation Algorithm
This section proposes a shape reconstruction and localisation algorithm for
concentric tube robots in endovascular procedures. The algorithm fuses the
robot kinematics with tracking in intraoperative images through fast 2D/3D
non-rigid registration.
4.2.1. Kinematics of the Robot
Concentric tube robots comprise multiple precurved telescoping tubes made
from superelastic material (usually NiTi). The relative translation and ro-
tation of the tubes give rise to curvature interactions and control the robot
shape and tip pose (see Fig. 4.1). Thus, the joint variables of the robot can
be considered the translations, φ, of the tubes, and the relative rotations, α.
The α for each tube varies along its length due to the exhibited tube twist.
The shape based on the kinematics modelling of the robot is calculated by
solving a Boundary Value Problem (BVP) for this relative twist angle, α,
and for bending and torsional curvature κ = {κx, κy, κz} as functions of arc
length. The integration of these values provides the robot shape as a func-
tion of the arc length. In order to decrease the computational time needed
to solve the forward kinematics, discretisation by arc length of the equa-
tions of [150] is performed at s = {sj}, j = 1, . . . ,m, where sm represents
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the robot tip. The discrete equations are:
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These equations are integrated for i = 1, . . . , n, where n is the number of
tubes, Rz is the rotation around the z-axis and T (s) denotes the subset
of tubes overlapping at arc length s. In order to solve (4.1)-(4.4), bound-
ary conditions that consider zero torques at the distal ends of the tubes,
κdiiz = 0, where i = 1, . . . , n are enforced [150]. The equations are solved si-
multaneously, traversing from tip to base, and correspond to an “unloaded”
concentric tube robot. The extensions φ affect the solution by changing the
overall arc length and the regions of tube overlap. Parameter ds is negative
when integrating from tip to base, and positive otherwise.
Based on the estimated twist angles and curvature, the robot’s centreline
is found using matrix exponentials [150]. The centreline of the robot is then
re-discretised in a set of q equidistant 3D points constituting Skin. When the
kinematic variables {(φ, α)} are given, the shape is found by root-finding,
similar to [154].
4.2.2. Tracking of the Robot in Fluoroscopy
The visual appearance of a concentric tube robot in fluoroscopic frames is
a continuous curve with thickness depending on its cross sections [see Fig.
4.2(a)]. A set of connected straight segments calculated from the tracking
result of the previous frame is used to describe the shape of the robot in
the image, as shown in Fig. 4.2(c). The description of the robot using
connected straight segments allows its distinction from background objects,
which are not expected to exhibit a similar organised line-like structure.
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Furthermore, a sufficient number of segments can be estimated in each frame
to approximate the curvilinear shape of the robot. Therefore, the tracking
algorithm is composed of two main components:
• Detection of straight segments in fluoroscopic images;
• Organisation of the straight segments in plausible robot shapes;
Detection of Straight Segments
A preliminary step is needed to estimate the straight segments that could
potentially belong to the robot in the current frame by analysing the eigen-
values of the Hessian matrix [1], which is defined as:
H =
 I ∗
∂2G(x, σ)
∂x2
I ∗ ∂
2G(x, σ)
∂x∂y
I ∗ ∂
2G(x, σ)
∂y∂x
I ∗ ∂
2G(x, σ)
∂y2
 (4.5)
where I is the fluoroscopic image and G(x, σ) is the zero-mean Gaussian
of standard deviation σ. The eigenvectors of this matrix indicate gradi-
ent directionality while its eigenvalues λ1,2 are commensurate to line-like
appearance in the image. Therefore, pixels with the largest absolute eigen-
value positive are classified as foreground, resulting in a binary image where
connected components are extracted. Finally, pixels of the connected com-
ponents are grouped in straight segments considering their local curvature
[see Fig. 4.2(d)].
At this point, only the straight segments that could potentially belong
to the robot in the current frame are kept. For this purpose, the segments
that describe the robot in the previous frame, i.e. Fig. 4.2(c), are matched
to each straight segment estimated in the current frame, i.e. Fig. 4.2(d).
The matching is driven by a similarity measurement based on orientation,
2D distance and length difference between each pair of segments. The 2D
distance of each pair is defined as the mean of the Euclidean distances
between the points of the shortest segment of the pair and the closest points
of the other segment. The set of segments resulting from the matching step,
namely the segments characterised by the highest similarity score [see Fig.
4.2(e)], are used to estimate plausible robot shapes for the current frame,
and can be seen as a sparse sample of the robot.
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(a) (b) (c)
(d) (e) (f)
Figure 4.2.: Top: (a) a cropped fluoroscopic frame of a concentric tube robot
inserted into a phantom skull, (b) the tracking result of the pre-
vious frame, and (c) its respective connected straight segments
of the robot. Bottom: (d) a set of estimated straight segments,
(e) straight segments resulting from the matching step, and
(f) two plausible robot shapes (red line and green dashed line)
which are generated by organising and interpolating the set of
straight segments shown in (e).
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Organisation of the Straight Segments
The plausible robot shapes are generated by organising and connecting the
segments resulting from the matching step together, which results in a set
of 2D curves [see Fig. 4.2(f)]. The organisation and connection of these
segments are performed considering their mutual distance and orientation.
This is done in order to guarantee the generation of continue and smooth
curves which define the plausible robot shapes. Finally, these shapes are
evaluated using Bayesian inference, which is a robust solution to interven-
tional tool-tracking under fluoroscopy [3]. Thus, the plausible robot shapes
are sorted with respect to their likelihood. The shape with the highest like-
lihood in the current frame, i.e. s2D, represents the segmentation of the
robot in fluoroscopic images and is used for the shape estimation.
4.2.3. Shape Reconstruction using Non-Rigid Registration
In order to accurately estimate the shape of the robot, Srecon, its projection
in the image plane, s2D, extracted by the tracking algorithm (see Sec. 4.2.2),
is combined with the shape estimated using the forward kinematics of the
robot, Skin, by a fast 2D/3D non-rigid registration algorithm [86]. This
method displaces the points Skin by a matrix u so that the shape of the
robot, Srecon, matches its projection in the image plane, s2D. The matrix u
is q× 3, where q is equal to the cardinality of Skin, as defined in Sec. 4.2.1.
A calibrated imaging system is assumed to calculate the projections. Thus,
the shape of the robot is:
Srecon = Skin + u (4.6)
In other words, the shape of the robot is written as the sum of the shape
estimated using the forward kinematics and the matrix of displacements u.
Although the kinematics model of the robot has inaccuracies, it provides a
good initial estimate of the robot shape, making this formulation robust.
The matrix u is calculated by estimating the 3D displacements of the points
of Skin that minimise the energy function E(u):
E(u) = D(u) + ζSl(u) + γSD(u) (4.7)
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where the image-based difference term, D, is the distance between s2D and
the projections of Skin on the image plane as displaced by u, and terms Sl
and SD are the length preserving term, and smoothness term, respectively.
Parameters ζ and γ are weights that govern the relative effect of each term.
Distance D is defined as:
D =
1
q
q∑
i=1
M2(d(yi)) (4.8)
where q is the cardinality of Skin, yi is the i
th point of Skin displaced by ui,
and d(yi) is its projection in the image plane. M is a 2D distance map that
estimates the distance between d(yi) and the closest point of s2D. Since 2D
to 3D correspondences between the endpoints of s2D and Skin are known,
their distances are calculated via their Euclidean distances instead of using
M. The length preserving term is:
Sl =
1
q
q∑
i=1
ti∑
j=1
(
lpj − lj
lj
)2 (4.9)
where lj is the original distance between two neighbouring points xj and xi
of Skin. The term l
p
j is the distance between the same pair of points after
a deformation, namely lpj = ||(xj + uj) − (xi + ui)||. The term ti is the
number of neighbouring points of the ith point of Skin. Its neighbours are
intuitively indexed as i− 1 and i+ 1. The smoothness term is:
SD =
1
q
q∑
i=1
ti∑
j=1
||ui − uj ||2 (4.10)
Hence, the shape estimated using the forward kinematics, Skin, and the
projection of the robot, s2D - as detected by tracking - are registered in
a non-rigid 2D/3D fashion. This leads to the final 3D shape of the robot
Srecon.
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Table 4.1.: Robot Designs †
Robot 1 - Simulations
Section stiffness ratio Γ = 10
Section Type Curvature [1/mm] Curved Length [mm]
(1) variable curvature 1/40 40
(2) fixed curvature 1/10 20
Robot 2 - Experiments
Section stiffness ratio Γ = 5.1
Section Type Curvature [1/mm] Curved Length [mm]
(1) fixed curvature 1/181 30
(2) fixed curvature 1/27 38
4.3. Implementation Details
Regarding the tuning of the algorithm’s parameters, ζ and γ in (4.7) were
chosen by observing the behaviour of the 2D/3D non-rigid registration dur-
ing preliminary simulation runs and were empirically set as 0.0005, and
0.005, respectively. This choice permits limited length deviation between
Skin and Srecon, necessary to correct for kinematics errors on the relative
extension of the ith tube or section, φi. Finally, q = 10 which ensures a good
compromise between accuracy on the modelling of the shape and compu-
tational cost of the algorithm. The aforementioned values are fixed for all
subsequent simulations and experiments.
The vision-based shape sensing algorithm runs on a desktop PC with the
following specifications: i7-2600 at 3.40 GHz and 16 GB of RAM. The for-
ward kinematics, tracking method and 2D/3D registration operate at 90 Hz,
6 Hz and 71 Hz, respectively, with an unoptimised C++ implementation.
Given that 7 fps is a common intraoperative acquisition rate in fluoroscopy,
the algorithm can run on-line.
†The terminology of [150] for variable and fixed robot sections is used. Variable curvature
sections possess two tubes of similar bending stiffness, thus, the curvature of the section
depends on their combined curvature as tuned by applying relative rotations to the
tubes. Fixed curvature sections consist of a single curvature. Finally, outer sections
are stiffer than inner sections, with a stiffness ratio of Γ.
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4.4. Performance Metrics
Extensive evaluation of the algorithm through performance metrics such as
reconstruction error of robot shape and tip position error are presented to
quantify the accuracy of the proposed method and demonstrate its clinical
value.
The shape reconstruction error, Dist(Sgt, Sest), between the estimated
shape, Sest, with respect to the ground truth shape, Sgt, is defined in [5] as:
Dist(Sgt, Sest) =
1
w + f
(
w∑
i=1
dmin(Sgt(i), Sest)
+
f∑
j=1
dmin(Sest(j), Sgt)
)
(4.11)
where dmin(Sgt(i), Sest) is the distance between the i
th point of Sgt to the
closest point on Sest, while w and f are the number of points of Sgt and
Sest, respectively. In the error evaluation, the estimated shape Sest can be
either:
1. The shape Skin, calculated using forward kinematics;
2. The shape resulted using only vision, i.e. without considering kine-
matics information;
3. The shape Srecon, estimated using the proposed method, i.e. by fusing
kinematics and vision;
When vision-only is employed, the assumed initial robot shape is straight
having the same arc-length. The 3D robot shape is iteratively adjusted to
fit the projections in the image [86].
The tip position error is the Euclidean distance between the tip of the
estimated shape and the tip of the ground truth shape. Before calculating
the errors, each shape resulting from the three aforementioned methods is
interpolated using a B-spline to generate a smooth and continuous 3D curve.
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4.5. Performance Evaluation: Simulations
Robot 1, given in Table 4.1, is used to evaluate the proposed algorithm
via two simulation scenarios. The first scenario evaluates the algorithm
under noisy kinematics while the second considers the presence of unknown,
unmodelled, virtual forces acting on the robot from the patient’s anatomy.
4.5.1. Inaccuracies of the Kinematics
In the first scenario, robot centrelines based on 1000 discrete sets of joint
variables, uniformly covering the joint-space, are generated. These centre-
lines exhaustively cover the robot workspace and result in robot shapes that
are used as the ground truth shapes. They are projected on the image plane
using a realistic C-arm camera projection matrix estimated by performing
a camera calibration on the imaging system used on the experimental setup
(please refer to Sec. 4.6 for more details about the C-arm and calibration).
These projections form s2D for the shape sensing algorithms
‡.
The noise for each joint/kinematics variable type is modelled by two Gaus-
sian distributions: N1(0, σ1), N2(0, σ2), where N1 is applied to the relative
extension of the ith tube or section, φi, while N2 is applied to the relative
rotation of the ith tube, αsi , and the rotation of the whole robot α
0
1. Ten
noise profiles for each Gaussian distribution are generated by increasing the
values of σ1 and σ2 as follows:
σ(h) = σmin + h
(
σmax − σmin
N
)
, h = 0, · · · , N − 1 (4.12)
where N = 10, σmin1 = 1 mm, σ
max
1 = 3.7 mm, σ
min
2 = 1
◦ and σmax2 = 12◦.
These parameters were tuned to reach realistic kinematics inaccuracies for
the simulations, comparable to experimental results shown in the concentric
tube robot kinematics modelling literature [150, 151, 152]. The mean tip
error reported in [150] ranges from 1 mm to 4 mm, while the max tip error
ranges from 2 mm to 13 mm. Other studies measured mean tip errors on
the order of 3 mm and max tip error between 8 mm to 9 mm [151, 152].
The shapes estimated by solving the forward kinematics for these noisy
kinematic values are denoted as Skin.
‡The tracking of the robot in fluoroscopy is performed only during the experimental
evaluation.
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4.5.2. Robot Deformations due to Unknown Forces
The second scenario is structured similar to the first one, except that deflec-
tions due to increasing forces applied to the robot are used. These “forces”
cause the deformation of each ground truth robot-shape. As in the first sce-
nario, 1000 discrete sets of joint variables are examined. However, only one
Gaussian noise profile for N1(0, σ1), N2(0, σ2) is used, corresponding to the
middle one of the first simulation, i.e. σ(4). Again, the shapes calculated
by solving the forward kinematics for the noisy kinematic values are Skin.
The increasing unknown “force/load” acting on the robot is modelled
using a virtual anchor point. This unknown “force/load” may represent a
collision of the robot with the patient anatomy. A unit vector v(j) defines
the orientation of the deformation of the jth point of the ground truth
robot-shape. This vector is calculated considering an arbitrary point in
space, which is considered as a virtual anchor point, and the jth point of
the robot-shape. The displacement of the jth point of the robot-shape is:
dis(h, j) = v(j)
[
hjl
c(N − 1)(q − 1)
]
(4.13)
where l is the length of the robot in [mm], q is the number of discrete points
along the robot-shape, h = 0, ..., N − 1, with N = 10 load scenarios, and
j = 0, ..., q − 1 is the index of the points along the robot-shape. The index
j = 0 describes the robot base while j = q − 1 describes its tip. Thus, for
the load scenario h = 0 the ground truth robot shape is not affected by any
force while for h = N − 1 the “force/load” causes a maximum displacement
at the tip of the robot equal to 1c of its length. In the implementation c = 4,
which allows the investigation of a wide range of potential deflections.
To ensure that the deformation model does not introduce non-physical
behaviours, e.g. extension or compression of the tubes, a post-processing
step maintains constant the length of the deflected robot. For elongated
robots, this is achieved by removing points starting from the tip of the
deformed shape until its length is equal to the length of the corresponding
ground truth non-deformed robot, namely l. For shortened robots, points
are added iteratively along the deformed robot backbone tangent until its
length equals l. The differences in length that have to be corrected by the
post-processing step are, on average, 2% of the original robot length l.
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4.5.3. Results of the Simulations
For each set of noisy kinematics values of the first simulation and for
each load scenario of the second simulation, three shape reconstruction al-
gorithms are compared: (a) forward kinematics only; (b) reconstruction
through vision-only; (c) proposed algorithm, which fuses the forward kine-
matics and vision via 2D/3D non-rigid registration.
The performance of the three algorithms is quantified and the reconstruc-
tion and tip position errors, in millimetres, for the first simulation scenario
are reported in Fig. 4.3(a), and Fig. 4.3(b), respectively. It can be observed
that the tip position errors are in general greater than the shape reconstruc-
tion errors considering the same scenario. This is due to the fact that the
error in estimating the shape of the robot propagates from the base of the
robot to its most distal point, i.e. the tip, where it reaches its maximum
value.
For the first simulation scenario, the proposed method reaches an average
error reduction, compared to the kinematics, equal to 43% for the shape
reconstruction errors and 71% for the tip localisation. The error reduction,
compared to the vision-only method, is on the order of 76% and 76% for
the shape reconstruction, and tip localisation, respectively.
The errors for the second simulation scenario are shown in Fig. 4.4. The
error reductions for the shape reconstruction, and tip localisation, are 41%,
and 54%, respectively, when compared the proposed method with the kine-
matics. The error reduction is 28% for the shape reconstruction, and 40%
for the tip localisation, compared to the vision-only method.
Overall, the shape estimation and tip position achieved by fusing kine-
matics and vision in both simulation scenarios reach the best accuracy. The
results show the importance of combining forward kinematics and vision to
perform shape sensing, despite the shape estimation using the kinematics
being inaccurate. This is particularly true for the scenario including defor-
mations of the robot via unknown and unmodelled “force/load”. It is also
worth noting that when large unmodelled deformations are present, the re-
sults of the proposed approach converge to the results of the vision-only
method. Finally, the errors of the vision-only method are mainly constant
in presence of kinematic uncertainties while they are not in the second sim-
ulation scenario. In fact, the vision-only method does not rely on the kine-
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(a)
(b)
Figure 4.3.: The mean, max and min reconstruction errors for the forward
kinematics only, vision-only, and the proposed fusion method
for the first simulation scenario for 1000 robot shapes per each
noise case. (a) Shape reconstruction errors, and (b) tip position
errors.
matics while it is affected by the unmodelled “force/load” that generates
increasingly more complex shapes to be recovered. Thus, it is demonstrated
that the proposed algorithm fuses the kinematics model and visual infor-
mation successfully to handle both cases of kinematic noise and unmodelled
forces acting on the robot.
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(a)
(b)
Figure 4.4.: The mean, max and min reconstruction errors for the forward
kinematics only, vision-only, and the proposed fusion method
for the second (virtual load) simulation scenario for 1000 robot
shapes per each load scenario. (a) Shape reconstruction errors,
and (b) tip position errors.
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Figure 4.5.: (a) The experimental setup, composed of a concentric tube
robot, a monoplane C-arm and a skull phantom. (b) Close-
up of the robot. (c) A side view of the robot.
4.6. Performance Evaluation: Experiments
The experimental setup is composed of a concentric tube robot, a mono-
plane C-arm and a skull phantom (see Fig. 4.5). The robot is operated
through a laptop computer running LabVIEW in a preplanned trajectory.
The design specifications of the concentric tube robot, which is composed
of two tubes of fixed curvature are reported in Table 4.1 as Robot 2. These
tubes have a sub-millimetre diameter, which makes tracking in fluoroscopic
images challenging.
The monoplane C-arm is a GE Innova 4100 for interventional radiol-
ogy and can be described by a pinhole camera model [155]. The camera
calibration of the C-arm is performed oﬄine to estimate its intrinsic and
extrinsic parameters using a customised calibration grid. This calibration
grid, a checkerboard pattern, has radio-opaque markers at the corners of
the checkerboard boxes and allows the utilisation of state-of-the-art cam-
era calibration algorithms [156]. Manual alignment of the robot with the
C-arm is performed to coarsely register their coordinate systems, which is
improved by aligning known 3D landmarks on both coordinate systems, i.e.
the radio-opaque components on the experimental board [see Fig. 4.5(b)].
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Two comprehensive data sets are collected to experimentally evaluate
the achievable accuracy and precision of the proposed vision-based shape
sensing algorithm. In the first data set, the robot is operated in air while in
the second data set, the robot is inserted into a skull phantom. Each data
set is discretised in motion steps. During every step, monoplane fluoroscopic
images (512× 512 image size) at a fixed C-arm position of 0◦ RAO (Right
Anterior Oblique) are recorded to capture the robot motions while an X-
ray computed tomographic image (CT-scan) is acquired at the end of each
step for collecting the ground truth via 3D manual segmentation. Thus, the
robot centrelines, which represent the ground shapes of the robot for the
evaluation, are extracted by thinning of the manually segmented mesh.
The joint values for the robot kinematics are recorded during every motion
step based on the robot’s encoders. The forward kinematics of the robot is
solved using these recorded kinematics values, generating Skin. In addition,
the tracking of the robot is performed in all fluoroscopic images of both
datasets and its results are used as s2D. The tracking algorithm is initialised
manually on the first frame. Finally, only the flexible section of the robot
[see Fig. 4.5(c)] is considered for shape estimation.
4.6.1. Robot in Air
For the first data set, the robot performs a spiral-like trajectory in air. This
trajectory is discretised in 22 Motion Steps [see Fig. 4.6(a-b)]. Motion Steps
#13-16 correspond to particularly out of plane robot motions (with respect
to the imaging plane), which are the hardest for vision algorithms to recon-
struct from a single view due to the degenerate nature of perspective pro-
jection. An increasing load is applied to pull the robot tip of Motion Steps
#20 resulting in Motion Steps #21-22. Its effect on the robot shape, around
30%-of-length deflection at the tip, can be seen in Fig. 4.6(b). As described
in the simulations, unmodelled unknown forces cause robot deflections that
are not explained by the kinematics. Hence, the chosen trajectory covers
cases challenging to both the vision-only and the kinematics-only algorithm
that demonstrates the benefit of the proposed fusion approach.
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(a) (b)
(c)
Figure 4.6.: Ground truth shapes for each motion step of the experiment in
air (a-b), and phantom (c), together with the motion trajecto-
ries of the robot tip (black dotted line). In (b), Motion Steps
#21-22 are the result of an increasing unknown load applied at
the robot tip of Motion Step #20.
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Table 4.2.: Overall Shape Reconstruction Errors (µ± σ)
Shape Errors [mm] Kinematics Vision Kinematics&Vision
In Air 1.49± 0.84 1.25± 0.67 0.89± 0.34
Phantom 0.83± 0.34 0.96± 0.44 0.85± 0.35
All Experiments 1.35± 0.81 1.19± 0.63 0.88± 0.33
Table 4.3.: Overall Tip Position Errors (µ± σ)
Tip Errors [mm] Kinematics Vision Kinematics&Vision
In Air 4.10± 1.37 3.41± 2.42 2.14± 1.09
Phantom 3.40± 0.70 2.83± 0.93 2.51± 1.20
All Experiments 3.95± 1.28 3.29± 2.18 2.22± 1.10
4.6.2. Robot in Phantom
For the second set of data, the robot is inserted into a skull phantom that
introduces non-homogeneous image background conditions [see Fig. 4.2(a)
and Fig. 4.5]. The trajectory, discretised in 6 steps, is illustrated in Fig.
4.6(c).
4.6.3. Results of the Experiment
For each motion step of each data set, as for the simulated data, the three
shape reconstruction techniques are compared, i.e. kinematics only, vision-
only, and the proposed algorithm.
The overall performance of the reconstruction algorithms in terms of
shape reconstruction, and tip position errors, is reported in Table 4.2, and
Table 4.3, respectively. The accuracy of the vision-based shape sensing al-
gorithm is 0.88 mm on the shape estimation and 2.22 mm on the tip. Thus,
the proposed method achieves a great improvement over the kinematics-
only reconstruction of the robot shape, which has an accuracy of 1.35 mm
and 3.95 mm, respectively. This amounts to a 35% error reduction for the
shape estimation, and 44% error reduction for the tip. The vision-based
shape sensing algorithm outperforms the vision-only method both in terms
of shape reconstruction and tip localisation. In fact, the overall accuracy of
the vision-only method is 1.19 mm and 3.29 mm for shape and tip, respec-
tively. This leads to an error reduction for shape and tip of 26% and 33%
by the proposed method compared to the vision-only method.
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(a)
(b)
Figure 4.7.: Shape estimation results for the experiments in air and phantom
of each motion step. The red dotted line separates the data of
the air to the phantom experiment while the light blue dotted
rectangle indicates the steps where an external load is applied
to the robot. Motion Steps #13-16 correspond to particularly
out of plane robot motions. (a) Shape reconstruction errors,
and (b) tip position error.
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The detailed shape reconstruction errors, and tip position errors of the
compared reconstruction algorithms are reported in Fig. 4.7(a), and in Fig.
4.7(b), respectively. It is worth noticing that the vision-only algorithm ex-
hibits large errors in Motion Steps #13-16 where the robot is particularly
out of plane. Moreover, large shape estimation and tip errors are present
during Motion Steps #21 and #22 for the kinematics model, since it is
unable to account for the applied unknown forces. In both of these chal-
lenging scenarios, the proposed method reaches the best accuracy as shown
in Fig. 4.7(a) and Fig. 4.7(b), and overcomes the limits of the two methods.
In addition, qualitative results of robot tracking in fluoroscopic images and
the respective shape reconstruction for the air and phantom experiment are
shown in Fig. 4.8, where Motion Step #22 corresponds to the application
of an external load.
These results are in line with the conclusions of the simulations and un-
derline the importance of combining robot kinematics with vision to achieve
the most robust shape estimation.
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Figure 4.8.: Tracking results in fluoroscopic images and estimated robot-
shapes by kinematics (Kin), vision-only (Vis) and proposed
method (K&V) for six motion steps of the air and phantom
experiments. In the fluoroscopic images, the flexible section of
the robot is in red and the rigid section is in blue. GT stands
for ground truth shapes from the CT-scans. Motion Step #22
corresponds to the application of an external unknown load.
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4.7. Discussion and Conclusions
This chapter proposes a new approach to vision-based intraoperative shape
sensing of concentric tube robots. The method provides accurate contin-
uous robot shape sensing using monoplane fluoroscopic images, regardless
the effect of unknown forces and kinematic uncertainties. This is achieved
by fusing the kinematics modelling of the robot with image tracking via
2D/3D registration. The method’s clinical value was demonstrated through
both simulations and experiments. The fusion framework proved to be more
robust than using kinematics or vision alone, especially in cases of out of
plane motions and when external forces were applied. This work can be eas-
ily adapted to biplanar X-ray fluoroscopy systems where the stereo imaging
can provide additional robustness to the algorithm.
Although good performance of the proposed vision-based shape sensing
algorithm has been presented in this chapter, the accuracy of the shape esti-
mation directly depends on the robustness of the tracking results in the flu-
oroscopic images. In case of challenging fluoroscopic sequences, the tracking
algorithm might lead to inaccurate robot detections which can subsequently
cause imprecise shape estimations. This is mainly triggered by the presence
of line-like background objects in the image and low signal-to-noise ratio
of the intraoperative imaging modalities, which make the robot difficult to
detect in case only image information is considered. The proposed method
might fail to accurately recover the shape of the robot in case of external
forces are acting on the robot from out of plane configurations. This is
mainly due to the degenerate nature of perspective projection from a single
view. The fusion with the kinematics model of the robot, however, allows
the method to reach better results than pure vision approaches. Finally, the
two robots used during evaluation are relatively short to use as a navigation
tube sets during endovascular procedures.
In Chapter 6, an algorithm that unifies the tasks of tracking the robot and
estimating its shape will be presented in order to address these challenges.
This formulation will improve the tracking and shape reconstruction by
solving the two tasks simultaneously as a single minimisation energy prob-
lem considering both image and kinematics information concurrently. In
addition, a longer tube set will be used during the evaluation for testing the
robustness of the technique in presence of more complex shapes.
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5. Shape Reconstruction of a
Continuum Robot using
Appearance Priors and
Adaptive Imaging Positioning†
5.1. Introduction
Endovascular robotic systems have been introduced in order to improve
navigation through complex anatomies as well as enhancing the control and
stability of the catheter [157]. However, clinically, the current imaging so-
lution for intraoperative guidance is still limited to X-ray fluoroscopy which
is a 2D projection of the 3D scene generated by an interventional X-ray (C-
arm) system. Although the use of ultrasound, real-time MRI and additional
3D tracking devices attached to the catheter is gaining momentum, these so-
lutions are not fully integrated into the clinical workflow yet. In parallel, the
underlying technologies for interventional X-ray are also steadily improving
owing to the development of accurate C-arm movements, robot actuation,
hardware and software for enhancing the image quality, and incorporation
of CT-like reconstruction capabilities. In order to minimise radiation expo-
sure, nephrotoxic risk (due to excessive use of contrast agent) and endothe-
lial damage (caused by unwanted collisions of the catheter with the vessel
walls), it is necessary to maximise the information content of the available
intraoperative imaging with technological solutions that are easy to inte-
grate into the existing clinical workflow. Therefore, the reconstruction and
†Content from this chapter was published as:
3D Robotic Catheter Shape Reconstruction and Localisation using Ap-
pearance Priors and Adaptive C-arm Positioning. Vandini, A., Giannarou,
S., Lee, S.-L., Yang, G.-Z.. In: Augmented Reality Environments for Medical Imag-
ing and Computer-Assisted Interventions (AE-CAI 2013), pp. 172-181, 2013. With
permission of Springer, license number: 3857591343409.
119
localisation in 3D space of the catheter using fluoroscopy is necessary in
order to minimise the aforementioned factors and ensure safe navigation
through the endovascular system. Moreover, the reconstruction and local-
isation of the entire 3D shape of the catheter is particularly important for
tendon driven robotic catheters with multiple bending segments (such as the
Hansen Sensei system) as cross-talk is inevitable. It is not only the catheter
tip that can collide with the artery walls; endothelial damage can be caused
by any point along the catheter length. This 3D shape information can
aid the clinician when performing robotic catheterisation, providing safe
guidance through complex anatomy by identification of critical locations.
3D shape reconstruction of the catheter can be achieved with biplane C-
arm systems using triangulation [28] or 3D/2D registration [32]. Although
these approaches are well developed, biplane C-arm systems are not always
available due to their high cost or operation workspace constraints dur-
ing endovascular interventions. To achieve 3D localisation with monoplane
C-arm systems, additional information is required. These include the use
of preoperative data of the vessel morphology combined with back projec-
tion [5] and other patient specific anatomical priors. For these approaches,
achieving an accurate registration of the preoperative model and handling
anatomy deformations remains a challenge. To partially overcome these
limitations, a 3D probability distribution of the current plausible positions
of the catheter, which was calculated using a particle filter and was based
on fluoroscopic images and 3DRA, has been introduced [30]. Several non-
rigid 3D/2D registration methods have also been proposed to estimate the
position of deforming vascular structures [158, 86]. However, these alone
are difficult to apply to catheter shape reconstruction as a 3D model of
the object is required in advance and the projection of a catheter shape is
less informative than a projection of a vessel structure. Catheter localisa-
tion using limited C-arm rotation has also been investigated using non-rigid
structure from motion combined with a kinematics model of the catheter
[57]. However, the kinematics model cannot deal with catheter deformation
caused by collisions.
In the previous chapter, a vision-based shape sensing algorithm which
relies on robot kinematics and image information was presented. When the
kinematics modelling is not available or it is highly inaccurate, other solu-
tions should be explored in order to provide a reliable prior information of
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the robot’s shape for its reconstruction. For this purpose, the current chap-
ter presents a 3D robotic catheter reconstruction and localisation scheme
based on a monoplane C-arm system with adaptive positioning. The op-
timal C-arm position used for reconstructing and localising the catheter is
calculated considering an initial 3D catheter shape. This shape is estimated
using an appearance prior of the catheter without relying on its kinematics.
To this end, the Hansen Artisan robotic catheter is used as the exemplar
to illustrate the overall concept and theoretical background of the system.
The robotic catheter part modelled in this work was the leader (shown in
Fig. 5.5(a)). With the proposed method, the rotation of the C-arm is
limited to small angles to ensure speed, safety and minimal disturbance
during surgery. Although a complex navigation path might require several
limited rotations, the achieved 3D catheter localisation can decrease the
overall procedure time which is affected by the challenge in 2D navigation.
Detailed validation of the method is performed to illustrate its potential
clinical value.
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Figure 5.1.: The 3D catheter shape reconstruction and localisation work-
flow. The dashed lines represent inputs used at time t but
estimated at time t− 1.
5.2. Shape Reconstruction and Localisation
The proposed online catheter reconstruction and localisation algorithm con-
sists of the following steps: 2D catheter centreline extraction, 3D catheter
shape estimation using appearance priors, optimal C-arm positioning and
3D shape reconstruction and localisation. The workflow of the method is
shown in Fig. 5.1.
5.2.1. 2D Centreline Extraction
To automatically detect the catheter in the fluoroscopic sequences, a learning-
based technique is used. In addition, a filter-based method is employed in
order to extract the catheter’s centreline.
Catheter Detection using a learning-based technique
The catheter is first detected using a cascade of boosted classifiers with
Haar-like features [46]. Instead of training the classifiers to detect the whole
catheter as a single object, small segments are detected first by treating
the catheter as a set of connected small rigid segments†. The entire pro-
jected shape is then estimated connecting the detected segments. During
†The cascade of classifiers was trained using data different to that used for validation.
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the training phase, catheter segments were manually annotated in fluoro-
scopic images and used as positive samples while fluoroscopic images with
no catheter were used to generate negative samples. The cascade had 20
stages.
The cascade of classifiers is then used to detect the catheter in the fluoro-
scopic images. After an initial detection, false positives are filtered out tak-
ing into account the density of the detections, namely the overlap between
bounding boxes (detected regions). In this study, the minimum number of
overlapping detections that an accepted detected patch has to present is 5,
which was empirically estimated.
Centreline Extraction using a filter-based technique
While the result of the learning-based approach provides an approximate
automatic segmentation of the catheter, the position of the bounding boxes
is not accurate enough for a precise centreline localisation. A filter based
on the Hessian matrix [1] is applied on the detected regions in order to have
a precise segmentation of the catheter.
The eigenvalue of the Hessian matrix encapsulates information regarding
the presence of line-like objects in the filter area. The Hessian matrix is
calculated as:
H =
(
Lxx Lxy
Lxy Lyy
)
(5.1)
where Lxy is the result of the convolution of a scaled Gaussian derivative.
Thus, the eigenvalues are estimated as:
λ1,2 =
1
2
(
Lxx + Lyy ±
√
(Lxx − Lyy)2 + 4L2xy
)
(5.2)
Finally, for each bounding box, the centre of mass of the cloud of pixels that
respond positively to the filter is calculated. This results in a set of points
along the centreline of the catheter. A cubic spline is then fitted to a set of
points in order to generate a smooth and continuous 2D catheter centreline.
Examples of the centreline extraction pipeline are shown in Fig. 5.2.
123
(a) (b) (c)
Figure 5.2.: Examples of the centreline extraction pipeline: (a) is the orig-
inal fluoroscopic image; (b) shows the detection of the small
catheter segments after filtering the false positives; (c) shows
the centreline estimated.
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5.2.2. 3D Shape Estimation using Appearance Priors
To estimate the 3D shape of the catheter S using appearance priors, the
2D centreline extracted is first divided into n small segments defined as
cz, z = 1 . . . n. For each of these segments their 3D orientation in the image
plane, i.e. θ, is estimated considering the orientation of the segment in the
image, as shown in Fig. 5.3(a). Their 3D orientation out of the image plane,
i.e. φ, is estimated using a database of visual appearance priors at different
degrees of bending angle, as shown in Fig. 5.3(b). In addition, each segment
cz is characterised by the length of the templates used in the database of
visual appearance priors.
The database of visual appearance priors is generated oﬄine and is com-
posed by fluoroscopic projections of segments of the catheter recorded at
different C-arm positions, simulating controlled and known rotations of the
catheter out of the image plane. Rotations modelled in the database ranged
between 0◦ to 50◦ around the Z axis (defined along the length of the imag-
ing bed). The cardinality of the database used is 6 (one template every
10◦, as shown in Fig. 5.3(b)) as it was observed that no significant visual
changes occurred on the catheter segment for shorter angle intervals. As the
projection of each segment cannot differentiate positive or negative angles,
i.e., the catheter bending into or out of the projection plane, this ambiguity
is resolved by incorporating a smoothness constraint of the catheter.
The estimated catheter shape S is modelled using a graph representation,
where each 3D edge corresponds to the centreline of each 3D segment of the
catheter and the nodes their connections. Spherical coordinates are adopted
to define the edge connecting two consecutive nodes xi and xj . The 3D
coordinates of the root of the graphs are x1 and are initialised to the origin
of the coordinate system of the shape. Hence, as shown in [158], the 3D
position of a generic kth node is calculated as:
xk = x1 +
∑
i,j∈Ak
 r cos θij sinφijr sin θij sinφij
r cosφij
 (5.3)
where r is the length of the edge that links the ith and jth nodes, φij and
θij are the two angles of the polar notation and Ak is the set of ancestors
of the kth node. This gives a recursive definition of the catheter shape.
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Figure 5.3.: The estimated catheter shape S is calculated using the appear-
ance priors. In order to calculate the 3D orientation of each
catheter segment (one catheter segment is highlighted in the
fluoroscopic image) their 3D orientation in the image plane (θ)
is estimated considering the orientation of the segment in the
image (a) while their 3D orientation out of the image plane (φ)
is estimated using a database of visual appearance priors at dif-
ferent degrees of bending angle (b). (c) illustrates an example
of an estimated shape.
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In this study, r is calculated by dividing the length of the catheter (in
mm) by n. Therefore, to calculate S starting from the root node, every edge
has to be defined by estimating φij and θij . θij is the slope of ci (highlighted
in yellow in Fig. 5.3(a)) and is calculated by approximating ci with a line
that passes through its first and last point. φij is the slope of the i
th 3D
segment along the projection plane and is estimated using the database of
appearance priors. Based on this database, a similarity measurement is
calculated using normalised cross-correlation between each template of the
database and the projection of the ith 3D segment. The template with the
highest similarity indicates the value of φij . During template matching, each
template is rotated by θij to match the orientation of the i
th 3D segment
projected in the image plane.
Once all nodes are defined, a Catmull-Rom spline is used to interpolate
between them to generate a smooth and continuous 3D catheter centreline.
The 3D centreline is discretised into m equidistant nodes which represent
the estimated catheter shape S. The variablem was empirically chosen to be
20 in this study in order to best represent the shape without increasing the
complexity of the model. The variable S is defined in the coordinate system
of the shape and it is different than the C-arm coordinate system where the
catheter has to be localised. Therefore S encapsulates an approximate 3D
shape and orientation information of the catheter with respect to the C-arm
but does not provide the absolute position of the shape.
5.2.3. Estimation of the Optimal C-arm Position
The terms St−1 and St are two estimated catheter shapes at time points
t − 1 and t, respectively. St−1 and St are used to calculate the optimal C-
arm position for the catheter shape reconstruction and localisation at time
t. An estimation of the deformation between St−1 and St is defined as:
S(t−1,t) = St−1 − St (5.4)
It can be appreciated that large reconstruction errors due to ambiguities of
the single view would occur when the catheter deformation S(t−1,t) is out
of the image plane (Fig. 5.4(a)). To minimise this error, it is necessary to
acquire a different view, optimised with due consideration of S(t−1,t) and the
limitations of the C-arm rotation. Therefore, an online optimal small-angle
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Figure 5.4.: (a) shows the estimated catheter shapes St−1 and St at the
original C-arm position. This position is not optimal for the
3D reconstruction and localisation of the catheter at time t as
the deformation described by Vdif lies outside the image plane
creating the angle β. In (b) the C-arm has been rotated by β
in order to reach the optimal position where Vdif lies on the
image plane.
reprojection method is proposed.
The optimal C-arm position is calculated using the optimal orientation
vector defined as:
Vdif =
−−−−→
Stipt−1B (5.5)
where Stipt−1 is a 3D point that describes the position of the tip of St−1,
S¯(t−1,t) is the mean of S(t−1,t) and B is defined as:
B = Stipt−1 + S¯(t−1,t) (5.6)
Although Vdif is a 3D vector and coarsely approximates the deformation
between the two catheter shapes, it encapsulates information of the main
deformations regarding their relative displacement and orientation with re-
spect to the C-arm view. The C-arm should be oriented in such a way that
Vdif is aligned to the detector (the deformation lies on the image plane,
as shown in Fig. 5.4(b)) and therefore the deformation can be recovered
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without any ambiguities due to the single view used. The optimal rotation
of the C-arm β is calculated as:
β = arctan
(
Vdify
Vdifx
)
(5.7)
where Vdify and Vdifx are the y and x components of Vdif respectively.
This constrains the rotation of the C-arm around the Z axis.
5.2.4. 3D Shape Reconstruction and Localisation
The shape Zt is the 3D catheter shape that is reconstructed and localised
in the C-arm coordinate system. It is composed by q equidistant 3D nodes,
where q = 20. Zt is found from the optimal C-arm view (rotating the C-arm
by β, as shown in Fig. 5.4(b)) using Zt−1 as prior knowledge of the shape
and the 2D catheter centreline extracted on the fluoroscopic image acquired
at the optimal C-arm position. To estimate Zt, the energy function E(u) is
minimised. This energy is defined as:
E(u) = D(u) + αSl(u) + γSD(u) (5.8)
where u are the displacements of the nodes of Zt−1 that minimise the func-
tion. Thus, the current catheter shape Zt is estimated as Zt = Zt−1 + u. Sl
is the length preserving term and SD is the smoothness term as described
in [86]. D is the image-based difference between the projections of Zt−1 dis-
placed of u and the 2D catheter centreline extracted from the fluoroscopic
image acquired at the optimal C-arm position. The difference is defined as:
D =
1
q
q∑
i=1
M2(d(yi)) (5.9)
where q is the number of nodes of Zt−1, d(yi) is the projection in the im-
age plane of the ith node of Zt−1 after a displacement ui and M is the
distance map calculated using the 2D centreline. Since a 2D to 3D corre-
spondence between the 2D centreline and Zt−1 is known, the distances of
the projections of the displaced endpoints of Zt−1 used to find D are cal-
culated considering the endpoints of the 2D centreline instead of M. The
coefficients α and γ were empirically chosen to be 120 and 4.5, respectively.
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Figure 5.5.: The experimental setup is shown in (b); an Hansen Artisan
robotic catheter is illustrated in (a) while a silicone phantom of
the aortic arch and an automatic pull-back device are shown in
(c) and (d), respectively.
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5.3. Experiment Design
To validate the achievable accuracy of the proposed method, detailed exper-
iments were performed with a silicone phantom of the aortic arch (Elastrat
Sarl, Geneva, Switzerland) and a Hansen Artisan robotic catheter (Hansen
Medical, Mountain View, CA, USA). A GE Innova 4100 for interventional
radiology (GE Medical Systems, BUC, France) was used to acquire the flu-
oroscopic images and the CT scans for validation. The experimental setup
is shown in Fig. 5.5. The calibration of the C-arm was performed using a
customised grid phantom. To obtain the ground truth data, the catheter
was manually segmented from the CT volumes and a 3D centreline was
extracted from the segmented meshes [159].
5.4. Data Collection
For this study, two comprehensive data sets were collected. For the first
set, the robotic catheter was scanned at a fully extended (straight) shape as
well as at two different bending shapes. For each shape, fluoroscopy images
were acquired with projection planes from 0◦ to +40◦ RAO (Right Anterior
Oblique), with image acquisition every 2◦. 3D CT scans of the catheter
were also acquired for validation.
The second set of data consisted of two sequences of the catheter in the
silicone phantom: a pull back along the aortic arch from the aortic root
and one cannulating the left subclavian artery starting from the descending
aorta. The procedure was divided into five steps for the cannulation of
a left subclavian artery and four steps for the aortic arch. At each step,
fluoroscopy images were acquired with projection planes from 0◦ to +40◦
RAO, with image acquisition every 2◦. 3D CT scans of the catheter were
also acquired for validation. The catheter was moved 10 to 15 mm at each
step.
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(a)
(b)
Figure 5.6.: The localisation errors of the two curved catheter shapes from
the first data set. The results from the shape reconstruction
and localisation at the optimal C-arm position are shown in
red while those from original position are shown in black.
5.5. Results
For the first dataset, the fully extended shape was used as initialisation Zt−1
in order to reconstruct the two curved shapes. For each C-arm position (ev-
ery 10◦ from 0◦ to 40◦) the curved shapes were reconstructed and localised
from that X-ray projection and at the optimal C-arm position found for
that particular position. The mean errors were calculated as the mean of
the distances between each point along the calculated 3D catheter centre-
line to the closest point on the ground truth centreline and the distances
between each point along the ground truth centreline to the closest point
on the 3D calculated catheter centreline. Fig. 5.6 shows the results of the
catheter shape reconstructed and localised using the first data set with two
catheter shapes at different bending shapes. The mean reconstruction and
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Table 5.1.: Reconstruction and localisation errors (in mm) for the left sub-
clavian artery cannulation and the aortic arch pullback sequence.
Left Subclavian Artery Aortic Arch
Optimal C-arm Position 1 2 3 4 5 1 2 3 4
2D Centreline Extraction (pixels) 0.81 0.89 0.89 0.69 0.52 0.66 0.69 0.68 0.73
3D Mean 0.53 2.40 1.45 1.17 2.69 1.52 2.78 4.14 5.98
3D StdDev 0.21 1.53 0.45 1.12 1.11 0.54 2.11 3.59 5.86
3D Tip 0.96 6.24 2.83 4.41 3.83 3.22 10.60 13.64 18.49
C-arm Position 0◦ 22◦ 10◦ 10◦ 10◦ 40◦ 40◦ 40◦ 0◦
Fixed C-arm Position 1 2 3 4 5 1 2 3 4
2D Centreline Extraction (pixels) 0.81 1.10 0.86 0.95 1.00 0.66 0.69 0.68 0.78
3D Mean 0.53 2.95 3.66 8.79 7.71 1.52 2.78 4.14 7.30
3D StdDev 0.21 2.67 1.06 0.79 0.68 0.54 2.11 3.59 6.89
3D Tip 0.96 9.59 5.45 8.81 6.16 3.22 10.60 13.64 22.24
C-arm Position 0◦ 0◦ 0◦ 0◦ 0◦ 40◦ 40◦ 40◦ 40◦
localisation errors of the catheter recovered from the optimal C-arm position
were compared to the original C-arm view where the projection is taken.
The results show an improvement in the catheter shape localisation with
the optimal position. The errors reported for the C-arm position at 0◦ and
10◦ are the same since the original position was already optimal in that case
and therefore the C-arm did not need to be rotated.
For the second dataset, the errors of the localised shapes along the se-
quences were again compared to the ground truth; however, the initial shape
Zt−1 for each step was taken to be the reconstructed and localised shape
at the previous step. Reconstruction and localisation errors for the two se-
quences in the second dataset are shown in Table 5.1 for the left subclavian
artery and aortic arch at both the original positions which were chosen to
be 0◦ and 40◦ respectively and at the optimal C-arm positions estimated
using the method. The large differences between the reconstruction and lo-
calisation errors for the optimal C-arm position and the fixed position prove
that even with small but optimal rotations the catheter localisation can be
achieved using a monoplane system. The results derived show that with
this framework, the accuracy of 3D shape localisation is comparable to that
of the conventional triangulation or 3D/2D registration based on biplane
systems. However the method proposed is based on one single optimal view
while biplane-based methods rely on stereo vision. The 3D recovery of the
catheter shape using the proposed technique is shown in Fig. 5.7.
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(a)
(b)
Figure 5.7.: Two catheter shapes (a) and (b) localised from the original C-
arm position and from the optimal C-arm position. The initial
3D position of the catheter Zt−1 is shown in blue, the ground
truth in green and the recovered 3D catheter shape Zt in red.
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5.6. Discussion and Conclusions
In this chapter, a novel method for accurate 3D shape reconstruction and
localisation based on appearance priors and adaptive C-arm positioning
has been proposed. The method utilises only fluoroscopic images to cal-
culate the optimal C-arm rotation to best capture the 3D catheter shape.
The results from detailed phantom experiments show the potential of the
method for 3D catheter tracking and shape reconstruction. The method
is designed for widely available monoplane C-arm systems. Furthermore,
it does not require additional hardware as well as kinematics modelling of
the catheter robot, in contrast to the algorithms presented in Chapter 4
and Chapter 6. This facilitates efficient navigation of the catheter through
complex anatomies, ensuring speed, safety and minimal disturbance to the
operation workspace during endovascular intervention. The method can be
applied to other types of robotic catheter which have similar features than
the one considered in this study.
It is worth acknowledging that the experimental evaluation of the algo-
rithm was conducted in phantom. In this context, the task of detecting the
robotic catheter in fluoroscopic images is simplified compared to a clinical
scenario where lower image quality, presence of anatomical structures and
patient’s motions can affect the catheter visibility as well as its features
used to estimate the shape prior. However, it would not be possible to
conduct an exhaustive evaluation in a clinical scenario as it was performed
during the phantom experiments. This is mainly due to the impossibility
to collect 3D ground truth shape information for error quantification. The
accuracy of the generated ground truth mainly depends on the resolution of
the CT scans and on the precision of the manual segmentation. The robot
is, however, very easy to identify in CT images due to its metallic structure.
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6. Unified Tracking and Shape
Reconstruction for Continuum
Robots†
6.1. Introduction
Continuum robots are emerging surgical platforms that can navigate the
human anatomy to reach deep seated anatomical locations [90, 92]. A rep-
resentative continuum robot is the concentric tube robot [150, 151]. With a
diameter similar to catheters but with the capability to exercise forces at its
distal end due to its increased stiffness, the concentric tube robot has been
proposed for several applications that require navigation within the human
anatomy. For example, [160] investigated applications for heart surgery, [15]
explored its application for neurosurgery, [161] applied it for transurethral
prostate surgery, and [162] its potential in eye surgery.
As described in Chapter 4, safe teleoperation of concentric tube robots
during endovascular procedures requires careful monitoring of their trajec-
tory within the patient. Their kinematic and dynamic modelling [150, 151,
152], however, may lead to inaccurate tip position and shape estimation
due to uncertainties in the mechanical parameters, and forces affecting the
robot’s behaviour. For example, shape deformations caused by collisions
with the anatomy cannot be fully modelled, despite the body of work inves-
tigating the effect of known distal and distributed forces on the robot’s shape
[152, 153]. In fact, the intraoperative sensing of these forces is not always
possible. Therefore, accurate and continuous exteroceptive shape sensing is
required for safe intraoperative closed-loop control. Finally, shape sensing is
necessary for assistive control such as path planning [103, 104] and collision
†Content from this chapter is in preparation for journal submission:
Unified Tracking and Shape Reconstruction for Concentric Tube Robots.
Vandini, A., Bergeles, C., Glocker, B., Giataganas, P., Yang, G.-Z..
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detection [105].
This chapter introduces a shape-estimation algorithm for concentric tube
robots, which is automatic, accurate, and relies on standard intraoperative
monoplane fluoroscopy. In addition, the algorithm does not require the
repositioning of the C-arm, making it applicable in cluttered clinical envi-
ronments or, more importantly, in absence of a robotic C-arm. This chapter
proposes several contributions beyond the work proposed in Chapter 4:
• The algorithm unifies the tasks of tracking and estimating the shape
of the robot from intraoperative images. In Chapter 4, these tasks
were executed separately, and the tracking algorithm relied only on
image information; noisy images led to erroneous shape estimation.
The new formulation, however, solves the two tasks simultaneously
as a single MRF-based energy minimisation problem considering both
image and kinematics information concurrently. Thus, tracking, i.e.
image segmentation, and shape reconstruction are jointly improved.
• Sophisticated regularisation terms based on the mechanical variables
of the robot are introduced to incorporate robot-based priors into the
shape estimation framework.
• Tube endpoints are detected in the image and guide the unified track-
ing and shape estimation algorithm.
• The robot is modelled using B-spline curves, which allow a smoother
and more accurate description of its shape compared to Chapter 4.
• Realistic simulations with synthesised X-ray-like images and experi-
mental evaluations of the algorithm using two concentric tube robot
designs demonstrate the robustness and clinical value of the proposed
method.
This chapter is structured as follows: the kinematics of the continuum
robot and the proposed vision-based shape sensing algorithm are described
in Sec. 6.2. The evaluation of the algorithm in simulations and experiments
is reported in Sec. 6.3, 6.4 and 6.5. In addition, a discussion and conclusions
appear in Sec. 6.6. Table 6.1 and Table 6.2 provide the nomenclature used
in this chapter.
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Table 6.1.: Nomenclature N.1
Kinematics
φi Relative extension of the i
th section or tube
αi Relative rotation of the i
th section or tube
Skin Robot shape estimated by kinematics
S˜kin Projections of the B-spline points on the image plane
Γ Stiffness ratio
Tracking & Tubes Endpoint Detection
It Image observation at frame t
Hpt Tracking hypothesis at frame t
Hˆpt Position of the robot at frame t
rroi Radius of the sphere for the ROI; Set to 15 mm
dist Distance along the normal; Set to 4 pixels
ecj Tube endpoint candidates of j
th tracking hypothesis
w Cardinality of the neighbourhood; Set to 19
end(j) Tube endpoint of jth tracking hypothesis
3D Robot Model
s Abscissa of the B-spline curve
C(s) B-spline curve at abscissa s
Ni Basis function of the B-spline curve
Pi Position of the control points
M Number of control points; Set to 8
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Table 6.2.: Nomenclature N.2
Joint Tracking & Shape Reconstruction
V Set of nodes
E Set of edges
xi Label i
th
θijproj Pairwise potential that describes re-projection error
Ωij s values included between the i
th and jth control points
D Re-projection error function
Etrack&rec Overall energy to be minimised
EMRF Energy first order MRF
Eregistration Energy non-rigid registration
Etracking Energy tracking
Eshape Energy shape prior based on robot’s mechanical variables
Efusion Energy of tracking and shape reconstruction
θztracking Unary: likelihood of the tracking hypotheses
θijshape Pairwise: mechanical variables of the robot
θijzfusion Triplewise: tracking and shape reconstruction
θijcurv Pairwise: curvature of the robot tubes
θijsmooth Pairwise: smoothness of the control points displacement
ιc, ιs Curvature and smoothness weights; Set to 5 and 100
C Absolute value curvature of the robot at location s
t(z) Curvature of the zth tube of the robot
di Displacement of the i
th control points
s2D 2D robot shape estimated by image tracking
oend Endpoints’ distance weight; Set to 5
Evaluation Methodology
Sgt Ground truth robot shape during evaluation
Sest Estimated robot shape during evaluation
Skin&vision Shape estimated by the method presented in Chapter 4
Strack&rec Shape estimated by joint tracking and shape reconstruction
σ(h) Noise profile of the hth Gaussian distribution
dis(h, j) Displacement of the jth point of the robot shape
v(j) Displacement vector for unknown “force/load”
c Displacement factor for unknown “force/load”; Set to 12
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6.2. Vision-based Shape Sensing for Continuum
Robots
This section proposes shape sensing of concentric tube robots by unifying
robot tracking and shape reconstruction into a single minimisation energy
problem. It will define every term of the overall energy that will be min-
imised, i.e. its three components:
Etrack&rec = Etracking + Eshape + Efusion (6.1)
where Etracking relates to tracking, i.e. segmentation of the robot in the
fluoroscopic images, Eshape relates to a shape prior based on the mechanical
variables of the robot, and Efusion unifies the tracking and shape recon-
struction. Each energy component of the framework is described in the
following subsections. A 2D/3D non-rigid registration will be formulated
using a Markov random field framework in Sec. 6.2.4. This formulation will
be then extended in Sec. 6.2.5 in order to derive Etrack&rec as a joint energy
resulting from the tracking and shape reconstruction tasks.
6.2.1. Kinematics of the Concentric Tube Robot
Concentric tube robots comprise multiple precurved telescoping tubes made
from superelastic material (usually NiTi). The relative translation and ro-
tation of the tubes give rise to curvature interactions and control the robot
shape and tip pose (see Fig. 6.1). Thus, the joint variables of the robot can
be considered as the relative translations, φ, of the tubes, and the relative
rotations, α. The α for each tube varies along its length due to the exhib-
ited tube twist. The shape based on the kinematics modelling of the robot
is calculated by solving a Boundary Value Problem (BVP) for this relative
twist angle, α, and for bending and torsional curvature κ = {κx, κy, κz} as
functions of arc length. The integration of these values provides the robot
shape as a function of arc length. Based on the twist angles and curvature,
the robot’s centreline is estimated using matrix exponentials [150] and is
defined as Skin. When the kinematic variables {(φ, α)} are given, the shape
is found by root-finding, similar to [154]. Please refer to Chapter 4 for the
complete mathematical notation of robot’s kinematics.
Here, the terminology of [150] for variable and fixed robot sections is used.
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Figure 6.1.: The kinematic parameters of a concentric tube robot comprising
a variable curvature section and a fixed curvature section, i.e.
three tubes.
Variable curvature sections possess two tubes of similar bending stiffness,
thus, the curvature of the section depends on their combined curvature as
tuned by applying relative rotations to the tubes. Fixed curvature sections
consist of a single curvature. Finally, outer sections are stiffer than inner
sections, with a stiffness ratio of Γ. Fig. 6.1 depicts a robot that has a
variable and a fixed curvature section.
6.2.2. Tracking of the Robot in Fluoroscopic Images
The algorithm that robustly tracks the robotic tool in X-ray fluoroscopic
video sequences builds upon the method presented in Chapter 3. Here,
this algorithm is referred as GSEG and its in-depth description together
with detailed performance evaluation can be found in Chapter 3. In this
section, GSEG is summarised while the unification of tracking and shape
reconstruction is derived in Sec. 6.2.5.
The visual appearance of a concentric tube robot in fluoroscopic frames is
characterised by a continuous curve with thickness depending on the robot’s
cross section, as can be observed in Fig. 6.2(a). Therefore, its appearance is
similar to endovascular tools such as catheters and guidewires making GSEG
a suitable algorithm for tracking the robot in fluoroscopic video sequences.
Instead of being purely image driven, the upgraded GSEG presented in this
work is informed by the robot kinematics to identify the most plausible
robot segmentation in the image (see Sec. 6.2.5).
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(a)
(b)
Figure 6.2.: (a) The steps of the tracking algorithm are summarized: first a
cropped fluoroscopic frame of a concentric tube robot within a
tissue model is shown, followed by the detection of the SEGlets
and their organisation and interpolation in tracking hypothe-
ses. (b) The detection steps of the tube endpoint for one of the
tracking hypotheses is illustrated. This detection allows subse-
quently the segmentation of each single tube of the robot in the
image.
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In summary, the main components of the GSEG are:
• Features that represent straight segments in the image (SEGlet) and
designed specifically for tracking tubular tools are used. SEGlets are
detected by taking into account temporal information of the tool’s
segments and background structures. Thus, they represent a sparse
sample of the robot in the image [see Fig. 6.2(a)];
• A tool-tracking formulation is defined based on generation of track-
ing hypotheses, i.e. the organisation of the SEGlets in plausible tool
shapes [see Fig. 6.2(a)];
• A tool model is employed as a regularisation term during the eval-
uation of the tracking hypotheses through Bayesian inference. To
incorporate temporal information during tracking, the tool model is
recursively updated using a linear Kalman filter where constant veloc-
ity is used to describe the motion of the tool, and predict its position
in subsequent frames.
Given a set of tracking hypotheses, the best is selected as the position
of the tool in the current frame. In the original formulation of GSEG (see
Chapter 3), the hypotheses are evaluated in a Bayesian inference framework.
Thus, the hypothesis that maximises the posterior probability P (Hpt|It) is
the segmented position of the robot at frame t, i.e. Hˆpt, and is defined as:
Hˆpt = arg max
Hpt
P (Hpt|It) (6.2)
where the image observation at frame t is It, and Hpt is the tracking hy-
pothesis. The posterior probability of the robot at frame t is defined as:
P (Hpt|It) ∝ P (Hpt)P (It|Hpt) (6.3)
The prior component P (Hpt) is the regularisation term, which measures
the distance between the tracking hypothesis Hpt and the position of the
tool model as predicted from the Kalman filter.
The conditional probability P (It|Hpt) provides the likelihood of the track-
ing hypothesis Hpt given It. This term is composed by two image measure-
ments of the robot: the “lineness” model, and the Spline Local Binary Pat-
tern (SLBP) measurement model [148]. The “lineness” is an image feature
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calculated by analysing the eigenvalues of the Hessian matrix and it exhibits
high responses in presence of line-like objects. Its model is described by a
Gaussian distribution of its response along the robot in the image. The
SLBP model is an intensity measurement based on discrete samples of pixel
intensities within a local area around the tool. More details on GSEG can
be found in Chapter 3.
6.2.3. Detection of the Tube Endpoints
Tube endpoints are the tip of each robot tube as can be seen in Fig. 6.1 and
Fig. 6.2(b). Depending on the design of the robot, several endpoints can be
present. Detection of tube endpoints allows the segmentation of each single
tube of the robot in the image (see Fig. 6.2(b)) and direct linking of the
robot kinematics and image information.
Each tube endpoint is detected along the curve of each tracking hypothesis
by considering both kinematics and image information. The robot’s tubes
have different diameters (see Fig. 6.2(a)), and this change in width along the
robot backbone observed in the images is sufficient to detect each endpoint.
First, a Region Of Interest (ROI) in the image is created to limit the
search area for the endpoint. For this purpose, points belonging to a sphere
of radius rroi centred at the tube endpoint, as predicted by the kinematics,
are projected on the image. The projection of these points generates the
ROI. Only points within the ROI and belonging to a tracking hypothesis
are considered as tube endpoint candidates (see Fig. 6.2(b)). The set of
tube endpoint candidates for each tracking hypothesis is defined as ec.
Second, for each candidate, the local size/width of the tube cross section
in the image is calculated. The intensity of the image is sampled for each
candidate within distance dist along the normal to the robot backbone. This
set of values represents the intensity profile of the cross section of the robot
around the candidate points as shown in Fig. 6.2(b). It includes, however,
background points since the size of the cross section of the robot is still
unknown. Otsu’s thresholding [163] is used to classify the set of intensity
values into the two classes: as robot, or as background. The class with
the lowest mean intensity corresponds to the robot, since the robot appears
dark in X-ray images due to its metallic nature. The cardinality of the set
of pixels assigned to the robot class corresponds to the width measured in
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pixels of the tube for that point on the tracking hypothesis.
As a result, for all the candidate points in the ROI, the width of the robot
is now known in pixels. A tube endpoint is the point that exhibits maxi-
mal width difference for its neighbour points along the tracking hypothesis.
Formally, this is written as:
end(j) = arg max
k∈ecj
∣∣∣ −w∑
i=k−1
ecj(i)−
w+1∑
i=k
ecj(i)
∣∣∣ (6.4)
where k is a tube endpoint candidate, w is a constant and represents the
cardinality of the neighbourhood, and j is the jth tracking hypothesis. An
example of detection of the tube endpoint for a single tracking hypothesis
is shown in Fig. 6.2(b).
6.2.4. Non-Rigid Registration for Shape Reconstruction
This section briefly introduces a new robot-shape modelling based on B-
splines. In addition, a 2D/3D non-rigid registration algorithm for shape
reconstruction of continuum robots is formulated using a Markov Random
Field (MRF) framework. This formulation then leads to the unification of
the tracking and registration tasks as a single energy minimisation problem,
which will be presented in Sec. 6.2.5.
3D Robot Model
The robot shape is modelled by a 3D B-spline curve, which represents the
robot centreline. B-splines are extensively used for modelling flexible in-
terventional tools, such as catheters and guidewires, in 2D tracking and
detection algorithms [5, 26]. This model allows a reduction of the dimension-
ality of the representation of the curve and provides inherent smoothness.
B-splines describe the robot’s shape accurately and robustly. A linear com-
bination of control point positions generates a B-spline, which is formally
defined as:
C(s) =
M∑
i=1
Ni(s)Pi where s ∈ [0, 1] (6.5)
where M is the number of control points, Pi their positions and Ni the i
th
basis function of the B-spline curve. Following this notation, the points
of Skin are interpolated using the B-spline model. In addition, the control
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Figure 6.3.: The graph representation that unifies both tracking and non-
rigid registration is shown in the centre. On the left, tracking
hypotheses are associated to the tracking node as labels. On
the right, a label set composed of 3D displacements is assigned
at each control point. In addition, the 3D robot model is shown
together with a close-up of two control points and their possible
spatial displacements.
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points are equally distributed along the robot points. An illustration of the
3D robot model is shown in Fig. 6.3.
Non-Rigid Registration using MRFs
In order to reconstruct the 3D shape of continuum robots, a 2D/3D non-
rigid registration is required to incorporate the information from the flu-
oroscopic/projection images into the reconstruction process. The 2D/3D
registration problem can be effectively formulated as a Markov random field
optimization problem. First, the underlying graph structure is described,
followed by the introduction of individual energy terms.
A graph G is defined by a set of discrete variables V , i.e. the graph
nodes, and a set of edges E. Edges connecting two or more nodes represent
dependencies between variables. Each variable is associated with a control
point of the B-spline representing the 3D robot model, as shown in Fig. 6.3
by the green nodes. The variables take values from a finite set of labels,
and in this context, the set defines a discretization of the space of control
point displacements (see Fig. 6.3). Therefore, the assignment of a label to
a particular graph node corresponds to displacing the control point of the
B-spline by a certain magnitude†.
The task of non-rigid registration then becomes a graph labelling problem
where one seeks to assign the optimal displacements to control points such
that a registration energy function is minimised. Here, the energy function
corresponds to the re-projection error, which describes the distance between
the tracked robot in the image plane, i.e. s2D, and the projection of the
points of the B-spline on the image. The energy of an MRF labelling is
defined as a sum of so called clique potentials:
EMRF =
∑
u∈U
θu(xu) (6.6)
Each clique u is a subset of nodes that have inter-dependencies (including
unary cliques with only one node), and xu are the labels assigned to these
nodes. The potential function θu evaluates the labelling on the subset of
nodes and returns an energy, where lower energies correspond to better
†Here, a 3D discrete label set [26] characterised by 384 labels and 0.1 mm label spacing
which allows a max displacement of 6.4 mm, has been adopted.
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labellings according to some task-specific objective. The most commonly
used MRF model is a first-order model that has only unary and pairwise
cliques. It has been shown that for the task of interventional tool tracking,
a pairwise model where the tracking energy is solely encoded in pairwise
terms yields very good performance [26]. As the assignment of a label xi to
the ith node corresponds to displacing the ith control point of the B-spline,
it is clear that unary potentials are not appropriate as they model the label
assignment independently for each variable. The displacement of a control
point has an effect on points on the spline that are related to more than one
control point, and thus, using pairwise terms which model the simultaneous
assignment of two labels, xi and xj , to the neighboring control points, i and
j, are a good compromise between approximation and performance. The
MRF energy comprised of pairwise terms only is then defined as:
Eregistration =
∑
(i,j)∈E
θijproj(xi, xj) (6.7)
The pairwise term θijproj describes the differences between the projection of
the robot in the image plane, s2D and the projection of the points of the
B-spline, and is defined as:
θijproj(xi, xj) =
∑
s∈Ωij
D (Cij(xi, xj , s)) (6.8)
where D is the distance between s2D and the projections of the B-spline
points on the image plane, i.e. S˜kin. Only the B-spline points with abscissas
s being included between the two control points associated to the ith and
jth nodes, namely Ωij , are considered. Similar notation is also used in
[26]. The nodes i and j are displaced by the displacements defined by their
corresponding labels, i.e. xi and xj .
Such MRF energies can be very efficiently optimised using discrete opti-
mization methods based on iterative graph-cuts. Here, the QPBO algorithm
with a fusion move strategy for multi-labelling problems [164] is employed.
This algorithm has been also used in [26]. Additionally, higher-order clique
reduction as introduced in [165] are used, enabling the further extension of
the model with higher-order clique potentials. This will lead to a unified
tracking and shape reconstruction model, as discussed in the following.
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6.2.5. Unified Tracking and Shape Reconstruction
It should be noted that the 2D/3D non-rigid registration as introduced in
Sec. 6.2.4 is inherently ill-posed, as 3D displacements are searched via an
energy function based on 1D measurements obtained from image intensities.
In theory, there are multiple 3D configurations that lead to the same 2D
projection, and the initial estimate of the robot configuration needs to be
sufficiently close to the optimal solution. This limitation can be overcome
by incorporating additional constraints on the reconstructed shape.
Here, the MRF registration framework is expanded to model the track-
ing and shape reconstruction of the robot as a single energy minimisation
problem, which allows the integration of multiple such constraints. For
this purpose, a second-order MRF framework, which includes unary, pair-
wise and triple clique potentials is proposed, enhancing what was presented
in Sec. 6.2.4. This formulation allows the estimation of the best tracking
hypothesis together with the optimal displacements of the control points,
which leads to robust, joint tracking and reconstruction of the robot shape.
A node that is associated to the tracking result is added to the set of graph
nodes V . This special node will have its own label set with the number of
labels equal to the number of tracking hypotheses as shown in Fig. 6.3 by
the red node and red dotted segments. Furthermore, additional edges are
introduced that connect this new node with all pairs of neighboring control
point nodes to form a set of triple cliques (see blue edges in Fig. 6.3). These
cliques represent the bridge between tracking and shape reconstruction en-
abling the joint formulation. The structure of the graph is summarised in
Fig. 6.3. The corresponding joint energy is defined as:
Etrack&rec =
∑
z∈V
θztracking(xz)
+
∑
(i,j)∈E2
θijshape(xi, xj) (6.9)
+
∑
(i,j,z)∈E3
θijzfusion(xi, xj , xz)
where E2 and E3 are the sets of edges defining the pairwise and triple cliques,
and the individual potential functions of the energy are:
• θztracking describes the likelihood of the tracking hypotheses;
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• θijshape is the regularisation term based on mechanical variables of the
robot;
• θijzfusion is the term responsible for unifying the tracking and shape
reconstruction.
Each term is described in more detail in the following.
Tracking Hypotheses
The likelihood of each tracking hypothesis is evaluated in (6.3) and is used
as the unary potential of the energy:
θztracking(xz) = 1− P (Hpt|It) (6.10)
This term introduces the tracking information into the overall energy, com-
bining 2D image-based with 3D kinematics-based information.
Shape Prior Based on Mechanical Variables
A shape-prior based on mechanical variables is introduced in the overall
energy as a pairwise potential that constrains the solution space to plausible
robot shapes. For this purpose, a regularisation term, i.e. θijcurv, penalises
configurations of the control points that generate curvature profiles along
the robot shape different than the ones described by the design specifications
of the robot. In addition, a smoothness term, i.e. θijsmooth, considers the fact
that neighboring control points are characterised by coherent displacements.
The shape prior based on mechanical variables is defined as:
θijshape(xi, xj) = ιcθ
ij
curv(xi, xj) + ιsθ
ij
smooth(xi, xj) (6.11)
where ιc and ιs are weights. The regularisation term, θ
ij
curv(xi, xj), based
on the curvature of the robot, is zero or:
θijcurv(xi, xj) =
∑
s∈Ωij
|C (Cij(xi, xj , s))− t(z)| (6.12)
{ if, the tube:
has fixed curvature, or
has variable curvature, and C (Cij(xi, xj , s)) > t(z)
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where C (Cij(xi, xj , s)) describes the absolute value of the curvature calcu-
lated at the abscissa s between the ith and jth control points, t(z) describes
the curvature of the zth tube of the robot from its design specifications.
Finally, the smoothness term is defined as:
θijsmooth(xi, xj) = ||di − dj ||2 (6.13)
where di and dj describe the displacements of neighbouring control points
associated with labels xi and xj .
Tracking and Registration Fusion
The triple clique term is responsible for unifying tracking and shape recon-
struction, and is defined as:
θijzfusion(xi, xj , xz) =
∑
s∈Ωij
Dxz (Cij(xi, xj , s)) (6.14)
where Dxz is the distance between the tracking hypothesis associated to
the label xz, and S˜kin. Depending on which tube s is associated to, the
corresponding image segmentation of the tube from the tracking hypothesis
(see Sec. 6.2.3) is used. In addition, since 2D to 3D correspondences between
the endpoints of the tracking hypothesis and S˜kin are known, their distances
are calculated via their Euclidean distances weighted by a factor oend.
Therefore, the modelling of (6.14) is indeed different than (6.8), since
depending on the label xz, a different tracking hypothesis provides the pro-
jection of the robot in the image. This enables the unification of the tracking
and shape reconstruction into a single formulation.
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6.3. Evaluation Methodology
Extensive evaluation of the algorithm through performance metrics such as
reconstruction error of the robot shape, tip position error, tracking error,
and tip tracking error are presented to quantify the accuracy of the proposed
method and demonstrate its value.
The shape reconstruction error, Dist(Sgt, Sest), between the estimated
shape, Sest, and the ground truth shape, Sgt, is defined as:
Dist(Sgt, Sest) =
1
b+ f
(
b∑
i=1
dmin(Sgt(i), Sest)
+
f∑
j=1
dmin(Sest(j), Sgt)
)
(6.15)
where dmin(Sgt(i), Sest) is the distance between the i
th point of Sgt to the
closest point on Sest, while b and f are the number of points of Sgt and Sest,
respectively [5]. In the error evaluation, the estimated shape Sest can be
either:
1. The shape Skin, calculated using forward kinematics;
2. The shape Skin&vision, estimated using the method presented in Chap-
ter 4, i.e. by fusing kinematics and vision. In addition, the algorithm
presented in Chapter 3 is used to track the robot;
3. The shape Strack&rec, estimated using the proposed method, i.e. by
unifying tracking and registration;
For Skin and Skin&vision, the points resulting from the shape estimation are
interpolated using a B-spline to generate a smooth and continuous 3D curve.
The tip position error is the Euclidean distance between the tip of the
estimated shape and the tip of the ground truth shape. The tracking error
is measured with (6.15), with the difference that the tracking results (in 2D)
are used instead of Sest (in 3D), and the ground truth position of the robot
in the image (in 2D) is used instead of Sgt (in 3D). Finally, the tip tracking
error is the Euclidean distance between the tip of the robot given by the
tracking and the tip of the ground truth position of the robot in the image.
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(a) (b) (c)
Figure 6.4.: First (a), middle (b) and last frame (c) of the synthetic sequence
which is generated in order to recreate realistic fluoroscopic se-
quences of the robot within the patient. This is achieved by
projecting 3D robot points in real in-vivo fluoroscopic images
recorded during an endovascular procedure.
6.4. Simulations
Robot 1, given in Table 6.3, is used to evaluate the proposed algorithm
via two simulation scenarios. The first simulation scenario evaluates shape
reconstruction under noisy kinematics, and the second scenario evaluates
shape reconstruction when the shape is deformed due to unknown, unmod-
elled, virtual forces acting on the robot from the patient’s anatomy.
6.4.1. Robustness to Kinematic Uncertainties
In the first scenario, robot centrelines based on 145 discrete sets of joint
variables, which cause the robot to perform a spiral-like trajectory, are gen-
erated. These centrelines result in robot shapes that are used as the ground
truth shapes. They are projected on the image plane using a realistic C-
arm camera projection matrix. In order to recreate realistic fluoroscopic
sequences of the robot within the patient, synthetic fluoroscopic sequences
are generated. This is achieved by projecting the 3D robot points resulting
from each discrete set of joint variables into images, which are part of a
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Table 6.3.: Robot Designs
Robot 1 - Simulations
Section stiffness ratio Γ = 5
Section Type Curvature [1/mm] Curved Length [mm]
(1) variable curvature 1/101 75
(2) fixed curvature 1/23 55
Robot 2 - Experiments
Section stiffness ratio Γ = 5.4
Section Type Curvature [1/mm] Curved Length [mm]
(1) fixed curvature 1/293 164
(2) fixed curvature 1/60 90
real in-vivo fluoroscopic sequence‡. The trajectory of the robot was chosen
in order to present several challenging conditions for tracking algorithms
in fluoroscopic images, including overlapping of the robot with anatomical
structures and wide rotations of the tubes. Few frames of the sequence are
shown in Fig. 6.4. Finally, the projection of the robot centreline into the
image is used as ground truth position of the robot in the images.
The noise for each joint/kinematics variable type is modelled by two Gaus-
sian distributions: N1(0, σ1), N2(0, σ2), where N1 is applied to the relative
extension of the ith tube or section, φi, while N2 is applied to the relative
rotation of the ith tube, αsi , and the rotation of the whole robot α
0
1. Ten
noise profiles for each Gaussian distribution are generated by increasing the
values of σ1 and σ2 as follows:
σ(h) = σmin + h
(
σmax − σmin
N
)
, h = 0, · · · , N − 1 (6.16)
where N = 10, σmin1 = 1 mm, σ
max
1 = 3.7 mm, σ
min
2 = 1
◦ and σmax2 = 12◦.
These parameters were tuned in order to span from realistic kinematics inac-
curacies, comparable to experimental results shown in the concentric tube
robot kinematics modelling literature [150, 151, 152]§, to more challeng-
‡The sequence was recorded during an endovascular procedure, i.e. angioplasty of the
iliac artery, and includes several anatomical areas such as the spine.
§The mean tip error reported in [150] ranges from 1 mm to 4 mm, while the max tip error
ranges from 2 mm to 13 mm. Other studies measured mean tip errors on the order of
3 mm and max tip error between 8 mm to 9 mm [151, 152].
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ing kinematics uncertainties. The shapes estimated by solving the forward
kinematics for these noisy kinematic values are denoted as Skin.
6.4.2. Robustness to Unmodelled Robot Deformations
The second simulation is structured similar to the first one, except that
deflections due to increasing forces applied to the robot are introduced.
These “forces” cause the deformation of each ground truth robot-shape. As
in the first scenario, 145 discrete sets of joint variables, which cause the
robot to perform a spiral-like trajectory, are generated together with the
synthetic fluoroscopic sequence composed by in-vivo data. However, only
one Gaussian noise profile for N1(0, σ1), N2(0, σ2) is used, corresponding to
the middle one of the first simulation, i.e. σ(4). Again, the shapes calculated
by solving the forward kinematics for the noisy kinematic values are Skin.
An increasing unknown “force/load” acting on the robot is modelled via a
virtual anchor point located at the following coordinates in the robot frame
(150; 150; 100). The position of the anchor point was chosen in order to
generate deformations of the robot that are out of plane (with respect to the
imaging plane). These deformations are the hardest for vision algorithms to
reconstruct from a single view due to the degenerate nature of perspective
projection.
The unknown “force/load” may represent a collision of the robot with
the patient anatomy. A unit vector v(j) defines the orientation of the
deformation of the jth point of the ground truth robot-shape. This vector
is calculated considering the virtual anchor point, and the jth point of the
robot-shape. The displacement of the jth point of the robot-shape is:
dis(h, j) = v(j)
[
hjl
c(N − 1)(q − 1)
]
(6.17)
where l is the length of the robot in [mm], q is the number of discrete points
along the robot-shape, h = 0, ..., N − 1, with N = 10 load scenarios, and
j = 0, ..., q − 1 is the index of the points along the robot-shape. The index
j = 0 describes the robot base while j = q − 1 describes its tip. Thus, for
the load scenario h = 0 the ground truth robot shape is not affected by any
force, while for h = N−1 the “force/load” causes a maximum displacement
at the tip of the robot equal to 1c of its length. In the implementation c = 12,
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which allows the investigation of a wide range of potential deflections and
lead to similar kinematics inaccuracies to the ones experienced in Chapter
4 for the same simulation scenario.
To ensure that the deformation model does not introduce non-physical
behaviours such as extension or compression of the tubes, a post-processing
step maintains constant the length of the deflected robot. For elongated
robots, this is achieved by removing points starting from the tip of the
deformed shape until its length is equal to the length of the corresponding
ground truth non-deformed robot, namely l. For shortened robots, points
are added iteratively along the deformed robot backbone tangent until its
length equals l. The differences in length that have to be corrected by the
post-processing steps during the simulations are, on average, 1.6% of the
original robot length l.
6.4.3. Results
For each set of noisy kinematics values of the first simulation and for each
load scenario of the second simulation, three shape reconstruction algo-
rithms are compared: (a) The forward kinematics only; (b) The method
presented in Chapter 4, i.e. by fusing kinematics and vision;¶(c) The pro-
posed algorithm, which unifies tracking and registration.
The performance of the three algorithms is quantified and the reconstruc-
tion and tip position errors, in millimetres, for the first simulation scenario
are reported in Fig. 6.5(a), and Fig. 6.5(b), respectively. It can be observed
that the 3D tip position errors are in general greater than the shape recon-
struction errors considering the same scenario. This is due to the fact that
the error in estimating the shape of the robot propagates from the base of
the robot to its most distal point, i.e. the tip, where it reaches its maximum
value. The errors for the second simulation scenario are shown in Fig. 6.6.
Finally, the 2D robot tracking and tip tracking errors are reported in Fig.
6.7(a) and Fig. 6.7(b).
Overall, the performance in terms of reconstruction and tip position er-
rors, and tracking and tip errors achieved by the proposed method in both
simulation scenarios reach the best accuracy, with an average shape recon-
struction error of 1.22 mm, and tip errors of 4.23 mm. The results show the
¶In this evaluation, the algorithm presented in Chapter 3 is used for tracking the robot
in the fluoroscopic sequences.
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(a)
(b)
Figure 6.5.: The mean, max and min reconstruction errors for the forward
kinematics only, the method presented in Chapter 4, and the
proposed joint method for the first simulation scenario for 145
robot shapes per each noise case. (a) Shape reconstruction er-
rors, and (b) tip position errors.
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(a)
(b)
Figure 6.6.: The mean, max and min reconstruction errors for the forward
kinematics only, the method proposed in Chapter 4, and the
proposed joint method for the second simulation scenario for
145 robot shapes per each load scenario. (a) Shape reconstruc-
tion errors, and (b) tip position errors.
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(a)
(b)
Figure 6.7.: The mean tracking and tip errors for GSEG and the proposed
joint method for the (a) first simulation and (b) second simula-
tion scenario for 145 robot shapes per each noise case and load
scenario, respectively.
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importance of unifying tracking and registration to perform shape sensing.
In Fig. 6.5(b), the maximum tip error for the method presented in Chapter
4 is around 25 mm. This is caused by a degradation of the tracking results
in several frames which is triggered by the presence of the anatomy close to
the tip of the robot.
It is worth noting that when large uncertainties on the kinematics mod-
elling and unmodelled deformations are present, the results of the proposed
approach converge or worsen respect to the results of the method presented
in Chapter 4. This is mainly due the deterioration of the performance of
the tracking algorithm, as it can be observed in Fig. 6.7(a) and Fig. 6.7(b).
In fact, the proposed method introduces a strong dependency between the
tracking and shape reconstruction tasks, which both rely on the kinemat-
ics of the robot. In the method presented in Chapter 4, however, these
tasks are executed independently and the tracking is based only on image
information.
The results of the simulation scenarios has demonstrated that the pro-
posed algorithm unifies the tracking and registration tasks successfully to
handle both cases of kinematic noise and unmodelled forces acting on the
robot. In addition, they also show the limits of the algorithm in presence of
large kinematics uncertainties respect to the method presented in Chapter
4. The next section will describe the experimental evaluation.
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Figure 6.8.: The experimental setup, composed of a concentric tube robot,
a monoplane C-arm and a tissue model (left). Close-up of the
robot and two fluoroscopic images of the setup (right).
6.5. Experimental Evaluation
The experimental setup is composed of a concentric tube robot, a monoplane
C-arm and a chicken acting as a tissue model as shown in Fig. 6.8. The
tissue model is placed in between the robot and the C-arm detector to
simulate the presence of human bones and tissue (see Fig. 6.8). The design
specifications of the concentric tube robot, which is composed of two tubes
of fixed curvature are reported in Table 6.3 as Robot 2.
The monoplane C-arm is a GE Innova 4100 for interventional radiology
(GE Medical Systems, Buc, France) and can be described by a pinhole cam-
era model [155]. The camera calibration of the C-arm is performed oﬄine
to estimate its intrinsic and extrinsic parameters using a customised cali-
bration grid and known 2D/3D landmarks. The calibration grid, a checker-
board pattern, has radio-opaque markers at the corners of the checkerboard
boxes and allows the utilisation of state-of-the-art camera calibration algo-
rithms [156]. Manual alignment of the robot with the C-arm is performed to
register their coordinate systems. The origin of the robot in the C-arm co-
ordinate system is subsequently estimated by acquiring an X-ray computed
tomographic image (CT-scan).
Two data sets are collected to experimentally evaluate the performance
of the proposed algorithm. Each data set is discretised in motion steps.
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During every step, monoplane fluoroscopic images (512 × 512 image size)
at a fixed C-arm position of 0◦ RAO (Right Anterior Oblique) are recorded
to capture the robot while an X-ray computed tomographic image (CT-
scan) is acquired at the end of each step for collecting the ground truth via
3D manual segmentation. Then the robot centrelines, which represent the
ground shapes of the robot for the evaluation, are extracted by thinning the
manually segmented mesh. In addition, the position of the robot in each
fluoroscopic image is manually annotated to generate the 2D ground truth
positions. Finally, the joint values for the robot kinematics are recorded
during every motion step.
6.5.1. Experimental Data
For the first data set, the robot performs in air a spiral-like trajectory, which
is discretised in 25 motion steps. For the second set of data, increasing loads
are applied to the robot in order to simulate unmodelled contact with the
tissues. The trajectory is discretised in 12 steps. In step #26, #29, #32
and #35 the robot is unload while in #27, #30, #33 and #36 a force equal
to 0.5 N is applied at the robot tip. In the remaining 4 steps, a 1 N force
is applied at the robot tip. The ground truth shapes of the two data sets
are shown in Fig. 6.11.
6.5.2. Results
For each motion step of each data set, as for the simulated data, the three
shape reconstruction techniques are compared. The tracking algorithm is
manually initialised on the first frame. The forward kinematics of the robot
is solved using the recorded kinematics values, generating Skin.
The overall performance of the reconstruction algorithms in terms of
shape reconstruction, and tip position errors, is reported in Table 6.4, and
Table 6.5, respectively. The accuracy of the proposed vision-based shape
sensing algorithm is 2.21 mm on the shape estimation and 7.28 mm on the
tip. Thus, the proposed method achieves a great improvement over the
kinematics-only reconstruction of the robot shape, which has an accuracy
of 3.67 mm and 9.61 mm, respectively. This amounts to a 40% error re-
duction for the shape estimation, and 24% error reduction for the tip. The
algorithm outperforms also the method presented in Chapter 4 both in terms
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Table 6.4.: Overall Shape Reconstruction Errors (µ± σ)
Shape Errors [mm] Kinematics Kin&Vision Track&Rec
In Air 3.61± 0.86 2.85± 1.69 2.40± 1.09
External Loads 3.79± 0.74 2.00± 1.16 1.82± 1.09
All Experiments 3.67± 0.82 2.57± 1.57 2.21± 1.11
Table 6.5.: Overall Tip Position Errors (µ± σ)
Tip Errors [mm] Kinematics Kin&Vision Track&Rec
In Air 9.82± 4.72 10.38± 9.60 7.56± 5.07
External Loads 9.17± 4.00 7.58± 5.15 6.68± 4.16
All Experiments 9.61± 4.45 9.47± 8.44 7.28± 4.75
Table 6.6.: Overall Tracking Errors (µ± σ)
Tracking Errors [px] GSEG Track&Rec
In Air 1.85± 2.96 0.42± 0.84
External Loads 0.79± 1.95 0.42± 0.14
All Experiments 1.48± 2.70 0.42± 0.68
Table 6.7.: Overall Tip Tracking Errors (µ± σ)
Tip Tracking Errors [px] GSEG Track&Rec
In Air 13.17± 21.79 2.39± 5.48
External Loads 7.52± 13.97 2.07± 2.99
All Experiments 11.23± 19.61 2.28± 4.77
of shape reconstruction and tip localisation. In fact, the overall accuracy of
this method is 2.57 mm and 9.47 mm for shape and tip, respectively. This
leads to an error reduction for shape and tip of 14% and 23% by the pro-
posed method compared to the previous work. Finally, great improvement
on the tracking results of the robot in fluoroscopy is also achieved by the
proposed method compared to the method presented in Chapter 3, as 72%,
and 80% error reduction is shown for the tracking error, and tip tracking
error, respectively (see Table 6.6, and Table 6.7).
The detailed shape reconstruction errors, and tip position errors of the
compared reconstruction algorithms are reported in Fig. 6.9(a) and in Fig.
6.9(b), respectively. In addition, qualitative results of robot tracking in
fluoroscopic images and the respective shape reconstruction for the in air
and external loads experiments are shown in Fig. 6.10 and in Fig. 6.11.
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(a)
(b)
Figure 6.9.: Shape estimation results for the experiments in air and with ex-
ternal loads of each motion step. The red dotted line separates
the data of the air to the external loads experiment. (a) Shape
reconstruction errors, and (b) tip position error.
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Figure 6.10.: Tracking of the robot in fluoroscopic images during the in
air (frames #1, #14, #82, #126) and external loads (frames
#171, #185) experiments: results of GSEG are reported in
the first row while the ones from the proposed method are
in the second row. The robot’s tip is manually annotated in
yellow.
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(a)
(b)
Figure 6.11.: Ground truth shapes for each motion steps of the experiment
in air (a), and with external loads (b), together with the mo-
tion trajectories of the robot tip (black dotted line) are shown
in the first columns. The rest of the plots represent the esti-
mated robot-shapes by kinematics, kinematics and vision com-
bined (Chapter 4) (Kin&Vision), and the proposed method
with joint tracking and shape reconstruction (Track&Rec) to-
gether with the ground truth shapes.
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6.6. Discussion and Conclusions
This chapter proposes a new approach to vision-based intraoperative shape
sensing of concentric tube robots for endovascular procedures. The method
provides accurate continuous robot shape sensing using monoplane fluo-
roscopic images, regardless of the effect of unknown forces and kinematic
uncertainties. This is achieved by addressing simultaneously the tracking
and shape estimation of the robot, in an unified framework based on MRF.
The method’s value was demonstrated through both simulations and experi-
ments. The joint framework proved to be more robust than using kinematics
alone or the technique presented in Chapter 4, especially in cases of diffi-
cult imaging conditions where the tracking is challenging. This work can
be easily adapted to biplanar X-ray fluoroscopy systems where the stereo
imaging can provide additional robustness to the algorithm.
Although the method reaches good performance, few observations on the
method’s results and experimental study should, however, be made. In the
proposed method, a deformation range for the control points of the spline
has to be tuned considering the application and the expected kinematics
accuracy of the robot. This range, which in the proposed implementation
reaches a maximum of 6.4 mm, can limit the set of shapes that can be
recovered by the algorithm.
In the evaluation study, it was observed that high inaccuracies on the kine-
matics modelling of the robot can lead to tracking failures for the proposed
method. This is caused by the intrinsic dependency between the tracking
and shape reconstruction step, which rely on the kinematics of the robot.
This issue does not occur in the work presented in Chapter 4 as the two
tasks are executed independently and the tracking is based only on image
information. This intuition is indeed evident in the simulation data. Here,
it can be observed that the proposed approach has comparable or worst
performance of the method presented in Chapter 4 in terms of shape recon-
struction and tip position errors when the kinematics modelling is poor. In
addition to these observations, simulations with lower values of c then 12,
i.e. generating larger deformations, have shown an increase in deterioration
of the results. This can be explained by the impossibility of the method to
recover deformation greater than 6.4 mm, as well as the sensitivity of the
method to cope with poor kinematics modelling. In order to consider the
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kinematics uncertainties in the proposed method, the contribution of the
term θztracking can be increased at the expense of other terms of the energy,
i.e. θijshape and θ
ijz
fusion. This would make the selection of the label for the
tracking node less dependent from the kinematics modelling and therefore
immune to its inaccuracies. Another solution would be to decouple the
tracking and shape reconstruction as it is performed in Chapter 4. On the
other hand, if the kinematics modelling of the robot is robust and accurate,
the contribution of the terms θijshape and θ
ijz
fusion should be increased respect
than θztracking. Thus, depending on the accuracy of the kinematics modelling
of the robot, fine tuning of the energy terms can make the model flexible in
presence of these uncertainties.
An important improvement introduced by the proposed method compared
to the work proposed in Chapter 4 relies on achieving more accurate and
robust tracking of the robot in fluoroscopic images. This directly reflects
on the shape reconstruction and tip position errors of these methods. The
improvement is especially significant in fluoroscopic sequences characterised
by the presence of anatomical and background structures. These conditions
usually make the tracking a challenging task to perform. When the tracking
of the robot is easily achievable due to increased contrast, or absence of
background structures, the proposed method would reach similar or worst
performance to the work proposed in Chapter 4. Finally, in the simulation
evaluation, the trajectory of the robot and the intensity profile of the robot’s
tubes in the images were tuned in order to generate synthetic fluoroscopic
sequences in which tracking errors were comparable with the ones measured
during the experimental data.
Regarding the accuracy of the imaging calibration used in the experimen-
tal evaluation, an average reprojection error of 0.43±0.14 mm was measured.
This was quantified by calculating the average distance between the projec-
tions of the 3D ground truth robot shapes on the image and the respective
2D ground truth robot shapes. This precision can be justified by inaccura-
cies injected by the imaging calibration performed on the C-arm, and due
to continuous C-arm positioning. In fact, the C-arm had to be moved from
its original position after every motion step in order to collect ground truth
robot shape by acquiring a CT scan. This continuous repositioning of the
C-arm at 0◦ RAO had introduced uncertainties on the calculated extrin-
sic parameters of the imaging which would not be otherwise in a classical
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clinical condition. In addition, it is assumed that the coordinate systems of
the robot and the C-arm can be registered by a 3DoFs only-displacement-
based registration without involving rotations. This was achieved by visu-
ally aligning the two coordinate systems considering robot’s landmarks in
fluoroscopic images. Although this simplified registration procedure might
have injected further uncertainties on the shape reconstruction provided
by the kinematics, the proposed vision-based approach can compensate for
them as the shape estimated is refined considering image information.
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7. Conclusions and Future
Research Directions
7.1. Achievements and Contributions of this
Thesis
Short recovery time, decreased hospital stay, minimal invasiveness and im-
proved patient safety are just a few of the many benefits that have been
introduced by endovascular procedures at the expense of traditional open
surgery techniques. In addition, robotic systems have been proposed to
overcome the challenges of manually performed endovascular procedures,
by improving stability and precision of the tool, as well as minimising ra-
diation exposure for the physician and patient. Endovascular procedures
are performed under fluoroscopic guidance, which is limited to real-time
2D X-rays images acquired by an interventional X-ray (C-arm) systems.
In the last decade, numerous hardware and software advances have been
introduced to improve fluoroscopy, including the development of accurate
C-arm movements, robot actuations, image enhancing algorithms, reduction
of radiation dose and CT-like intraoperative reconstruction capabilities.
Despite the many advances both in terms of robotic instrumentation and
imaging, endovascular procedures are still performed under 2D image guid-
ance which lacks depth perception and soft tissue information. This limita-
tion makes extremely challenging and potentially dangerous the navigation
of interventional tools through complex anatomies. Therefore, the work
presented in this thesis aims to improve the physician’s perception during
endovascular procedures by tracking and localising interventional tools us-
ing vision-based approaches.
A comprehensive review of the existing work on image analysis solutions
used to aid the diagnostic and treatment during endovascular procedures
was presented in Chapter 2. Techniques for instrument detection and track-
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ing, multi-modal image fusion, optimal C-arm positioning and image regis-
tration were reviewed. In addition, existing robotic platforms for endovas-
cular procedures and shape sensing solutions for medical continuum robots
were summarised.
An algorithm that can robustly tracks interventional tools in X-ray flu-
oroscopic video sequences was presented in Chapter 3. The work is based
on two main contributions: (a) new robust features termed SEGlets for
segment-like features were introduced to overcome the limitations of the
current data terms; (b) a tracking formulation based on the generation of
tracking hypotheses by organising the SEGlets in plausible guidewire shapes.
In contrast to existing works based on spline models, which can suffer from
the rigidness of the regularisation terms, the proposed algorithm allows
high flexibility of the guidewire between consecutive frames. In addition, a
tool model which is recursively updated by employing a Kalman filter was
also proposed for modelling a regularisation term. The algorithm has been
evaluated in a challenging surgical dataset and a comparative study with
three state-of-the-art guidewire tracking methods was presented. Finally,
SEGlets are described by a generic formulation that can be easily leveraged
for tracking and detecting several curvilinear objects in fluoroscopic video
frames, including anatomical structures or other interventional tools.
A vision-based shape-sensing algorithm for continuum robots, i.e. con-
centric tube robots was proposed in Chapter 4. The algorithm combines
information extracted from monoplane fluoroscopic images, with the kine-
matics model of the concentric tube robot, to achieve automatic, real-time
and accurate robot-shape estimations. A fast 2D/3D non-rigid registration
technique fuses kinematics and intraoperative tracking of the robot. Ex-
tensive simulations with a range of noise models and virtual loads acting
on the robot, and experimental evaluation in air and in phantom, demon-
strated the value of the proposed algorithm. In fact, the validation proved
that the hybrid approach to shape estimation is more robust than using
kinematics or vision alone, especially in cases of out of plane motions and
when external forces were applied.
An algorithm that estimates the 3D shape of a robotic catheter was pre-
sented in Chapter 5. The method does not rely on kinematics modelling
of the catheter or additional hardware but considers fluoroscopic images
alone. The positioning of the imaging system, i.e. the C-arm, is adaptively
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optimised in order to accurately reconstruct and localise the catheter shape.
Appearance priors of the catheter and spatial constraints are considered for
achieving the dynamic positioning. Detailed evaluation had been performed
in phantom to demonstrate that the 3D shape reconstruction of the robotic
catheter can be accurately achieved from an optimised C-arm view without
the need of additional information.
Finally, the tracking algorithm presented in Chapter 3 and the vision-
based shape-sensing algorithm proposed in Chapter 4 were extended in
Chapter 6. The work addresses the tracking and shape estimation simul-
taneously, in a unified framework based on Markov Random Field (MRF).
Applied on concentric tube robots, the proposed algorithm fuses information
extracted from monoplane fluoroscopic images, with the robot’s kinematics
model, to achieve joint tracking and 3D shape estimation in challenging
and realistic endovascular scenarios. An extensive evaluation of the method
through simulations and experiments demonstrated that, under this new
unified framework, tracking and shape estimation are accurate, joint, con-
tinuous, and more robust than the techniques proposed in Chapter 3 and
Chapter 4. Finally, the results proved our initial intuition that the tracking
and 3D shape estimation are interlink steps and should be solved simulta-
neously.
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7.2. Future Research Directions
Intraoperative vision-based instrument tracking and localisation is a chal-
lenging task to achieve reliably and robustly during endovascular proce-
dures. This is mainly due to the lack of depth information of X-ray fluo-
roscopy and the flexibility and small size of the instruments. Despite these
barriers, the clinical benefits that instrument tracking and localisation can
bring into the operating theatre, make it an exciting area to research in. In
this section, future research directions will be explored as an extension of
the work presented in this thesis.
Although good performance has been shown in multiple clinical applica-
tions for the tracking algorithm proposed in Chapter 3 and the used dataset
covered indeed a wide range of anatomical areas, the size of the dataset is
still relatively small. Therefore, an extended evaluation study including
diverse fluoroscopic sequences and interventional tools should be further
investigated. Furthermore, in the implementation proposed in this thesis,
a filter based on the Hessian matrix has been used to extract the image
features. This could be improved further by investigating learning-based
techniques which have demonstrated considerable advances compared to
filter-based methods. In addition to these future research directions, mo-
tion primitives of the tool can be learned oﬄine and used in order to extend
the tool dynamics modelling of the proposed method which is based on a
constant velocity model. This would consider that endovascular procedures
share similar workflows and particular guidewire manipulations appear fre-
quently across different sequences. Those could be captured in a statistical
motion model that can be incorporated as a prior in the tool model. An-
other interesting aspect that could be investigated in order to improve the
tracking algorithm presented in Chapter 3, is the application of parallel
computing solutions exploiting CPU- and GPU-based architectures. This
would allow the algorithm to be used in real-time applications decreasing
its computational time.
The optimal positioning strategy of the C-arm proposed in Chapter 5
could be further extended considering automatic repositioning of the imag-
ing system. With the introduction of advanced robotic C-arm (e.g. Artis
zeego, Siemens Healthcare, Erlangen, Germany, and Discovery IGS 730,
GE Healthcare, Little Chalfont, United Kingdom), C-arm movements and
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Figure 7.1.: (a) Experimental set-up including the da Vinci system; (b, c)
Needle tracking for close loop control; (d, e) Desired target
insertion point.
positioning can be performed quickly, automatically and precisely. Taking
advantage of the robotic nature of the imaging system, automatic optimal
positioning of the C-arm with respect to the surgical instrument can be con-
tinuously guaranteed during surgery. This automatic optimal positioning
scheme could be implemented by a closed-loop control of the robotic C-arm
via a visual servo control scheme [101, 102], using the relative position of
the instrument respective to the imaging system as feedback variable.
Regarding the work presented in Chapter 4, 5 and 6, the proposed vision-
based shape reconstruction algorithms could be integrated in a visual servo
control scheme [101, 102] for closed-loop control of continuum robots. This
would consist in the first step towards automation or computer-assisted ex-
ecution of surgical tasks by accurate positioning of the instruments within
the anatomical site. In fact, the autonomous robot-assisted execution of fre-
quent surgical tasks have the potential to reduce procedure time and fatigue,
together with the improvement of precision and stability. This opportunity
was preliminarily investigated in the context of laparascopic procedures in
[166]. In this work, a needle tracking algorithm was proposed in order to
automatically execute a suturing task via a visual servoing control scheme
implemented on a da Vinci Research Kit (dVRK) platform (see Fig. 7.1).
This framework could be further expanded by integrating 3D roadmap ca-
pabilities. 3D volumetric models of the patient’s anatomy can be reliably
registered to the surgical scene and used as navigation landmarks for the
robot. In this context, path planning [103, 104], active constrains [167]
and automatic collision detection [105] could be used as assistive control
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algorithms for the safe navigation of the robot within the anatomy.
Another interesting application for the vision-based shape sensing algo-
rithms presented in this thesis is to employ them in order to sense forces
acting on the robot’s shaft. Force feedback during robotic-assisted interven-
tions is essential in order to ensure that robotic manipulations within the
surgical site are performed safely and without exerting life threaten forces
on the patient, which can cause daring perforations and ruptures of sur-
rounding vessels [168]. This is also important during manually performed
endovascular procedures [169]. Despite the fundamental need of force feed-
back during surgery, many robotic platforms do not provide this important
capability. This is mainly due to the challenging process of integrating
force sensors within small-sized continuum robots. However, vision-based
methods do not require any hardware modifications to the robot and can
accurate measure its shape without impending its flexibility or interfering
with its kinematics, as it has been shown in this thesis. Recent studies
on steerable ablation catheters demonstrated that vision-based approaches
can also be used to accurately sense forces [22, 130]. In these works, a tip
contact force estimation based on measuring the variations in shape of the
catheter in the images is proposed. Thus, the vision-based shape sensing al-
gorithms presented in Chapter 4, 5 and 6 could be used towards vision-based
force sensing of continuum robots during endovascular procedures. These
algorithms can be combined with kinematics formulations that model the
continuum robots under loaded configurations [152, 153] in order to estimate
the force acting on robot’s shaft and tip.
To conclude, the algorithms presented in this thesis aim to improve the
physicians perception during surgery. For this purpose, the presented vision-
based approaches for tracking and localising interventional tools can be in-
tegrated within the medical robot control unit for assisting its navigation
during the surgical workflow. Furthermore, other medical imaging sources,
such as ultrasound or MRI, can be investigated for improving the intraop-
erative localisation of the robot.
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Figure 7.2.: (Left) Experimental set-up; (Right) Shape extraction of a steer-
able ablation catheter c©2015 IEEE [22].
The future research directions described in this section can be summarised
as follows:
• Further evaluation of the tracking algorithm proposed in Chapter 3
using diverse fluoroscopic sequences and interventional tools.
• Exploring learning-based techniques for detecting lineness-based fea-
tures in intraoperative fluoroscopic images.
• Introducing learned statistical motion models of the tool in order to
extend the motion modelling used in the tracking algorithm proposed
in Chapter 3.
• Investigating parallel computing solutions exploiting CPU- and GPU-
based architectures for real-time applications of the tracking algorithm
proposed in Chapter 3.
• Implementing an automatic optimal imaging positioning scheme by
controlling the robotic C-arm via a visual servo control algorithm.
• Investigating closed-loop control schemes for continuum robots by em-
ploying the vision-based algorithms proposed in Chapter 4, 5 and 6
to feed a visual servo control algorithm.
• Exploring vision-based force sensing solutions for continuum robots
by combining the vision-based shape sensing algorithms proposed in
this thesis, with kinematics formulations that model the continuum
robots under loaded configurations.
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A. Flowchart of the Algorithms
A.1. Summary
The flowcharts of the algorithms proposed in this thesis are presented below.
The tracking algorithm described in Chapter 3 is depicted in Fig. A.1, while
the shape reconstruction algorithms presented in Chapter 4 and Chapter 5
are shown in Fig. A.2 and Fig. A.3, respectively. Finally, the flowchart of
the unified tracking and shape reconstruction method is illustrated in Fig.
A.4.
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Figure A.1.: Flowchart of the algorithm presented in Chapter 3.
Figure A.2.: Flowchart of the algorithm presented in Chapter 4.
Figure A.3.: Flowchart of the algorithm presented in Chapter 5.
Figure A.4.: Flowchart of the algorithm presented in Chapter 6.
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B. Image Re-use Permissions
IEEE Images
All images replicated in this thesis from IEEE publications have been ref-
erenced according to the following statement from the IEEE:
“The IEEE does not require individuals working on a thesis to obtain a for-
mal reuse license, however, you must follow the requirements listed below:
In the case of illustrations or tabular material, we require that the copyright
line c©[Year of original publication] IEEE appear prominently with each
reprinted figure and/or table.”
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