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We prove a trade-off relation between the entanglement cost and classical communication com-
plexity of causal order structure of a protocol in distributed quantum information processing. We
consider an implementation of a class of two-qubit unitary gates by local operations and classical
communication (LOCC) assisted with shared entanglement, in an information theoretical scenario
of asymptotically many input pairs and vanishingly small error. We prove the trade-off relation by
showing that (i) one ebit of entanglement per pair is necessary for implementing the unitary by any
two-round protocol, and that (ii) the entanglement cost by a three-round protocol is strictly smaller
than one ebit per pair. We also provide an example of bipartite unitary gates for which there is no
such trade-off.
Introduction.— Quantum information processing
achieves its power by composing multiple quantum sys-
tems to form a larger quantum system. It is necessary
that the components collaborate to behave as a single
composite quantum system. In distributed quantum
information processing (DQIP), communication channels
connecting the components, quantum and/or classical,
serve as a resource. Additional correlation shared
between the components is another type of resource in
DQIP. Shared correlations can be both quantum and
classical. The processing power of the individual com-
ponents and the available communication/correlation
resources determine the total information processing
capacity of a DQIP system.
Known DQIP protocols in communication complexity
[1–16], interactive proof systems [17–21], nonlocal games
[22–32], measurement-based quantum computation [33–
35] and quantum cryptography [36] exhibit advantages
over their classical counterparts by exploiting shared en-
tanglement, arguably the most resourceful kind of quan-
tum correlation. The round complexity (see e.g. Ref. [37]
and the references therein) is another type of resource in-
herent to a protocol. Consider a DQIP task performed
by two distant parties, say Alice and Bob. Any proto-
col for this task consists of concatenations of one party
performing a local operation and communicating a mes-
sage to the other. The number of concatenation is called
the round complexity of a protocol (see Figure 1). Every
communication must wait a certain minimum amount of
time to complete, hence the round complexity of a pro-
tocol draws a lower bound on the time required.
Although the resources for DQIP have been extensively
investigated [38–58], less is known about the round com-
plexity and its relation to other resources [56–58]. In
an LOCC (local operations and classical communication)
paradigm, all the communication is restricted to classical
ones, in which case, no protocol of however high round
complexity can increase the amount of entanglement. In
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FIG. 1: Schematic description of round complexity. For each
of (a)∼(d), the horizontal axis represents a configuration of
Alice (left) and Bob (right), and the vertical axis for time.
Circles and arrows represent local operations and communi-
cations, respectively. The number of communication rounds
is 1 for (a), 2 for (b), 3 for (c) and 1 for (d). (a) is a protocol
with unidirectional communication, while the others are with
bidirectional one. (d) is a protocol with simultaneous message
exchange, while the others are not.
other words, a higher round complexity in classical com-
munication is never a substitute for entanglement, re-
gardless of the local processing power which only affects
the set of possible LO.
Nevertheless, in this paper, we report a DQIP task for
which the cost of shared entanglement can be reduced by
increasing the CC round complexity of protocols. Thus,
we jointly analyze entanglement and causal relations,
each a fundamental topic of physics in general, in this
single context of quantum information processing. The
task is for the two distant parties to implement a class
of two-qubit unitary gates by LOCC assisted by shared
entanglement (see Figure 2). The two parties are not
allowed to exchange messages simultaneously. We prove
that a three-round protocol outperforms all two-round
protocols in reducing the entanglement cost. Thereby
we show a clear trade-off relation between the cost of
entanglement and complexity in causal order. We also
provide a class of bipartite unitary gates for which there
is no such trade-off, by proving that a protocol of Type
(b) and (d) in Figure 1 achieve the minimum cost of en-
tanglement over all finite-round protocols.
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FIG. 2: Implementation of a bipartite unitary gate by LOCC
assisted by shared entanglement is depicted. The balls rep-
resent physical systems on which the unitary gate is to be
implemented, and the diamonds represent parts of the entan-
glement resource shared in advance.
In contrast to the previous approaches [38–44] show-
ing advantages of bidirectional communication over uni-
directional one, our result is a more “refined” trade-off
relation between the entanglement cost and round com-
plexity. Other known results [45–57] analyze single-shot
regimes, while we adopt an information theoretic scenario
of infinitely many inputs and vanishingly small error [59].
The more refined analysis is made possible partly due
to the mathematically well-structured tools developed in
quantum Shannon theory [60–62] (see [59] for the de-
tails).
Setup of our protocol.— Suppose that Alice and Bob,
located in two distant laboratories, have n-qubit systems
An = A1 · · ·An and Bn = B1 · · ·Bn, respectively. They
aim to apply a two-qubit unitary gate U on each pair
AiBi (i = 1, · · · , n), simultaneously. To accomplish this
task, Alice and Bob may perform quantum operations
locally in their laboratories, communicate classical mes-
sages to each other, and may use copies of a Bell pair
|Φ2〉 := (|00〉+ |11〉)/
√
2 shared in advance as a resource.
They are, however, not allowed to communicate quan-
tum messages or to perform operations that globally act
across their laboratories. That is, they accomplish the
task by LOCC assisted by entanglement. We assume that
they are not allowed to communicate classical messages
simultaneously in both direction. The state on system
AnBn may initially be correlated with an external refer-
ence system R, which is inaccessible to Alice and Bob.
Let E > 0 be the number of copies of Bell pairs di-
vided by n. Denoting by a and b the quantum regis-
ters in which the resource state Φ2 is stored, an LOCC
protocol for the above task is represented by a CPTP
(completely-positive and trace-preserving) mapMn from
AnBnanEbnE to AnBn. The error of the protocol for a
particular initial state |ψ〉AnBnR is quantified by the fi-
delity between the target state U⊗n|ψ〉AnBnR and the
state obtained after the protocol, i.e.,
(Mn, ψ) := 1− F
(
U⊗n(ψ)U†⊗n,Mn(ψ ⊗ Φ⊗nE2 )
)
.
We adopted notations ψ = |ψ〉〈ψ| and Φ2 = |Φ2〉〈Φ2|.
The fidelity is defined by F (ρ, σ) := (Tr[
√√
ρσ
√
ρ])2.
The supremum of the above quantity over all ψ is called
the worst-case error and is denoted by ∗(Mn).
An entanglement consumption rate E is said to be
achievable by r-round protocols if there exists a sequence
{Mn}∞n=1 of r-round protocols such that the worst-case
error ∗(Mn) vanishes in the limit of n to infinity. We
require that the convergence of the error is sufficiently
fast so that
lim
n→∞n
4 · ∗(Mn) = 0. (1)
The entanglement cost of a two-qubit unitary gate U by
r-round protocols is the minimum rate E that is achiev-
able by r-round protocols, and is denoted by Er(U).
In this Letter, we prove that there exists a trade-off
relation between the entanglement cost and round com-
plexity for implementing a two-qubit unitary gate. By
“trade-off relation”, we refer to the fact that the entan-
glement cost of a unitary gate by the best possible r-
round protocol is strictly smaller than the r′-round one,
i.e., Er(U) < Er′(U), for certain r > r
′.
We consider a class of two-qubit unitary gates of the
form
UABθ = cos
(
θ
2
)
· IA ⊗ IB + i sin
(
θ
2
)
· σAz ⊗ σBz , (2)
where θ ∈ (0, pi/2] and I and σz are the identity operator
and the Pauli-z operator defined by I = |0〉〈0| + |1〉〈1|
and σz = |0〉〈0| − |1〉〈1|, respectively. We prove that the
trade-off relation holds for θ smaller than a constant, by
showing that E2(Uθ) > E3(Uθ). In the following, we
describe an outline of the proof of E2(Uθ) ≥ 1 based on
our previous work [59], and that of a proof of E3(Uθ) < 1.
A detailed proof of E3(Uθ) < 1 is provided in [63].
Conditions for successful protocols.— For a protocol
Mn to be successful, the following conditions must be
satisfied. We first analyze a general case where A
and B are quantum systems with an arbitrary (but
finite) dimension d. We consider a particular initial
state |ΨU†,n〉 := |ΨU†〉⊗n, where |ΨU†〉 is the Choi-
Jamio lkowski state corresponding to the inverse of the
unitary gate to be implemented. With RA and RB de-
noting d-dimensional reference systems that are inacces-
sible to Alice and Bob, the Choi-Jamio lkowski state is
defined as
|ΨU†〉 := U†AB |Φd〉ARA |Φd〉BRB ,
where Φd is the maximally entangled state with Schmidt
rank d. Noting that UU† = I, a successful protocol Mn
must satisfy
Mn(ΨA
nBnRnAR
n
B
U†,n ⊗ Φ⊗nE2 ) ≈ (|Φd〉ARA |Φd〉BRB )⊗n. (3)
This condition imposes a restriction on Alice’s measure-
ment at the beginning the protocol. The entanglement
consumption rate E in a two-round protocol must be
large enough in order that such a measurement by Alice
exists for sufficiently large n.
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FIG. 3: A graphical representation of a task corresponding
to (3). The task is to destroy correlation between AnRnA and
BnRnB , while preserving the maximal entanglement between
AnBn and RnAR
n
B as well as the purity of the whole state.
Observe that the initial state in the L.H.S. in (3) is
an entangled state between AnRnAa
nE/BnRnBb
nE , while
the state in the R.H.S. is a product state in that sepa-
ration. In addition, both states are pure maximally en-
tangled states between AnBn/RnAR
n
B . Thus Mn can be
viewed as a protocol that destroys correlation between
AnRnAa
nE/BnRnBb
nE in the state Ψ
AnBnRnAR
n
B
U†,n ⊗ Φ⊗nE2 ,
while maintaining the purity of the whole state as well as
the maximal entanglement between AnBn/RnAR
n
B (Fig-
ure 3). It should be noted that RA and RB are reference
systems that are inaccessible to Alice and Bob. Thus the
task considered here is different from transformation of
bipartite pure states [64].
Let us analyze conditions imposed by (3) on Alice’s
measurement at the beginning of a two-round proto-
col Mn. We denote the output system of the mea-
surement by A′. First, since entanglement between
AnBnanEbnE/RnAR
n
B are non-increasing under any step
in Mn, the reduced state on RnARnB must be close to
the maximally mixed state for each measurement out-
come. We call this condition as obliviousness, because
it is equivalent to the condition that the measurement
does not extract any information about the initial state.
Second, since the reduced state on BnRnB is not changed
by Alice’s operation at the end, the maximally entan-
gled state (ΦBRB2 )
⊗n must be obtained immediately af-
ter Bob’s measurement. This implies that A′RnA and R
n
B
must be in a product state after the measurement by
Alice. We refer to this condition as decoupling.
From decoupling to Markovianization.— Let Ψk be the
state after Alice’s measurement corresponding to the out-
come k. The decoupling condition is represented by
the quantum mutual information as I(A′RnA : R
n
B)Ψk ≈
0 for all k, where I(P : Q)ρ := S(ρ
P ) + S(ρQ) −
S(ρPQ) and S is the von Neumann entropy S(ρ) =
−Tr[ρ log ρ]. Since |Φd〉ARA |Φd〉BRB is the maximally
entangled state between AB/RARB , there exists a uni-
tary Uˆ on RARB satisfying Uˆ
RARB |Φd〉ARA |Φd〉BRB =
UAB |Φd〉ARA |Φd〉BRB . It follows that the conditional
quantum mutual information is equal to zero, i.e., I(A′ :
Bn|RnARnB)Ψk = 0, where I(P : Q|R)σ := S(σPR) +
S(σQR)−S(σR)−S(σPQR). The chain rule of the quan-
tum mutual information yields I(A′RnA : R
n
B) ≥ I(A′ :
BnRnB |RnA), and consequently, we arrive at
I(A′ :BnRnB |RnA)Ψk ≈ 0 (∀k), (4)
since the conditional quantum mutual information is al-
ways non-negative [65].
A tripartite quantum state for which the conditional
quantum mutual information is approximately equal to
zero, like (4), is called an approximate quantum Markov
chain (AQMC) [66]. From Condition (4), it follows that
Alice’s measurement needs to transform the state |ΨU†,n〉
to an AQMC with the assistance of |Φ2〉⊗nE , while re-
specting the obliviousness condition. The entanglement
consumption rate E must be large enough in order that
a measurement by Alice satisfying this condition exists.
Markovianizing cost.— We have proved in [67, 68] that
the entanglement consumption rate E must be no smaller
than the Markovianizing cost of |ΨU†〉 in order that there
exists a measurement satisfying the condition mentioned
above. In general, the Markovianizing cost of a tripartite
quantum state ρABC is defined as the minimum cost of
randomness required for transforming copies of the state
to an approximate Markov chain, by a random unitary
operation on system A. In the case of pure states, a
single-letter formula for the Markovianizing cost is ob-
tained in terms of the Koashi-Imoto decomposition [69],
which is used to characterize the structure of quantum
Markov chains [70]. In the current context, the relevant
Markovianizing cost is that of a ‘tripartite’ pure state
|ΨU†〉, with systems B and RB treated as a single sys-
tem BRB .
Outline the proof of E2(Uθ) ≥ 1.— As proven in
[59, 67], the Markovianizing cost of ΨU† is equal
to the von Neumann entropy of a state ΦARAU,∞ :=
limN→∞N−1
∑N
n=1 EnU (|Φd〉〈Φd|ARA), where EU is a
CPTP map on system A defined by EU (τ) =
TrBRB [U
AB(TrB [U
†AB(τA ⊗ IB)UAB ] ⊗ ΦBRBd )U†AB ].
For Uθ defined by (2), we have EUθ (τ) = 12 ((1+cos2 θ)·τ+
sin2 θ·σzτσz) and ΦARAUθ,∞ = 12 (|0〉〈0|⊗|0〉〈0|+|1〉〈1|⊗|1〉〈1|).
Hence the Markovianizing cost of ΨU†θ
is equal to 1, which
completes the proof of E2(Uθ) ≥ 1.
Outline of Proof of E3(Uθ) < 1.— To prove E3(Uθ) <
1, we first analyze a single-shot protocol proposed in [49]
for implementing Uθ. We will later extend this protocol
to the one for implementing U⊗nθ , and analyze the total
error and the entanglement cost by applying the law of
large numbers.
The single-shot protocol consists of a concatenation of
two two-round protocols and proceeds as follows: (P1)
Alice and Bob implement Uθ by a protocol of Type (b)
in Figure 1, using a two qubit state |φθ〉ab as a shared re-
source. The protocol succeeds in implementing Uθ with
a certain probability pθ. If it fails, another unitary gate
Uθ′ is implemented, in which case Alice and Bob continue
to the next step. (P2) Alice and Bob implement Uθ−θ′
by a deterministic protocol proposed in [45], which con-
sumes one Bell pair. The protocol is of Type (b), except
that the roles of Alice and Bob are exchanged. Noting
4(α)                             (β)
FIG. 4: Transformations of protocols in terms of communica-
tion rounds. (α) represents how three protocols are combined
to form a three-round protocol. (β) shows that a one-round
protocol with simultaneous message exchange is transformed
to a two-round protocol without simultaneous message ex-
change.
that Uθ−θ′Uθ′ = Uθ, they succeed in implementing Uθ
in total, regardless of the failure in (P1). The average
entanglement cost of this protocol, measured by the en-
tanglement entropy, is equal to E¯θ = 1 − pθ + E(φθ),
where E(φθ) := S(φ
a
θ) and φ
a
θ := Trb[|φθ〉〈φθ|ab]. As we
prove in [63], it holds that E¯θ < 1 for θ below a strictly
positive constant.
Consider the following protocol for implementing U⊗nθ :
(P0) Alice and Bob obtains n copies of |φθ〉ab from ap-
proximately nE(φθ) copies of Bell pairs, by an entangle-
ment dilution protocol [71] of Type (a) in Figure 1. (P1’)
They apply (P1) independently on each of n input pairs.
Due to the law of large numbers, Uθ is implemented on
approximately npθ pairs of the input. (P2’) They apply
(P2) to implement Uθ−θ′ on the remaining input pairs,
which costs approximately n(1− pθ) Bell pairs. In total,
the protocol succeeds in implementing U⊗nθ with high
probability by using approximately nE¯θ copies of Bell
pairs. As depicted in Figure 4 (α), the three subproto-
cols are brought together to form a three-round protocol.
Thus it follows that E3(Uθ) ≤ E¯θ.
Unitaries with No Trade-off.— So far, we have in-
vestigated the case in which there is a difference be-
tween E2(U) and E3(U). Next, we provide an exam-
ple of bipartite unitary gates for which there exists no
trade-off relation between the entanglement cost and
round complexity. Let {|t〉}dt=1 be a fixed basis of a
d-dimensional Hilbert space H. The generalized Pauli
operators σpq (p, q ∈ {1, · · · , d}) on H is defined by
σpq :=
∑d
t=1 e
2piiqt/d|t− p〉〈t|, where subtraction is taken
with mod d. Let A and B be d-dimensional systems. A
bipartite unitary gate U acting on AB is called a gen-
eralized Clifford operator if, for any p, q, r and s, there
exist p′, q′, r′, s′ and a phase θpqrs ∈ R such that
U(σpq ⊗ σrs)U† = eiθpqrsσp′q′ ⊗ σr′s′ . (5)
In the following, we prove that E2(U) = infr≥1Er(U)
holds for generalized Clifford operators.
Consider the following single-shot protocol which is de-
picted in Figure 5: (i) Alice and Bob initially share a re-
source state |ΨU 〉A˜B˜ab := (U A˜B˜⊗Iab)|Φd〉A˜a|Φd〉B˜b, with
a and b being d-dimensional quantum systems; (ii) They
perform a projective measurement on system Aa and Bb
) )
{ †Apq | diAa}pq { †Brs | diBb}rsAa        
a
measurement measurement
local unitary local unitary
 r0s0 p0q0
r, sp, q
A B
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| U i
FIG. 5: A graphical representation of a single-shot protocol
for implementing a generalized Clifford gate. The balls rep-
resent the input pair, and the diamonds represents parts of
the shared resource. The outcomes of local measurements by
Alice and Bob is simultaneously communicated to each other.
A˜ and B˜ also serve as output systems of the protocol.
with respect to bases {σ†Apq |Φd〉Aa}pq and {σ†Brs |Φd〉Bb}rs,
respectively; (iii) They communicate the measurement
outcomes pq and rs with each other; (iv) They perform
σp′q′ on A˜ and σr′s′ on B˜, respectively, determined by
(5). This protocol is a one-round protocol of Type (d)
in Figure 1. A simple calculation yields that U is imple-
mented on the initial state by this protocol.
Let K(U) be the entanglement entropy of |ΨU 〉A˜B˜ab,
i.e., K(U) := S(ΨA˜aU ). Consider the following n-shot
protocol: (i) Alice and Bob initially share approximately
nK(U) copies of Bell pairs, which is transformed to n
copies of |ΨU 〉A˜B˜ab by entanglement dilution; (ii) They
perform the single-shot protocol presented above on each
pair. The total error of this protocol is equal to one
induced in Step (i), which does not depend on the ini-
tial state and vanishes exponentially in the limit of n
to infinity. Since any one-round protocol with simulta-
neous message exchange is transformed to a two-round
one without simultaneous message exchange (see Figure
4 (β)), it follows that E2(U) ≤ K(U). The converse
bound Er(U) ≥ K(U) (r ≥ 1) simply follows from the
monotonicity of entanglement under LOCC [72] for a par-
ticular initial state (|Φd〉ARA |Φd〉BRB )⊗n.
Beigi et al. [73] proved that any bipartite unitary gate
can be implemented with arbitrary high precision by a
one-round protocol of Type (d) in Figure 1. The proto-
col proposed therein is universal in the sense that it is
applicable to any type of unitary gates. The entangle-
ment cost of the protocol, however, diverges if the total
error is required to be vanishingly small. This is in con-
trast to the protocol presented above, which is specific to
generalized Clifford gates.
Conclusion.— We considered implementation of a bi-
partite unitary gate by local operations and classical
communication (LOCC), assisted by shared entangle-
ment. We proved that a three-round protocol outper-
forms all two-round LOCC protocols in reducing the en-
tanglement cost for a class of two-qubit unitary gates.
Thereby we provided a first example of distributed in-
formation processing task for which there exists a clear
trade-off relation between the costs of shared entangle-
ment and the round complexity of a protocol. We also
provided an example of unitary gates for which there is
no such trade-off. It was proved in [57] that a proto-
5col with higher round complexity is more efficient in ex-
tracting entanglement from tripartite quantum state. To
compare their result with a trade-off relation presented
in this Letter is left as a future work.
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SUPPLEMENTAL MATERIAL
In this material, we provide a detailed proof of
E3(Uθ) < 1. We first describe a single-shot protocol for
implementing Uθ, which is proposed in [49], and prove
that the average entanglement cost is strictly smaller
than 1 for θ below a constant. Based on this protocol, we
construct a protocol for implementing U⊗nθ and evaluate
the total error. A typicality argument implies that the
protocol satisfies the fast convergence condition (1).
A. Single-shot protocol for Uθ
A protocol for implementing Uθ, which is proposed in
[49], consists of two subprotocols (P1) and (P2). In (P1),
Alice and Bob uses the following state as a shared re-
source:
|φ(α)〉ab = cos
(α
2
)
|0〉|0〉+ i sin
(α
2
)
|1〉|1〉.
Suppose that the initial state is |ψ〉ABR. The protocol
proceeds as follows:
1. Alice performs the controlled phase gate
UaACZ = |0〉〈0|a ⊗ IA + |1〉〈1|a ⊗ σAz ,
after which the whole state is
|ψ′tot〉abABR = cos
(α
2
)
|0〉a|0〉b|ψ〉ABR
+i sin
(α
2
)
|1〉a|1〉bσAz |ψ〉ABR.
2. Alice performs a projective measurement on a with
basis {|+〉, |−〉}, and sends the outcome to Bob.
3. Bob performs I or σz on b depending on the mea-
surement outcome. The whole state is then
|ψ′′tot〉bABR = cos
(α
2
)
|0〉b|ψ〉ABR
+i sin
(α
2
)
|1〉bσAz |ψ〉ABR.
4. Bob performs the controlled-z gate
U bBCZ = |0〉〈0|b ⊗ IB + |1〉〈1|b ⊗ σBz ,
after which the whole state is
|ψ′′′tot〉bABR = cos
(α
2
)
|0〉b|ψ〉ABR
+i sin
(α
2
)
|1〉b(σAz ⊗ σBz )|ψ〉ABR.
5. Bob performs a projective measurement on b with
basis {|χ〉/〈χ|χ〉1/2, |χ⊥〉/〈χ⊥|χ⊥〉1/2}, and sends
the outcome to Alice. Here, |χ〉 and |χ⊥〉 are su-
pernormalized state vectors defined by
|χ〉 := cos (θ/2)
cos (α/2)
|0〉+ sin (θ/2)
sin (α/2)
|1〉,
|χ⊥〉 := sin (θ/2)
sin (α/2)
|0〉 − cos (θ/2)
cos (α/2)
|1〉.
6If the measurement outcome corresponding to |χ〉 is ob-
tained, the state becomes
|ψs〉ABR = 〈χ|ψ′′′tot〉
= cos
(
θ
2
)
|ψ〉ABR + i sin
(
θ
2
)
(σAz ⊗ σBz )|ψ〉ABR
as desired. The success probability is given by
p(α, θ) =
|〈χ|ψ′′′tot〉|2
〈χ|χ〉 =
1
〈χ|χ〉 =
sin2 α
2(1− cos θ cosα) .
If the complementary outcome is obtained, then the state
changes
|ψf 〉ABR = 〈χ⊥|ψ′′′tot〉
=
sin (θ/2)
tan (α/2)
|ψ〉ABR + i cos (θ/2)
tan (α/2)
−1 (σ
A
z ⊗ σBz )|ψ〉ABR,
up to normalization condition. It is straightforward to
verify that the normalized state satisfies
|ψf 〉ABR
‖|ψf 〉ABR‖ = Uθ′ |ψ〉
ABR
with θ′ defined by
tan
(
θ′
2
)
=
tan2 (α/2)
tan (θ/2)
.
In the latter case, Alice and Bob continue to (P2).
In (P2), Alice and Bob implement Uθ−θ′ by a proto-
col for implementing a two-qubit controlled-unitary gate,
which is proposed in [45]. (For later convenience, we ex-
change the roles of Alice and Bob in the original formu-
lation.) Note that Uθ−θ′ is equivalent to the following
controlled-unitary gate up to local unitary transforma-
tions:
U˜ABθ = I
A ⊗ |0〉〈0|B + (ei(θ−θ′)σz )A ⊗ |1〉〈1|B . (6)
The protocol consumes one Bell pair |Φ2〉ab and deter-
ministically implements Uθ−θ′ . Suppose that the initial
state is |ψ˜〉ABR and is decomposed in the form of
|ψ˜〉 = c0|0〉B |ψ0〉AR + c1|1〉B |ψ1〉AR, (7)
where |ψ0〉, |ψ1〉 are normalized pure states and c0, c1 are
complex numbers that satisfy |c0|2 + |c1|2 = 1. The pro-
tocol proceeds as follows:
1. Bob performs the CNOT gate
U bBCN = I
b ⊗ |0〉〈0|B + σbx ⊗ |1〉〈1|B ,
after which the whole state is
|ψ′θ′〉abABR =
c0√
2
(|0〉a|0〉b + |1〉a|1〉b)|0〉B |ψ0〉AR
+
c1√
2
(|0〉a|1〉b + |1〉a|0〉b)|1〉B |ψ1〉AR.
2. Bob performs a projective measurement on b with
basis {|0〉, |1〉}, and sends the outcome to Alice.
3. Alice performs I or σx on a depending on the mea-
surement outcome. The whole state is then
|ψ′′θ′〉abABR = c0|0〉a|0〉B |ψ0〉AR + c1|1〉a|1〉B |ψ1〉AR.
4. Alice performs the controlled-z gate
UaA = |0〉〈0|a ⊗ IA + |1〉〈1|a ⊗ (ei(θ−θ′)σz )A,
after which the whole state is
|ψ′′′θ′ 〉bAB = c0|0〉a|0〉B |ψ0〉AR
+ c1|1〉a|1〉B(ei(θ−θ′)σz )A|ψ1〉AR.
5. Alice performs a projective measurement on a with
basis {|+〉, |−〉} and sends the outcome to Bob,
where |±〉 := (|0〉 ± |1〉)/√2.
6. Bob performs I or σz on B depending on the out-
come, after which the state is U˜θ−θ′ |ψ˜〉ABR as de-
sired.
In total, the entanglement cost of the composite pro-
tocol of (P1) and (P2) is given by
E¯(α, θ) = (1− p(α, θ))E(Φ2) + E(φ(α))
= 1− p(α, θ) + E(φ(α))
on average. Here, E denotes the entanglement entropy
defined by E(φ(α)) := S(φ
a
(α)) and E(Φ2) := S(Φ
a
2) = 1.
For a particular choice α =
√
θ, the resource state and
the success probability in (P1) are given by
|φθ〉ab := |φ(√θ)〉ab = cos
(√
θ
2
)
|0〉|0〉+ i sin
(√
θ
2
)
|1〉|1〉,
pθ := p(
√
θ, θ) =
sin2
√
θ
2(1− cos θ cos√θ) ,
respectively, and the average entanglement cost is
E¯θ := E¯(
√
θ, θ) = 1− pθ + h(cos2(
√
θ/2)), (8)
where h is the binary entropy defined by h(x) :=
−x log x − (1 − x) log (1− x). It is straightforward to
verify that
lim
θ→0
h(cos2(
√
θ/2)) = 0. (9)
For θ ≈ 0, we have
sin2
√
θ = θ +O(θ2),
cos θ = 1− 1
2
θ2 +O(θ4),
cos
√
θ = 1− 1
2
θ +O(θ2),
cos θ cos
√
θ = 1− 1
2
θ +O(θ2).
7Thus we have
pθ =
θ +O(θ2)
2
(
1
2θ +O(θ
2)
) = 1 +O(θ),
which leads to
lim
θ→0
pθ = 1. (10)
From (8), (9) and (10), we obtain limθ→0 E¯θ = 0. Since
E¯θ is a continuous function of θ, it follows that E¯θ < 1
for θ below a certain strictly positive constant.
B. Protocol for implementing U⊗nθ
Let us turn to a protocol for implementing U⊗nθ . Fix
arbitrary δ > 0 and choose sufficiently large n ∈ N. The
protocol proceeds as follows:
1. Alice and Bob initially share n(E¯θ + 2δ) = n(1 −
pθ+hθ+2δ) copies of Bell pairs, where we denoted
h(cos2(
√
θ/2)) simply by hθ.
2. By entanglement dilution [71], they transform
n(hθ + δ) copies of Bell pairs to a state |ωn〉,
which is equal to |φθ〉⊗n up to a small error n :=
‖|ωn〉〈ωn| − |φθ〉〈φθ|⊗n‖1. The dilution protocol is
a one-round protocol of Type (a) in Figure 1 in the
main text.
3. By using n copies of |φθ〉 as resources, they perform
Uθ on each of the input sequence by (P1). Either
of the following two events will occur:
(a) With a high probability, the number of pairs
for which Uθ has been applied is not smaller
than n(pθ − δ). Uθ′ has been applied on the
other pairs, the number of which is not greater
than n(1− pθ + δ).
(b) With small probability ′n, the number of pairs
for which Uθ has been applied is smaller than
n(pθ − δ).
Continue to the next step if (a) has occurred.
4. By using the remaining n(1 − pθ + δ) Bell pairs,
they perform Uθ−θ′ by (P2) on pairs for which Uθ′
has been applied.
Note that the second-round communication in Step 3 and
the first-round one in Step 4 can be performed simulta-
neously. Similarly, the communication from Alice to Bob
in Step 3 can be performed simultaneously with the com-
munication in Step 2 as well. Hence the above protocol
is organized into a three-round protocol of Type (c) in
Figure 1.
LetM′n be a quantum operation that represents Step 3
and 4 in the above protocol, and suppose the initial state
is |Ψn〉AnBnRn . The total error is evaluated as follows. If
(a) occurs in Step 3, the final state is exactly equal to the
target state |Ψn,tar〉 := U⊗nθ |Ψn〉. Let τ(b) be the state
obtained when (b) occurs. The final state is, in total,
given by
M′n
(
Ψn⊗φ⊗nθ ⊗Φ⊗n(1−pθ+δ)2
)
= (1− ′n)Ψn,tar + ′nτ(b),
which leads to∥∥∥M′n (Ψn ⊗ φ⊗nθ ⊗ Φ⊗n(1−pθ+δ)2 )− U⊗nθ ΨnU†⊗nθ ∥∥∥
1
= ′n
∥∥Ψn,tar − τ(b)∥∥1 ≤ 2′n. (11)
Let Mn be a quantum operation that represents Step
2∼4. By definition, we have
Mn (Ψn ⊗ ΦKn) =M′n
(
Ψn ⊗ ωn ⊗ Φ⊗n(1−pθ+δ)2
)
. (12)
A simple calculation yields∥∥∥Mn(Ψn ⊗ ΦKn)− U⊗nθ ΨnU†⊗nθ ∥∥∥
1
=
∥∥∥M′n (Ψn ⊗ ωn ⊗ Φ⊗n(1−pθ+δ)2 )− U⊗nθ ΨnU†⊗nθ ∥∥∥
1
≤
∥∥∥M′n (Ψn ⊗ ωn ⊗ Φ⊗n(1−pθ+δ)2 )
−M′n
(
Ψn ⊗ φ⊗nθ ⊗ Φ⊗n(1−pθ+δ)2
)∥∥∥
1
+
∥∥∥M′n (Ψn ⊗ φ⊗nθ ⊗ Φ⊗n(1−pθ+δ)2 )
− U⊗nθ ΨnU†⊗nθ
∥∥∥
1
≤
∥∥∥Ψn ⊗ ωn ⊗ Φ⊗n(1−pθ+δ)2
−Ψn ⊗ φ⊗nθ ⊗ Φ⊗n(1−pθ+δ)2
∥∥∥
1
+ 2′n
=
∥∥ωn − φ⊗nθ ∥∥1 + 2′n
= n + 2
′
n.
Here, the first equality follows from (12); the first inequal-
ity due to the triangle inequality for the trace distance;
the second inequality from the monotonicity of the trace
distance and Inequality (11); the second equality because
we have ‖ρ⊗τ−σ⊗τ‖1 = ‖ρ−σ‖1; and the last line from
the definition of n. Noting that the fidelity and the trace
distance satisfy the relation 1 −√F (ρ, σ) ≤ 12‖ρ − σ‖1
(see e.g. [62]), it follows that the protocol Mn satisfies
∗(Mn) = sup
Ψn
(Mn,Ψn) ≤ n + 2′n.
As we prove in the next section, n and 
′
n converges to
zero exponentially with n. Thus the protocol Mn above
satisfies the fast convergence condition (1).
C. Evaluation of n and 
′
n
Define
λ0 = cos
2
(√
θ
2
)
, λ1 = sin
2
(√
θ
2
)
,
8and fix arbitrary δ > 0, n ∈ N. A sequence x =
(x1, · · · , xn) ∈ {0, 1}n is said to be δ-weakly typical with
respect to {λx}x∈{0,1} if it satisfies
2−n(H({λx})+δ) ≤
n∏
i=1
λxi ≤ 2−n(H({λx})−δ). (13)
Here, H({λx}) is the Shannon entropy of a probability
distribution {λx}x∈{0,1} defined by
H({λx}) := −
∑
x={0,1}
λx log λx,
and is equal to hθ. The set of all δ-weakly typical se-
quences is called the δ-weakly typical set, and is denoted
by Tn,δ. The δ-weakly typical subspace of (Ha)⊗n with
respect to φaθ = Trb[|φθ〉〈φθ|ab] is defined as
Hn,δ :=
span
{ |x1〉 · · · |xn〉 ∈ (Ha)⊗n∣∣ (x1, · · · , xn) ∈ Tn,δ} .
Let Πn,δ be the projection onto Hn,δ ⊆ (Ha)⊗n, and let
us introduce a notation
λx := λx1 · · ·λxn .
Abbreviating (Πn,δ ⊗ Ibn)|φθ〉⊗n as Πn,δ|φθ〉⊗n, we have
Tr[Πn,δ(|φθ〉〈φθ|⊗n)] =
∑
x∈Tn,δ
λx. (14)
It is proved in [74] that there exists a constant c > 0,
which depends on {λx}x, such that for any δ > 0 and n,
we have ∑
x∈Tn,δ
λx ≥ 1− exp (−cδ2n).
Denoting this constant by cθ, we obtain
Tr[Πn,δ(|φθ〉〈φθ|⊗n)] ≥ 1− exp (−cθδ2n). (15)
Fix arbitrary δ > 0, n ∈ N, and consider the normal-
ized state |ωn〉 defined by
|ωn〉 := Πn,δ(|φθ〉
⊗n)√
Tr[Πn,δ(|φθ〉〈φθ|⊗n)]
.
Due to the gentle measurement lemma (see e.g. Lemma
9.4.1 in [62]) and Ineq. (15), the state satisfies
n :=
∥∥|ωn〉〈ωn| − |φθ〉〈φθ|⊗n∥∥1 ≤ 2 exp(−cθδ2n2
)
,
where the trace distance is defined by ‖ρ − σ‖1 :=
Tr[
√
(ρ− σ)2]. By definition, the Schmidt decomposi-
tion of |ωn〉 is given by
|ωn〉 =
∑
x∈Tn,δ
√
λ′x|x〉|x〉,
where
λ′x :=
λx
Tr[Πn,δ(|φθ〉〈φθ|⊗n)] .
From (13), it follows that
λ′x ≥ 2−n(H({λx})+δ).
Thus a uniform distribution on a set
{1, · · · , 2n(H({λx})+δ)} is majorized by a probability
distribution {λ′x}x∈Tn,δ . Consequently, there exists an
LOCC protocol that transforms n(H({λx}) + δ) copies
of Bell pairs to |ωn〉 deterministically and exactly [75].
The law of large numbers implies limn→∞ ′n = 0. It is
proved in [74] that there exists an n-independent positive
constant c′θ such that
′n ≤ exp (−c′θδ2n)
for any δ and n.
[1] R. Cleve, W. Van Dam, M. Nielsen, and A. Tapp,
in Quantum Computing and Quantum Communications
(Springer, 1999), pp. 61–74.
[2] P. Xue, Y.-F. Huang, Y.-S. Zhang, C.-F. Li, and G.-C.
Guo, Phys. Rev. A 64, 032304 (2001).
[3] H. Buhrman,  L. Czekaj, A. Grudka, M. Horodecki,
P. Horodecki, M. Markiewicz, F. Speelman, and
S. Strelchuk, Proc. Natl. Acad. Sci. 113, 3191 (2016).
[4] Cˇ. Brukner, M. Z˙ukowski, and A. Zeilinger, Phys. Rev.
Lett. 89, 197901 (2002).
[5] Cˇ. Brukner, T. Paterek, and M. Z˙ukowski, Int. J. of
Quant. Info. 1, 519 (2003).
[6] D. Mart´ınez, A. Tavakoli, M. Casanova, G. Can˜as,
B. Marques, and G. Lima, arXiv preprint
arXiv:1807.04622 (2018).
[7] Y. Hardy, Ph.D. thesis, University of Johannesburg
(2005).
[8] A. M. Kamat, Ph.D. thesis, Texas A&M University
(2008).
[9] Cˇ. Brukner, M. Z˙ukowski, J.-W. Pan, and A. Zeilinger,
Phys. Rev. Lett. 92, 127901 (2004).
[10] G. Brassard, Found. of Phys. 33, 1593 (2003).
[11] H. Buhrman, R. Cleve, and W. Van Dam, SIAM J. on
Comp. 30, 1829 (2001).
[12] H. Buhrman, R. Cleve, S. Massar, and R. De Wolf, Rev.
Mod. Phys. 82, 665 (2010).
[13] A. Tavakoli and M. Z˙ukowski, Phys. Rev. A 95, 042305
(2017).
9[14] R. Cleve and H. Buhrman, Phys. Rev. A 56, 1201 (1997).
[15] H. Buhrman, W. van Dam, P. Høyer, and A. Tapp, Phys.
Rev. A 60, 2737 (1999).
[16] M. Epping and Cˇ. Brukner, Phys. Rev. A 87, 032305
(2013).
[17] H. Kobayashi and K. Matsumoto, J. of Com. and Sys.
Sci. 66, 429 (2003).
[18] H. Kobayashi and K. Matsumoto, in Int. Symp. on Alg.
and Comp. (Springer, 2002), pp. 115–127.
[19] J. Kempe, H. Kobayashi, K. Matsumoto, and T. Vidick,
Computational Complexity 18, 273 (2009).
[20] R. Cleve, W. Slofstra, F. Unger, and S. Upadhyay, Com-
putational Complexity 17, 282 (2008).
[21] D. Leung, B. Toner, and J. Watrous, arXiv preprint
arXiv:0804.4118 (2008).
[22] R. Cleve, P. Hoyer, B. Toner, and J. Watrous, in Comp.
Comp., 2004. Proceedings. 19th IEEE Ann. Conf. on
(IEEE, 2004), pp. 236–249.
[23] L. Mancˇinska and T. Vidick, in ICALP (Springer, 2014),
pp. 835–846.
[24] F. Buscemi, Phys. Rev. Lett. 108, 200401 (2012).
[25] W. Slofstra, J. Math. Phys. 52, 102202 (2011).
[26] J. Kempe, O. Regev, and B. Toner, SIAM J. on Comp.
39, 3207 (2010).
[27] J. Kempe and T. Vidick, in Proc. of the 43rd Ann. ACM
Symp. on Theory of Comp. (ACM, 2011), pp. 353–362.
[28] A. Pappa, N. Kumar, T. Lawson, M. Santha, S. Zhang,
E. Diamanti, and I. Kerenidis, Phys. Rev. Lett. 114,
020401 (2015).
[29] J. Kempe and O. Regev, in Comp. Comp., 2010 IEEE
25th Ann. Conf. on (IEEE, 2010), pp. 7–15.
[30] L. Mancˇinska, D. E. Roberson, and A. Varvitsiotis, arXiv
preprint arXiv:1506.07429 (2015).
[31] J. Brie¨t and T. Vidick, Comm. Math. Phys. 321, 181
(2013).
[32] A. C. Doherty, Y.-C. Liang, B. Toner, and S. Wehner, in
Comp. Comp., 2008, 23rd Ann. IEEE Conf. on (IEEE,
2008), pp. 199–210.
[33] H. J. Briegel, D. E. Browne, W. Du¨r, R. Raussendorf,
and M. Van den Nest, Nat. Phys. 5, 19 (2009).
[34] P. Walther, K. J. Resch, T. Rudolph, E. Schenck, H. We-
infurter, V. Vedral, M. Aspelmeyer, and A. Zeilinger, Na-
ture 434, 169 (2005).
[35] R. Raussendorf, D. E. Browne, and H. J. Briegel, Phys.
Rev. A 68, 022312 (2003).
[36] N. Gisin, G. Ribordy, W. Tittel, and H. Zbinden, Rev.
Mod. Phys. 74, 145 (2002).
[37] A. Polychroniadou, Ph.D. thesis, Ph. D. thesis, Aarhus
University (2016).
[38] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K.
Wooters, Phys. Rev. A 54, 3824 (1996).
[39] D. Gottesman and H.-K. Lo, IEEE Trans. Inf. Theory
49, 457 (2003).
[40] S. M. Cohen, Phys. Rev. A 75, 052313 (2007).
[41] M. Owari and M. Hayashi, New J. of Phys. 10, 013006
(2008).
[42] M. Owari and M. Hayashi, IEEE Trans. Inf. Theory 61,
6995 (2010).
[43] M. Owari and M. Hayashi, Phys. Rev. A 90, 032327
(2014).
[44] M. Owari and M. Hayashi, e-print arXiv:1409.3897v3.
[45] J. Eisert, K. Jacobs, P. Papadopoulos, and M. Plenio,
Phys. Rev. A 62, 052317 (2000).
[46] J. I. Cirac, W. Dur, B. Kraus, and M. Lewenstein, Phys.
Rev. Lett. 86, 544 (2001).
[47] B. Groisman and B. Reznik, Phys. Rev. A 71, 032322
(2005).
[48] L. Chen and Y.-X. Chen, Phys. Rev. A 71, 054302
(2005).
[49] M.-Y. Ye, Y.-S. Zhang, and G.-C. Guo, Phys. Rev. A 73,
032337 (2006).
[50] D. W. Berry, Phys. Rev. A 75, 032349 (2007).
[51] N. B. Zhao and A. M. Wang, Phys. Rev. A 78, 014305
(2008).
[52] L. Yu, R. B. Griffiths, and S. M. Cohen, Phys. Rev. A
81, 062315 (2010).
[53] S. M. Cohen, Phys. Rev. A 81, 062316 (2010).
[54] A. Soeda, P. Turner, and M. Murao, Phys. Rev. Lett.
107, 180501 (2011).
[55] D. Stahlke and R. Griffiths, Phys. Rev. A 84, 032316
(2011).
[56] Y. Xin and R. Duan, Phys. Rev. A 77, 012315 (2008).
[57] E. Chitambar, Phys. Rev. Lett. 107, 190502 (2011).
[58] E. Chitambar and M.-H. Hsieh, Nat. Comm. 8, 2086
(2017).
[59] E. Wakakuwa, A. Soeda, and M. Murao, IEEE Trans.
Inf. Theory 63, 5372 (2017).
[60] M. Horodecki, J. Oppenheim, and A. Winter, Comm.
Math. Phys. 269, 107 (2007).
[61] B. Groisman, S. Popescu, and A. Winter, Phys. Rev. A
72, 032317 (2005).
[62] M. Wilde, Quantum Information Theory (Cambridge
University Press, 2013).
[63] See Supplemental Material at @@@.
[64] H.-K. Lo and S. Popescu, Phys. Rev. A 63, 022301
(2001).
[65] E. H. Lieb and M. B. Ruskai, J. Math. Phys. 14, 1938
(1973).
[66] O. Fawzi and R. Renner, Comm. Math. Phys. 340, 575
(2015).
[67] E. Wakakuwa, A. Soeda, and M. Murao, IEEE Trans.
Inf. Theory 63, 1280 (2017).
[68] E. Wakakuwa, A. Soeda, and M. Murao, IEEE Trans.
Inf. Theory 63, 5360 (2017).
[69] M. Koashi and N. Imoto, Phys. Rev. A 66, 022318 (2002).
[70] P. Hayden, R. Jozsa, D. Petz, and A. Winter, Comm.
Math. Phys. 246, 359 (2004).
[71] C. H. Bennett, H. J. Bernstein, S. Popescu, and B. Schu-
macher, Phys. Rev. A 53, 2046 (1996).
[72] M. B. Plenio and S. Virmani, Quant. Inf. Comput. 7, 1
(2007).
[73] S. Beigi and R. Ko¨nig, New J. of Phys. 13, 093036 (2011).
[74] R. Ahlswede, J. Comb., Info. and Syst. Sciences 5, 10
(1980).
[75] M. A. Nielsen, Phys. Rev. Lett. 83, 436 (1999).
