The deformable contour model described in Chapter 3 is based on a non-linear cost function which is optimized using a gradient descent method. At best the algorithm will reach a satisfactory local minimum. It is easily confused by clutter. If the interior of the object, or the exterior, are not homogeneous the data models for the deformable contour are grossly incorrect and the minima are nowhere near the desired object contours.
Statistical model
Here we use a transform of the gray level pixel data into a vector of binary local image features X a (x), a = 1, . . . , A, and writeÎ(x) = (X a (x); a = 1, . . . , A). The main advantage is that such features can be chosen to be robust to monotone gray level transformations, and changes in the contrast of the data along the curve will not affect the detection. Otherwise put such features are photometrically invariant. This is in contrast to data models of the previous chapter which assumed a fixed mean intensity inside the object. Such data models would be very sensitive to global changes in the range of gray level values. Furthermore the discrete nature of the transformed data allows for simple estimation of model parameters.
Local features
We assume the curve can either traverse a pixel x at one of A different angles aπ/A, a = 1, . . . , A, in which case we write ang(x) = a; or no curve traverses the pixel in which case we write ang(x) = φ. For example take A = 4 and assume that locally each curve is either horizontal, vertical or at ±45 degrees. The notion of curve angle is quite loose, and covers quite a wide range. The feature X a is expected to be 'on' at x, i.e. X a (x) = 1, if ang(x) = a. We list here two possible definitionsX a andX a , for these features, many others exist. In the experiments below we use the conjunction of these two conditions, namely X a (x) =X a (x) ·X a (x). If the curve is expected to be 'ridge-like', and say, brighter than its surroundings, definê X a (x) = 1, if I(x) > I(x + µ a ) and I(x) > I(x − µ a ), (4.1) where µ a is the vector of length µ pixels in the direction orthogonal to a, for some small µ.
If the curve can be brighter or darker than its surroundings but relatively constant in intensity we require the intensity differences within the curve to be smaller than those between the pixels on the curve and those alongside it.X a (x) = 1, if |I(x + ν a ) − I(x)| < (4.2) min |I(x) − I(x + µ a )|, |I(x) − I(x − µ a )| where ν a is a vector of ν pixels in the direction of a. In figure 4 .1 we show the points obtained using the conjunction of conditions 4.1 and 4.2, on an axial MRI brain scan. The original image can be found in the top right panel of figure 4.3.
The likelihood
Clearly the probability that X α (x) = 1 will tend to be larger if a curve of angle α passes through x, i.e. ang(x) = α. For angles a which are different from α we would expect the probability that X a (x) = 1 to be smaller. Denote these probabilities p α,a , α, a = 1, . . . , A. Finally if no curve passes through the neighborhood of x, i.e. x is a 'background' pixel, the probability of X a (x) = 1 is denoted p b and is the same for all a. Assume that given that the curve passes through the pixel x at angle α the variables X a (x), a = 1, . . . , A are independent, and given no curve passes through the pixel they are also independent. The conditional distribution ofÎ(x) at pixel x given ang(x) = α is then
and given no curve passes through the pixel
Given an instantiation θ = (θ 1 , . . . , θ n ) of the curve, we assume the dataÎ(x), x ∈ L to be conditionally independent. Let L i be the pixels on the segment connecting the points θ i , θ i+1 and let L(θ) be the union of the sets L i . Also let α i denote the angle of the i'th segment. Associated to each x ∈ L(θ) there is a specific angle ang(θ, x) -the angle of the segment to which the pixel x belongs. The conditional distribution ofÎ, on the entire lattice, given the instantiation θ is then
Dividing 4.5 by x∈L P b (Î(x)), which can be interpreted as the probability ofÎ given no curve is present, and does not depend on θ, and substituting 4.4 and 4.3, we obtain a likelihood ratio of the form
where N ia is the number of times X a (x) = 1 along the segment L i and N i denotes the total number of pixels along this segment. The log-likelihood is thus up to a constant given by a sum of functions of the counts along the segments of the curve. log P (Î|θ)
We are again making strong conditional independence assumptions which are clearly a gross simplification. However the data model is simple and transparent and does depend on the angle of the curve in a direct way. Furthermore, as in the previous chapters, the model is created with the computational task in mind. The log-likelihood is simply a linear function of the counts. In this equation the dependence on the dataÎ is through N ia . It is also useful to note for later computational considerations that the log-likelihood can be written in the form 8) where the functions ψ depend only on the two consecutive points θ i , θ i+1 and on the dataÎ along the segment connecting them. Under this data model the maximum likelihood estimates of the parameters are obtained from training sample proportions. Take training subimage samples from each of the categories: α = 1, . . . , A. For each α obtain the proportion for which X a (x) = 1, a = 1, . . . , A. to produce an estimatep α,a . An estimate of p b is obtained from subimages with no curve, estimating one pooled probability for P (X a (x) = 1|ang(x) = φ), for all a's.
The model can be simplified by setting p α,a = p c if α = a meaning that P (X a (x) = 1|ang(x) = a) = p c for any a = 1, . . . , A and p α,a = p b if a = α, meaning that the probability of X a (x) = 1 if ang(x) = a is the same as the background probability. The likelihood ratio then has the simpler form
In this case parameter estimation also simplifies. Estimate one parameter p c = p a,a for all a = 1, . . . , A, pooling together all subimage samples containing a curve of any angle. For each a let n a be the number of training subimages labeled with angle a, and let n a,1 be the number of these for which X a (x) = 1. Then estimate p c as
The parameter p b is estimated from training subimages identified as not having any curve. Training samples are either obtained by hand with the user pointing out pixels with curves of the A different angles and pixels with no curve. Alternatively one can start with initial parameter settings, detect the curve, and use pixels on and off the detected curve to update the parameters.
The prior and the posterior
The curve is parameterized directly through the locations of the n points θ 1 , . . . , θ n . It is important to include a prior penalizing irregular non-smooth curves. This can have a variety of forms. For example a penalty on high curvature can be written as
where φ i (θ i , θ i+1 , θ i+2 ) is the modulus of the difference between the angle of the segment θ i , θ i+1 , and that of the segment θ i+1 , θ i+2 . Each such term depends on a triple of consecutive points and is entirely scale invariant. Such penalties are useful when there are no particular prior assumptions on the shape of the curve. If the model or template has a particular shape and we do not expect significant variations in scale or rotation, the functions φ i can be simplified to depend only on consecutive pairs. In the examples below we compare angles and lengths between a pair of consecutive points in the instantiation and the corresponding pair in the model sequence:
(4.10) and
This is a simple prior which independently penalizes deviations in angle and length of individual segments of the deformed curve from their counterparts on the template curve. The higher probability instantiations will tend to have a shape similar to the model curve (z 1 , . . . , z n ). Putting the data model from equation 4.8 together with the prior of equation 4.11 we write a negative log-posterior of the form
where
with ψ i defined in equation 4.8 and φ i defined in 4.10.
Computation: dynamic programming
The structure of the cost function -a sum of terms each depending on two consecutive variables -lends itself to efficient minimization using dynamic programming. Each point θ i along the curve is assigned a state space S i ⊂ L of possible values. It is not necessary to try all possible n-tuples of points from S i , i = 1, . . . , n.
Rather the computation reduces to trying all possible pairs of points of consecutive indices, i, i + 1 for i = 1, . . . , n − 1. Even with this reduction it is impractical to assume that S i is the entire image lattice. However if some hard constraints on the location and variability of the curve are introduced the computation becomes tractable. One approach to limiting the state space is to assume that the first and last points are given within small neighborhoods S 1 , S n in the image. Then using some heuristic determine regions S 2 , . . . , S n−1 such that for any reasonable configuration θ 1 , . . . , θ n we would have θ i ∈ S i , i = 1, . . . , n. Alternatively set an initial curve θ (0) , determined by an affine map A applied to the model configuration, i.e. θ i , of some size. Dynamic programming is based on the following simple observation. Let
Then define
A simple argument shows that (θ * 1 , . . . , θ * n−1 ) minimizes J (1) if and only if
is stored for all values of θ n−1 ∈ S n−1 as well as the values f * (θ n−1 ) then the n-dimensional problem has been reduced to an n − 1 dimensional problem of the same form, although one of the functions has been modified. These reductions continue until we are left to find θ * 2 (θ 1 ) for every possible θ 1 ∈ S 1 . This leads to the following algorithm. Algorithm 4.1: Curve detection with dynamic programming.
1. For i = 1, . . . , n define arrays H i indexed by elements x ∈ S i , and with 5 columns: the first two giving the coordinates of x are merely for convenience. The last three columns get updated as the algorithm proceeds.
2. Set H n (x, 5) = 0 for all x ∈ S n−1 . Set i = n − 1.
While i > 0, do
For every x ∈ S i find the point z
. Store the coordinates of z * (x) in columns 3 and 4 of the x entry in H i . Column 5 is used to store the value of
4. Loop over the array H 1 and find the row with lowest value Φ * of column 5. Let θ * 1 be the point given by the first 2 columns of that row. Set i = 1 5. While i < n − 1, do Set θ * i+1 to be the point given in columns 3 and 4 of H i at the row indexed by θ * i . Set i = i + 1 6. The configuration θ * i , i = 1, . . . , n is the optimal configuration satisfying θ i ∈ S i and the associated cost is Φ * .
If the sets S i are large the computation and memory requirements of the algorithm get out of hand. For example for square regions of size 20 × 20, which is the size used below each step takes approximately 250 milliseconds on the PENTIUM III 700 Mhz. However computation here grows quadratically with the size of the state space. So for example using 10 × 10 regions the time reduces to 10 milliseconds per iteration. In figure 4 .2 we show some of the stages of the dynamic programming for detecting an E in a cluttered scene. The initial curve is shown in the left panel. The optimal result of the first two stages is shown in the second panel. This would be the result if the model consisted only of the first two segments corresponding to the bottom ending of the E. This optimal solution is clearly misplaced, and is corrected in the next stage where the optimum corresponding to the first three segments of the model is shown. A few additional stages are shown together with the final detection.
The outcome of dynamic programming for detecting the deformable curve algorithm on an axial MRI brain scan is shown in figure 4.3. The aim is to identify the exterior boundary which corresponds to the scalp. The initial curve, which has the form of a semi-circle, is shown in black, and the final curve is shown in white. The regions S i were 21 × 21 neighborhoods of each of the points along the initial black curve. In the lower left-hand panel the final segment of the curve is off the correct path, most likely because the neighborhood around the last point in the initial curve did not intersect the scalp. It is important to note that there is signficant clutter in these images which is not easily visible. This can be seen in figure 4.1 where plenty of hits of the four local features are found inside as well as outside the scalp. These local features are the only input to the detection algorithm, and due to their photometric invariance, they detect ridges even in very low contrast regions.
When there is no particular prior shape to the curve and the only constraint is that of smoothness, priors involving consecutive triples are essential. Even with prior shape information such constraints may be needed. Curves detected with the simpler prior can have sharp turns since there is no constraint on the curvature. The dynamic programming procedure is similar but requires computations over triples of consecutive points. The computational and memory requirements increase and at times it is necessary to implement heuristics to prune the lists of optimal states to avoid an explosion in the computation time. In Chapter 7 we return to dynamic programming as a technique for matching a sparse model with no prior initialization. There we indeed use functions depending on triples of points in the model and provide the algorithmic details. A more efficient alternative to dynamic programming is described in the next section in the case where the curves are assumed to have low curvature.
Global optimization on a tree structured prior
When the curve changes direction very slowly we can assume that the change in angle between two consecutive segments is limited to three possible values −β, 0, β, where β = π/A for some large A. The distance N between consecutive points is taken to be constant. If the first two points θ 1 , θ 2 are given, the path of the curve can be described as a sequence of symbols from the space {−1, 0, 1} according to whether the next segment turns −β, 0 or β degrees. The entire space of possible curves emanating from the initial segment can be represented as a ternary tree T , of depth n with each node representing a possible segment. The root node of the tree is the segment θ 1 , θ 2 which is fixed. Each node is connected to three children nodes representing the three possible segments following it. A curve is represented by a path from the root node to a terminal node of the tree, and is thus completely determined by that terminal node.
Starting at the initial segment, the path on the tree up to a node t provides a sequence of turns on consecutive segments of angle β, 0 or −β all of equal length. Thus each interior node t in the tree corresponds to a physical segment L t in the image, and has an associated angle α t . If the initial segment is assigned angle 0 the angle of α t can be any multiple of β. The node t also determines a set Θ t ⊂ Θ of curves passing through it. We freely interchange the use of θ for a terminal node of the tree, the path it determines in the tree, and the corresponding physical path in the image. Thus the set of possible instantiations Θ is given by the set of paths or terminal nodes of the tree. Note that certain points in the image can be traversed by two different segments represented in the tree T . This is ignored in the model developed below.
The data model
We employ the simpler model of equation 4.9, where P (X a (x) = 1|ang(x) = a) = p c and P (X a (x) = 1|ang(x) = a) = p b , for all a = 1, . . . , A = π/β. Let Y t = N tαt denote the counts along the segment L t , of the corresponding feature X αt . Recall that α t is the angle of L t . The likelihood ratio of the transformed image data is now written as
where N is the fixed number of points along each segment. Given the true curve is θ this data model expects a higher count of the feature X αt on the segments L t for t ∈ θ than on background segments, t / ∈ θ. Multiply the above expression by t∈T p
N −Yt , which is constant, and write the likelihood of the data, only at pixels corresponding to segments of the tree, conditional on the curve as
Through some simple algebraic manipulation we have reformulated a restricted likelihood only in terms of the data along ∪ t∈T L t , namely the collection of image segments corresponding to the tree nodes. Recall that we are ignoring the fact that these segment may have non-trivial intersections. This likelihood depends on the data along each segment L t only in terms of the count Y t . Moreover in our particular setting the distribution of Y t is Binomial B (N, p c ) or B(N, p b ) depending on whether the curve passes through t or not. Since the data along the segments is still considered independent given the curve, we can write a simplified likelihood of the counts Y t along the segments as
14)
where P 0 and P 1 are the Binomial distributions B(N, p b ) and B(N, p c ) respectively. A simple computation shows that the relative weighting of the likelihood for two curves will not change using 4.13 or 4.14. Since the prior on the tree is uniform the posterior on curves given the counts along the segments of the tree is again
Thus in the current setting one can start with a model which only considers the image data along the tree of paths. Assume conditional independence of the counts Y t given θ corresponds to the true curve, with some distribution P 1 for the counts on segments in θ, and another distribution P 0 for the counts on segments in the tree not in θ. This is a somewhat weaker assumption than conditional independence of the data at each pixel, and is the approach taken in Geman & Jedynak (1996) . One can then use a non-parametric form of P 1 and P 0 as opposed to the Binomial model. The distribution P 1 is estimated from a sample of subimages in which a curve is passing through the center. If the angle in a subimage is α obtain N α along the appropriate segment. These counts are then pooled into a histogram to estimate the distribution P 1 . On subimages with no curve find the counts N a for each of the angles a = 1, . . . , A and pool these into a histogram to obtain an estimate of P 0 .
Before proceeding to describe the details of this algorithm we make a brief digression to define the notion of entropy, conditional entropy, and mutual information, which will be used in the following sections as well as in Chapter 9 in the context of classification trees. A comprehensive exposition of the theory of entropy also called information theory can be found in Cover & Thomas (1991).
Entropy
Given a random variable X with values in a finite discrete set S and with probability distribution p(s) = P (X = s), we define the entropy of X as
(4.16) Since x log x = 0 if x = 0 this sum is well defined even if some of the probabilities are 0. This quantity is one way to express how 'random' X is, or the degree of 'uncertainty' in X. If X is uniform on S then H(X) = log(|S|). This can easily be seen to be the highest attainable value for any distribution on S. Indeed the uniform distribution is the most 'random'. At the other extreme if X is concentrated at one point, i.e. p(s) = 1 for some s ∈ S, then H(X) = 0, which is the lowest attainable value since −x log x ≥ 0 for 0 ≤ x ≤ 1. Note that H(X) depends only on the distribution p and not on the values of X, so we can also write H(p). Let X 1 and X 2 be two random variables with values in S, so that the pair (X 1 , X 2 ) has values in S × S with a joint distribution p(s 1 , s 2 ) = P (X 1 = s 1 , X 2 = s 2 ). The joint entropy of X 1 and X 2 is defined in the same way as
Let p i (s i ) = P (X i = s i ), i = 1, 2 denote the marginal distributions of p. Let p(s 1 |s 2 ) denote the conditional probability P (X 1 = s 1 |X 2 = s 2 ). We can ask what is the randomness in X 1 given we know that X 2 = s 2 , written as the entropy of the distribution p(·|s 2 ), i.e.
(4.18) this could be greater or less than the original entropy of X 1 . If we average over all possible values s 2 in terms of the distribution p 2 we get the conditional entropy of X 1 given X 2
Using the fact that p(s 1 |s 2 ) = p(s 1 , s 2 )/p 2 (s 2 ) , and that H(X 2 ) = − s1,s2 p(s 1 , s 2 ) log p(s 2 ), we get the following relation between conditional entropy and joint entropy.
(4.20)
Furthermore using the fact that − log x is convex we get
In other words the conditional entropy of a variable (conditioned on any other variable) is always less than the entropy. On average the randomness in X 1 decreases if the value of X 2 is known. Except when the variables are independent, i.e. p(s 1 , s 2 ) = p 1 (s 1 )p 2 (s 2 ), in which case it is easy to see that
Note that by equation 4.20
The quantity
is symmetric in X 1 , X 2 and is called the mutual information of X 1 and X 2 . In our context, if we want to obtain a good guess on θ in terms of an observation X we would pick one for which the conditional entropy of θ given X is low, or the mutual information is high. Not much randomness is left in θ once X is observed. This will guide us in the development of the algorithm below.
Sequential updating of the partial posterior
Trying to directly find the maximum of the posterior in equation 4.15 is computationally impossible for trees of depth on the order of several tens. The state space is huge and even evaluating Y t along each segment L t corresponding to a node t of T is non-trivial. The idea behind the algorithm described below is to evaluate a sequence of partial posteriors conditioning only on the data at a small subset of nodes of T , as opposed to conditioning on all the data, and evaluating the probabilities of a limited number of coarse subsets of Θ. Gradually the size of the conditioning set increases and the subsets at which the posterior is evaluated become more refined.
At step m assume we already have chosen a subtree T m rooted at the root node of T , and m nodes t 1 , . . . , t m ∈ T m at which Y t has been computed, with values y 1 , . . . , y m . Let B m denote the event {Y t1 = y 1 , . . . , Y tm = y m }. Each t ∈ T m determines a subset Θ t of paths, and we calculate the partial posterior
for all t ∈ T m . Typically there are more than m nodes in T m , but the number of segments at which we actually observe Y t is given by m and is increased by one at each step. The subtree T m is sequentially updated, and typically the partial posterior in equation 4.23 becomes more and more peaked at some node t of the current subtree. There is a recursive method to calculate π (m+1) t in terms of π (m) t . Moreover, as discussed in the previous section, the next segment to 'query', i.e. the choice of t m+1 at which to observe Y tm+1 , is chosen as the variable maximizing the mutual information with θ, given the data already observed, i.e. given the event B m . At some stage the partial posterior is sufficiently peaked at say t * ∈ T m , the true curve can be assumed to pass through t * , i.e. θ ∈ Θ t * , and the search is reinitialized at t * .
Choosing the next segment to query
Assume m − 1 segments have been queried, determining an event B m−1 , and that the current set T m from which to choose t m is already determined. We are seeking t ∈ T m for which the mutual information of θ and Y t given B m−1 is largest. Due to the conditional independence assumptions, the most informative node is identified solely in terms of the current partial posterior π (m−1) t . For 0 ≤ π ≤ 1 define the mixture distribution P π = πP 1 + (1 − π)P 0 and let
where H(P ) is the entropy of the distribution P . Since −x log x is concave the function
is concave in π. The rest of the expression in 4.24 is linear in π so that φ is a concave function of π ∈ [0, 1] and has a unique maximum at π max . It depends on the particular distributions P 0 , P 1 . The mutual information is maximized at a the node t ∈ T m for which π (m−1) t is closest to π max . This is seen as follows. The distribution of Y t given θ depends only on whether the curve defined by θ passes through t (θ ∈ Θ t ) and therefore the mutual information between Y t and θ is the same as the mutual information between Y t and the indicator function 1 Θt (θ). Setting π (m−1) t = P (Θ t |B m−1 ) = P (1 Θt (θ) = 1|B m−1 ), and letting ∆ denote mutual information and H the entropy, we have
The conditional distribution of Y t given B m−1 can be written as a mixture distribution
where the second equality follows from the conditional independence. The second term in 4.25 is rewritten as
where again the second equality follows from the conditional independence of Y t and B m−1 given 1 Θt . Therefore the mutual information reduces to
as defined in equation 4.24. We therefore need to pass through all the nodes in T m and set t m to be the one with π t closest to π max .
Updating from π
Once the next node t m ∈ T m , at which to observe the data is chosen, we update the partial posterior given the larger conditioning set B m , for every node in T m . In the next section we will see how the set T m is chosen.
Recall that the partial posterior given B m−1 , i.e. π (m−1) t has already been computed and stored for every node in t ∈ T m . Let t be a terminal node of T m , since all the nodes t 1 , . . . , t m are in T m , knowing that the curve passes through t, i.e. θ ∈ Θ t completely determines whether or not each of the nodes t i , i = 1, . . . , m is on the curve or not. Thus Y tm is conditionally independent of B m−1 given Θ t . We can then write
The first factor can be expressed as
and the ratio is given by
(4.28)
Thus for any terminal node t ∈ T m the calculation of π (m) t = P (Θ t |B m ) is given entirely in terms of of π and P i (y m ), i = 0, 1 all of which are known. For every internal node t of the tree T m , write π
t3 , where t 1 , t 2 , t 3 are the three child nodes of t, so that π (m) t can be recursively updated going from the terminal nodes upwards.
Defining the subtree T m+1
The partial posterior π (m) t has been computed for all t ∈ T m . The set T m+1 is obtained from the set T m keeping in mind the fact that subsequently we will be looking for informative nodes, i.e. nodes with π (m) t close to π max . First include all nodes in T m . For any terminal node t ∈ T m satisfying π t > π max add the three children to T m+1 . For these children nodes write 29) This is due to the uniform prior and the fact that we are conditioning on observed data at nodes in T m , so that t = t 1 , . . . , t m . On the other hand if π (m) t < π max there is no point in adding the children since their value would be further away from π max . Even if π (m) t > π max the value for the three children themselves will have to be less than π max again because of the factor of 1/3 and because π max is typically between .4 and .6. Therefore this extension occurs only for one level, i.e. all new nodes are children of terminal nodes of This corresponds to asking whether the curve continues down the path determined by t m . If the posterior on t m is low, the next segment could be one of the interior elements of T m for which the updated posterior is closer to π max , recall that not all nodes of T m have been queried. The information at that node may actually indicate where the curve does not pass. This is useful information. If there is accumulated evidence that the curve does not pass through certain parts of the tree, the posterior on other parts increases and the next query may be a randomly chosen child of some element of T m which has high updated posterior, but which is not close to t m . The last two options are specifically what allow for backtracking and choosing a new direction of search. It is also possible to 'jump ahead'. Assume t j is somewhere near the root and that t j+1 , . . . , t m are not descendents of t j , and that T m includes some subtree T j rooted at t j . (This is possible because descendents of t j could have been added to the sets without having been queried.) It may be that t m+1 is some element of T j which is not a direct child of t j .
This algorithm performs essentially in real time. The key component of this efficiency is the very small number of segments at which the data is actually accessed and processed, and the simple recursive way in which the posterior can be updated. In figure 4 .4 we illustrate the workings of the algorithm in detecting the scalp in an axial MRI scan used in figure 4.3. The parameters p b , p c were not estimated but set manually to .4 and .7 respectively. The angle β was set to 10 degrees and the length of each segmentis set to 10. The algorithm tracks the entire scalp with only the two initial points provided and marked in white. In the top image this track is shown in white and in black are shown those segments in the tree for which the image data was accessed. On the right hand image we see the tracked curve with two different initial points. The computation time is a fraction of a second. In figure 4 .5 a similar experiment is done to track the artery in an angiogram.
Although the tree grows exponentially with the depth, the number of nodes actually involved in the algorithm, i.e. the size of T m never grows above several hundreds. It is also possible to prune terminal nodes for which the posterior falls below a very low threshold. Although it is hard to see, there is plenty of clutter in the background, which is able to 'distract' the algorithm for rather extensive periods.
Bibliographical notes and discussion
The motivation for the dynamic programming algorithm comes from Petrocelli et al. (1992) , similar work can also be found in Geiger et al. (1995) . The tree based algorithm is taken from Geman & Jedynak (1996) and has been implemented with great success for tracking roads in remote sensing images. It is very fast and outperforms any computationally feasible implementation of dynamic programming.
Whereas the deformation algorithms described in chapter 3 had a region growing flavor to them and hence in some coarse sense expected the initial contour to expand around a more or less homogeneous region, the curve detection algorithms described in this chapter perform some form of 'tracking', in that they attempt to proceed along a curve with some particular image statistics in its neighborhood.
The curve detection algorithms need some form of initialization but are much more robust to clutter and noise both due to the more systematic modeling of the data along the curve and the fact that within some restricted region the actual global optimum is found. In figure 4.6 we show an example of a randomly perturbed L A T E X E in a cluttered environment. Using a closed contour of the prototype E we run a deformable contour algorithm initialized with the contour shown in the top left panel. The final detection is shown in the top right panel. Due to the cluttered environment the contour reaches some local minimum which does not reflect the correct instantiation For comparison we initialize the dynamic programming algorithm for curve detection with a curve also produced from the prototype E. The initial curve is even further removed from the correct instantiation. And yet the final detection shown in the bottom right panel has identified a correct instantiation of the deformed E.
Tree based curve detection is much faster than dynamic programming and only requires an initialization of two points at the beginning of the curve. It is very successful in detecting long smooth curves of low curvature. However it is hard to incorporate prior shape information in this setting, and it risks overshooting if the true curve does have large curvature at some point. This is the effect of the very strong prior. See for example the tracking of the artery in angiogram of figure 4.7. When the artery has a strong bend the detection overshoots. 
