ABSTRACT Detecting non-human activity in social networks has become an area of great interest for both industry and academia. In this context, obtaining a high detection accuracy is not the only desired quality; experts in the application domain would also like having an understandable model, with which one may explain a decision. An explanatory decision model may help experts to consider, for example, taking legal action against an account that has displayed offensive behavior, or forewarning an account holder about suspicious activity. In this paper, we shall use a pattern-based classification mechanism to social bot detection, specifically for Twitter. Furthermore, we shall introduce a new feature model for social bot detection, which extends (part of) an existing model with features out of Twitter account usage and tweet content sentiment analysis. From our experimental results, we shall see that our mechanism outperforms other, state-of-the-art classifiers, not based on patterns; and that our feature model yields better classification results than others reported on in the literature.
I. INTRODUCTION
Nowadays, a large number of social networks, such as Twitter 1 and Facebook, 2 are provided to the public, free of charge. People are very much engaged in associating with a social network, and commonly follow others, they consider paramount, including singers, athletes and politicians.
A bot is a software, specially crafted to execute a task regularly [1] - [3] . In social media, some bots are used to carry out simple actions, such as ''re-post'' somebody else's posts, but others may do more complex tasks, like posting brand new messages or simulating human participation. Usually, bots are programmed to interact with one another, forming a botnet [1] , [4] with the aim of achieving an even more complex goal.
Botnets have been recently developed to provoke a trending topic. They inject messages to social media so as to favor a political figure or as to misrepresent that figure's counterparts [5] . Botnets are considered to be highly influential
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1 http://twitter.com 2 http://facebook.com/ in people's opinion, as has been reported in cases such as Brexit [6] and the federal elections of the United States in 2016 [7] . In addition, some botnets have been programmed to attract people with the objective of making them adopt extremists' ideologies of terrorism [5] - [9] . There are currently about 48 million bot accounts in Twitter, amounting approximately to 15% of all active client accounts [8] . It is therefore crucial to develop tools that help detect bots in social networks. Current mechanisms for bot detection [10] - [14] present severe limitations, being the absence of an understandable model of paramount importance [15] . Understand-ability is a desirable property for a classifier [16] - [18] . Indeed, for some domains this property is even mandatory. For example, the Equal Credit Opportunity Act of the United States renders illegal to deny a credit to an individual for vague or undefined reasons. Hence, it is now recommended for a financial institution to use a classification mechanism that produces an explanatory model [17] . Bot detection in social media is yet another domain that demands an understandable classification mechanism, for example, to avoid blocking an account that belongs to a genuine user. Hence, in this paper, we will focus on developing an understandable classification model for bot detection.
There already exist various understandable classification mechanisms, which have been used for solving real-world applications [19] - [22] . From all, contrast pattern-based classification is about the most prominent [16] , [18] , because, for each decision, it provides an explanation, expressed in a language that is easy to understand for a human expert. Furthermore, for supervised learning, pattern-based classification has output more accurate results than other popular, state-of-the-art classifiers, including decision trees, naïve Bayes, nearest neighbor, bagging, boosting, and support vector machines [23] .
The explanatory power of pattern-based classification may help identify what counts as non-human activity in an online service. Then, an explanation can be used to take legal action against, or to issue a formal complaint to an account holder. It can also be applied to forewarn a user about a possible misuse of the user account. Nevertheless, as far as we know, pattern-based classification has not been applied for social bot detection.
In this paper, we propose the use of a contrast patternbased classifier for bot detection in Twitter, one of the most prominent social networks. From our results, we shall see that not only is our bot detection mechanism understandable, but that it also yields a classification performance that is competitive against other, well-known state-of-the-art classifiers. Moreover, we introduce a new feature model, which combines information extracted out of tweet content, tweet account, tweet account usage, and tweet content-sentiment analysis. We shall see that the use of our feature model improves the classification performance in a number of classifiers.
It is important to highlight that our proposed model, based on sentiment analysis and general information on the activity of an account, can be used to bot detection on Twitter, regardless whether the associated account tweets are written in either English or Spanish. As proof of the above, not only shall we provide classification results, but also a correlation analysis showing that the sentiment analysis for a text written in the English language does not change when it is applied to that text having been automatically translated into Spanish, and vice versa.
Note that a model having these characteristics would be useful for detecting bots in conversations that stem in communities from different countries, like Mexico and the US, where; for example, the construction of the wall, as proposed by the current US administration, has generated a strong debate in both English-and Spanish-speaking communities (https://twitter.com/hashtag/nowall). Also, multilingual models have proved to obtain better classification results than monolingual model because different languages contain different ambiguities and therefore present complementary views on the shared topic, which could be converging in the same expressed sentiment.
The remainder of the paper is organized as follows. Section II gives an overview of related research using either a supervised or an unsupervised approach to bot detection in social networks. Section III outlines contrast pattern-based classification. Section IV introduces our pattern-based proposal for bot detection in Twitter. Section V shows our experimental setup, where our feature model is presented. Section VI presents our experimental results as well as an in-depth result analysis. Finally, Section VII conveys the conclusions we have drawn from this research and indications for further work.
II. RELATED WORK
Since our research is to do with detecting the presence of a bot on a Twitter account, we shall focus this section's discussion on related research for bot detection in that social network.
Bots on Twitter are used with multiple motivations in mind. One group of bots, known as spammers or content polluters, are used to distribute spam, attract costumers to products, generate revenues, and disseminate malicious websites/programs [24] . Other groups are used to increase the popularity of an account, by adding followers or generating conversations about it, and to increase the influence the account has on the social network [25] . Another group is used for political purposes, to influence the population perception about a candidate, fake a grassroots movement [26] , and to infiltrate social discussions to manipulate them [27] . Given the multiple uses of bots, it is a paramount problem to find methods to detect them.
Bot detection on Twitter is based on the premise that a genuine, human account displays a behavior that is different from the one output by a machine, regardless the machine level of automation or sophistication [24] . Commonly, to characterize human intervention behind a Twitter account, detection models make use of features extracted from five elements: the content of tweets posted from the account, how the poster is thought to feel about the topic contained in a tweet, general information about the account, account activity, and the associated account social network [28] . We will respectively refer to these kinds of features as: tweet content, tweet sentiment, account information, account usage, and social network structure. We outline these kinds of features below.
Tweet Content: a tweet content feature is one related with the message of a tweet and is obtained through message parsing analysis. Among others, it could be the number of words in a tweet, the use of capitalization and punctuation, the number and type of a sequence of n letters (called an n-gram), and whether the text resembles a known spam message [29] . Moreover, tweet content features also include special elements, such as the number of URLs, hashtags, or mentions to other users. Tweet Sentiment: a sentiment feature is a piece of information extracted by applying sentiment analysis to the text of a tweet [30] . This is used to determine how the poster feels about the topic of the associated tweet. We have separated this feature type from tweet content, as the feature is about how the poster feels, and not the text form per se. Sentiment features aim to measure different sets of sentiments about a topic, and the degree expressed to each sentiment. Sentiment analysis techniques are also used to compute whether the poster agrees or not with a topic, and the strength of such agreement [30] . Account Information: an account information feature is extracted from the Twitter account that has been allegedly used to post a message [14] . Features of this kind involve account creation date, Twitter username, account description, account language, account profile picture, description URL (if the account is verified), number of friends, number of followers, and the ratio between the two latter figures; among others. Since these features do not tend to change frequently, they do not need to be extracted with the same regularity than tweet content, or tweet sentiment features. Account Usage: Account activity includes any measurement as to how regularly an account is used to post a tweet, the similarity between several tweets posted from the account, and how the user makes use of Twitter (for example, via a mobile device, a web interface, or an automated tool). In this type of feature, there are also statistical metrics computed from some of or all of the tweets in the account; these involve, for example, the number of different URLs and hashtags posted. Commonly, these statistical features are represented as a ratio between the number of occurrences of a distinctive element and the number of tweets. Social Network Structure these features are used to measure message flow and account interaction. Here, we may have, for example, inter-account post similarity (in terms of content), or other typical behavior, including the number of replies or retweets, on a small-time period, to a single tweet, the number of bidirectional links between accounts (where a client's friend is also a client's follower), and general sentiment agreement about a topic in a group of accounts. The use of these features entails the observation of the behavior of multiple related accounts. Twitter bot detection has been approached using a combination of these features, and, as expected, these appeared over time, being tweet content the earliest feature type supplied to a classifier. Bot detection has been approached using both types of learning: supervised (see Section II-A) and unsupervised (see Section II-B). In what follows, we shall discuss the most prominent bot detection mechanisms; in passing, for each mechanism, we also survey the feature space it has made use of, and the performance it has claimed to have attained. However, the reader should bear in mind that performance figures cannot be fairly compared because authors have used different experimental setups.
A. SUPERVISED APPROACH TO BOT DETECTION
The earliest supervised methods for bot detection work under the premise that bots have more friends than followers, post more URLs, mention more users (whether friends or not), and post very similar messages [14] . Lee et al. [31] proposed a classifier, called Decorate, which makes use of features of the following types: tweet content, tweet account, and account usage. Authors showed that Decorate achieved a performance of 0.88 using the F1 measure; in their experiments, [31] considered a dataset developed by their own. Later, Wang [32] proposed a method that adopts a similar approach, but it focuses only on the last 20 tweets issued by the account under observation. Using a naïve Bayes classifier, Wang [32] has reported on to have achieved an F1 equal to 0.91. Later, Ahmed and Abulaish [33] tested the performance of naïve Bayes, J48, and Jrip (taken from Weka data mining tool [34] ), when each classifier is restricted to different feature subsets. They found that account usage features are more discriminative than tweet content ones.
To increase the discrimination capabilities of the classifiers, other approaches exploited more tweet usage features. For example, Chu et al. [24] included elements, such as how the client logs into the Twitter platform or the client regularity of tweet posting. They reported to have achieved 96% of recall, using Random Forest [35] as classifier. Yang et al. [36] used features of type tweet usage and social network; where they have obtained an F1 equal to 0.9 using Random Forest, while Decorate and Bayesian network classifiers obtained an F1 of 0.88 and 0.83, respectively. Recently, Gilani et al. [37] proposed to use tweet usage features, including the use of multimedia elements. In their experiments, they separated the accounts into different datasets, depending on the number of followers. They found that using their feature representation, the Random Forest classifier attained an F1 close or equal to 1.0. In this way, Gilani et al. [37] showed that using their proposal it is easier to detect bots in accounts with more than 10 million followers; they also found it is more difficult to spot a bot for accounts with less than one thousand followers, where they have achieved an F1 of 0.84.
Dickerson et al. [38] reported that using sentiment features, in a social network-based Random Forest, improves Bot detection. After, Wang et al. [29] proposed to use tweet content, sentiment, tweet account, and tweet usage features. Wang showed that using a Random Forrest on the dataset created by [32] , they obtained an F1 equal to 0.94. However, [32] reported to have obtained a result contradicting to [38] : using features that are either tweet or tweet usage only they obtained an F1 of 0.9.
Davis et al. [28] proposed a bot detector (called Bot or Not) that combines all the features previously mentioned. Bot or Not uses a Random Forest classifier [35] over 1,000 features from all the categories, obtaining a 0.95 of Area Under the ROC Curve (AUC). It is important to highlight that Bot or Not has an API available to the public. 3 Later, Cresci et al. [39] proposed that not only are the actions but the sequence of the actions which allows discerning if an account is a bot. They use a DNA-like analysis, where they assign a letter to each tweet on an account, depending on the presence of specific tweet content features: if the tweet has an URL, mentions, hashtags, images, a combination of these, or none of these. Then, the DNA fingerprint of an account is the string with all the assigned letters of each tweet, appearing in order of posting. They hypothesize that bots should have longer common substrings than normal users do. To test this, they propose to calculate the length of the longest common substrings and consider those accounts with a value higher than a threshold as bots. They report an F1 of 0.97 using this approach. Nevertheless, it is well-known that the DNA-like analysis approach has high computational complexity.
Recently, in [14] a follow-up to [39] , authors compare their method against Bot or Not [28] , [33] , [36] , [40] , the bots countermeasures implemented by Twitter, and a set of human annotators in datasets they collected. These datasets contained information from bots that mimic the behavior of genuine accounts to evade bot detectors. They found that neither Twitter nor the human annotators where very good when dealing with these accounts. Furthermore, they found that their approach, and the proposed by [33] , was better than Bot or Not in all cases.
From the supervised approaches for bot detection on Twitter, we can observe that combining features of multiple sources generally increases the performance of the classifier. While there is not conclusive evidence that some features are better than others, tweet usage seems to allow for good classification performance. Furthermore, we can also observe that approaches that use Random Forest [35] obtain higher performance than those which do not. Then, based on this last sentence, using tree-based approaches can help to improve the state-of-the-art classification results attained till the date. Hence, pattern-based classification, coming from decision trees, can be a approach to take into account for improving the state-of-the-art results.
B. UNSUPERVISED APPROACH TO BOT DETECTION
While less popular than their supervised counterpart, unsupervised methods have been used to find differences in groups of bots and genuine users.
Ahmed and Abulaish [33] propose that bots can be used for spam campaigns, that is, multiple bots disseminating the same information. To test this, [33] proposed to find groups of spammers from an undirected fully connected graph where each node is a suspected spam account. Their graph contains the weight of the links, which is the similarity between accounts using tweet usage features. To find groups of suspected spam campaigns, they use the Markov clustering algorithm [41] . While they claim that campaigns were successfully detected, they do not give any performance measure.
After, Miller et al. [40] have proposed to use the clustering approach to find groups based on features of either tweet account or account usage. However, given that account usage measures could vary over time, they used DenStream [42] and StreamKM++ [43] , which respectively are versions of DBScan and K-means++ for data streams. Using these clustering techniques, they have obtained an F1 of 0.88.
Later, in [44] , a group of authors observed that it is highly unlikely that several users post a message with a related trending topic in the same second, or retweet less than 20 seconds after the message is posted. Using social network features, when the accounts are related if they post about the same trending topic, they find groups of bots for Twitter with a precision of 0.91.
From the related work, we have observed that decision tree-based approaches [45] obtain higher performance than those which do not. Also, we have observed that those representations containing features of the types: account usage, sentiment analysis, and tweet content, allow obtaining better classification results than other features representations. Also, we have noted that there is not pattern-based classification for bot detection on social networks.
III. INTRODUCTION TO CONTRAST PATTERN-BASED CLASSIFICATION
Contrast pattern-based classifiers provide a model that it is easy to understand for a human, and they have demonstrated to be more accurate than other popular classification models [15] , [23] . Contrast pattern-based classification has been used on several real-world applications, such as characterization for subtypes of leukemia, prediction of heart diseases, gene transfer and microarray concordance analysis, structural alerts for computational toxicology, classification of spatial and image data, and gene expression profiles; among others [23] . Nevertheless, as far as we know, contrast patternbased classifiers have been not used for bot detection. Contrast pattern-based classification would be a powerful model for bot detection because the explanatory power of contrast patterns can help a Twitter user (whether a human being or an organization) for example, take legal action, or issue a formal complaint against a service provider, or forewarn user's friends from malicious activity going on that jeopardize the user endeavor.
A contrast pattern-based classifier uses a collection of contrast patterns to create a model that classifies a query object in a predefined class [15] . A pattern is represented by a conjunction of relational statements, each with the form:
, where v j is a value in the domain of feature f i , and # is a relational operator from the set {=, =, ≤, >} [15] , [23] . For example, [Hour_in_Server
is a pattern describing a collection of tweets issued from a botnet. Let p be a pattern and D be a dataset; then, the support of p is the fraction resulting from dividing the number of objects in D described (support) by p by the total number of objects in D. Now, a contrast pattern (CP) for a class c is a pattern whereby the support of CP for c is significantly higher than any support of CP for every class other than c [16] , [23] , [46] . VOLUME 7, 2019 For building a contrast pattern-based classifier, there are three phases: Mining, Filtering, and Classification [23] , [47] . Mining is dedicated to finding a set of candidate patterns by an exploratory analysis using a search-space, which is defined by a set of inductive constraints provided by the user. Filtering is dedicated to select a set of high-quality pattern coming from the before phase. Classification is responsible for searching the best strategy for combining the information provided by a subset of patterns and so builds an accurate model based on patterns.
Using contrast pattern mining based on decision trees has advantages regarding those approaches not based on trees. First, the local discretization performed by decision trees with numeric features avoids doing an a priori global discretization, which might cause information loss. Second, with decision trees, there is a significant reduction of the search space of potential patterns [48] .
García-Borroto et al. [48] performed several experiments for comparing different algorithms for mining contrast patterns based on decision trees. Authors claim that those contrast pattern miners taking into account the diversity approach has shown better classification results than other approaches. In their experiments, authors have shown that Bagging, Random Forest, and LCMine [49] are the contrast pattern mining algorithms that allow obtaining a collection of patterns which produce better classification results than other state-of-the-art solutions based on contrast patterns.
LCMine, proposed by [49] , extracts a collection of patterns from a set of decision trees. LCMine selects the best k splits in the first levels and the best split at lower levels. In this way, LCMine creates 120 different trees where patterns are extracted from the paths from the root node to the leaves.
García-Borroto et al. [48] presented Bagging miner, which creates diversity by generating each tree with a bootstrap replicate of the training set. Bagging miner is an excellent way to obtain a diverse collection of patterns because small changes in the training sample do not impact significantly in the produced model, which comes from different decision trees [50] . In the same paper, authors explain that Random Forest Miner (RFMiner) creates diverse trees by selecting a Random Subset of features at each node. The success of Random Forest can also be explained because injecting randomness at the level of nodes tends to produce higher accuracy models. Finally, García-Borroto et al. [48] concluded that RFMiner and Bagging miners, which are based on diversity, are the best for mining patterns because they obtained more high-quality patterns than other well-known pattern miners. Additionally, authors claimed that LCMine, as a non-random miner, allowed obtaining competitive classification results.
After mining contrast patterns, one must carry out a filtering step. The main idea behind it is to reduce the number of contrast patterns without degrading the accuracy of the output pattern-based model. For filtering, some prominent strategies have been proposed, such as removing duplicated patterns, removing redundant items from patterns, and selecting only general patterns [5] , [51] - [53] .
Since contrast patterns are extracted from a collection of different decision trees using the same training dataset, the set of extracted contrast patterns usually contains duplicate patterns as well as patterns containing redundant items. On the one hand, a contrast pattern p 1 is labeled as duplicate if it contains the same items and covers the same objects than other contrast pattern p 2 . On the other hand, a contrast pattern p 3 contains redundant items if at least one item is more general than another one, i.e., an item I 1 is more general than another item I 2 if all objects fulfilling I 1 also fulfill I 2 but not all objects fulfilling I 2 fulfill I 1 .
A common filtering strategy for contrast patterns is to selected only those contrast patterns considered to be minimal [5] , [51] - [53] . A contrast pattern is said to be minimal if if contains sub-patterns that are not contrast any more. These types of patterns are also the most general contrast patterns. Minimal patterns are interesting for describing a model because, in general, they contain a low number of items.
As stated above, filtering strategies allow having a set of contrast patterns with significantly fewer patterns than using all extracted patterns, but their main drawback is that, in some practical contexts, the number of selected patterns is yet impractical to be analyzed by experts.
After mining contrast patterns and filtering the extracted patterns, the next stage is classification. There are many contrast pattern-based classifiers reported on in the literature [18] , [23] , [54] , [55] . One of the first strategies of classification based on patterns is using a scoring function; it has been adopted by many pattern-based classifiers, like CAEP [55] . This strategy uses a quality measure, like Support [46] , for classifying a query object into the class with the highest sum of support. This sum is computed using all patterns covering the object to be classified.
Although, several contrast pattern-based classifiers have been proposed, PBC4cip, proposed by [23] , has reported good results in both problems with and without class imbalance. In the training phase, PBC4cip weights the sum of supports in each class, for all patterns covering a query object, taking into account the class imbalance level. Another prominent pattern-based classifier is CAEP, proposed by [55] , which aggregates the supports of the patterns matching the query object per class. Next, CAEP normalizes all the votes with the average votes per class for assigning the class with a higher vote to the query object. CAEP has shown good classification results in several contexts, but in a recent paper, PBC4cip improves the results obtained by CAEP [23] .
IV. OUR APPROACH FOR BOT DETECTION IN TWITTER
Our approach for bot detection using pattern-based classification consists of four step: creating a new feature model based on a combination of tweet content-sentiment analysis and other pieces of information, stemming from tweets and the associated Twitter account (Section IV-A); inducing several diverse decision trees from our proposed feature representation by using different quality measures for evaluating splits, where contrast patterns are extracted from each induced decision tree (Section IV-B); selecting the optimal contrast patterns covering all objects in the training dataset (Section IV-C); and classifying query objects by using a scheme based on the weighed sum of support of all patterns covering a query object (Section IV-D).
A. A NEW FEATURE MODEL FOR SOCIAL BOT DETECTION
The use of an appropriate feature model is fundamental for obtaining good classification results [56] . However, crafting a good feature model for social bot detection is not an easy task. For example, the core of a tweet is a piece of text, written in a given language. Then, any natural language processing statistical measure (such as n-gram frequency of occurrence) may vary from one language to the other. In addition, most datasets used in social bot detection contain posts written in the English language, which cannot be used to train a bot detection mechanism in a different language. As a consequence, it is complicated to detect bots on social media where people from different communities writing in different languages and referencing the same hashtag, for example, the hashtag #NoWall talking about the construction of the border wall, proposed by the current US administration (https://twitter.com/hashtag/nowall), contains posts written in both languages, English and Spanish. Another example is a blog of reviews or comments for a product, that could be written in different languages. Sentiment analysis that focuses only on a single language runs the risk of overlooking essential information in a collection of related texts.
To get around these issues, in this paper, we propose to use the sentiment analysis extracted from the text and the frequency data coming from tweets and twitter accounts. Specifically, we use sentiment analysis to determine whether a preprocessed tweet or the description of a tweet account expresses a positive, negative, or neutral sentiment, and what is its objectivity level and irony tone; for doing this, the local polarity of the different sentences in the text and the relationship between these are computed, resulting in a global polarity value for the entire text. To perform the sentiment analysis we used the cloud service API: ''Meaning Cloud''. Meaning Cloud computes local polarity of the different sentences in a text and the relationship between them, resulting in a global polarity value for the whole text. The service provides as output a JSON file with the following fields: polarity, subjectivity, irony and emotional agreement [30] . It performs sentiment analysis by using rule systems based on lexicons and deep linguistic analysis, offering the possibility of custom domain adaptations. Besides polarity at a sentence and a global level, the sentiment analysis service uses natural language processing techniques also to detect the polarity associated with both entities and concepts in the text (see www.meaningcloud.com for more information).
Then, similar to [30] , for each text, we propose to extract the following five features based on sentiment analysis: In addition, we propose to extract eight additional feature regarding the time and date of the tweet and the Twitter account. These are:
tweet_year: the year when the tweet was created tweet_month:the month when the tweet was created tweet_day:the day when the tweet was created tweet_hour:the hour when the tweet was created user_created_year:the year when the Twitter account was created user_created_month:the month when the Twitter account was created user_created_day:the day when the Twitter account was created user_created_hour:the hour when the Twitter account was created Finally, we propose a new feature representation containing 49 features. Our representation is based on sentiment analysis extracted from the text posted in a tweet and the frequency data coming from tweets and twitter accounts.
B. MINING CONTRAST PATTERNS
Our proposal begins by inducing a decision tree, for doing this, it builds a root node with all objects of a training dataset D. Then, it splits the root node into two disjoint subsets (left child D l and right child D r ), and repeats this process recursively over the children nodes until a certain stopping criterion is met. For splitting each node, we randomly select a subset of features F and, using the selected features, generate as many binary splitting criteria as possible, depending on the feature type.
Our proposal evaluates each binary candidate split at each decision tree level using three different measures (Hellinger distance [57] , Bhattacharyya [58] , and information gain [59] , because these measures have demonstrated effective results in inducing decision trees [23] , [59] - [61] . Our proposal continues to generate binary candidate splits until a stop criterion is met (stopping criterion). We used the following two stop criteria: (i) whether the node is pure (which means that all objects belong to the same class), and (ii) the quality measure takes the lowest value for all candidate splits [59] .
The procedure explained above allows inducing only one random decision tree. However, extracting contrast patterns from only one random decision tree generates very few contrast patterns that, when used by a contrast pattern-based classifier, attain inferior classification results to those obtained when using contrast patterns extracted from several decision trees [49] . However, extracting patterns from several equal decision trees generates several duplicate patterns, leading to the same problem as when using only one decision tree. Extracting contrast patterns from a collection of diverse decision trees can mitigate these problems [49] . Therefore, we induce K decision trees by following our decision tree induction procedure, which, owing to the above random feature subset selection, allows for obtaining a collection of K diverse decision trees.
Once K diverse decision trees have been induced, our contrast pattern miner extracts all contrast patterns from each decision tree. Each pattern is the conjunction of the properties f i # v j in a path from the root node to a leaf node; that is, any path from the root to a leaf determines a conjunction of properties, which forms a pattern. Finally, only those patterns fulfilling the contrast pattern condition are preserved. For example, from the decision tree illustrated in Fig. 1 , the procedure extracts the following five contrast patterns:
, from which P 1 , P 2 , and P 3 correspond to the Bot class and the remaining patterns (P 4 and P 5 ) correspond to the Human class.
C. CONTRAST PATTERN FILTERING
The forementioned phase allows mining several contrast patterns, but there could be duplicate patterns. In addition, this can produce specific contrast patterns and redundant items which can degrade the classification results of a contrast pattern-based classifier. For these reason, the intermediate step in our proposal is to eliminate duplicate and specific contrast patterns; additionally, redundant items are also removed from contrast patterns. For doing that and following the ideas of [5] , [51] - [53] , we take into account the following steps:
Removing duplicated contrast patterns: Several contrast patterns containing the same items and covering the same objects (duplicate patterns) are extracted because they come from several decision trees by using the same training dataset. Then, to reduce the size of the outcome, only one contrast pattern is selected from those containing the same items and covering the same objects. Removing specific contrast patterns: Commonly, many specific patterns are extracted, which can be eliminated without degrading the classification results. Let P 1 and P 2 two contrast patterns from the same class, P 1 is more specific than P 2 if P 1 contains all the items in P 2 and at least one more. For example, let
be two patterns from the same class. Since all the items belonging to P 2 also belong to P 1 but P 1 has one more item, then P 1 is more specific. Therefore, as P 1 is more specific than P 2 and both are contrast patterns from the same class, and as was stated in [5] 
D. CONTRAST PATTERN-BASED CLASSIFICATION
As we have stated in Section III, there are several contrast pattern-based classifiers reported on in the literature [18] , [23] , [54] , [55] but PBC4cip [23] has reported competitive results in both problems with and without class imbalance. Also, PBC4cip has obtained better classification results than other contrast pattern-based classifiers, such as CAEP, proposed by [55] , iCAEP introduced by [54] , SMOTETL+LCMine proposed by [18] , and SJPE presented by [62] . Usually, bot detection is labeled as a class imbalance problem; in this type of problem, the objects (or post in our case) are not equally distributed among classes (human and bot), which produces a bias of classification results to the class with more objects. Also, frequently, the most interesting class, i.e., bot class, is the one that contains significantly fewer objects [23] . For this reason, we will use PBC4cip as the contrast pattern-based classifier in our experiments.
At the training stage, PBC4cip weights the sum of supports in each class by taking into account all contrast patterns covering a query object and class imbalance level. This training scheme is different from traditional classifiers, which only sum the supports. The weighted expression is:
where |c| represents the number of objects belonging to the class c, |T | is the number of objects in the training dataset, P is the set of all the patterns for the class c, and support(p, c) is the support of the pattern p into the class c. This expression punishes the high sum of supports computed for the majority class.
At the classification stage, the sum of supports in each class for all patterns matching with the query object o is computed by PBC4cip. This sum is also multiplied by the weight w c of its corresponding class c. Thus, the query object is classified in the class where it reaches the highest value, according to (2).
V. EXPERIMENTAL SETUP
This section is devoted to showing data acquisition (Section V-A), and the databases used in our experiments (Section V-B), as well as, tested supervised classifiers (Section V-C), performance measure, and statistical methods (Section V-D) used to compare our proposal regarding other well-known classifiers.
A. DATA ACQUISITION
In our method, data acquisition was designated to work with collections of tweet accounts. As a consequence, we use datasets extracted from several databases proposed by [14] and other ones collected by us.
In order to corroborate our hypothesis that our proposed feature model is suitable for detecting bots coming from accounts posting tweets in both English and Spanish language, we used tweets written in English coming from the databases proposed by [14] and also, we collected tweets issued by prominent people talking in the Spanish language.
The databases proposed in [14] contain several tweets, which coming from political figure twitter accounts talking in the English language. In order to conserve the same domain, we select Mexican political figure twitter accounts for collecting tweets written in the Spanish language. For doing this, we selected the most prominent Mexican political figure twitter accounts, 4 namely: Andrés Manuel López Obrador (@lopezobrador_), José Antonio Meade (@JoseAMeadeK ), Ricardo Anaya (@RicardoAnayaC), and Jaime Rodríguez Calderón (a.k.a ''El Bronco'') (@JaimeRdzNL); where their accounts were tracked during a period before the elections in Mexico.
For each Mexican political figure, we have collected the following data: all tweets posted by their Twitter account and other features, similar to the ones used in [14] , coming from the issued tweet and the user accounts. The features selected are: 22 tweet content, 46 tweet account, 10 sentiment, and 31 tweet usage; for a total of 109 features. All of the data were gathered using the Twitter API 5 version 1.1.
We defined four time intervals for collecting tweets from the Mexican political figures: (i) from the start of electoral campaigns (March 31) to the first political debate (April 22), (ii) from the first political debate to the second political debate (May 20), (iii) from the second political debate to the third political debate (June 12), and (iv) from the third political debate to the final elections (July 1). As a consequence, we have extracted 3,519 tweets issued by the Mexican political figures during the aforementioned four time intervals.
In Table 1 , we show the other databases used for bot detection, which contain millions of collected tweets coming from both human and bot. From these databases, we select a significant representation of the objects for each database shown in Table 1 (28,135 from genuine accounts database and 19,803 from the bot databases, equal to 47,938 in total) because processing all tweets with the the API for the tweet sentiment analysis is not suitable for this research (see developer.twitter.com for more information about the time break restriction).
B. DATABASES
To evaluate the performance of our proposal, we will use a set of 51,457 tweets from which 31,654 belong to human (28, 135 from the genuine dataset shown in Table 1 imbalanced classes, which it is normal in the context of bot detection.
In order to see if our proposed features (stated in Section IV-A) allow obtaining better classification results than the original features proposed by [14] or a combination of them, we have tested all classifiers using different datasets, which contain combinations of the features proposed in [14] and those proposed by us (see Table 2 for more details).
C. STATE-OF-THE-ART CLASSIFIERS
For comparing the classification results obtained by our proposal regarding other state-of-the-art classifiers, we have selected the following classifiers:
BN:Bayesian Network [63] is a directed acyclic graph that models probabilistic relationships among a set of random variables from a datatset. Each vertex (node) of the graph represents a random variable and the edges capture the direct dependencies between the variables. The network encodes the conditional independence relationships that each node is independent of its nondescendants given its parents [64] . kNN: k-Nearest Neighbor [65] is used to evaluate new instances using the decision output by the closest k neighbors of the training set to a query instance, q.
In our experiments, we have used k = 3 because several authors as [66] and [67] have reported it yields better classification results than other k values. Using k = 3 (3NN), the classifier uses the 3 closest neighbors to q and each one gives a class vote; the query instance then is classified adopting a majority-based policy. C4.5: This classifier was proposed by [59] . It induces a decision tree by selecting, on each node, the best pair feature/value that tends to produce pure nodes. After the induction, a decision tree has a root node, decision nodes, and leaf nodes. The tree can be pruned to avoid overfitting where unnecessary branches are replaced by leaf nodes. Then, for classifying a query instance q through a decision tree, first, q is evaluated in the root node, and as a consequence, it decides which decision node follows, this procedure is repeated for each decision node until a leaf node is reached. This last node decides the class to be assigned to the query instance.
NBayes: Naïve Bayes [68] is a simple but efficient algorithm for supervised learning that has performed remarkably well in many applications. Naïve Bayes uses the Bayes rule, but making the (strong) assumption that all features are statistically independent. RF: Random Forest [35] is an extension of the bagging approach. Random forest is a combination of tree-based classifiers; each tree is built with a random selection of instances of the training set containing different subsets of features. As in bagging, the query instance is classified into the class obtaining the majority vote. SVM: Support Vector Machine [69] applies a kernel function to map the input instances into a highdimensional feature space that splits the different classes and separates them as much as possible. For classification, each query instance is mapped to the same space, and the class is predicted by its position in the space. LogRegression: Logistic Regression [70] is a statistical model whose objective is to predict the influence of different features using the probability of an event appearance. Logistic Regression can only be used to predict two-class problems. AdaBoost.M1: Adaptive Boosting [71] is based on the idea of creating a highly accurate prediction rule classifier using many weak accurate rule classifiers. Each weak classifier should follow the weak learning condition, which means that the accuracy has to be a little bit over 50%; the random guessing. Generally, misclassification drops very quickly with each round of boosting but each round makes the system more complex, causing overfitting. We used the M1 version of AdaBoost composed by decision trees. Bagging: It is a bootstrap aggregating classifier [72] that generates n claasifiers using a subset of the training dataset. This subset is obtained by sampling with replacement. For our experimental, decision tree classifiers was used as base classifier. Each tree has just about 63.2% of instances from the training dataset, while the rest is fulfilled with repeated instances. For classification, Bagging returns the most voted class among the n decision trees regarding a query instance.
PBC4cip:
It is a contrast Pattern-based classifier designed for class imbalance problems [23] . PBC4cip, first, extracts a collection of contrast patterns from several decision trees. After, using the class imbalance level of the training dataset, it weights the support of each pattern. Finally, a query instance is classified into the class with the highest sum of supports. MLP: Multilayer Perceptron [73] is an artificial neural network that uses back-propagation to classify query instances. An MLP is a fully connected network where each node contains neurons with logistic activation that belongs to a specific layer of the network. The input of the first layer are all features, for the next layers the input are the processed features on the previous layer with a certain weight, the last layer is known as output layer.
D. PERFORMANCE MEASURE AND STATISTICAL TESTS
There are several measures to evaluate the performance of a classifier. Nevertheless, the most used measures for class imbalance problems are the Area Under the Receiver Operating Characteristic curve (AUC) [74] and the Matthews correlation coefficient (MCC), which are suitable for assessing the classification results on bot detection. All our classification results are based on both AUC and MCC measures, averaged over 10-fold-cross-validation. AUC is computed as follows:
where TP rate is the ratio of objects belonging to the minority class (bot) that are well-classified and FP rate is the ratio of misclassified objects belonging to the majority class (human). By contrast, MCC computes a correlation coefficient for two-class classification results; it returns a value into the range [−1, +1]. A result equal to +1 represents a perfect classification result, 0 no better than a random result and -1 indicates the worst classification result. MCC is given by:
where TP represents the number of true positives, FP represents the number of false positives, TN represents the number of true negatives, and FN represents the number of false negatives.
In machine learning, it is important to know if the obtained results are statistically different. As a consequence [75] , [76] suggested some non-parametric tests and post-hoc procedures to be used in machine learning to perform a comparison among different classification results. In this paper, we applied a Friedman's test (as a non-parametric test), as suggested in [75] for knowing whether exist statistical difference among compared results. Nevertheless, the Friedman's test does not show in a detailed form those results having statistical differences, as a consequence, a posthoc procedure should be executed. Then, we performed the Shaffer static procedure (as a post-hoc procedure), because it is more powerful than the classical Nemenyi and Holm procedures and it is less computationally expensive than the Bergmann-Hommel's dynamic procedure [76] .
A compact way, proposed in [75] , to show the statistical results is through CD (critical distance) diagrams. These diagrams present the order of the compared classifiers based on the Friedman ranking, the magnitude of the differences between them, and the significance of the observed differences, all in a compact form. In a CD diagram, the rightmost classifier is the best classifier, the position of a classifier within the segment represents its rank value, and if two or more classifiers share a thick line it means they have statistically similar behavior.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
In order to analyze the obtained experimental results, we split this section into three subsections: first, we present a correlation analysis based on the Kendall τ procedure for knowing whether our feature model based on sentiment analysis is suitable for detecting bots in posts written in both English and Spanish language (Section VI-A); after, we show all the classification results of those classifiers based on patterns and other state-of-the-art classifiers not based on patterns (Section VI-B); and finally, we present an in-depth analysis of the extracted patterns (Section VI-C).
A. CORRELATION ANALYSIS
In [77] , two main rules of thumb for a correlation analysis were proposed:
• Sample sizes larger than 30 and less than 500 are appropriate for most research.
• In multivariate research, the sample size should be several times (preferably 10 times or more) as large as the number of variables in the study. Following the above rules, first, we have taken 1,000 random tweets from the database containing genuine accounts and others 1,000 random tweets from those databases containing bot accounts (see Table 1 ). Next, for each one of the selected tweets, we translate its text using the API provided by Google translate 6 ; and after, we obtain the sentiment analysis from each one of the 4,000 tweets (2,000 in Spanish and 2,000 in English). After that, we performed 40 correlation analysis based on the Kendall τ procedure. For each feature extracted from sentiment analysis (Sub, Irony, Agreement, and Feeling), we performed 10 correlation analysis of 200 tweets (without replacement), as explained Fig. 2 .
Based on the three evaluation measures for computing the correlation coefficient proposed in [78] , there is a linear relationship when C reults ≥ 2/ √ n (Rule 1), C reults ≥ 2/ √ n + 1 (Rule 2), and C reults ≥ 2/ √ n + 2 (Rule 3). Where C reults is the correlation results and n the size of the sample. Table 3 shows for each class and each analyzed feature, its averaged correlation result (Corr.), its standard deviation (Std.), and if there exist a significant correlation (Sig.) for all feature analyzed in each class. From this table, we can see that there is a significant positive correlation between the sentiment analysis extracted from a tweet posted in English language and the sentiment analysis extracted from its translation to the Spanish language. Finally, from this analysis, we can conclude that our feature model based on the sentiment analysis is suitable for analyzing tweets coming from both English and Spanish language. 
B. CLASSIFICATION RESULTS
In this section, first, we show the average AUC and standard deviation values obtained by the tested classifiers and after, we show the statistical results obtained from classification results of each tested classifier. Table 4 and Table 5 the average AUC and the average MCC, respectively; they also include the associated standard deviation (STD) output by running the classifiers on the datasets shown in Table 2 . In these tables, we also show each tested combination based on patterns such as a method for mining contrast patterns (LCMine [49] or RFm [48] ), a measure for evaluating a split criteria on a decision tree (Hellinger distance [57] , Bhattacharyya [58] , and information gain [59] ), if it was filtered (Fil), and the contrast patternbased classifier used (PBC4cip [23] ).
From tables 4-5, we can see that our proposal of using contrast patterns obtains the best average results for both measures (AUC and MCC) and the lowest standard deviation (STD) considering all the validation set. For example, the combinations (LCMine+Hell)+PBC4cip and (LCMine+Hell+Fil)+PBC4cip attained more than 0.9935 of AUC for each tested database, obtaining the best AUC final average (0.9976) and the lowest standard deviation (0.0024). Also, taking into account all tested classifiers, we can see that the representation proposed by us jointly with the representation proposed in [14] obtained the best average AUC (0.9384) and the representation proposed by us attained the lowest standard deviation (0.0833). In the same vein, notice that the combinations (LCMine+Hell)+PBC4cip and (LCMine+Hell+Fil)+PBC4cip attained the best average MCC (0.955) and the lowest standard deviation (0.0048).
Also, based on tables 4-5, we can see that there are not significant differences among our proposals when they use, or without using, the filtering method. Also, we have noted that the classifier Random Forest [35] obtains the best classification results for the databases Original and DB1, which is in correspondence with the stated in the literature (see Section II). In similar way, we note that the classifier Adaboost obtains the best classification results for the databases DB2 and Our Feat.
Notice, from Tables 4-5 , that all the classifiers used in our experimentation output a good average AUC for all databases; the only exception to this is (LCMine+Bhatt) + PBC4cip with and without filtering, which obtained bad classification results for the databases Original, DB1, and DB2. Nevertheless, for our proposed feature representation these proposals obtained good classification results.
It is important to highlight that in Tables 4-5 the classifier MLP continues executing, after eight months, the experiments for the databases: Original, DB1, and DB2. This is because MLP takes as an input numerical data, and to convert the attributes of these databases from categorical to numerical, we use one-hot encoding. This results in a feature vector of 125 attributes for DB3, 24,493 for DB2, 117,529 for DB1, and 117,411 for Original. The length of the encoded feature vector heavily affects the execution time, making MLP unsuitable for this problem. As a consequence, these results appear as NA in tables 4-5 and this classifier was not taken into account in the statistical tests. However, note that for our representation this classifier obtained more than 0.95 of AUC and its execution time was similar to other tested classifiers, making our feature representation suitable for the MLP-based approach. Table 6 shows the average ranks obtained by each tested classifier in the Friedman's test (as a non-parametric test) by using the AUC results. The p-value computed by the Friedman's Test was 0.009413, which reveals that there are significant differences among the classification results of the compared classifiers. The Friedman's Test reveals whether differences exist (as a Boolean output) among the compared results but it does not offer which results are different among VOLUME 7, 2019 them, as a consequence, a post-hoc procedure should be executed for obtaining, in a detailed way, which classifiers are different among them. For these reasons, we performed the Shaffer statistic test, which is more powerful than other classical procedures like Nemenyi and Holm and it is less computationally expensive than others like the BergmannHommel's dynamic procedure [79] .
In Fig. 3 , we show the post-hoc results in a CD diagram. In this type of diagram the rightmost classifier is the best classifier. The position of the classifier within the segment represents its rank value, and if two or more classifiers share a thick line it means that they have statistically similar behavior.
From Table 6 and Fig. 3 we ca see that RF, (LCmine+Hell)+Fil+PBC4cip, (LCmine+Hell)+PBC4cip, and Adaboost.M1 are the best ranked and they have statistical differences among the remaining tested classifiers. Note that among these classifiers, Adaboost.M1 has a slightly worse performance than the remaining three classifiers better ranked.
Additionally, note that the top ranked classifiers are RF, (LCmine+Hell)+Fil+PBC4cip, and (LCmine+Hell)+ PBC4cip. These last two contain the same contrast pattern miner, measure for evaluating node splitting, and contrast pattern-based classifiers. The only difference is that one applies a filtering method for patterns (+Fil) and the other one does not. For pattern-based classification is better a model applying filtering because it guarantees to obtain a model with fewer patterns, which make it more easy for understanding. As a consequence, we focus our discussion between the model provided by RF and our proposal of using contrast patterns, which are tied as the best-ranked classification results. On the one hand, as we have stated in Section II, RF have achieved good classification results in the bot detection context. On the other hand, contrast pattern-based classification has showed good classification results in several contexts. Nevertheless, as far as we know, there is not a study showing the use of contrast pattern-based classification in the bot detection context. From our experimental results, we can see that both approaches (decision tree and contrast pattern) obtain the best position into the Friedman's ranking. Also, they have statistical differences with many state-ofthe-art classifiers, such as SVM, NBayes, C4.5, Bagging, BN and kNN.
Note that RF is based on building several decision trees, which provides a model that could be converted into rules, but it contains significantly more rules than those pattern extracted from a contrast pattern-based model. A model with fewer patterns or rules is more understandable by a human decision-maker. Hence, we recommend to use our approach based on contrast pattern for bot detection.
C. EXTRACTED PATTERNS
It is essential to know the extracted patterns by the contrast pattern-based approach to provide an explanatory model that help experts to take legal action or forewarn a company from malicious activity. In this section, we show a study about the contrast patterns extracted by the most accurate pattern-based model shown in Section VI-B.
In Section III we have stated that contrast pattern-based classifiers provide a model that it is easy for a human to understand, and they have demonstrated to be more accurate than other popular classification models [15] , [23] . In order to show the potential of the patterns, we have selected a random subset of the extracted patterns in our experiments. In Table 7 , we show five contrast patterns, selected randomly, by class; where, we also show the support of each pattern as well as their items.
From Table 7 , we can see that contrast patterns from the bot class have more support than those patterns from the human class. Also, we can see that some patterns, like CP 1 and CP 6 , have only one item and more than 0.55 of support. These patterns can be easily understood by an expert and can describe more than the 55% of the objects in a dataset. Also, we can see that the feature user_favorites_count is a frequent feature in several patterns shown in Table 7 . This frequent feature describes the number of accounts that the user has bookmarked as favourite in the tweet account. Note that based on the examples of contrast patterns shown in Table 7 , the item [user_favorites_count ≤ 3] defines a bot access while [user_favorites_count > 170] defines a human access. Finding bots based on the number of accounts that the user has bookmarked as favorite is consistent with the method proposed in [28] . Note however, that contrast patterns can be combined with other features and as a result, we can obtain contrast patterns (see CP 2 ) describing a bot behavior for more than the 60% of the objects previously classified as bot in the dataset. In addition, note that our proposed feature model, containing information from data usage and sentiment analysis, is into some items of the extracted patterns (See CP 5 and CP 1 0); although, commonly these patterns have more amount of items than those whose not contain our proposed features.
In Table 8 , we show statistics of the extracted contrast patterns from the bot class with the aim of seeing the characteristics of the models produced by each combination of classification based on contrast patterns tested in our experiments. From Table 8 , we can see that every combination of the RFm miner extracts significantly more patterns with more items and more support than those combinations obtained using the LCMiner. Also, we have noted that there is not a statistical difference between combinations using filtering methods for patterns and those combinations not using filtering methods.
In addition, we can note that those combinations using Bhattacharyya, as a split criteria on a decision tree, extracted fewer patterns and with lower support than the other tested combinations. As a result, those models using the Bhattacharyya measure attained the lowest classification results.
Also, from Table 8 , we can see that combining the RFm miner jointly with the Hellinger distance allows obtaining the best trade-off between the number of extracted patterns and average support for each tested database. These results are consistent with other ones presented in for a set of problems, which do not include the bot detection context [23] . A possible explanation is that the Hellinger distance is unaffected by the class imbalance problem because it rewards, in a better way than the other compared measures, those candidate splits that maximize the TP rate while minimizing the FP rate . The higher the TP rate value, the more bot objects are well detected.
Additionally, note that for each tested combination, our proposed feature model allows obtaining more patterns but they show lower support regarding the other tested representation. Finally, we have noted that the representation used in DB2, which is a combination of our proposed representation and the one proposed by [14] , allows obtaining the best model based on patterns. This model contains patterns with high support and lowest standard deviation support for each tested combination shown in Table 8 .
From the extracted contrast patterns from the human class, we have noted a similar behavior in each tested combination. Nevertheless, we can highlight that the patterns extracted from the human class have more items, lower support, and higher standard deviation support than those patterns extracted from the bot class, for each tested combination. As a consequence, we have noted that each pattern-based model produced contains significantly more patterns from the human class than the bot class. As a result, we believe more easy for an expert to understand those patterns coming from bot accesses than those coming from human accesses.
VII. CONCLUSIONS AND FUTURE WORK
Bot detection problems have become a significant research area due to many companies are investing resources in detecting abnormal behavior in their accesses. As a consequence, several classifiers have been proposed for bot detection, but there is no proposal using understandable models for detecting bots on social networks. Hence, in this paper, we propose to applying contrast pattern-based classifiers for detecting bot behaviors on the social network, Twitter.
From classification results obtained by 21 classifiers, we show that Random Forest and the contrast pattern-based classification are the proposals with the best classification results. Although, Random Forest have proved good classification results on in the literature and in our experimental results; it generates significantly more rules than the patterns extracted by using our proposal.
In addition, contrast pattern-based approach obtained classification results over 0.90 of AUC and 0.91 of MCC for all tested combinations except when the Bhattacharyya function was used. Besides, from our analysis of the extracted patterns, we can conclude that the contrast pattern filtering method used did not provide better classification results, and the reduction of the number of patterns was not significant. Also, the average support of the patterns is low for all combination based on patterns; nevertheless, the average length is good (short) for all combination. For a pattern: the fewer items, the best understandable.
From our experimental results, we have shown by means of a correlation analysis based on the Kendall τ procedure that the sentiment analysis is suitable for bot detection, indistinctly if the text was issued in English or Spanish language. Additionally, we showed that our proposed feature model jointly with the feature model proposed by [14] allows obtaining better classification results for each tested classifier than using them alone.
Finally, it is important to highlight that the model provided by us can be understandable by experts in the application domain. Also, the explanatory power of contrast patterns can help social networks to take legal action, issue a formal complaint against a service provider, or forewarn another company from malicious activity going on that may jeopardize its reputation.
As future work, we plan to improve the filtering method to tune up it to the bot detection problems and, as a consequence, obtaining a reduced set of good-quality patterns for bot detection. Also, we want to extend this work to other social networks, such as Facebook, Instagram, and Google Plus, with the aim of creating a model more general for bot detection on social networks.
