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Introduction
One of the risk measures, which repeatedly draws the attention in the field of science, is realized variance. It is a model-free ex-post measure for high-frequency data. This measure approximates the total quadratic variation of a financial asset over an interval [0, t] . The underlying theoretical price path for a financial asset is well described by a continuous-time stochastic volatility jump diffusion process. Empirical evidence for this is found in Eraker, Johannes and Polsen (2003) and Eraker (2004) . To measure the contribution of a finite number of price jumps to realized variance, Barndorff-Nielsen and Shephard (2004a, 2006a) develop a test statistic. Therewith, an operator can decide, based on a statistical framework, whether price jumps occur within a trading day and how much they contribute to realized variance. This information is used to state more precisely conclusions about risk. In an extensive empirical application, Andersen, Bollerslev Lee and Mykland (2008) and Mancini (2009) . Due to the fact that there exists a variety of methods, an operator may question which method shall be preferred in an empirical application. Hence, it is of interest to identify potential shortcomings of each method.
We recognize that most methods are based on the assumption of a continuous-time stochastic volatility jump diffusion price process, and are constructed for efficient prices sampled on equidistant discrete time grids due to feasibility. 1 Typical in empirical applications, however, is that the discretely sampled price process randomly switches from one sampling point to the next between two states. We term those states as either observable or latent. In the observable state we can assign an efficient price to a sampling point. The latent state enters in case of two frequently occurring empirical stylized facts. The first one is referred to as flat prices, i.e. consecutively sampled prices in calendar time with the same value, well addressed by Phillips and Yu (2008) . According to Phillips and Yu (2008) , flat prices can be understood as inefficient or noisy prices, since the occurrence of flat prices has zero probability if we assume a log-price process constituting a semimartingale. The second occurrence is no trading, i.e. no price observation over a certain period of time within a trading day, stressed by Corsi, Pirino and Renò (2009) . That means, in the latent state we can either assign an inefficient price to a sampling point or no price at all. In either case, the price information does not represent the efficient price and is therefore latent. Consequently, the computation of continuously compounded interval returns, required to implement the jump detection methods, is only possible if two consecutive prices are in the observable state. Those interval returns are referred to as observable variation or return process fragments. However, if there is at least one latent price at two consecutive sampling points, we cannot compute the corresponding interval return. In applications, we usually set this interval return to zero. Therefore, the latent return process fragment is likewise called zero-return. Schulz and Mosler (2010) illustratively show that the existence of even a small percentage amount of zero-returns greatly distort the statistical conclusions by employing the method of Barndorff-Nielsen and Shephard (2004a Shephard ( , 2006a . Schulz and Mosler (2010) introduce a first ad-hoc approach to reduce the distortion. Alternatively, a price data manipulation method is employed by Barndorff-Nielsen and Shephard (2004b) in advance. This is a calibrated statistical model which simulates a price at a sampling point as soon as no trading, flat prices or even very small price movements occur. However, such a proceeding of stochastic or alternatively deterministic interpolation is quite critical as we add variation, which is actually latent, i.e. unknown to us. As such, there remains enough space putting further effort into analyzing the sensitivity of other methods with respect to zero-returns, and (if required) define a modified method with two properties. First, it should not require having to add variation for the latent fragments. Second, it should be robust against the distorting impact of the latent return process fragments on measuring price jumps within the observable return process fragments.
This paper contrasts four methods disentangling contributions from price jumps to realized variance. For each method, zero-returns are a pivotal source of statistical distortion. Therefore, the first contribution of this paper is the introduction of a new approach, which robustifies each considered method to latent return process fragments so that they provide undistorted statistical conclusion for the observable variation. In this paper, our approach is referred to as sustained integrated variance and quarticity estimation (SIVQE) . Under ideal conditions of no zero-returns, we theoretically show that the asymptotic distribution of each method with SIVQE remains the same with respect to its original counterpart. Subsequently, we describe a return process with observable and latent fragments by a Bernoulli process. Here, we show that the original multipower variation based integrated variance and quarticity estimators by Barndorff-Nielsen and Shephard (2004a, 2006a) and Corsi, Pirino and Renò (2009) underestimate the actual quadratic variation of the observable return process fragments. However, implementing these methods with SIVQE does not produce an underestimation. Furthermore, we show that in case of no price jumps the difference between realized variance and the robustified multipower variation based integrated variance estimator of the observable variation converges in probability to zero for a decreasing sampling length.
The second contribution is that SIVQE is tested in Monte Carlo experiments under imperfect market conditions, i.e. market scenarios with different levels of flat price and no trading bias. To be more precise, we initially question to what extent the convergence criteria of the test statistic under the null hypothesis holds for return series with an increasing fraction of zero-returns. Astonishingly, even for more than 50% zero-returns, the convergence criteria is quite robust for each method. Beyond that, we investigate the accuracy of the (no) jump day detection rate for an increasing fraction of zero-returns with respect to the ideal case of no zero-returns, and find that the detection rates are also considerably robust. To analyze the overall performance of detecting days both with and without jumps across methods, we employ a nonparametric sensitivity index (A) typically used in signal detection theory. 2 The results show that SIVQE in combination with the corresponding method definitely performs better across all zero-return levels than implementing the original methods. It even constitutes a better performer than the approach proposed by Schulz and Mosler (2010) .
The final contribution of this study is to discuss the empirical relevance of the robust approach. The implemented time series is a high-frequency dataset of electricity forward contracts traded on the Nord Pool Energy Exchange. The traded contracts are of substantial economic relevance for the Nordic electricity market. 3 Besides, the empirical price process is characterized by flat prices and no trading. The focus is to analyze whether each original method yields the same amount of days with price jumps, and how trading days with detected price jumps can be characterized. The analysis shows that given a conventional level of significance, a very heterogeneous picture is produced with respect to the amount of days with jumps. Even the 5% most potential jump factors of each method greatly diverge in size and occurrence time. These potential jump days are typically characterized by below full-sample average trading activity and small amount of extreme price movements, indicating a large fraction of spurious price jumps. In light of the just mentioned, we analyze the empirical results for SIVQE and find more plausible conclusions by using again trading activity as a qualitative variable to discuss evidence of jump occurrences. Moreover, there are indications for preferring SIVQE in combination with the method of Corsi, Pirino and Renò (2009) as the qualitative indicators are strongest. Finally, we find a markedly increased intersection in occurrence time of the 5% most potential jump factors.
The remainder of the paper is organized as follows. In the next section, the concept of realized variance and relevant methods to separate the jump factor from realized variance are discussed. The proceeding of SIVQE is described in section 3. Moreover, evaluations from the Monte Carlo experiments with(out) the employed robust approach are discussed. Section 4 gives insights into the empirical analysis and section 5 concludes.
Basics of Quantifying Price Variability

Concept of Realized Variance
The logarithmic price is denoted X(t). The price expansion is assumed to be well described by the following continuous-time stochastic volatility jump diffusion process
where μ(t) is the drift term, σ(t) is a strictly positive stochastic càdlàg process and W (t) is a 2 A incorporates the probabilities of (not) correctly detecting days with and without jumps. A ∈ [0, 1], where 1 (0) is the best (worst) possible outcome. See Zhang and Mueller (2005) for further details. 3 The reader is referred to Schulz and Mosler (2010) for further details.
standard Brownian motion. κ(t) is the size of a discrete jump in time t in the log price process and q(t) is a counting process with finite activity and (possibly) time-varying intensity λ(t). The associated realized price variability over a predetermined period of time, here [t-h, t] with 0 < h ≤ t ≤ 1, is defined as follows (Andersen, Bollerslev and Diebold, 2002) :
where σ 2 (s) is the instantaneous return variation, κ 2 (s) is the squared size of a discrete jump in time t. Typically, h is set to one, representing one trading day. The ex-post variability measure in equation (2) is called notional variance and is composed of two parts. The first part, denoted as continuous variation or integrated variance (IV t ), is the quadratic variation of the Brownian motion in equation (1) 
where M ∈ N + determines the interval length for intraday returns r j . Realized variance is under the maintained assumptions a consistent nonparametric estimator for the notional variance. In this respect, realized variance converges for M → ∞ in probability to the notional variance:
If we further assume a mean of zero for the underlying return process, realized variance is also an unbiased estimator of the ex-ante expected variance, the key interest of practitioners in financial markets. Even if we relax the assumption to a stochastically evolving mean return process over the predetermined interval, the statement remains approximately true. 4
Methods Separating Jump Factor from Realized Variance
In the literature, there exist several methods to measure contributions from price jumps to realized variance. Considered methods in this study are by Barndorff-Nielsen and Shephard First, it matters to establish a consistent estimator for integrated variance (ÎV t,ν ) which is robust against a finite number of jumps over a finite period of time. An intuitive jump measure is then simply the difference between RV t andÎV t,ν . This difference is meant to converge for M → ∞ in probability to the jump factor in equation (2 Here, the test statistic of interest is based on a relative jump measure and is defined as:
where ν is an index for the implemented method.ÎQ t,ν factored with ϑ ν /M denotes a consistent estimator for the asymptotic variance of RV t −ÎV t,ν . For M → ∞, 1−α ) say for α ≤ 5%. The jump factor and integrated variance amount to:
where 1 is an indicator function, equaling one if Z t,ν > Φ −1 1−α , and zero else. After having presented key insights concerning the general proceeding of each method, we will briefly present the respective specifications forÎV t,ν ,ÎQ t,ν and ϑ ν , besides further details if required.
Method: BNS
The first considered estimator for integrated variance is theoretically derived by BNS (2004a). This estimator is called bipower variation, defined as:
where 
where
). The adjustment parameter ϑ 1 for the asymptotic variance in equation (4) equals to ϕ 2 1 + 2ϕ 1 − 5. Despite the theoretical appeal of this method, it is influenced by nonnegligible issues in finite samples. 5 These drawbacks are mainly due to the concept of bipower variation, and provoked by microstructure noise and a finite choice of M. The following methods explicitly name and seize up these pitfalls, and suggest potential alternatives.
Method: CPR CPR (2009) propose an estimator for IV t and IQ t by forming a combination of the multipower variation concept, introduced in several papers by BNS, 6 and the threshold approach by Mancini (2009) . Broadly speaking, the general idea is to initially trim or correct the return series with a threshold function before computing bipower variation and tripower quarticity. They motivate their approach with a drawback of bipower variation stressed by ADS (2009). Asymptotically, the concept of bipower variation works fine. However, for finite M the impact of a jump in r j−1 does not completely vanish, causing a positive distortion of the bipower variation measure. Moreover, a potential appearance of jumps in two adjacent returns cannot be excluded. In order to circumvent such a finite sample issue, CPR (2009) propose to filter out large jump occurrences in the interval return series with a threshold function before computing bipower variation. The threshold function is defined as:
composed of a fixed scaling factor c Θ , typically set to three, 7 and a local Kernel smoothed and jump controlled variance estimator Θ δ τ with the following specification:
where τ = {1, 2, 3, ..., T ⋅ M}, T denotes the total amount of trading days in the sample, and L is the bandwidth parameter determining the window around τ to estimate the local variance.
1 is an indicator function, equaling one if r
j , and zero else. For K, a Gaussian kernel with the form K (
} is proposed by CPR (2009). Furthermore, they set L = 25 and point out that the choice of L is not crucial. The final threshold function is computed iteratively. Squared returns smaller than or equal to the threshold are kept in the series, whereas all others are set to zero. Under the null, this series is biased as it is possible that normal iid returns are greater than the threshold. Due to this fact, CPR (2009) propose not to set r j = 0 if r 2 j > θ but to replace r j with its conditional expected value under the null, E (|r j | λ r 2 j > θ). The final series of absolute interval returns raised to the λ-th power now can be defined as:
Generally, threshold bipower variation and tripower quarticity is formulated as:
In empirical application, it is also advisable to use staggered returns, following the discussion above. An important final note to the method of CPR (2009) is that the asymptotic theory does not change from multipower variation to threshold multipower variation. Therefore, ϕ 2 and ϑ 2 equal to ϕ 1 and ϑ 1 .
Method: ADS-Min and ADS-Med
Even two jump robust estimators for integrated variance, called MinRV t and MedRV t , are proposed by ADS (2009):
and med= median. An appealing theoretical property of both estimators in finite sample applications is that the bias as in bipower variation emanating due to large jumps is here less intense. Moreover, according to ADS (2009) MedRV t is meant to be less exposed to zero-returns than any presented jump robust estimator. The corresponding estimators for integrated quarticity are:
At this point we supplement two propositions to formulate a test statistic for jumps. 
Dealing with Flat Prices and No Trading
Sustained Integrated Variance and Quarticity Estimation
In Section 1 and 2 we stressed that each considered method assumes a continuous price process as in equation (1), and is constructed for discretely sampled efficient prices. This is a crucial assumption for each integrated variance and quarticity estimator as it rules out the presence of zero-returns. The question we are now dealing with is how the estimators can be robustified if the discretely sampled price process consists of randomly occurring observable and latent states.
In the observable state we can sample an efficient price for a time grid. However, in the latent state we either sample an inefficient price (flat price) or no price at all (no trading). Latent states translate into zero-returns and cause a bias in each integrated variance and quarticity estimator, but not in RV t , which is shown below. This bias implicates the distortion in the test statistics. For such conditions we suggest sustained integrated variance and quarticity estimation (SIVQE) which robustifies each method with respect to the impact of flat prices and no trading on detecting price jumps. Note, if SIVQE is applied, the notation of the method, and integrated variance and quarticity estimator will start with a 'S'. . It is also known that the difference between the sum of spot variances of the RV t concept and the respective method converges for M → ∞ in probability limit to zero. These results are summarized in the following:
In section 2, we specified that each integrated variance estimator approximates the continuous variation over [t − 1, t] (under the null hypothesis, this is also true for RV t ). Of importance for SIVQE is to discuss whether each unbiased spot variance estimate can be referred to an interval j. If this is not directly possible, we will elaborate a proxy. Starting with RV t , it is obvious that r 2 j is an unbiased spot variance estimate for interval j. For BP t,i , the increment ϕ 1 |r j−(1+i) | |r j |, is not the most favorable choice as the interval return j occurs in the subsequent increment as well. As such, the subsequent increment ϕ 1 |r j | |r j+(1+i) | is likewise unfavorable. Therefore, we propose to rewrite the increment so that it is approximately equal to r 2 j . One natural proxy is to take half of each cross-product including r j , i.e. 
The outlined adaption in equation (9) for interval j can be done for all intervals M within [t − 1, t]. Up to now, except rewriting and linking unbiased spot variance estimates to a certain interval j, the integrated variance estimators has been left unchanged. That means, the sum over [t − 1, t] of the adapted increments remains unchanged. But why is the outlined consideration in equation (9) supportive to define SIVQE ? This abstraction is the basis to understand the nature of the bias and to locate where the robust approach should intervene, if we do not have ideal conditions of no zero-returns. In order to understand the whole purpose, we come to the issue emanating from zero-returns. We illustrate with two examples the origin of the bias and introduce the main idea of how SIVQE solves for the bias.
Example 1:
Imagine the following first exemplary case, which is solely one or one of many potential instances of flat prices and no trading within a trading day. In this example, we only choose an extract of a trading day with five consecutive intraday return intervals to keep the illustration simple and intuitive. That means, we only focus on the unbiased spot variance estimates resulting from this part of the series. Obviously, more complex zero-return patterns are possible:
The resulting sum of spot variance estimates for realized variance and the other methods in the original setting are as follows (for i = 0):
Despite the fact that there is observable variation in interval j, BP t,0 , T BP t,0 , MinRV t and MedRV t fail to capture it, whereas realized variance does not. This is why we mentioned above that realized variance is not biased or is robust as the unbiased spot variance estimate r 2 j of the observable return process fragment is not influenced by the previous or following latent return process fragment and completely captures the observable variation. In the example, this is not the case for the other methods as they require at least two consecutive return intervals with observable variation. To solve for this shortcoming we could simply draw a random variable or any feasible value for |r j−2 | , |r j−1 |, |r j+1 | and |r j+2 | to bridge the gap. However, we want to avoid these circumstances, i.e. define an approach insuring that the estimates reflect only but completely the observable variation like RV t , despite the alignment of returns as in the example. Beyond that, the approach has to be defined in such a manner that no additional variation is externally added, else RV t would increase as well.
Bearing the conditions in mind, we propose to exploit the relationship of equation (9) . This means to find for r 2 j , the only spot variance estimate of realized variance greater than zero, a corresponding estimate produced by BP t,0 , T BP t,0 , MinRV t and MedRV t . For each integrated variance estimator we suggest,
where ℘ .,ν is understood as a required sustainer that the variation, attributed by r j , does not completely vanish while estimating the spot variance for interval j.
Reasonable estimators for ℘ j,ν will be discussed below. For illustration purposes, we will go through another pattern of zero-returns to understand where SIVQE intervenes.
Example 2:
In this example, we imagine to observe a short extract of a trading day with six consecutive interval returns:
Skipping the part of computing the spot variance estimates with the original proceeding, we exploit once more the relationship of equation (9) . To get the intuition, we will only present the estimates for BP t,0 and MedRV t , as T BP t,0 and MinRV t are from a conceptual point of view close to BP t,0 . The corresponding sum of adapted spot variance estimates for interval j and j + 1 of BP t,0 are
, whereas for MedRV t we derive the following:
General Definition of SIVQE:
So far, we have elaborated the functionality of SIVQE for two scenarios of observable and latent return intervals within a trading day. Incorporating the just mentioned ideas for any observable and latent return patterns in the concept of each integrated variance estimator, we define sustained bipower variation (SBP t,i ), sustained threshold bipower variation (ST BP t,i ), sustained MinRV (SMinRV t ) and sustained MedRV (SMedRV t ). For brevity, we summarize the estimator for SBP t,i , ST BP t,i and SMinRV t in SÎV t,ν as follows:
For the respective ν, the following specifications apply:
To specify SMedRV t , we need further conditions as we have to consider three consecutive interval returns. We define it as:
] ,
The indicator functions 1 b1 , 1 b2 , . . . , 1 b7 are defined as:
where i is set to zero for SMedRV t . In order to make SÎV t,ν (ν = 1, 2, 3, 4) feasible, we suggest to set ℘ j,ν = E (|r j |). ℘ j,ν can be consistently estimated on day t by℘ j,ν , formulated as:
The estimator in equation (13) is unbiased if there are no price jumps. However, this is not true in the presence of price jumps. In such cases,℘ j,ν is estimated based on the local Kernel smoothed and jump controlled spot variance estimator by CPR (2009):
where Θ δ τ is the specified in equation (8) . In Example 1 and 2, we illustrated the effect of zero-returns on eachÎV t,ν . Yet, there is a similar or even more severe effect on the estimators for integrated quarticity. To formulate robustified estimators of integrated quarticity, the same idea as outlined above applies. Each so-called sustained integrated quarticity estimator (SÎQ t,ν ) is explicitly defined in the appendix.
By reviewing the newly defined integrated variance and quarticity estimators, it seems that every potential source of bias due to flat prices and no trading is eliminated, however, not for SCPR. The computation of the threshold (θ) is executed beforehand and employs the original return series with all the zero-returns. Given equation (8), the local Kernel smoothed and jump controlled variance estimator Θ δ τ converges to an extremely small value for an increasing fraction of zero-returns. As a consequence, the final threshold (θ) turns out to be artificially small. Therefore, it is advisable to exclude all zero-returns for the computation of the threshold function. 8 
Asymptotic Behavior of SIVQE:
Before proceeding with implementing SIVQE in a Monte Carlo experiment, two additional issues have to be addressed. The first question is whether the asymptotic results remain unaffected in the ideal case of no zero-returns. This means, we need to question whether SÎV t,ν and SÎQ t,ν (for ν = 1, 2, 3, 4) converge in probability to integrated variance in equation (2) and integrated quarticity in equation (5), and whether the asymptotic distribution coincide with their original counterpart. The answer to this is that in the ideal case of no zero-returns we can rewrite each SÎV t,ν and SÎQ t,ν estimator in its corresponding original format. Therefore, the existing asymptotic results hold. Clearly, the asymptotic distribution coincides as well and we can implement the same test statistic as before.
The second concern is to show that in case of observable and latent return process fragments, the observable integrated variance and quarticity are underestimated by the original estimators, whereas not by SIVQE. For this, the following proposition is formulated. We decompose RV t and (S)BP t,0 into observable and latent quadratic variation. (1) 
Proposition 3: Assume a price process as of equation
γ j is a Bernoulli sequence independent of the return process, E (γ j = 1) = ζ and ζ ∈ (0, 1]. r
is an observable return, whereas r ( ) j is latent. Then realized variance decomposes as: 
is the observable quadratic variation, which is approximatively equal to RV
The proof can be found in the appendix. Proposition 3 states that BP t,0 underestimates the actual quadratic variation of the observable return process, whereas RV t and SBP t,0 does not. In fact we can show that the difference between RV 
Proposition 4: Given Proposition 3,
Proof. Given the specification of sustained bipower variation in equation (10) 
Simulation Study
In the following Monte Carlo experiments we are interested in analyzing the accuracy of the limit distribution of Z t,ν and the correct detection rate of days with jumps and without jumps by employing SIVQE. For that, a Heston type price process (see Heston, 1993) with and without jumps is simulated:
where μ is the drift, W (⋅) (t) are standard Brownian motions, corr(dW X , dW v ) = ρ is the leverage correlation, v(t) is a stochastic volatility factor, κ(t)dq(t) is a compound Poisson process with a constant jump intensity λ jmp and a random jump size distributed as N(0, σ 2 jmp ). 9 Generally, we simulate one setting without jumps, one with small and rare jumps (σ jmp = 0.0134), and another with large and rare jumps (σ jmp = 0.1). Moreover, we compute 5 (15) minute interval returns and process the series with the zero-return algorithm of Schulz and Mosler (2010) in order to proceed with the analysis of how robust SIVQE works in case of flat prices and no trading. The sampling frequency of 5 minutes is chosen as this is a very common sampling length in many empirical studies. Additionally, we compute the sampling length of 15 minutes due to the present empirical high-frequency dataset. For sensitivity interests, we vary the fraction of zero-returns in the return series from a very low level to a high level.
The analysis of the limit result of Z t,ν in finite samples is graphed in figure 1 for 5 minute interval returns. In advance, it is worth repeating that in the no-jump case (S)BNS and (S)CPR are the same, as no trimming of the return series can be justified. Furthermore, in each panel of figure 1 , the simulation results of the original methods serve as direct contrast. In the upper panels of figure 1 , the method of BNS/CPR in combination with and without SIVQE is plotted for (from the left panel on) 10%, 20%, 40% and 60% zero-returns. Astonishing is to what extent the bias is reduced by implementing SIVQE. That is, even for a very high fraction of zero-returns, the limit results of Z t,1/2 seem to be valid. Applying SIVQE to ADS-Min and ADS-Med (see middle and lower panels of figure 1) likewise yields a considerable reduction in bias, though for the highest fraction of zero-returns not as pertinent as for SBNS/SCPR.
In the next step, we analyze the rate of correctly detecting days with jumps (=(j)) and days without jumps (=(nj)) for the scenario large and rare jumps (# 442), and 5 minute interval returns (see table 1 ). To be more precise, we are interested in the question whether the jump and no-jump detection rate diverge with an increasing fraction of zero-returns from the ideal case, i.e. 0% zero-returns. For SBNS, SCPR and SADS-Min an increasing fraction of zeroreturns seem to have no impact on both detection rates. That means, SBNS, SCPR and SADS-Min are extraordinary robust against zero-returns, even if they account more than 50%. Not as strong but still highly robust are the detection rates for SADS-Med, a result in line with figure 1. Note that for further comparison purposes, the detection rates without SIVQE are reported in brackets below respectively in table 1. We notice that with an increasing fraction of zero-returns the detection rates with and without SIVQE greatly diverge. And second, by computing the number of overall detected jump days, 10 we can derive that the number of detected jump days rises with an increasing fraction of zero-returns without applying SIVQE, i.e. the number of spurious jump days increases with a rising occurrence of flat prices and no trading. For the scenario small and rare jumps (# 435), the conclusions remain qualitatively similar to the scenario with large and rare jumps (see table 2 ).
To analyze the overall performance of each method with respect to detecting days with and without price jumps across different levels of zero-returns, we graph the nonparametric sensitivity index A for 5 minute interval returns. The outcome for scenario large (small) and rare jumps can be found in the upper (lower) panel of figure 2 . For large and rare jumps (upper panel in figure 2 ), we observe that for 1% fraction of zero-returns very similar results of A across each method with and without SIVQE are obtained. Not observable in the panel is that even for this small fraction of zero-returns the new approach performs already slightly better in all cases than without SIVQE. By focusing on each method without SIVQE, we can state that for an increasing fraction of zero-returns, A rapidly decreases across the respective methods. The negative slope of the A curve is steep for BNS and CPR and less steep for both ADS-Min and ADS-Med. Turning now to the results for SIVQE, it can be seen that up to 15% fraction of zero-returns A stays on almost the same level across each method. For an even larger fraction of zero-returns, A for SBNS, SCPR and SADS-Min remains on almost the same level, whereas for SADS-Med it gets sooner or later only slightly worse. Additionally, we observe that each method with SIVQE performs better than the approach proposed by Schulz and Mosler (2010) (=SM ). 11 The direction of the overall performance results do not change for the scenario small and rare jumps (see lower panel in figure 2 ). Not explicitly reported are the results for 15 minute sampling intervals as they give no additional input to the qualitative conclusions already drawn by 5 minute sampling intervals. 12 In summary we can say that SIVQE shows valuable properties in this simulation study. SIVQE in combination with the methods BNS, CPR, ADS-Min and ADS-Med is quite robust against zero-returns. It keeps good size and detection rates with respect to the case where no zero-returns are present.
Empirical Analysis: Electricity Forward Contracts
Data
The high-frequency dataset we are working with is the same as employed by Schulz and Mosler (2010) , covering the period from May 1 st 2002 to June 30 th 2008. It consists of initially season forward contracts and later on quarter forward contracts, differing in length of the delivery period. In 2004, quarter forwards were introduced as a replacement of the season forwards. To receive a long time series both contracts are treated the same. A further institutional detail is that contracts are traded on weekdays from 8:00am to 3:30pm. Each traded contract has a finite life cycle. To create one time series, we merged periods of contracts shortest to maturity up to seven days before settlement, as the heaviest trading activity regarding number of trades per day are observed within this life cycle of a forward contract. Not included in the time series are inactive trading days, like overnights, weekends, holidays and several trading days with extremely low trading activity. This proceeding results in a time series of high-frequency transaction prices over 1390 active trading days. The computation of realized variance as in equation (3) requires to compute sufficiently small interval returns over equidistant time grids. For each time grid, we assign a price with the previous tick method by Hansen and ⌋} . 12 The simulation results can be obtained upon request from the author. (2003, 2006) and then compute continuously compounded interval returns. To be in line with the proposed robust approach and not to receive biased interval returns, we only apply the previous tick method if there is actually observed price data within an interval before a grid point. Important for the computation of the return series: if at least one grid is without an assigned price, the corresponding interval return is set to zero. According to Schulz and Mosler (2010) , we set the sampling interval length to 15 minutes, producing 30 interval returns per day. For 15 minute sampling intervals, the time series consist of 48% zero-returns, whereof 13% (35%) are due to flat prices (no trading).
Detecting Price Jumps with Original Methods
Initial empirical results for each original jump detection method is reported in table 3a, where we can find the proportion of detected jump days across different levels of significance (α). As Schulz and Mosler (2010) already show, BNS yields for small α an overproportionally large amount of jump days. Not surprising is the fact that CPR surpasses this amount as CPR corrects for one drawback of bipower variation for finite M, closely discussed in section 2.2, but still suffers from zero-returns. The smallest proportion of detected jump days is produced by the methods ADS-Min and ADS-Med. In order to finer compare the empirical results across methods, we question whether the 5% most potential jump factors (J t,ν ) of each method correspond in occurrence time. 13 For this, we formulate the parity measure EJ i :
where ν ≠ k, ν, k = {1, 2, ..., 4} and i = {1, 2, 3}. The upper left part of table 4 reports the output of EJ i . Obviously, the occurrence time of the potential jump factors greatly diverges across methods. Highlighting is also the large parity of BNS and CPR. This is due to the fact that they are from a methodic point of view most congruent. Further details about the respective size of the potential jump factors as well as trading activity 14 on these potential jump days can be found in table 5a. The largest average proportionate contribution of the potential jump factors to realized variance yields CPR, followed by BNS, ADS-Min and ADS-Med. An almost reversed order applies to trading activity. ADS-Min and ADS-Med show that the potential jump days are on average characterized by slightly greater trading activities in comparison to the full-sample (compare to the last row in table 5 ). The considerable discrepancy across methods is mainly due to their individual sensitivity to zero-returns, i.e. flat prices and no trading. From the previous simulation results, and Schulz and Mosler (2010), we know that zero-returns have an impact on detecting price jumps in realized variance, i.e. intraday zero-returns positively distort the test statistic Z t,ν . It arises from the Monte Carlo experiments that an ascending fraction of zero-returns amplifies the degree of the bias. Therefore, it is intuitive that trading activity is a supportive indicator for specifying, whether a jump is spurious or true. In light of the just mentioned, let us anew analyze the trading activity on the potential jump days in table 5a. It appears that there are indications for more spurious jumps detected by BNS and CPR than by ADS-Min and ADS-Med, as BNS and CPR mostly show that the potential jump days are characterized by remarkably low trading activity.
Detecting Price Jumps with Robust Approach
This section discusses the empirical results of the each jump detection method in combination with SIVQE. We begin with the proportion of jump days given a certain level of significance, reported in table 3b. Coherent with the output of the Monte Carlo experiment, SBNS, SCPR, SADS-Min and SADS-Med yield much less jump days as in the original setting, and, in line with the theory, SCPR slightly more than SBNS. Furthermore consistent with the derivable simulation results as of table 1 and 2, SADS-Med produces the largest fraction of jump days and SADS-Min the lowest.
Not only do we receive overall less proportions of jump days given a certain α, but also a larger parity in occurrence time of the 5% most potential jump factors, reported in the lower right part of table 4. The latter statement is graphically illustrated in figure 3 . In the bottom panel, the cumulative sum ofJ 1/2 t,ν is graphed over time for SIVQE, which can be directly compared to the result of the original methods (top panel). We may say that by applying SIVQE, we overall receive more consistent conclusions across methods.
A further interesting question is to what extent the characteristic of these potential jump days change from the original setting. In table 5b, the size of the potential jump factors and trading activity on these potential jump days are specified. Starting with the size: despite the decline of the average proportionate contribution of the potential jump factors to realized variance, the average total size of these potential jump factors increases for SBNS and SCPR. For SADS-Min and SADS-Med it roughly remains on the same level. This is due to the fact that the potential jump factors are now on days with on average higher trading activity and realized variance. As mentioned above, this seems more plausible as in the original setting. Applying trading activity as a qualitative variable, all methods with SIVQE have potential jump factors on days with above average trading activity. Likewise interesting in table 5 is the parity in occurrence time of the potential jump factors with the upper 5% right tail of the empirical distribution of max t {|r j |}, denoted by rtp. As expected, a considerable intersection can be observed for SIVQE and a low one working with the original methods. The visualization of this result can be found in figure 3 by comparing the top and bottom panel with the middle panel, which graphs max t {|r j |} over time.
Yet to be clarified is the question which method should be preferred in this specific case. Two arguments speak for working with SCPR. First, the simulation results of SCPR show slightly better overall performance (A) for larger fractions of zero-returns. Second, the qualitative indicators are strongest. Therefore, it seems preferable to implement SCPR.
Conclusion
This paper investigates a selection of comparable methods disentangling contributions from price jumps to realized variance. Employed methods are by BNS (2004a, 2006a) , CPR (2009) and ADS (2009). Zero-returns, caused by flat prices and no trading, are a pivotal source of distortion in each method. Therefore, we introduce a new approach to robustify each method to zero-returns. It is called sustained integrated variance and quarticity estimation (SIVQE).
Under ideal conditions of no zero-returns, we show that the asymptotic distribution of each method with SIVQE remains the same with respect to its original counterpart. Besides, in describing the return process with a Bernoulli process we show that the multipower variation based integrated variance and quarticity estimators by BNS (2004a BNS ( , 2006a and CPR (2009) underestimate the actual quadratic variation of the observable return variation. However, implementing the methods by BNS (2004a BNS ( , 2006a or CPR (2009) with SIVQE does not yield an underestimation. Furthermore, we show that in case of no price jumps the difference between realized variance and the robustified multipower variation based integrated variance estimator of the observable variation converges in probability to zero for a decreasing sampling length.
SIVQE is tested in a Monte Carlo experiment under imperfect market conditions, reflecting different levels of flat price and no trading bias. The convergence criteria under the null hypothesis of each test statistic are quite robust against an increasing fraction of zero-returns. The investigation of the accuracy of (no-) jump day detection rates shows that the detection rates are considerably robust against an increasing fraction of zero-returns. To analyze the overall performance of detecting days with or without jumps, we employ a nonparametric sensitivity index (A) typically used in signal detection theory. The simulation results for A yield that SIVQE in combination with the corresponding method definitely performs better across all zero-return levels than implementing the original methods. Besides, it even constitutes a better performer than the approach proposed by Schulz and Mosler (2010) .
In an empirical analysis, using high-frequency data of electricity forward contracts traded on the Nord Pool Energy Exchange, measured contributions from price jumps to realized variance are compared with regard to size and occurrence time. The empirical study shows considerable differences across the original methods, foremost amongst the 5% most potential jump factors. In addition, these potential jump days are typically characterized with below average trading activity and a small amount of extreme price movements, indicating a large fraction of spurious price jumps. With the same proceeding, we analyze the empirical results for SIVQE and find more plausible conclusions. For the present high-frequency dataset there are indications for preferring SIVQE with the method of CPR (2009) as the qualitative indicators are strongest.
The introduction of SIVQE raises further interesting research questions. Of interest would be to elaborate on alternative estimators for the sustainer, utilized either in the integrated variance or quarticity estimators. Moreover, it would be interesting to extend the idea of SIVQE for a multivariate setting, i.e. for existing realized covariance or covariation estimators. the spot variance. This observable spot variance estimator requires that two consecutive events yield the state '(o)', which happens only with probability ζ 2 . That means, the occurrence of one event '(o)' does not guarantee a spot variance estimate contributing to BP 
t,ν ) for (S)BNS, (S)CPR, (S)ADS-Min and (S)ADS-Med.
The middle panel represents the daily maximum of absolute interval returns (max t {|r j |}). Remarks: Simulated realization of the Heston type price process with jumps (σ jmp = 0.1) for 7650 days with parameter specifications and algorithm for zero-returns as of section 3.2 (here: # 442 price jumps). Each (nj) ((j)) cell reports the percentage amount of correctly identified no-jump days (jump days) with Z t,ν and α = 5%, using either SBNS, SCPR, SADS-Min or SADS-Med. In brackets, the corresponding rate without employing SIVQE can be found. Remarks: Simulated realization of the Heston type price process with jumps (σ jmp = 0.0134) for 7650 days with parameter specifications and algorithm for zero-returns as of section 3.2 (here: # 435 price jumps). Each (nj) ((j)) cell reports the percentage amount of correctly identified no-jump days (jump days) with Z t,ν and α = 5%, using either SBNS, SCPR, SADS-Min or SADS-Med. In brackets, the corresponding rate without employing SIVQE can be found. A further note to CPR reported in brackets below SCPR: Θ δ τ did not converge after δ = 50 iterations using 5 minute interval returns and 50% zero-returns. For this, the test statistic was computed based on δ = 50. The last row reports some corresponding full sample averages due to comparative purposes.
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