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Ten years ago, Bert Egberts simulated for the first time ever a phospholipid
bilayer, a model for the wall that surrounds all cells. Much has happened in
the last decade. Improved models and new algorithms have been developed,
many different systems have been studied and we have learned about some
serious limitations. In 1998, there is substantial experience with simple simu-
lations of model lipids, and complicated processes such as transport of small
molecules through membranes have been successfully studied. Including pro-
teins, which are a major component of real membranes, is a next step toward
studying important biological functions of membranes. In this thesis I have
added several interesting proteins to our membrane models and studied their
properties.
It describes the main topics I have worked on from October 1995 to
September 1998 (for some sidetracks, see page 181). My work was part of
a larger project, sponsored by the European Union, with ambitious goals.
These goals included studying porin, pore forming peptides, methodological
work on developing polarizable models for water and mean field models for
the lipids, and application of those models in complicated simulations. We
did achieve several of these goals.
Before the real science starts I will give an overview of the rest of this
book. If it seems the tone of this overview is not serious enough, you might
be interested in the chapters themselves.
Chapter 1. Lipid-protein-water simulations
This chapter has two parts. The first part reviews the simulation techniques
and simulations that are similar to the ones in this thesis that have already
been published in the literature. It is based on a review article that my su-
pervisor was asked to write. Writing such an article is a lot of fun and most
educational, but it takes so much time that important scientists often ask
someone younger, presumably with a lot of free time at hand (me), to help
them. This resulted in a long article with free colour pictures. In the first
six months after it had appeared, I sent almost 150 reprints to people from
all over the world requesting a copy. The second part is more practical and
describes how I would set up, run and analyse a simulation if I had to start
over. It is by no means the only way to approach simulations and it may not
xi
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be the best, but I hope someone will find it useful and may avoid some of the
mistakes I have made.
Chapter 2. A technical problem and a working solution
Bert Egberts, and after him Siewert-Jan Marrink, did many simulations on
essentially the same system. When I started in 1995, I thought I would use
this same system. The only problem was that my computer programs were
different, I wanted a different temperature and I wanted a bigger system. In
principle, it should be straightforward to change those things, starting with
something that already works; however, things went terribly wrong. Attempts
to figure out exactly where things went wrong resulted in this chapter. To an
outsider this is probably the most boring chapter (probably to an insider too),
in which systematically a number of changes are made to a system that oth-
erwise stays the same. The article appeared at a fortunate time. One of those
changes (the use of a surface tension) became one of the most controversial
issues at a conference in Chapel Hill, in fall 1996, where many of both the
theoreticians and experimentalists in this field were present. In our article we
determined that it makes no significant difference whether a surface tension
is used or not. Unfortunately, this is in disagreement with experimental res-
ults. On the bright side, after the exercises in this chapter and work by Oliver
Berger in Germany at the same time, we ended up with a new, improved and
bigger system for future use.
Chapter 3. A simulation of three water-filled channels in a membrane
Living cells are shielded from their environment by membranes. Some bac-
teria have a double membrane. If these membranes would be completely
closed, no transport of important molecules (like food or building materi-
als) is possible between the bacterium and the outside that supplies these
molecules. Special proteins called porins form water-filled channels in the
outer membrane. The size of these channels is such that small useful mo-
lecules can cross, but larger harmful molecules are blocked from entering
the cell. The high-resolution structure of some porins is known, which makes
them interesting proteins to study. We created a model of the porin OmpF
from the bacterium E. coli in a large lipid bilayer and let our computer work
on it for half a year. By the standards in the literature it was an extremely
large system. One of the two anonymous scientists who reviewed the article
for Biophysical Journal called it “A monumental study” (followed by a long
series of critical remarks), and the editor of the journal wrote an editorial
on it. A major result from this study is simply that our simulation methods
can deal with systems of this complexity. Among other things, it means that
our models are getting to a point where it becomes possible to study new
xii
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classes of biologically important problems. We found that water molecules
inside the channels behave very oddly for water molecules. Another interest-
ing observation was that a loop at the narrowest point of the channels is not
able to close the channels. This agrees with very recent experimental work
but it disagreed with several older theoretical calculations. For an exhibition
in the Tylers’ museum in Haarlem we produced a video movie of this system,
complete with a professional voice-over by Herman. The movie made it to the
science section of De Volkskrant, a national newspaper.
Chapter 4. A fungal toxin as model system
In fall 1997, Dr. Sansom from the University of Oxford came to Groningen
for a short visit. His group had extensive experience with modelling of ion
channels and we thought it would be interesting to combine his models with
the lipid bilayer simulations we had been doing in Groningen. We focused
on a small anti-microbial toxin, alamethicin, which is excreted by a species
of fungus. Alamethicin forms ion-conducting channels of different sizes by
aggregation of five to ten helices into a barrel-like structure (known as the
barrel-stave model). Such channels destroy the gradients a micro-organism
maintains across its membrane and thereby kill the micro-organism. This is a
common mechanism for anti-microbial peptides. Alamethicin has been stud-
ied by almost every conceivable biochemical and biophysical technique. In
spite of all this data, the structure of channels formed by alamethicin and
the orientation in a bilayer of a single alamethicin is only known approxim-
ately. In this chapter, we examine the structure and dynamics of a single helix
in water, methanol and a lipid bilayer. The simulations offer an inserted struc-
ture of a monomer and a view of the interactions between the peptide and
the bilayer. These interactions can explain why alamethicin always inserts in
the same direction.
Chapter 5. Channels formed by alamethicin
One of the goals of the original project proposal was to study channels formed
by pore forming peptides. A serious problem with this goal was that there
were no high-resolution structures for entire channels that we could use as
starting point for simulations. This meant we would need to build models, but
this is quite complicated. Fortunately, by the time we finished the work on the
porin, we could use Dr. Sansom’s models. Initially, we studied two different
models formed by six helices, arranged in a circle with a column of water
inside. Several interesting results emerged from these simulations. We found
that water inside the channels is highly oriented and moves much slower than
normal water. This effect is largely caused by the orientation of the helices.
Older simulations in Oxford, on considerably simpler models, gave similar
xiii
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results. This is important, because it means that in the future, we can do
certain interesting but very expensive calculations on the simpler models. A
second useful conclusion was that the simulations could distinguish between
a good and a bad model. We knew that one of the two models was probably
not very good, and indeed, it turned out to be unstable. Although alamethicin
is fairly simple, it is probably a good model for several types of complex ion-
channels. Earlier this year, the first crystal structure of a bacterial K+ channel
showed that its basic topology is also a parallel helix bundle, and it is likely
that many common Na+, K+ and Ca+ channels will have a similar structure.
There are many ways to extend the simulations in this chapter. For example,
we are currently studying channels formed by 5, 7 or 8 alamethicin helices
instead of 6. Such simulations might explain the experimentally observed
different conductance states, at the detailed level of positions and motions
of atoms.
Chapter 6. Lipid protein interactions
Proteins and lipids together form biological membranes, and there are all
kinds of interactions between them. It is likely that lipids near proteins be-
have differently from lipids that are nowhere near proteins. Membrane pro-
teins typically have a hydrophobic outside, which matches the hydrophobic
interior of the lipid bilayer. If the hydrophobic outside of the proteins does
not have the same length as the hydrophobic interior of the lipid bilayer,
there is a hydrophobic mismatch. This means either the bilayer or the protein
will have to adjust something, because it is unfavourable for hydrophobic sur-
faces to be in contact with water. If the mismatch is large, drastic effects occur
which can be studied experimentally. If the mismatch is smaller or there is
no mismatch, proteins and lipids still influence each other but the effects are
more subtle. Experimentally, these effects are difficult to measure for various
technical reasons, but from simulations it is much easier. The only problem
is that you need long calculations. In this chapter, we have combined the raw
data from the porin simulation, the alamethicin simulations from chapters
4 and 5, and a series of simulations done by Lucy Forrest in Oxford on In-
fluenza M2. Combined, these systems possess the most important features
of membrane proteins and form a unique set of data. The main conclusion
is that larger proteins or proteins with a larger hydrophobic mismatch have
more effect on nearby lipids. A simple change in the way lipids are oriented
near proteins explains most of the observed effects. These results are use-
ful for theoretical treatments of lipid-protein interactions, including protein
insertion. They also offer a glimpse at the molecular basis of the concept of
hydrophobic mismatch, which is commonly used in biochemistry to ration-
alise a variety of observations in lipid-protein interactions. A second topic
xiv
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in this chapter is the orientation and dynamics of aromatic residues. Several
strange properties have been attributed to the aromatic residues phenylalan-
ine, tyrosine and tryptophan, but we find little evidence for any of these. It
appears that they behave according to some simple rules.
Chapter 7. A purely imaginary system ?
Unlike the previous chapters, this chapter deals with a system for which there
is no experimental data whatsoever. In fact, when we did most of the work
for it, it was not even clear the protein membun actually existed. Dr. Choma
designed it on her computer, and was trying to synthesise it when I became
involved. The question in this chapter is not about the structure or proper-
ties of one system, but is more general: how can molecular dynamics help
in the long, hard, costly process of designing a protein from scratch? (not
to mention the actual synthesis, purification and characterization of a nicely
hydrophobic membrane protein. Apparently, this part makes the long, hard
and costly process of designing a protein look quite simple.) The question is
very interesting: if it turns out molecular dynamics can indeed provide valu-
able information then design people have a new tool. Simulations of membun
give no evidence that there is something wrong with the design. This either
means the simulations can not distinguish between good and bad proteins,
or it means that the design is fine. We will know when the structure of mem-
bun has been determined experimentally. In a more ambitious approach, we
tried to predict the structure of membun from some basic information. To
test if this can work we also attempted to predict the structure of a structur-
ally related protein, which actually exists. However, the results are somewhat
ambiguous. This is not entirely surprising, because there is a direct connec-
tion between what we tried here and the arguably most important unsolved
problem in biophysics: how does a protein fold?
Conclusions: Tying it all together
Finally, the last chapter provides a brief outlook on future developments.
Since I am assuming that not everybody will make it past the current chapter,
I will give away the end here. In chapters 3–7 we have shown (or at least
suggested) what molecular dynamics simulations of membrane proteins can
do for real systems (porin, alamethicin), modelling (alamethicin) and design
(the helix bundle). There are many ways to extend the work in this thesis, but
two general directions stand out.
1. The detailed models for porin and alamethicin can be used for fur-
ther simulations (possibly of simplified models), that include non-
equilibrium elements such as moving ions, hydrostatic pressures and
xv
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external electric fields. Such simulations could contribute to under-
standing the fundamental processes of ion transport, ion selectivity and
voltage gating.
2. Detailed simulations can be used as one of the last steps in modelling
procedures for proteins for which there is little structural data (or struc-
tural data at a low resolution), but a large amount of biochemical and
genetic data. Building models of membrane proteins is an important
field because it still is a difficult challenge to determine the high res-
olution structure of a membrane protein. Examples were we have used
simulations in this way include human Aquaporin 1 and Influenza A M2.
I hope this overview does not give the wrong impression that it was all
fun and games. The last three years also entailed hard work in medieval
German castles (not my fault Burg Arras is in a famous wine area), tiresome
visits to Spain (the tapa bars in Murcia, in particular), hardships in luxurious
hotels in exotic places like Stockholm, Gothenborg, Amsterdam, Lunteren,
Durham, Kansas City, Chigaco, Philadelphia, Saxton Rivers (pop. 5000) and
Guernevaca, and warm and comfortable stays in the renaissance buildings
of Christ Church college in Oxford, in the middle of winter (for the next
visitor’s sake, I hope there will be hot water next winter). All in all, the last
three years have been a most interesting time, and I hope I have been able to
convey at least some of my enthusiasm in this thesis.
With best regards,
Peter Tieleman
Groningen, 18th October 1998
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Summary
This introductory chapter gives a general overview of molecular dynam-
ics. It describes the main advantages and shortcomings of MD as method
to study lipids and reviews simulations of membrane proteins in or on
lipid bilayers. It also describes a working method to set up and analyse




Knowledge of the structure and dynamics of membranes has traditionally
been fragmentary at the atomic level. This is due partly to the fluid charac-
ter of membranes under physiological conditions, and partly to the lack of
experimental data that are directly interpretable in terms of positions and
motions of atoms. In the last decade the availability of powerful computers
has opened new ways to study lipid bilayers in atomic detail. Computer simu-
lations now offer a detailed picture of structure and dynamics of membranes;
a video film of the trajectory of lipids in a bilayer leaves few questions un-
answered about the behaviour of a lipid membrane over a time span of one
nanosecond (10−9 s).
The important question to ask is, do simulations represent the truth? Do
simulations have predictive power? What are the possibilities and limitations
of these new techniques?
With these questions in mind, we will review simulation studies that use
the molecular dynamics technique to study the structure and dynamics of
lipid bilayers, and proteins interacting with them, in atomic detail. This ex-
cludes a number of other theoretical approaches, notably stochastic dynam-
ics [1, 2], continuum electrostatics methods [3], Monte Carlo approaches [4],
simulations that treat peptides in atomic detail but the membrane as mean
field [5], and more phenomenological approaches that deal with a longer time
and length scale [6].
The molecular dynamics technique has developed over the last decades
from a method to study the dynamics of liquids of solid spheres and Lennard-
Jones particles to a versatile method to study many different types of systems
at atomic resolution [7,8]. In the field of biophysics a large body of MD studies
on proteins in vacuum and in solvents is available. The development of this
particular use of molecular dynamics was greatly stimulated in the 1980’s,
when a number of general-purpose force fields for water, proteins and DNA
as well as some general-purpose computer programs for simulations became
available, e.g. AMBER [9], CHARMM [10], GROMOS [11,12] and OPLS [13].
At about the same time the first studies of lipid systems appeared in the
literature. Initially many of these studies were performed on simplified mod-
els for lipids and solvent was often not taken into account [14–16]. Within
long however, the models were extended to represent all atoms of lipid mo-
lecules and water was included [17, 18]. From these early studies it became
clear that MD, subject to certain limitations, can give detailed insights into
the motions of lipids and proteins.
Here we will focus on the application of MD on biologically relevant lipid
and lipid-protein systems. We start with a brief description of the MD tech-
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nique, its potential for use in simulations of lipid bilayers and its main lim-
itations. Then we will get to the main point: simulations of proteins in and
on bilayers. There are many other interesting areas of application, such as
transport of small molecules and interactions between bilayers, but these
fall outside the current scope [19].
1.2 The molecular dynamics method
1.2.1 The description of molecules
In a molecular dynamics simulation all atoms in the system under consider-
ation are treated classically. Interactions between atoms are divided in non-
bonded interactions, usually between any pair of atoms that are within a
given cutoff radius, and bonded interactions between atoms connected by
chemical bonds. For the non-bonded interactions (electrostatic and van der
Waals), a partial charge and parameters for repulsion and attraction are as-
signed to each atom. The bonded interactions consist of bond, angle and
dihedral terms. Bonds and angles are usually described as harmonic oscillat-
ors and dihedral angles are usually described by a suitable cosine expansion.



























Here rij is the distance between atoms (or pseudo-atoms when CHn groups
are treated as one atom) i and j, qi is the partial charge on atom i, Aij and Bij
are Lennard-Jones parameters, kb, kθ and kφ are force constants for bonds,
angles and dihedrals, n is the dihedral multiplicity and b0, θ0, φ0 are equi-
librium values for the bond lengths, angles and dihedral angles.
The precise form of this potential function is a choice for which there
are many options. In particular, different forms for the van der Waals inter-
actions and the dihedrals are in common use and the bonds are often con-
strained in simulations. However, the form given here is reasonably general,
and shows the most important assumptions that are made: only pair-additive
interactions are taken into account (non-bonded interactions involving three
or more atoms are neglected), atoms are represented as point charges (elec-
tronic polarizability is neglected) and simple quadratic forms are used for
computational efficiency.
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Using this potential function, we can solve the equations of motion for
all atoms in the system, by calculating the forces on all atoms and integrat-
ing in time. In principle, it is possible to calculate the complete dynamics of
any system that can be described in terms of a simple interaction potential.
The main result of such a calculation is a trajectory of all atoms in time: the
coordinates and velocities of all atoms at any of the integration steps. Poten-
tially, this makes MD a powerful technique to study the motions of atoms in
a detailed manner.
1.2.2 Limitations of molecular dynamics
MD has a number of important limitations. The potential function (eq. 1.1)
requires a large number of parameters for partial charges, van der Waals in-
teractions, equilibrium values for bonds, angles and dihedrals, and force con-
stants. Many of these values can be obtained from either experiment (spec-
troscopy) or quantum mechanics, but because of the simplified form of the
potential function compared to the “real” function, there is no guarantee that
these parameters will give good results. In particular, the omission of atomic
polarizability in the commonly used force fields influences the force field
parameters such that average effects of polarizability are retained but de-
tailed effects are not properly represented. Additionally, some parameters
like the dispersion in the van der Waals interactions and the height of the
barriers in the dihedral potentials are difficult to determine. This uncertainty
in the parameters makes extensive testing of parameter sets on simple sys-
tems, which can be compared to experimental data, necessary. In fact, often
parameters are treated as empirical values that are obtained by fitting models
to experimental data, e.g. a water model to experimental data on water.
The second limitation is the maximum time step for which the integra-
tion of the equations of motion is still stable. A typical value in practise is
2 femto seconds (10−15s). This means that 500000 computationally expens-
ive integration steps are necessary (taking in the order of one to two weeks
on a fast computer for typical systems) to calculate the dynamics of a sys-
tem during one nanosecond. This limits the lengths of current simulations
to the nanosecond time scale. The same practical limit on computer power
dictates that the largest system that currently can be handled is of the order
of tens of thousands of particles, corresponding to system sizes of roughly
5-10 nanometer.
The third major limitation of standard molecular dynamics is the classical
treatment of the system. This makes it impossible to consider chemical reac-
tions without describing at least part of the system quantum mechanically,
but is currently of no consequence in simulations of lipid systems.
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1.3 Molecular dynamics of lipid systems
What can we expect from molecular dynamics simulations of lipid systems,
given the general possibilities and limitations of molecular dynamics de-
scribed in the previous section? Obviously, it is important to know at which
time and length scale the processes occur that we are interested in. A brief
overview is given here, and a more elaborate account can be found in [20].
Apart from the fundamental considerations of time and length scale that
have to be taken into account when planning a simulation, there are a number
of technical choices to be made. The most important technical choices are
treated briefly below.
1.3.1 Time and length scales
The fastest motions are bond and angle vibrations and librational motions,
small fluctuations of dihedral angles around a bond within the same molecu-
lar conformation. These types of motions occur on a time scale up to a few
picoseconds. This is also the time scale for the diffusion and orientational
correlation of water and other small molecules. Trans-gauche isomerizations
of the dihedrals in the lipid tails are slower and occur on a time scale of tens
of picoseconds. Trans-gauche isomerizations become slower closer towards
the headgroup of a lipid, up to a few hundred picoseconds. The dynamics
of some of the dihedrals in the headgroups is slower because of the strong
interactions within and between headgroups.
If we turn to whole lipids the time scales become even longer. In a few
nanoseconds, phospholipids might rotate around their long axis. For lateral
diffusion, or two lipids switching place within one bilayer leaflet, tens of nano-
seconds are needed. Even slower motions such as the cooperative motion in
phase transitions, the insertion of large molecules like proteins, or the rare
event of a lipid flipping over to the opposite membrane leaflet are well out
of reach of MD simulations. The same would be true for the slow process
of permeation of small molecules through bilayers, but sometimes there are
ways to get around such limitations [20].
We can draw at least two conclusions. The first is that straightforward
MD is an excellent method to study the dynamics of tails and individual lip-
ids. This is an important application because MD can give detailed atomic
pictures that can be used for the interpretation of e.g. NMR studies on re-
laxation and diffraction studies on the rather disordered lipid membranes.
It is also possible to study the behaviour of solvent molecules in and near
bilayers, as well as the differences in behaviour of different types of lipids in
terms of structure and solvent dynamics.
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The second conclusion is that any simulation of a lipid bilayer at the cur-
rent state of the art will stay relatively close to the initial configuration, since
the rotational and translational motion of lipids is too slow to sample accur-
ately in a few nanoseconds. This is an important consideration in the simula-
tion of the interactions of phospholipids with cholesterol or the interaction
between proteins and lipids, to name but two applications.
In practise, the size of a model bilayer in a simulation is currently limited
to ∼100-200 lipid molecules; 50-100 lipids is the most popular size. Usu-
ally, periodic boundary conditions are used to avoid strong artefacts from
the presence of boundary planes, so that effectively a stack of bilayers with
infinite dimensions is simulated. In the literature the length of simulations is
limited to a few nanoseconds; most simulations are less than a nanosecond.
Although many interesting phenomena occur on the nanosecond time scale,
processes like phase transitions, phase separation in lipid mixtures, mem-
brane fusion, protein folding or protein insertion into membranes are well
out of reach of straightforward molecular dynamics.
1.3.2 Technical issues
Force fields
The force field is the description of interactions as in eq. 1.1, and the para-
meter set that belongs to it. There are many choices in the literature. Para-
meters within a set are internally consistent, but this is not necessarily true
between different sets. An additional problem is that simulation-method de-
tails influence the parameters. Therefore, parameters may need to be ad-
justed when the simulation conditions or algorithms are changed. For more
details we refer to a recent overview by Berendsen and Tieleman [21], the
original literature, e.g. [22–26] and, for the force fields used in this thesis, to
the next chapters.
Ensembles
There are different ways in a simulation to treat macroscopic boundary con-
ditions. The temperature T , and number of particles N are almost always
kept constant. However, there are several options for the volume or pres-
sure, and we must distinguish dimensions and pressures in lateral and per-
pendicular directions. With l the perpendicular box size, A the lateral area,
p the bulk pressure, and γ the surface tension, we can keep the dimensions
(N, l,A, T ), pressure and surface tension (N,p,γ, T ) or the pressure and area
per molecule (N,p,A, T ) of the system constant [27–34]. In the recent liter-
ature there has been considerable discussion about what the best approach
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is in lipid bilayer simulations. In the next chapter this discussion is summar-
ised, and our contribution to it described. The conclusion we reached is that
constant pressure at zero surface tension is the most suitable ensemble for
bilayer simulations. Constant volume can lead to artefacts that may not be
easy to recognize.
Pressure and temperature control
The temperature in a system is given by the kinetic energy of all atoms. Due
to numerical inaccuracy and cutoff effects (see below) the temperature in
a system will tend to drift away from the starting temperature. To prevent
this, some type of temperature control is necessary. The pressure of a system
depends on the forces and positions of all atoms and determines whether the
system expands or contracts and therefore how the size of the simulation
box fluctuates. Many algorithms for pressure and temperature control are
discussed by Allen and Tildesly [8] and we will only describe the two different
approaches that are the most commonly used methods in lipid simulations.
A simple method to control both pressure and temperature is the weak
coupling scheme [35], which means the system is coupled to a “bath” of con-
stant pressure or temperature via some suitable coupling parameters. The
main advantages are that this method is simple and causes little perturbation
of the system. The main drawback is that this method generates an unknown
statistical mechanical ensemble; this makes it impossible to interpret fluctu-
ations of thermodynamical averages and there is no conserved quantity. In
most simulations we do not use the specific properties of the NpT or NVT
ensembles and this is not such a big problem. A second drawback is that a bad
choice of coupling parameters can lead to unphysical temperature gradients
in the system or fast fluctuations of the box size.
A second method is the so-called “extended system” approach [34,36,37].
In this method additional degrees of freedom are included for a piston for
pressure coupling and thermostats for temperature coupling. This system has
the advantage of a well-defined statistical mechanical ensemble, although this
ensemble includes the unphysical piston and thermostat. Drawbacks include
its greater complexity (the equations of motion become much more involved)
and possibly oscillations in temperature and pressure.
Electrostatic interactions and cutoffs
Eq.1.1 assumes we calculate the interaction of all atoms with all other atoms,
but this is highly inefficient for large systems. Since the interactions between
atoms become weaker at longer distances, it makes sense to cut them off
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at some point, i.e. no longer calculate interactions between atoms when the
distance between them is more than a certain value. Such a cutoff means part
of the interactions are neglected, but how serious this is depends on the type
of interactions and the magnitude of the cutoff radius used.
Van der Waals interactions rapidly decrease with increasing distance, but
Coulomb interactions between dipoles, and especially between whole charges,
are quite long-ranged. The simplest way to deal with these long-ranged inter-
actions is by ignoring them, but in practise this does not work for systems
with fully charged atoms.
A popular approach is the use of a spherical double cutoff. This means
that all interactions within a certain distance (typically 1 nm) are calculated
every step, and every once in a while (typically 10 steps) the electrostatic
contributions within a large sphere (typically 1.5–2.0 nm) are calculated and
assumed to remain constant over the next ten steps. Varying results with
this method have been reported but when applied with care we think it can
give decent results, although the next method is better when free charges are
present in the simulated system. All of the simulations in this thesis used a
double cutoff, mainly for practical reasons.
The most accurate method to treat the electrostatic interactions in a peri-
odic box is solving the Poisson equation for the complete system. Tradition-
ally the Ewald method has been used to calculate the electrostatic interactions
in crystals but when the charges in the system are distributed over a fine grid,
this method can be applied to other systems too. The long-range electrostatic
part then requires the solution of the Poisson equation on this grid, for which
standard methods are available [38,39]. This method will no doubt in the near
future gain popularity, although it may cause artificial correlations in some
cases. In addition, it may involve re-parameterizing (parts of) the currently
used force fields.
In the remainder of this review we will generally ignore the technical con-
clusions from the reviewed articles and focus on the biophysically interesting
conclusions. However, it should be realized that most of the current literature
is dedicated at least in part to methodological questions. We refer to an ex-
cellent recent review by Tobias et al. [40] and to Berendsen and Tieleman [21]
for more elaborate accounts.
1.4 Experimental data on lipid bilayers
Since molecular dynamics simulations are based on models, the results of
such simulations have to be validated by experimental data. When the simu-
lations yield good agreement with experimental data it is reasonable to trust
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the basic model and use the simulations to explain experimental results, en-
hance the models used for the interpretation of experimental data and study
phenomena that cannot be studied by experiment.
What kind of data is available for comparison with simulations? Over the
last decades a variety of experimental techniques has been applied to lipid
systems. However, only a relatively small number of properties can be com-
pared directly with simulation results. These include density profiles (elec-
tron and atom densities), cell parameters such as area per lipid, density and
bilayer repeat distances in multi-lamellar bilayers, order parameters for the
lipid chains, number of bound water molecules and electrostatic dipole po-
tentials. Below we outline some of the experimental techniques.
1.4.1 Diffraction methods
Neutron and X-ray diffraction are probably the most powerful techniques to
determine structures at atomic resolution. Unfortunately, the liquid crystal-
line phase is highly disordered and only a few diffraction peaks are observed.
Nonetheless, considerable progress has been made in experimentally elucid-
ating the structure of a bilayer.
Wiener and White published a series of papers in the early nineties on
a method to combine neutron and X-ray diffraction data to arrive at one of
the most detailed pictures of a fluid phase bilayer (DOPC) determined by ex-
periments thus far [41]. One of the main new results of this study was the
distribution of different atom types as function of the position perpendicular
to the membrane interface. Nagle et al. have determined the structure of a
fully hydrated DPPC bilayer by a combination of high resolution X-ray dif-
fraction and a theory to account for the substantial undulation fluctuations
of the bilayer [42]. The main results of this study are bilayer form factors,
which can be obtained by Fourier transforming electron density profiles, and
a number of other structural parameters at the experimental conditions: the
area and volume per lipid, the peak-to-peak distance in the electron density
profile, the number of water molecules per lipid at full hydration and the
multi-lamellar bilayer repeat spacing. More recently, similar data has become
available for DMPC [43,44].
The more ordered gel phase is easier to study by diffraction experiments
and a detailed structure of a fully hydrated DPPC gel phase has been available
for some time [45, 46]. The available properties include the distribution of
methylene atoms in the bilayer, electron density profiles and form factors,
and many derived structural parameters such as areas per lipid and chain tilt
angles.
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1.4.2 Nuclear Magnetic Resonance
NMR spectroscopy yields 13C-H relaxation times at many positions in lipids.
The most elaborate study of such relaxation times was reported by Brown and
co-workers [47, 48]. They studied DPPC vesicles at different field strengths.
In principle, the fast motions obtained in these experiments can be com-
pared with the fast motions in simulations, extracted from time correlation
functions of C-H vectors. This provides a way to validate the dynamics of
simulations, although simulators have rarely used these fast motions [49].
Much more attention has been paid to the order parameters that can be
measured by NMR on deuterated lipids. Order parameters are among the most
accurately determined experimental properties (for reviews, see [50,51]) and
are readily available from simulations.
1.4.3 Other techniques
Rand and Parsegian have summarised a large number of structural paramet-
ers for many different types of lipids [52]. This list has been used to determine
box sizes in constant volume simulations but many of the values in the list
have large error margins. Many other techniques have been used to study spe-
cific bilayer properties. To name a few: ESR spectroscopy, fluorescence meas-
urements using fluorescent markers, black film measurements to determine
permeabilities, IR/Raman spectroscopy to study tail dihedral gauche-defects
and order parameters, measurements of membrane surface potentials, par-
titioning of small molecules, force measurements between membranes and
differential scanning calorimetry to study phase transitions.
Although these results are important in specific studies, they are usually
not general or accurate enough to provide critical tests for the validity of
a simulation. With the continuous increase in computer power and devel-
opment of experimental techniques, new experimental results come within
reach of simulations. Examples of this are chemical shift calculations, which
allow direct comparison with chemical shifts measured by NMR, and cross-
relaxation data from NMR, which can be directly compared to simulation res-
ults (K. Gawrisch et al., personal communication).
1.5 Simulations of pure lipids
DPPC (and the closely related DMPC) can be considered the benchmark lipid
in the study of model bilayers, both experimentally and by simulation. How-
ever, most biological membranes contain mixtures of lipids and proteins and
the lipids are generally unsaturated. We can expect a shift of attention in
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simulation studies from the “boring” DPPC to other lipids once DPPC can be
accurately simulated (which is about at the present time). A few studies of un-
saturated lipids are already available in the literature [53–58]. Second to DPPC,
DLPE has been a favourite lipid in the simulation community, partially be-
cause a crystal structure is available, and partially because of the interesting
contrast of the PE headgroup with the PC headgroup. Several reviews cover the
new insights into the structure and dynamics of pure lipid bilayers that sim-
ulations have given us, and we will not repeat them here [1,19,21,40,59–61].
1.6 Lipid-protein interactions
Recently, researchers have begun to include proteins in lipid systems. Obvi-
ously, this is a major advance towards studying more realistic biological sys-
tems. Although the number of studies is still small, widely varying proteins
such as a membrane spanning channel (gramicidin A), several transmembrane
helices, an integral membrane protein (bacteriorhodopsin), a membrane-
bound peptides, and a phospholipase that is active on lipid surfaces (PLA2)
have been studied. Below we will summarise the most important findings.
1.6.1 Surface bound peptides
Damodaran et al. studied the interactions of the tripeptide Ala-Phe-Ala-O-
tert-butyl with a DMPC bilayer [54]. Two starting structures were used, based
on different experimental data. In the first, the peptide backbone was placed
parallel to the bilayer surface, which exposes the tert-butyl group to solvent
somewhat. In the second, the tert-butyl group was placed so that it inter-
acts with the acyl chains of the lipids. Neither the dynamics nor the average
structure of the bilayer appeared to be perturbed much by the presence of
the peptide. Compared to the same peptide in solution, the dynamics of the
peptide are much slower. In 450 ps both starting structures remained stable,
indicating the presence of multiple stable conformations of these peptides.
This can help to explain the different results from diffraction and NMR stud-
ies, since these two methods average over different time scales. It also means
the choice of starting structure in a lipid-protein simulation is important; no
path connecting the two structures was found in a simulation of 450 ps.
In a second paper on the interaction between a small peptide and a bilayer
Damodaran and Merz Jr. studied the fusion inhibiting peptide carbobenzoxy-
d-Phe-l-Phe-Gly with N-methyldioleoylphosphatidylethanolamine lipids [55].
They conclude that the insertion of the phenylalanyl sidechains into the lipid
hydrocarbon region cause a significant increase in the order parameters near
12
1.6 Lipid-protein interactions
the carbonyl groups and a decrease in the water penetration in the headgroup
region. This gives the affected region gel-like properties, which may be the
molecular mechanism for the fusion inhibition that is observed experiment-
ally.
One of the first published studies on a larger peptide interacting with
a membrane concerned an amphipathic helix from Corticotropin-releasing
factor [62]. Huang and Loew simulated residues 13-41, modeled as ideal helix,
bound to a DOPC bilayer. The peptide remained mostly helical during the 510
ps of simulation although the ends started to unravel. In vacuum the helix
rapidly unfolded, but this is not a stringent test since single helices are not
usually stable in vacuum. The effect of the peptide on the membrane was
small: the first methylene segment of the tails was disordered compared to
the pure bilayer and the lipid headgroup region was broadened towards the
water region.
More recently, Kothekar et al. have studied interactions of small pep-
tides with a DMPC bilayer. Substance P was simulated for 260 ps. Only small
changes in the bilayer and peptide structure were observed [63]. Simulations
of Boc-Pro-Aib-Ala-Aib-OBzl and Boc-Leu-Aib-Pro-OBzl peptides in DMPC and
water showed that there is more fluctuation in dihedral angles in water than
in the bilayer environment [64]. It appears that a significantly longer time
scale will be necessary to obtain more interesting information.
The most elaborate study of a surface bound peptide thus far has been
performed by Bernèche et al. [65]. In an interesting combination of continuum
electrostatic calculations and molecular dynamics simulations they examined
the interactions between the amphipathic peptide melittin and a model DMPC
bilayer. Among other things, they found that protonation of the N-terminus
of the peptide has a large influence on penetration of water molecules into
the bilayer, suggesting a mechanism for the permeation inducing properties
of melittin.
1.6.2 Membrane spanning peptides
Woolf and Roux studied the gramicidin A channel in DMPC [66, 67]. This is
probably the best characterised system experimentally, with a wealth of NMR
data from several sources available. The dimers form membrane-spanning
channels that conduct ions. Their model contained 16 DMPC, two gramicidin
A proteins and about 650 water molecules. By averaging over a series of 6
simulations many of the available experimental data on order parameters
and backbone conformations could be reproduced. The presence of gram-
icidin A causes an increase in ordering of neighbouring lipids. However, the
protein concentration in this system is very high and no “bulk” lipids are
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present. Tryptophan residues appeared to form the boundary between the
glycerol groups and the acyl chains; they are hydrogen-bonded to the gly-
cerol backbone or water and the bulky hydrophobic part is in contact with
the acyl chains.
Another project from the same authors concerns the bacteriophage Pf1
coat protein [68]. This 46 residue protein consists of a membrane-spanning
hydrophobic helix, a short amphipathic helix and a disordered connecting
loop and termini. They used the limited information from solid state NMR
to construct a plausible model of the amphipathic protein at the membrane-
water interface.
Using the same simulation protocol as for gramicidin A, Woolf studied all
seven helices from bacteriorhodopsin individually in DMPC bilayers [69,70].
There were considerable differences in the dynamics of the helices, which
could be correlated to some extend with the specific amino acid composition
of the helices. The general goal of these simulations is to provide information
that can be used in improving tertiary structure predictions, which rely on
the interactions of helices. A careful and detailed analysis of the energetics of
interactions between the helices and lipids revealed a complex pattern which
suggested currently used scoring functions for placement of amino acids in
bilayers are too crude.
Belohorcová et al. studied an amphipathic model helix consisting of a num-
ber of hydrophilic residues flanking a core of 18 leucines, again with the same
simulation protocol. This is an interesting model helix because many chan-
nels are formed by amphipathic helices. They observed that the termini of
the helix are much more flexible than the middle of the helix. The motions
of the leucine chains are much faster than those of the lysines in the head-
group area. During the simulation of over 1 ns, the helix tilted to 25◦ and
was somewhat bent. It appears nanosecond simulations can be used to study
orientations of entire helices in bilayers.
Finally, the largest single simulation of a transmembrane helix in the lit-
erature has been described by Shen et al.. They simulated a 32 residue poly-
alanine helix in 64 DMPC lipids. The central 12 residues in the bilayer interior
formed a stable helix, but the termini fluctuated in structure. The helix tilted
up to 30◦ with respect to the normal on the bilayer and bent in the middle.
Order parameters of the lipids near the helix were lower in the headgroup
region.
1.6.3 Surface active proteins
The important enzyme phospholipase A2 is a water soluble protein and is
active at the water-lipid interface. It hydrolyses the sn-2 ester bond of phos-
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pholipids, and plays an important role in many processes.
Berendsen et al. explored the role of the lipids in binding to PLA2. Prelimin-
ary simulations of PLA2 in a system with lipids and solvent revealed problems
with the modelling of the calcium ion in the enzyme [71,72]. A continuation
of this work is currently in progress.
Zhou and Schulten studied the structure of PLA2 on a DLPE monolayer
and mechanisms that enhance the catalytic activity of the enzyme [73]. They
modelled two lipid-enzyme complexes. In the first complex PLA2 was placed
loosely on top of the bilayer, in the second complex PLA2 was placed much
deeper into the bilayer, which they refer to as the “tight complex”. Using a free
energy perturbation method [7] and knowledge of the dielectric susceptibility
calculated by a method developed in an earlier study [74] they show that the
lipids at the interface between the protein and the bilayer become desolvated
in the tight, but not in the loose complex. The desolvated lipids can interact
with a number of hydrophobic residues lining the active site of the enzyme.
1.6.4 Integral membrane proteins
Edholm et al. studied bacteriorhodopsin in a lipid bilayer [75]. This work in-
cludes the only published simulation of an integral membrane protein before
1997 in a bilayer. They simulated a series of systems of increasing complex-
ity, starting with a monomer in vacuum, then the trimer plus six crucial lipids
in vacuum, the trimer in a lipid bilayer and finally a unit cell of the hexagonal
lattice, containing the trimer, lipids and water. In all of the simulations the
structure of the protein moved away 2-3 Å from the starting structure, but
the RMSD averaged over all three monomers in the full system was much
smaller. These deviations suggest that the structure of the protein is stable
in the simulations. It also shows the advantage of a trimer, which provides
three approximately independent structures. Analysis of the deviations from
the simulations with respect to their average structures and electron cryo-
microscopy structure revealed good agreement with data from NMR on flex-
ible parts of the protein and with the crystal structure for the more rigid
helices.
As expected, the membrane-spanning helices of the protein fluctuate less
than the peripheral loops. Surprisingly, the fluctuations of both the lipids
and the protein were much stronger in the inner side of the membrane. This
appears to be caused by the structure of the protein: water penetrated deeper
and more often into the bilayer and protein structure at the inner side, which
may cause the lipid and proteins atoms in that area to become more mobile. In
the absence of water molecules, in a system with just lipids and protein, this
asymmetry is not found. Whether this asymmetry has any biological relevance
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remains open.
1.7 Outlook
Molecular dynamics simulations of lipid systems have come a long way since
the first studies of highly simplified systems. It is now possible to study a vari-
ety of phospholipid systems, including systems with solutes, cholesterol and
membrane proteins. At the same time, the limitations of the current simula-
tions are becoming more obvious. We will mention a few areas of innovation
and future projects.
1.7.1 Technological advances
Eventually the currently used potential functions combined with the force
field parameters, which are at the heart of any molecular dynamics simula-
tion, will prove to be too limited in several aspects. Many of the currently used
lipid parameters are not consistent with current protein force fields, which
limits their applicability in mixed lipid-protein systems. The improvement of
the treatment of long range forces and other methodological issues will make
it necessary to construct and test new force fields. Ultimately polarizability
will have to be included in the force fields, lifting one of the most important
limitations of the potential functions commonly used in MD.
The algorithms that are used in simulations form a second area of innov-
ation. An increasing number of studies suggest it is necessary to use more
accurate methods than cutoff schemes to calculate long-ranged forces. These
include Ewald or other lattice-sum methods to calculate Coulomb forces and
mean field approximations for the long-range part of van der Waals or Cou-
lomb interactions. The precise effects of different algorithms for pressure
and temperature control are also a matter of concern. Multiple timestep al-
gorithms, designed to have different timesteps for integrating fast and slow
motions, can increase the total time scale for simulations. Klein and co-
workers developed and studied the relevant algorithms [34, 37], but these
are not in general use yet.
Most biological questions concern much larger time and length scales than
can be investigated by straightforward molecular dynamics. In principle the
combination of molecular dynamics to study local motion and biased Monte
Carlo methods that allow large motions, including lipids exchanging position,
could provide access to a longer time scale. This concept will have to be
worked out in more detail [76].
The time scale that is accessible for simulations will increase with increas-
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ing computer power, but to adequately sample mixtures of lipids, lateral lipid
motion and protein-lipid interaction, an increase in speed of several orders of
magnitude is needed. Together with the increasing complexity of algorithms
and increasing system size, demand for computational power will remain
tremendous.
1.7.2 Biological issues
The previous section deals with rather technical issues, but what can we ex-
pect from a biological or biophysical point of view from simulations?
Generally speaking, the more recent simulations of liquid crystalline and
gel phase DPPC and DLPE come close to reproducing all available experi-
mental data. They have provided a detailed picture of the structure and dy-
namics of fluid phase model bilayers. In particular, practically all experiment-
ally available data has been reproduced in some simulation; the problem is
to reproduce all data at once. However, our knowledge of the general physics
of DPPC and DLPE is unlikely to increase much further from straightforward
simulations of these systems. They do remain excellent systems to test new
methods on, of course.
The detailed study of other lipids than DPPC (or DMPC) and DLPE has
only yet begun, with just a few studies available that generally describe short
simulations. From a number of longer simulations it is clear that structural
parameters and properties such as order parameters converge on the nano-
second time scale; in addition, details of the structure and dynamics of lipid
systems, as they are found from simulations, are sensitive to the simulation
methods used. It will therefore be interesting to directly compare longer sim-
ulations of different lipids, simulated under the same conditions. Although
we did not go into the technical details behind the simulations described here,
it is somewhat surprising, and reassuring, that, in spite of the considerable
differences in simulation methodology and force fields, the results from most
studies on similar systems are very comparable.
Three particularly interesting types of lipid systems, due to their biological
relevance, are mixtures with cholesterol, mixtures with charged lipids, and
unsaturated lipids. When much of the work to date is viewed as an attempt
to develop the methods and the parameters, using two well-studied lipids,
the study of biologically relevant model membranes has just started. Plenty
of relevant systems are waiting.
The partitioning of small molecules, such as anaesthetics or ions, between
medium and membrane, and the influence of such molecules on membrane
structure and fluidity can in principle be investigated by present-day tech-
niques. The same applies to the effect of lipids such as cholesterol on bilay-
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ers. We can expect more and longer simulations on such mixed systems in
the future. Eventually, the gap between atomic detailed simulations using mo-
lecular dynamics and the phenomenological microscale simulations should
be bridged by a combination of techniques.
Currently many groups are working on simulations of membrane proteins
or peptides embedded in bilayers. The study of this complicated type of sys-
tem is still in its infancy. The development of algorithms and force fields
that can increase the time scale that is accessible by simulations will be par-
ticularly important here. The low number of membrane proteins for which
accurate structures are available also limits the applicability of simulations,
but more structures are expected to be solved by X-ray, NMR or electron-
microscopy in the near future.
1.8 Simulating membrane proteins
It the past, molecular dynamics simulations of systems big enough to con-
tain a useful bilayer or membrane protein could only be run on large and
expensive computers. However, the steady increase in computer power com-
bined with new and efficient simulation programs (like GROmacs, http:
//rugmd0.chem.rug.nl/˜gmx), has made it possible to run simulations of
systems consisting of up to tens of thousands of atoms on relatively cheap
desktop computers. There are many ways to set up and analyse simulations,
but getting started can be daunting. I hope a short guide to how I set up new
simulations may be useful.
There are three steps in any simulation. The first is setting up the sim-
ulation: creating a starting structure and determining the parameters of a
run. Creating a starting structure is described below, and the next chapters
describe the parameters, programs and simulation conditions I have used. A
simple start is to get an established MD package. The second step is the run
itself. This is a most relaxing step, the computer does all the work. The third
step is the analysis and interpretation of the data calculated by the computer.
1.8.1 Creating a pure lipid bilayer
Nowadays, it is often possible to start simulations with equilibrated struc-
tures from previous studies. This is certainly true for common lipids like
DMPC, DPPC, POPC and DLPE. Sometimes it is straightforward to use an equi-
librated structure of a bilayer consisting of lipids that are similar to the de-
sired lipid, by editing the lipids a little, e.g. changing a DPPC to a DMPC bilayer.
However, certain obvious looking transformations are not very useful. An ex-
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ample is POPE→ POPC. It took almost 2 ns of simulation time before the area
per lipid of the POPC structure became stable. This seems surprising consid-
ering the similarity between the two lipids but the structure of the hydrated
headgroups of PE and PC lipids are quite different.
If no starting structure is available, we are faced with starting from scratch.
Let us take DiPhyPC as example.
1. Find as much experimental data on DiPhyPC as possible. Useful data
to compare to simulations include NMR order parameter data, electron
density profiles, atom density profiles, area per lipid, and total density.
It is unlikely that all of these are available, except for a few of the best-
studied lipids. In addition, the area per lipid is often known with low
accuracy only, because it is usually derived indirectly from volumetric
measurements. Most of these properties are also temperature depend-
ent.
2. Generate the structure of one lipid with a molecular editor.
3. Generate a topology for the lipid. In some cases, e.g. CHARMM, this can
be done automatically, in others, e.g. GROMOS or GROmacs, this is not
yet possible. For GROmacs, a good method is to start with the topology
of another PC lipid (since the headgroup is the same) and change the
tails.
4. Test the topology and generated structure by a simulation in vacuum,
to make sure that there are no unexpected high energies and that the
stereo chemistry is correct.
5. Now it is time to create the actual bilayer. One method I have used is the
following: place 16 lipids, randomly rotated around their long axis and
randomly translated over∼0.5 nm laterally, on a 4× 4 grid that is some-
what larger than the estimated final size. Rotate the monolayer to obtain
the second leaflet of a bilayer (mirror image operations are tempting but
change the chirality of a glycerol carbon). Do a short simulation in va-
cuum with pressure coupling to high lateral pressures (whatever works:
200 bar, 500 bar). This will compress the bilayer. Take a structure with
the desired starting area and, using the periodic boundary conditions,
multiply it to the desired system size. All my systems started as mul-
tiples of 4×4, with most systems having 64 lipids in each leaflet, or 128
lipids in total.
6. Add water to the system. There are several programs to do this, most
molecular dynamics packages will include one of them. The amount of
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water per lipid is important because by using periodic boundary condi-
tions the bilayer will be able to see its mirror image if not enough water
is included. Generally, 30 water molecules per lipid is considered “safe”.
Because the density in the middle of a bilayer is low, water molecules
may be placed there. I remove all water molecules between the average
position of the carbonyl oxygen atoms on both sides of the bilayer, be-
cause in actual membranes the chance of finding water in the bilayer
interior is small.
7. Energy minimize the resulting system.
8. Do an equilibration run. Good properties to check are any experiment-
ally available properties, as well as properties that should become stable
during the simulation: density, area per lipid and atom density profiles.
9. Production run.
1.8.2 Adding a membrane protein
In the literature two basic approaches have been used. In the first, lipids from
a library of lipid structures are added to a protein, building up a bilayer lipid
by lipid [49, 67]. Some smart minimizing steps remove the worst contacts
and ensure a decent structure. The second method uses equilibrated bilayers
and creates, one way or another, a hole in the bilayer to place the membrane
protein in [77,78].
Thus far, most membrane proteins in MD simulations are roughly cyl-
indrical. In such cases, a useful method is as follows:
1. Estimate the radius of the protein.
2. Remove all lipids that have a headgroup atom within the estimated ra-
dius from the centre of the bilayer.
3. Remove all lipid atoms from a cylinder with the estimated radius by
applying a weak repulsive potential to lipid atoms inside the cylinder.
Prevent water molecules from entering the cylinder by a weak repulsive
potential on water molecules inside the cylinder, driving them out of
the bilayer. GROmacs includes a program that can do this.
4. Place the protein in the cylinder. Typically, membrane proteins have a
hydrophobic band that indicates their position in the bilayer. If this is
not the case, there is an interesting problem.
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5. If the protein is a water-filled channel including water coordinates, the
water could just be added with the protein structure. If this is not the
case, water can be added with a separate program. In that case, water
molecules outside the protein but in the bilayer interior should be re-
moved.
6. Do an energy minimization.
7. Do an equilibration run with position restraints on the protein. Restrain-
ing on the initial coordinates of the model or crystal structure ensures
a well-defined starting structure for the simulation. The length of this
run can be determined by comparing the RMSD between the simulation
structure and the starting model.
8. Production run.
All systems in this thesis were made using approximately this method,
except the porin system. For more irregularly shaped proteins the cylinder
approach could be extended to more complicated geometrical shapes. How-
ever, in cases where not only the shape is irregular but there also is a large
difference between the upper and lower side of the protein, the method de-
scribed in chapter 3 for the porin may be used.
1.8.3 Analysing the trajectory
There is a large selection of analysis facilities available within GROmacs, in-
cluding programs to calculate all of the properties described in this thesis
that were not calculated with named programs like HOLE or DynDom. Similar
facilities usually exist in other MD packages, although for many properties
programming will be required. It is usually not so complicated to implement
new and exciting analyses by starting from one of the existing analyses pro-
grams and modifying the code. In GROmacs this requires knowledge of C, in
other programs sometimes knowledge of some script language.
The list of existing analysis, simulation and visualization tools that
are available free or commercially is nearly endless. I made most pic-
tures with the free programs Rasmol (R. Sayle), Molscript [79] and Ras-
ter3D [80], and the commercial program Quanta (Biosym/MSI). There are
many overviews of useful software on the web, including descriptions
of all major molecular dynamics programs, visualization tools like VMD
and Molmol and archives like that of the Computational Chemistry List
(http://ccl.osc.edu/chemistry.html).
That only leaves step 4…
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2 Simulations of a fully hydrated DPPC
bilayer with different macroscopic
boundary conditions and parameters
            
D. P. Tieleman and H. J. C. Berendsen. 1996. Molecular dynamics simulations of fully hydrated




In this chapter we compare molecular dynamics simulations of a bilayer
of 128 fully hydrated phospholipid (DPPC) molecules, using different
parameters and macroscopic boundary conditions. The same system
was studied under constant pressure, constant volume and constant
surface tension boundary conditions, with two different sets of charges,
the single point charge (SPC) and extended single point charge (SPC/E)
water model and two different sets of Lennard Jones parameters for the
interaction between water and methyl/methylene. Some selected prop-
erties of the resulting bilayer systems are compared to each other, pre-
vious simulations and experimental data. In relatively high water con-
centration it is possible to use ab initio derived charges with constant
pressure boundary conditions. The SPC water model gives a larger area
per headgroup and a broader interface than the SPC/E model. Increasing
the repulsion between water oxygens and CH2 /CH3 groups has a large
effect on the width of the interface and the area per headgroup. There
is little difference between simulations with constant pressure and con-
stant surface tension. The use of constant volume, using a reasonable




In the last years a large number of theoretical studies on bi- and mono layers
of biologically interesting lipids have appeared in the literature [1, 59]. Such
model systems for biomembranes can be studied in atomic detail with Monte
Carlo, molecular dynamics, stochastic dynamics or combinations of these
techniques.
In the past studies of DPPC (dipalmitoylphosphatidylcholine) bilayers
have been performed in our laboratory. Although these studies provided
valuable insights in the structure of bilayers and transport properties of
small molecules through the bilayer, progress in force field parameteriz-
ation in the literature led us to re-examine the methods developed in the
80’s [15,16,18,23,81,82]. Recently Jakobsson and Scott reviewed some stra-
tegic issues in the simulations of lipid membranes [83]. They discussed differ-
ent macroscopic boundary conditions and proposed simulations of bilayers
under constant surface tension conditions [33, 83]. Such an NγT ensemble
would provide an alternative to the NpT and NVT ensembles customarily
used in simulations. Different ensembles have also been studied by Feller et
al. [28] and Zhang et al. [27].
One problem that arises in assessing the relative merits of each method,
NpT , NVT or NγT , is the fact that typically data are compared from sim-
ulations with different parameters. Water/lipid ratios vary, force field para-
meters differ, there are temperature differences and systems are of different
sizes. This variety reflects the choices and tradeoffs that are necessary in any
simulation of lipid layers, but makes direct comparison of methods complic-
ated. This also applies to the force field, such as the choice of water model
and specific interaction parameters.
Different approaches and parameters can be compared by doing a series
of simulations in which parameters and boundary conditions are changed
systematically, but doing this exhaustively is prohibitive in terms of computer
time. In this study we present a set of simulations that differ from each other
with respect to the macroscopic boundary conditions, water model, charges
and Lennard Jones interaction parameters between carbons and water. We
compare the simulations to determine the influence of these variables on a
number of properties of bilayers that are likely to convey differences: the cell-
dimensions, density profiles across the interface, electrostatics, hydration of
the lipid headgroups, diffusion behaviour and order parameters.
2.2 Methods
In one of the first studies of DPPC in atomic detail, a system containing 64
lipids and 736 waters adopted a gel phase at 335 K instead of a liquid crys-
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talline phase (Lα) [23, 81]. To force the system into the Lα phase three ad-
justments were made. The Lennard-Jones CH2-CH2 and CH3-CH3 interactions
were modified, the GROMOS dihedrals were replaced by Ryckaert-Bellemans
dihedral potential functions and the charges on the headgroups were divided
by two to decrease the interactions between the headgroups. This would com-
pensate for a lack of dielectric screening because the water model used is not
polarizable. However, such a reduction of charges is obviously not the most
elegant solution. In this section different modifications of the force field and
boundary conditions are detailed and an overview of the simulations is given.
2.2.1 The force field
Charges
In a recent simulation, using otherwise the same parameters as in ref. [23],
Chiu et al. successfully used ab-initio derived charges. We used both this new
and the older set to compare them in the same system.
Lennard Jones parameters for the water-methyl/methylene interaction
In previous simulations in our laboratory two different sets of Lennard Jones
parameters for the water - methyl/methylene interactions have been used: the
parameters published in ref. [23] (set 1 in table 2.2), also used by Chiu et al.,
and a more recent set derived from a study of the decane/water interface [84]
(set 2 in table 2.2). Van Buuren et al. examined five different values for the
 of Ow-CH2 and Ow-CH3 interactions because the original value from the
GROMOS force field resulted in a solubility of decane in water that was far
too high. Set 2 has been used in several recent lipid bilayer simulations [20,82,
85]. The Ow-CH2 and Ow-CH3 interactions are expected to have a significant
influence on the interface.
The water model
Several different water models have been used in simulations of lipid/water
interfaces, most notably SPC [86], SPC/E [87] and TIP [88]. Although the differ-
ences in partial charges or geometry for one single molecule are small, they
accumulate to give very noticeable effects on the total system.
Focusing on SPC and SPC/E, there are several reasons why one could prefer
one over the other. SPC/E was originally developed because previous water
models did not take the self-energy due to polarization into account [87].
SPC/E gives a better density, radial distribution function, self diffusion con-
stant and dielectric constant [89] than SPC. Unfortunately, a model with as few
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parameters as SPC or SPC/E cannot reproduce all experimentally observed
values exactly. The tradeoff for the improvements mentioned above is that
the thermodynamic potential for SPC/E is only correct if the proper polariz-
ation self-energy correction is applied. In simulations where water is in equi-
librium in different environments such corrections cannot be applied and the
effective free energy of SPC/E is too low (- 27.6 kJ/mol), compared to -24.3
kJ/mol for SPC, the latter being close to the experimental value [84,90]. This
means that the liquid state is thermodynamically too much favored for SPC/E.
Since the solubility is important at interfaces, we have thus far used SPC for
all interface studies from our laboratory.
The treatment of electrostatics
Electrostatic interactions require special care. In previous simulations from
our laboratory a cylindrical cutoff [20,23,82,85,91] was used. Originally this
method was used because it takes all electrostatic pair interactions into ac-
count. The electrostatic interactions within the cylinder were summed dir-
ectly and the remaining part of the system was treated using an analyt-
ical solution of Poisson’s equation. The contribution of this remaining part
turned out to be negligible and was later eliminated. This method requires a
cylindrical symmetry, making it undesirable for studying the interaction of
bilayers with other molecules, and is expensive computationally.
Alternative methods include lattice-sum methods such as Ewald summa-
tion or Particle-Particle Particle-Mesh [38, 39, 92]. These methods have the
disadvantage of enhancing artefacts caused by the periodic boundary con-
ditions, which may or may not be of great importance. It is also not clear
yet how to efficiently calculate the virial, which is needed to compute the
pressure, when using lattice-sum methods [83,93].
Another option is the use of stochastic boundary conditions with fast
multi-pole expansion methods. This method has been utilized by Heller et
al. [57] for a simulation of a system containing 200 POPC molecules.
For systems of lipids with neutral total charge a simple cutoff criterium for
the electrostatics is most often used. It has been shown that cutoffs introduce
artefacts in solutions with ions [94], but if the cutoff is taken large enough
(> 1.8 nm), this method appears to work well for PC lipids [83,95].
2.2.2 Macroscopic boundary conditions
Most molecular dynamics studies of biologically interesting lipid systems
either use constant pressure (NpT ) [18, 20, 23, 58, 82, 85, 91, 96] or constant
volume (NVT ) [4,49,95,97,98] boundary conditions.
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The first method allows the system to adjust the box sizes so that the
internal virial matches the externally applied pressure [35]. This method has
the great advantage that only an approximation of the initial sizes is needed,
because the system will find its size by itself, based on the force field. Recently
Chiu et al. introduced a surface tension into a simulation, on the assumption
that the surface tension of a bilayer is twice that of a corresponding mono
layer. This assumption is questionable on the grounds that the surface ten-
sion of a mono layer consists mainly of the surface tension of the alkane/air
interface [30,99–101], but it makes little difference simulation wise: instead
of isotropic pressure coupling one can couple an-isotropically, with different
pressure components in the plane of the bilayer and normal to the plane.
When the interface is perpendicular to the z axis, the surface tension γ can




where p′(z) is the lateral pressure, p the bulk pressure, and the integral is
defined over the boundary layer. The integral can be extended to infinity,
because p′(z) = p in the bulk phase. With two interfaces perpendicular to








in which pα = Pαα (α = x, y, z) and Lz is the box length in the z direction. This
results for a pressure of -100 bar in the x and y directions and a box length
of 5.6 nm (as was used by Chiu et al.) in γ = 28 mN/m. Note that this value
is half the value obtained by Chiu et al. [33] because we take two water-lipid
interfaces (both sides of the bilayer) into account. For a box length of ∼6.7
nm, the same surface tension used by Chiu means a pressure of ∼-80 bar in
the x and y directions, which is the pressure used in all NγT simulations in
this study.
Constant volume simulations require an accurate knowledge of properties
such as the repeat distance from liquid crystals and the area per headgroup.
Unfortunately, a wide range of values has been reported for these properties,
and thus there is considerable uncertainty in these values. A system is likely
to be forced into dimensions it would not assume by itself. This can lead
to a high positive or negative internal pressure and to an unrealistic surface
tension.
2.2.3 The simulations
All simulations were done with the GROmacs package [93], on a parallel com-
puter developed in our laboratory.
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Figure 2.1. Sideview of the bilayer. The cholinegroup, phosphorus and oxygen atoms
are emphasised. The z axis runs across the bilayer.
A starting configuration was created by placing DPPC molecules randomly
rotated around their long axis on an 8 × 8 grid. The mono layer thus formed
was copied to build a bilayer and the entire system was energy minimized.
Water was added in a water/lipid ratio of 30.5 to 1 at a distance of 0.23 nm
between water and any other atom, resulting in a system containing 128 DPPC
molecules and 3910 water molecules, 18130 atoms in total. The initial box
sizes were 6.4 × 6.4 × 7.2 nm, based on the box sizes obtained in a previous
simulation ( [91], system L) that used slightly different parameters. Note that
the initial size is not critical when applying pressure coupling. The relatively
large amount of water (c = 0.43 weight fraction water) leaves ample room for
later studies on molecules that interact with the lipid bilayer and is expected
to mimic a biological membrane better than a system with very little water.
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Experimental results suggest that DPPC bilayers in the Lα phase are fully
hydrated at c = 0.36 [103,104] or c = 0.40 [105], both values below our water
concentration.
The total system was energy minimized and run for 10 ps at constant
volume to allow the water to adjust to the presence of the lipids. The final
configuration of this run was used as starting point for simulations A and B.
Table 2.1. Summary of the simulations. Column LJ indicates the set of Lennard Jones
parameters used for the Ow-CH2 and Ow-CH3 interaction (table 2.2). The first three
use reduced charges [23], A–F use full charges [33].
System LJ Ensemble Water model Length (ps)
1 2 NpT SPC 250
2 2 NγT SPC 250
3 2 NVT SPC 250
A 2 NγT SPC/E 500
B 2 NpT SPC/E 500
C 2 NVT SPC/E 300
D 2 NγT SPC 500
E 2 NpT SPC 500
F 1 NpT SPC 500
In table 2.1 an overview of the simulations is given. In the first three sim-
ulations we used the charges, bonded and Lennard-Jones parameters as de-
scribed in [23], with the parameters from the Cp simulation in ref. [84], hence-
forth called set 2 (see table 2.2), and SPC water. In simulations A–C we used
the same Lennard-Jones parameters, full charges and SPC/E. In simulation
D and E the same parameters were used as for A–C, but with SPC instead
of SPC/E. Finally, simulation F used the same parameters as E, but with the
Lennard Jones parameters from set 1.
The original starting configuration (A and B) had the same dimensions
as the L run in ref. [91], but the lamellar repeat distance in this system (7.1
nm) is somewhat high compared to experimental measurements. As a second
starting structure an intermediate structure from simulation A was taken,
with a repeat distance of 6.4 nm and an average headgroup area per lipid of
0.62 nm2. This structure was used as starting structure for simulations E and
F, and after changing the box dimensions to 6.4 x 6.4 x 6.7 nm also for the
constant volume simulation C. This means a repeat distance of 6.7 nm, an
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average area per headgroup of 0.64 nm2, and a density of 0.99 g cm−3, which
seem reasonable dimensions based on the experimental data for these values
(see below).
All simulations were performed with temperature coupling [35] with a
coupling constant τ = 0.1 ps, on solvent and lipids separately, at 325 K.
The transition temperature of DPPC for the transition between the gel and
liquid crystalline phases is 315 K [105]. Pressure coupling [35] was used with
a coupling constant τ = 1.0 ps, at 1 bar in all three directions for NpT
and at -80.0 bar in the x and y directions and 1.0 bar in the z directions for
constant surface tension simulations. All bond lengths and water angles were
restrained using SHAKE [106] with a relative tolerance of 10−5. The time step
used was 2 fs. Intermediate structures were saved each 250 steps.
Table 2.2. The two different sets of Lennard Jones parameters for the CH2/CH3 - Ow
interaction.
 (kJ/mol) σ (nm) ref.
Set 1 CH2-Ow 0.997 0.310 A in [84]
CH3-Ow 1.201 0.310
Set 2 CH2-Ow 0.529 0.310 C in [84]
CH3-Ow 0.637 0.310
In all simulations presented here a twin-range cutoff of 1.0 nm / 2.0 nm
without shift or switch functions was used. Up to 1.0 nm all pair interactions
were calculated, but between 1.0 and 2.0 nm only electrostatic interactions
were taken into account using a list that was updated every 10 time steps
(20 fs). In all simulations the same charge groups were used as in ref. [33]:
the phosphatidylgroup and two groups containing half the glycerol backbone
and one ester group.
2.3 Results
2.3.1 Equilibration
There was a noticeable drift in the box sizes for simulations 1–3, even after
250 ps. After 250 ps the area per headgroup of system 1 was 0.52 nm2, of sys-
tem 2 0.53 nm2 and both were still decreasing. The interfacial width, defined
as the distance over which the water density drops from 90 to 10% of the bulk
value, in both cases was 0.5 nm, much too low for a realistic fluid phase DPPC
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bilayer. Obviously these systems were not in the right phase and apparently
approaching a gel phase at 325 K. This is not an interesting phase for our
purposes and only simulations A–F will be described below. After a period
between 150 and 300 ps the box dimensions for all systems stabilized. The
density profiles averaged over periods over 50 ps showed no significant dif-
ferences after 200 ps and all analyses on systems A–F have been done on the
last 100 ps of each trajectory.
In constant volume calculations, the pressure in the system can be taken
as indication of the correctness of the box size. The average (over all 300
ps) lateral and normal pressures in simulation G were -530 bar and -370 bar
respectively, and showed no drift during the simulation. These pressures cor-
respond to a surface tension γ of 55 mN/m (or 55 dynes/cm), using eq. 2.2.
2.3.2 Box and bilayer dimensions
A wide range of values for the average area/headgroup A per lipid and the
repeat distanced in DPPC systems in the Lα-phase has been obtained from ex-
periments, mainly X-ray diffraction and NMR. From diffraction experiments,
values for A of 0.663 nm2 [104], 0.576 nm2 [103], 0.709 nm2 [107] and 0.665
nm2 [108] have been reported for fully hydrated DPPC in the Lα-phase. The
large range of these values is caused mainly by the uncertainty in determining
the relevant amount of water in the lipid/water system. From NMR, reported
values include 0.586 nm2 [109], 0.56 nm2 [110], 0.69 nm2 [111] and 0.717
nm2 [112]. The four values are based on similar experimental results but on
different interpretations of the data. Nagle has shown that all of these inter-
pretations are questionable and has argued that the surface area per DPPC
in a fully hydrated bilayer is 0.62 ± 0.02 nm2 [113]. A wide range of areas
per lipid has been used in computer simulations as well. In recent constant
volume simulations, values of 0.66 [98] and 0.68 [97] have been used for
DMPC. Recent constant pressure simulations found values for DMPC or DPPC
of 0.58 [33], 0.58 for a system with only 11 waters per lipid and 0.64 for a
system with more water [91].
In table 2.3 the average area per headgroup for all simulations is given.
There appears to be little effect of the surface tension on the area per head-
group. An anisotropic pressure of a hundred bars clearly is not enough to
have a significant influence on the average area. When comparing A and D,
B and E, it appears that the use of SPC leads to a larger area per headgroup
than SPC/E. This is consistent with the slightly higher charge of SPC/E, which
causes SPC/E molecules to bind somewhat stronger to other SPC/E molecules
compared to SPC. Upon changing the Lennard Jones parameters from set 2
to set 1 the area per lipid increases. A lower repulsion between the carbon
and waters leads to more water between de headgroups and a swelling in the
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Table 2.3. Repeat distances (d), average headgroup area (A), the average distance
between the P-atoms on both sides of the bilayer (P-P) and the width of the interface
(IW), defined as the distance over which the water density drops from 90 to 10% of
the bulk value. The repeat distances and headgroup areas for the NVT -simulations
are given solely for comparison. The experimental values are discussed in the results
section.
System Ens. Water d (nm) A (nm2) P-P (nm) IW (nm)
Exp. 6.7 0.62 3.7 NA
A NγT SPC/E 6.8 0.59 3.6 1.0
B NpT SPC/E 6.7 0.59 3.5 1.0
C NVT SPC/E 6.7 0.64 3.7 1.0
D NγT SPC 6.6 0.61 3.5 1.2
E NpT SPC 6.7 0.60 3.6 1.2
F (set 1) NpT SPC 6.3 0.63 3.5 1.4
x and y directions. This is also apparent from the higher interfacial width in
system F (table 2.3).
The multi-lamellar repeat distance d has been determined by diffraction
as well. There is again a considerable spread in the results. Values of 6.0
nm have been reported for a fully hydrated bilayer at water concentration
0.40 [103,105,107], values of 6.7 nm at excess water in refs. [52,104,114], of
6.7 nm at c = 0.44 by Lis et al. [107] and of 6.5 nm by Gawrisch et al. [115].
One reason for this large range is that phase separation occurs at higher
water concentrations. In most cases a maximum repeat distance of 6.7 is
reached, but the curve of d against water concentration is very steep for
water concentrations c of ∼0.40. Of course, in an MD simulation the repeat
distance will just continue to increase upon adding water. This makes it hard
to compare the values found in MD simulations to experiments. Since the
compressibility of a fluid is low, the repeat distance and average area per
headgroup are not independent in simulations. The values for d (table 2.3)
are consistent with the area per headgroup, assuming that the density for all
simulations is approximately constant.
2.3.3 Density profiles
The density profiles for all systems show similar behaviour. There is a re-
gion of ∼1.5 nm in which the system has the bulk density of water. Then the
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Figure 2.2. The water/lipid interface. The zero of the x-axis is defined as the point
where lipid and water densities are equal. Data have been symmetrized over both
sides of the bilayer. In each subfigure the waterphase is on the left, the lipids on the
right. A Systems A–C (all using SPC/E). B Systems B, E, F (all using NpT boundary
conditions).
density rises at the interface, and drops towards the middle of the bilayer,
consistent with neutron diffraction experiments and previous simulations.
The maximum density reached is ∼1.5 g cm−3. This is slightly higher than
observed in previous simulations and causes a total density of the systems
with full charges (excluding F) of ∼1.06 g cm−3. The density in the system
of Chiu et al. was slightly higher (calculated from the box dimensions and
contents), consistent with a slightly higher lipid/water ratio [33]. In the sys-
tems with halved charges the density is around 1.00 g cm−3, consistent with
experimental values [52].
In figure 2.2A, NpT , NγT and NVT simulations are compared (A–C).
There is little difference between the profiles for A and B. The NVT simu-
lation C shows a lower density in the middle of the box, while the interface is
comparable to A and B. The tails must be oriented in such a way that they give
the same density at the interface, for a larger area per headgroup. In figure 2.3
the electron density for systems B and C is plotted. Here it is clearer that the
NVT system C has a much lower density in the middle of the bilayer. It ap-
pears that the system compensates for the fixed box sizes in the region with
the lowest density (which is the most compressible), namely in the middle of
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Figure 2.3. Electron densities for systems B and C (both using SPC/E). Data have been
symmetrized over both sides of the bilayer. Only non-hydrogen atoms have been used
in the calculation. The interior of the bilayer is in the middle of the graph.
the bilayer. In all three systems the interfacial width, defined as the distance
over which the water density drops from 90 to 10% of the bulk value, is ∼1.0
nm.
In figure 2.2B the interfacial region has been plotted for B (SPC/E), E (SPC)
and F (set 1, SPC). The interface is broadest for F (1.4 nm), and smallest for
B (1.0 nm). The use of SPC leads to a broader interface than SPC/E, reflect-
ing the more favorable interaction between lipids and SPC. The use of set 1
LJ-parameters leads to a significant broadening relative to the interface in
E (set 2). This is consistent with previous simulations of the decane/water
interface, in which set 1 allowed a considerable amount of mixing between
decane and water [84]. It is also consistent with the width of 1.2–1.3 nm found
by Chiu et al., who used SPC/E combined with set 1. Interpretations of X-ray
data also yields results of ∼1.2–1.3 nm [23,116]. Wiener and White found a
value of ∼0.9 nm for DOPC at very low hydration (6 waters per lipid) and
predicted higher values for higher hydration levels [41].
The distance between the P-atoms on both sides of the bilayer has been
determined experimentally by Lewis and Engelman [108] and was found to be
3.7±0.1 nm. The values calculated from our simulations are given in table 2.3.
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In general, the values are a bit lower, 3.5 or 3.6 nm. Only the NVT simulation
C yielded a value of 3.7 nm.
2.3.4 Electrostatics
The electrostatic potential across the box can be computed by doubly integ-








where the position z =0 is taken as the middle of the bilayer interior, where
dψ
dz = 0 because of symmetry.
For the dielectric constant in 2.3 we use the high-frequency value due to
electronic polarization, taken equal to 20, where 0 is the vacuum permittiv-
ity. The effect of orientational polarization is already included in the value of
ρ in which the partial charges are incorporated. In most previous studies a
value of 1 was taken for . This should be taken into account when comparing
results with the results presented here.
Experimental measurements on PC/water interfaces yielded values from
∼-200 to as much as -575 mV for a DPPC/water bilayer [115, 117, 118]. In
all cases the potential is negative in the water layer relative to the bilayer
interior. Marrink et al. found positive values for two systems with different
amounts of water [91]. This was believed to be an artefact of the simulation.
With the improved parameters used in this study (full charges, more water),
a value of ∼-250 mV is found. In figure 2.4A the total potentials as well as the
contributions from the lipids and water are plotted for the simulations A–C.
In the NVT (C) and NγT (A, D - not shown) simulations there is a positive
peak of 50–100 mV before the total potential drops. Chiu et al. also observed
a positive peak at the interface. This peak does not appear (or only weakly)
in the other simulations. This might reflect small local changes at the inter-
face due to the surface tension in these systems. The lower values for the
lipid and water contributions to the potential in C are probably also due to
slightly different orientations of the headgroups and the compensating water
molecules at the interface.
The potential in the systems B, E and F correlates with the density profiles
in figure 2.2. The smaller the interfacial width, the faster the potential reaches
its maximum value. The lowest potential is found with SPC/E, - 312 mV.
2.3.5 Hydration at the interface
The radial distribution functions of water and lipid atoms gives information
about the hydration of various parts of the headgroups. In table 2.4 the hy-
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Figure 2.4. The electrostatic potential in simulations A–C (A) and B, E, F (B). Top: the
contributions of DPPC (positive) and water (negative) to the potential. The middle of
the bilayer was taken as zero. Bottom: the total potential across the interface. The
water phase is negative with respect to the membrane interior. The zero-point of the
x axis is defined in figure 2.2.
dration numbers and the location of the first minimum are given for several
headgroup atoms. Hydration numbers can be determined by integrating the
radial distribution function to the first minimum.
The boundary conditions do not influence the hydration numbers. The wa-
ter model does have a significant influence. For SPC/E the hydration numbers
around the choline methyl groups are slightly lower than for SPC, reflecting
the tendency of SPC/E water molecules to remain hydrogen bonded to other
SPC/E waters. This effect becomes stronger deeper into the interface; the hy-
dration of the phosphate group is ∼10% higher in SPC than in SPC/E. The
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Table 2.4. Hydration of choline-methyl groups, the N(CH3)3 group as a whole, the
phosphategroup and the two individual phosphate free oxygens. Values between
braces are the locations of the first minimum in the radial distribution functions
(in nm). In all cases there is a clear first minimum.
System Waterm. CH3-Ow N(CH3)3 P-Ow pO-Ow
A SPC/E 5.5(0.42) 15.2(0.57) 5.3(0.44) 1.5(0.32)
B SPC/E 5.5(0.42) 15.2(0.57) 5.3(0.45) 1.5(0.32)
C SPC/E 5.5(0.42) 15.1(0.57) 5.2(0.45) 1.5(0.32)
D SPC 5.2(0.41) 15.3(0.57) 5.9(0.45) 1.5(0.32)
E SPC 5.2(0.41) 15.5(0.57) 5.9(0.45) 1.5(0.32)
F (set 1) SPC 5.6(0.41) 16.2(0.57) 6.1(0.45) 1.5(0.32)
hydration numbers for system F are highest, because on average the lipids
protrude further into the water layer.
2.3.6 Diffusion
From the mean square displacement in the z direction one can calculate the










In figure 2.5 the average lateral and normal diffusion coefficient have been
plotted as function of the z position. The box was divided in 40 slabs. For
each time origin all water molecules were then assigned to a slab. A diffusion
coefficient per slab was calculated from the mean square displacement over
5 ps, using eq. 2.4. Shorter periods than 5 ps give less accurate regression,
longer periods allow too many water molecules to move out of the slab into
another slab. The diffusion coefficient of SPC at 325 K is 6.2× 10−9m2s−1, the
diffusion coefficient of SPC/E at 325 K is 4.4 × 10−9m2s−1. Both these values
were calculated from a 200 ps run of 1728 water molecules, with temperature
coupling (τ = 0.1 ps, Tref = 325 K) and pressure coupling (τ = 0.5 ps,pref = 1.0
bar) and a single cutoff of 1.0 nm. The diffusion coefficient of SPC/E is close to
the experimental value, while the diffusion coefficient of SPC overestimates
this value by a factor of 1.5.
In figure 2.5A the diffusion coefficients D in the z direction show that
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SPC set 1 (F)
A B
Figure 2.5. Diffusion constants for A systems A–C (all using SPC/E), and B systems
B, E, F. The hydrocarbon interior is in the middle of the graph. In each subfigure, on
the left the diffusion constant in the z direction is plotted, on the right the lateral
diffusion constant. The data have been averaged over both sides of the bilayer.
there is little difference between A and B, and only a small difference near the
membrane interior for C.D decreases from the bulk value of 4.4 10−9m2s−1 to
approximately a value between 0.5 and 1.0 10−9m2s−1 near the hydrocarbon
interior. The lateral diffusion coefficients show similar behaviour, but the
maximum value is somewhat higher than the bulk value.
In figure 2.5B the normal and lateral diffusion coefficients have been plot-
ted for the systems B, E and F. The difference between E and H is caused by the
difference in diffusion coefficient between SPC/E and SPC. In both systems the
diffusion coefficients in the water phase are comparable to the values found
in bulk water. In system B there is only a very small difference between the
later and normal diffusion coefficients. This system has the broadest water
phase. The lateral diffusion coefficient in system F is lower than in E, indicat-
ing more tightly bound water. The largest difference between the lateral and
normal diffusion coefficients is also found in F. This corresponds with the
low repeat distance for system F: there is only a very small layer of water, too
small to observe diffusion characteristic of bulk water. It is interesting to note
that the ratio of diffusion coefficients found in E and H remains approxim-
ately constant throughout the interfacial region. Although the self diffusion
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coefficient of SPC/E is more realistic than that of SPC, this does not seem to
lead to any qualitatively different behaviour at the lipid/water interface.
2.3.7 Order parameters
The order parameters of the tails can be compared to values obtained from
NMR on deuterated DPPC. The order parameter tensor S is defined as
Sij = 12〈3 cosθi cosθj − δij〉 (2.5)
in which θi is the angle the between the i-th molecular axis and the bilayer
normal. The brackets denote an ensemble average. The molecular axes for
the n-th CH2-unit are:
z: vector from Cn−1 to Cn+1
y: vector ⊥ to z and in the plane through Cn−1, Cn and Cn+1
x: vector ⊥ to z and y
From the diagonal elements Sxx , Syy and Szz the deuterium order para-
meter SCD can be calculated using
−SCD = 2/3Sxx + 1/3Syy (2.6)
Experimental values for −SCD for the 4-th through the 8-th CH2 group
are 0.20±0.02 [50,113,119]. For CH2 groups towards the end of the tails the
order parameter drops towards zero, indicating no preferential orientation.
Most simulation studies have reported values for −SCD close to 0.2 [4,23,
33, 97]. Typically the general form of the order parameter profile is repro-
duced reasonably well. The order parameter profiles found in A and B fit this
general pattern (figure 2.6A). There is a plateau region extending over CH2-
groups 4–8, after which the values drop significantly. The largest differences
are found for the first atom (the carbon next to the carbonyl carbon).
The order parameters for C are considerably lower. This confirms the ob-
servations made for the density profiles and electrostatic potentials that the
structure of the interface for the NVT simulation differs significantly from
the structure of the interface in the other simulations. Although the total
lipid and water density is similar to that observed in A and B, the tails are
less ordered along the axis normal to the bilayer, in order to fill the 0.64 nm2
available per lipid. This is a serious artefact of the combination of force field
parameters and macroscopic boundary conditions.
In system F the tails are less ordered than found in experiments (fig-
ure 2.6B). The higher level of protrusion and the larger area per lipid seem
to lead to a lower degree of ordering. The order parameters in system E are
intermediary between B and F.
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SPC set 1 (F)
A B
Figure 2.6. Deuterium order parameters for A systems A–C and B for systems B, E, F.
Values have been averaged over both tails, except for carbons 2 and 3. Open symbols
are for the sn 2 tail, closed for the sn 1 tail. Stars are experimental values from [119].
2.4 Discussion
Most properties of the systems with full charges analysed in this study
generally agree with previous simulations and with experiment. Although
Egberts [23] obtained good agreement with experiments for his specific sys-
tem and the same system was successfully used for the calculation of various
transport properties [20,85,120,121], it does not provide a solid basis for fur-
ther simulations on larger systems with more water at lower temperatures.
Below we address each of the issues we raised.
2.4.1 NpT , NVT or NγT
There are no significant differences in the results for NpT and NγT simula-
tions. The size of the system is in all cases approximately the same with or
without surface tension, with otherwise the same parameters. The NVT sim-
ulation showed several serious artefacts, in spite of a careful initial guess of
the box dimensions. The NVT system C has a much lower minimum density
at the center of the bilayer and a different distribution behind the interface (at
the side of the hydrocarbon interior) compared to the NpT and NγT simu-
lations. The tails are considerably less ordered than is found experimentally.
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We believe NVT is not very suitable for bilayers in biological systems be-
cause the fluidity makes it impossible or at least very hard to obtain accurate
experimental values for the dimensions of the system. It is possible however
to obtain good results from a constant pressure simulation without having
to assume the presence of surface tension.
Anisotropic pressure coupling can lead to faster equilibration of a system,
but it there is no reason to use a specific value for this purpose, and much
higher pressures might lead to the desired result (a good starting configura-
tion) faster than pressures for which a physical justification can be given.
2.4.2 SPC or SPC/E
SPC and SPC/E lead to significantly different results. SPC/E yields a sharper
interface and a lower area per headgroup than SPC. In a bilayer system with
enough water (in complete or almost complete hydration), a lack of screening
of the dipoles of the lipids does not require the use of SPC/E [33]. The prob-
lems that led to the reduction of the charges in the headgroups in [23] may
well have been caused by the low amount of water per lipid. The diffusion
coefficient of SPC remains higher than that of SPC/E throughout the system,
but this does not lead to fundamentally different behaviour.
In experimental work larger areas per lipid are typically found than in
simulations. This is an argument in favor of SPC, in spite of the considerable
spread in the experimental values. The same holds for the width of the in-
terface. SPC seems to lead to a width of the DPPC/water interface, defined
as the distance over which the density of water drops from 90 to 10% of its
bulk value, of ∼1.2–1.3 nm, compared to a value of ∼1.0 nm for SPC/E. There
seems to be better experimental support for a value of ∼1.2–1.3 nm.
In the end the choice between SPC and SPC/E still entails a tradeoff. This
tradeoff is more important at interfaces between water and polar headgroups
than it is at interfaces between more hydrophobic molecules such as decane
and water [84]. The better chemical potential of SPC and the apparently small
influence of the better dielectric constant and diffusion coefficient of SPC/E
seems to make SPC the better choice for interfaces. The better behaviour in
bulk water can only be combined with a proper chemical potential when a
polarizable model is used: an effective pair potential always presents a com-
promise.
2.4.3 Lennard Jones parameters and charges
The use of set 1 results in a broader interface and a higher area per head-
group than set 2. The order of the tails along the interface normal is less
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than found in experimental data. This set allows mixing of water and decane
and the solvation of hexane in water, both of which are not consistent with
experimentally measured solubilities of hexane and decane in water. If set 1
is used, it might compensate for other errors (such as wrong charges), but
there is no good physical justification for its use. Egberts et al. published a
complete force field for DPPC, including set 1 [23]. This force field should be
modified to use set 2.
Overall, the results of the simulations with full charges are good. Chiu et al.
reported a generally successful simulation of a DMPC bilayer and the results
obtained in this study depict a realistic fluid phase bilayer. One drawback of
the full charges is the somewhat increased total density. The density might
be improved by modifying other interaction parameters at the interface, but
it seems questionable whether this is worth the effort. The most rigorous
solution to improve the model would be the introduction of polarizability
and a complete re-parameterization of the force field.
2.5 Conclusions
Although choosing between the alternative parameters and boundary condi-
tions discussed in this study will always mean a tradeoff, we draw the follow-
ing conclusions. Force field: it is possible to use full charges in a system of
fully hydrated lipids instead of the reduced charges used in previous studies
from our laboratory. In the force field published in [23] the Ow-CH2 and Ow-
CH3 Lennard Jones interaction parameters should be changed to set 2. Water
model: although neither SPC nor SPC/E is perfect, generally it is better to
use SPC in interface studies. Macroscopic boundary conditions: it makes little
difference whether a surface tension or isotropic pressure is used. Constant
volume simulations of lipid bilayers easily lead to serious artefacts.
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formed by Escherichia coli OmpF porin in
a fully hydrated palmitoyloleoyl-
phosphatidylethanolamine
bilayer
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In this paper we study the properties of pores formed by OmpF porin
from Escherichia coli, based on a molecular dynamics simulation of the
OmpF trimer, 318 palmitoyl-oleoyl-phosphatidylethanolamine lipids, 27
Na+ ions and 12992 water molecules. After equilibration and a nano-
second production run the OmpF trimer exhibits a Cα root mean square
deviation from the crystal structure of 0.23 nm and a stable secondary
structure. No evidence is found for large-scale motions of the L3 loop.
We investigate the pore dimensions, conductance and the properties
of water inside the pore. This water forms a complicated pattern, even
when averaged over 1 ns of simulation time. Around the pore constric-
tion zone the water dipoles are highly structured in the plane of the
membrane, oriented by the strong transversal electric field. In addition,
there is a net orientation along the pore axis pointing from the extracel-
lular to the intracellular side of the bilayer. The diffusion coefficients of
water inside the pore are greatly reduced compared to bulk. We compare
our results to results from model pores [122,123] and discuss implica-




The outer membrane of Gram-negative bacteria like Escherichia coli contains
large amounts of general diffusion pores that act as molecular sieves. These
porins are water-filled channels that are permeable to hydrophilic molecules
with a molecular weight below ∼1000 atomic mass units and may exhibit
ion specificity or specificity for certain molecules like linear maltooligosac-
charides, and voltage gating properties. A vast body of experimental data is
available on different porins (for reviews see [124, 125]). In the last 5 years
many high-resolution structures of porins have been solved, including por-
ins from R. capsulatus [126] and Rhp. blastica [127]; LamB, OmpF, and PhoE
from E. coli [128–130]; maltoporin from S. typhimurium [131]; as well as the
structure of some mutants. They form an important class of proteins because
their location on the outside of pathogenic bacteria makes them a potential
target for drugs.
Most porins share a topology that consists predominantly of β-sheets,
arranged in a barrel that is embedded in the membrane. In this paper we study
one of them, OmpF, using molecular dynamics simulations. There is a large
amount of experimental biochemical data on OmpF. Crystal structures of the
wild type [129] (2.4 Å resolution) and several mutants are available, including
a mutant with a different structure of the constriction zone of the porin (3.0 Å
resolution) [132]. Although for molecular dynamics studies with the currently
available computational power the OmpF trimer is somewhat big, it presents
an attractive model system for a larger membrane protein because of its high
resolution structure and simplicity. In addition, it forms an attractive model
system for the study of transmembrane channels. Such channels play a role in
biologically important processes involving excitable cells [133], ion transport,
and transport of small molecules. Many toxins and bacteriocins also form
ion channels. Clearly, there are large differences between these classes of
channels, but it can be expected that there are many similarities as well, if
only in the methods used to study them.
The dynamics of the porin itself is of interest in its own right. Several
attempts have been made to study the dynamics of porin proteins by the
use of molecular dynamics and simulated annealing in vacuum. Björkstén
et al. searched for flexible zones near the constriction zone of porin from
Rhodobacter capsulatus using simulated annealing on a momomer, without
explicit solvent or bilayer [134]. This yielded many structures but they found
it was difficult to distinguish between physically reasonable and physically
impossible states. No path was found between the structures generated. In
a sequel to this work the assumption that pore closure depends on electro-
static screening was tested [135]. When the electrostatic interactions inside
47
3 OmpF porin
the constriction zone were scaled, motion of part of the L3 loop reduced the
pore size considerably and reversibly. At higher temperatures, the pore also
closed because of conformational changes in the L3 loop, but this change was
not reversible in the time of the simulation. These results suggest that the L3
loop may play a role in voltage gating, but given the importance of electro-
static interactions, the absence of solvent is a significant simplification.
Watanabe et al. studied the effects position restraints on parts of the pro-
tein have on the dynamics of the porin [136]. This is an important topic,
because it seems likely that in many cases the lipid-protein interactions are
not specific and merely provide a suitable environment with hydrophilic and
hydrophobic zones for the membrane protein. In some cases it may therefore
be possible without significant loss of accuracy to replace the membrane by
much cheaper constraints. Watanabe et al. performed simulations of an OmpF
monomer, using the symmetry of the trimer to effectively simulate a trimer.
They found that the strength of the restraints significantly influences the dy-
namics of the protein, but with weak restraints the fluctuations are similar
to those in the crystal. The L3 loop undergoes a displacement away from the
crystal structure, closing the pore. This is caused by a breakdown of a hydro-
gen bond network, which they considered likely to be caused by the absence
of solvent.
It will be interesting to see how these studies compare to a full simulation
of a trimer. In particular, the behaviour of the solvent inside the pore and the
motions of the L3 loop are of interest. The structural integrity of the pore
at the constriction zone, around the infamous L3 loop, is likely to depend
on the presence of water as much as on anything else, because of the highly
polar interior of the pore. We will investigate the structure and dynamics of
this L3 loop below.
The most important feature of a general diffusion pore is the presence of
a broad water-filled channel. The behaviour of water inside this pore is likely
to be quite different from bulk behaviour, because of the strong electric field,
the numerous opportunities to form hydrogen bonds with the pore lining,
and the restricted area. We will investigate the behaviour of water inside the
pores. Comparing the results from this detailed simulation to calculations
on simplified models of pores will help pinpoint the effect of some of the
assumptions made in these simplified models and will hopefully lead to an
improved understanding of the general behaviour of channel proteins.
On the methodological side of membrane protein simulations, it is useful
to know what the best (or at least a satisfactory) method is for creating a
starting structure for this type of system. We describe in some detail the
procedure we used and discuss other methods from the literature.
Analysis of the properties of the lipids in this system and of the lipid-
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protein interactions will be described in chapter 6. There already are several
studies of transmembrane helices and gramicidin A available in the literat-
ure [67–69,77], as well as a study of bacteriorhodopsin in a bilayer [75]. How-
ever, the long simulation of the very large porin system described here should
give interesting data on lipid-protein interactions which play an important
role in theoretical models for lipid-protein behaviour [137,138].
3.2 The simulation
3.2.1 The starting structure
The system we study here has a somewhat complicated history. The first
choice to make is which lipid to use for the bilayer. DPPC is a well known
lipid, both in simulations and experimentally, but its phase transition tem-
perature is rather high, and PC lipids do not occur in the outer membrane of
E. coli, from which OmpF is taken. The main components of the natural mem-
brane in which OmpF is found are lipopolysaccharide (LPS) in the outer leaflet
of the membrane and 16-18:1 PE lipids in its inner leaflet [139]. Because of its
size and complexity, LPS is less suited for use in a model system, although
simulations of pure LPS are feasible [140]. POPE is a good approximation for
the main component of the inner leaflet of the bacterial outer membrane and
has been used in functional studies of OmpF in model systems. Therefore,
we decided to use this lipid. Experimental evidence suggests that LPS may
play an important role in the process of insertion of the trimer into the mem-
brane, but once insertion has taken place the measured activities of the porin
channel do not depend on the presence of LPS [141].
To generate an equilibrated bilayer that is large enough to contain a pro-
tein the size of OmpF, we started with a POPE bilayer of 64 lipids in each
leaflet, generated from randomly oriented lipids. After solvation of the lipids
and 1000 ps of simulation the structure was multiplied, using the periodic
boundary conditions, to a bilayer with 256 lipids in each leaflet and simulated
for a further 100 ps to remove periodicity effects. The resulting bilayer, with
512 lipids and a size of approximately 11 x 11 x 7 nm was big enough to
include the protein.
As the starting structure for the porin we used the crystal structure of
an OmpF mutant [132]. From this structure we generated a trimer using the
rotation matrices in the pdb file. Placing a protein inside a bilayer in a simula-
tion is not trivial, and in the literature different methods have been used. One
method consists of simply removing enough lipids to fit the protein in the
remaining hole and simulating long enough until the lipid density around the
protein becomes normal. The problem with this approach is that the highly
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disordered lipids make it difficult to form a smooth hole, and it can take a
long time for the local density to return to its equilibrium value. Woolf and
Roux used a more subtle approach [67]. They added lipids from a library of
equilibrated structures to a gramicidin structure and used a rigid body con-
formational search technique to remove as many bad contacts as possible.
Although this method should work for larger proteins as well, it becomes
more complicated in the case of a protein as large as a porin, and it has the
disadvantage that the large patches of pure lipids in the current system can-
not easily be taken from a preequilibrated bilayer. Recently Shen et al. used a
combination of removing a few lipids and a weak cylindrical repulsive force
to clear a cylindrical area for an ideal α-helix [77]. This seems an excellent
method for molecules with a nice symmetrical geometry, but is less simple
for large and rather irregular membrane proteins.
We tried two slightly different approaches. In the first attempt, a rectan-
gular grid was placed on both the bilayer and the lipids. All lipids with atoms
in grid cells that contained protein atoms were removed. This method yields
a structure that can be easily energy minimized, because no overlap exists
at all between the lipids and protein, but has the disadvantage that a large
gap arose between the lipid and protein. The second approach used the same
method, but now some overlap was allowed. This makes it impossible to en-
ergy minimize the structure after the first step of removing lipids. However,
in a series of minimization attempts followed by inspection of the result-
ing forces and manual removal of lipids that are in impossible positions, a
starting structure was obtained with minimal disruption of the lipid bilayer.
A second problem is where to position the protein in the bilayer. In the
case of OmpF it is fairly obvious what the most logical choice is; the protein
is surrounded by a broad band of hydrophobic residues that is delimited by
aromatic residues on both sides [129]. If the middle of this band is placed in
the middle of the bilayer, the position of the end of the band in both leaflets
of the membrane corresponds roughly with the acyl/headgroup interface. In
this position the large loops on the extracellular side protrude into the water,
whereas the short loops on the intracellular side remain mostly at the surface
of the membrane (figure 3.1).
The resulting system was energy minimized, and water was added from
a preequilibrated box. Water was removed from the lipid phase between the
average carbonyl positions in opposing leaflets. The water molecules were
allowed to relax for 25 ps around the position-restrained lipid and protein.
Thirty-nine water molecules were replaced by sodium ions at positions with
the lowest Coulomb potential and the system was run for another 25 ps with
only position restraints on the protein. Subsequently an unrestrained run
was carried out for 300 ps. A movie of an animation of this simulation was
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presented at the IUPAB conference in Amsterdam in 1996, but no further
work was done on this system [142].
The system we describe in this paper has been derived from the system
we described above by mutating residue 119 back to a glycine to obtain the
crystal structure of the wild type [129]. This is a reasonable approach because
the difference in structure, even around residue 119, is minimal (see inset
figure 3.5). The main advantage of using the older structure is that the lipids
have had 300 ps to adjust to the protein. The lipid-protein interactions are
not disturbed at all by this local mutation inside the pore.
The ionization state of some residues was changed to be in agreement
with continuum electrostatics calculations, according to which some amino
acids have unusual ionization states due to a lack of water molecules in their
environment [143]. We rounded the charges from Karshikoff et al. to+1 or−1
e and reduced the number of sodium ions to 27. The resulting structure was
energy minimized and run with position restraints on the protein for 100 ps,
then without position restraints for another 100 ps. Finally, the production
run of 1020 ps, without any restraints on the porin, was used for analysis.
As always with molecular dynamics simulations, it does not matter how the
starting structure is created, as long as the resulting starting structure is
physically reasonable.
To summarize, the final structure consisted of three OmpF monomers
(1020 residues, 10359 atoms), 318 POPE lipids (16536 atoms), 12992 water
molecules and 27 sodium ions, or 65898 atoms in total. In figure 3.1 the
resulting structure is shown (after 1020 ps), with the main features of the
system highlighted.
3.2.2 Simulation details
Two recent reviews discuss a number of technical choices to be made in
bilayer simulations [19,40]. We made the following choices.
Most of the lipid parameters were the same as in set E in ref [32]. The
parameters for the double bond in the oleoyl tail and the partial charges on
the ethanolamine headgroup were taken from the GROMOS force field [12].
The lipid parameters used here have the known drawback that the density
of the lipids is somewhat too high and the area per lipid somewhat too low
for DPPC, which is likely to be caused by the hydrocarbon Lennard-Jones
parameters [25,32]. However, because the structure and dynamics of a DPPC
bilayer, when almost the same parameter set is used, agree with most ex-
perimental data, the use of this set is not unreasonable. In addition, the set
is consistent with the GROMOS force field for proteins, which is important
in this mixed system. For the protein the standard GROMOS force field was
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Figure 3.1. A snapshot of the system. The monomers are different colours grey. In the
topview lipids are spacefilling, in the sideview they are drawn schematically. Water
has been omitted. The z coordinate runs from bottom to top.
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used, with a modified CHn-Ow interaction and hydrogens on the aromatic
sidechains [144]. The simple point charge (SPC) model was used to model wa-
ter [86]. Its main advantage is that it correctly reproduces thermodynamic
properties in mixed systems. Its main drawback is that the self-diffusion
coefficient is too high compared to experimental data, by a factor of ∼1.4.
However, we have shown in a previous study that this scaling factor remains
approximately constant even at the much lower diffusion rates close to the
bilayer; therefore the calculated diffusion coefficients can be scaled with this
factor [32].
A twin-range cut-off was used: 1.0 nm for the Lennard-Jones and short
range Coulomb interactions and 1.8 nm for the long-range Coulomb interac-
tions, updated every 15 steps. Although this is not as accurate as a full treat-
ment of the Coulomb forces using a lattice sum method, it is much cheaper
(especially in a very large system like the current one) and has been tested
with the force field and algorithms used in this simulation. The time step for
integration of the equations of motion was 2 fs, using SHAKE to constrain the
bond lengths [106]. The solvent, lipids and proteins were coupled separately
to a temperature bath at 310 K, using a coupling constant τT = 0.1 ps. The
system was simulated using constant pressure, 1 bar independently in all di-
mensions, with a coupling constant τp = 1.0 ps [35]. The main advantage of
constant pressure in this system is that there is no good estimate of the total
area of lipids plus protein. With constant pressure the area will adjust to its
optimal value, given the force field parameters. In practise, the fluctuations
in the area during the production run were only ∼1%.
All simulations were carried out with the GROmacs package [93,145], at
a rate of 0.5 ps/h on a single SGI Powerchallenge R8000 processor. During
the production run structures were saved every 100 steps (200 fs) and used
for analysis.
3.3 Results
3.3.1 Structure and stability
Stability of the monomers and trimer
In figure 3.2 the Cα root mean square deviation (RMSD) of the trimer as a
whole and the individual monomers is plotted with respect to the crystal
structure. The RMSD for the trimer slowly increases, from 0.19 nm to 0.23
nm in a nanosecond. The RMSD for the individual monomers (the Cα atoms
of each monomer fitted separately) is ∼0.20 nm after 1 ns and only increases
by 0.01 nm in the last 500 ps. In figure 3.3 the locations of the β-sheets, loops,
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Figure 3.2. The Cα root mean square deviation of the trimer and the monomers,
fitted to the crystal structure.
and turns and the RMS fluctuation of each residue (Cα-atoms) with respect
to its average position are plotted separately for the three monomers. It is
easy to recognize the important secondary structure elements in this plot:
the peaks correspond to loops or turns. The largest fluctuation is found for
the L6 loop, a large loop on the extracellular side that exhibits a slow “waving”
motion. The β-strand residues of the barrel show a low mobility with values
of 0.05 nm.
Although the pore size fluctuates heavily during the simulation (see be-
low), this is unlikely to be caused by significant changes in the secondary
structure. The secondary structure, as defined by DSSP [146], does not fluctu-
ate much during the time of the simulation (figure 3.4, only the first monomer
is given). The β-strands that form the main barrel structure remain intact.
It is remarkable how stable the six-residue helix in the L5 loop (197–202)
is, considering this is a solvent-exposed loop. The differences between the
three monomers are small and mostly located in the solvent-exposed loops
on the extracellular side, which do not have a definite secondary structure.
An example is the L6 loop (236–252), which has no appreciable structure in
monomer one, but is partly β-sheet or bend for a couple of hundred pico-
seconds in monomers two and three. This loop also has by far the highest
54
3.3 Results





















L1 L2 L3 L4 L5 L6 L7 L8
Figure 3.3. The root mean square fluctuation of the Cα atoms with respect to their
average position. The three curves are on the same scale. The solid line is monomer
one, the dashed line (shifted by 0.1 nm in the y direction) monomer two, the long
dashed line (shifted by 0.2 nm in the y direction) monomer three. The labels indicate
the positions of the loops, the bars the position of the β-sheets.
RMS fluctuation.
The structure of the L3 loop
The fluctuations of the α-helical structure of residues 105–112 of the L3 loop
form the most interesting difference between the monomers. This small helix
remains present in monomer one during the entire run. In monomer two, part
of the helix assumes a 3-10 helix conformation and fluctuates between 3-10
and α helix throughout the simulation. In monomer three, the α-helix has
been distorted at the start of the simulation and the residues assume a 3-10
helical form. However, in none of the pores do we find a large motion of the
backbone of the L3 loop. A projection of the L3 loop and surrounding pore,
taken from a 3 nm wide slab encompassing residues 100-150 at 0, 500 and
1000 ps in the simulation is shown in figure 3.5. There is obviously some
displacement of the backbone atoms during these 1000 ps but both the L3-
loop and the barrel walls seem stable.
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Figure 3.4. Secondary structure as function of time for the first monomer as calcu-
lated by DSSP [146]. The greylevels are coil (white), sheet, turn or bend, 3-10 helix, α
helix (black).
The RMS fluctuation of the residues of the L3 loop has been magnified
in figure 3.6. Although the mobility of this loop, based on figure 3.3, is not
especially large compared to other loops and turns, it is interesting to see that
the most flexible residues are near Gly119. In the crystal structure this residue
fits into the wall of the pore, but in the mutant, where it has been replaced
by the larger and charged Asp, it protrudes into the pore opening, effectively
dividing the pore in two and greatly reducing the size of the pore [132].
In figure 3.7 a detailed stereo picture of the pore constriction zone of
monomer one at the end of the simulation is shown, with important residues
highlighted. Arg42, Arg82, and Arg132 form a positively charged cluster of
basic residues on one end of the pore. Arg82 is not charged in the simulation,
it experiences a huge shift in pKa in the calculations of Karshikoff et al.. Above
these arginines, Lys80 is another positively charged residue. On the opposite
side of the pore, Glu117 and Asp113 are negatively charged, contributing to
the strong transversal field. Asp121 is not charged.
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Figure 3.5. A superposition of the protein backbone in a 3.0 nm thick slab containing
the L3 loop. WT is the crystal structure of the wildtype, MT is the crystal structure of
the mutant. The other three grey levels are the structure at t = 0 ps, t = 500 ps and t
= 1000 ps.
Also shown are a number of acidic residues that are uncharged because
they are shielded from solvent. This is the case for Asp312 and Glu296, which
form a hydrogen bond network with Ser272. Asp127 forms a hydrogen bond
with the backbone oxygen of Ala237 in the crystal structure, but this bond
is not present in the structure after the simulation. Overall, the orientation
of the key basic and acidic residues is not much different from the crystal
structure (compare figure 2A in [143]).
3.3.2 Pore properties
Pore radius profiles
To analyse the size of the pore opening, we used the program HOLE [147].
HOLE calculates the radius of a pore at a given distance along the pore axis
by determining the maximum size for a spherical probe (using a Monte Carlo
search algorithm) that will fit in the pore without overlap with the van der
Waals radii of any of the atoms that line the pore. The program needs the
coordinates of a point inside the pore, the approximate direction of the chan-
57
3 OmpF porin
























Figure 3.6. The root mean square fluctuation of the Cα atoms of the L3 loop with
respect to their average position. The three graphs are on the same scale but the upper






















Figure 3.7. Stereo view of the constriction zone of monomer one, after 1020 ps. Key
residues inside the pore are highlighted. Figure made with MOLSCRIPT [79].
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Figure 3.8. Pore radius profiles. pore 1, pore 2, pore 3 are averages over one nano-
second. crystal is the pore radius profile of the crystal structure and start is the pore
radius profile of monomer two at the start of the production run.
nel axis, a set of atomic coordinates, and a set of atomic radii. This method
has been applied to several channel forming proteins and helix bundle mod-
els [147,148].
To get an impression of the area of the pore as a function of the position
along the pore axis, we calculated the pore radius profiles of the crystal struc-
ture (figure 3.8). From the intracellular side, the pore radius slowly decreases
from over 1 nm to slightly less than 0.4 nm at its narrowest point. Going
toward the extracellular side the radius rapidly increases to over 1 nm.
Also given in figure 3.8 are the pore radius profiles of the starting structure
of monomer two and the average profile of each of the three monomers. At the
start of the production run the radius of the pores is already smaller than in
the crystal structure. It is clear that in all three monomers the average radius
lies below the radius of the crystal structure. Although the profile for each
of the monomers does not change much when different intervals during the
simulation are taken, the difference between the three pores is fairly large.
The most important difference is the considerably smaller minimum radius
of the third monomer. A typical minimum radius is 0.25 nm.
An alternative, more indirect way to look at the size of the pore opening is
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Figure 3.9. The minimum radius of the pores as function of time.
by calculating the water density as function of the z coordinate. Combining
this water density profile with the size of the system and assuming bulk
density for water everywhere in the system, the water-filled area as a function
of z can be calculated. This yields a minimum radius of 0.5 nm for a pore,
roughly twice the size calculated by HOLE for the simulation structures.
One of the interesting results from the MD simulation is the behaviour
of the pore as a function of time. The crystal structure shows only one con-
formation, but obviously thermal motion will change the size and shape of
the pore in time. Because the conductance properties of the pore are mostly
determined by the narrowest regions, the fluctuation of the minimum radius
is a interesting property to look at.
In figure 3.9 the minimum radius of the pore as a function of time has
been plotted. Monomer three has a considerably lower minimum radius than
monomers one and two, with a minimum value of close to 0.1 nm. The aver-
age radius is 0.16 nm, and the maximum radius 0.2 nm. This is much smaller
than the 0.35 nm of the crystal structure. The difference between the other
two monomers is less, with a minimum radius of 0.18 nm and 0.16 nm, re-
spectively, an average radius of 0.25 nm and 0.24 nm and maximum radii of
0.33 nm and 0.29 nm. The spread around the average values is high and over
a nanosecond the minimum area of the pore varies rapidly. The maximum
60
3.3 Results
value of 0.33 nm for monomer one is close to the value of 0.35 nm for the
crystal structure. This value occurs after 600 ps of production run, showing
that there is no trend toward closing of the pores. Figure 3.9 as a whole leads
to the same conclusion: at least for monomers one and two, the pore size to-
ward the end of the simulation is about the average value and there does not
appear to be a trend toward closure. It is somewhat less clear for monomer
three but in that case as well there is no obvious trend toward closure of the
pore.
Conductance calculations









where the pore runs from a to b and the pore is assumed to be filled with
an electrolyte with bulk resistivity ρ. Following Smart et al., we used ρ = 0.08Ωm for 1 M KCl [147]. The calculated conductance overestimates the real con-
ductance (henceGupper ), because in this simple model bulk properties for the
electrolyte are assumed. In reality, both the local ion and water diffusion coef-
ficients inside the pore are lower than in bulk solution, for various reasons.
To a first approximation, these combined effects can be summarized in an
empirical correction factor s with which to scale the calculated conductance.
For porin, Small et al. determined a value of s = 5 – thus the experimental
Gexp = Gupper /s. The experimental conductance of OmpF in 1 M KCl is 700
pS, and this value is reproduced by a HOLE radius profile of the OmpF crystal
structure, using s = 5 [147].
In figure 3.10 the calculated Gexp has been plotted. The points at which
the pore has a radius of 1.4 nm were taken as upper and lower limits along the
pore axis, corresponding to z coordinates of 0.2–0.4 nm at the intracellular,
and 6.0–6.5 nm at the extracellular side. The precise value does not matter
much, because the contribution to the total conductance of the widest part
of the pore is small. Monomer three has the lowest conductance, by a factor
of almost 1.5 compared to the other two. Each of the three profiles fluctuates
considerably; the average conductances (SD) are 333 (27) pS, 299 (29) pS,
and 204 (28) pS, or less than half the value for the crystal structure. The
minimum and maximum values differ by a factor of almost two in pores two
and three, and by somewhat less in pore one. These calculations are extremely
sensitive to the area calculations. From comparing figures 3.9 and 3.10 it
is clear there is a strong correlation between the minimum radius and the
calculated conductance. If the radius profile for pore one is multiplied by
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Figure 3.10. The predicted conductance per monomer for 1M KCl.
1.2 (which is comparable to what one might get when, instead of a spherical
probe in HOLE, a spherocylindrical probe is used), the conductance for pore
one becomes 480 (40) pS, or a 50% increase.
3.3.3 Water properties
Diffusion




< (r(t)− r(0))2 >= 6Dt (3.2)
with similar equations for the x, y and z components. A water molecule was
assigned to a slice of 0.12 nm thickness based on its position at the start of an
interval of 5 ps, the last four of which were used to calculate the mean square
displacement. The calculated diffusion coefficients were then averaged over
the entire slice.
The results are given in figure 3.11. The profiles for diffusion in the x
and y directions are almost the same, which can be expected because of the
trimer’s rotational symmetry. In the water layer the diffusion coefficient is
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Figure 3.11. The translational diffusion coefficients Dx,Dy,Dz as a function of the
distance along the channel axis, averaged over the trimer. The bulk value for SPC at
310 K is 5.1 × 10−5 cm2 s−1.
close to the value for bulk SPC at 310 K, 5.1 × 10−5 cm2 s−1. In the vicinity
of the bilayer, Dz decreases faster than Dxy because motion toward the lipid
bilayer is restricted. Inside the porins, Dz becomes higher than Dxy . There
is a small peak at the intracellular side, indicating that water diffuses more
freely locally in that wide part of the pore than in the lipid headgroup zone.
The diffusion coefficients in the narrowest part of the pores are almost an
order of magnitude lower than their bulk values.
Water structure inside the pores
In figure 3.12 the average dipole component of water molecules with respect
to the normal (z axis) to the bilayer is plotted. The maximum magnitude in the
z direction is 16% of the dipole moment of a SPC molecule, 2.274 Debye [87].
Near the bilayer the water dipole points toward the lipid phase. The x and
y components are much smaller and reach appreciable values only inside
the bilayer (in the pores). The orientation of water molecules with respect
to the bilayer inside the poor varies strongly with the position in the pore;
the maximum degree of orientation is comparable to the orientation caused
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Figure 3.12. The z components of the average water dipole moment. If there is no
preferential orientation the orientation would be zero everywhere, if the water mo-
lecules are fully aligned along an axis, µz would be the total dipole moment of SPC,
2.27 Debye.
by the lipid headgroups, ∼15% of the maximum dipole. At the intracellular
side, close to the constriction zone, there is a strong peak in the graph; the
water dipoles point toward the intracellular side. In the zone between 3 and
4 nm, there is no preferential orientation along the axis. In this part, water
molecules feel the strong transversal field near the constriction zone and
are strongly ordered perpendicular to the pore axis. Beyond the constriction
zone, at 4 nm, there is another, lower peak in the orientation. Water dipoles
also point toward the intracellular side. Moving out of the pore, and out of
the influence of the protein, the lipids take over and the water orientation
is the same as on the intracellular side: water molecules pointing on average
toward the bilayer. Because the orientation of the water dipoles with respect
to the z axis is taken, the z components of the water dipoles are negative on
the extracellular side of the membrane.
A more detailed picture of the orientation of water molecules in the sys-
tem can be obtained by calculating the average dipole moment 〈µ〉 per water
molecule on a rectangular grid. This 〈µ〉 is related to the polarization P by
P = 〈µ〉/vw , where vw is the volume of a water molecule. P , in turn, is related
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wherex = µ0E/kBT ,µ0 is the dipole moment of one water molecule, andvw is
its volume. Average dipole moments of 0.5, 1.0, 1.5 and 2.0 Debye correspond
to field strengths of 0.4, 0.9, 1.6, and 4.7 V/nm, respectively.
These data are hard to visualize in three dimensions; instead, we use a
number of projections on the xy plane at positions along the pore axis with a
separation of 0.36 nm (figure 3.13). The scale of the vectors is in 0.1 e nm, or
alternatively, an arrow with a length of one grid cell corresponds to 1.3 Debye.
Recall that the total dipole moment of one SPC molecule is 2.27 Debye. The
projections run from the intracellular to the extracellular side of the pore.
The first projection gives the water orientation in a plane just behind the
lipid headgroups. The largest arrows are water molecules that are hydrogen
bonded to (partially) charged atoms in the pore walls or in the short loops on
the intracellular side of the protein. The dipole moment of water not bound
to the pore walls is considerably smaller. However, even relatively far from
the constriction zone, a somewhat circular pattern can be seen.
Closer to the center of the membrane, most of the water molecules outside
the pore have disappeared. The pores have become narrower and the dipole
magnitudes inside the pore have increased somewhat. Around 2.5 nm, still
0.5–1.0 nm below the constriction zone, an appreciable orientation along the
pore axis begins (figure 3.12). The sixth and seventh slices are close to the
constriction zone. All water molecules in this part of the pores have high
average dipole moments, with most of them around 1.3 Debye, or over half the
total dipole moment of one water molecule. There are several water molecules
outside the pores itself; many of these have dipoles of ∼2 Debye, indicating
highly directed water molecules hydrogen bonded to protein atoms. As in the
first figures, the patterns for the three monomers are very similar.
Between 3.3 and 3.7 nm, the narrowest point of the pores is found.
Monomer three (upper left one in the graph) clearly has a smaller area than
the other two, and there is a large difference in water orientation between
this slice and the previous slice.
In the eighth slice we have passed the constriction zone and are moving
toward the extracellular side. Water has penetrated along the symmetry axis
and is hydrogen bonded to protein atoms in the center of the trimer. The
water order patterns are somewhat chaotic, but the strongest ordering is ob-
served for atoms lining the porin walls, whereas toward the center of the
pores, the average dipole moment decreases.
These features become more pronounced as we move toward the outside.
In the middle of the pores water loses its orientation; against the pore walls
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0.74 − 1.11 nm









1.11 − 1.48 nm









1.48 − 1.84 nm









1.84 − 2.21 nm









2.21 − 2.58 nm









2.58 − 2.95 nm
Figure 3.13a. The average orientation of water dipoles in slices, given in the subfigure
titles, perpendicular to the channel axis. Gridcells are 0.28 × 0.27 × 0.36 nm. The
greyscale indicates the water density: white cells < 0.1 bulk water density, darkest
cells > 0.9 bulk density. Continued…
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4.06 − 4.43 nm









4.43 − 4.79 nm









4.79 − 5.16 nm
Figure 3.13b. Arrows start at the average water position. The length of the arrows is
〈µxy〉 (1 gridcell = 1.3 Debye). Squares, diamonds and triangles are the average posi-
tion of positively charged, negatively charged and neutral protein atoms, respectively.
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water shows a higher degree of ordering; and single water molecules or small
clusters are strongly hydrogen bonded to loops and the center of the trimer.
In the last view, the middle of the bilayer has been flooded and the three
channels are connected. The recognizable parts of the protein are protruding
loops. Both in the protein and in the water structure, the threefold symmetry
is clear.
3.4 Discussion
Stability and length of the simulation
The length of a simulation is always a point to worry about. Would the results
change much if we had simulated for 2 or 3 ns?
The fast motion of free or almost free water will be sufficiently sampled
in 1 ns (a free water molecule diffuses over more than 5 nm in 1 ns), and
the statistical uncertainty in properties like the water diffusion coefficient,
density profiles, and average water dipole moments is small. Doing the same
analysis over shorter parts of the trajectory does not significantly alter the
results, although the results are more noisy.
The slowest motions we analysed, although not in much detail, are those
of the protein. Overall, the RMS fluctuations correlate nicely with the second-
ary structure in the crystal structure. The trimer and monomers as a whole
remain intact during the simulation, and almost all of the flexibility is found
in the loops and turns outside the β-barrel. The β-strands themselves are
the least mobile parts of the protein, and their secondary structure does not
change noticeably during the simulation.
We have an internal check for convergence for properties that are not col-
lective across the trimer, because we have three monomers. Although the cal-
culated water orientation profiles are not exactly the same for each monomer,
the general picture that would be obtained from each of the monomers is the
same as the picture we have described here. The only significant difference
in structure is found at the L3 loop. In monomer three, there is no α-helix
in this loop and there is considerable deviation from the crystal structure,
narrowing the pore. The tip of the loop changes most during the simulation,
but already in the starting structure of the production run, this loop is moved
into the pore opening, compared to its location in the crystal structure (fig-
ure 3.5). The reason for this turns out to be that the geometrical criterion
used to solvate the porin allowed water molecules to be placed between the
loop and the pore wall. These water molecules appear to be trapped, and it is
questionable whether they could get to that location in the real system. Upon
removal of 15 water molecules around the L3 loop in monomer three, and a
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further 150 ps of simulation, part of the loop folds back slightly toward the
wall, but the pore remains smaller than the other two pores.
The possibility of trapping water molecules in unfavorable internal posi-
tions during the initialization procedure may be a serious cause of artefacts
in simulations of biological macromolecules. Whether a water molecule is
placed correctly can be judged from its free energy; because particle insertion
methods are inadequate for water in dense systems, it would be necessary
to apply a computationally expensive thermodynamic integration over a path
involving the creation or annihilation of a water molecule.
The role of the L3 loop
The L3 loop merits a closer look because of its location in the center of the
pore. Residues in this loop are responsible for the strong transversal electric
field and possibly for voltage gating behaviour. The sequence PEFGG (116–
120 in OmpF) is well conserved in a porin superfamily of 14 proteins and
determines the structure of the tip of the L3 loop [129]. As is clear from the
drastic effect of the point mutation Gly → Asp on the pore properties, this is
an important area [132]. Interestingly, the highest RMS fluctuations in the L3
loop in our simulation are found for residues around 119.
Voltage gating in porins is a somewhat controversial phenomenon. It has
been observed in a number of porins, but it is unclear whether voltage gat-
ing has a biological function since there is at most a small Donnan poten-
tial across bacterial outer membranes [125]. Soares et al. used simulated an-
nealing methods to find possible pathways for the L3 loop in porin from
Rhodobacter capsulatus but did not find reversible paths between the struc-
tures they generated [135]. Simulations of porins without explicit solvent
should be regarded with caution, because it is difficult to distinguish between
physical motion and force field and algorithmic artefacts. Pore size or shape
fluctuations caused by major motions of the L3 loop are not observed on
the time scale of our simulation; the difference in structure between pore
three and the other two is due to the creation of the starting structure, and
even in pore three the structure of the loop does not change much during
the simulation. This is in agreement with the interpretation by Cowan et al.
who suggested on the basis of the crystal structure and physical intuition
that it seems unlikely that the L3 loop in OmpF is mobile enough to close the
pore [129]. It is possible that such motions play a role on a much longer time
scale, but the times associated with experimental measurements of gating
behaviour in porins are so slow that it may involve much more than a simple
rearrangement of a loop [124, 149]. It has been suggested that gating is ac-
tually caused by large cations that block the pore under the influence of a
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field [125]. An alternative explanation is offered by atomic force microscopy
measurements, which suggest that the large extra-cellular loops may exist in
a conformation in which loops fold toward the center of the trimer, closing
the pore [150]. It is conceivable that L6 does this.
Pore radius and conductance calculations
The use of a spherical probe is a severe approximation in calculating the pore
area; a few atoms from a side group protruding into the main pore will have
a large effect on the radius of the pore calculated by a large probe. Using
much smaller probes or water densities gives more information on the area
not occupied by protein atoms, but this information is harder to interpret in
terms of molecules permeating through the pore.
The conductance calculations themselves are simply based on the area
of the pore opening. There are two main assumptions in these calculations,
namely that the dielectric and hydrodynamic properties of water in the pore
are the same as in bulk water, and that the mobility of ions in the pore is
the same as in bulk water. Obviously, both of these assumptions are rather
severe, because a wide body of evidence from simulations, as well as common
physical sense, suggests that both of these properties will have much lower
values in the restrictive environment of a small pore with charges lining the
walls. Smart et al. suggested a simple correction to compensate for the ef-
fects of these assumptions, using experimental conductance data for OmpF
and gramicidin A [147], but it is likely that the correction factor itself will
depend on the pore size. Within this simplified framework, using a spherical
probe makes sense. The only way to get accurate results for the transport be-
haviour of different molecules is to use nonequilibrium molecular dynamics
simulations, but these are computationally expensive.
It turns out that the crystal structure of the porin has the largest effective
radius of all structures observed over the course of our simulation, although
values reasonably close to those of the crystal structure are seen occasion-
ally. It seems that the crystal structure represents the “most open” state,
with the L3 loop fitted nicely in the wall of the porin barrel. Especially in
the highly charged environment of the pore constriction zone, where a num-
ber of residues are likely to have uncommon ionization states, one should
be cautious with MD data. However, the backbone structure of each of the
monomers was quite stable during the simulation, and no indications of ma-
jor force field problems are present. The most reasonable conclusion is that
the crystal structure gives an upper limit for the area of the pore, confirming
the hypothesis of Cowan et al. [129,130]. Watanabe et al. found that the pore
opening almost completely disappeared during the 100 ps of simulation time
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but they give as possible reasons for this the use of standard ionization states
and, more likely, the absence of explicit solvent.
One should take into account when making conductance calculations of
the simplified type we used here that considerable differences may exist
between pore sizes calculated from MD simulations and from crystal struc-
tures; using empirical correction factors is therefore problematic.
Why would one bother with these approximate values? Many channels
are currently being studied experimentally for which there are no structural
data. Any method of linking conductance, or any other available data, to the
structure of pore forming molecules can help to make better models, pending
solution of the structure by X-ray, NMR, or microscopy techniques. In a nicely
symmetrical pore formed by a helix bundle this type of calculations can make
it possible to exclude certain models, which is quite useful [148].
The behaviour of water inside the pores
The diffusion properties of water inside channel models greatly differ from
their bulk values. Both the reorientational correlation times and the trans-
lational diffusion coefficients are reduced compared to their bulk values.
Sansom et al. found translational diffusion to be between one and five times
slower inside cylindrical cavities with different radii [122,151]. In more real-
istic pore models using polyalanine helices, polyalanine β-barrels or am-
phipathic helices, a similar range was found [122]. We find a larger reduc-
tion than in the simple model pores without complicated charged lining and
constriction zones, but basically confirm earlier findings on different model
channels.
The dielectric behaviour of water inside pores is of great interest for mod-
elling ion channels. Computationally cheap and relatively simple continuum
electrostatic calculations require accurate values for the dielectric constant
in waterfilled ion channels [152]. Both experimental and theoretical data sug-
gest that water inside pores has a lower dielectric constant than bulk water,
because of the reduced orientational freedom [123]. To actually calculate the
local dielectric constant, one can either carry out simulations at different ap-
plied field strengths and measure the polarization as a function of the field,
or one can analyse the fluctuations in the polarization in an equilibrium simu-
lation. Both methods are involved and beyond the scope of the current work,
but it would be interesting to see how estimates of the dielectric constants in
the pore compare to those calculated by Sansom and co-workers for model
pores [123].
Intuitively, one expects in the case of OmpF that a single dielectric con-
stant will not be sufficient to accurately describe the pore interior. Diffusion
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coefficients decrease by almost an order of magnitude across the pore, and
the average dipole moment (degree of ordering) of water molecules strongly
depends on the location in the pore. The magnitude of these dipoles of water
inside the channel can be up to 2 Debye, or ∼90% of the molecular dipole
moment, indicating a local field of 109 V/m. Under these field strengths, wa-
ter will not behave as a linear dielectric medium. The further away from the
constriction zone, the wider the pore and the lower the average orientation
of water becomes. The screwlike field that was observed by Karshikoff et
al. [143] is difficult to recognize in the water orientation plots. It is clear that
circular patterns exist in the wider parts of the pore, and strongly ordered
water near the constriction zone.
The ordering in OmpF stands in contrast to models of β-barrels. Although
water was strongly ordered by parallel helix bundles, no significant influence
of β-barrels on water structure was found [122]. In the helix channels this
orientation was caused by the net dipole of the helices, and was oriented
such that the water dipoles compensated for the helix dipoles. The OmpF
structure is much more complicated electrostatically than a simple barrel
model.
A large number of water molecules is hydrogen bonded to protein atoms
that are not in the immediate vicinity of the water channels. Many of these
are strongly bound, judging from the average orientation over a nanosecond
(figure 3.13). We did not analyse these water molecules in detail, but would
like to point out that in the refined crystal structure (PDB entry 2ompf), 128
solvent atoms are included that were localized to such a degree that they are
visible in the crystal structure, both inside and outside the porin.
Future work
It is reassuring that simulations on the nanosecond time scale of integral
membrane helices (e.g. [77]), and, as we have shown here, larger integral
membrane proteins, are within the capabilities of the currently available com-
puters and simulation methods. However, as in the case of larger membrane
proteins, the properties of interest will often depend mostly on the internal
structure of the protein; thus we have described the environment with an
excessive amount of detail. Experimentally, the properties of many pores
formed by aggregation of helical peptides like alamethicin [148] depend little
on the lipid environment, and inclusion of lipids and corresponding large
amount of water entails a large amount of unnecessary detail. As Watanabe
et al. showed, the use of position restraints, even weak restraints, directly
on the pore barrel can have a profound influence on the dynamics of the
pore [136]. This problem does not occur in our much more detailed system,
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but the computational cost is correspondingly higher.
One of the future goals should therefore be the development of a good
mean field approximation to treat the bilayer with sufficient detail to not
adversely influence the dynamics of the pore, without imposing “hard” re-
straints on any parts of the membrane protein. This approach is potentially
very attractive for membrane proteins or channels that do not depend much
on the specific lipid composition. Porins as used in this study make a good
test system for developing such methods, because of the unambiguous nature
of the high resolution crystal structure. Replacing explicit water molecules
with appropriate potentials of mean force is another goal, but this approach
would be too crude for the narrow parts of the pore. Whereas explicit wa-
ter molecules are needed in simulations of a porin pore, they are even more
necessary for simulations of ionophores.
Studying the transport properties of porins like OmpF is a second line of
possible future work. Interactions with ions and polar solutes could provide
a better understanding of selectivity in this type of protein, either through
nonequilibrium dynamical simulations with imposed external forces or by
analysis of the forces acting on particles that are restrained at various depths
in the pore [20]. Nonequilibrium simulations with applied electrostatic fields
would make it possible to study the local dielectric constant in the pores. This
would be of interest for continuum electrostatics calculations for waterfilled
pores and in general further modelling of membrane channels.
3.5 Conclusions
We presented a simulation of a large integral membrane protein in a lipid
bilayer with explicit lipids and solvent. During a nanosecond production run,
this system remained stable, and the patterns in the secondary structure as a
function of time and the root mean square fluctuations made sense, consid-
ering the topology of the protein. No constraints on the porins are necessary
when solvent and lipids are included.
We analysed the properties of water inside the pores and found general
agreement with simpler models without lipids and with more regular pores,
mainly those of Sansom and co-workers. The main differences with simpler
models can be attributed to the complex combination of charged residues
inside the pore and the narrow constriction zone in the middle of the pore.
Much of the solvent is strongly ordered inside the pore, and the diffusion
coefficients are lowered by almost an order of magnitude with respect to
bulk values.
We have discussed some possible problems with equilibration and ana-
73
3 OmpF porin
lysis methods. Future studies will be focused on nonequilibrium simulations
dealing with transport and electrostatics, and on methodological work to sim-
plify the representation of lipids and solvent far from the proteins, to main-
tain the benefits of the detailed treatment of the system (without the need
for artificial constraints) while reducing the computational cost.
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4 Alamethicin helices
Summary
Alamethicin is an α-helical channel forming peptide, which inserts into
lipid bilayers in a voltage dependent, asymmetric fashion. Molecular
dynamics simulations have been used to compare alamethicin con-
formation and dynamics in three different environments: (i) in wa-
ter; (ii) in methanol; and (iii) inserted into a lipid (palmitoyl-oleoyl-
phosphatidylcholine) bilayer to form a transmembrane helix. In the
bilayer and in methanol, there was little change (Cα RMSD∼0.2 nm over
2.0 ns and 1.0 ns respectively) from the initial helical conformation of
the peptide. In water there were substantial changes (Cα RMSD ∼0.4
nm over 1.0 ns), especially in the C-terminal segment of the peptide
which lost its α-helical conformation. In the bilayer and in methanol,
the alamethicin molecule underwent hinge-bending motion about its
central Gly-X-X-Pro sequence motif. Analysis of H-bonding interactions
revealed that the polar C-terminal sidechains of alamethicin provided
an “anchor” to the bilayer/water interface via formation of multiple H-
bonds which persisted throughout the simulation. This explains why the
preferred mode of helix insertion into the bilayer is N-terminal, which is





Integral membrane proteins make up ∼25% of all proteins [153, 154], and
yet we know relatively little, compared with globular proteins, about their
structures and the factors which stabilise their structures. From sequence
analysis it appears that the majority of membrane proteins is composed of
transmembrane (TM) α-helices. It is therefore of interest to understand the
structure and dynamics of TM helices in a lipid bilayer environment. One way
in which this may be addressed is to study relatively simple peptides that
form TM helices, and thus may be considered models of these components
of more complex membrane proteins. In this way it is possible to elucidate
the physico-chemical principles of TM helix stability. Naturally-occurring α-
helical peptides which interact with lipid bilayers are also of intrinsic interest
as they frequently exhibit antimicrobial and cytolytic properties [155–157]. A
number of TM helices have also emerged from synthetic studies [158–160].
The peptaibols are a family of fungal peptides that form ion channels
in lipid bilayers [161–163]. The best known member of this family is the




and the Rf50 form in which Glu18 is replaced by Gln. The sequence of
Alm contains a number of helicogenic α-amino isobutyric acid (Aib) residues.
There is a proline close to the centre of the molecule at position 14, and a C-
terminal phenylalaninol residue (the terminal -CO2H is replaced by -CH2OH).
The structure of Alm in a non-aqueous environment has been solved both by
X-ray diffraction [164] and by NMR [165, 166]. The two structures are strik-
ingly similar. The high content of Aib ensures that Alm adopts a largely α-
helical conformation. The presence of Pro14 induces a central kink in the
helix. NMR amide exchange data demonstrate that the largely α-helical con-
formation of Alm in methanol (MeOH) is retained when it interacts with lipid
bilayers [167,168]. Comparison of amide exchange data with MD simulations
suggests that Alm in MeOH undergoes hinge-bending motion about the cent-
ral proline-induced kink [169].
Channel formation by Alm is voltage-dependent. The resultant channels
switch rapidly (on a ∼10 ms time scale) between multiple conductance levels.
An early event on the pathway to channel formation is voltage-dependent
insertion of an Alm helix into the lipid bilayer (for reviews, see [161, 162]).
Many studies of the interactions of Alm with bilayers have focused on the
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orientation of Alm helices relative to the lipid bilayer. Early studies using CD
spectroscopy on oriented multibilayers [170] suggested that the orientation
of Alm helices relative to the bilayer normal was sensitive to the percentage
hydration and the phase of the lipid. Huang and Wu, also on the basis of CD
studies, stressed the dependence of helix orientation on the peptide-to-lipid
ratio, an increase in peptide concentration favouring an inserted orientation
over a surface associated orientation [172]. ESR studies using spin-labelled
Alm [173] and solid-state NMR of 15N-labelled Alm [174] also indicate that
Alm helices may insert into lipid bilayers. Overall, the data suggest that Alm
exists in a dynamic equilibrium between a surface-associated and a bilayer-
inserted form.
A surface-associated Alm helix could in principle insert in two ways: (i)
via the N-terminus crossing the bilayer; or (ii) via C-terminal insertion. Exper-
imental evidence shows that N-terminal insertion is favoured over C-terminal
insertion [162]. In particular, voltage activation of Alm channels, of which
helix insertion is the first step, only occurs when the side of the membrane
on which Alm is present (the cis face) experiences a positive voltage relat-
ive to the opposite (trans) face. The positive voltage repels the N-terminal
component of the α-helical dipole of Alm leading to its insertion into the
membrane. If the cis face is made negative, even though the C-terminal end
of the helix dipole is repelled, insertion does not occur. This suggests that
some feature of the C-terminus of the Alm helix must act as an “anchor” at
the bilayer surface, preventing C-terminal insertion.
There have been a number of MD simulation studies of Alm: (i) in
vacuo [175]; (ii) in MeOH [169,176]; and (iii) using a simple mean field model
of a lipid bilayer plus transbilayer voltage difference [5]. These simulations
have yielded valuable information about the dynamics of Alm. However, none
of them has addressed the question of how an Alm helix behaves when in-
serted in a lipid bilayer. The past few years have seen considerable advances
in MD simulations of lipid bilayers [19,40,59–61]. It is now quite feasible to
use MD simulations to explore TM helices and their interactions with bilayers
at atomic resolution. This has been done for a polyalanine model of a TM
helix [77], for isolated helices from bacteriorhodopsin [69] and for a simple
designed TM helical peptide [177].
In this paper we study the bilayer-inserted form of Alm. (The surface-
associated form, and the nature of the transition between associated and in-
serted forms will be the subjects of future publications.) However, Alm must
exist in aqueous solution before binding to and inserting into a bilayer. Fur-
thermore, many spectroscopic and related studies, including MD simulations,
of Alm have been performed in MeOH. For the purpose of comparison, both
with experimental data and between different simulation environments, we
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have performed MD simulations of 1 or 2 ns duration of Alm (the Rf30 form)
in water, in MeOH, and inserted into a palmitoyl-oleoyl-phosphatidylcholine
(POPC) bilayer. Because the Glu18 residue may shift its pKa and become pro-
tonated in an apolar environment, we have simulated Alm in a bilayer both
with residue Glu18 ionised (henceforth Alm-) and with Glu18 protonated
(henceforth AlmH). We explore the effect of environment on the conform-
ational dynamics of Alm, and attempt to explain why N-terminal insertion of
the Alm helix is favoured over C-terminal insertion.
4.2 Methods
4.2.1 Initial structure
The initial structure of Alm was generated by simulated annealing and re-
strained MD simulations, as described in [5]. The Alm model thus generated
is very close in its backbone conformation to the X-ray structure [164]. The
Cα RMSD between the three monomers in the asymmetric unit of the X-ray
structure is 0.074 nm whereas the RMSD for the starting model used in this
simulation vs. the three X-ray structures is 0.088 nm.
4.2.2 Systems
Simulations were carried out for the following systems: (i) Alm- with 3467
water molecules plus one Na+ ion (henceforth Alm/water), giving a total of
10,569 atoms in an initial box size of 4.9 × 4.8 × 4.9 nm; (ii) Alm- with 1682
MeOH molecules plus one Na+ ion (henceforth Alm/MeOH), giving a total of
5157 atoms in an initial box of 4.9 × 4.8 × 4.9 nm; (iii) Alm- inserted in a
bilayer of 127 POPC molecules plus one Na+ ion and 3822 waters (henceforth
Alm/POPC), giving a total of 18,238 atoms in a initial box of 6.2 × 6.0 × 7.6
nm; and AlmH inserted in the same POPC bilayer, with the same number of
waters but no Na+ ion (henceforth AlmH/POPC).
The Alm/water and Alm/MeOH systems were generated by solvating the
Alm helix in a suitably sized box, excluding solvent atoms which approached
peptide atoms closer than the sum of their van der Waals radii. For Alm/POPC
a fully equilibrated POPC bilayer of 128 lipid molecules was used. In a short
MD simulation a radial force was applied to exclude lipid atoms from a cyl-
inder of radius 0.7 nm. The Alm monomer was placed in the resultant cyl-
indrical space in the lipid bilayer, such that the two ends of the helix were
approximately coincident with the lipid/water interfaces. A single POPC mo-
lecule that still overlapped with the peptide was removed. This system was
solvated with SPC water (at least 30 waters per lipid molecule) and energy
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Figure 4.1. A Snapshot of the simulation system for an Alm monomer inserted in a
POPC bilayer with water on either side. The lipid headgroups and the Alm molecule
are shown as space-filling. B Diagram of an Alm monomer, highlighting polar side-
chains (Gln7, Glu18 and Gln19), the region around the helix kink (Gly11, Pro14) and
the C-terminal amino-alcohol (Phl20).
minimized. A single Na+ ion was added to the Alm/POPC system by repla-
cing a water molecule at the position with the lowest Coulomb potential. After
addition of the ion, the system was re-minimized. The AlmH/POPC system
was created from the Alm/POPC system by protonating the Glu sidechain,
followed by energy minimization. A snapshot of the Alm/POPC system after
minimization is shown in figure 4.1.
4.2.3 Dynamics simulations
Molecular dynamics simulations were run using GROmacs [93]. A twin range
cutoff was used: 1.0 nm for van der Waals interactions, 1.8 nm for electro-
80
4.3 Results





























Figure 4.2. RMSDs vs. time for the Cα atoms in each simulation. A Alm/water and
Alm/MeOH. B Alm/POPC and AlmH/POPC.
static interactions. The timestep was 2 fs, using LINCS to constrain bond
lengths [260]. We used a constant pressure of 1 bar in all three directions,
τP= 1.0, and constant temperature of 300 K, coupling separately to water,
lipid and protein with τT = 0.1 ps [35]. The lipid parameters were as in pre-
vious MD studies of lipid bilayers [25, 178]. These lipid parameters give a
good reproduction of the experimental properties of a DPPC bilayer. The wa-
ter model used was SPC [86], which has been shown to behave well in lipid
bilayer/water simulations [32]. Methanol and protein parameters were taken
from GROMOS [12]. Simulations were run on an SGI Origin 2000 195 MHz
R10k processor and took ∼8 days per ns on a single processor.
4.3 Results
4.3.1 Cα RMS deviations
The first two simulations, Alm/water and Alm/MeOH, were chosen to exam-
ine the stability of the Alm helix in aqueous solution and in non-aqueous
(but isotropic) solution. The difference in solvent has a large effect on the
progress of the simulations, shown by the Cα RMSDs vs. time (figure 4.2A).
For Alm/water the RMSD rises almost continuously over the first∼350 ps, to a
peak of ∼0.4 nm. It then fluctuates on a 100 ps time scale between∼0.25 and
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0.5 nm. Evidently, major changes in the conformation of Alm occur when
the peptide is in water. This is in marked contrast with the Cα RMSD for
Alm/MeOH, which rises to ∼0.25 nm during the first 100 ps of the simulation
and then fluctuates between ∼0.1 and 0.28 nm, reaching a value of ∼0.18 nm
after 1 ns. This suggests that the Alm X-ray structure is largely maintained
in MeOH. Thus, in isotropic solution the Alm structure seems to require a
non-aqueous solvent for stability. Note that the Alm was crystallised from
methanol/acetonitrile [164].
In figure 4.2B the corresponding RMSDs are given for the Alm molecules
in the bilayer. For Alm/POPC the RMSD rises over∼250 ps (i.e. possibly a little
more slowly than in MeOH) to ∼0.20 nm. It then fluctuates about that value
for the remainder of the 2 ns simulation, showing no tendency to increase
further. The helical structure of Alm is largely retained. A similar result is
seen for AlmH/POPC, although the overall RMSD (from essentially the same
starting conformation) is somewhat lower. This reflects a difference in the
two simulations, with a small conformational change in the N-segment of the
helix occurring in Alm/POPC at ∼100 ps (see below). However, this is the only
noticeable difference between the Alm/POPC and AlmH/POPC simulations.
The overall stability of the Alm helix in POPC is comparable to Alm in MeOH.
4.3.2 Fluctuations in structures
In addition to looking at the drift from the starting structure, it is useful
to compare the magnitudes of the structural fluctuations about the time-
averaged structure for each simulation. In figure 4.3 the Cα RMS fluctuations
from the average are examined as a function of residue number. This confirms
the similarity of the Alm/MeOH, Alm/POPC and AlmH/POPC simulations, and
their difference from Alm/water. For Alm/MeOH, Alm/POPC and AlmH/POPC
the Cα RMSF vs. residue plot is relatively flat. Other than for the terminal
residues, the fluctuations are less than 0.1 nm, and for the central core they
are nearly as low as 0.05 nm. There is no difference along the length of the
helix; i.e. residues N-terminal to the proline-induced kink do not exhibit a
lower RMSF than those in the C-terminal segment. However, the fluctuations
in Alm/water are markedly different. The overall magnitude of the RMSFs is
higher, ranging from 0.15 to 0.2 nm. Furthermore, the RMSFs are lower for the
N-terminal segment (particularly residues 1 to 7) of the molecule. The RMSFs
are highest for those residues C-terminal to the proline (i.e. 14 to 20). Overall,
the RMSFs confirm the picture of the Alm helix as stable in a hydrophobic
environment, whether in isotropic solution or inserted into a bilayer, but less
stable in an aqueous environment, where disordering of the C-terminal half
of the molecule occurs.
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Figure 4.3. Residue-by-residue Cα RMS fluctuations around their average positions
for Alm/water, Alm/MeOH, Alm/POPC and AlmH/POPC.
4.3.3 Hinge bending and the proline-induced kink
There has been some discussion of the role of intra-helical prolines, such
as that in Alm, in possible hinge-bending motions in transmembrane
helices [179–185]. It is therefore of interest to examine the role of motions
around the proline-induced kink in Alm in different environments. One way
of visualising this, which has been employed in e.g. NMR studies of peptide
helix conformations, is to superimpose snapshots of the peptide structure
taken from the MD trajectory on e.g. the N-terminal half (up to Gly11) of the
molecule (figure 4.4). It should be emphasised that this is simply a way of
displaying the consequences of hinge-bending motions and does not (other
than in the case of Alm/water) imply greater stability of the N-terminal seg-
ment of the molecule. Indeed, except for Alm/water, a similar picture would
be obtained by superimposing the C-terminal segments of the molecule. Ex-
amination of such superimposed snapshots reinforces the impression of the
similarity of the behaviour of the peptide in the Alm/MeOH, Alm/POPC and
AlmH/POPC simulations. Clearly there is a similar degree of hinge-bending
motion of the peptide backbone in all three simulations. The Alm/water sim-







Figure 4.4. Cα traces, corresponding to structures saved every 100 ps, for A
Alm/water, B Alm/MeOH, C Alm/POPC and D AlmH/POPC. In each case the struc-
tures were superimposed by fitting their N-terminal helices (residues 1 to 11).
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formation in the N-terminal half of the molecule comparable to that in the
other three simulations, but revealing considerable conformational flexibility
of the C-terminal half of the molecule. Thus whereas the motion in the three
hydrophobic environments seems to be simply hinge-bending of two helical
domains about a proline-induced kink, in water the C-terminal region adopts
a flexible, essentially random coil conformation. There does not appear to be
any significant effect of protonation of the Glu18 residue on the behaviour
of the membrane-inserted Alm molecule.
The hinge-bending motions of Alm may be examined in more detail by
combining essential dynamics [186] with the DynDom analysis of Hayward
and Berendsen [187] to reveal the major components of the motions. For
Alm/POPC this suggested that the motion could best be described as three
rigid domains (residues 1 to 5, residues 6 to 10 and residues 11 to 20) moving
relative to one another. For AlmH/POPC this simplified to two rigid domains,
namely residues 1 to 10 and residues 11 to 20. In the latter case, the angle
of rotation between the two most extreme structures was 34◦. A similar pic-
ture was arrived at in simple mean-field simulations of the Alm helix in a
bilayer [5].
It is of interest to examine the changes in time-averaged molecular di-
pole of Alm between the Alm/water and e.g. Alm/POPC simulations. It has
been suggested that voltage-gating of Alm might be associated with a voltage-
driven conformational change (e.g. coil→ helix) of the C-terminal segment of
the molecule (reviewed in e.g. 162). Calculation of molecular dipoles for the
Alm peptide backbone gives values of 55 (± 1), 54 (± 2) and 57 (± 1) Debye
(1 Debye = 0.0209 e.nm) for Alm/MeOH, Alm/POPC and AlmH/POPC respect-
ively. These values should be compared to an estimate of ∼63 Debye for
the dipole of the backbone of an idealised 20-residue α-helix [157]. In con-
trast, the dipole for Alm/water averaged over the whole simulation is 47 (±
4) Debye. Furthermore, a plot of the backbone dipole vs. time shows a trans-
ition at ∼300 ps (the same time as the major change in secondary structure
- see next section). For t = 0 to 300 ps, the mean dipole is 52 (± 4) Debye;
for t = 300 to 1000 ps it is 45 (± 2) Debye. Thus, the greater disorder of
the C-terminal segment of Alm in water leads to a small percentage loss in
molecular dipole. Even if the coil → helix transition was coupled to a 100
mV drop across a bilayer, this would only yield an additional stabilisation
of ∼0.7 kJ/mol. This is likely to be insignificant compared to changes in hy-
drogen bonding energies and lipid/protein interactions associated with such
a transition. Therefore, it seems unlikely that a voltage-driven coil → helix
transition plays a crucial role in Alm channel gating.
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Figure 4.5. Secondary structure, as analysed using DSSP (Kabsch and Sander, 1983), as
a function of time for: A Alm/water; B Alm/MeOH; C Alm/POPC; and D AlmH/POPC.
The greyscale is: white is coil, light grey turn, dark grey bend, and black is α-helix.
4.3.4 Secondary structure
Comparison of the secondary structure of Alm in Alm/water and Alm/MeOH
(figure 4.5) reveals a major difference. For Alm/MeOH the largely α-helical
conformation of the peptide is maintained throughout the 1 ns duration of
the simulation. There are occasional local deviations from α-helicity in the
C-terminal half of the molecule. For Alm/water, there is loss of α-helicity at
the C-terminus of the molecule starting at ∼150 ps and reaching its max-
imum extent at ∼300 ps. The N-terminal segment remains α-helical, while
the C-terminal segment switches dynamically between bend, turn and coil
conformations.
This flexibility can be analysed in more detail by examination of trajector-
ies for backbone Φ and Ψ angles of individual residues (not shown). For the
Alm/water simulation these reveal considerable fluctuations in backbone di-
hedrals, especially for residues Gly11, Aib13, Pro14, Val15 and Glu18. Val15
in particular shows a major transition from the α- to the β-region of the
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Figure 4.6. Time averaged values of backbone Φ and Ψ angles vs. residue number. A
Alm/water and Alm/MeOH. B Alm/POPC and AlmH/POPC.
Ramachandran plot at ∼250 ps. The fluctuations in the Alm/MeOH simula-
tion for residues Gly11, Leu12 and Pro14 are comparable to previous res-
ults [169, 176], although the fluctuations are somewhat less long-lived in
the current simulation (possibly reflecting differences in force field). Fig-
ure 4.6 shows a comparison of the average dihedral angles in Alm/water
and Alm/MeOH. Both simulations show greater deviation from the canonical
α-helical values for the C-terminal segment than for the N-terminal segment.
These deviations are much more marked for the Alm/water simulation. The
values for Alm/MeOH compare well with those determined in the X-ray [164]
structure, the differences being at the termini and in the Gly-X-X-Pro hinge
region.
The α-helical conformation of Alm is largely preserved throughout the
2 ns Alm/POPC and AlmH/POPC simulations (figure 4.5CD), with only occa-
sional and brief fluctuations leading to a few residues of e.g. turn conforma-
tion. The fluctuations seem to be slightly more marked for Alm/POPC than for
AlmH/POPC, although it is difficult to decide whether this difference is stat-
istically significant. It may reflect a higher frequency of Alm/water H-bonding
for the form with the ionised Glu sidechain (see below). Analysis of the aver-
age values of backbone dihedrals vs. residue (figure 4.6) shows no major dif-
ferences between Alm/POPC and AlmH/POPC (other than for residues 3 and 4
in Alm/POPC - see below), or between these two simulations and Alm/MeOH.
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Analysis of the backbone dihedrals as function of time reveals the reason
for the difference in the Cα RMSD plots for Alm/POPC and AlmH/POPC (see
above). In AlmH/POPC the backbone dihedrals show small fluctuations for
Gly11 and Leu12, i.e. much the same as for Alm/MeOH. Alm/POPC shows
similar fluctuations for Gly11 and Leu12. However, in addition Alm/POPC
shows a jump in the values of Ψ for Aib3 and of Φ for Ala4 at t ∼100 ps away
from standard α-helical values (i.e. Ψ3 ∼-40◦, Φ4 ∼-60◦) towards a more dis-
torted conformation (i.e. Ψ3 ∼-16◦, Φ4 ∼-105◦). This explains the initial rise in
Cα RMSD over the first 100 ps. There is a brief transition back to (Ψ3 ∼-40◦, Φ4
∼-60◦) at t ∼800 ps but this lasts for only ∼30 ps before the more distorted
conformation is resumed. Other than this local distortion in the N-terminal
segment, the helical conformation is retained in Alm/POPC, and the helix con-
formation is the same as that in AlmH/POPC and Alm/MeOH. Overall, Alm
retains a largely α-helical conformation both inserted into a lipid bilayer and
in a bilayer-mimetic environment.
4.3.5 The C-terminal anchor
As discussed above, an intriguing property of Alm revealed by electro-
physiological studies [162] is that it is much easier for the N-terminus of the
helix to insert into a lipid bilayer than for the C-terminus. A series of early
experiments [188] showed how this aspect of the peptide’s function changed
as its structure was changed. It seems that in native Alm the C-terminus acts
as a sort of anchor at the bilayer surface. Can the simulations suggest the
molecular basis of this C-terminal anchor?
The nature of the C-terminal anchor can be approached in terms of the
energetics of the interactions of Alm with lipid molecules and with water
molecules when inserted in a POPC bilayer. From these data (not shown) it is
evident that the Alm helix has significant electrostatic interactions with its en-
vironment (both lipid and water) even when inserted into a lipid bilayer. In fig-
ure 4.7 a more detailed analysis of the number of H-bonds made by different
residues of the Alm molecule is given for Alm/POPC. The Glu18 residue forms
on average ∼5 H-bonds to water, even when Alm is inserted into the bilayer.
The Gln19 residue forms on average ∼2 H-bonds to water. The total number
of H-bonds to water averages ∼10. Thus, about 70% of the H-bonds to water
are formed by the two C-terminal residues. Significantly, these two residues
(Glu18-Gln19) are conserved (although the Glu may be a Gln) in a wide range
of peptaibols (see http://www.cryst.bbk.ac.uk/peptaibol/). Indeed, the
C-terminal sequence motif for nearly all peptaibols is Glu/Gln-Gln-X where X
= Phe, Leu, Ile, Trp (in decreasing frequency of occurrence). There are also H-
bonds to the lipid from the C-terminus of Alm. Two H-bonds to lipid persist
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Figure 4.7. The number of H-bonds in the Alm/POPC simulation as function of time.
A Glu18/water; B Gln19/water; and C Alm (all atoms)/water.
throughout the simulation, one from the -NH2 of the sidechain of Gln19 to the
ester oxygen of a lipid and the other from the terminal phenylalaninol -OH,
again to an ester oxygen. Similar analysis for AlmH also reveals substantial
H-bonding of the C-terminus of the Alm molecule to water in the interfacial re-
gion, although protonation reduces this for the Glu18 sidechains. AlmH also
shows a persistent H-bond from the -NH2 of the sidechain of Gln19 to the
ester oxygen of a lipid, and fluctuating H-bonds from the GluH18 sidechain
and the terminal -OH to lipid.
A clear picture of the role of the C-terminal sidechains in H-bonding to
water in the interfacial region is obtained from snapshots of Alm/water in-
teractions (figure 4.8). In a pure bilayer simulation the water rarely penetrates
the bilayer beyond the carbonyl groups of the fatty acyl chains [19, 20]. Ex-
amination of the Alm/POPC simulation reveals that a water molecule is per-
sistently H-bonded to the acidic sidechain of Glu18, pulling that water into
the bilayer beyond the fatty acyl carbonyl oxygens. This correlates with the
quantitative analysis of Alm/water H-bonding provided above. Together these
two analyses suggest that the pair of polar sidechains at positions 18 and 19




Figure 4.8. Snapshot (at t = 2 ns) of the Alm/POPC simulation illustrating the
Alm/water interactions. The Alm molecule is shown as black bonds, waters within
0.6 nm of the peptide as thick black bonds, and the carbonyl oxygens of the POPC
molecules as grey dots.
interactions are seen at the N-terminus of the molecule. Thus, on the basis
of the MD simulations of Alm in POPC one is able to suggest a molecular
explanation of the asymmetric insertion properties of the Alm helix.
4.4 Discussion
The simulations presented above are, to the best of our knowledge, the first
which investigate Alm/bilayer interactions using an all atom, as opposed to
mean field [5], model of the membrane. The simulations of Alm/water and
Alm/MeOH complement previous simulations of Alm in methanol [169]. How-
ever, one should be aware of the limitations of the simulation technique em-
ployed. The first is the length of the simulations. Although 1 to 2 ns is a reas-
onable duration by current standards, it remains uncertain whether signific-
ant changes in Alm/bilayer interactions would occur if the simulations were
extended. However, the similar results from the Alm/POPC and AlmH/POPC
simulations lend some hope that 2 ns simulations have captured the essence
of the peptide/bilayer interactions, at least on a shorter time scale. A second
limitation is the relatively simple treatment of electrostatics in the current
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simulations. This protocol has been shown to give reasonable agreement with
experimental results for pure bilayer simulations [32] and to yield stable sim-
ulations for the porin OmpF in a POPE bilayer [78]. However, a number of
studies have been concerned with the effects of different treatments of long-
range electrostatic interactions [19,40] and this is clearly an area which will
merit further studies. The third concern is the use of a structure of an Alm
monomer generated by restrained in vacuo MD as the starting point for the
simulations. What would happen if e.g. one of three monomers of the crystal-
lographic asymmetric unit [164] or e.g. a model of Alm in an exactly α-helical
conformation [169] was used as the starting point? In vacuo restrained MD
simulations of Alm monomers starting from highly idealised α-helices yiel-
ded structures which were essentially the same as those in the crystal [5].
This suggests that the model-building procedure generates a stable conform-
ation of Alm in a non-aqueous environment. It should be noted that Alm was
crystallised from a hydrophobic solvent environment.
The results of these simulations are of particular interest in the context of
the stability of Alm in different environments, and the light this casts on the
early stages of the mechanism of channel formation by this much-studied
peptide. It is evident that Alm in water does not adopt a single conforma-
tion; despite the presence of the helicogenic amino acid Aib in its sequence,
it is quite flexible. The simulations suggest that the C-terminus of the helix
is less stable than the N-terminus. However, it must be remembered that this
simulation was started from a model of Alm in a helical conformation, and
was only run for 1 ns. Clearly the simulation had not reached an equilibrium
and further unfolding of the molecule might have taken place if the simu-
lation was significantly extended. Perhaps the safest conclusion is to state
that the C-terminal segment of the Alm helix unfolds first when the pep-
tide is in an aqueous environment. This should be compared with the NMR
amide exchange data of Dempsey and Handcock [168], who concluded that
alamethicin in water is only partly structured (although their results sugges-
ted greater stability of the C-terminal segment of the helix rather than the
N-terminal helix). Thus, before it associates with a membrane the Alm helix
is relatively unstable.
Once the Alm helix has inserted in a bilayer it is quite stable, and under-
goes relatively limited hinge-bending motions. This behaviour is very similar
to that of Alm in membrane-mimetic environments. For example, by compar-
ing NMR amide exchange data with MD simulations, Gibbs et al. concluded
that the Alm helix was mostly stable in MeOH, but exhibited hinge-bending
around residues 10 to 13 [169]. Similarly, Franklin, et al. used NMR to ex-
amine the conformation of Alm bound to SDS micelles [166]. Their results
suggested structural fluctuations of residues 10 to 12, with a largely helical
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structure retained in both the N- and C-terminal segments flanking this re-
gion. Also, Spyracopoulos et al. have suggested that the peptide backbone of
Alm is intermediate in flexibility between the core of a folded, globular protein
and the disordered regions of the latter, although they saw some differences
in dynamics between Alm in MeOH and Alm bound to SDS micelles [171].
Thus, the motions of membrane-inserted Alm in our simulations are in gen-
eral agreement with the available experimental data for a membrane-mimetic
environment. Once inserted into a bilayer the Alm helix has a reasonable
propensity to remain there, with the C-terminal polar residues providing an
anchor to the bilayer surface. This suggests that, in terms of channel forma-
tion, part of the voltage-driven process may be to simply increase the ratio of
inserted to surface bound Alm helices. As has been shown by e.g. Huang and
Wu [172], Alm helices can (albeit at relatively high peptide:lipid ratios) insert
into a bilayer in the absence of a transbilayer voltage.
The results of these simulations on Alm inserted in a lipid bilayer may also
be of more general significance for integral membrane proteins. As has been
noted by e.g. Brandl and Deber [179], although rare within helices in soluble
proteins, proline residues occur with a relatively high frequency in (predicted)
TM helices of integral membrane proteins. The structural role of prolines in
integral membrane proteins has been investigated by e.g. Von Heijne [183].
Alm inserted in a POPC bilayer may serve as a model for these more complex
structures. From the simulations discussed above, it is clear that an intra-
helical proline may act as a molecular hinge when the peptide is in a bilayer
environment. Of course, in most membrane proteins the proline will be not in
an isolated TM helix, but in a TM helix within a bundle of such helices. It would
interesting to see whether helix hinge-bending motions still occur within such
helix bundles, and if so whether such motions might have any functional role.
In the latter context, we note that a molecular hinge within a TM helix has been
suggested to play a role in gating of the nicotinic acetylcholine receptor ion
channel [189, 190] although in this case the hinge is not associated with a
proline residue.
The current studies of Alm inserted in a lipid bilayer may be compared
with other recent simulations of TM α-helices inserted in lipid bilayers. Three
detailed simulation studies have confirmed the stability of TM helices when
simulated in a phospholipid bilayer [69,77,177]. In particular, Shen et al. have
suggested, on the basis of simulations of an Ala32 α-helix spanning a DMPC
bilayer, that some degree of bending in the centre of a TM helix may be re-
quired to accommodate relative motions of the two leaflets of the bilayer [77].
This is an intriguing suggestion in the context of the hinge-bending motion
of Alm in a bilayer. Perhaps Alm is designed to exactly match the dynam-
ics of its transbilayer environment? Enhanced TM helix mobility due to pro-
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line residues was also observed in MD simulations of individual helices from
bacteriorhodopsin in a DMPC bilayer [69]. Belohorcová et al., studying a sim-
plified model of a TM helix (K2GL16K2A), showed that the lysine residues at
either end of the helix interacted strongly with waters in the interfacial region,
similar to the residues of the C-terminal anchor of Alm [177].
There are three major directions in which this work must be extended
to understand the channel forming properties of Alm at atomic resolution.
The first is to extend the simulations to models of Alm helix bundles inser-
ted in a lipid bilayer (chapter 5). The second extension is to consider one of
the missing early steps in channel formation by Alm, namely to simulate the
interactions of an Alm helix with the bilayer surface prior to insertion. Pre-
liminary studies suggest that interactions with the surface help to stabilise
Alm’s helical conformation relative to the peptide in aqueous solution [191].
The third and most difficult extension will be to simulate voltage dependent
insertion of an Alm helix. This has been attempted with a simple mean field
model [5]. Recent theoretical studies [192] have suggested how a transbilayer
voltage might be more rigorously treated in simulations. All atom simula-
tions of voltage-induced insertion of Alm, using a rough model to include an
electric field in the simulations, are currently in progress.
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Summary
We present the results of 2 ns molecular dynamics simulations of a
hexameric bundle of Alm helices in a POPC bilayer. These simulations
explore the dynamic properties of a model of a helix bundle channel in a
complete phospholipid bilayer in an aqueous environment. We study the
stability and conformational dynamics of the bundle in a phospholipid
bilayer. We also investigate the effect of the ionisation state of the ring
of Glu18 sidechains on bundle stability. If all of the Glu18 sidechains are
ionised, the bundle is unstable; if none of the Glu18 sidechains is ionised
the bundle is stable. pKa calculations suggest that either zero or one ion-
ised Glu18 is present at neutral pH, correlating with the stable form of
the helix bundle. The structural and dynamic properties of water in this
model channel were examined. As in earlier in vacuo simulations [122]
the dipole moments of water molecules within the pore were aligned





Channels formed by integral membrane proteins enable ions to move pass-
ively across lipid bilayers. They are important in numerous cellular processes,
ranging from electrical signalling [133] to facilitating the uncoating of viral
genomes [193]. They form transbilayer pores through which selected ions
may move at high rates (∼107 ions s−1 channel−1). In order to understand
the physical basis of their functional properties we need to characterise their
structural and dynamic properties. However, this is far from easy. As ion
channels are membrane proteins, relatively little is known about their three
dimensional structures. Indeed, although membrane proteins make up ∼20
to 30% of most genomes [153,154], we know the high resolution structure of
only a handful of such proteins, including a bacterial K+ channel [194].
Given such relative ignorance, the study of simple model membrane
proteins can provide valuable information on membrane protein structure
and dynamics. This has proved to be the case for ion channels, where
studies of a simple channel forming peptide, gramicidin A, have provided
unique insights into the structural basis of channel function. However,
the structural peculiarities of gramicidin are such that it is useful to also
examine other peptide models that more closely mimic ion channel proteins.
Many ion channels contain a central pore lined by a bundle of approximately
parallel α-helices. Such channels range in complexity from the M2 protein
of influenza A (∼100 amino acids per subunit) to the nicotinic acetylcholine
receptor (∼500 amino acids per subunit). Given the importance of this
structural motif in channel proteins, it is important to have a simple yet
detailed model system for channels formed by α-helices.
Alamethicin (Alm) is a 20 residue peptide which forms ion channels in
lipid bilayers. The properties of the channels and the structural and spectro-
scopic properties of Alm have been studied in considerable detail [161–163].
Alm forms multi-conductance channels in a voltage-dependent manner.
The alamethicin molecule adopts a largely α-helical conformation in the
crystal, in non-aqueous solvents, and in the presence of lipid bilayers. This
conformation is stabilised by the presence of a large number of Aib residues
in the sequence of Alm:
Ac-Aib-Pro-Aib-Ala-Aib-Ala-Gln7-Aib-Val-Aib-Gly-Leu-Aib-Pro14-Val-Aib-Aib-
Glu18-Gln-Phol
The multi-conductance behaviour of Alm channels is generally explained
in terms of the “barrel stave” model [164, 195–197]. In this model, multiple
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Alm molecules form a helix bundle surrounding a central pore. Different con-
ductance levels correspond to different numbers of helices in the bundle. This
model is in accord with a large body of experimental data [162], including
neutron scattering studies from Alm in lipid bilayers [198]. A key feature of
the model is that the helices are oriented parallel (rather than antiparallel)
to one another. The mutual repulsion of the parallel helix dipoles is com-
pensated for by their favourable interaction with the electrostatic field across
the bilayer and with the water inside the transbilayer pore [122]. This picture
is supported by the asymmetry of voltage-activation of Alm channels: when
Alm is added to one face (the cis face) of a bilayer, only cis-positive voltages
will result in channel formation. This supports a structure that is asymmetric
relative to the bilayer plane, i.e. a parallel helix bundle. A parallel helix bundle
is also supported by the work of Woolley and his colleagues [199,200], who
have shown that channels formed by covalently coupled pairs of Alm helices
(which are physically constrained to be parallel to one another) strongly re-
semble channels formed by unmodified Alm.
Molecular models of channels formed by Alm helix bundles have been gen-
erated by restrained molecular dynamics simulations in vacuo. These models
have been refined by short MD simulations with water molecules inside the
pore, using restraints on the helix bundle to maintain bundle integrity [148].
The models can explain the change in stability of Alm channels when the Gln7
sidechain is replaced by a smaller polar residue [201,202]. The pore dimen-
sions of such models with different numbers of helices/bundle correlate with
the experimentally observed multiple conductances of Alm [147, 157, 162].
Similar models of channels formed by Alm analogues have been used as the
basis of simple electrostatics calculations which predict the ionic-strength de-
pendent non-linear current-voltage curves observed for such channels with
reasonable accuracy [199]. Models of Alm helix bundles have been used in
MD simulations to demonstrate that water within channels formed by paral-
lel helix bundles is ordered and shows reduced translational and rotational
mobility relative to bulk water [122]. Finally, models of Alm channels have
been used to explore changes in translational mobility of Na+ ions within
narrow pores [215].
Recently, Zhong et al. have described simulations of two synthetic ion
channels in an octane slab between two water layers [208,209]. In this paper
we extend this approach and present the results of 2 ns MD simulations of a
hexameric bundle of Alm helices in a POPC bilayer. We study the stability and
conformational dynamics of the bundle in a phospholipid bilayer, the effect
of the ionisation state of the ring of Glu18 sidechains on bundle stability, and




5.2.1 Starting model of the hexameric Alm bundle
An initial model of a hexameric Alm helix bundle was generated using re-
strained MD in vacuo as described in refs. [148, 203]. During the final stage
of the simulated annealing protocol used to build the model the restraints
applied were: (i) intra-helix restraints, to maintain H-bonding of the backbone
of each Alm monomer; and (ii) inter-helix restraints, between the N-terminal
segments of adjacent monomers of the bundle, in order to maintain the in-
tegrity of the bundle. The model was solvated within and at either mouth of
the pore and simulated for 300 ps [122], retaining the intra- and inter-helix
restraints. The Cα RMSD from the initial in vacuo model to the model at the
end of 300 ps in water was ∼0.2 nm. The resultant model was desolvated and
used as the starting model for the bilayer simulations.
5.2.2 Two simulation systems
Two simulations of a hexameric Alm helix bundle were run, differing in the
ionisation state of the Glu18 residues. Electrostatics calculations on rings of
glutamate residues at either mouth of a model of the pore domain of the
nicotinic acetylcholine receptor [204] suggest that about 50% of the glutam-
ates in the C-terminal ring are protonated at neutral pH. Calculations of the
pKa of the glutamate sidechains in the hexameric Alm helix bundle show
that at pH 7, either none or just one of the six glutamate sidechains will be
ionised [211]. To investigate the effect of ionisation of glutamate sidechains
on the dynamics and stability of the Alm helix bundle, we have chosen to
simulate two limiting states of the system. In one (N6) all six glutamates are
ionised, in the other (N6H) all six glutamates are protonated. The true state
of the system is probably closer to N6H than to N6.
The setup of the system will be described first for N6. An equilibrated
POPC bilayer with 128 lipid molecules was used. A cylindrical hole was made
in the centre of the bilayer by removing lipids whose P atoms fell within
1.55 nm of the central axis of the cylinder. A short MD simulation with a
radially acting repulsive force was used to drive any remaining atoms out of
the cylinder into the bilayer. The Alm N6 model was inserted into the cavity
thus created. This system was solvated with SPC waters. Six Na+ ions replaced
water molecules at the positions of lowest Coulomb potential. The resultant
system (6 Alm helices, 3528 waters, 6 Na+ ions, giving a total of 17000 atoms
in a box of dimensions 6.1 × 6.1 × 7.0 nm) was simulated for 10 ps with no
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(a)
            
(b)
Figure 5.1. A Starting configuration of the simulation system for an Alm hexameric
helix bundle inserted in a POPC bilayer. Water is not shown. The lipid headgroup
atoms and the Alm molecules are shown in space-filling format. B Snapshot of the
Alm N6H simulation showing the helix bundle and the rings of Gln7, Glu18 and Gln19
sidechains, and water molecules within and just outside the pore.
restraints, with constant surface area, and with a constant pressure of 1 bar
in the z direction, followed by 5 ps with positional restraints on the peptide
atoms relative to the starting N6 structure. The N6H system was created from
the N6 system by protonating the six Glu18 residues, removing the Na+ ions
and energy minimizing. A snapshot of the N6H system is given in figure 5.1.
5.2.3 Simulation details
Molecular dynamics simulations were run using GROmacs [93, 145]. A twin
range cutoff was used: 1.0 nm for van der Waals interactions, 1.8 nm for
electrostatic interactions. The timestep was 2 fs, using LINCS to constrain
bond lengths [260]. We used a constant pressure of 1 bar in all three directions
(τp = 1.0 ps) and constant temperature of 300 K, coupling separately to water,
lipid and protein (τT = 0.1 ps) [35]. Lipid parameters were as in previous MD
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Figure 5.2. RMSDs vs. time for the Cα atoms for Alm N6 and Alm N6H.
studies of lipid bilayers [25,178]. The water model used was SPC [86], which
has been shown to behave well in lipid bilayer/water simulations [32]. Protein
parameters were taken from GROMOS [12]. Simulations were run on an SGI
Origin 2000 195 MHz R10k processor and took ∼8 days per ns on a single
processor.
5.3 Results
5.3.1 Progress of the simulations
In figure 5.2 the CαRMSDs vs. time of the N6 and N6H simulations are plotted.
The RMSD of N6 increases steadily up to ∼0.35 nm over the first 1200 ps and
then plateaus at this value. This suggests that substantial changes in the
structure of the N6 helix bundle occur over the course of the 2 ns simulation.
In contrast the Cα RMSD for the N6H model reaches a peak of ∼0.25 nm after
400 ps, and then settles at∼0.23 nm for the remainder of the simulation. This
suggests that N6H shows substantially smaller structural drift than does N6,
and thus that the former protonated state of the hexameric Alm helix bundle
is a more stable structure in this MD simulation.
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H1 H2 H3 H4 H6H5
Figure 5.3. Residue-by-residue Cα RMS fluctuations about their average coordinates.
Alm N6 (black line) and Alm N6H (grey line). The vertical broken lines delineate the
extents of helices H1 (residues 0 to 20) to H6 (residues 105 to 125). (Note that in
our residue numbering scheme, residues 0, 21, 42, 64, 84 and 105 correspond to the
N-terminal acetyl groups of the Alm molecules).
5.3.2 Helix fluctuations and secondary structure
In figure 5.3 the CαRMS fluctuations (from the mean structure over the course
of the simulation) are shown as a function of residue number. The most strik-
ing general trend is that the RMS fluctuations are greater for the C-terminal
segments of the helices than for the N-terminal segments. The magnitude of
the fluctuations is greater for N6(H) than for a single helix either inserted in a
POPC bilayer or in solution in MeOH, but less than the fluctuations of a single
Alm helix in water. For a majority of the helices (i.e. H1, H2, H3, H4 and H5)
the RMS fluctuations of the C-terminal segment are significantly greater for
N6 than for N6H.
A similar pattern emerges from analysis of the secondary structures of the
constituent helices of the two bundles as functions of time (figure 5.4). Over-
all, each peptide molecule retains a largelyα-helical conformation throughout
the 2 ns. In all cases, there is greater deviation from α-helicity, and from a
fixed secondary structure, in the C-terminal segments than in the N-terminal
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Figure 5.4. Secondary structure, as defined by DSSP (Kabsch and Sander, 1983), as a
function of time for: A Alm N6; and B Alm N6H. The greyscale is: white is coil, light
grey turn, dark grey 3-10 helix and black α-helix. H1 to H6 denote the constituent
helices of the bundles.
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Figure 5.5. Time averaged values of backbone Φ and Ψ angles vs. residue number,
for all of the helices of A Alm N6 and B Alm N6H.
segment of the helices. The overall level of fluctuation in secondary structure
is possibly a little lower for N6 than for N6H, but the difference is not striking.
Comparison with fluctuations in the secondary structure of an isolated Alm
helix reveals that in the hexameric bundles, the fluctuations in the secondary
structure of the C-terminal segment are intermediate in magnitude between
those of the isolated helix in an apolar environment, and in an aqueous envir-
onment. This mirrors the conclusion reached on the basis of the Cα RMSFs
(see above). Looking in more detail at the secondary structure, there is some
evidence for formation of 3-10 helix in the C-terminal half of the peptide mo-
lecule (e.g. N6, helix H1, t ∼1000 ps and N6H, helix H5, t = 1200 to 2000 ps).
There is obvious variation from helix to helix within a bundle (e.g. helix H4
vs. H5 in N6; helix H3 vs. H4 in N6H), implying that the helix bundle does not
exhibit exact six-fold symmetry. Again, comparison of N6 and N6H suggests
a somewhat greater degree of structural fluctuation in the former.
The time-averaged backbone dihedral angles (also averaged over the six
helices of each bundle) for the two simulations are shown in figure 5.5. Inter-
estingly, these show almost exactly the same pattern as for MD simulations
of an isolated Alm helix in MeOH or inserted in a POPC bilayer [78]. Although
the fluctuations of the C-termini of the helices are greater in the pore than
in isolated Alm in an apolar environment, the average conformation is the
same. This differs from isolated Alm in water where different values of the
mean dihedrals are seen.
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Possible hinge-bending motions of Alm molecules within the hexameric
bundles were explored in detail by combining essential dynamics [186] with
the DynDom analysis of Hayward and Berendsen [187] to reveal the major
components of intramolecular motions. However, this analysis was somewhat
inconclusive. Although it showed greater intramolecular mobility for the N6
simulation than for the N6H, the analysis did not reveal the hinge-bending
type motion that we have previously encountered within isolated Alm helices,
both in MeOH and when inserted (not in bundles) in a POPC bilayer.
5.3.3 Bundle fluctuations
It seems that the C-terminal segments of the component helices show greater
intramolecular fluctuations for N6 than for N6H. Together with the difference
seen in the Cα RMSDs, this suggests that the stability of the bundle might also
differ between N6 and N6H. This is supported by visual examination of Cα
trace snapshots of the N6 and N6H bundles taken at 500 ps intervals along
each trajectory (figure 5.6A-D). The N6 bundle expands somewhat as time pro-
gresses. This is confirmed by comparison of the radius of gyration as function
of time for the two systems (figure 5.7). Changes are particularly evident for
the C-terminal segments of the helices, the packing of which is considerably
disrupted (relative to the starting model) in order to allow the charged Glu18
sidechains to move away from one another. In particular, as a consequence
of such changes in packing, one helix (helix H4) no longer seems to have its
N-terminal segment packed with those of its neighbours. In contrast, in sim-
ulation N6H, the N-terminal segments of the helices remain packed with one
another much as in the initial model. The differences in the interactions can
also been seen in the orientations of the Glu18 sidechains (figure 5.6EF). In
N6H these continue to point towards the lumen of the channel, whereas in
N6 a number of the (charged) Glu18 sidechains are pointing away from the
channel lumen at the end of the simulation.
Overall, the N6H helix bundle is more stable than the N6 bundle over the
duration of the simulation. We will now examine the nature of the H-bonding
interactions of the pore with the bilayer and with water, and the behaviour
of water within the pore in more detail. We will focus on N6H, although some
comparisons will be made with N6 in order to assess the robustness of our
conclusions.
5.3.4 Bundle interactions
The amphipathic Alm helices in the bundle are in an anisotropic environ-
ment, with their apolar sidechains directed towards the surrounding lipids
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Figure 5.6. A - D Cα traces of snapshots (at 0, 500, 1000, 1500 and 2000 ps) from the
A,C Alm N6 and B,D Alm N6H simulations. In A,C the helix bundles are viewed down
a perpendicular to the bilayer normal, with the C-termini of the helices uppermost.
In B,D the view is from the C-terminal mouth of the pore, down the bilayer normal.
E,F Structures of the E Alm N6 and F Alm N6H simulations at t = 2000 ps. Figures
drawn using Molscript [79].
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Figure 5.7. Radius of gyration of the Alm bundle as a function of time for the Alm
N6 and Alm N6H simulations.
and their polar sidechains towards the water within the pore. Furthermore,
the polar residues at the C-termini of the helices (i.e. Glu(H)18, Gln19 and
the terminal hydroxyl of Phl20) are close to the lipid headgroups. Compar-
ison of the numbers of H-bonds formed by the Alm helix bundle (simulation
N6H) with water molecules (figure 5.8A) and with lipid molecules (figure 5.8B)
show that bundle/water H-bonds predominate. However, a number of pep-
tide/lipid H-bonds do occur, from the sidechains of GluH18 and Gln19, and
the terminal hydroxyl of Phl20 to the phosphate, glyceryl and acyl oxygens
of the lipid. The number of these H-bonds rises during the first ∼800 ps of
the simulation (figure 5.8D) until there is about one H-bond to lipid for each
Alm helix (a similar pattern is seen for the N6 simulation - data not shown).
This is expected to contribute to the stability of the helix bundle, by helping
to “anchor” it into the lipid bilayer.
Given the preponderance of peptide/water H-bonds, and the crucial role
these must play in stabilising a pore (as opposed to a “closed” bundle of
helices), it is important to examine these in more detail to identify the re-
lative contributions of the polar residues of the Alm helix to the lining of
the pore. First we look at the H-bonds to water molecules of the Gln7 side-
chains (figure 5.8C). Gln7 was first suggested to play a role in stabilising the
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Figure 5.8. Analysis of H-bonding in the Alm N6H simulation. Number of H-bonds
as a function of time are shown for: A peptide to water; B peptide to lipid; C Gln7
sidechains to water; D Aib10 carbonyl oxygen to water; E Gly11 carbonyl oxygen to
water; F GluH18 sidechains to water; G Gln19 sidechains to water; and H the terminal
hydroxyl of Phl20 to water.
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Alm helix bundle when the X-ray structure of Alm was determined [164,197].
More recently, combined experimental and computational studies have sup-
ported a role for this sidechain in pore stabilisation [201,202]. Counting the
number of H-bonds to water made by this sidechain reveals that between 20
and 25 H-bonds per hexameric bundle (i.e. ∼4 H-bonds per sidechain) are
maintained throughout the N6H simulation. Similar behaviour is seen for N6
(not shown). Moving along the Alm helix, it has been suggested [182] that the
proline-induced helix kink exposes the backbone carbonyl oxygen atoms of
Aib10 and Gly11, thus enabling these backbone groups to contribute to the
polar lining of the pore. Enumeration of H-bonds reveals that this is indeed
the case, although it seems that the Aib10 carbonyl (figure 5.8D) is rather
more solvent exposed than is that of Gly11 (figure 5.8E).
The (protonated) Glu18 sidechains maximise their H-bonding to pore wa-
ter (figure 5.8F). The sidechains of Gln19 (figure 5.8G) also form a significant
number of H-bonds to water. Taken together, these two rings of sidechains
contribute ∼30 H-bonds to water throughout the simulation. Finally, the C-
terminal hydroxyl group of Phl20 (figure 5.8H) forms ∼two H-bonds to water
per Alm monomer. The numbers of sidechain/water H-bonds for the N6H
bundle do not vary greatly with respect to time, whereas the corresponding
numbers for the less stable N6 bundle (data not shown) show significant drift
as the helices move apart.
5.3.5 The pore and its water
As seen in previous simulation studies (in the absence of a bilayer [122]) there
is a well defined column of water within the lumen of the Alm helix bundle. At
its narrowest region, in the vicinity of the Gln7 ring, this accommodates only
4 or 5 water molecules. As the water within a pore is crucial to the permeation
of ions through that pore, we have examined the nature of the pore and its
water in some detail. The pore radius profile has been determined every 50
ps. The resultant time-averaged radius profiles for N6 and N6H are compared
in figure 5.9. Despite the lesser stability of the N6 bundle, the profiles are
relatively similar. That of N6H has a smaller minimum radius, as might be
expected given the expansion of the N6 bundle noted above. There are two
constrictions, the narrower one being in the vicinity of the Gln7 ring and the
slightly wider one in the vicinity of the Glu(H)18 ring. At its narrowest point
the pore has a radius of ∼0.25 nm, and so partial dehydration of e.g. a K+ ion
(ionic radius 0.13 nm) may occur in this region during permeation, although
it should be remembered that the Gln7 sidechains may exhibit flexibility. On
the basis of this pore radius one may obtain an approximate prediction of
the pore conductance using the methods of Smart et al. [147]. For 1M KCl
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Figure 5.9. Pore radius profiles, evaluated using HOLE [205], for the Alm N6 and Alm
N6H simulations. The profiles were averaged from structures saved every 50 ps. Error
bars represent standard errors.
this yields a predicted single channel conductance of 260 pS, which is in
agreement with the corresponding experimental value of 280 pS [147,206].
The water diffusion coefficient along the pore axis was calculated from
their mean square displacement over a period of 5 ps (figure 5.10). A diffusion
coefficient was assigned to the local region on the pore axis corresponding
to the position of the water molecule at the start of the 5 ps period. Note
that those waters within the pore are located between z = 1.5 and z = 4.5
nm. The diffusion coefficients of waters within the pore are considerably re-
duced relative to bulk water. In the narrowest region of the pore (z ∼2.8 nm,
corresponding to the Gln7 ring) the water diffusion coefficient falls to ∼0.4
× 10−9 m2 s−1, about one twelfth of its bulk value. A similar reduction in
the translational motion of water within narrow pores was found in simpler
simulations [122]. The motion of water is also reduced close to the surface
of the bilayer, i.e. at z ∼1.0 nm and z ∼5.0 nm [20,32].
The dipoles of the water molecules within the pore are oriented by the
helix dipoles (figure 5.11). Thus, within the pore the mean z component of
the water dipoles is nearly 2.0 Debye, which should be compared with a dipole
moment of 2.3 Debye for a single SPC water. Much the same orientation of
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Figure 5.10. Water diffusion coefficients (Dz) as a function of position along the pore
(z) axis for the Alm N6 and Alm N6H simulations.
water dipoles within the pore is seen whether one analyses N6H (no ionised
sidechains) or N6 (six ionised sidechains). However, in the latter case there
is some local orientational polarization of the water dipoles in the vicinity of
the Glu18 ring superimposed upon the overall orientational polarization due
to the helix dipoles. Given the differences in helix packing (less ordered) in
the N6 simulation, this suggests that this effect of the helix dipoles on the
water is robust to the details of the model, and so might be expected to be a
general feature of those ion channels whose pores are formed by bundles of
approximately parallel α-helices.
The observed degree of orientation of the water dipoles may be employed
to calculate the local field experienced by water molecules within the pore.
Thus, the maximum value of µz = 1.9 Debye in the middle of the pore (fig-
ure 5.11) should be compared with µ0 = 2.3 Debye for SPC water (where µ0 is
the dipole moment of water and µz is its projection along the z (pore) axis).
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Figure 5.11. Projection of water dipole moments onto the pore axis for the Alm N6
and Alm N6H simulations
where Ez is the z component of the electrostatic field due to the helix dipoles,
and kB and T are the Boltzmann constant and temperature respectively, this
yields a field Ez = 3.4 109 Vm−1. (See [207] for a more detailed description of
the theory of interaction ofα-helix bundle dipoles with pore water molecules).
This “observed” field can be compared with an approximate prediction of the
electrostatic field generated by the bundle of aligned α-helix dipoles. An es-
timate of the latter field was obtained by numerical differentiation of the elec-
trostatic potential energy along the pore axis of an Alm helix bundle in vacuo.
To obtain the electrostatic potential along the pore axis, just the backbone
atoms (with Charmm partial atomic charges) were used, although inclusion
of sidechain atoms did not make a significant difference as long as the negat-
ive charges on the carboxylates of the glutamate residues were omitted. Note
that this approximate prediction is a simple Coulombic field, and does not
take into account the environment surrounding the helix bundle. The field
estimated in this fashion had a maximum value in the centre of the pore of
∼1.5 109 Vm−1. This is in good agreement with the ’observed’ field calculated
from the Langevin equation (given the approximations involved). This agree-
ment confirms that there is indeed a strong interaction between water dipoles
and aligned helix dipoles, which will contribute to the stability of the pore.
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The importance of this interaction can be evaluated by comparing the time-
averaged helix-helix electrostatic interaction energy within the N6H bundle
(∼+140 kJ/mol) with the corresponding bundle-water electrostatic interaction
energy (∼-2950 kJ/mol). It is clear the water-bundle interactions more than
compensate for the unfavourable helix-helix interactions, as was suggested
by previous simulations [122].
5.4 Discussion
5.4.1 Scope of the simulations
The experimental properties of Alm channels are well known [162] and can
be compared to the results from the simulations. For example, the single
channel conductance predicted on the basis of the simulated Alm N6H struc-
ture is in good agreement with that determined experimentally. Furthermore,
continuum electrostatics calculations have allowed us to pay attention to the
likely ionisation states of the Glu19 sidechains. In particular, the stability of
the Alm N6H bundle during the simulations provides further evidence that
this model may be a reasonable approximation to the true structure of (this
conductance level of) the alamethicin channel.
However, these simulations remain an approximation to the true prop-
erties of the system. The conductance calculations are mainly based on the
channel geometry, which is a severe simplification. A more rigorous study
of the conductance of the Alm channels requires potential of mean force
field calculations for ions passing through the channel. The current simula-
tions span 2 ns, which is still a relatively short period of time, both in the
context of lipid motions [19] and of the mean time it takes an ion to move
through a channel (∼10 to 100 ns). Furthermore, the simulations have been
conducted in the absence of a transbilayer voltage difference. In this study
this is not a serious problem, as the work of e.g. He et al. [198] suggests
that Alm helix bundles form in the absence of such a voltage difference, even
though Alm pore formation is voltage-dependent at the low peptide:lipid ra-
tios employed in electrophysiological studies. However, a number of recent
simulations [5,209,210] and theoretical [192] studies have explored the mod-
elling of a transbilayer voltage difference, and it will be important to conduct
simulations similar to those described in this paper in the presence of such
an external electrostatic field. Another limitation is that only a hexameric
bundle of Alm molecules has been considered. Models of smaller (N = 4 and
5) and larger (N = 7 and 8) Alm helix bundles have been generated in earlier
studies [148] and will form the basis of future MD simulations in an explicit
bilayer plus water environment [211]. There are further limitations to the sim-
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ulations, such as the absence of electrolyte and the treatment of electrostatic
interactions. Typically, experimental studies of Alm channels are conducted
using at least 0.5 M electrolyte, corresponding to ∼50 ions in the system used
in this simulation. This is an area which future studies will have to address.
The simulation protocol we have used has been shown to give reasonable
agreement with experimental results for pure bilayer simulations [19] and to
yield stable simulations for the porin OmpF in a POPE bilayer [78]. However,
a number of studies have been concerned with the effects of different treat-
ments of long-range electrostatic interactions [19,40]. It is likely that in the
presence of explicit charges long-range interactions should be treated more
accurately.
5.4.2 Biological significance
Despite the limitations of the simulations, the properties of the Alm N6H
bundle and of its interactions with water and lipids are of some significance.
In particular, the Alm helix bundle may be thought of as a paradigm of other
ion channels formed by helix bundles, including the pore domains of the in-
fluenza M2 protein proton pore [123,212] and of the nicotinic acetylcholine
receptor [189, 190, 213]. Furthermore, the recently determined X-ray struc-
ture of a bacterial K+ channel [194] reveals a pore based upon an α-helix
bundle motif, into which the pore-lining P-domain is inserted in order to con-
fer greater ion selectivity. As it seems likely that this basic architecture will
be found in voltage-gated K+, Na+ and Ca2+ channels [213], the parallel helix
bundle motif may prove to be widespread among a wide range of ion chan-
nels. Simulations can be a useful tool to study such bundles [208,209].
One property which clearly emerges from the current study is the altered
dynamics of water molecules within the pore. This has also been seen in com-
parable simulations of the bacterial porin OmpF [78]. Significantly, an almost
identical effect on dynamics of water with Alm and other model pores was ob-
served in previous simulations of a pore plus water system in the absence of
a bilayer model [122]. This is important in that it suggests such simpler simu-
lations may capture the essence of the dynamics of water (and, by extension,
of ions [214,215] in models of transbilayer pores. The other unusual property
of water within Alm channels is the alignment of the water dipoles along the
pore axis. This was also observed in the earlier simulations [122, 216], and
current calculations demonstrate rather conclusively that the water dipoles
are aligned by the electrostatic field created by the parallel dipoles of the
constituent α-helices of the bundle. Such alignment of intra-pore water di-
poles has important consequences for more mesoscopic treatments of chan-
nel properties. As discussed by Sansom et al., alignment of the water dipoles
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by the helix dipoles means that if the water within the pore is modelled as
a continuum a somewhat lower dielectric than that of bulk water should be
used [207]. However, there are other, more fundamental problems in treating
nearly dielectrically saturated water as a simple dielectric continuum. Fur-
thermore, as discussed above, helix/water dipolar interactions contribute to
the stabilisation of a parallel α-helix bundle.
A further way in which the Alm helix bundle may be of relevance to
other ion channels is in the flexibility conferred on the helices by the pro-
line residues at position 14. From the DSSP analysis, and from visualisation
of superimposed structures, it is evident that even in the Alm N6H simula-
tion the C-terminal segments of the Alm molecules undergo dynamic confor-
mation changes. Comparison with simulations of an isolated Alm molecule
in water, in MeOH and spanning a POPC bilayer [217] suggest that in N6H
the degree of conformation flexibility is greater than that of the isolated Alm
molecule in a trans-bilayer (POPC) or bilayer-mimetic (MeOH) environment,
but is less than that of Alm in water. This is presumably because in N6H
the Alm helices are exposed to water only on the pore-lining surface. Thus,
the Alm channel is a dynamic assembly, with rapid structural fluctuations
around its C-terminal mouth. This is also of interest in the context of K+
channels. The recent bacterial KcsA channel structure has a bundle of four
inner helices which appear to restrict the size of the intracellular channel
mouth. The equivalent S6 helices of voltage gated K+ channels (e.g. Shaker)
contain a Pro-Val-Pro motif, which in vacuo MD simulations suggested might
act as a hinge-bending motif. Recent MD simulations of isolated S6 helices in
a POPC bilayer (Shrivastava, Sansom and Forrest - unpublished results) con-
firm that hinge-bending motion occurs within a bilayer environment. Thus, K+
channels may exhibit fluctuations in their pore dimensions similar to those
seen in Alm channels.
5.4.3 Future directions
This work has demonstrated that MD simulations of Alm including a lipid
bilayer plus water enable unrestrained simulations of a channel forming helix
bundle to be carried out in a realistic model of its natural environment. In the
context of the large body of experimental data concerning Alm channels [162],
there are a number of ways in which this work may be extended. Firstly,
in order to understand better the energetics of pore/ion interactions, free
energy profiles [68, 218–220] for the ion as it moves along the pore should
be calculated. In this context, the result in the paper suggesting that water
dynamics and orientation in the full bilayer simulation are very similar to
those in earlier, restrained and in vacuo simulations may be helpful. Secondly,
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simulations should be extended to models of other values of N helices/bundle
in order to see whether the agreement between predicted and experimental
pore conductance found in the current study is maintained. Finally, the effects
of varying the helix bundle environment, by including a transbilayer voltage
term [5,209] and by using different phospholipids, should be explored.
Ultimately, it should be possible to link microscopic models such as those
in this paper to experimentally measured current-voltage curves and build a
complete picture of the dynamics and energetics of an ion channel, albeit a
simple one.
116
6 Lipid properties and the orientation of
aromatic residues in OmpF, Influenza M2
and Alamethicin systems
            
D. P. Tieleman, L. R. Forrest, M. S. P. Sansom and H. J. C. Berendsen. Lipid properties and the
orientation of aromatic residues in OmpF, Influenza M2 and Alamethicin systems: molecular
dynamics simulations. Biochemistry, in press.
6 Lipid-protein interactions
Summary
Molecular dynamics simulations allow a direct study of the structure
and dynamics of membrane proteins and lipids. We describe the beha-
viour of aromatic residues and lipid properties in POPE and POPC bilayer
models with the E. coli OmpF trimer, single alamethicin and Influenza M2
helices, 4-helix M2 bundles and two alamethicin 6-helix channel models.
The total simulation time is over 24 nanoseconds, of systems contain-
ing solvent, protein and between 104 and 340 lipids. Various types of
adjustment between lipids and proteins occur, depending on the size of
the protein and the degree of hydrophobic mismatch between lipid and
protein. Single helices cause little measurable effect on nearby lipids
whereas the 4-helix bundles, 6-helix channel models and OmpF cause
a significant lowering of order parameters in nearby lipid chains, an
increased difference between odd and even chain dihedrals in the mag-
nitude of the trans dihedral fractions and dihedral transition rates, in
most cases a decreased gauche population and a decrease in bilayer
thickness. An increased tilt of the lipid chains near the proteins can
account for most of the observed decrease in order parameters.
The orientation of tryptophans and tyrosines on the outside of the
proteins is determined by packing at the protein exterior and aspe-
cific hydrogen bonding with lipids and solvent. The tyrosines in the
broad bands that delimit the hydrophobic exterior of OmpF show little
change in orientation over one nanosecond. Their rings are oriented pre-
dominantly perpendicular to the bilayer plane, with the hydroxyl group
pointing towards the lipid-water interface. Phenylalanines in OmpF,





Lipid-protein interactions play an important role in membrane protein folding
and assembly, partitioning, aggregation and other processes, but it is difficult
to obtain detailed structural information on such interactions. Experiment-
ally, spectroscopic techniques, foremost NMR, are the most powerful tools to
study the behaviour of lipids near proteins and the structure of membrane-
bound or inserted peptides [221]. NMR is able to obtain information about
the structure of membrane proteins and labeled lipids, although this kind of
study often still presents a significant technical challenge [222–224].
From the theoretical side, molecular dynamic simulations [19,60] of lipid
systems have evolved to a point where complicated systems including bacteri-
orhodopsin [75], gramicidin A [67], and the bacterial porin OmpF [78] have
been studied in atomic detail. Simulations give detailed information about
the structure and dynamics of lipids and protein sidechains. This makes it
possible to study important features of membrane proteins, in particular the
orientation of aromatic residues and the influence of membrane proteins on
lipid behaviour.
Recently, several simulation studies have addressed the structure and dy-
namics of small proteins in bilayers, including gramicidin A [67], helices from
bacteriorhodopsin [69,70], a polyalanine model helix [77], and an amphiphilic
model helix [177]. However, it is difficult to obtain reasonable statistics on
lipid properties as function of distance from a protein since relatively long
simulations with a large number of lipids are necessary. Here, we analyse
protein-lipid interactions in a number of simulations of membrane channels
and transmembrane helices (table 6.1). Combined, they possess a variety of
motifs common in membrane proteins and form a unique set of data.
Several studies have examined the behaviour of aromatic residues in sys-
tems such as gramicidin A [67, 225–227], porins [127, 129], and model pep-
tides [228]. We describe the orientation and dynamics of aromatic residues,
emphasising the differences between Phe, Trp and Tyr. Alamethicin (Alm)
contains a Phe, Influenza M2 (Flu M2) contains one or more Phe residues and
a Trp, and OmpF contains a wide hydrophobic band delimited by two rings
of aromatic residues.
We also study how the membrane proteins influence the order paramet-
ers, chain dynamics and conformations, bilayer thickness, and lipid tilt with
respect to the bilayer normal. These properties are of theoretical interest
in thermodynamic models describing protein insertion and aggregation and
form part of the molecular basis of the often used concept of hydrophobic
mismatch [138,228,229]. The influence of the size of the membrane protein
on the properties of the neighbouring lipids can be compared between the
119
6 Lipid-protein interactions
Table 6.1. Overview of the simulations.
system protein lipid water ions length ref.
Alm 6 6 Alm 104 POPC 3528 6 Na+ 2 ns [230]
Alm 6H 6 Alm 104 POPC 3528 - 2 ns [230]
Alm 1 1 Alm 127 POPC 3822 1 Na+ 2 ns [217]
Alm 1H 1 Alm 127 POPC 3822 - 2 ns [217]
Flu 18 1 Flu M2 127 POPC 3790 - 2 ns [212]
Flu 26 1 Flu M2 127 POPC 4712 1 Na+ 2 ns [212]
Flu 34 1 Flu M2 127 POPC 3803 2 Na+ 2 ns [212]
Flu T18 4 Flu M2 110 POPC 4860 - 4 ns [231]
Flu T22 4 Flu M2 110 POPC 5236 1 Na+ 4 ns [231]
OmpF 3 OmpF 318 POPE 12992 27 Na+ 1 ns [78]
POPC - 128 POPC 2460 - 1.5 ns
Table 6.2. Sequences of the peptides. Flu M2 is a 79 residues protein, only part of
which is simulated. The three different lengths are different putative transmembrane
segments but that is in the current context of no real importance [231]. Flu T22
contains 4 helices with 22 residues, with the same sequence as Flu 26 but without





Flu 26 Ser-Ser-Asp-Pro- Flu 18 -Asp-Arg-Leu-Phe
Flu 34 Ser-Cys-Ser-Asp- Flu 26 -Phe-Lys-Cys-Ile
small single helices, medium-sized helix bundles and the large OmpF trimer.
The effect of different degrees of hydrophobic mismatch between proteins
and lipid can be compared between Alm, the Flu M2 helices and bundles, and
OmpF, which have different hydrophobic lengths.
6.2 Methods
6.2.1 Simulations
All systems we study here have been described in detail elsewhere [78,
212, 217, 230, 231]. An overview of the simulations is given in table 6.1. In
table 6.2 the sequence of the peptides is given and in figure 6.1 their struc-
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(a) Alm (b) Flu 18 (c) Flu 26 (d) Flu 34
(e) Alm 6 (f) Flu T18 (g) Flu T22
(h) OmpF
Figure 6.1. Snapshots of all proteins. Hydrophobic residues are light hydrophilic
dark, and all aromatic residues are drawn explicitly.
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ture. Briefly, OmpF has been simulated with lipid force field parameters based
on GROMOS [23]. The other systems use lipid parameters based on [25]. In
all systems GROMOS parameters are used for the proteins [12]. All systems
use a group-based twin-range cutoff of 1.0 nm for the Van der Waals and 1.8
nm for the Coulomb interactions. Neighbourlists were updated every 15 steps
(OmpF) or every 10 steps (all others). All systems were simulated at a constant
pressure of 1.0 bar and constant temperature of 315 K (OmpF) or 300 K (all
others), using the weak coupling method (τp = 1.0 ps, τT = 0.1 ps) [35]. All cal-
culations were carried out using the GROMACS package [93,145]. Structures
were saved every 100 steps (0.2 ps, OmpF) or 500 steps (1.0 ps, all others)
and used for analysis.
6.2.2 Analyses
The distance between lipids and protein are calculated as the minimum dis-
tance between a lipid carbon (order parameters), bond (trans fractions and
transition rates), or tail carbon atom 5 (lipid tilt) and any protein Cα atom.
This is an arbitrary choice. A binwidth of 0.8 nm (roughly equal to the distance
between two lipids) proved a useful compromise between sufficient statist-
ics and good resolution. The first point in graphs with distance-dependent
properties can therefore be interpreted roughly as the first layer of lipids
around a protein. Order parameters, chain dihedral properties, and chain tilt
are calculated for the palmitoyl chain only. Deuterium order parameters were
calculated in the usual fashion [19].
For the trans/gauche and dihedral transition analyses, dihedrals were di-
vided into three bins of 60◦ width, around the gauche+, gauche- and trans
minima. The trans fraction was calculated by dividing the total number of
dihedrals in the trans bin by the total number of dihedrals in the three bins.
If a dihedral fell outside one of the three bins it was not counted, nor was its
bin changed. A transition was counted if a dihedral changes from one bin to
another.
The tilt of lipids was calculated as the angle between the vector from
chain carbon 1 (the carbonyl carbon) to 10 and the z axis. The distance of a
whole lipid from the protein was calculated as the minimum distance between
carbon atom 5 and any Cα atom. Membrane thickness was calculated as the
distance between the carbon 2 atoms of lipids of the two monolayers, which
corresponds roughly to the hydrophobic interior of the bilayer.
In all analyses, standard errors were calculated assuming that each lipid is
an independent sample. This is likely to underestimate the errors slightly be-
cause there is a weak correlation between the lipids, but this is compensated
for by the extra information due to the long length of the simulations.
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The orientation of aromatic residues is described in terms of two order
parameters. SN is defined as SN = 12(3 cos2 θ − 1), with θ the angle between
the normal vector to the plane of the phenylalanine, tryptophan and tyrosine
ring, and the axis perpendicular to the membrane. SL is defined in the same
way but with θ the angle between the vector from Cγ to Cζ for tyrosine and
phenylalanine and the z axis. Figure 6.2 gives a more detailed graphical ex-
planation of this. A hydrogen bond is counted if the donor-acceptor distance




The different systems contain several types of aromatic residues, but not all of
them are in contact with the membrane. Alm has a C-terminal phenylalanine,
which is located at the edge of the hydrophobic membrane interior. The Flu
peptides contain a phenylalanine, which is located in the membrane interior,
and a tryptophan, which is located near the acyl chain/headgroup interface.
In the 4-helix bundles this residue is buried inside the bundle. Flu 26 and Flu
34 contain additional phenylalanines but these are located in the headgroup
region and are not further analysed. The most interesting protein is the porin
trimer. Each monomer contains two tryptophans, 19 phenylalanines and 29
tyrosines. Trp61 is buried near the trimer axis and completely immobile in the
simulation, 9 phenylalanines are buried in the barrel interior or located in an
external loop and 16 tyrosines are part of the porelining, buried in the barrel
interior or located in loops. This leaves 3 tryptophans, 30 phenylalanines and
39 tyrosines in the trimer that interact directly with the lipid bilayer.
Two parameters describe the orientation of an aromatic residue in the
bilayer. SN describes the angle between the z axis, which is the axis normal to
the bilayer, and a normal vector on the plane of aromatic sidechain. A value
of 1 means this vector is parallel to the z axis, and thus the ring itself is
parallel to the plane of the membrane. A value of -0.5 means this vector is
perpendicular to the z axis, and thus the ring is perpendicular to the plane of
the membrane. SL describes the angle between the z axis and a vector from
the Cβ to Cζ in tyrosine an phenylalanine. Three examples and figure 6.2 may
clarify this. 1. If a sidechain has SN = 1, the plane of the ring is parallel to
the plane of the membrane and SL can only be perpendicular to the z axis, SL
= -0.5. 2. If SL = 1, the long axis of the sidechain is parallel to the z axis and
SN can only be -0.5, perpendicular to the z axis. It is still possible that the







Figure 6.2. Three examples. The dashed line represents the plane of the membrane,
thick lines with arrows the z axis, dashed lines with arrow the long axis, thin line with
arrow the normal on the ring. A SL = -0.5 and SN = 1. SN can assume all values by
rotating around the Cβ-Cγ bond, which does not change SL. B The long axis is aligned
with the z axis and SL=1, which means SN=-0.5 and is perpendicular to the z axis.
Rotation around the long axis would change neither SL nor SN . C The long axis is at
some angle with the z axis and SN can assume a range of values by rotation around
the Cβ-Cγ bond. However, the maximum value for SN is limited by the orientation of
the long axis.
SN or SL. 3. If SL goes from -0.5 to close to 1, SN changes automatically too.
However, there is an additional motion, namely rotation of the plane of the
ring around the long axis, that changes SN . Thus, for most orientations of SL,
SN can assume almost the entire range from -0.5 to 1 by rotation around the
long axis.
In figure 6.3 a few representative cases are plotted. Below we examine each
system in more detail.
Alamethicin
The phenylalanines in the four alamethicin systems have considerable free-
dom. figure 6.3A shows that in the single helix systems many possible com-
binations occur. When SN is high, and the phenylalanine ring is oriented par-
allel to the bilayer plane, the sidechains are extended away from the helix,
perpendicular to the z axis. When SN is lower, more conformations are ac-
cessible for the long axis. In 2 nanoseconds major changes in conformation
take place. A similar picture is seen for the Alm 6 and Alm 6H bundles, with
a wide distribution of orientations, including orientations with the long axis
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Figure 6.3. The orientation of selected aromatic residues as function of time, defined
by SN (left column) and SL (right column) (see text). A Phe20 from Alm 1 (black)
and Alm 1H (grey), as example of extended freely rotating phenylalanines. B three
examples of phenylalanine from OmpF. Phe23 (black), part of the aromatic band in
OmpF, remains oriented with its ring perpendicular to the membrane plane but its
long axis is free to move. Phe145 (dark grey) is stacked between other sidechains and
is mostly immobile. Phe153 (light grey) is located in the middle of the hydrophobic
band and is not restricted. C three examples of tyrosine from OmpF. Tyr90 (black) is
the most flexible tyrosine on the protein exterior. Tyr98 (dark grey) is buried in the
protein exterior and completely immobilized. Tyr180 (light grey) is a typical example
of the 24 tyrosines that form the aromatic band on either side of the protein.
125
6 Lipid-protein interactions
more parallel to the bundle (not shown).
Influenza M2
Similar to the case in alamethicin, the phenylalanine in the Flu monomers
remains mostly in a conformation with the sidechain extended away from
the helix, almost perpendicular to the helix. Only a few short fluctuations
in this orientation occur. The orientation of the ring itself fluctuates rapidly
by rotation around the long axis, with fast transitions (tens of picoseconds)
between a parallel and perpendicular orientation of the plane of the ring with
respect to the plane of the membrane. In the short tetramer, Flu T18, the long
axis is also extended and hardly changes orientation in 4 ns. The orientation
of the plane of the ring fluctuates much more, with several sharp transitions
and a wide spread in orientations between the four phenylalanines during the
simulation. In Flu T22, two of the phenylalanines orient with their long axis
parallel to the helix, effectively folding the sidechains against the helix. This
completely restricts the orientational freedom for the ring and consequently
only very small motions are seen. The other two sidegroups are extended
away from the helix and their rings fluctuate over all available orientations.
Autocorrelation times for the ring orientation can in principle be calculated,
but these yield widely varying results, from picoseconds to well beyond the
longest simulation time of 4 ns.
In Flu 18 and Flu 26, the orientation of the Trp plane fluctuates around a
mostly perpendicular orientation with respect to the plane of the membrane.
The NH group in Flu 18 forms hydrogen bonds with the carbonyl oxygens
of His13, Phe14 or one of two different lipids. In Flu 26 the NH group is not
hydrogen bonded, and in Flu 34 the NH group is bonded to water, lipid or
Asp28.
The orientation of the Trp residues in the short bundle model is difficult
to interpret, since they are pointed toward each other, at the inside and top
of the bundle. In the longer bundle they are approximately stacked on top of
each other on the inside of the helix bundle and not accessible to lipids.
OmpF
Phe23 (figure 6.3B) is part of the aromatic boundary of the hydrophobic band
on the extracellular side. The plane of the ring in all three monomers remains
mostly perpendicular to the plane of the membrane, but the long axis has
many possible orientations. Phe96 is buried in the middle of the band in
the cleft on the outside between two monomers. This renders the residue
nearly immobile during 1 ns, with the plane of the ring perpendicular to the
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plane of the membrane and the long axis mostly parallel to the z axis. Phe144
and Phe145 (figure 6.3B) are stacked together and are part of the aromatic
boundary on the intracellular side. Phe153 neighbours them but is part of the
interior of the hydrophobic band. It is free to move and assumes a wide range
of orientations (figure 6.3B). Phe185 forms part of the aromatic boundary on
the intracellular side and is sandwiched between Tyr180 and Tyr220. Phe265
and Phe267 are stacked and sandwiched between Tyr263 and Tyr301 at the
intracellular side. Phe295 is part of the aromatic boundary on the extracellular
side, and Phe303 on the intracellular side.
Most of the tyrosines on the outside of OmpF are ordered in two reg-
ular bands with roughly enough space in between neighbouring tyrosines
for another large sidechain, often Phe or Trp: 313, 275, 231 and 191 on the
extracellular side, 301, 263, 220 and 180 on the intracellular side (see also
figure 3.1). These residues are placed at regular 12 residue intervals on the
β-sheets that make up the outside of the protein. If we look at the orientation
of the rings and the long axis of the sidechains, we see the same picture for
all 8 of them. There is little motion around the long axis. In most of these
residues the long axis is not moving either, with the exceptions of residues
220 and 313. These residues make brief excursions to orientations closer to
perpendicular to the z axis, but return to parallel. This means that all of the
tyrosines in the aromatic bands are aligned with the pore wall, parallel to the
z axis, and mostly experience only small fluctuations while maintaining their
primary orientation. An example of this is given in figure 6.3C, Tyr180. Of the
remaining 5 tyrosines on the outside, Tyr98 is deeply buried in the outside
wall, with its long axis exactly parallel to the z axis, an is completely immob-
ile over 1 ns in all three monomers (figure 6.3C). The most mobile tyrosine
is Tyr90, at the intracellular side in the aromatic band. This residue shows
considerable variation in both the orientation of the long axis and the plane
of the ring (figure 6.3, bottom). Tyr139 and Tyr 157 are opposing residues at
the intracellular and extracellular side but located more towards the middle
of the hydrophobic zone than the two regular bands (not shown). The plane
of their rings is more or less perpendicular to the plane of the membrane and
does not change much over the simulation. Their long axes are more or less
parallel to the z axis. Finally, Tyr182 (not shown) is part of a short intracel-
lular loop but could also be seen as part of the aromatic band. In all three
monomers the plane of the ring is roughly perpendicular to the plane of the
membrane, but the long axes assume a whole range of orientations.
All tyrosines mentioned above form hydrogen bonds, mostly with lipids
and solvents. The number of hydrogen bonds per OH group for tyrosines
from the outer wall with solvent and lipids is about 2. Hydrogen bonding is
not very specific, tyrosines form a donor with any oxygen atom in the lipids
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Table 6.3. Estimated hydrophobic thickness L of the proteins, calculated from a
single structure, and membrane interior, calculated as average distance between the
carbons next to the carbonyl group in both leaflets.
Alm Flu 18 Flu 22 Flu 26 Flu 34 OmpF POPC POPE
L (nm) 2.7 2.5 3.0 3.2 3.2 2.6 3.0 3.2
or water and an acceptor with the NH3 of the POPE headgroups.
There is one Trp on the outside of the porin, positioned with the six-ring
in line with two tyrosines that are part of the regular aromatic band on the ex-
tracellular side. During the simulation, this Trp in all three monomers orients
mostly with the aromatic plane perpendicular to the plane of the membrane,
with short fluctuations from an angle of 90 to about 60◦ with the plane of
the membrane. The direction of the NH-vector fluctuates slowly and is dif-
ferent in the three monomers. In the first the angle between the NH vector
and the z axis slowly fluctuates between ∼50◦ and close to 0◦. In the second
monomer this angle remains more or less constant at close to 0◦, and in the
third monomer a very sharp transition in a few picoseconds is seen from an
orientation parallel to the z axis to an orientation perpendicular to this axis.
Each tryptophan is hydrogenbonded to 6 different water molecules during
the simulation, as well as to a neighbouring glutamate.
6.3.2 Lipid properties
Local thickness of the membrane
How do lipids behave in the vicinity of a protein? The first and most obvi-
ous change that might occur is a change in the local thickness of the bilayer
around proteins. This local thickness is plotted in figure 6.4. It is clear that it
is difficult to get accurate averages, particularly in the case of single helices.
The shortest peptide, Flu 18, causes a small local decrease in thickness.
Flu 26 causes a considerable increase in thickness. Alm 1 and Alm 1H are
similar and have little effect. The behaviour of these four systems can be ex-
plained by the estimated hydrophobic thickness of the peptides, summarized
in table 6.3. Flu 26 has a considerably longer hydrophobic segment than the
other peptides. Flu 34 is even longer but this peptide bends in the middle,
has a larger overall tilt (∼25◦ with the z axis, compared to 10◦ for Flu 26),
and loses much of its helical structure at each end of the peptide.
The effect of larger proteins on the local thickness is more pronounced.
A considerable decrease in thickness is found near Flu T18. Alm 6H and Flu
T22 do not induce much change, while Alm 6, which is somewhat broader and
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Figure 6.4. The bilayer hydrophobic thickness as a function of distance from a pro-
tein. The hydrophobic thickness was estimated as the distance between two atoms
at the ends of a more or less continuous hydrophobic face of the peptides.
shorter than Alm 6H, induces a slight decrease in thickness. Note that for the
larger Alm bundles reliable data is only available up to 2.4 nm away from the
protein. The most interesting case is the porin, for which we can calculate
the bilayer thickness over 4 nm away from the protein. The first two layers
of lipids are affected and show a considerable decrease in thickness, whereas
the next three layers are close to the POPE bulk thickness.
Lipid order and mobility
Single helices
Overall, the effect of single helices on the order parameters of the lipids is
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Figure 6.5. Lipid properties as function of distance from alamethicin (Alm 1), as
example of a single helix. A Order parameters per tail carbon. B Average trans fraction
per tail dihedral. C Average time between transitions per tail dihedral.
small. One example of a single helix is given in figure 6.5. The most obvious
effect is a lowering of the order parameters in the upper half the lipid chains
for the first two bins. The difference between the bins is smaller for the three
Flu peptides, although the overall picture is the same. The effect of the helices
on the trans ratios is small. The increased alternation of trans ratios with
dihedral number indicates a tilt of the lipids adjacent to the protein, because
such a tilt aligns one half of the bonds more with the z axis than the other half.
Rotations around bonds that are parallel to the z axis occur more readily than
rotations around bonds that are at an angle with the z axis. This is consistent
with a direct evaluation of the tilt angle.
The dihedral transition times for Alm 1 in figure 6.5 are representative
130
6.3 Results













































Figure 6.6. Lipid properties as function of distance from Flu T22, as example of a
helix bundle. A Order parameters per tail carbon. B Average trans fraction per tail
dihedral. C Average time between transitions per tail dihedral.
for all 5 single helices, both in trend and in magnitude. Adjacent lipids
exhibit slightly slower transitions.
Helix bundles
The four-helix bundles give better statistics on lipids close to the protein due
to their larger size. As representative example the order parameters, trans
fraction and dihedral transition times are given for Flu T22 in figure 6.6.
There is a significant decrease of order parameters in the first ring around
the bundle, but not further away. The same is true for the trans fractions
and dihedral transition times, only the first ring of lipids is affected. The
trans fractions are lower than in bulk lipids and the dihedral transition
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times longer. This picture does not differ much from the results for Alm
6 and Alm 6H, which also show slightly lower order parameters and trans
fractions in the first ring around the bundle, and slightly slower dihedral
transition times. In Flu T18 the order parameters are much lower than in
the other three bundles, but in that system too the effect is limited to the
first ring of lipids. Transition rates and trans fractions are little effected.
The strong alternation with dihedral number of both the trans fraction and
the transition time, is related to a tilt of the lipid molecules. The average tilt
angle of the palmitoyl chain in bulk POPC is 32 ± 1◦. In Flu T18, which shows
the biggest deviation from bulk near the protein, it is 38 ± 5◦.
Porin
The largest protein, OmpF, has the most pronounced effect on neighbouring
lipids. In figure 6.4 we saw a decrease of 0.4 nm in the local hydrophobic
thickness near the porin. Figure 6.7 shows the order parameters, trans frac-
tion and dihedral transition times for OmpF. The first ring of lipids around
the protein has much lower order parameters than bulk lipids. This effect
perpetuates to the second half of the lipid tails further away from the pro-
tein. The trans fraction is correspondingly lower. The overall increased order
parameters and trans fraction compared to the same properties in the other
systems is due to the use of POPE. Interestingly, the average dihedral trans-
ition times are not slower for lipids closer to the protein. The average tilt
angle for the palmitoyl chain less than 0.8 nm away from the porin is 30 ±
2◦, whereas the bulk value is 25 ± 1◦. The effect of this extra tilt on the order
parameters would be a decrease to 85%, close to the observed difference.
6.4 Discussion
6.4.1 Aromatic residues
The abundance of aromatic residues in membrane proteins has been no-
ticed since the first structures became available [232]. Several general roles
have been attributed to them, including mechanical stability [127] and special
dielectric properties at the acyl chain/water interface [129]. Studies of parti-
tioning of host-guest peptides showed the aromatic residues are very hydro-
phobic at the lipid-water interface [233]. In other systems, more specific roles
for in particular tryptophans have been postulated: anti-aggregation proper-
ties [228], conductance-regulating properties [234] and as determinants of
translocation [235].
From our simulations, it is not clear how aromatic residues would stabil-
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Figure 6.7. Lipid properties as function of distance from OmpF. A Order parameters
per tail carbon. B Average trans fraction per tail dihedral. C Average time between
transitions per tail dihedral.
ize peptides or proteins in the bilayer. In a naive picture, the rings of aromatic
residues would act as floats on the rough sea which is the headgroup zone.
However, the mostly perpendicular orientation of tyrosines, the random ori-
entations of phenylalanines and their rapid changes in orientation do not
support this image. Tyrosines and tryptophans are typically hydrogen bon-
ded, but not in a specific way. Their orientation appears to be determined
by their general amphiphilic character and their location in the membrane
protein. The anchoring and mechanical stability provided by a large scale
hydrophilic-hydrophobic-hydrophilic division of the outside of the protein,
should outweigh the effects of individual residues. However, although the
simulations give insight into the dynamics and orientation of the aromatic
sidechains, they do not give information about the way the sidechains would
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be distributed without being attached to a protein, which is related to the
free energy contribution of having an aromatic sidechain at the interface.
Detailed simulations on the sidechains by themselves, NMR and diffraction
experiments will possibly provide this information.
6.4.2 Lipid properties
The effect of the proteins on the lipids depends on the size of the protein and
the difference in hydrophobic length between the protein exterior and the
membrane interior. It has been shown that this hydrophobic mismatch can
give rise to drastic effects such as phase separation or a change in phase [138,
228], when the mismatch is large enough. In our simulations, we have mild
cases, which will be quite common.
The largest effects occur in OmpF. The local thickness of the bilayer near
the protein is ∼0.4 nm less than the bulk value, the order parameters of car-
bons close to the protein are about 15% lower and the trans dihedral fraction
is about 10% lower. A larger tilt angle of the lipid chains with the bilayer nor-
mal can explain the decreased order parameters, if we assume the deuterium
order parameters can be taken as a product of two contributions: the orient-
ation of the C-D bond around the lipids molecular axis, and the orientation
of the molecular axis around the normal to the bilayer. An increased tilt of
the lipid long axis would decrease the contribution of the molecular axis, and
thereby SCD, even if the orientation of the deuterium atoms with respect to
the chain did not change. In this case, the observed increase in tilt angle from
25 to 30◦ can account completely for the decreased order parameters. How-
ever, this increased tilt only reduces the bilayer thickness by about 5%. The
remaining decrease in thickness must be caused by an increased gauche frac-
tion. Because in the lipid chain adjacent bonds are at an angle of about 109◦
with each other, the increased tilt angle of the chain as a whole, combined
with the fact that the lipid molecules do not rotate isotropically about their
long axes [16], aligns one half of the bonds more with the z axis than the
other half. This causes a stronger alternation in trans fractions and dihedral
transition times, because rotations around bonds aligned with the z axis oc-
cur more readily than rotations around bonds that are at an angle with the z
axis.
A similar effect is seen in the helix bundles. Both the order parameters and
trans fractions are lower near the protein, and there is a significantly stronger
alternation between odd and even dihedrals for trans fractions and transition
times. The largest effects are found in Flu T18, where the order parameters for
carbons near the headgroup are up to 30% lower for the neighbouring lipids
than for the other lipids. The increase in tilt angle of lipids near the bundle
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is correspondingly large. This correlates with Flu T18’s short hydrophobic
length and a significant mismatch with the lipids.
Near the single helices, all effects are less pronounced, but in general there
is an increase in the magnitude of the alternation between even and odd di-
hedrals. As overall mechanism of adjustment, it seems lipids around a protein
tilt a little, causing a decrease in order parameters and a stronger alternation
between even and odd dihedral trans fractions and transition times. The ef-
fect on the magnitude of transition times is small. If more adjustment is
needed, an increase in gauche fractions causes a further reduction in bilayer
thickness. Although our simulations did not include a clear case where the
protein is much longer than the hydrophobic thickness of the bilayer, we
can speculate what would happen. In such a case, the tilt of the lipid chains
might decrease, causing an increase in order parameters, and possibly the
trans fraction would increase. In support of this, the order parameters close
to Flu 26 and Flu 34, which have a slightly longer hydrophobic length than
the bilayer, are not significantly lower than further away from the peptides,
and they are significantly higher than the order parameters close to the other
proteins.
It is difficult to compare our findings to experimental information. Labeled
phospholipids can give information about the properties of lipids near pro-
teins, but the long time scale in most experiments, compared to the diffusion
coefficient of lipids, makes it hard to study lipids near proteins. Some data are
available on rotation rates of lipids bound to or close to proteins, studied by
e.g. fluorescence [236] or ESR [237], but the conclusions are too general to be
compared with our simulations. Vogt et al. studied the order parameters of
a carbon chain covalently attached to gramicidin A [238]. This is an elegant
way to make sure the lipid chain remains close to the protein. They found
that the first carbons are greatly effected by the protein, with much lower
order parameters and two deuterium splittings at each of the first three car-
bons, indicating that the deuteriums in those positions are not equivalent.
The second half of the chain showed no change in order parameters com-
pared to bulk values. T1 measurements showed that the mobility of the first
few carbons is much lower than for the rest of the chain. These results agree
with ours to the extent that the effects for a chain near a small peptide are
not very drastic, but the systems are too different for an exact comparison.
Older deuterium NMR on bilayers with embedded proteins found little
effect of the proteins on order parameters, but averages over all lipids on a
long time scale in an inhomogeneous membrane [119]. However, recently De
Planque et al. have presented a detailed study of the effect of peptides with
different length on the mean thickness of bilayers [221]. They calculated the
mean bilayer thickness from deuterium NMR order parameters in bilayers
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of di-C12-PC, di-C14-PC, di-C16-PC and di-C18-PC with a family of synthetic
hydrophobic polypeptides (called WALP peptides) with different lengths. In
general, longer peptides in short lipids caused an increase in the mean bilayer
thickness, whereas short peptides in longer lipids caused a decrease. Certain
intermediate combinations showed no measurable effect in thickness. In all
cases where there was a hydrophobic mismatch, the change in thickness by
itself was not enough to compensate completely for the mismatch. These
results are very similar to the results for our single helix simulations, but
the simulations give the local thickness as function of the distance from the
helices as well.
There have been several theoretical studies of proteins in lipid bilayers.
In an early molecular dynamics simulation on a model membrane with sim-
plified lipids, Edholm and Johansson found no evidence for lipids that are
tightly bound to helices [239]. Several effects were observed, depending on
the helix sidechains, including changes in order parameters, trans ratios and
dihedral dynamics, but overall the effect of the single helices on the lipids
was not strong. The number of lipids used in most recent molecular dynam-
ics simulations of membrane proteins is usually too small to calculate lipid
properties as function of distance, and the focus is usually on the protein.
Shen et al. found little effect of a polyalanine helix on nearby lipids [77]. Gram-
icidin A caused a significant increase in lipid order parameters (DMPC) at a
high protein concentration [67], in agreement with experimental data for this
system. Sperotto and Mouritsen have studied the coherence length of the per-
turbation of lipids due to proteins as function of hydrophobic mismatch and
temperature [240]. They use a Monte Carlo approach that does include hydro-
phobic mismatch and different protein sizes. Near the main phase transition
temperature, the coherence length is several nm, but well above this trans-
ition, the coherence length decreases to a few Angstrom. For larger proteins
and larger hydrophobic mismatch, the coherence length increases. The res-
ults from our simulations agree qualitatively with this dependency on protein
size and hydrophobic mismatch, although our resolution of 0.8 nm does not
allow an accurate estimate of a coherence length from the simulations. We
also did not study the effect of temperature.
6.4.3 Future work
Although the set of simulations described in this paper contains important
differences in hydrophobic length and size, it would be interesting to use a
more systematic approach to study the effect of size and hydrophobic mis-
match in detail. One intriguing possibility is to combine much simplified pro-
teins such as used in the Monte Carlo approach of Sperotto [240] with simpli-
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fied lipids in MD simulations. Potentials of mean force for such simulations
can be derived from distribution functions obtained from detailed simula-
tions. This would allow the extension of simulation methods to the study of
lipid mixtures and possibly of phase segregation.
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7 The use of molecular dynamics in de
novo design: application to a
transmembrane four-helix coiled coil
            
This chapter results from a collaboration with Dr. C. T. Choma (GBB) who designed and syn-




In this chapter we try to use molecular dynamics (MD) as a tool in the
design process of a four-helix membrane protein (called membun). We
ask two questions: 1. Can MD simulations say something useful about
a design for a protein that has been created by some other means? 2.
Can simulations help predict a detailed structure, given an amino acid
sequence and a number of constraints on the structure? This question is
in its most general form equivalent to the protein-folding problem, but
a number of powerful constraints simplify the problem considerably.
To answer the first question, we have performed simulations of membun
in a DMPC bilayer. membun is a dimeric oligopeptide consisting of two
62 residue peptides covalently linked by a disulfide bridge. It has been
synthesised and has the correct mass, but no structural data is currently
available. Analyses of a number of properties that can be expected to
show instability show no reasons why the model would be unstable.
Control simulations of the structurally related rop protein confirm this
conclusion. The main difference between membun and rop is a reduced
freedom of the sidechains in membun.
To answer the second question, we have used a combination of simu-
lated annealing (SA) and MD on both rop and membun. When the crystal
(rop) or model (membun) Cα atoms were used as constraints in gener-
ating a starting structure for MD, the simulations gave similar results as
those starting from the full crystal structure or model. When the only
constraint on the starting structure was an approximate orientation of
four straight antiparallel helices, coiling was observed but the RMSDs
from the membun model and rop crystal structure were large.
Simulation and subsequent analysis of a model is fairly simple and can
be done on a desktop workstation in a matter of weeks of computer
time. Compared to the effort of design and synthesis this extra effort
may well be justified. A more elaborate SA procedure combined with
simulations, although potentially much more rigorous, is comparatively
costly and complicated and emphasises the need for knowledge of ac-




Design and synthesis of proteins is a powerful method to study the complex
interplay between the different interactions that determine protein tertiary
structure and folding pathways [241–244]. Thus far, mostly water-soluble
proteins have been designed and synthesised. They have several advantages
over membrane proteins: the database of high-resolution structures to use in
the design process is much larger for water-soluble proteins and synthesis
or expression, purification, characterisation and structure determination are
much easier. Nonetheless, it is of considerable interest to be able to study
membrane proteins at the controlled level that design and synthesis can offer.
It has been postulated that protein folding in membranes is fundamentally
different from protein folding in solution, because the bilayer environment
stabilisesα-helices [232]. In the two stage model of Popot and Engelman [245],
helices will form in the bilayer and subsequently aggregate to form the final
tertiary structure. Design and synthesis would allow systematic studies of
the factors that determine e.g. helix-bundle formation.
The proof of the pudding is in the eating, and in water-soluble proteins
structure determination is the obvious way to validate a design. However,
structure determination of membrane proteins is still a major undertaking,
even for relatively small membrane proteins like glycophorin [246]. Because
the synthesis of sufficient amounts of material for even biochemical charac-
terisation is not trivial, it may be worth using theoretical methods like mo-
lecular dynamics to study a design, prior and complimentary to the synthesis
and characterisation.
In this paper, we investigate how MD can be useful in the design process
of membrane proteins. We ask two questions:
1. How can molecular dynamics test and possibly refine a design for a
protein, regardless of how that design was made?
2. Given a design for a protein, can a combination of molecular dynam-
ics and simulated annealing be used as a method to verify the design
by trying to build a model based on rough ideas of the secondary and
tertiary structure alone and comparing that to the original design?
To answer the first question, we have performed extensive simulations
of the membrane protein membun, in the DMPC bilayer environment it was
designed for. membun is designed as a covalently bound dimeric antiparallel
four-helix bundle. It has been synthesised, and mass spectroscopy shows that
it has the correct mass for the dimer [247,248]. However, further character-
isation has not yet been completed. We have analysed properties that might
be used to distinguish between good and bad designs. As a reference, we
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have also studied rop [249]. This is a structurally related dimeric antiparallel
water-soluble four-helix bundle. To estimate what happens when a protein
is placed in an unfavourable environment, rop was simulated both in water
and in a lipid bilayer.
The second question is much more involved, and we do not pursue this
question to the fullest possible extent. In its most general form, the ques-
tion is equivalent to the protein folding problem. However, the lipid bilayer
environment imposes a number of powerful constraints on the folding pro-
cess [232]. In addition, we make a number of extra assumptions about the sec-
ondary structure and the orientation of the helices. This reduces the problem
to the packing of four helices, which is related to a large number of studies in
which the structure of membrane proteins was modelled by a combination of
an atomic force field and experimental restraints on the possible structures
(e.g. [148,201,203,250–254]). The main assumptions in the second approach
are embodied in the initial positions of all Cα atoms. The other atoms are
generated automatically by the procedure. For both rop and membun we gen-
erated two sets of structures. In the first, the Cα atoms were taken from the
crystal or model structure. This is an extreme case where basically the back-
bone is known already. In the second, the Cα atoms formed four antiparallel
ideal helices. This assumes only a fairly rough knowledge of the structure of
the protein. In both cases, the model building and simulated annealing steps
are followed by long molecular dynamics simulations.
Although the simulated annealing procedure used here has been tested on
a helix dimer [250,251], we are not aware of tests on larger proteins for which
the modelled structure can be compared to an experimentally determined
high-resolution structure. This makes it interesting to test the approach on
rop, in addition to using it as a method to predict the structure of membun.
7.2 Models and methods
7.2.1 The protein models
For rop we used the 1.7Å crystal structure [249]. The situation for membun
is more complicated, because there is no experimental structure. The exact
design process and synthesis will be described elsewhere (C. Choma et al., in
preparation), but we will outline the main features of membun here.
membun was designed and synthesized as a 63 residue mostly helical
peptide. Two polypeptide chains are covalently bound by a disulfide bond,
yielding a 126 residue protein. This disulfide bond severely limits the number
of possible tertiary structures. The protein has a twofold symmetry and packs
in an antiparallel fashion. The protein is modelled after rop, but has been
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adapted to a transmembrane orientation. The amino acid sequences for a
monomer are given in Table 7.1.












membun was designed to be thermodynamically stable in three regions:
it has a hydrophobic exterior in the middle of the bilayer, designed as a true
integral membrane protein, hydrophilic ends, designed as a water-soluble
protein, and tryptophans and tyrosines flanking the bilayer, designed to be
stable at the bilayer-water interface.
In water-soluble coiled coils, the interior of the bundle consists of hydro-
phobic residues that pack in a regular pattern [244, 255, 256]. However, in
membun a H-bond network between Ser and Asn residues was designed into
the two central heptads of the bundle, where the bundle is most deeply em-
bedded in the hydrocarbon core of the bilayer. This H-bond “zipper” restricts
the axial rotation of the four helices. The major contribution to bundle stabil-
ity comes from hydrogen bonding in the interior, as opposed to hydrophobic
packing interactions and the hydrophobic effect in water-soluble coiled coils.
In Fig. 7.1, a graphical view of rop and membun is given.
7.2.2 Simulated annealing and restrained molecular
dynamics
The simulated annealing protocols (using X-plor with the Charmm param19
force field implemented in X-plor [257]) we used are based on the method
described by Nilges and Brünger [250, 251]. Similar protocols have also
been used in studies on membrane channel models by Sansom and co-




Figure 7.1. Molscript [79] snapshots of the membun model and rop crystal structure.
1. Generate a Cα template of the structure. Initially, all atoms in a residue
are superimposed on the Cα atom. This Cα template embodies most of
the assumption made about the structure. We used two different tem-
plates for both rop and membun. The first is just the Cα coordinates of
the crystal structure for rop and the model for membun (the SA1 sys-
tems in table 7.2). This can be considered an upper limit on the accuracy
of this method. For the second template, we generated an antiparallel
four-helix bundle of straight helices, assuming an ideal geometry of 1.5
Å helical rise per residue and an inter-helix distance of 8.4 Å. The four
helices were rotated such that the hydrophobic side for rop and the
hydrophilic side for membun face roughly inward (the SA2 systems in
table 7.2). The vertical orientation in both cases is determined by the
inter-helical loops. In the case of membun, the disulfide bond is present
during the entire modelling phase.
2. The Cα atoms are kept fixed during a simulated annealing run starting
at 1000 K. Initially, the force constants for all bonded interactions are
scaled down to a fraction of their normal strength. In the course of a 2
ps run at 1000 K, first the bonds and angles, and with a small lag the
dihedrals and improper dihedrals, are increased in strength until they
reach their normal values. When the bonded terms have reached their
normal values, we introduce a small repulsive Van der Waals term and
cool the system to 500 K. The resulting structure is energy minimized.
This process is repeated 5 times, resulting in 5 structures.
3. These 5 structures are used as starting point for the next step. Initially,
harmonic restraints are imposed on all Cα atoms of the helices. These
restraints are gradually relaxed as the system is cooled from 500K to
300K. There still is a weak restraining potential that prevents the helices
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Table 7.2. Overview of the simulations.
system name description length atoms
1. membun membun in DMPC bilayer 2 ns 10786
2. roplip rop in DMPC bilayer 2 ns 10745
3. rop rop in water 2 ns 18497
4. ropSA1 SA model 1 of rop in solvent 1 ns 16511
5. ropSA2 SA model 2 of rop in solvent 1.8 ns 19487
6. membunSA1 SA model 1 of membun in DMPC 2 ns 10786
7. membunSA2 SA model 2 of membun in DMPC 7 ns 8467
from moving too far apart. In addition, backbone hydrogen bonds are
strengthened by restraints. Electrostatics are also slowly introduced
during this stage. By repeating this stage 5 times we create an ensemble
of 25 structures
4. The 25 structures are simulated in vacuum for 5 ps with the full po-
tential form, including restraints on the helices, the backbone helical
hydrogen bonds and a distance dependent dielectric constant. The 25
resulting structures are averaged by best fitting them on top of each
other and calculating the average position of the coordinates. The res-
ulting structure is energy minimized and used as starting point for a
long MD run.
7.2.3 Full simulations
The starting structure for the DMPC bilayer was made from an equilibrated
bilayer of 64 DPPC lipids [178]. The last two carbons of both tails of all lip-
ids were removed and the two bilayer leaflets were translated 0.4 nm toward
each other. The resulting DMPC bilayer was simulated for 50 picoseconds,
after which a cylindrical space was created by removing 11 lipids per leaflet
and applying a repulsive cylindrical potential. membun was placed in the hole
with the tryptophan residues flanking the hydrophobic core of the protein at
the acylchain-glycerol interface. Water was re-added and removed from the
bilayer interior. Two sodium ions were added, by replacing water molecules at
the positions with the lowest Coulomb potential, to make the system electric-
ally neutral. The resulting system was energy minimized and used as starting
point for a simulation. The same starting structure was used for a simulation
of rop in a DMPC bilayer, by replacing membun with rop. The models obtained
from simulated annealing were used in additional simulations, by replacing
membun with the models. In all bilayer simulations the same simulation para-
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Figure 7.2. RMSD as function of time, fitted on the crystal or model structure Cα
atoms for A rop in water; B for rop and membun in DMPC.
meters and force field were used as in chapter 4, except the long range cutoff
was only 1.4 nm due to the smaller boxsize. rop was solvated in SPC water
with 8 Na+ ions and simulated using standard procedures [259]. Bonds were
constrained using LINCS [260].
7.3 Results
7.3.1 Challenging membun: full simulations
The most obvious candidate properties from a simulation that might indicate
the stability of a protein are a number of structural properties that describe
the change in structure over time, including the RMSD, secondary structure,
number of hydrogen bonds, the radius of gyration and the solvent accessible
surface.
The RMSD curve for rop in water (Fig. 7.2A) is fairly typical, with a fast
initial rise and after a few hundred ps a stable RMSD of ∼0.15 nm for the Cα
atoms, 0.25 nm for all atoms. membun has an even lower RMSD for the Cα
atoms in the bilayer (Fig. 7.2B). Surprisingly, the difference between the RMSD
for all atoms and just the Cα atoms is very small for membun, much smaller
than for rop. It seems the conformational freedom of the sidechains is more
limited in membun than in other proteins. If rop, with its typical hydrophilic
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exterior, is placed inside a lipid bilayer, the RMSD does not stabilise and keeps
increasing to much higher values than for rop in water. Although this is
only one number, it does indicate that the simulations have some power to
distinguish between a “normal” and an unfavourable situation.
Both rop and membun have a stable secondary structure over 2 ns
(Fig. 7.3). However, the first 10 residues of membun do not form a helix, al-
though the last of them were designed as helix. The rest forms the loop that
connects to the other monomer via the disulfide bond (Cys2). All 10 residues
reside in the headgroup region of the bilayer where there are many water
molecules and lipids that can form hydrogen bonds. Residues 31 to 35 form
a connecting loop with the next helix. Residues 61 to 66 are the C-terminus of
the first monomer; Cys68 and the next few residues are part of the disulfide
bond area. Residues 96 to 99 are the short connecting loop between the two
helices of monomer two. Finally, the last few residues of the C-terminus of
monomer two are in the headgroup region and do not form a helix either. In
water, rop consists of four completely stable helices joined by short loops.
Fig. 7.4 shows an overview of the hydrogen bonding for membun. The total
number ofn→ n+4 hydrogen bonds increases somewhat initially, to become
stable after a few hundred ps. Fig. 7.4B shows the total number of hydrogen
bonds within membun. This number remains basically constant during the
entire simulation, including the starting model. A number of new hydrogen
bonds form between membun and lipids, while the number of hydrogen bonds
with water decreases somewhat. This is simply a result of placing membun
in the bilayer environment.
Other structural properties such as the hydrophilic and hydrophobic
solvent accessible area do change less than a few % for both systems (data
not shown). A rough picture of the degree of sidechain packing of the protein
is given by the radius of gyration. The total radius of gyration of rop in water
remains constant during the simulation. For membun in a bilayer the radius
of gyration decreases by less than 2%. If rop is placed in a bilayer, its radius
of gyration increases slightly, from 1.44 nm to 1.48 nm.
A characteristic property of proteins is that they possess a small number
of collective degrees of freedom that account for the majority of the mo-
tion [186,261]. A principle component analysis on the membun and rop tra-
jectories yields the eigenvalues and eigenvectors that describe the motion
of the protein [186]. The largest eigenvalues belong to eigenvectors that de-
scribe collective motions with a large amplitude. The cumulative total of the
first n eigenvalues shows how much of the total motion is accounted for by
then corresponding eigenvectors. This total is plotted in Fig. 7.5 for membun
and rop. The precise shape of the curve is irrelevant, and large fluctuations
occur between different proteins and even different runs of the same pro-
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Figure 7.3. Secondary structure as function of time for A rop in water; B membun in
DMPC. White is coil, light grey turn, dark grey 3-10 helix and black α-helix. Secondary
structure was calculated with DSSP [146].
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Figure 7.4. Overview of hydrogen bonding in membun. A Hydrogen bonds between
residues n and n + 4. B All hydrogen bonds within the protein. C Hydrogen bonds
between the protein and the lipids. D Hydrogen bonds between the protein and water
tein. However, it is clear that membun has a small number of a few dozen
eigenvectors that describe most of its motion. A soft polymer would have a
more even distribution of eigenvalues, and from this point of view membun
behaves like a protein.
The secondary and tertiary structure of a protein imposes significant con-
straints on the possible motions. It can be expected that a designed protein
does not have the same degree of intrinsic constraints as a native protein,
because these constraints are formed by many contributing factors that are
difficult to pinpoint. A lack of powerful constraints becomes visible in an es-
sential dynamics analysis as a collective mode that is not reproducible across
simulations or parts of simulations [262,263], provided the simulations are
long enough to define the essential subspace. If the inner product matrices
of the eigenvectors determined from two different simulations (or, like in
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Figure 7.5. A Eigenvalues of the first 25 eigenvectors. B Relative subspace positional
fluctuation with respect to the total positional fluctuation as function of the number
of contributing eigenvectors.
this case, two parts of one simulation) are plotted, there will be strong peaks
at locations far away from the diagonal due to collective modes of motion
present in one but not in the other simulation. However, this is not the case
for rop or membun (Fig. 7.6). If anything, the constraints on membun’s struc-
ture are more pronounced than on rop. This indicates that from a dynamical
point of view, the membun model does behave like a real protein.
7.3.2 Simulated annealing and subsequent simulations
The primary result from the SA runs is four sets of 25 structures, 2 for mem-
bun and 2 for rop. A random selection of those is plotted in Fig. 7.7 for rop
and in Fig. 7.8 for membun. If the Cα atoms are used as template, the overall
coiled coil structure is mostly conserved and the main differences for rop are
at the ends of the helices and in the long sidechains extending away from the
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Figure 7.6. Squared inner product matrices for A rop and B membun, calculated from
the first and the last nanosecond of each trajectory.
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Figure 7.7. Structures generated by simulated annealing starting from the Cα atoms
of the rop crystal structure (upper 10) and from four straight helices (lower 10). For
each case 10 out of a total of 25 structures are shown.
helix. The average RMSD from the mean structure of the ensemble is 0.19 nm
for backbone atoms and 0.25 nm for all heavy atoms in this case. The RMSD
for the structures that assumed straight helices is comparable, 0.19 nm for
the backbone and 0.25 nm for all heavy atoms. Several of these structures
start coiling, but not all of them.
The RMSD from the mean structure for membunSA1 is considerably lower,
0.13 nm for the backbone atoms and 0.17 nm for all heavy atoms. Interest-
ingly, these values are not only much lower than for rop, but they are also
much lower than for the SA2 model (0.18 nm for the backbone, 0.23 nm for
the heavy atoms). It appears that packing in membun is more restricted than
in rop. A significant change in the backbone structure causes a looser pack-
ing, resulting in a larger RMSD within the ensemble.
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Figure 7.8. Structures generated by simulated annealing starting from the Cα atoms
of the membun model (upper 10) and from four straight helices (lower 10). For each
case 10 out of a total of 25 structures are shown.
The rationale for the extended MD simulations in solvent or DMPC is that
the environment of the protein is taken into account correctly. It is interesting
to see if MD simulations can bring the structure that is generated from the SA
procedure closer to the “real” structure. In the case of rop, this is the crystal
structure. In Fig. 7.9A the RMSD vs. time for rop is plotted for ropSA1 and
ropSA2. In both cases the RMSD shows no tendency to approach the crystal
structure. In the first case, the RMSD is somewhat higher than for the run
starting from the crystal structure. The final structure after 1 ns of simulation
in water is still a coiled coil (Fig 7.10), and the main differences with the crystal
structure are found at the ends of the protein. In the second case, the RMSD
with respect to the crystal structure is very high, close to 0.4 nm. The final
structure of this run shows that the coiled coil is mostly lost and the helices
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Figure 7.9. RMSD as function of time with respect to A the rop crystal structure and
B the membun model.
are no longer packed as tightly (Fig. 7.10). This emphasises the importance
of accurate experimental constraints on model building procedures.
With the results for rop in mind, it is doubtful that an extended simulation
of an inaccurate starting model (membunSA2) will result in an improved pre-
diction. Starting from the model Cα coordinates, the membunSA1 run stays
relatively close to the model structure (Fig. 7.9B). The second run, which is
quite long by current standards, has a RMSD of 0.45 nm for both backbone
and all atoms compared to the membun model. It shows no trend to move
closer toward the model structure. However, this has little predictive power
because we do not know the true structure of membun. It does demonstrate
the limitations in sampling inherent in MD [264]. The final structures after 1
ns for membunSA1 and 7 ns for membunSA2 are given in Fig. 7.10.
7.4 Discussion
7.4.1 Stability of membun
Structural and dynamic properties show no indication that membun is un-
stable. The essential dynamics analyses demonstrate that it has internal con-
straints on the structure so that most of its motion can be described by just


















Figure 7.10. Cα traces of the starting structure and final structure of runs 4–7.
and secondary structure indicate a stable structure, as opposed to rop in
DMPC, which does not seem to be stable. A difference with rop is the lim-
ited freedom of the side chains, as indicated by the small difference between
the backbone and all-atom RMSD. This might be either favourable (increased
packing so increased Van der Waals and hydrogen bonding energy) or un-
favourable (reduced entropy for the sidechains), but to decide between the
two we need a more detailed knowledge of the factors that influence helix
aggregation in bilayers.
The SA modelling yields a number of structures but is only accurate
enough to be interesting when there are detailed experimental constraints on
the structure. In the case of membun, no such data is available. The generated
structures indicate that the straight membun helices are likely to coil, even
if the backbone structure is different from the intended one. With the model
Cα atoms as initial template, the difference between the generated structures
is much smaller for membun compared to rop, which correlates with the low
RMSD for the sidechains in the simulation of the model. The main differences
with the model are at the ends of the helices, which is encouraging.
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7.4.2 Assumptions and limitations
We have made a number of assumptions. The most serious one is that mem-
bun will actually insert as a tetrameric helix-bundle into a bilayer. However,
it seems that as long as there is a continuous lengthwise hydrophobic face
covering over 50% of the helix, helix formation and transversal in membranes
is rather indifferent to sequence [265,266]. Although helix formation and ag-
gregation inside the bilayer seem likely, it is possible that the protein will form
random aggregates outside the bilayer and possibly precipitate. A second
possibility is that membun will associate with the bilayer surface, and form a
cross-shaped structure with the hydrophobic side facing the bilayer, the hy-
drophilic side facing the solvent. Finally, it is possible that once inserted into
a bilayer the protein will not form a four-helix bundle. However, this seems
unlikely due to the disulfide bond that keeps the four helical segments to-
gether.
This assumption of insertion and aggregation cannot be tested by simu-
lations of the type we described, and we have to wait for biochemical data
to determine if these assumptions are valid. Our goal here is to determine
whether MD can contribute to the design process. A number of additional as-
sumptions are implicit in the modelling and simulation procedures. MD does
can not guarantee stability, mainly because of the limited time scale of simu-
lations. The best we can do is to monitor structural properties, and in the case
of membun these are stable. In contrast, a wrong model for an alamethicin
channel (chapter 5) is not stable, and rop in DMPC is not stable either. The SA
procedure depends critically on experimental data to incorporate. If the Cα
atoms are used as starting point, the structure for rop is not unreasonable,
although it is less accurate than the structure that was obtained for a two-
helix leucine zipper [251]. For membrane proteins, more elaborate searching
algorithms than the two simple Cα templates we have used here are com-
monly used [203,252–254,258]. This increases the accuracy of the modelling
greatly, but is not feasible for a design for a membrane protein.
7.4.3 Outlook
In spite of these assumptions and limitations, simulations and modelling with
an atomic force field are likely to be the only method that can give detailed
information on the feasibility of a model before it is actually synthesised or
expressed. If in a simulation helices unfold, the structure drifts far away from
the model, or the radius of gyration changes significantly there is a major
problem with the design and it can be changed before attempting to synthes-
ise it. If there are small problems the models may give possible structures,
and the spread in the models may indicate the tightness of the design.
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It is becoming more and more common that model building or protein
structure prediction methods yield a series of possible structures of (mem-
brane) proteins [241, 258, 267, 268]. Although MD cannot be used to distin-
guish between a large set of quite different structures, protein folding poten-
tials can only reduce the set of possible structures to a smaller subset. It is
of great interest to develop methods that can help distinguish between the
few different models, from protein folding potentials or modelling based on
experimental constraints, that cannot be excluded based on other data. In
this context, MD simulations may be useful if we know which properties can
be used to distinguish between good and bad models.
Simulations of small membrane proteins like membun can be performed
on desktop workstations in a few weeks using modern MD software. In the
case of membun this is a relatively small effort compared to the design, syn-
thesis and characterization. If such simulations can dismiss a model before
a synthesis is attempted they are easily worth the effort. In the case of mem-
bun, the additional simulations of rop were useful to have a reference, but as
more simulations of membrane proteins become available those can serve as
references as well. The SA modelling is comparatively complicated, although
potentially much more powerful. However, it depends critically on constraints
in the structure.
The next step for membun is further structural characterization, which
is currently commencing. From a computational point of view, it would be
interesting to have a test system consisting of small membrane proteins for
which there are known faulty and known good models, verified by experi-
ment. Such a system would make it possible to further test and refine the
simulations, and study the factors that determine packing and aggregation




Conclusion: the use of molecular dynamics
to study models of biological membranes
            
Biological membranes are fascinating structures. They consist of a complex
mixture of lipids and proteins, which together perform a wide variety of tasks:
from being a wall between inside and outside of cells and organelles to reg-
ulating transport of proteins, ions, energy and information. Many important
processes can be studied, both experimentally and theoretically, in greatly
simplified membrane models that only have a few components. Molecular
dynamics simulations provide a window on the microscopic properties of
such simplified models. In spite of the limitations in time and length scale
that are inherent to MD, many properties of lipids, membrane proteins and
water can be studied with simulations.
Pure lipids in lipid bilayers have been extensively studied, and they remain
an important test system for further improvements in algorithms and force
Conclusion
fields. Simulations of lipid bilayers including membrane proteins are a more
recent development. I hope the simulations in this thesis have contributed to
developing this particular area. There are many ways to extend the current
simulations.
OmpF was simulated in an open conformation, which is its natural state
at neutral pH and low electric field. However, single channel recordings show
that the protein exhibits gating behaviour, and AFM measurements at low
pH or high electric field show a reproducible, closed conformation of the
porin. There have been long discussions on the nature of these conforma-
tional changes, but it is not clear what their molecular basis is. Simulations
at low pH might elucidate the closed conformation seen by AFM, while sim-
ulations of mutants or with an applied electric field may shed more light on
the observed gating behaviour.
Alamethicin is an example of a peptide that has anti-microbial activity by
perturbing a cell membrane, eventually causing cell lysis. As such, it can be
regarded as a model for a large class of anti-microbial peptides and toxins.
Many of these peptides have a potential use as food preservative or antibi-
otic. We have simulated only a few of the steps that lead to the death of a
bacterium. Several interesting steps are missing: binding of alamethicin to a
membrane, insertion of a single helix into the bilayer, aggregation of single
helices into channels, transport of ions through these channels, and changes
in conductance state by changes in the number of helices that form a chan-
nel. These steps all pose significant methodological problems that we are
currently trying to solve, with the detailed simulations in this thesis as refer-
ence.
Alamethicin and porin were simulated under equilibrium conditions. In
real cells, and in many experiments, there is an important role for ion, pH,
and osmotic gradients across the membrane. Incorporating these factors into
the models will be a great challenge for future work. At the moment it is an
unsolved problem how to make the link between the atomistic models in sim-
ulations and the observed current-voltage curves from electro-physiological
measurements. Both the alamethicin channel model and the porin system
would make useful starting points to approach this problem. In addition,
there is now at least one high-resolution structure of a potassium channel
available, and it seems likely more will follow in the future. Ultimately, a
combination of theoretical and experimental techniques may find a detailed
explanation of the basic processes of voltage gating, selectivity and fast
transport in ion channels.
In the last chapter, we have tried to use molecular dynamics simulations
as a tool in the design of membrane proteins. It is relatively simple to
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take a model and test whether it is stable (on a nanosecond time scale) in
the environment it was designed for. Although this does not guarantee a
synthesis will be successful, it may detect a wrong model for the moderate
cost of a calculation of a few weeks on a modern pc or workstation. It is
early day for the design and synthesis of membrane proteins, and it is
worthwhile to look at simulations of designed proteins again when more
of them are available. It would be particularly useful to have a series of
designs, some of which are known to be valid, while others are known to
be faulty. Of course, the procedures used in chapter 7 are similar to those
used to create models of membrane proteins based on incomplete structural
data, including models of the alamethicin channel and influenza M2. The
results of these procedures emphasise the importance of including as much
experimental information as possible in the models.
A science thesis is not a best-seller, and I have seen pessimistic estimates
for the number of readers of a thesis that go as low as four. Because I am
basically an optimistic person, and hope that some people doing experimental
work are still reading this, I would like to point out the following: although
at the moment computer simulations are usually done by people working in
theory groups, often on seemingly exotic systems, there are two reasons why
this is likely to change in the future.
The first is that nowadays simulations of realistic systems can be run
on desktop computers. A simplified lipid bilayer with 12 sites per lipid that
needs to be run on the local supercomputer is not likely to appeal to someone
doing experimental work on lipid bilayers. However, if a realistic model of a
bilayer can be simulated and analysed on a desktop computer in a matter of
weeks, it becomes more interesting to include a computational part in bio-
chemical research. The second reason is that the learning curve for using
modern molecular dynamics programs and protocols is not as steep any-
more as it once was. Combined, modern computers and modern programs
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Biofysische chemie op computers:
simulaties van celmembraan-modellen
Waar gaat het om?
Levende organismen zijn op verschillende niveaus te bestuderen. Dieren en
planten zijn opgebouwd uit organen zoals het hart, de huid, de longen en bla-
deren. Deze organen zijn op hun beurt samengesteld uit weefsels, die weer
opgebouwd zijn uit cellen. Nog een niveau lager vinden we organellen, interne
structuren in een cel. In tegenstelling tot hogere planten en dieren bestaan
micro-organismen uit een enkele cel. Een enkele cel kan met een sterke mi-
croscoop nog goed bekeken worden. De grootte van cellen varieert sterk, maar
is van de orde van tien micrometer (een micrometer is een duizendste milli-
meter).
Op het meest gedetailleerde niveau, op een lengteschaal van nanome-
ters (een nanometer is een duizendste micrometer), worden alle processen
in cellen bepaald door moleculen. In biologische systemen komen verschil-
lende klassen moleculen voor. Bij de meeste belangrijke processen worden de
hoofdrollen gespeeld door eiwitten, lipiden en suikers. Het doel van veel bio-
chemisch, biologisch en geneeskundig onderzoek op dit moment is het leren
begrijpen van de structuren van deze drie typen moleculen en de processen
waarin ze een rol spelen.
In mijn onderzoek heb ik me vooral gericht op membranen, de wand om
cellen en organellen. De belangrijkste bouwstenen van een celmembraan
zijn eiwitten en lipiden (figuur 1). Een groot aantal belangrijke processen
speelt zich af rond celmembranen. Twee voorbeelden waarin zowel lipiden
als eiwitten een belangrijke rol spelen kunnen dit verduidelijken.
Zenuwsignalen. In ons lichaam vindt voortdurend transport plaats van electrische
signaaltjes via onze zenuwen. Toch lopen er natuurlijk geen koperen leidingen door
ons lichaam. Hoe kunnen die signaaltjes electrisch doorgegeven worden? Er blijkt
een heel ingenieus systeem te zijn van zenuwcellen die aan elkaar informatie over-
dragen, ruwweg op twee manieren: 1. met behulp van “boodschappermoleculen”; 2.
via transporteiwitten die electrisch geladen ionen door membranen kunnen laten
stromen, waarbij de membranen zelf als electrische isolatoren werken. Belangrijke



























Figuur 1. Van cel naar lipide. De cel en het membraan zijn schematisch weergegeven.
In het lipide is elk bolletje een atoom. Membraan plaatje:A.J.M Driessen.
medicijnen als pijnstillers en anti-depressiva beïnvloeden deze boodschappermole-
culen en transporteiwitten. Een gedetailleerde kennis van hun werking is van groot
belang om bijvoorbeeld de werking van hersenen te begrijpen, maar ook om nieuwe
medicijnen te ontwikkelen.
Antibiotica. Antibiotica hechten zich aan het celmembraan van een bacterie en
veroorzaken uiteindelijk de dood van deze bacterie. Om bruikbaar te zijn als
medicijn is het belangrijk dat antibiotica alleen de bacteriën vernietigen, niet de
menselijke cellen. Dit kan door specifieke interacties tussen antibiotica en moleculen
die wel voorkomen in bacteriële membranen (bijvoorbeeld bepaalde eiwitten, een
specifieke combinatie van lipiden, of suikers), maar niet in andere cellen. Als precies
bekend zou zijn welke interacties belangrijk zijn en hoe bacteriën erin slagen om
na verloop van tijd resistent te worden tegen veel medicijnen, zouden we nieuwe
antibiotica kunnen ontwerpen.
Beide processen, hoe verschillend ook, hebben gemeen dat ze begrepen
kunnen worden op het moleculaire niveau van eiwitten, lipiden en suikers. Een
beter begrip van dit soort processen is een algemeen doel van veel onderzoek,
inclusief het mijne.
Moleculen zijn te klein om te bekijken met een gewone microscoop. Zelfs
een heel celmembraan ziet er onder een microscoop uit als een streepje met
bijna geen detail. Er zijn wel allerlei andere, minder direkte technieken om
moleculen te bestuderen. De meeste experimentele technieken leveren niet
zulke gedetailleerde informatie en de weinige technieken die wel gedetail-
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leerd zijn, zijn moeilijk toepasbaar op membranen. Daarom proberen we via
computersimulaties biologisch belangrijke moleculen in detail te bestuderen.
Door de snelle ontwikkeling van computers zijn in korte tijd de mogelijkhe-
den voor dergelijk onderzoek sterk toegenomen. Dit is opmerkelijk: op dit
moment zijn simulaties van behoorlijk ingewikkelde systemen zo gedetail-
leerd dat ze bijna te interpreteren zijn als “echte” laboratoriumexperimenten.
Daarnaast kunnen computersimulaties systemen bestuderen die experimen-
teel niet mogelijk zijn. Het nadeel is dat computermodellen nooit hetzelfde
zijn als de werkelijkheid. Het is essentieel dat niet te vergeten.
Moleculaire dynamica
De natuurkunde die ik heb gebruikt in mijn computersimulaties is al eeuwen
bekend. Newton heeft laten zien dat wanneer we de krachten op een voor-
werp precies kunnen beschrijven, we ook exact kunnen uitrekenen hoe dat
voorwerp zal bewegen. Voorbeelden hiervan zijn appels die uit bomen vallen,
biljartballen die botsen, voetballen die weggeschoten worden en planeten die
in banen om elkaar heen draaien. In mijn geval bestudeer ik niet een paar
planeten, maar duizenden atomen. De krachten tussen deze atomen zijn op
een vrij eenvoudige manier te beschrijven.
Het berekenen van de bewegingen van atomen op basis van een beschrij-
ving van de krachten op deze atomen heet moleculaire dynamica. Hoewel de
principes simpel zijn, zijn de berekeningen te lang en ingewikkeld om met
pen en papier te doen. Het gebruik van computers is daarom onvermijdelijk.
Naarmate er meer atomen in het systeem zitten dat bestudeerd wordt, zijn
er krachtiger computers nodig. Historisch gezien is er dan ook een duidelijk
verband tussen de ontwikkeling van computers en de complexiteit van de
systemen die bestudeerd worden:
systeem jaar auteurs aantal atomen
harde bollen 1953 Alder en Wainwright 108
water 1972 Rahman en Stillinger 648
een eiwit in vacuüm 1977 McCammon e.a. 580
fosfolipiden met water 1988 Egberts en Berendsen 5408
een membraaneiwit 1995 Edholm e.a. 18384
porine (hoofdstuk 3) 1998 Tieleman en Berendsen 65898
Het belangrijkste resultaat van de computerberekeningen is een bestand
met de posities van alle atomen, op elk moment in de simulatie. Deze infor-
matie is te vergelijken met een filmpje van de baan van een voetbal, of met de
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Figuur 2. Een voorbeeld van een computermodel: de porine uit hoofdstuk 3. Vergelijk
deze figuur met figuur 1. De kleine bolletjes zijn atomen in de kop van de lipiden.
De lijntjes in het midden zijn de staarten van de lipiden. De massa in het midden is
het eiwit porine, dat uit drie delen bestaat.
stroboscopische foto’s van slingers en vallende kogels uit natuurkundeboe-
ken van de middelbare school. Vervolgens kunnen de ruwe data op allerlei
manieren bewerkt worden, om uiteindelijk interessante (of niet) resultaten te
verkrijgen. In principe kan uit een simulatie elke eigenschap van het systeem
die afhangt van de posities, snelheden of krachten van de individuele atomen
uitgerekend worden. Soms kan dit heel direct, door op het beeldscherm van
de computer naar een filmpje van de bewegingen van de atomen te kijken,
maar meestal maken we gebruik van computerprogramma’s die informatie
uit de ruwe data halen. In veel gevallen worden daarbij relaties uit de sta-
tistische mechanica gebruikt, een tak van natuurkunde die een verband legt
tussen individuele atomen en eigenschappen van een groot systeem. Met be-
hulp van statistische mechanica kan een model van duizenden atomen iets
zeggen over eigenschappen van systemen, die in werkelijkheid een aantal
atomen bevatten, dat met tientallen nullen geschreven wordt (ongeveer 20
nullen voor een druppel water, bijvoorbeeld).
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Inhoud van dit proefschrift
Hoofdstuk 1
Het eerste hoofdstuk is een gedetailleerde beschrijving van hoe moleculaire
dynamica werkt, wat de aannames en beperkingen van deze techniek zijn en
hoe ze door anderen gebruikt is om lipiden en membraaneiwitten te bestude-
ren. Daarnaast beschrijf ik beknopt hoe men zelf simulaties van membraan-
modellen zou kunnen opzetten.
Hoofdstuk 2
Om een bruikbaar basismodel te krijgen voor het bestuderen van membraa-
neiwitten, heb ik in dit hoofdstuk kritisch gekeken naar een aantal belan-
grijke parameters uit een eenvoudig model. In ons simpelste model bestaat
een membraan alleen maar uit fosfolipiden en water. Toch zitten hier al ver-
schillende technische haken en ogen aan. Het bleek bijvoorbeeld dat een fout
in één van de parameters van het model ervoor kan zorgen dat de fosfoli-
piden een volstrekt verkeerde structuur aannemen. Uiteindelijk leverde dit
hoofdstuk het basismodel op voor de rest van dit proefschrift.
Hoofdstuk 3
Sommige bacteriën hebben twee celmembranen, een binnen- en een buiten-
membraan. Het buitenmembraan is een soort eerste verdedigingslinie tegen
de, voor de bacterie, onvriendelijke buitenwereld. Maar een bacterie heeft
bouwstoffen, voedsel en een manier om overtollige stoffen kwijt te raken no-
dig. Daarom bevat het buitenmembraan grote eiwitten, porines, die als enige
functie hebben het vormen van een kanaal om kleine moleculen door het bui-
tenmembraan heen te loodsen, terwijl ze grote (potentieel gevaarlijke) mo-
leculen buiten houden. Hoe dat precies in z’n werk gaat is interessant om
te weten. Transportkanalen komen voor in alle levende cellen. Het bestude-
ren van porine, een specifiek transporteiwit, levert ook algemene inzichten
op in andere transporteiwitten. Een aantal resultaten uit dit hoofdstuk, on-
der andere over het gedrag van water in een nauw kanaal, zijn waarschijnlijk
algemeen geldig. Omdat porines een groot deel van de buitenkant van ziekte-
verwekkende bacteriën bedekken worden ze veel bestudeerd. Misschien kun-
nen porines gebruikt worden als aanhechtpunt voor medicijnen. Er is een
nauwkeurig model voor de structuur van porines, wat ze een goede eiwitten
maakt om mee te beginnen in een computersimulatie. Het enige nadeel is het
formaat van het eiwit: een computermodel van dit eiwit is vreselijk groot (en
vergt dus veel rekentijd). Voor zover ik weet is het model uit hoofdstuk 3 het
grootste model van een biologisch systeem dat ooit gepubliceerd is.
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5−10 Alms vormen een kanaal: 
lekkage, bacterie sterft
stap: 1               2                3               4                    5                     6
Figuur 3. Schematisch overzicht van het afweren van een bacteriële aanval door een
schimmel. Van links naar rechts: de schimmel scheidt een giftige stof uit, die zich
hecht aan de bacterie, een gat in de buitenkant van de bacterie veroorzaakt en uitein-
delijk de bacterie doodt.
Hoofdstuk 4 en 5
Als er geen precieze structuur bekend is van een membraaneiwit moeten we
werken met minder nauwkeurige modellen. Door gebruik te maken van zoveel
mogelijk incomplete informatie, waarover als het ware gemiddeld wordt, kun-
nen vaak toch bruikbare modellen gemaakt worden. Zo’n werkwijze maakt
het mogelijk een veel groter aantal membraaneiwitten te onderzoeken dan
die paar eiwitten waarvan een kristalstructuur bekend is. In hoofdstuk 4 en
5 heb ik het eiwitje alamethicine (Alm) bestudeerd.
Alm is om verschillende redenen een interessant eiwitje. Het wordt uit-
gescheiden door een schimmel als verdediging tegen bacteriële infecties (fi-
guur 3). Alm heeft de vorm van een helix, voor te stellen als een cylinder met
schroefdraad. Eerst gaat Alm van de schimmel naar het buitenste membraan
van de bacterie. Daar bindt het aan de lipiden en kan het zowel op het mem-
braan liggen als er in steken. Als er genoeg Alm-moleculen bij elkaar komen
kunnen ze een kanaal vormen, dwars door het membraan van de bacterie
heen. Door dit kanaal lekken belangrijke stoffen weg, waardoor de bacterie
dood gaat. Op zichzelf is dit een interessant proces om te bestuderen, omdat
veel antibiotica op deze manier werken.
Daarnaast zijn de cylinderstructuur en het vormen van een kanaal
bestaande uit helices veel voorkomende eigenschappen van membraaneiwit-
ten. Onder andere een groot aantal transporteiwitten en eiwitten die verant-
190
Samenvatting
woordelijk zijn voor de transmissie van zenuwimpulsen lijken in veel opzich-
ten op het simpele Alm. Dit maakt Alm een soort model systeem voor inge-
wikkelder eiwitten, die weliswaar belangrijker zijn, maar ook veel lastiger te
bestuderen.
In hoofdstuk 4 wordt het gedrag van een alamethicine molecuul in water
(de eerste stap in figuur 3) en in een membraan (de vierde stap) bestudeerd.
In hoofdstuk 5 heb ik gekeken naar de eigenschappen van een kanaal, dat
gevormd is door zes alamethicine helices (de laatste stap in figuur 3). De
andere stappen in figuur 3 worden momenteel nog verder onderzocht.
Hoofdstuk 6
Eën van de aardigste conclusies van mijn onderzoek is dat moleculaire dy-
namica simulaties zo nauwkeurig kunnen zijn dat simulaties als experimen-
tele techniek gebruikt kunnen worden. In de biochemie wordt veel aandacht
besteed aan de interacties tussen lipiden en eiwitten in membranen. In som-
mige gevallen zijn die interacties uit te rekenen met een computermodel. In
dit hoofdstuk heb ik berekend hoe de aanwezigheid van eiwitten van ver-
schillende lengte en grootte de naburige lipiden beïnvloedt. Het blijkt dat de
invloed van eiwitten op naburige lipiden heel logisch en systematisch is: als
een eiwit kort is vergeleken met de lipiden er omheen, gaan de lipiden scheef
liggen om zich aan te passen aan de lengte van het eiwit. De lipiden rekken
zich uit als een eiwit langer is dan de lipiden. Als een eiwit ongeveer even
lang is als de lipiden, maar heel groot, gaan alle naburige lipiden ook scheef
liggen.
Hoofdstuk 7
Meestal maken we gebruik van reeds bekende gegevens om nieuwe informatie
over een bepaald eiwit of een bepaalde theorie te vinden. Maar het is ook mo-
gelijk om zelf “eiwitten” te ontwerpen, vervolgens zo’n eiwit ook inderdaad
te maken (synthetiseren), te bestuderen en te vergelijken met eiwitten die in
de natuur voorkomen. Er zijn al verschillende “gewone” eiwitten (eiwitten die
goed oplossen in water) ontworpen en gemaakt, met soms spectaculaire re-
sultaten. In de praktijk blijkt het echter om technische redenen heel moeilijk
te zijn om membraaneiwitten te maken. De vraag in hoofdstuk 7 is of simula-
ties van een eiwitontwerp iets kunnen zeggen over de waarschijnlijkheid dat
zo’n ontwerp inderdaad experimenteel gemaakt kan worden. Als een simula-
tie kan aantonen dat een ontwerp voor een eiwit niet klopt, betekent dat dat
het geen zin heeft om te proberen het eiwit te synthetiseren. Dit kan veel tijd
en tienduizenden guldens besparen. Volgens mij is membun een goed ont-
werp, maar we zullen het pas zeker weten als iemand er in slaagt membun
experimenteel te maken en de structuur te bepalen.
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Hoe nu verder?
Mijn onderzoek kan op vele manieren worden uitgebreid. Moleculaire dyna-
mica kan als experimentele techniek gebruikt worden om specifieke vragen
over membraaneiwitten te beantwoorden. Dit wordt interessanter naarmate
er meer informatie over membraaneiwitten beschikbaar komt. Moleculaire
dynamica simulaties kunnen ook gebruikt worden bij het verfijnen van struc-
turen die alleen in grote lijnen bekend zijn. Hoofdstukken 5 en 7 zijn hier
voorbeelden van, maar we hebben met dit doel ook simulaties uitgevoerd van
een eiwit uit het griepvirus en van een transporteiwit uit menselijke cellen.
Daarnaast zijn er verschillende logische nieuwe toepassingen waarvoor de
methode nog verder ontwikkeld moet worden. Hoewel onze modellen voor
veel toepassingen niet zo gek zijn, zijn ze in sommige gevallen te beperkt.
In echte cellen ondervindt het celmembraan een sterk electrisch veld. Dit
veld is cruciaal voor de werking van cellen en veel membraaneiwitten. Het kan
bijvoorbeeld het transport van geladen deeltjes, ionen, door membraaneiwit-
ten reguleren. Het is nog niet duidelijk hoe een electrisch veld op te nemen
is in onze computermodellen.
Er zijn ook processen die te langzaam zijn om met een computer en de
methodes die ik gebruikt heb uit te rekenen. Het transport van ionen bij-
voorbeeld is zo langzaam dat een computer meer dan een jaar zou moeten
rekenen om een enkel ion door een transporteiwit te zien kruipen. Toch zijn
er wel technieken om naar dit verschijnsel te kijken. Het ligt voor de hand die
ook toe te voegen aan de modellen.
Simulaties bevatten op dit moment tienduizenden atomen, waarvoor de
computer allemaal krachten uit moet rekenen. Omdat we slechts geïnteres-
seerd zijn in een beperkt aantal atomen zou het nuttig zijn als het overige
deel op een manier gesimuleerd kon worden die minder rekentijd kostte. Dit
is heel gebruikelijk in theoretisch werk: probeer te versimpelen wat niet echt
belangrijk is, zodat de aandacht gericht kan worden op die delen die wel van
belang zijn. Zo’n versimpeling is meestal niet gemakkelijk, maar het zou het
mogelijk maken om veel langzamere processen te volgen dan ik nu gedaan
heb.
Op dit moment is het onderzoek door middel van computersimulaties
nog van tamelijk fundamentele aard. Het draagt bij aan een beter begrip van
belangrijke moleculen, maar is praktisch gezien nog van weinig belang voor
toepassingen in bijvoorbeeld de farmacie. Gezien de snelle ontwikkelingen
in de laatste paar jaar denk ik dat simulaties aan membraanmodellen in de
nabije toekomst steeds interessanter zullen worden, zowel voor fundamen-
teel als voor toegepast onderzoek. Ik heb er in elk geval drie jaar lang met
(meestal) veel plezier aan gewerkt!
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