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CORRECTION OF A PROOF IN ”CONNES’ EMBEDDING
CONJECTURE AND SUMS OF HERMITIAN SQUARES”
SABINE BURGDORF†, KEN DYKEMA∗, IGOR KLEP, AND MARKUS SCHWEIGHOFER
Abstract. We show that Connes’ embedding conjecture (CEC) is equivalent to a real
version of the same (RCEC). Moreover, we show that RCEC is equivalent to a real,
purely algebraic statement concerning trace positive polynomials. This purely algebraic
reformulation of CEC had previously been given in both a real and a complex version in
a paper of the last two authors. The second author discovered a gap in this earlier proof
of the equivalence of CEC to the real algebraic reformulation (the proof of the complex
algebraic reformulation being correct). In this note, we show that this gap can be filled
with help of the theory of real von Neumann algebras.
1. Introduction and erratum for [4]
Alain Connes stated in 1976 the following conjecture [2, Section V].
Conjecture 1.1 (CEC). If ω is a free ultrafilter on N and F is a II1-factor with separable
predual, then F can be embedded into an ultrapower Rω of the hyperfinite II1-factor R.
The last two authors gave a purely algebraic statement which is equivalent to Conjecture
1.1, cf. statements (i) and (ii) in [4, Thm. 3.18]. Before stating this we recall some notation
used in [4]. For k ∈ {R,C}, k〈X〉 denotes the polynomial ring in n non-commuting self-
adjoint variables X = (X1, . . . ,Xn) over k, which is equipped with the natural involution
f 7→ f∗, i.e. it is the natural involution on k, fixes each Xi and reverses the order of words.
Then M
k
denotes the quadratic module in k〈X〉 generated by {1−X2i | i = 1, . . . , n}. Two
polynomials f, g ∈ k〈X〉 are said to be cyclically equivalent (f
cyc
∼ g) if f − g is a sum of
commutators in k〈X〉.
Theorem 1.2 (Klep, Schweighofer). The following statements are equivalent:
(a) CEC is true.
(b) If f ∈ C〈X〉 and if tr(f(A)) ≥ 0 for all tuples A of self-adjoint contractions in Cs×s for
all s ∈ N, then for every ε ∈ R>0, f + ε is cyclically equivalent to an element of MC.
In the same paper the authors gave the following real version of the purely algebraic
reformulation of Connes’ embedding conjecture.
Theorem 1.3. The following statements are equivalent:
(a) CEC is true.
(b) If f = f∗ ∈ R〈X〉 and if tr(f(A)) ≥ 0 for all tuples A of symmetric contractions in
R
s×s for all s ∈ N, then for every ε ∈ R>0, f + ε is cyclically equivalent to an element
of MR.
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However, their proof of the implication (b) =⇒ (a) in Theorem 1.3 is not correct. The
incorrect part of that argument is Proposition 2.3 of [4]; in fact, the polynomial f =
i(X1X2X3−X3X2X1) provides a counter-example to the statement of that proposition. In
this note, we present a proof of Theorem 1.3 that uses real von Neumann algebras as well
as techniques and results from [4].
An inspection of the proof of [4, Proposition 2.3] shows that a weaker version of it
remains true, namely the version where R is replaced by C in its formulation. This weaker
version is enough for the first application of [4, Proposition 2.3], namely, in the proof of
[4, Theorem 3.12]. It is the second application, namely, in the proof of [4, Theorem 3.18],
that is illegitimate and will be circumvented by this note. In particular, it will follow that
the statements of all results in [4] are correct with the exception of [4, Proposition 2.3].
We note that Narutaka Ozawa [6] provides a proof that uses similar (though not precisely
identical) methods to the one presented here; our proofs were begun independently and,
initially, completed independently; however, after release of a first version of this paper,
Ozawa noticed a problem with our proof and provided a result (Proposition 2.7 below) that
fixed it, which he kindly allows us to print here.
2. Real von Neumann algebras
Real von Neumann algebras were first systematically studied in the 1960s by E. Størmer
(see [8], [7]). They are closely related to von Neumann algebras with involutory ∗-antiauto-
morphisms. Through this relation much of the structure theory of von Neumann algebras
(e.g. the type classification and the integral decomposition into factors) can be transferred
to the real case. See, for example, [1] (or [5], where the definition is slightly different but
easily seen to be equivalent).
Definition 2.1. A real von Neumann algebra Mr is a unital, weakly closed, real, self-
adjoint subalgebra of the (real) algebra bounded linear operators on a complex Hilbert
space, with the property Mr ∩ iMr = {0}.
Remark 2.2. A basic fact of real von Neumann algebras (see, e.g., the introduction of [1], or
references cited therein) is that they correspond to (complex) von Neumann algebras with
involutory ∗-antiautomorphism. An involutory ∗-antiautomorphism on a von Neumann
algebra M is a complex linear map α : M → M satisfying α(x∗) = α(x)∗, α(xy) =
α(y)α(x) and α2(x) = x for all x, y ∈M. This correspondence works as follows.
(i) Let Mr be a real von Neumann algebra. Then the (complex) von Neumann algebra
U(Mr) generated by Mr is equal to the complexification of Mr [8, Thm. 2.4], i.e.
U(Mr) =M
′′
r =Mr + iMr.
Moreover, the involution ∗ onMr generates a natural involutory ∗-antiautomorphism
α on U(Mr) by
α(x+ iy) = x∗ + iy∗.
(ii) Let M be a von Neumann algebra with involutory ∗-antiautomorphism α, the ∗-
subalgebra
Mα = {x ∈ M | α(x) = x
∗}
is then a real von Neumann algebra. In fact, let x = iy ∈ Mα∩ iMα with x, y ∈ Mα,
then x∗ = α(x) = iα(y) = (−y)∗ = −x∗ and thus x∗ = 0, which implies Mα ∩ iMα =
{0}. Since ∗ and α are continuous in the weak topology, Mα is weakly closed.
One then easily sees that U(Mα) =M and U(Mr)α =Mr.
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Definition 2.3. Let Mr be a real von Neumann algebra.
(i) Mr is called a real factor if its center Z(Mr) consists of only the real scalar operators.
(ii) Mr is said to be hyperfinite if there exists an increasing sequence of finite dimensional
real von Neumann subalgebras of Mr such that its union is weakly dense in Mr.
(iii) Mr of type In, I∞, II1, etc. if its complexification U(Mr) is of the corresponding
type.
We immediately see that a real von Neumann algebraMr is a factor if and only if U(Mr)
is a factor.
If Mr is a real hyperfinite factor, then U(Mr) is a hyperfinite factor [1, Prop. 2.5.10].
But the converse implication does not hold in general, see e.g. [1, Ch. 2.5]. The situation
is different for the hyperfinite II1-factors. There is (up to isomorphism) a unique real
hyperfinite II1-factor [9, Thm. 2.1] (see also [3]).
Theorem 2.4 (Størmer). Let M be a type II1-factor and Mr a real factor such that
M =Mr + iMr. Then the following conditions are equivalent.
(i) Mr is hyperfinite.
(ii) Mr is the weak closure of the union of an increasing sequence {Rn} of real unital
factors such that Rn is isomorphic to R
2n×2n .
(iii) Mr is countably generated, and given x1, . . . , xn ∈ Mr and ε > 0 there exist a finite
dimensional real von Neumann subalgebra Nr of Mr and y1, . . . , yn ∈ Nr such that
‖yk − xk‖2 < ε for all k = 1, . . . , n.
From now on we will denote the unique real hyperfinite II1-factor by Rr.
Remark 2.5. The correspondence between R and Rr in the hyperfinite case of Remark
2.2 is given by the involutory ∗-antiautomorphism on R which is induced by the matrix
transpose. To be more specific, with R the closure of the infinite tensor product of matrix
algebras C2×2 and letting t2 be the matrix transpose on C
2×2, then we define α to be the
the involutory ∗-antiautomoprhism on R that when restricted to
⊗
∞
1 C
2×2 is ⊗∞1 t2; see
also [9, Cor. 2.10]. Then Rα = Rr and hence R = Rr + iRr.
The construction of the ultrapower of the real hyperfinite II1-factor Rr with trace τ works
as in the complex case, see e.g. [9]. Let ω be a free ultrafilter on N. Parallel to ℓ∞(R) in the
complex case consider the real C∗-algebra ℓ∞(Rr) = {(rk)k∈N ∈ R
N
r | supk∈N ‖rk‖ < ∞}.
Further let Jω = {(rk)k ∈ ℓ
∞(Rr) | limk→ω τ(r
∗
krk)
1/2 = 0}. Then Jω is a closed maximal
ideal in ℓ∞(Rr). The quotient C
∗-algebra Rωr := ℓ
∞(Rr)/Jω is called the ultrapower of
Rωr and is a finite real von Neumann algebra. Since Iω = Jω + iJω, where Iω is the closed
ideal in ℓ∞(R) used for the construction of Rω, we have Rω = (Rr + iRr)
ω = Rωr + iR
ω
r .
A final topic in this section is related to generating sets of real von Neumann algebras.
For Mr a real von Neumann algebra, an element x ofMr is said to be symmetric if x
∗ = x
and antisymmetric if x∗ = −x. Clearly, writing an arbitrary x ∈ M as
x =
x+ x∗
2
+
x− x∗
2
, (1)
every element of Mr is the sum of of a symmetric and an antisymmetric element.
Lemma 2.6. Let Mr be any real von Neumann algebra and consider the real von Neumann
algebra M2(Mr) endowed with the usual adjoint operation:(
a b
c d
)
∗
=
(
a∗ c∗
b∗ d∗
)
. (2)
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Then M2(Mr) has a generating set consisting of symmetric elements.
Proof. Let S ⊆ Mr be a generating set for Mr. Using the trick (1), we may without loss
of generality assume S = Ssym ∪ Santisym, where Ssym consists of symmetric elements and
Santisym of antisymmetric elements. Then{(
1 0
0 0
)
,
(
0 1
1 0
)}
∪
{(
x 0
0 0
) ∣∣∣∣ x ∈ Ssym
}
∪
{(
0 x
−x 0
) ∣∣∣∣ x ∈ Santisym
}
is a generating set for M2(Mr) consisting of symmetric elements.
We thank Narutaka Ozawa for providing the proof of the following proposition and for
allowing us to present it here.
Proposition 2.7. Every real von Neumann algebra of type II1 is isomorphic to M2(Mr),
for some real von Neumann algebra Mr, endowed with the usual adjoint operation (2).
Proof. Let N be a (complex) von Neumann algebra of type II1 endowed with an involutory
∗-antiautomorphism α and let Nr = {x ∈ N | α(x) = x
∗} be the corresponding real von
Neumann algebra. It will suffice to find a partial isometry v ∈ Nr such that v
∗v+ vv∗ = 1,
for this will imply thatNr has the desired 2×2 matrix structure. By a maximality argument,
it will suffice to find a nonzero partial isometry w ∈ Nr so that w
∗w ⊥ ww∗. Let E be
the center-valued trace on N . Let p ∈ N be any nonzero projection such that E(p) ≤ 1
3
and let q = p ∨ α(p). Then q ∈ Nr and E(q) ≤
2
3
. There is a nonzero element x ∈ N
such that x∗x ≤ q and xx∗ ≤ 1 − q. Multiplying by the imaginary number i, if necessary,
we may without loss of generality assume y = x + α(x∗) is nonzero. But y ∈ Nr and
y = (1− q)yq. In the polar decomposition y = w|y| of y, we have that w ∈ Nr is a nonzero
partial isometry, w∗w ≤ q and ww∗ ≤ (1− q).
Combining the previous proposition and lemma, we get:
Corollary 2.8. Every real von Neumann algebra of type II1 is generated by a set of sym-
metric elements.
3. The real version of Connes’ embedding conjecture and proof of the real
algebraic reformulation
Here is the real version of Connes’ embedding conjecture:
Conjecture 3.1 (RCEC). If ω is a free ultrafilter on N and Fr is a real II1-factor with
separable predual, then Fr can be embedded into an ultrapower R
ω
r of the real hyperfinite
II1-factor.
We will prove that RCEC is equivalent to CEC, in the course of proving Theorem 1.3. We
will use two preliminary results. The first of these is the following real analogue of [4, Prop.
3.17].
Proposition 3.2. For every real II1-factor Fr with separable predual and faithful trace τ ,
the following statements are equivalent:
(i) For every free ultrafilter ω on N, Fr is embeddable in R
ω
r ;
(ii) There is an ultrafilter ω on N such that Fr is embeddable in R
ω
r ;
(iii) For each n ∈ N and f = f∗ ∈ R〈X〉, having positive trace on all symmetric con-
tractions in Rs×s, s ∈ N, implies that τ(f(A)) ≥ 0 for all symmetric contractions
A ∈ Fnr ;
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(iv) For all ε ∈ R>0, n, k ∈ N and symmetric contractions A1, . . . , An ∈ Fr, there is an
s ∈ N and symmetric contractions B1, . . . , Bn ∈ R
s×s such that for all w ∈ 〈X〉k:
|τ(w(A1, . . . , An))− Tr(w(B1, . . . , Bn))| < ε,
where Tr is the normalized trace on s× s matrices.
Proof. The implication (i) =⇒ (ii) is obvious. The proof of (ii) =⇒ (iii) =⇒ (iv) works as
in the complex case (see the proof of [4, Prop. 3.17]), where for (ii) =⇒ (iii) one uses the
fact (see Theorem 2.4) that Rr is generated by a union of an increasing sequence of real
matrix algebras.
For the implication (iv) =⇒ (i), by Corollary 2.8, Fr has a generating set A1, A2, . . .
that is a sequence of symmetric contractions. The rest of the proof then works as in the
complex case, cf. also Theorem 2.4(iii).
For a von Neumann algebra M, we let Mop denote the opposite von Neumannn algebra
of M. This is the algebra that is equal to M as a set and with the same ∗-operation, but
with multiplication operation · defined by a ·b = ba. It is well known thatMop is also a von
Neumann algebra, (and it is very easy to see this in the case that M has a normal faithful
tracial state). A ∗-antiautomorphism of M is precisely an isomorphism M→Mop of von
Neumann algebras.
The following proposition is true for arbitrary von Neumann algebras, but since here we
need it only for finite von Neumann algebras, for convenience and ease of proof we state it
only in this case.
Proposition 3.3. Let M be a von Neumann algebra with a normal, faithful, tracial
state τ . Then the von Neumann algebra tensor product M⊗Mop has an involutory ∗-
antiautomorphism.
Proof. Let N = M⊗Mop and let α : M ⊗Mop → N be the linear map defined on
the algebraic tensor product that satisfies α(a ⊗ b) = b ⊗ a. Then α is ∗-preserving, and
antimultiplicative. Indeed, we have
α ((a⊗ b)(c ⊗ d)) = α(ac⊗ db) = db⊗ ac = (d⊗ c)(b⊗ a) = α(c⊗ d)α(a ⊗ b).
Since α is trace-preserving, it extends to an isomorphism N → N op of von Neumann
algebras, i.e., a ∗-antiautomorphism of N . Moreover, it is clear that α2 = id.
Now we are ready to prove Theorem 1.3. For convenience, the two conditions in that
theorem are restated here along with a third, which we will show are all equivalent.
Theorem 3.4. The following statements are equivalent:
(a) CEC is true.
(b) If f = f∗ ∈ R〈X〉 and if tr(f(A)) ≥ 0 for all tuples A of symmetric contractions in
R
s×s for all s ∈ N, then for every ε ∈ R>0, f + ε is cyclically equivalent to an element
of MR.
(c) RCEC is true.
Proof. As remarked after the statement of Theorem 1.3, (a) =⇒ (b) was proved in [4].
The implication (b) =⇒ (c) follows from Proposition 3.2. Indeed, if Fr is a real II1-factor
with separable predual, then (b) implies that condition (iii) of Proposition 3.2 holds; by (i)
of that proposition, it follows that Fr embeds in R
ω
r .
For (c) =⇒ (a), we assume that RCEC is true and we will show that every II1-factor F
with separable predual can be embedded into Rω. Suppose first that F has an involutory
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∗-antiautomorphism α. Then F can be written as F = Fr + iFr, where Fr is the real II1-
factor inside F corresponding to α as in Remark 2.2. By RCEC there exists an embedding
ι of Fr into R
ω
r . This implies by C-linear extension of ι that F = Fr + iFr embeds into
Rωr + iR
ω
r = (Rr + iRr)
ω = Rω. Now if F is any II1-factor, by the above case and
Proposition 3.3, the II1-factor F⊗F
op embeds in Rω, and from the identification of F with
F ⊗ 1 ⊆ F⊗Fop, we get that F embeds in Rω.
References
[1] S. Ayupov, A. Rakhimov, and S. Usmanov, Jordan, real and Lie structures in operator algebras, Math-
ematics and its Applications, vol. 418, Kluwer Academic Publishers Group, Dordrecht, 1997.
[2] A. Connes, Classification of injective factors. Cases II1, II∞, IIIλ, λ 6= 1, Ann. of Math. (2) 104 (1976),
73–115.
[3] T. Giordano, Antiautomorphismes involutifs des facteurs de von Neumann injectifs. I, J. Operator The-
ory 10 (1983), 251–287.
[4] I. Klep and M. Schweighofer, Connes’ embedding conjecture and sums of Hermitian squares, Adv. Math.
217 (2008), 1816–1837.
[5] B. Li, Real operator algebras, World Scientific Publishing Co. Inc., River Edge, NJ, 2003.
[6] N. Ozawa, About the Connes embedding conjecture — algebraic approaches, available at
http://arxiv.org/abs/1212.1703 .
[7] E. Størmer, On anti-automorphisms of von Neumann algebras, Pacific J. Math. 21 (1967), 349–370.
[8] , Irreducible Jordan algebras of self-adjoint operators, Trans. Amer. Math. Soc. 130 (1968), 153–
166.
[9] , Real structure in the hyperfinite factor, Duke Math. J. 47 (1980), 145–153.
S.B., EPFL, SB-MATHGEOM-EGG, Station 8, 1015 Lausanne, Switzerland
E-mail address: sabine.burgdorf@epfl.ch
K.D., Department of Mathematics, Texas A&M University, College Station, TX 77843-3368,
USA
E-mail address: kdykema@math.tamu.edu
I.K., Department of Mathematics, The University of Auckland, Private Bag 92019, Auck-
land 1142, New Zealand
E-mail address: igor.klep@auckland.ac.nz
M.S., FB Mathematik und Statistik, Universitat Konstanz, D-78457 Konstanz, Germany
E-mail address: markus.schweighofer@uni-konstanz.de
