We develop the xcalib toolkit to calibrate the beam profile of an X-ray free-electron laser (XFEL) at the focal spot based on the experimental charge state distributions (CSDs) of light atoms. Accurate characterization of the fluence distribution at the focal spot is essential to perform the volume integrations of physical quantities for a quantitative comparison between theoretical and experimental results, especially for fluence dependent quantities. The use of the CSDs of light atoms is advantageous because CSDs directly reflect experimental conditions at the focal spot, and the properties of light atoms have been well established in both theory and experiment. To obtain theoretical CSDs, we use xatom, a toolkit to calculate atomic electronic structure and to simulate ionization dynamics of atoms exposed to intense XFEL pulses, which involves highly excited multiple core hole states. Employing a simple function with a few parameters, the spatial profile of an XFEL beam is determined by minimizing the difference between theoretical and experimental results. We have implemented an optimization procedure employing the reinforcement learning technique. The technique can automatize and organize calibration procedures which, before, had been performed manually. xcalib has high flexibility, simultaneously combining different optimization methods, sets of charge states, and a wide range of parameter space. Hence, in combination with xatom, xcalib serves as a comprehensive tool to calibrate the fluence profile of a tightly focused XFEL beam in the interaction region.
I. INTRODUCTION
The recent X-ray free-electron laser (XFEL) technologies have enabled us to conduct experiments at ultrashort time scales (≈ a few fs) and ultrahigh intensities (≈ 10 20 W/cm 2 ), which are far beyond the domain of conventional synchrotron radiation sources [1] . Theoretical calculations have played a crucial role in revealing new ionization mechanisms of atoms and molecules found in experiments driven by such unprecedented light [2] [3] [4] [5] [6] [7] [8] [9] [10] . In these discoveries, a quantitative comparison between theoretical and experimental results was crucial to elucidate the underlying physics. When an XFEL beam is focused onto a target in experiments, the fluence values of the beam have a non-uniform spatial distribution [11] [12] [13] [14] in the focal spot, so that a range of fluence values covered by the distribution may contribute to the yield of an observable such as ions, electrons, and photons. Therefore, when theoretically computing the yield of an observable, we need to add up all fluence-dependent contributions in order to make a comparison with experimental data, which is called volume integration [2] . It is thus essential to calibrate the spatial fluence distribution in the focal spot to perform the volume integration. However, a direct measurement of the focal volume parameters for XFELs represents a significant experimental challenge (see, e.g., [15] ).
In previous studies [2] [3] [4] [5] [6] [7] [8] [9] , spatial fluence distributions were calibrated utilizing experimental and theoretical charge state distributions (CSDs) of light atoms such as neon (Ne) or argon (Ar) atoms. Recently, a calibration procedure at low and intermediate fluences based on fragment ion spectra of Ar clusters has been proposed in [16] . The CSDs of Ne and Ar atoms are often used as fast experimental feedback for minimizing the focal spot size when changing the focusing mirror settings [17] . This approach using CSDs of light atoms has three advantages. First, because of the high non-linearity of the XFEL interactions with atoms, these CSDs are very sensitive to the peak fluence value as well as to the spatial fluence profile in the focal spot. Second, we can utilize the well established atomic properties of light atoms. Third, calculating the CSDs of light atoms is computationally cheap. The CSDs of atoms were calculated using the xatom toolkit [18] . Assuming a specific functional form of the spatial fluence profile at the focal spot depending on a few parameters, the volumeintegrated theoretical CSD is calculated. So far, the parameters have been determined by minimizing a certain measure by manually exploring the parameter space. However, such manual procedures lack efficient algorithms to obtain an optimized solution, and are insuf-ficient to handle a large number of experimental results in a wide range of parameter space.
The situation motivated us to develop a toolkit to automatize the optimization procedures, employing the reinforcement learning technique [19] . A machine learning technique has been used in single-shot characterization of spectral and temporal profiles of XFEL pulses [20] .
These optimization methods have an advantage in finding the direction to a solution in the parameter space with efficient algorithms. We designed the xcalib toolkit to have flexibility simultaneously combining different pulse profiles, parameter ranges, charge states and optimization methods. Therefore, xcalib offers a comprehensive tool to calibrate X-ray beam parameters in XFEL experiments.
The paper is organized as follows. In Sec. II, we introduce our numerical method focusing on the volume integration and the optimization method. In Sec. III, we revisit the three Ar calibrations in [6, 8, 10] to show that calibrated results by xcalib are consistent with the previous results. We also study the effect of attenuators on the fluence profile used in [10] .
In Sec. IV, we conclude the paper with a summary. We use atomic units throughout the paper unless stated otherwise.
II. NUMERICAL METHOD

A. Volume integration
In this section, we first formulate the numerical procedure for the volume integration for ion yield distributions, which is essential to obtain theoretical results that may be compared to experimental results. The ion yield Y (+q) theo of charge state q produced at position r in the focal spot is assumed to be a function of the position-dependent fluence value F (r; P), where a set of parameters P characterizes the spatial profile. The volume-integrated yield is then given by the following three-dimensional integral,
We normalize Y (+q) theo (P) as follows:
where the constant N (P) is a normalization factor given by
The summation runs over the set of all available charge states. Hence, the sum over the normalized ion yields is unity,
In the following, ion yields refer to the normalized ion yield defined in Eq. (2), unless specified otherwise.
The theoretical ion yields Y
theo are calculated by employing the xatom toolkit. xatom is a set of computer codes to calculate electronic structure of atoms based on the HartreeFock-Slater (HFS) method and to describe multiphoton multiple ionization dynamics during intense XFEL pulses employing a rate-equation approach. xatom has been tested with a series of gas-phase atomic experiments and has played a crucial role in many XFEL applications (see [21] and references therein). Note that the theoretical ion yields can also be obtained by other tools, for example, scfly [22, 23] , averroès/transpec [24, 25] , dlayz [26] [27] [28] , and mcre [29, 30] .
B. Single Gaussian spatial profile
To perform the volume integration, Eq. (1), we need to model the spatial fluence profile, F (r; P), to map a given position r to a fluence value in the interaction volume. The interaction volume is defined by the intersection between the XFEL beam and the target gas jet (atomic or molecular beam). If the target beam size (typically ∼mm) is larger than the XFEL beam size (∼µm or less), the XFEL beam determines the shape of the intersection in the direction transverse to the XFEL beam propagation. Since the tightly focused XFEL beam diverges with increasing distance z from the focus, the shape of the interaction volume is similar to an hourglass laid on the z-axis, as shown in purple in Fig. 1 . Assuming Gaussian beam optics, the diameter of the cross section transverse to the z-axis is given by 
FIG. 1:
The beam geometry in the xz plane. The X-ray beam direction is along the z axis, and the target gas jet flows along the x axis. When the highest peak fluence is desirable, the target gas jet is located at z = 0. For the single Gaussian spatial profile, the beam shape in the xz plane is shown in purple. For the double Gaussian spatial profile, the purple area is for the first Gaussian and the green area for the second Gaussian. z R1 and z R2 are the Rayleigh ranges for the first and second Gaussian profiles, respectively. ∆ indicates the X-ray beam width or focal spot size, which varies along with z. The spatial fluence distribution is given in the xy plane, and a spatial profile as a function of x at y = z = 0 is shown in Fig. 2 . The produced ions are collected by a detector with a slit length z 0 shown at the top of the figure. where the quantity ∆ represents the focal spot size, and z R1 represents the Rayleigh range.
Let λ be the wavelength of the XFEL beam. The Rayleigh range is then given by
The diameter of the cross section at z = z R1 is √ 2 times larger than that at z = 0, namely,
The beam geometry is depicted in Fig. 1 . The Rayleigh range becomes larger as the photon energy increases and smaller as the focal size decreases. We model the spatial fluence distribution transverse to the XFEL beam propagation direction (the z-axis in Fig. 1 ). In this work, we employ two types of spatial fluence profile. One of them is a single Gaussian spatial profile (SGSP) given by
The constant a = 4ln(2)/π is chosen so that ∆ 1 (z) becomes the full-width at half-maximum (FWHM). The beam size ∆ 1 (z) is given by Eq. (5). The quantity F 0 represents the peak fluence defined by number photons per unit area. Because it was found in [11] that the spatial profile has a shape similar to a Gaussian function, we also model the spatial profile employing Gaussian functions in this work. The model allows us to reduce the number of calibration parameters, which reduces the computational effort. The total number of photons n in the xy-plane at an arbitrary value of z is given by
Here we assume that the decrease of n due to photon absorptions by target atoms or molecules is negligible. Because the number of photon n is a constant, we can only determine either F 0 or ∆. Thus, the SGSP, Eq. (7), is characterized by only one of them. We use the experimentally determined focal spot size ∆ 2 in this work, so F 0 is the parameter to be optimized. One may have the impression that an accurately measured focal area is a prerequisite to perform calibrations using xcalib. However, this is not the case. One can easily show that the focal area ∆ 2 is factored out by changing integration variables, x = x ∆ and y = y ∆, in Eq. (1). It is then found that the ion yields Y (+q) theo (P), Eq. (1), and correspondingly the normalization constant N (P), Eq. (3), are proportional to the focal area. Hence, the dependency on the focal area for the calibrated CSDs, y (+q) theo (P) in Eq. (2), is canceled out after the normalization.
Next, we address the transmission of the X-ray optics. The energy delivered to the focal spot is given by the product of the pulse energy E as an input parameter and the transmission T , namely T E, which is equivalent to the quantity of nω, where the X-ray photon energy ω is an input parameter. Equating them, the transmission T is given by
Substituting Eq. (8) into Eq. (9), the transmission T for the SGSP is given by
If ∆ is not known experimentally, then we can only determine the ratio
The length over which ions are collected along the X-ray beam is often, but not always, determined by a slit aperture in the spectrometer (see ±z 0 /2 marked at the top of Fig. 1 ).
When the Rayleigh range is much wider than the ion detector slit size or the molecular beam size, the z-dependence of the X-ray beam width is no more relevant. If this is the case, the volume integration in three dimensions in Eq.
(1) can be approximated to that in two dimensions in the xy-plane, assuming that ∆ 1 (z) = ∆ [see Eq. (22) for this case].
C. Double Gaussian spatial profile
Another spatial fluence profile employed in this work is a double Gaussian spatial profile (DGSP) consisting of a narrow, high main peak and a wide, low-fluence tail. This profile consists of two Gaussian profiles. The first Gaussian profile given by Eq. (7) is characterized by the peak fluence F 0 . In addition to the peak fluence F 0 , the second Gaussian profile is characterized by two supplementary parameters: a fluence ratio f r and a width ratio w r between the first and second Gaussian profiles at z = 0. The peak fluence and the beam size of the second Gaussian profile at z = 0 are given by f r F 0 and w r ∆, respectively. Then the spatial profile is given by
where the beam size ∆ 2 (z) of the second Gaussian profile is given by
The quantity z R2 represents the Rayleigh range of the second Gaussian profile given by
The first and second Gaussian profiles in the DGSP enable modeling an XFEL beam with a narrow intense hot spot on a broad tail, as demonstrated in previous work [8] . It was also reported that an experimental spatial profile of an XFEL pulse may show one ideal peak as well as several additional peaks due to aberrations of the focus [13] , which could be modeled as a broad, low-fluence tail. We thus limit the range of the values of w r and f r such that w r > 1 and f r < 1 so that the second Gaussian profile corresponds to a wide and low fluence tail. In case the optimization obtains a solution such that w r < 1 and f r > 1, the solution can be converted into an equivalent solution so that the first Gaussian becomes narrower and higher (see Appendix A).
Next, we derive an expression for the transmission for the DGSP. Summing up the maximum amplitudes of the first and the second Gaussian profiles, we introduce the global peak fluence F G given by
Using the global peak fluence F G as well as w r and f r , we characterize the DGSP, Eq. (12), by the set of three parameters P given by
Let n 1 and n 2 be a number of photons in the first and second Gaussian profiles in Eq. (12), respectively. Then these are given by
The total number of photons n is
Substituting Eq. (17c) into Eq. (9), we obtain a formula for the transmission for the DGSP,
Again, if ∆ 2 is not accurately known, we can only find the ratio
Because the width ratio w r of the second Gaussian profile changes at each step of the optimization procedure, we adopted a specific grid scheme to accurately calculate the volume integration (see Appendix B).
A typical DGSP at y = 0 and z = 0 is shown in Fig. 2 . It is seen in the figure that the first and second Gaussian profiles form the narrow and high main peak and the wide (6) and (14) and a detector of slit length z 0 are also shown in this figure.
D. Ion yields before and after volume integration
Next, we show the calculated yields of Ar ions before and after the volume integration, Eq. (2), using the DGSP, Eq. (12), for illustrative purpose. We use xatom [18] to simulate ionization dynamics of isolated atoms interacting with intense XFEL pulses and calculate
CSDs for a given fluence [21, 31] . The set of parameters P for the DGSP is the same as used for Figs. 1 and 2. We utilize the slope of ion yields s(F G ) as a function of global peak fluence F G to measure the degree of saturation,
where the quantity Y
theo (F G ) represent the absolute ion yield given by Eq. (1). The other parameters in P are not shown for simplicity. Note that we define the slope using a double logarithmic scale so that in the low fluence limit the value corresponds to the number of required photons to produce a certain charge state (see Appendix C). We regard a charge state as saturated at a given fluence F G if the slope of the associated ion yield is lowered by one or more in comparison with the low-fluence limit. If the slope becomes even less than unity, especially for low charge states, the ion yield might be less sensitive to fluence values around the saturation point, and then it could introduce an unnecessary ambiguity into the optimization of the F G value. Thus, it is conceivable to select charge states based on the slope of their volume-integrated ion yields. The pieces of dashed lines in Fig. 3(b) are marked to guide the eye, representing the slope of unity to be compared with the calculated slope of ion yields at the calibrated fluence F G . It is found that the ion yields for q ≤ +9 are saturated and their slope is less than unity (+1, +4, and +8 are shown in the figure) before reaching F G = 3.85 × 10 12 photons/µm 2 . We attempt to remove these charge states in the optimization, which will be demonstrated in Sec. III C. Note that the saturation effect needs to be carefully taken into consideration, especially when calibration is performed at very high fluences. If the majority of charge states are saturated and their ion yields become insensitive to different fluence values, the result of the calibration procedure becomes unreliable.
E. Optimization
Here we explain the automated calibration procedure for spatial fluence profiles employing the volume integration scheme established in the previous subsections. The aim of calibration is to find out the best parameter set P that minimizes the difference between the volume integrated theoretical result and the experimental result. In previous works [4, 6, 8, 9] , the calibrations were conducted by manually exploring the parameter space. The manual exploration is inefficient because the direction to a solution from an initial guess is not known in general. Hence, the manual procedure becomes impractical when the dimension of P grows or a number of calibrations must be performed. In xcalib the calibration is performed by reinforcement learning [19] combined with optimization modules in python that automatize exploring the parameter space. The concept of the reinforcement learning is sketched in Fig. 4 . In this figure, the Agent gives the Environment Action, then the Environment returns the Reward. The Agent repeats the procedure to find the Action that minimizes or maximizes the Reward in a trial-and-error approach. In xcalib, the Agent is built up employing optimization modules in python. The Action and the Environment correspond [19] .
to an initial (improved) guess and the calculation of the volume integration using the guess.
The Reward in Fig. 4 corresponds to a cost function δ(P) defined by the difference between the volume-integrated theoretical result and the experimental data. Since the next direction in the parameter space from a current guess is determined by established mathematical algorithms, the reinforcement learning approach is much more efficient than the manual procedure. Although we calibrate at most three parameters in this work, using xcalib will be critical when calibrating the fluence profiles in high-dimensional parameter spaces.
In this work, we define the cost function by the sum of quadratic-logarithmic differences between the theoretical y . We keep them in the normalization condition for compatibility with previous works [4, 6, 8] . The advantage of using a logarithmic function is that the relative weights of the ion yields over the wide range of charge states become comparable in amplitude. Therefore, tiny ion yields for high charge states and large ion yields for other charge states can be treated on equal footing in the optimization.
In this section, we demonstrate the xcalib toolkit for three examples. The first example is the Ar calibration at 5.5 keV for the xenon (Xe) experiment performed at SACLA [6] . We confirm that the results produced by xcalib are consistent with those in [6] . The second example is the Ar calibration at 805 eV for the C 60 experiment at LCLS [8] . We demonstrate that the second Gaussian profile in the DGSP, Eq. (12), is essential to model the low fluence tail of an XFEL pulse, as previously shown in [8, 13] . In the third example, we study the effect of an attenuator on the spatial fluence distribution by performing an Ar calibration at 6.5 keV for a recent experiment [10] .
A. Ar calibration with a single Gaussian spatial profile
In the SACLA experiment [6] , the photon energy and the pulse energy were 5.5 keV and 239 µJ, respectively. The nominal focal spot area was ∆ 2 = 1 × 1 µm 2 . The molecular beam size was about 2 mm. The peak fluence F 0 of Eq. (7) was manually calibrated to reproduce the experimental ratio y
where the numerator represents the sum of ion yields of Ar 8+ and Ar 9+ produced by twophoton absorption, and the denominator is that of Ar 3+ and Ar 4+ produced by one-photon absorption. The ratio thus gives us the relative contribution between two-photon and onephoton absorption processes. However, xcalib does not require such additional physical considerations on the number of required photons to produce a certain charge state in order to define a cost function.
The Rayleigh range calculated via Eq. (6) with the given photon energy and the focal spot area is z R1 = 10 mm, which is five times larger than the molecular beam size. In such a situation, it can be assumed that the atoms were subject to the same fluence value in the z-direction. Under this consideration, the focal size in ∆ 1 (z), Eq. (7), is approximated by ∆ 1 (z) ≈ ∆. The SGSP, Eq. (7), is then simplified to
In the following, we revisit the calibration for the SACLA experiment with xcalib, employ- 
B. Ar calibration with a double Gaussian spatial profile
Here we revisit the Ar calibration at 805 eV performed for the C 60 experiment at LCLS [8] . The pulse energy was 1.15 mJ and the nominal focal area was ∆ 2 = 1.38 × 1.38 µm 2 .
The slit size was 1.6 mm [32] . The experimental Ar CSD is shown by black dots in Fig. 6(a) .
The charge states of +5 and +10 are not shown because of experimental uncertainty. Thus, when evaluating Eqs. (3) and (4), the set of charge states consists of +1 to +14 without +5 and +10. The set of selected charge states to calculate the cost function, Eq. (20), is constructed without the charge states of +5, +6, +7, and +10.
The calibration was first attempted employing a SGSP, Eq. (7), taking the Rayleigh range into consideration. The photon energy is smaller than that used in Sec. III A, so the Rayleigh range is smaller here. The calculated value is z R1 = 2.8 mm, which is now comparable with the slit size. Therefore, we use the three-dimensional integration in Eq. (2) with the three-dimensional SGSP in Eq. (7), in order to obtain the CSDs. The result is shown using triangles (red) in Fig. 6(a) . The calibration clearly fails to reproduce the experimental result. The ion yields for low charge states are underestimated, whereas those for middle to high charge states are overestimated, as was also found in [8] . This failure implies that the beam profile is more complex than a SGSP, so a DGSP was introduced in [8] to overcome this problem.
Here we also employ a DGSP, Eq. (12). 27 initial guesses uniformly distributed in the parameter range of
were employed to perform the optimization. The solution giving the lowest local cost function value for the set of selected charge states is given by P = (F G , w r , f r ) = (0.44 × 10 12 photons/µm 2 , 2.77, 0.167). The result is given by squares (blue) in Fig. 6(a) .
The agreement between the result of xcalib and the experimental results is now much better. The low fluence wing supported by the second Gaussian profile in Eq. (12) enhances the ion yields of low charge states. The DGSP, Eq. (12), with the calibrated parameter set at y = 0 is depicted in Fig. 6 (b) together with the SGSP, Eq. (7).
C. Ar calibration with attenuated beams
In this demonstration, we calibrate the three data sets of Ar CSDs at 6.5 keV taken for a recent experiment on Xe [10] . The first data set consists of Ar CSDs measured without an attenuator. The pulse energy fluctuates from shot to shot, so the Ar CSD data are binned according to the pulse energies of 4.5, 4.3, and 4.1 mJ. A silicon attenuator was used to filter 58% of the full-power beam, providing the pulse energies of 2.61, 2.49, and 2.38 mJ (the second data set), and 20% corresponding to 0.90, 0.86, and 0.82 mJ (the third data set). We calibrate these three data sets (100%, 58%, and 20%), as listed in Table I , to study the effect of the attenuator on the spatial fluence profile. It has been believed that an attenuator would not change the spatial profile of XFEL pulses, but no comprehensive (12), for non-attenuated (100%) and attenuated (58% and 20%) beams at 6.5 keV. These parameters were extracted from the experimental Ar CSDs of [10] .
non-attenuated (100%) studies have been reported so far on this subject.
The nominal focal spot area in the experiment was estimated as ∆ 2 = 0.35×0.3 µm 2 with an elliptic focal shape. In the numerical method described in Sec. II, a circularly shaped focal area is assumed. We numerically confirmed that the volume-integrated Ar CSD and the FDF at 4.3 mJ do not change noticeably when an elliptic focal shape is explicitly used.
Hence, we keep using a circularly shaped focal spot, i.e., ∆ 2 = 0.324 × 0.324 µm 2 , in the following. The focal size is much smaller than that used in Sec. III A, so the Rayleigh range is smaller. It is calculated as z R1 = 1.25 mm, which is quite comparable with the slit size used in experiment (z 0 = 1.0 mm) [10] . Therefore, we start with three-dimensional (3D) volume integration, but two-dimensional (2D) volume integration will also be tested later on. Here we assume a DGSP, because a DGSP is more general than a SGSP. We explain the numerical procedure for the pulse energy of 4.3 mJ in the following. The same procedure is applied for the other pulse energies.
The set of all charge states ranges from +1 to +18. The set of selected charge states is obtained by removing +6 and +7, whose ion yields are inaccurate in theory. 27 initial guesses were uniformly distributed in the parameter range given by
The solution corresponding to the lowest cost function value, Eq. (20), is given by
The beam geometry of the calibrated DGSP, Eq. (12), for the set of parameters P 3D 1st was shown in Fig. 1. In Fig. 3(b) , the volume-integrated ion yields, Eq. (2), for several charge states for the set P 3D 1st were shown. The ion yields were calculated by changing F G values with w r and f r values being fixed. As discussed earlier, because of the saturation effect, the ion yields of low charge states are less sensitive to the change of the global fluence value around F G = 3.85×10
12 photons/µm 2 in optimization, which might give rise to an ambiguity in the determination of the global fluence value. Specifically, the ion yields of the charge states from +1 to +9 have a slope that is less than unity. Therefore, a second optimization was performed removing these charge states from the set of charge states selected for the optimization procedure. Then we obtained the optimized set of parameters given by
These two different optimizations using different sets of charge states give rather similar parameters. Also both methods, P 3D 1st (red triangles) and P 3D 2nd (blue squares), provide almost the same Ar CSDs, as illustrated in Fig. 7 . In the following applications, we keep the charge selection procedure using the slope of volume-integrated ion yields. The transmission calculated using Eq. (17d) with P 3D 2nd is 32.8%. Here we attempt to compare 2D and 3D volume integrations to perform the calibration.
The result obtained via 2D volume integration after the charge selection is given by
12 photons/µm 2 , 3.10, 0.281), (27) which practically coincides with the result of Eq. (26) . The transmission is calculated using Eq. (17d) as 32.6%, and the volume-integrated CSD with this calibrated parameter set looks quite similar to those in Fig. 7 . The almost identical results of P 3D 2nd and P
2D
2nd indicate that the integration for the z-direction does not affect the final Ar CSDs. We confirm that this is also true for other pulse energies. Therefore, we will show further results for P 2D 2nd only. In Table I , we list all numerical results for three data sets (9 different pulse energies). In each row, the global peak fluence F G , the width ratio w r , and the fluence ratio f r are given.
The energy ratio (or the ratio of the total numbers of photons) between the first and second Gaussians is calculated using Eq. (17b), n 2 /n 1 = w 2 r f r . The ratios T /∆ 2 calculated using Eq. (18) are listed in the last column of the table, assuming that the input pulse energy E is known. When inspecting Table I , we find interesting trends. Our calibration suggests that F G decreases more slowly than E. Note that if the shape of the spatial fluence distribution were unchanged, F G would be exactly proportional to E. Our calibrated parameters imply that the shape of the spatial fluence distribution of the X-ray beam appears to be affected by the attenuation process. This fact becomes even more evident when we consider the width ratio w r , which increases monotonically with decreasing pulse energy. In other words, the attenuation process causes the second Gaussian to become wider relative to the first Gaussian in the DGSP (or the first Gaussian becomes narrower in comparison with the second Gaussian), with increasing attenuation. Similarly, we observe that there is a tendency for the fluence ratio f r to decrease with stronger attenuation. The energy ratio w 2 r f r shows that the 100% and 58% cases are similar, while the ratio becomes larger in the 20% case. It might indicate that the first Gaussian is more attenuated than the second Gaussian in the 20% case.
The most pronounced effect that we observe in Table I is the ratio of the transmission and the focal area of the first Gaussian, T /∆ 2 : Decreasing the pulse energy by a factor of five increases this ratio by a factor of five. Also note that the ratio changes by almost a factor of two between the two bins of the same data set in the 20% attenuation case. Again, it is supposed to be the same ratio in the ideal case where the attenuator would not change the spatial fluence distribution. Either the transmission through the X-ray focusing optics increases or the focal area of the first Gaussian decreases as the pulse energy decreases, or both change when attenuating the pulse energy. The reduction of the focal area of the first Gaussian would seem rather surprising because any wavefront distortion induced by the inserted foil would cause the focal spot to become larger, but not smaller. Thus, we speculate as to the possibility of creating a very irregular focal shape with the hot spot of the beam, which may not be captured by a simple Gaussian profile. The increase of the beamline transmission would likely mean that at higher fluences the focusing or transport mirrors are heated up and lose part of their reflectivity. Even though this effect was found to be small [33] , it may not be completely excluded in our case where high pulse energy (up to 4.5 mJ) was employed. Since T /∆ 2 is inversely proportional to the pulse energy in Eqs. (11) and (18) , this conclusion requires the assumption that the experimental attenuation coefficients are correct. Our calibration cannot determine T and ∆ independently of each other, and both of them are not always well known for different experimental configurations, which currently prevents a detailed understanding of the attenuation behavior. Nevertheless, our results indicate that the attenuation process does not only reduce the pulse energy, but also it might influence the spatial fluence profile. In view of these observations, we consider it advisable to calibrate the spatial fluence profile for each and every experimental condition when using attenuated beams.
IV. CONCLUSION
In this work, we have developed the xcalib toolkit to calibrate the spatial fluence distribution of an XFEL pulse at its focal spot using the CSDs of light atoms. The calibration of the spatial fluence profile is essential to calculate volume-integrated CSDs and to make a quantitative comparison between theoretical and experimental results. We formulated the calibration procedure based on reinforcement learning [19] by using optimization modules in python. The automated calibration procedure in xcalib is more efficient than the procedure of manually exploring the parameter space of the spatial fluence profile performed in previous studies [4, 6, 8, 10] .
Using the xcalib toolkit, we revisited the Ar calibrations performed for previous experiments [6, 8, 10] . In the first demonstration, we revisited the Ar calibration at 5.5 keV employing the SGSP, which was performed for a Xe experiment at SACLA [6] . Our result could reproduce the Ar CSD shown in [6] . In that reference, the peak fluence was calibrated manually by comparing the yields of ions created by two-photon absorption to the yields of ions created by one-photon absorption. In contrast to this manual procedure, we employed the cost function defined by the logarithmic difference between the volume integrated theoretical result and the experimental data. Using xcalib, it is possible to perform calibrations without introducing a measure involving such physical considerations. We also confirmed that the numerical FDF of the SGSP agrees with the analytical formula. In the second demonstration, we revisited the Ar calibration at 805 eV performed for the C 60 experiment in [8] . We confirmed that the low fluence tail modeled by the second Gaussian profile in the DGSP is necessary to reproduce the experimental Ar CSD as demonstrated in [8] . In the third demonstration, we performed the Ar calibration at 6.5 keV for a recent Xe experiment [10] to study the effect of an attenuator on the functional form of the fluence spatial profile.
We found that the attenuation process appears to cause a significant modification of the spatial fluence profiles. Therefore, when using attenuated beams, a beam profile calibration is advisable for each and every experimental condition.
Our development is essential to automatize the optimization procedure with flexibility, combining different optimization algorithms, fluence profiles, charge states, and a wide range of parameter space, which is far beyond manual procedures employed in [4, 6, 10] . Moreover, xcalib has the capability of handling massive amount of experimental data through automatized optimization procedure. The calibrated Ar CSDs in this work agree well with the experimental data except for several charge states as previously found in [4, 6, 10] . One way to improve the calibration is improving the level of electronic-structure theory being employed by including shake-off process and/or double Auger decay when computing the ionization dynamics with xatom. In the future, xcalib will be employed to a more complex problem such as calibrating pump and probe pulses. xcalib offers us a tool to calibrate On the second line, the integration variables are changed to r = (x , y , z ) = (w r x, w r y, z/w 2 r ). After changing the integration variables, the functional form of the fluence spatial profile coincides with that for the parameter set P.
Appendix B: Grid scheme for the double Gaussian fluence distribution During optimizations for the DGSP, the width of one Gaussian could become narrower or wider than the other, in contrast to the initial guess. Sufficiently fine grid points must be used to describe the narrower Gaussian to accurately calculate volume integrations. To handle such unpredictable situations, the grid points have to be dynamically changed at each optimization steps. The first step to define our grid points is to find out which Gaussian width is narrower or wider, namely,
Using the narrower width, we define the grid spacing for the narrower Gaussian in the
where n grid is the default number of grid points. The length of the interval L < is determined as small as possible that yet the amplitudes of the narrower Gaussian at the borders can satisfy the condition,
Using the quantity l < , we define the grid points for both of two Gaussian profiles,
where the bracket is the operator which returns the nearest integer of the argument. In this work, we use L ≶ = 7∆ ≶ , then the left hand side Eq. (B1d) is ∼ 2.2 × 10 −3 .
Switching to polar coordinates, and assuming F (r) = F (r),
where r f satisfies F (r f ) = f . For the SGSP,
We thus obtain
Note that Eq. (D4) depends on the fit parameter F 0 only through cutoff condition at F 0 .
In the case of the DGSP, there is no analytical formula for the fluence distribution function. However, it is still possible to understand its overall behavior considering the model, f r 1 and w r 1.
This model was employed before [8] to describe the halo in the spatial profile of XFELs utilizing the second Gaussian profile. First we consider the solution r f for a fluence value f much smaller than the peak fluence of the second Gaussian profile f r f , such that f f r F 0 .
In such a situation the first Gaussian can be ignored. Then the solution r f roughly satisfies
Therefore, following the derivation for the SGSP, we obtain
It is important to realize that the result Eq. (D8) depends on the additional fit parameters w r . Therefore comparing with the single Gaussian case, in that sense, the behavior of the fluence distribution function for small fluence values is not universal. The fluence distribution function for a fluence value f f r F 0 can be also derived ignoring the second Gaussian profile. The result coincides with that of Eq. (D4) in the single Gaussian case.
[1] J. R. Schneider, Rev. Accel. Sci. Tech. 3, 13 (2010).
