: Given an arbitrary incomplete scene (left image), the proposed context encoder produces a plausible structural completion (middle image), which can be subsequently refined with a patch-based inpainting method (right image).
INTRODUCTION
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In the general case where the target region can be of any relative size and the content of the scene can be of any type, most successful approaches are based on "patches": The target region is filled in, either in a greedy fashion [10, 13] or by iterative optimization [3, 31] , using image blocks selected in the surrounding. In the absence of strong prior on the scene or restrictions on the hole's dimensions, such methods are indeed the only up to now that can generate plausible structures and textures.
However, with the rapid progress of deep convolutional neural nets, inpainting has been revisited recently as yet another visual prediction problem for which a deep regressor can be learned [26] . Pathak et al. 's context encoder (CE) is trained on diverse images to infer the (known) central part of the scene given its periphery, using a classic ℓ 2 reconstruction loss along with an adversarial one. On new scenes, it produces very interesting completions with structures, if not textures, that are challenging for patch-based methods. While the final results still lack details, their quality can be improved by a patch-based refinement: Yang et al. [32] use the output of Pathak's context encoder to guide an optimization-based inpainting where patches are described and compared using deep features. Impressive results are reported with this two-stage approach.
Inspired by these recent developments, we analyse here some of the limits of context encoders and suggest simple, yet fruitful, modifications to the original design. We argue in particular that the ability of context encoders to complete scene structures is not as semantic as originally suggested and, more importantly, that CEs might under-perform even in not so complex situations. In order to strengthen this key ability to handle interrupted structures, we propose to rely on the perceptual losses that have recently proved useful for several other image modification tasks [18] . By comparing ground-truth and predicted visual content in a deep feature domain rather than in the pixel domain when training, a perceptual loss provides more freedom to the regressor while focussing on meaningful image properties. We show that context encoders can also benefit from this powerful idea, which leads to improved structural inpainting. With this modification of the original context encoder, adversarial training can be mobilized only in a second curriculum phase, to produce more realistic textures and details. As its predecessor, the new context encoder can finally be refined through a neural patch-based optimization [32] . Results on a wide variety of scenes demonstrate the merit of the proposed approach, which is confirmed by a user study.
PROBLEM AND RELATED WORK
Visual inpainting comes in a variety of forms and names (completion, reconstruction, disocclusion, hallucination, recovery). Letting aside the specific problem of reconstructing an image from a fraction of its pixels -which includes super-resolution and up-sampling -a general formulation of the task is as follows: Given an image and a "hole" in it, that is a connected region of missing or unwanted content ( Fig. 2 ), compute pixel values inside the hole such that the completed image looks natural or at least plausible.
Generic inpainting tools, such as those present in image editing software packages, rely neither on prior knowledge about the scene nor on additional images (other views of the same scene or images of similar scenes). The first successful approaches to such generic inpainting were geometric, relying on level line completion [23] and diffusion PDEs [4] . However, these techniques alone proved unable to handle large regions and to generate plausible texture. A major breakthrough came from leveraging non-parametric patch-based texture synthesis [5, 14] .
Initial patch-based inpainting lead to a large number of approaches, see [8] for a review. Two main families have emerged: Greedy approaches, e.g., [11, 13] , which fill the hole in a single concentric pass by copying patches from outside; Iterative optimizationbased approaches, e.g., [1, 3, 31] , which alternate between computation of patch correspondences and image update through combination of matches. Both proved useful not only to handle texture well, but also to complete geometric structures to some extent. To further improve latter ability, specific mechanisms were proposed, e.g., [6, 9, 10] . Another key aspect of patch-based methods is the way patches are matched: First using exhaustive or approximate pixel-wise color comparisons, later adding texture-aware features, e.g., [21] . More recently, "neural patches" have been used [32] : Image patches are described using deep features provided by a convnet pre-trained for recognition.
Yet, in case of too complex structures, like in indoor or urban scenes, and/or of too semantic content, like part of a face or a body, agnostic patch-based approaches fail catastrophically. For instance the example in Fig. 2 (b) would be at best difficult for such approaches, and those in Figs. 2(c-d) completely infeasible.
For such difficult but very common inpainting examples, several sources of help can come to the rescue: (1) User input, either through alternation of automatic processing and manual edits, or through scribbled indications [29] ; (2) Other relevant images, either other views of the exact same scene (in particular in the case of video inpainting [16, 24, 31] ) or images of resembling scenes found in a large collection [17] ; (3) Prior knowledge on the type of scene of interest, leading to class-specific inpainting.
Class-specific inpainting can be very powerful, but its scope is limited by essence. It requires the training of a class-specific appearance model that is then fitted to the visible part of the incoming image in order to infer the missing part. With a strong focus on faces, approaches of this type have been proposed using low dimensional models [30] , sparse models [7, 28] and, more recently, generative deep models [20, 33] .
In the present work, we are rather interested in scene-agnostic inpainting, for which major progress is still needed in a wide range of real use-cases, particularly regarding structure reconstruction. The recent deep learning approach of Pathak et al. [26] opens up new opportunities on that front. Our work builds on it. In the next section, we discuss this approach into more detail and investigate its current limitations.
CONTEXT ENCODERS AND THEIR LIMITS
Pathak et al. [26] introduced the concept of context encoder, a deep encoder-decoder architecture trained to reconstruct images with missing parts. This self-supervised architecture is shown to produce appealing visual features for other tasks such as recognition, detection and semantic segmentation. In addition, it lends itself to actual scene completion. To this end, it is specifically trained to predict only the central part of an image given its periphery and the ℓ 2 pixel-wise reconstruction loss is combined with an adversarial loss, which improves the visual quality of reconstructed regions. Trained on ImageNet ILSVRC'12 dataset, this context encoder yields impressive results on held-out images, while being scene-agnostic (or at least not specific to a single scene class). Its ability to recover complex, semantic structures is impressive in some cases where patch-based approaches are useless. When further specialized on urban scenes through training on Paris Street View dataset, this ability is increased accordingly on images of the same type.
However, despite being said to allow "semantic inpainting", the CE trained on the wide range of object images in ImageNet often fails to produce plausible reconstructions of complex objects, such as humans, animals or cars ( Fig. 3, left ). This is not surprising since the CE is likely to capture only little class-specific structural knowledge, unless being specifically trained on a single object or scene class. In addition, as we shall see in our experiments, the surrounding context that CEs actually exploit is mostly local, sometimes only a few pixel wide with no access to visual semantics. Still, [26] reports several inpainting results where the proposed CE does much better than state-of-the-art patch-based methods on complex structures ( Fig. 3, right) . We believe this is where the main strength of context encoders lies, in addition to being optimizationfree hence immune to initialization problems and potentially much faster.
In order to assess further CE's handling of structures, we run the code of the authors on simple graphics devoid of texture such as flags. Two examples of completion are shown in Fig. 4 . Despite their apparent simplicity, such examples defeat recent patch-based methods, such as the one in [8] 1 because of the length of certain structure interruptions or the absence of certain required geometric patterns in the visible part of the image. Yet, we were surprised to see that the CE was also struggling on these examples. Our interpretation is that the adversarial loss contributes way more to the texture than to the structure of the completed scene. This is also confirmed by experiments in [26] where adversarial training hardly changes the structures produced by pixel loss alone, but rather helps removing blur and gaining photo-realism.
The key question then is whether better structures could be obtained with an alternative loss. Motivated by the successful use of pre-trained deep features to capture textures and structures at various scales in several image editing tasks, notably "style transfer" (whether photo-realistic [22] or not [15] ), we propose to resort to them as well for inpainting. More specifically, we consider so-called perceptual losses introduced by Johnson et al. 's [18] and successfully used by the authors for example-based stylization and for image super-resolution. Using such a loss to train the CE brings a benefit that is immediately visible on the previous images ( Fig. 4, right) : Stripes and other shapes are better completed, complex junctions are created where needed. These simple experiments hint toward the suitability of perceptual losses to train inpainting networks. We develop this approach in the next section with the details of the proposed context encoder. 
STRUCTURAL INPAINTING
The first modification we make to the original CE lies in the replacement of the pixel+adversarial loss by a feature-based reconstruction loss. We coin this loss "structural" for the reasons discussed in the previous section. The core of the proposed approach is thus as follows ( Fig. 5 ):
• A convolutional encoder is combined, through a fully connected bottleneck, with a convolutional decoder of mirrored architecture but half-sized output. 
(1)
The structural reconstruction loss is defined as a linear combination of pixel reconstruction error and of feature reconstruction errors computed at various convolutional layers ℓ of VGG-16 [27] :
with non-negative weights λ 0 and λ ℓ 's. The pixel reconstruction loss reads
Denoting ϕ ℓ (x) ∈ R M ℓ ×M ℓ ×K ℓ the stack of feature maps output by layer ℓ of VGG-16, the corresponding feature reconstruction loss reads: Note that setting to zero all λ ℓ 's reverts to pixel reconstruction only, as experimented by Pathak et al. [26] , and that setting all weights but λ conv2_2 to 0 amounts to the loss used by Johnson et al. [18] for image super-resolution. Given a training set {x (n) } N n=1 , and the associated set {x (n) } N n=1 of masked images, the empirical loss
is minimized w.r.t. W by stochastic gradient. As discussed in the previous section, the adversarial loss used by Pathak et al.to train their CE helped increasing the visual quality of the reconstruction. We shall see in our experiments that this also holds when replacing the pixel reconstruction loss by the proposed structural loss. To this end, a second convolutional network D W ′ , the descriminator (see Fig. 5 ), is simultaneously trained on central image patches to recognize synthetic ones. The corresponding adversarial loss for one image is defined as follows:
The joint training boils down to min-max problem (γ > 0):
Regarding this self-supervised training, it is interesting to note that the targeted task, visual inpainting, is not the same as recovering the original content of the region to fill in. Actually, the most frequent motivation for inpainting is to remove an element of the original scene, hence the opposite of faithful reconstruction! Also, as discussed in the introduction, multiple equally plausible outputs are expected in a number of cases. This point might be interesting for future research. In any case, if (most) training images as such that the central region does not circumscribe completely an object, then the reconstruction training task proposed by Pathak et al.is a good proxy for inpainting.
EXPERIMENTS
Architectures Our networks are similar to those used by Pathak Decoder: Four convolutional layers mirroring the last four of the encoder. In order to avoid the checker-board effect that showed up in our first experiments, we replaced the original "deconvolutional" design by the upsampling+convolution alternative proposed in [25] . Output: Color image of size 64 × 64 × 3.
The adversarial network takes 64 × 64 × 3 inputs and is composed of four convolutional layers (4 × 4 filters and ReLU) with 32, 64, 128 and 256 channels respectively and a last fully connected output of size 1. It is lighter than the one in Pathak et al., with four times fewer parameters.
Training In order to learn a scene-agnostic, or at least general enough model, we train as Pathak et al.our CE on 1.2M images from ImageNet. The images in this dataset are of variable size. We resize them so that their smaller dimension is 350 and, in each epoch, we randomly crop to size 128×128 each image. We use Adam stochastic solver [19] with Nesterov momentum set to 0.5 and with learning rates of 2 × 10 −4 for the encoder-decoder and of 2 × 10 −5 for the discriminator.
To enforce continuity at the inpainting domain's boundary, we follow Pathak et al.'s technique: The masked zone is reduced to size 56 × 56 while prediction is of size 64 × 64. For training, the pixel reconstruction loss is scaled by 10 on pixels in the overlapping region (a band of width 4).
Structural loss
We start by investigating the exact definition of the structural loss (Eq. 2). Using only binary weights, our preliminary experiments showed that perceptual features are always beneficial, see several examples in Fig. 6 . Whether using a single or multiple such features, structures are often better reconstructed. We empirically found that the following combination ( Fig. 6 , rightmost) L struct = L pix + L feat,conv1_1 + L feat,conv2_1 + L feat,conv3_1 (6) was consistently providing results of better visual quality. This is the structural loss we adopt in the next experiments.
Benefit of adversarial loss While the proposed structural reconstruction loss is shown to handle better complex structures, it can be seen in Fig. 6 that grid-like artefacts might appear in the inpainted region. These artefacts are especially pronounced in textured areas, as visible in top row of Fig. 7 . Adversarial training, on the other hand, is known to endow images generated by a variety of convnets with an appealing naturalness. It plays in particular a key role in Pathak et al. 's CE for inpainting. For these reasons, we also resort to the adversarial training explained in Section 4. We found however that it must be handled with care. If too strong, it can become harmful to the reconstructed structures. To get only the best of it, two precautions proved useful: The discriminator is lighter, hence less powerful, than the one of Pathak et al.and it is only mobilized in a second phase of the process. This curriculum learning proceeds with 50 epochs of training with L struct , followed by 10 epochs of adversarial training (Eq. 6, with γ = 0.01).
Figure 8: Different losses for inpainting context encoders:
Examples showing the respective merits of different losses to train CEs. Best visual results overall are obtained with the proposed combination of adversarial and structural losses. The latter is key to structure reconstruction while the former brings more realism.
With this final phase of adversarial learning with structural loss, the proposed model is complete. The visual impact of the adversarial training is shown on several examples in Fig. 8 : The structural loss is responsible for the good completion of complex structures, while the addition of the adversarial loss, though costly, improves the texture and the sharpness of the inpainted regions, hence its naturalness. These examples also illustrate the qualitative improvements brought by the proposed CE in comparison to the original one. On these examples, like on the whole test collection, the reconstruction is often more plausible. Other comparisons between the two are reported in Figs. 9, 10 and 13.
In order to highlight the structural properties of the proposed approach, we show in Fig. 10 result samples on street images. Although scene-agnostic, our model is doing similarly and sometimes better than Pathak et al. 's CE trained on Paris Street View (which in turn performs poorly on other types of scene unlike ours). This is a striking result. When trained on ImageNet like ours, the original CE does significantly worse on these highly structured scenes.
As a complement to this visual assessment, we follow [26] in reporting average pixel reconstruction errors, expressed in % for readability and with intensities scaled in [0, 1], and PSNR (the larger the better) on 100 held-out ParisStreetView images: Although mostly blind to the "visual quality" that a good inpainting should maximise, these quantitative measures provide another hint on the impact of the proposed modifications to the original CE. They demonstrate that reconstruction quality degrades gracefully with the reduction of the context and that 8 or even 4 pixels can suffice to get interesting results. We show in Fig. 11 several examples. While the result does change, usually for the better, as the context's extent increases, it is striking that decent structure completions are possible even with as few as 4 pixels from the border known by the encoder-decoder (instead of 36 for training). Strong semantics is arguably absent from such a thin region. In our opinion, CEs contain only little object or scene-specific knowledge. Interestingly, this experiment also indicates a form of robustness. Having far less context (even worse, a partly destroyed context) yields graceful degradation.
Results with optimization-based refinement Despite improved structures, the image completions obtained by the proposed CE, like those obtained by the original CE, still lack visual details. As can be seen in the results reported so far, the reconstructed regions are usually blurry. This is even more acute in high-resolution images that are concerned by real-world use-cases. To circumvent this limitation of CE in the context of inpainting tasks, Yang et al. [32] have recently proposed a powerful optimization-based post-processing. It builds on variational patch-based approaches (e.g., [1, 2, 12, 31] ) that seek a reconstruction whose patches have as good matches as possible outside the hole. Four key modifications of this paradigm are proposed by Yang et al.: An additional perceptual energy term encourages resemblance of the center x c of the reconstructed image with an initial prediction y by (a variant of) Pathak et al.'s CE; This pre-filling also serves as initialization for the iterative solver; Total variation (TV) regularization is also included; Patches are compared in terms of VGG-based neural features, not pixels' intensities. Hence the following cost function must be minimized, in a classic coarse-to-fine multi-scale fashion:
where x is constrained to coincide withx outside the inpainting domain, ψ is a correspondence field that maps each pixel in the hole to one outside, ϕ ℓ (x, p) are VGG-16 feature maps at layer ℓ restricted to a patch around p and L = {conv3_1, conv4_1}.
The minimization alternates between the two arguments, that is between correspondence map estimation given the current image reconstruction and reconstruction of central image part using the current correspondences under TV regularization and guidance from CE prediction.
In what follows we use this approach to refine the results obtained by Pathak et al. 's CE and ours. We gather in Fig. 13 comparative results with this refinement on various types of scenes. We observe that our model improves qualitatively the results obtained by the original CE on a majority of these images and across all types of scenes, simple or complex texture-free structures, multiple textures, soft and hard contours, etc. These results demonstrate again that the use of perceptual features within the proposed reconstruction loss makes CEs better at completing structures.
That being said, there is large room for improvement. Not surprisingly, the absence of explicit semantics in the model makes it unable, like other scene-agnostic approaches, to reconstruct a variety of complex scenes. In Fig. 12 , we show several failure examples.
User study We conducted a user study involving 35 participants of various ages and occupations. The first test was run on a random set of 80 ImageNet images. For each participant, a random subset of 20 images is selected and the two reconstructions by Pathak's CE and ours are displayed in random order, alongside the incomplete image. The participants are asked to pick their preferred reconstruction, if any. Results aggregated per image (across participants) are as follows: For more than 83% of the images, our reconstruction was more often preferred; for 74% of the images, our reconstruction was preferred by at least 75% of the participants. Fully aggregated results, across participants and images, indicate that our reconstructions are preferred 74% of the time. The same test was also conducted on Paris-test images, with both CEs trained on Paris-train. Results were even more advantageous to our method in this case: 90% of our inpainted images are more often preferred and our approach is preferred more that 78% of the time overall. Figure 12 : Failure examples: They are many cases, like these three, where the visual/semantic complexity of the scene defeats both CEs, and patch-based methods alike, even if the proposed structural CE might fail more gracefully.
A variant of this test was also conducted with our CE not trained on Paris but on ImageNet. We noted earlier that in this set-up, our scene-agnostic CE provided results comparable to the specialized version of Pathak's CE. The user test revealed that our CE behaves even a bit better, being preferred on 47% of the images vs. 39% for Pathak's (remaining 14% being draws). These tests clearly indicate that our approach consistently outperforms the preceding one, across images and participants.
In a last test, each participant is presented a random sequence of 58 images. Each image appears either in its original form or as inpainted by one of the two CEs (followed by optimization-based refinement), and the participant decides whether it looks natural or not. This is clearly a very difficult test for both inpainting methods: they both create artefacts in complex scenes and the inpainted domain is the same central region of fixed size in all examples. Yet, 51% (resp. 39%) of the images inpainted by our method (resp. Pathak's method) were considered as natural by at least 50% of participants. Interestingly, only 30% of the real images received a consensus. This is clear indicator of the participants anticipating the images to be modified.
CONCLUSIONS
Context encoders can be powerful for inpainting. We have shown how their ability to complete even complex structures can be boosted by combining new reconstruction losses with careful adversarial training. Based on our experiments, we also hypothesized that semantics is playing a limited role in these feats. A deeper use of automatic scene understanding remains an open and exciting problem for inpainting in the wild. Also, in addition to relaxing current geometric constraints (inpainting a square domain), incorporating user's input in a seamless fashion would be key to the adoption of this technology in image editing systems. 
