Abstract. We investigate whether the approximation numbers of operators behave well under the two-sided complex interpolation of Hilbert spaces. We study geometric interpolation of the approximation numbers as well as the entropy moduli. We also study geometric properties of the entropy and approximation numbers of operators between Hilbert spaces. In particular, we provide the quantitative estimates of approximation numbers as well as the interpolation results on normal operators.
Introduction
The theory of s-numbers plays a fundamental role in the study of operators and the local theory of Banach spaces. The axiomatic approach to s-numbers was developed by Pietsch in [19] . Particularly important s-numbers of an operator T ∈ L(E, F ) are the following:
-approximation numbers a n (T ) := inf{ T − S : S ∈ L(E, F ), rank(S) < n}, -Gelfand numbers c n (T ) := inf{ T | G : G ⊂ E, codim(G) < n}, -Kolmogorov numbers d n (T ) := inf{ε > 0 : G ⊂ F, dim(G) < n, T (U E ) ⊂ G + εU F }, -Weyl numbers x n (T ) := sup{a n (T S) : S ∈ L(ℓ 2 , X), S 1}. If we denote by T ′ the dual operator of T , then c n (T ) = d n (T ′ ) for an arbitrary operator, while the analogous equalities a n (T ) = d n (T ′ ), d n (T ) = c n (T ′ ) are true, in general, for compact operators only. In the context of eigenvalues a central role is played by the Weyl numbers, which were introduced also by Pietsch. For operators acting between Hilbert spaces the various s-numbers are known to coincide.
Let A = (A 0 , A 1 ) and B = (B 0 , B 1 ) be Banach couples and θ ∈ (0, 1). In the case where a Banach space X belongs to the class C K (θ; A) and B := B 0 = B 1 or A := A 0 = A 1 and a Banach space Y belongs to the class C J (θ; B), the following inequalities (see, e.g. [21, 6. interpolation even for identity maps between finite dimensional spaces, as the following observation of Carl shows (see, e.g. [8] ). Consider A 0 = A 1 = B 0 := ℓ For an extensive survey of results concerning the asymptotic behaviour of s-numbers of such operators we refer to [15] . The problem on the "two-sided" interpolation of s-numbers is the problem of finding conditions on the Banach couples A, B and the interpolation functor F of exponent θ ∈ (0, 1) under which there exists a constant C > 0 such that for every operator T : A → B and each n, m ∈ N the following inequality It is still not completely clear under which conditions this "two-sided" interpolation problem has a positive answer. In connection with this, it seems important to investigate concrete nontrivial cases. In this paper we deliver a variant of (1.1) in the case of Hilbert spaces. We show that the s-numbers of an operator behave well under complex interpolation between Hilbert spaces. We actually prove that there exists a constant C > 0, such that for all Hilbert couples H = (H 0 , H 1 ), K = (K 0 , K 1 ) and every operator T : H → K, the estimate
holds for all θ ∈ (0, 1) and n ∈ N, where A n (T ) denotes
Let us remark that the "spectral" heart of our proof is inspired by the elegant idea of Halmos [10] and McCarthy [6] . We also stress that these results are obtained using the "geometric interpolation" methods, employing related ideas from [6, 7, 10] . It should be mentioned, too, that there is a lack of positive answers of this "two-sided" interpolation problem in the available literature and our result may be a unique finding.
Let us mention that it was Allakhverdiev [1] who discovered the coincidence of the approximation numbers a n (T ) with the eigenvalues λ n (|T |), which are commonly referred to as the singular numbers s n (T ). It is well known that in the case where T is a self-adjoint operator on a Hilbert space, we also have a n (T ) = |λ n (T )| (see, e.g. [4] ). In this paper we extend this result to normal operators.
We also deliver estimates of inner entropy numbers ϕ n (T ), entropy numbers ε n (T ) and entropy moduli g n (T ) of operators between Hilbert spaces, inspired by the celebrated Gordon, König and Schütt [9] inequality, namely
as well as
for all k, n ∈ N. The asymptotic behaviour of ε n (T ) ≍ sup m∈N n −1/2m A m (T ) and g n (T ) ≍ A n T is already known (see, [4, Theorems 3.4.1 and 3.4.2]). We improve the equivalence constants.
We prove an interpolation theorem on normal operators, which seems to be of independent interest. It turns out that whenever T on a regular Hilbert couple H is normal on both "endpoints" H 0 and H 1 , the approximation numbers
Preliminaries
We recall some basic concepts and results from the spectral theory of operators we will use later on. Given an operator T ∈ L(X) on a complex Banach space X, T is said to be a Fredholm operator provided that its kernel, N(T ), is finite dimensional and the R(T ) has a finite codimension. This last condition implies that R(T ) is closed. It is well known that T is a Fredholm operator if and only if its equivalence class is invertible in the Calkin algebra L(X)/K(X).
Let σ(T ) denote the spectrum of T . The essential spectrum σ ess (T ) is the set of all λ ∈ C such that λI X − T is not Fredholm. The essential spectral radius is given by r ess (T ) := sup{|λ|; λ ∈ σ ess (T )}.
An operator T ∈ L(X) with r ess (T ) = 0 is called a Riesz operator. Examples of Riesz operators are power compact operators. The classical Fredholm theory gives that the set
is at most countable and consists of isolated eigenvalues of finite algebraic multiplicity. Following the Riesz theory of operators (see [4] and [22] for more details), for an operator T ∈ L(X) acting on a complex Banach space X, we can assign an eigenvalue sequence {λ n (T )} ∞ n=1 from the elements of the set Λ(T ) ∪ {r ess (T )} as follows: The eigenvalues are arranged in an order of non-increasing absolute values and each eigenvalue is counted according to its algebraic multiplicity. If T possesses less than n eigenvalues λ with |λ| > r ess (T ), we let λ n (T ) = λ n+1 (T ) = . . . = r ess (T ). The order could be non-uniquely determined; we choose a fixed order of this form.
Let us recall that in this framework we also have the following equalites
where R ∈ L(E, F ), S ∈ L(F, E) are operators acting between complex Banach spaces.
Geometric properties of entropy moduli and entropy numbers
In this section we prove the main results of the paper. First, we recall some important definitions. Let T : E → F be an operator between Banach spaces and let n ∈ N. The n-th entropy number ε n (T ) = ε n (T : E → F ) is defined to be the infimum of all ε > 0 such that there exist y 1 , . . . , y n ∈ Y for which
where U E denotes the closed unit ball of E. We notice here that these numbers and their speed of convergence provide a quantitative way to measure the "degree of compactness" of an operator between Banach spaces. The measure of non-compactness β(T ) is defined by β(T ) := lim n→∞ ε n (T ).
The entropy numbers of operators are useful in the analysis of the asymptotic behaviour of eigenvalues. The celebrated inequality due to Carl and Triebel [5] gives an estimate of eigenvalues of T ∈ L(X) acting on a complex Banach space X, by single entropy numbers
where {λ n (T )} is an eigenvalue sequence of T . This motivated the following notion; given an operator T ∈ L(E, F ) between Banach spaces, we define the n-th entropy modulus g n (T ) = g n (T : E → F ) by
It is also well known that for every operator T : X → X on a complex Banach space X,
This formula was proved by Makai-Zemánek (see, e.g. [4, 17] ). By the Carl-Triebel inequality, G n (T ) g n (T ) for each n ∈ N.
Until now, we considered entropy moduli g n (T ) as a function of any operator T acting between arbitrary Banach spaces. Here and subsequently, we will sometimes drop the assumption that these spaces are complete. Proposition 3.1. Let E and F be arbitrary Banach spaces, and T ∈ L(E, F ). Assume that there exist subspaces E 0 ⊂ E and F 0 ⊂ F which are dense in E and F , respectively such that T E 0 ⊂ F 0 . Then
Proof. Fix k ∈ N. It suffices to show that ε k T :
This implies
For the opposite inequality, suppose that ε > ε k T : E → F and δ > 0. Likewise, there exists a covering such that
This gives ε k T :
The next two results come from [18, Theorem 3.2 and Proposition 3.4].
Theorem 3.2. Let X be a complex Banach space and T ∈ L(X). If {λ n (T )} is an eigenvalue sequence of T , then
Following [18] , we define for every operator T on a complex Banach space X the n-th spectral entropy number
Clearly, E n (T ) ε n (T ) for each n ∈ N.
Proposition 3.3. Let X be a complex Banach space and T ∈ L(X). Then
Let us recall that the approximation numbers a n (T ) admit the geometrical representation (see [20] , as well as [4, Propositions 2.4.2 and 2.4.5]) a n (T :
is an orthogonal projection with rank P < n} where H, K are arbitrary Hilbert spaces and T ∈ L(H, K). In what follows
1/n . Since
we also have a n (T :
We also recall that a n (T :
by the polar decomposition of T where |T | := (T * T ) 1/2 , T = U |T |, |T | = U * T and U : H → K is a partial isometry with U = 1. Similarly, for each n ∈ N, we have
Let us remark that Allakhverdiev [1] proved the following formula a n (T :
It is well known that in the case where T ∈ L(H) is a self-adjoint operator acting in a Hilbert space H, we have the following equality (see [4, Proposition 4.4 
Now we can strengthen this result. In the proof we use König's result (see [11, 12] or [4, Theorem 4.3.1]) which states that for every operator T ∈ L(X) on a complex Banach space the following formula holds:
Proposition 3.4. Let H be a complex Hilbert space and T ∈ L(H) be a normal operator. Then
Proof. Let n ∈ N. Let P ∈ L(H) be an orthogonal projection with rank P < n.
shows that a n (T 2 ) = a n (T * T ). We check by induction that a n T 2 m = a n (T * T )
by the mentioned König formula.
Theorem 3.2 and Proposition 3.4 now yields
where T ∈ L(H) is a normal operator on a complex Hilbert space H.
Given n ∈ N, the n-th inner entropy number ϕ n (T ) = ϕ n (T : E → F ) is defined to be the supremum of all ρ > 0 such that there exist x 1 , . . . , x p ∈ U E , p > n such that
There is a close relation between entropy and inner entropy numbers, namely ϕ n (T ) ε n (T ) 2 ϕ n (T ). The inner entropy numbers ϕ n (T ) are additive with a constant equals 2 because their additivity results from the additivity of the entropy numbers ε n (T ) (see, e.g., [4] ). However, the following variant of this property is also true: Proposition 3.5. Let E, F be arbitrary Banach spaces and
Proof. Fix ρ < ϕ n (T 1 + T 2 ). There exist elements x 1 , . . . , x p ∈ U E , p > n such that
It is easily seen that
Therefore ρ < T 1 + σ, and
We next state two auxiliary results, all of which have geometrical character. First, we prove an analogue of (3.2) in terms of the inner entropy numbers: Proposition 3.6. Let H, K be Hilbert spaces and T ∈ L(H, K). Then
Proof. Let ρ < ϕ n (T ). There exist elements
the last inequality being a consequence of the Cauchy-Schwarz inequality. This gives ρ 2 < ϕ n (T * T ), and ϕ n (T )
Let E, F be arbitrary Banach spaces. It is known that the entropy moduli {g n (T )} n∈N are injective in a weaker sense, namely g n (T ) 2g n (JT ) for any T ∈ L(E, F ) and any metric injection J : F → F , where F is a Banach space. The factor 2 cannot be reduced in general (see, e.g., [4, (3.5.17) ]). Nevertheless, in the case of Hilbert spaces, we have the following equality: Proposition 3.7. Let E be an arbitrary Banach space. Assume that H is a Hilbert space such that K is a closed subspace of H and let J :
i.e., the entropy numbers {ε n (T )} n∈N are injective.
Proof. We start with the observation that H = K ⊕ K ⊥ , so there exists an orthogonal projection P : H → H of H onto K. Let P : H → K denote the operator of H onto K induced by P . We obviously have P = J P and P J = I, where I : K → K stands for the identity operator, thus
and this completes the proof.
We now state and prove the following result which is inspired by the celebrated inequality due to Gordon, König and Schütt [9] (see also [4 
In particular,
Proof. Suppose for the moment that T is a positive operator. Clearly T is selfadjoint with nonnegative eigenvalues. Fix n ∈ N. Let {λ m (T )} ∞ m=1 be an eigenvalue sequence of T . By Proposition 3.3, there exists an index r ∈ N with |λ r (T )| 2 E n (T ). In order to prove the first two inequalities, we need consider two cases:
as its eigenvalues, where T K : K → K denotes the restriction of T to K. By the spectral theorem for normal operators, there also exists an orthonormal basis
of K consisting only of eigenvectors of T K , ordered the same way as eigen-
there exists an orthogonal projection P of H onto K, which commutes with T . Denote by P : H → K the operator of H onto K induced by P and let J : K → H be the isometric embedding of K into H. We have T K = P T P J and T P = JT K P , because T K = P T J, P J = J and P = J P . Hence
, where D denotes the operator ST K R from ℓ k 2 into itself and m ∈ N. D turns out to be a diagonal operator generated by the sequence λ 1 (T ) , . . . , λ k (T ), namely 
and that N is maximal in this respect. Therefore ϕ N (D) 2 E n (T ) and ε N (D) 4 E n (T ).
We now give an estimate for N. Since the sets {y i + 2 E n (T ) U}, 1 i N are pairwise disjoint and 2 E n (T ) < λ k (T ) · · · λ 1 (T ), it follows that
This yields
which follows by the fact that the comparison of volumes takes place in a real euclidean space of dimension 2k. Thus
the last inequality being a consequence of the definition of E n (T ). It remains to estimate ϕ n (T ) and ε n (T ). Proposition 3.5 now leads to
In a similar fashion, we obtain ε n (T ) 6 E n (T ). We now prove the third inequality. Fix k ∈ N. If λ k (T ) = 0 then rank T < k (see e.g., Proposition 3.4) and hence g k (T ) = 0. Suppose that λ k (T ) > 0. We can now proceed analogously to the first part of the proof. Since λ k (T ) D , there exists a maximal set {y 1 , . . . , y N } of elements in D (U) with
This clearly forces ε N (T P ) = ε N (D) 2 λ k (T ) and thus ε N (T ) T (I − P ) + ε N (T P ) 3 λ k (T ). To estimate N, we note that the sets {y i + λ k (T ) U}, 1 i N are pairwise disjoint and therefore
Now we carry out a comparison of volumes and conclude that
and so
We are now in a position to show the last two estimates. Fix k ∈ N. Repeated application of Proposition 3.6 enables us to write
where the last equality is a consequence of Proposition 3.3. By the above,
The proof is completed by showing that the result will remain unaffected if we assume merely that T is normal. Using Proposition 3.4, Theorem 3.2 and (3.3) we obtain
The same conclusion can be drawn for the remaining estimates.
Let H be Hilbert space and T ∈ L(H) be a normal operator. Note that by Propositions 3.3 and 3.4 we also have ε 1 (T ) = E 1 (T ) and β(T ) = r ess (T ). Nevertheless, one may check that ε n (T ) E n (T ), n 2 does not hold even for self-adjoint operators T acting in a finite dimensional Hilbert space. Unfortunately, we do not know whether or not the constant appearing in ε n (T ) 6 E n (T ), n ∈ N is optimal. The corresponding part of our proof of Theorem 3.8 is based upon ideas found in [9] , [4, Theorem 1.3.2]. We also note that the first (resp., the second) formula of (3.6) which is a generalization of the first inequality of (3.5), shows that at the expense of replacing n by n 2 k on the left hand side of (3.5) we may replace the factor 4 (resp., 6) on the right hand side of (3.5) by 2 1/2 k−1 (resp., 2 1+1/2 k−1 ), k ∈ N. Let us remark, that with Theorem 3.8 at hand, we can obtain the following estimates, which are interesting results in their own right (cf. Proposition 3.6):
Corollary 3.9. Let H, K be complex Hilbert spaces and T ∈ L(H, K). Then
Proof. Let n ∈ N. By (3.3) and Theorem 3.8 we have
and the first estimate follow. The remaining assertion can be verified in a similar way.
It is easy to check, that the following inequality stated in Theorem 3.8, ε n (T ) 6 E n (T ), (resp., g n (T ) 6 G n (T )), n ∈ N, can be recovered using Corollary 3.9 and Theorem 3.2 (resp., the Makai-Zemánek formula (3.1). Note that the last inequality stated in Corollary 3.9 can also be regarded as a variant of (3.2).
The next result is clearly motivated by [4, Theorems 3.4.1 and 3.4.2], where the constant appearing at the right-hand side of the inequality is equal to 14 and 10, respectively. The proof is analogous in spirit to that of Corollary 3.9, thus it will only be indicated briefly. Theorem 3.10. Let H, K be complex Hilbert spaces and T ∈ L(H, K). Then, for each n ∈ N, we have
Proof. We only show the first three inequalities. Fix n ∈ N. That E n (|T |) ε n (|T |) follows from Theorem 3.2. Thus g n (T :
, and the proof is completed by (3.3) and (3.4).
In the sequel we use the following lemma.
Lemma 3.11. Let H, K be arbitrary Hilbert spaces and T ∈ L(H, K). Suppose that there exist operators {P n } n∈N and {Q n } n∈N which which have norm less or equal to 1 and approximate identity on finite subsets of H and K, respectively. If
Proof. We first show that
Note that lim sup n→∞ ϕ k (Q n T P n : H → K) ϕ k (T : H → K) holds trivially. Since the operators P n and Q n approximate identity on finite subsets of H and K, respectively, it follows that
as n → ∞ and hence T x K = lim n→∞ Q n T P n x K for all x ∈ H. Fix ε > 0. By the definition of ϕ k (T ), there exists a set of elements x 1 , . . . , x n+1 ∈ U H such that
and an integer N such that
Hence, by definition again, we have
and thus the inequality ϕ k (T : H → K) lim inf n→∞ ϕ k (Q n T P n : H → K) follows.
Let us observe that P n U H ⊂ U H and P n U H ⊂ P n+1 U H . We claim that
T , the sequence {g k (Q n T P n )} n∈N converges. In this way one can also check that {A k (Q n T P n )} n∈N converges.
Without loss of generality we can assume that g k (T ) > 0. Hence, rank T k. Fix ε > 0. There exists a sequence {m n } n∈N such that
In order to prove the remaining inequality, we need consider two cases:
(i) There exists a constant subsequence {N n } n∈N of {m n } n∈N .
(ii) There exists a strictly increasing subsequence {N n } n∈N of {m n } n∈N .
by Theorem 3.10, (3.3) and (3.4). Now we turn to case (ii). Fix m ∈ N. We conclude from (3.9) and (3.10) that there exists C such that
hence that rank Q m T P m k (see, e.g. [4, Lemma 1.3.1 and (1.3.14)']). We next prove that rank T = k. Conversely, suppose that rank T > k. Then we find d-
We will denote by S :
The isometric embedding of K d into K will be denoted by J. We conclude from (3.8) that JS P − Q n T P n H→K → 0, hence that a d JS P = 0, and finally that rank JS P < d (see, e.g. [4, Rank property (A4), p.42]), which is impossible. The result is rank T = k.
In the same manner we can see that
Theorem 3.10 now yields
the last inequality being a consequence of (3.3) and (3.4).
Interpolation of entropy moduli and approximation numbers
In this section we look at some specific techniques from interpolation theory which can be briefly described as "geometric interpolation" methods. We also develop tools which will be essential in geometric interpolation of the entropy moduli of operators. We start with some definitions from the interpolation theory of operators. We will generally use the same notation as in [2, 3, 14] .
The Banach space X will be called an intermediate space between A 0 and A 1 (or with respect to a Banach couple A :
and B = (B 0 , B 1 ) are Banach couples and T :
The space L( A, B) of all operators T : A → B is a Banach space equipped with the norm
We recall that a mapping F from the category of all couples of Banach spaces into the category of all Banach spaces is said to be an interpolation functor (or a method of interpolation) if for any couple A, F ( A) is a Banach space intermediate with respect to A, and T maps F ( A) into F ( B) for all T : A → B. If additionally there is a constant C > 0 such that
for every T : A → B, then F is called bounded (and exact if C = 1).
Banach spaces X and Y are said to be interpolation spaces with respect to A and B if X and Y are intermediate with respect to A and B, and if T maps X into Y for every T ∈ L( A, B). If in addition there exists C > 0 and θ ∈ (0, 1) such that
, then X and Y are said to be of exponent θ (and exact of exponent θ if C = 1). Similarly, we say that F is (exact) of exponent θ if F ( A) and F ( B) are (exact) of exponent θ. It is well known that the complex interpolation space [ A] θ is exact of exponent θ for every θ ∈ (0, 1).
We now turn to geometric interpolation between Hilbert spaces. The best general reference here is Donoghue [7] and M c Carthy [6] , where more details are given. Let H = (H 0 , H 1 ) be a regular couple of Hilbert spaces. Let H be a Hilbert space which is intermediate between H 0 and H 1 , and let θ ∈ (0, 1). Following [6] , we say that H is a geometric interpolation space of exponent θ between H 0 and H 1 if it satisfies the following three conditions:
• H is an interpolation space exact of exponent s with respect to H.
• Given any Hilbert space K; H and K are interpolation spaces exact of exponent s with respect to H and (K, K).
• Given any Hilbert space G; G and H are interpolation spaces exact of exponent s with respect to (G, G) and H.
By means of an operator approach, it is showed in [6, Theorem 1.1] that there exists a unique geometric interpolation space of exponent θ between H 0 and H 1 . In the language of category theory, this result says that for each θ ∈ (0, 1) there exists a unique functor F θ mapping the category of all regular couples of Hilbert spaces to the category of all Hilbert spaces such that F θ is exact of exponent θ. Now we define interpolation spaces using powers of a positive operator (see [6] and also [13, 14, 16] ). The inner product for H 1 is a Hermitian form on ∆( H) := H 0 ∩ H 1 , so there exists a densely defined (not necessarily bounded), positive injective operator
∆( H) is a subset of both Dom A 1/2 and Ran A 1/2 . Note that A is bounded if and only if H 0 is embedded in H 1 . For fixed θ ∈ (0, 1), we define a new inner product on ∆( H) by
∆( H) is contained in both Dom A θ/2 and Ran A θ/2 . The closure of ∆( H), with respect to the norm given by the inner product ·, · , we will call H θ . We remark that H θ is a geometric interpolating space of exponent θ. Since the complex interpolation space is also a geometric interpolation space of exponent θ, H θ coincides with
We start with a key lemma, crucial in the sequel. 
Proof. Let us regard θ ∈ [0, 1] as fixed. Let us denote by H
gives rise to a bounded operator between H 0 and K 0 . To see this observe that
, and
where
From the closed graph theorem, it suffices to show that there exists a closure of S, whose domain is the whole space H 0 . Take an arbitrary sequence x n from H ∆ 0 such that x n H 0 → 0. Since A −θ/2 x n H θ → 0, and since moreover T A −θ/2 x n K θ → 0, it follows that Sx n K 0 → 0. Hence S is closable. Let us denote by S the closure of S. We now show that D(S) = H 0 . If x ∈ H 0 , then there exists a sequence x n from ∆( H) such that x n − x H 0 → 0. Since {x n } is Cauchy, so also is {Sx n }, by (4.2). This gives Sx n − y H 0 → 0 for some y ∈ K 0 , and consequently Sx = y. From what has already been proved, it follows that T : H θ → K θ = S : H 0 → K 0 . Therefore, we can extend S to the whole H 0 and denote by B θ/2 T A −θ/2 its closure S on H 0 . Similarly,
Fix k ∈ N; we proceed to show that ε k T :
In other words,
We thus get ε k T :
The opposite inequality can be proved in a similar way.
Let n ∈ N. By definition, g n T :
which completes the proof.
We can now state our main result. 
Proof. Let k, n ∈ N. The proof will be divided into 2 parts. First, suppose that H and K are regular. Let A (resp., B) be the positive operator on H 0 (resp., K 0 ) that gives the H 1 (resp.,
. Let us introduce the temporary notation R θ for B θ/2 T A −θ/2 . By Lemma 4.1 again, Theorem 3.10, (3.3) and (3.4) We now turn to the case where the couples H and K are not necessarily regular. Let H • j (resp., K • j ) denote the closure of H 0 ∩ H 1 (resp., K 0 ∩ K 1 ) in H j (resp., K j ), j = 0, 1. Let us observe that (H • j → H j c n (T : H j → H j ) = a n (T : H j → H j ) and
This allows us to invoke theorem for the couples of Hilbert spaces (H
where θ ∈ [0, 1], and this completes the proof.
A similar interpolation result holds for the approximation numbers of normal operators acting on Hilbert spaces. We conclude the paper with the following remark that the proof of Theorem 4.3 strongly depends on the assumption that T commutes with A. We remark that
