Numerous interaction techniques have been developed that make "virtual" pointing at targets in graphical user interfaces easier than analogous physical pointing tasks by invoking target-based interface modifications. These pointing facilitation techniques crucially depend on methods for estimating the relevance of potential targets. Unfortunately, many of the simple methods employed to date are inaccurate in common settings with many selectable targets in close proximity. In this paper, we bring recent advances in statistical machine learning to bear on this underlying target relevance estimation problem. By framing past target-driven pointing trajectories as approximate solutions to well-studied control problems, we learn the probabilistic dynamics of pointing trajectories that enable more accurate predictions of intended targets.
INTRODUCTION
Pointing at targets is a fundamental task in graphical user interfaces for selecting icons, menus, buttons, and other graphical elements. An understanding of pointing task performance has been of key importance for designing user interfaces for efficient use. Card et al. [9] showed that target pointing tasks via computer mouse and joystick follow Fitts' law [12] , which was previously proposed for physical pointing task completion times. Under this law, pointing at a target of width W at distance D, has an average task completion time T of:
where α and β are empirically estimated parameters. From it, the contributing factors to pointing task difficulty can be more abstractly attributed to the pointing task distance (D) and the target precision requirement 1 W .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Over the past 15 years, human-computer interaction research has investigated how the virtual nature of target pointing in graphical user interfaces can be leveraged to outperform the performance implied by Fitts' law. Since interactions through graphical user interfaces are quite prevalent, small improvements in task efficiency, even at the millisecond scale, can have substantial aggregate benefits. Further, for the population of users with physical motor impairments, reducing pointing task difficulty can make otherwise inaccessible applications accessible.
A number of pointing facilitation approaches have been developed and analyzed that decrease the effective target distance and/or alter the required target precision of the pointing task. Specifically, approaches have been introduced that:
• Restrict pointing to selectable targets, skipping over noninteractive portions of the user interface [14] ;
• Adjust the dynamics (control-display gains) for pointing motions to more quickly gravitate to and then linger within intended targets [19, 29, 7, 2, 15] ;
• Dynamically move candidate pointing targets closer to the current pointing location [5] ;
• Enlarge candidate pointing targets to make selecting them easier [23] ;
• Employ larger cursor activation regions to require less than single-pixel precision to select targets [16, 13, 20, 10] ; or
• Generate haptic responses to cursor control that serve as an additional indicator of target precision thresholds [28, 11] .
Unfortunately, the successes of these approaches have not extended to settings where multiple targets are in close proximity to one another [4] , which is common in many graphical user interfaces. McGuffin and Balakrishnan identify the key limitation as the inability to reliably predict users' intended targets [24] . Without this ability, too many potential targets must be considered by the interaction technique for it to be effectively employed. They posit that improvements in desired target prediction would increase the effectiveness of any of the previously developed pointing facilitation techniques [24] . This makes target prediction a key machine learning problem for improving human-computer interactions in graphical user interfaces.
We introduce a new approach for predicting the desired target of a partial pointing motion using predictive inverse optimal control [31, 30] . The approach assumes that previously observed pointing motions are approximate solutions to a control task. The state-action costs of this control task that best Session: Mobile Interfaces & Novel Interaction IUI '12, February 14-17, 2012 , Lisbon, Portugal explain those observed pointing motions are learned in terms of velocities, accelerations, and jerks (changes in acceleration). Using Bayesian reasoning for the target prediction task, larger probabilities are assigned to potential targets for which a partial trajectory is an efficient solution to the learned control task. We evaluate the approach to show its applicability for supporting pointing facilitation techniques.
REQUIREMENTS AND PREVIOUS APPROACHES
We begin by identifying the features required for a target prediction system and reviewing the previously developed techniques for target prediction.
Prediction Requirements for Pointing Facilitation
Four key characteristics for a pointing prediction system to be useful in support of pointing facilitation are:
• Belief-based reasoning: Pointing facilitation techniques have different target prediction certainty requirements for their benefits when employed on the intended pointing target to outweigh the detriment when applied to the incorrect target. For example, introducing large control-display gain for movement towards the most likely target may only be net beneficial when target certainty is high, while smaller gain modifications may provide net benefits at much lower levels of target certainty. Accurate probabilistic target predictions are needed to support this risk sensitivity.
• Real-time efficiency: Pointing tasks in graphical user interfaces are typically completed in fractions of a second. A pointing target prediction system must therefore be able to provide quick predictions on the order of tens of milliseconds to be useful in practice. This requirement eliminates many sophisticated machine learning techniques that are less computationally efficient.
• Personalization and context awareness: Users' pointing trajectories can differ greatly based on differences in capabilities (including motor-skill impairments), input devices, and contextual situation. A pointing target prediction system should take these individual and contextual differences into account, customizing to the particular user's patterns of usage in different situations.
• Application independence: The layout of selectable target locations and the sequences of targets selected differ substantially between the user interfaces of different applications. A target pointing prediction system should be able to generalize across these application differences.
Many different approaches have been developed for this prediction task [25, 18, 21, 3, 22] . However, we will argue throughout this paper that those approaches have lacked important properties required for supporting pointing facilitation systems, or have been too simplistic to provide accurate predictions in the general cursor target prediction setting.
Classification Prediction Approaches
Interaction techniques have been the main focus for many of the previously published papers on pointing facilitation. Relatively simple methods based on target proximity or current pointing motion are often employed by these contributions to select the target or targets upon which to apply those interaction techniques. Unfortunately, these simple target relevance estimation methods perform poorly in user interfaces with many possible targets located in close proximity, such as those in Figure 1 . Early work specifically devoted to pointing target prediction treats the prediction task as a classification problem using properties of the motion trajectory state sequence as input. For example, Lane et al. [21] provides short-cuts for selecting predicted targets and base target predictions primarily on the distance to each potential target. Though probabilistic techniques have been employed, e.g., using a multinomial distribution for targets conditioned on velocity, acceleration, and motion curvature characteristics [25] , they have been in support of target classification rather than belief-based prediction. In contrast to our inverse optimal control approach, aggressive discretization of motion characteristics is needed limit the amount of data required to estimate model parameters and for predictions to remain computationally efficient.
Regression-Based Extrapolation Approaches
Many techniques for predicting the intended target of a partial pointing motion formulate the problem as a continuousvalued regression task. Asano et al. [3] employ a simple linear regression from the peak velocity of the trajectory to the total distance 1 to the endpoint:
where s t = x t y t and v max = max τ s τ − s τ −1 2 .
Predictions are made by extrapolating according to the learned regression coefficients, α and β. 
The maximum velocity has also been previously employed as an indicator of the halfway point of a cursor trajectory [18] .
A more sophisticated approach [22] is based on the observation that in idealized motion, the jerk (i.e., the third derivative of position) is minimized. Under this model, the velocity is assumed to be a quadratic function of the distance traversed to the intended target location. Predictions are performed by fitting the quadratic function to the partial trajectory, and then extrapolating the point at which the velocity returns to zero, as shown in Algorithm 1.
Algorithm 1 Quadratic extrapolation for predicting pointing targets from a partial pointing trajectory. Input: A partial trajectory, s 1 . . . s t , up to time step t. Output: Trajectory endpoint prediction s T = (x T , y T ). 1: Fit a quadratic function with parameters α 2 , α 1 , α 0 to the partial trajectory's total distance. 2: Obtain the second root of the quadratic equation:
. 3: Apply the correction multiplier γ based on the fraction of predicted trajectory distance completed:
However, apart from the correction multiplier (Step 3 of Algorithm 1), this prediction model is incapable of using previously observed trajectories to improve future target predictions. This makes it particularly ill-suited for personalizing to the different capabilities and usage patterns of individuals.
The Gaussian assumption of target prediction errors in these regression-based approaches imposes symmetry constraints on prediction beliefs. Namely, points that are reflections across each of the predicted Gaussian's principal axes have the same probability density. When the regression models' errors differ from Gaussian distributions, the Gaussian assumption leads to models with much higher uncertainty than warranted. The approach we present in this paper provides a less restrictive posterior target distribution by employing Bayesian inference methods for target inference.
INVERSE OPTIMAL CONTROL POINTER FORECASTING
We employ computationally efficient inverse optimal control techniques to learn from and predict target-based pointing motions. At a high-level, our approach has three main elements:
1. It re-casts the discrete cursor pointing task from a control perspective with continuous states and actions;
It employs a probabilistic inverse optimal control technique
[30] to model observed pointing trajectories given the intended pointing target; and 3. It leverages Bayes' rule to obtain posterior probabilities of a partial cursor trajectory's intended target.
Crucially, the combination of these three elements provides a powerful parametric learning approach that is computationally efficient for real-time use. We elaborate upon these three elements of our approach in the remainder of this section.
Continuous Control Representation of Pointing
We take a control perspective to modeling pointing motions in which the objective is to invoke control actions that direct the pointing motion to the origin. To facilitate this perspective, we project the original trajectory into a new axis system where the x-axis is aligned with the origin-to-target direction and the y-axis is orthogonal, as illustrated in Figure 2a . Under this projection, discrete cursor locations (in pixels) are treated as continuous-valued. As we shall see, this provides computational advantages. Additionally, to later obtain model parameters at reasonable scales, we equate one unit of distance in this new projection to 100 pixels of screen distance.
Using this coordinate system, we view the instantaneous state of motion at timestep t as:
The higher-order changes related to position correspond to common physical dynamics. They are the velocity (ẋ t ,ẏ t ), the acceleration (ẍ t ,ÿ t ), and the jerk (i.e., change in acceleration, ...
Importantly, when actions, a t , are viewed as the velocities specifying changes in position between consecutive timesteps, the state dynamics follow a linear relationship:
where the optional noise term, t is assumed to be drawn from a zero-mean Gaussian distribution with variance Σ. We denote the distribution of next state under this model of dynamics as τ (s t+1 |s t , a t ).
Inverse Optimal Control for Prediction
The next element of our approach is the construction of a probabilistic model of complete cursor motion sequences given each motion's target location. This perspective allows us to employ inverse optimal control techniques from machine learning, which attempt to find the costs of a control process that makes demonstrated behavior (close to) optimal [17, 8, 26, 1, 27] . We leverage the maximum entropy variant of inverse optimal control [31, 30] , which provides a state-conditioned probability distributionπ over control actions (i.e., cursor movements) a that is recursively defined as: 
Ms t is a quadratic cost function, and the value terms, Q(s, a) and V (s t ), are future cumulative expected costs. The softmin is a smoothed interpolation of the minimum function: softmin x f (x) = − log x e −f (x) dx. From this perspective, the recurrence of Equations 5 and 6 can be viewed as a probabilistic relaxation of the Bellman criteria for optimal control [6] ; it (probabilistically) selects actions with smaller expected future costs in Equation 5 and recursively computes those future costs using the expectation over the decision process's dynamics in Equation 6 . The M matrix contains the model's cost parameters. Parameter values are chosen so that the predictive control distributionπ matches quadratic state properties of demonstrated behavior
This set of constraints ensures that the trajectory's dynamic properties are maintained by the control policy estimate,π. For example, the relationship between target-relative position (x) and target-directed velocity (ẋ) is important for characterizing target-directed motion.
When We make use of the probability distribution over each partial trajectory, s 2 , . . . , s t (t ≤ T ), given the initial state s 1 and target G:
where super-scripting the states with the target G makes the target-dependent projection explicit. Equation 8 prescribes larger probabilities to trajectories that efficiently reduce the future expected cost. A derivation and detailed algorithms for efficiently computing the policy and learning the model parameters appear in the Appendix.
Bayesian Target Prediction
We employ the learned trajectory model to estimate target probabilities. Using the probability distribution for a partial trajectory given a target location (Equation 8), we employ Bayes' rule to find the probability distribution of a target location G from a set of target locations G given a partial cursor trajectory. The posterior distribution,
assigns higher probabilities to targets towards which the partial trajectory efficiently makes progress.
This Bayesian formulation leverages a flexible prior distribution over targets P (G) that reflect an initial belief for the next target without current cursor trajectory information. This distribution can be based on relevant contextual information, such as current application, target selection history, time of day, etc. However, as our focus in this work is on leveraging available cursor trajectory data to predict pointing targets, we simply assume a uniform prior distribution over possible targets, P (G) = 1 |G| . The linear inverse optimal control approach we employ provides additional computational benefits for calculating these posterior probability distributions. Naïvely computing the posterior target distribution for a pointing motion of length t would entail calculating the quadratic value functions for each possible target, requiring O(|G|t dim(s)
2 ) time total for a set of potential targets G. Instead, using simple projections of the state into different target-based reference frames, a single value function computation is needed and computing the posterior for each target is independent of the the time horizon t. We detail these efficient projections in the Appendix.
EXPERIMENTS
We employ a dataset of collected pointing trajectories to analyze and evaluate pointing target prediction approaches.
Collected Cursor Trajectory Data
Our dataset consists of cursor trajectories from 20 non-motorimpaired individuals that are frequent computer users captured at 100Hz. Each individual performed 300 different target selection tasks using computer mouse input devices. Each task requires moving a cursor from an origin point to a target click location-a circle-that the user selects via a button click to complete the task. Target locations were selected at random from the computer screen space subject to being 200 pixels away from the pointing task's starting point. Figure 2a shows the x and y positions of trajectories from the 20 individuals on one task. The trajectories originate in the southwest corner of the plot and terminate in a small target click circle at the origin. Figure 2b and Figure 2c show how the trajectories vary over time in the x and y positions. As a pre-processing step, we discard any timesteps with no movement. These predominantly appear at the beginning of trajectories and correspond to the time that users seem to spend visually processing and responding to the pointing task.
As shown in Figure 2 , a great deal of variability exists between trajectories, illustrating the sub-optimality of human control on pointing tasks. One particular trajectory in Figure 2 takes significantly more timesteps of motion to reach the target location and complete the task than other trajectories. Even more anomalous deviations are shown in Figure 3 , where users slide their cursor along the outer borders of the window while completing the task (presumably due to losing track of the cursor and moving it to try to locate it). More subtle anomalies are: missing the boundary of the click target when the mouse button is pressed, responding slowly to the targeting task, and having the cursor in motion at the beginning of the targeting task. To conservatively address the many sources of errors present in collected cursor pointing data, we discard the least taskefficient half of the cursor trajectories from each pointing task. We believe that many of the discarded trajectories can be useful sources of information for modeling cursor movements with additional pre-processing to appropriately remove properties of different errors. However, our point of emphasis in this paper is on the techniques for modeling and predicting pointing movements, so we instead use the more conservative dataset that does not require more sophisticated preprocessing.
Experimental Setup and Compared Approaches
We employ the cursor trajectories from 50 pointing tasks as training data to fit each model's parameters and employ the cursor trajectories from the remaining 250 cursor trajectories to evaluate the predictive performance of each model.
The target prediction models that we compare are:
• Current position: A simple baseline that predicts that the current position will be the pointing target.
• Velocity extrapolation [3] : The maximum velocity regression approach (Equation 1) with parameters fit from the training data set.
• Quadratic extrapolation [22] : The quadratic extrapolation algorithm (Algorithm 1) fit to each partial trajectory.
• Inverse optimal control The inverse optimal control approach using maximum causal entropy.
We obtain probabilistic predictions from the current position and regression-based approaches by assuming that prediction errors are distributed according to a 2-dimension Gaussian:
where f is the regression mean estimation function and Σ is one of 11 covariance matrices estimated from the training set of cursor motions. The covariance matrix employed is selected based on an estimate of the motion trajectory's progress using: its duration for the current position model; the location where the maximum velocity occurs in the motion sequence for the velocity extrapolation model, or the estimated quadratic for the quadratic extrapolation model.
Model Fitting
We analyze each model's fit to the training data in this section. We begin with the assumptions made by the extrapolation approaches: (1) correlation between maximum velocity and target distance; and (2) a quadratic fit to the trajectory's velocity as a function of distance. The trajectory appears to have been decomposed into three sequences of small movements towards the target position. This composition confounds the quadratic model, which no longer predicts any endpoint (i.e., the quadratic has no real roots).
velocity. Unfortunately, this introduces a large degree of uncertainty in the velocity extrapolation model obtained by regression from maximum velocity to target distance.
The average of our collected trajectories very closely fits the idealized motion quadratic (Algorithm 1), as shown in Figure  4 . However, individual trajectories deviate greatly from the idealized quadratic. Indeed, for 3.1% of trajectories, no prediction is provided by the quadratic fit because the quadratic is convex (as shown in Figure 5 ) rather than concave. Many other quadratic fits, though concave, do not provide accurate target distance predictions. This becomes increasingly prevalent when fitting the quadratic function using only a small portion of the motion sequence.
The inverse optimal control model's fit to a set of demonstrated pointing trajectories in Figure 6 . The prediction is conditioned on the starting point and the target location. The 95% confidence intervals of the prediction are adjusted based on the varying trajectory durations; completed trajectories are treated as being known at the target center. Though the confidence intervals generally do not contain 95% of the demonstrated trajectories due to the model being a simplified abstraction of a user's control-feedback loop, the model provides a reasonably good fit to the demonstrated trajectories. A heat map of the learned quadratic parameter matrix M of the inverse optimal control model is shown in Figure 7 . Each entry of the heat map is a cost coefficient corresponding to a
izes velocities that are away from the target location (x < 0 andẋ < 0 or x > 0 andẋ > 0) with coefficient 1.3. Along the diagonal (bottom left to top right), the cost coefficients are all positive, penalizing deviations away from zero. In particular, large higher-order dynamics (accelerations and jerks) are heavily penalized. The diagonal (xẋ, yẏ,ẋẍ,ẏÿ,ẍ ... x, and y ... y ) is similarly positive. This primarily supports the stability of the trajectory by penalizing the reinforcement of growing dynamics. Note that the heat map has a checkerboard pattern; high magnitude coefficient weights are primarily associated with same-axis combinations.
Pointing Target Prediction
We evaluate each trained model's performance in predicting each pointing motion's target given only a partial pointing trajectory. Though our collected dataset only involves a single target location, we introduce a set of closely grouped targets around the true target and ask: How well could we predict the actual target? Our assumption is that additional irrelevant targets do not significantly alter pointing trajectories compared to single-target pointing tasks.
We employ a challenging set of closely clustered targets to assess predictive performance: a 9-by-9 grid of potential targets spaced apart by 50 pixels. This type of configuration has previously been identified as difficult for target prediction [4] . The specific setting we employ is similar to, but larger than, the array of tool icons shown in Figure 1 . Our evaluation procedure is best described using Figure 8 for reference. Note that the task target in Figure 8 is contains six prediction task targets, making this a particularly difficult prediction task. Also in the figure, the likelihood function of the inverse optimal control approach, P (s 2 , . . . , s t |s 1 , G), is shown for each potential target point throughout the screen given one particular partial cursor trajectory (the black line up to the red "X"). Unlike regression-based approaches, that this likelihood function is not constrained to be Gaussian, which allows a great deal more flexibility than linear regressionbased techniques. Target predictions for a specific set of targets-the 81 white points in the figure-are made by evaluating the likelihood function at each potential target position and normalizing after weighting by the prior probability (uniform for our experiments). For the regression-based models, we evaluate the target probability only at each target location and appropriately re-normalize the distribution.
We measure predictive performance using the classification error (i.e., the frequency with which the model's most probable target is not the true target), and the log-loss of the pointing motion's true target G * ,
The latter measures the amount of uncertainty of the intended target under each model's predictive probability distribution. This can be interpreted as the amount of information (in bits) needed to distinguish the true target from the others under a target prediction system's predictive belief. When the target is known with certainty, 0 bits are required, and when the distribution is most uncertain (a uniform distribution over 81 targets), log 2 81 = 6.65 bits are required. Though improvement of a pointing facilitation technique's utility to a user is the ultimate evaluation metric for a pointing prediction method, that evaluation measure is highly dependent on the pointing facilitation technique employed. Log-loss is the natural measure for belief-based predictive performance that should be useful in improving pointing facilitation techniques. Our evaluations are shown in Figure 9 and Figure 10 as functions of the fraction of the cursor trajectory remaining at the point in time that the prediction is made, ranging from 5% to 70% remaining-beyond which, no model performs particularly well for this task. It is important to note that the predictive model does not know what percentage of the trajectory has been completed. For both measures, the current position model provides highquality predictions when the fraction of pointing motion remaining is small. Indeed, when 95% of the motion is completed, essentially only selecting the target remains, and the current position assumption provides 100% accuracy. However, while that assumption biases the model to have good performance in the almost-completed-task region, significantly fewer classification errors are obtained with the quadratic extrapolation model when at least 50% of the pointing motion remains and by the velocity extrapolation model when at least 60% of the pointing motion remains. However, neither extrapolation method significantly outperforms the current position model under log-loss, presumably because log-loss penalizes these models for predictions based on the highly variable maximum velocities and quadratic fits that may be anomalous, as illustrated in Figure 4 and Figure  5 .
The inverse optimal control model provides significant performance improvements over the three other models when large portions of pointing motion remain. Specifically, with between 40% and 60% of the motion trajectory remaining, it is more than twice as accurate for target classification than all other models and is only significantly outperformed in logloss by the current position model when 30% or less of the pointing motion remains to be completed. We believe that the predictive performance characteristics of the inverse optimal control model will prove to be more beneficial for selecting appropriate pointing facilitation techniques because accurate predictions earlier in the pointing motion have the potential to provide greater benefits than later, when the motion has essentially reached the target. Understanding to what degree the current position model's superior performance when small amounts of pointing motion remain results from inherent bias of the model's assumption or whether the inverse optimal control approach can be improved to provide similar performance is an important question for future research.
DISCUSSION
We began this paper by discussing key requirements needed by a pointing target prediction system to support pointing facilitation techniques. We introduced an inverse optimal control approach that outperform previously developed techniques in critical early portions of pointing motions when predicting intended pointing targets and satisfies the requirements we discussed. Importantly, it learns parameters closely associated with motion dynamics, making it applicable to a wide range of settings. While training the model is relatively slow and computationally expensive, making predictions is fast and can be accomplished in real-time for moderate numbers of targets (e.g., less than 200). Though we focused on aggregate modeling of cursor trajectories from a group of users, the approach we presented is well-suited for learning quadratic cost coefficients for each user or populations of users with similar patterns of usage-an important focus for improving computer accessibility. Additionally, contextual information can be easily incorporated into the prior target distribution in this approach.
We conclude by emphasizing that the performance of our approach in this paper should serve as a starting point. We employed a relatively simply set of statistics to base our model on in this paper-quadratic statistics of positions, velocities, accelerations, and jerks. We expect improved performance can be realized by augmenting these with linear and/or timedependent statistics of the pointing motions. Many other opportunities exist for further improving the approach. For example, viewing pointing trajectories as mixtures of behaviors (such as some steady movements and some overshooting/correcting movements) may be beneficial for leveraging the less efficient trajectories that were discarded in the analyses of this paper while remaining computationally efficient for real-time prediction tasks. We plan to investigate these extensions and the incorporation of this predictive approach with specific facilitation techniques in future work. 
APPENDIX: MAXIMUM CAUSAL ENTROPY LINEAR QUADRATIC REGULATION
We describe the maximum causal entropy approach to inverse optimal control and its efficient algorithms for the setting with linear dynamics and quadratic cost functions.
Formulation of the probability distribution
The distribution over actions we employ in this work (Equation 4) and the recursive relation defining its variables (Equation 5) are obtained by maximizing the causal entropy,
logπ(a t |s t ) ,
subject to the constraints of Equation 7 [30] . We refer the reader to the previous paper introducing the general maximum causal entropy approach for a better understanding of the robust predictive guarantees that it provides.
Linear dynamics case
In the case of linear dynamics, the recurrence values (Equation 5) are quadratic functions of the form: 
Parameter Estimation
The model parameters in matrix M are fit from demonstrated state sequences. The likelihood of the demonstrated trajectories under the action distribution, Equation 4 , is a convex function of those free parameters. This guarantees that standard gradient-based techniques will converge to the choice of parameters that best explains the demonstrated trajectories. The gradients have an intuitive interpretation: they are the differences of the optimization constraints (Equation 7),
