Images decomposition attracts much attention in recent years. Many variational methods were proposed. The most famous variational decomposition model is OSV model because of its concise expression. However, the OSV model suffers from many drawbacks. One is that the discretization of the EularLagrange equation is hard because the 4th order term was introduced. The other drawback is that the effect of decomposition is weak. In this paper, we proposed a new decomposition model with L0 sparse regularization. The L0 sparse term is more sparse than traditional L1 norm. It is very useful in many image processing applications. The combination of OSV model and L0 regularization can improve the effect of traditional decomposition. To improve the efficiency of the minimization, the Split Bregman method for the improved OSV model is also designed. Experimental results validate the proposed model.
Introduction
Image decomposition attracts much attention in recent years. It is very useful in texture related representation and processing. The famous Total Variation (TV) [1] model was proposed for image denoising. The image can be divided into clear image and noise part. When the penalty parameter became larger, the edges and small textures are also removed from the clear image. Thus the image is separated into smoothing area and oscillating part which contains texture and noise. The TV model is the foundation of variational decomposition model. Meyer [2] proposed modeling the texture part in space G, he established the image decomposition model using TV model. The resolving of Meyer's model is a hard work. Vese [3] approximates the Meyer's theory by substituting curvature term of the Euler-Lagrange equation with oscillating descriptor. The Science 12:2 (2015) [743] [744] [745] [746] [747] [748] [749] [750] whole model is complex and the resolving of the equation is also a hard work because there are many variables need to be updated. The author proved by experiments that the Lp norm of the oscillating term can be used by L1 norm and there are not much difference between their results. Osher [4] proposed an image decomposition model based on total variation minimization and the H −1 norm. The model continued the idea of VO model and decomposed the image into cartoon and texture parts. The model was a simplified version of VO model but it introduced the inverse transform of Laplacian operation which is hard to solve. The computational efficiency is also low because the fourth order term is introduced from the Euler-Lagrange equations. Aujol [5] proposed a decomposition model which can split an image into three parts which contain structure, texture and noise. He used three norms which contain total variation for geometrical component, negative Sobolev norm for texture and negative Besov norm for the noise. Because the introduction of TV norm can bring the staircase effect, Chan [6] introduced higher order diffusion term for solving this problem and the proposed model is also based on OSV model. He used TV term for the discontinuous component and used Laplacian term for the smoothing component. Thus the textural part can be well separated and the smoothing part can also be got without much edge information. And there are some other decomposition methods [14, 15] . Although OSV model is well used, the solving of minimization of it is a hard work because the fourth order diffusion term is introduced by the inverse Laplacian operation. The inverse Laplacian operation can be easily resolved by introducing auxiliary variable. In this paper, we use the Split Bregman for simplifying the energy minimization procedure. The Bregman distance was proposed by Osher [7] through extended the TV model with an iterative regularization. This method was implemented by adding the noise to the original image and diffused again until the final good result was got. Using this idea, the diffusion result was enhanced. However, using this method, the solving procedure is still complex. Wang [8] proposed split method by introducing auxiliary variables, which are equal to the gradients of the image. Using this transform, the solving process can be changed into simple shrinkage and divergence operation. Using the split method, the procedure of energy minimization was accelerated. Goldstein [9] proposed the Split Bregman method for solving TV model by combining the split method [8] and Bregman method [7] . Yang [12] used the Split Bregman method for multichannel images. Beside L1 norm regularization (TV), there are some other sparse representation such as L0 norm. Xu [10] used L0 norm of gradient as regularization for image smoothing. He certified that the L0 norm is more sparse and more effective in image processing applications [11] . The L0 can remove the small oscillating part while preserve large edges. The L0 norm can improve the ability of edge processing capacity with different scales, so we will use it for image decomposition. In this paper, we propose a new decomposition model of OSV model by combining it with L0 sparse regularization. Because the fourth order term introduced by OSV model, we use the fast Split Bregman method for solving the new model. For L0 sparse term, we also use the split method for solving it and thus can avoid the NP hard problem of the L0 norm. Our paper is organized as following: In Section 2, we will introduce the OSV model briefly. We design the corresponding Split Bregman method for the proposed model in Section 3. In Section 4, we compare our proposed method with the original model. Section 5 is the concluding remarks.
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OSV Model
In [2] , Meyer gave the definition of the textural part which can be expressed as:
The norm of the texture can be expressed as:
Here, Ω is an open and bounded domain which can be the area of the image. Given an image function f defined on Ω, the energy function of Meyer's decomposition model is as follows:
where u is structural part and v is oscillating part of the image. The model is the fundamental theory of the decomposition but it is hard to be implemented. Vese [6] proposed L p norm for approximating to the norm | | * of Eq. (3) by the following energy:
where
). The author claimed that the value p = 1 is good for implementation of the algorithm. Osher [7] proposed a new image decomposition model based on the negative norm H −1 which can be expressed as:
In Eq. (5), the fidelity term contains the inverse function of Laplacian operation which is hard to be solved when getting the Eular-Lagrange equation. Fouth order term will be introduced when getting the minimization of the energy function.
OSV Model with L0 Sparse Regularization and the Split Bregman Algorithm
Based on the advantages of OSV and L0 sparse regularization, we combine them together for image decomposition. Thus, the OSV decomposition model with L0 sparse representation becomes:
where u is the cartoon image we will get, λ is the balance parameter, |L 0 | is the L0 sparse representation, ∇ is the gradient and ∆ is the Laplacian operation. The above equation can be rewritten as the following form.
C(∇u) = #{p||∂ x u| + |∂ y u|| = 0} (8) where #{} represents the count of whose gradient is not equal to zero. Direct solving the Eq. (7) is a NP hard problem. We can alleviate the solving procedure by introducing two auxiliary
For alleviating the solving process of first term, we also introduce w 1 = (w 11 , w 12 )
Eq. (9) can be transformed into:
where θ 1 and θ 2 are the balance parameters. There are five variables need to be resolved, we use alternating iteration minimization. Fixing w 1 , w 2 , h, v for solving u, the relative energy function is:
Using Eular-Lagrange equation, we will get the gradient descent function:
Discreting the above function, we will get:
Then u can be updated by the following function.
Fixing u, w 2 , h, v for solving w 1 , the relative energy function is:
Using Eular-Lagrange equation, we will get:
Using soft threshold, w 1 can be got by:
Fixing u, w 1 , h, v for solving w 2 , the relative energy function is:
Fixing u, w 1 , w 2 for computing (h, v), the energy function is:
For the above equation, Xu [10] proposed an efficient method for the energy function solving.
In above equation, H is a binary function which will return 1 if H(|h| + |v|) = 0 and 0 otherwise. Xu also certified that the energy function reaches the minimum under the condition:
The whole algorithm can be summarized by the following procedure :
Update u using Eq. (14) .
Update w 1 using Eq. (17).
Update w 2 using Eq. (19).
Update (h, v) using Eq. (22). 
Numerical Experiments
For testing the results of our proposed method, we make three experiments on different images with textures. All results of experiments in this paper are implemented on PC (Intel(R) Core(TM), CPU i7-3930K 3.2 GHz, Memory 16 GB) using matlab 2010b. Three experimental gray images are shown in Fig. 1 : the first is a synthetic textural image, the second is a gray image named Barbara and the third is a noisy stripe image. We compare our proposed method with VO method, original OSV method, OSV model with dual and the Split Bregman method [13] . The structural parts of the image are shown in the upper section in Fig. 2, Fig. 3 and Fig. 4 . The oscillation components of the image are shown in the lower section. The oscillation part corresponding f − u in the OSV model. For better visual effect, we add 150 gray values to the textual part.
There are not much difference among the original OSV model, OSV with dual algorithm and OSV with the split Bregman method. The phenomenon is reasonable because dual method and the Split Bregman are the auxiliary means for solving the energy function of the model. In Fig. 2 , we can see that oscillating components using our method are more clear than the other methods. The cartoon part using our method contains less texture than the other methods. In Fig. 3 , the face part are wrongly decomposed by the other methods, while using our method the relative part are not decomposed. Our method still separates most the stripes in the scarf. In Fig. 4 , the noise are all removed using our proposed method and the edges of the stripe are still well preserved. From the three experiments, we can see that our method can get better results when comparing with the other methods. All the improvement are based on the introduction of L0 sparse representation. Because L0 is more sparse than L1 norm, so the OSV model combining 
Conclusion
In this paper, we proposed a new image decomposition model based on OSV model and L0 sparse regularization. The fidelity term is got from OSV model and smoothing term is L0 term. We also design the corresponding Split Bregman method for the proposed model. From experiments comparison, we can see that our proposed model is effective in image decomposition.
