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Abstrat. We present here a method whih allows to derive a nontrivial lower bounds
for the least ommon multiple of some nite sequenes of integers. We obtain eient
lower bounds (whih in a way are optimal) for the arithmeti progressions and lower
bounds less eient (but nontrivial) for quadrati sequenes whose general term has the
form un = an(n + t) + b with (a, t, b) ∈ Z
3, a ≥ 5, t ≥ 0, gcd(a, b) = 1. From this, we
dedue for instane the lower bound: lcm{12 + 1, 22 + 1, . . . , n2 + 1} ≥ 0, 32(1, 442)n (for
all n ≥ 1).
In the last part of this artile, we study the integer lcm(n, n + 1, . . . , n + k) (k ∈
N, n ∈ N∗). We show that it has a divisor dn,k simple in its dependene on n and k,
and a multiple mn,k also simple in its dependene on n. In addition, we prove that both
equalities: lcm(n, n+1, . . . , n+ k) = dn,k and lcm(n, n+ 1, . . . , n+ k) = mn,k hold for an
innitely many pairs (n, k).

MSC: 11A05.
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1 Introdution and notations
In this artile, [x] denotes the integer part of a given real number x. Further, we
say that a real x is a multiple of a non-zero real y if the ratio x/y is an integer.
The prime numbers theorem (see e.g. [3℄) shows that limn→+∞
log lcm{1,...,n}
n = 1.
This is equivalent to the following statement:
∀ε > 0, ∃N = N(ε) / ∀n ≥ N : (e − ε)n ≤ lcm{1, . . . , n} ≤ (e+ ε)n.
Conerning the eetive estimates of the numbers lcm{1, . . . , n} (n ≥ 1), one
has among others, two main results. The rst one is by Hanson [2℄ whih shows (by
using the development of the number 1 in Sylvester series) that lcm{1, . . . , n} ≤ 3n
for all n ≥ 1. The seond one is by Nair [5℄ whih proves (simply by exploiting the
integral
∫ 1
0 x
n(1 − x)ndx) that one has lcm{1, . . . , n} ≥ 2n for all n ≥ 7.
In this, we present a method whih allows to nd a nontrivial lower bounds for
the least ommon multiple of n onseutive terms (n ∈ N∗) of some sequenes of
integers. We obtain eient lower bounds (whih in a way are optimal) for the
arithmetial progressions (see Theorem 5). Besides, we also obtain less eient
lower bounds (but nontrivial) for the quadrati sequenes whose general term has
the form: un = an(n + t) + b with (a, t, b) ∈ Z3, a ≥ 5, t ≥ 0, gcd(a, b) = 1 (see
Corollary 10).
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Our method is based on the use of some identities related to the sequenes whih
we study. More preisely, let (αi)i∈I be a given nite sequene of nonzero integers.
We seek an identity of type
∑
i∈I
1
αiβi
= 1γ where βi (i ∈ I) and γ are nonzero
integers. If lcm{βi, i ∈ I} is bounded (say by a real onstant R > 0), one onludes
that lcm{αi, i ∈ I} ≥ γR (see Lemma 1). It remains to hek whether this later
estimate is nontrivial or not.
However, the point is that looking for identities of the above types is not easy.
Theorem 2 stems from onrete and interesting example of suh identities. Though,
it is not likewise that we an nd other nontrivial appliations, than the ones pre-
sented here, for that spei example. In order to have nontrivial lower bounds of
least ommon multiple for other families of nite sequenes, it ould be neessary
to seek for new identities related to those sequenes.
In the last part of this artile, we study the least ommon multiple of some
number of onseutive integers, larger than a given positive integer. In Theorem 11,
we show that the integer lcm{n, n+1, . . . , n+ k} (n ∈ N∗, k ∈ N) has a divisor dn,k
simple in its dependene on n and k and a multiple mn,k simple in its dependene
on n. In addition, we prove that dn,k and mn,k are optimal in that sense that the
equalities lcm{n, . . . , n+k} = dn,k and lcm{n, . . . , n+k} = mn,k hold for innitely
many pairs (n, k). More preisely, we show that both equalities are satised at least
when (n, k) satises some ongruene modulo k! (see Theorem 12).
2 Results
2.1 Basi Results
Lemma 1 Let (αi)i∈I and (βi)i∈I be two nite sequenes of non-zero integers suh
that: ∑
i∈I
1
αiβi
=
1
γ
for some non-zero integer γ. Then, the integer lcm{αi, i ∈ I}.lcm{βi, i ∈ I} is a
multiple of γ.
Theorem 2 Let (uk)k∈N be a stritly inreasing sequene of non-zero integers.
Then, for any positive integer n, the integer:
lcm {u0, . . . , un} .lcm


∏
0≤i≤n,i6=j
(ui − uj) ; j = 0, . . . , n


is a multiple of the integer (u0u1 . . . un).
2.2 Results about the arithmeti progressions
Theorem 3 Let (uk)k∈N be a stritly inreasing arithmeti progression of non-zero
integers. Then, for any non-negative integer n, the integer lcm{u0, . . . , un} is a
multiple of the rational number:
u0 . . . un
n! (gcd{u0, u1})n .
Theorem 4 (Optimality of Theorem 3) Let (uk)k∈N be a stritly inreasing arith-
meti progression of non-zero integers suh that u0 and u1 are oprime. Then, for
any positive integer n whih satises:
u0un ≡ 0 mod(n!),
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we have:
lcm{u0, . . . , un} = u0 . . . un
n!
.
Theorem 5 Let (uk)k∈N be an arithmeti progression of integers whose dierene
r and rst term u0 are positive and oprime. Then:
1) For any n ∈ N, we have:
lcm{u0, . . . , un} ≥ u0(r + 1)n−1.
Besides, if n is a multiple of (r + 1), we have:
lcm{u0, . . . , un} ≥ u0(r + 1)n.
2) For any n ∈ N, we have:
lcm{u0, . . . , un} ≥ r(r + 1)n−1.
3) For any n ∈ N, we have:
lcm{u0, . . . , un} ≥ n
n+ 1
r
{
(r + 1)n−1 + (r − 1)n−1} .
4) For any n ∈ N satisfying n ≥ u0 − 3r+12 , we have:
lcm{u0, . . . , un} ≥ 1
π
√
r(r + 1)n−1+
u0
r .
Conjeture 6 (reently onrmed by S. Hong and W. Feng [4℄)
In the situation of Theorem 5, we have for any n ∈ N:
lcm{u0, . . . , un} ≥ u0(r + 1)n.
The two following Theorems study the optimality of the part 4) of Theorem 5.
Theorem 7 The oeient − 32 aeted to r whih appears in the ondition n ≥
u0 − 3r+12  of the part 4) of Theorem 5 is optimal.
Theorem 8
1) The optimal absolute onstant C for whih the assertion:
For any arithmeti sequene (uk)k as in Theorem 5 and for any
non-negative integer n satisfying n ≥ u0 − 3r+12 , we have:
lcm{u0, . . . , un} ≥ C
√
r(r + 1)n−1+
u0
r

is true, satises:
1
π
≤ C ≤ 3
2
.
2) More generally, given n0 ∈ N, the optimal onstant C(n0) (depending uniquely
on n0) for whih the assertion:
For any arithmeti sequene (uk)k as in Theorem 5 and for any
integer n satisfying n ≥ max{n0, u0 − 3r+12 }, we have:
lcm{u0, . . . , un} ≥ C(n0)
√
r(r + 1)n−1+
u0
r

is true, satises:
1
π
≤ C(n0) < 4(n0 + 4)
√
n0 + 4.
3
Comments:
i) The lower bound proposed by Conjeture 6 (reently onrmed in [4℄) is optimal
on the exponent n of (r + 1). Indeed, for any positive integer n and for any
arithmeti progression (uk)k as in Theorem 5, we obviously have:
lcm{u0, . . . , un} ≤ u0u1 . . . un ≤ u0 (max{u0, n})n (r + 1)n.
For any given positive real ε, we an hoose two arbitrary positive integers u0
and n and a positive integer r, whih is oprime with u0 and suiently large
as to have (r + 1)ε > (max{u0, n})n. The arithmeti progression (uk)k, with
rst term u0 and dierene r, will then satisfy:
lcm{u0, . . . , un} < u0(r + 1)n+ε.
ii) A similar argument to that of the above part i) shows that the exponent (n−1)
of (r + 1) whih appears in the lower bound of the part 2) of Theorem 5 is
optimal.
iii) For small values of n aording to r, the lower bound of the part 3) of Theorem
5 implies the one of the part 2) of the same Theorem. More preisely, it an
be heked that the neessary and suiently ondition for the holding of this
improvement is r ≥ n
1
n−1 +1
n
1
n−1−1
, that is n ≤ f(r), where f is a real funtion whih
is equivalent to
1
2r log r as r tends to innite.
iv) Under the additional assumptions 7 ≤ r ≤ 2u0 and n ≥ u0− 3r+12 (resp. r ≤ 2u0
and n ≥ u0− 3r+12 ), the lower bound of the part 4) of Theorem 5 implies the
one of the part 1) (resp. 2)) of the same Theorem up to the multipliative
onstant
2
π (resp.
1
π ).
(Notie that the funtion x 7→ √x(x + 1)u0x is dereasing on the interval
[7, 2u0], then if 7 ≤ r ≤ 2u0, we have
√
r(r + 1)
u0
r > 2u0).
v) Now, we hek that if r ≤ 23u0 and n ≥ u0 − 3r+12 , the lower bound of the
part 4) of Theorem 5 implies (up to a multipliative onstant) the one of
Conjeture 6. Indeed, if r ≤ 23u0 and n ≥ u0 − 3r+12 , the derease of the
funtion x 7→ √x(x+1)u0x −1 on the interval [1,+∞[ implies: √r(r+1)u0r −1 ≥√
2
3u0
(
2
3u0 + 1
) 1
2 > 23u0 whih gives (by using the lower bound of the part
4) of Theorem 5):
lcm{u0, . . . , un} ≥ 2
3π
u0(r + 1)
n.
• More generally, for any given real ξ ≥ 32 , if we suppose r ≤ 1ξu0 and
n ≥ u0 − 3r+12 then the derease of the funtion x 7→
√
x(x + 1)
u0
x
−ξ+ 12
on
the interval [1,+∞[ implies: √r(r+1)u0r −ξ+ 12 ≥
√
u0
ξ
(
u0
ξ + 1
) 1
2
> u0ξ whih
gives (by using the lower bound of the part 4) of Theorem 5):
lcm{u0, . . . , un} ≥ 1
πξ
u0(r + 1)
n+ξ− 32 .
Remark that if ξ > 32 , this lower bound is stronger than the one of Conjeture
6.
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2.3 Results about the quadrati sequenes
Theorem 9 Let u = (uk)k∈N be a sequene of integers whose general term has the
form:
uk = ak(k + t) + b (∀k ∈ N),
with (a, t, b) ∈ Z3, a ≥ 1, t ≥ 0 and gcd{a, b} = 1.
Also let m and n (with m < n) be two non-negative integers for whih none of the
terms uk (m ≤ k ≤ n) of u is zero. Then the integer lcm{um, . . . , un} is a multiple
of the rational number:
Au(t,m, n) :=


2u0...un(2n)! if (t,m) = (0, 0)
(2m+ t− 1)!um...un(2n+t)! otherwise
.
Corollary 10 Let u = (uk)k∈N be a sequene of integers as in the above Theorem
and n be a positive integer. Then, if the (n+1) rst terms u0, . . . , un of the sequene
u are all non-zero, then we have:
lcm{u0, . . . , un} ≥
{
2b
(
a
4
)n
if t = 0
b
t2t
(
a
4
)n
if t ≥ 1
.
Remark. It is lear that the lower bound of Corollary 10 is nontrivial only if
a ≥ 5. Suh as it is, this orollary annot thus give a nontrivial lower bound for
the numbers lcm{12 + 1, 22 + 1, . . . , n2 + 1} (n ≥ 1). But we remark that if r ≥ 3
is an integer, it gives a nontrivial lower bound for the last ommon multiple of
onseutive terms of the sequene (r2n2 + 1)n≥1 whih is a subsequene of (n
2 + 1)n.
So we an rst obviously bound from below lcm{12 + 1, 22 + 1, . . . , n2 + 1} by
lcm{r2 + 1, r222 + 1, . . . , r2k2 + 1} (with k := [nr ]), then use Corollary 10 to bound
from below this new quantity. We obtain in this way:
lcm{12 + 1, 22 + 1, . . . , n2 + 1} ≥ 2
(
r2
4
)k
> 2
(
r2
4
)n
r
−1
=
8
r2
{(r
2
) 2
r
}n
.
This gives (for any hoie of r ≥ 3) a nontrivial lower bound for the numbers
lcm{12 + 1, 22 + 1, . . . , n2 + 1} (n ≥ 1). We easily verify that the optimal lower
bound orresponds to r = 5, that is:
lcm{12 + 1, 22 + 1, . . . , n2 + 1} ≥ 0, 32(1, 442)n (∀n ≥ 1).
2.4 Results about the least ommon multiple of a nite num-
ber of onseutive integers
The following Theorem is an immediate onsequene of Theorems 3 and 4.
Theorem 11 For any non-negative integer k and any positive integer n, the integer
lcm{n, n+ 1, . . . , n+ k} is a multiple of the integer n(n+kk ).
Further, if the ongruene n(n+ k) ≡ 0mod(k!) is satised, then we have preisely:
lcm{n, n+ 1, . . . , n+ k} = n
(
n+ k
k
)
.
The following result is independent of all the results previously quoted. It gives
a multiple mn,k of the integer lcm{n, n + 1, . . . , n + k} (k ∈ N, n ∈ N∗) whih is
optimal and simple in its dependane on n.
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Theorem 12 For any non-negative integer k and any positive integer n, the integer
lcm{n, n+ 1, . . . , n+ k} divides the integer n
(
n+ k
k
)
lcm
{(
k
0
)
,
(
k
1
)
, . . . ,
(
k
k
)}
.
Further, if the ongruene n+k+1 ≡ 0mod(k!) is satised, then we have preisely:
lcm{n, n+ 1, . . . , n+ k} = n
(
n+ k
k
)
lcm
{(
k
0
)
,
(
k
1
)
, . . . ,
(
k
k
)}
.
3 Proofs
Proof of Lemma 1. In the situation of Lemma 1, we have:
lcm{αi, i ∈ I}.lcm{βi, i ∈ I}
γ
= lcm{αi, i ∈ I}.lcm{βi, i ∈ I}
∑
j∈I
1
αjβj
=
∑
j∈I
lcm{αi, i ∈ I}
αj
.
lcm{βi, i ∈ I}
βj
.
This last sum is learly an integer beause for any j ∈ I, the two numbers lcm{αi,i∈I}αj
and
lcm{βi,i∈I}
βj
are integers. Lemma 1 follows. 
Proof of Theorem 2. Theorem 2 follows by applying Lemma 1 to the identity:
n∑
j=0
1
uj
.
1∏
0≤i≤n,i6=j
(ui − uj)
=
1
u0u1 . . . un
,
whih we obtain by taking x = 0 in the deomposition to simple elements of the
rational fration x 7→ 1(x+u0)(x+u1)...(x+un) . 
Proof of Theorem 3. By replaing if neessary the sequene (un)n by the sequene
with general term vn :=
un
gcd{u0,u1}
(∀n ∈ N), we may assume that u0 and u1 are
oprime. Under this hypothesis, we have to show that the integer lcm{u0, . . . , un}
is a multiple of the rational number
u0...un
n! (for any n ∈ N).
Let n be a xed non-negative integer. From Theorem 2, the integer lcm{u0, . . . , un}
is a multiple of the rational number
u0 . . . un
lcm


∏
0≤i≤n,i6=j
(ui − uj) ; 0 ≤ j ≤ n


.
Let r denotes the dierene of the arithmeti sequene (uk)k. We have for any
(i, j) ∈ N2: ui − uj = (i − j)r, then for any j ∈ {0, . . . , n}:∏
0≤i≤n,i6=j
(ui − uj) =
∏
0≤i≤n,i6=j
(i− j)r
= rn {(−j)(1 − j)(2− j) . . . (−1)} . {1.2 . . . (n− j)}
= rn(−1)jj!(n− j)!.
Hene:
lcm


∏
0≤i≤n,i6=j
(ui − uj) ; 0 ≤ j ≤ n

 = lcm{rn(−1)jj!(n− j)! ; 0 ≤ j ≤ n}
= rnlcm {j!(n− j)! ; 0 ≤ j ≤ n}
= rnn!
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(beause eah integer j!(n−j)! divides n! and for j = 0 or n, we have j!(n−j)! = n!).
Thus the integer lcm{u0, . . . , un} is a multiple of the rational number u0...unrnn! . But
our hypothesis u0 oprime with u1 implies that r is oprime with all terms of the
sequene (uk)k, whih implies that r
n
is oprime with the produt u0 . . . un. By the
Gauss lemma, we nally onlude that the integer lcm{u0, . . . , un} is a multiple of
the rational number
u0...un
n! as required. 
Proof of Theorem 4. We need the following preliminary Lemma:
Lemma. Let n be a positive integer and x and y be two integers satisfying:
x− y ≡ 0 mod(n) and xy ≡ 0 mod(n!). Then x and y are multiples of n.
Proof. We distinguish the following four ases:
• If n = 1: In this ase, the result of Lemma is trivial.
• If n is prime: In this ase, sine x2 = x(x − y) + xy, we have x2 ≡ 0 mod(n),
but sine n is supposed prime, we onlude that x ≡ 0 mod(n) and then that
y = x− (x− y) ≡ 0 mod(n).
• If n = 4: In this ase, we have x−y ≡ 0 mod(4) and xy ≡ 0 mod(24) and we have
to show that x and y are multiples of 4. Let us argue by ontradition. Then, sine
x ≡ y mod(4), we have:
 Either x ≡ y ≡ 1, 3 mod(4) whih implies xy ≡ 1 mod(4) and ontradits the
ongruene xy ≡ 0 mod(24).
 Or x ≡ y ≡ 2 mod(4) whih implies xy ≡ 4 mod(8) and ontradits the ongru-
ene xy ≡ 0 mod(24) again.
Thus the Lemma holds for n = 4.
• If n ≥ 5 and n is not prime: In this ase, it is easy to see that the integer (n− 1)!
is a multiple of n, so that the integer n! is a multiple of n2. We thus have
x− y ≡ 0 mod(n) and xy ≡ 0 mod(n2).
Let us argue by ontradition. Suppose that one at least of the two integers x and
y is not a multiple of n. To x the ideas, suppose for instane that x 6≡ 0 mod(n).
Then, there exists a prime number p dividing n suh that vp(x) < vp(n). But sine
xy ≡ 0 mod(n2), we have vp(xy) ≥ vp(n2), that is vp(x) + vp(y) ≥ 2vp(n). This
implies that vp(y) ≥ 2vp(n) − vp(x) > vp(x) (beause vp(x) < vp(n)). Thus, the
p-adi valuations of the integers x and y are distint. Then we have: vp(x − y) =
min(vp(x), vp(y)) = vp(x) < vp(n), whih ontradits the fat that (x − y) is a
multiple of n. The Lemma is proved.
Return to the proof of Theorem 4:
The ase n = 1 is trivial. Next, we assume that n ≥ 2. From Theorem 3,
the integer lcm{u0, . . . , un} is a multiple of the rational number u0...unn! . To prove
Theorem 4, it remains to prove that
u0...un
n! is also a multiple of lcm{u0, . . . , un},
whih means that
u0...un
n! is a multiple of eah of integers u0, . . . , un. Sine u0un
is assumed a multiple of n!, the number u0...unn! is obviously a multiple of eah of
integers u1, . . . , un−1. To onlude, it only remains to prove that this same number
u0...un
n! is a multiple of u0 and un, whih is equivalent to prove that the two integers
u1 . . . un and u0 . . . un−1 are multiples of n!. We rst prove that u0 and un are
multiples of n. Denoting r the dierene of the arithmeti sequene (uk)k, we have
un − u0 = rn ≡ 0 mod(n) and u0un ≡ 0 mod(n!) (by hypothesis). This implies
(from the above Lemma) that u0 and un eetively are multiples of n.
We now prove that the two integers u1 . . . un and u0 . . . un−1 are multiples of n!.
For any 1 ≤ k ≤ n− 1, we have: uk = u0 + kr ≡ kr mod(u0), then:
u1 . . . un−1 ≡ (1.r)(2.r) . . . ((n− 1).r) mod(u0) ≡ (n− 1)!rn−1 mod(u0).
It follows that:
u1 . . . un−1un ≡ (n− 1)!unrn−1 mod(u0un).
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Sine un is a multiple of n and (by hypothesis) u0un is a multiple of n!, the last
ongruene implies that u1 . . . un−1un is a multiple of n!.
Similarly, for any 1 ≤ k ≤ n − 1, we have: un−k = un − kr ≡ −kr mod(un),
then:
un−1 . . . u1 ≡ (−(n− 1).r) . . . (−1.r) mod(un) ≡ (−1)n−1(n− 1)!rn−1 mod(un).
It follows that:
u0u1 . . . un−1 ≡ (−1)n−1(n− 1)!u0rn−1 mod(u0un).
Sine u0 is a multiple of n and (by hypothesis) u0un is a multiple of n!, the last
ongruene implies that u0 . . . un−1 is also a multiple of n!. This ompletes the
proof of Theorem 4. 
Proof of Theorem 5. For any integer k ∈ {0, . . . , n}, the integer lcm{u0, . . . , un}
is obviously a multiple of the integer lcm{uk, . . . , un} and from Theorem 3, this
last integer is a multiple of the rational number
uk...un
(n−k)! . It follows that for any
k ∈ {0, . . . , n}, we have:
lcm{u0, . . . , un} ≥ uk . . . un
(n− k)! . (1)
The idea onsists in hoosing k as a funtion of n, r and u0 in order to optimize the
lower bound (1), that is to make the quantity
uk...un
(n−k)! maximal.
Let (vk)0≤k≤n denotes the nite sequene of general term: vk :=
uk...un
(n−k)! . We
have the following intermediate Lemma:
Lemma. The sequene (vk)0≤k≤n reahes its maximum value at
k0 := max
{
0,
[
n− u0
r + 1
]
+ 1
}
.
Proof. For any k ∈ {0, . . . , n − 1}, we have: vk+1vk =
uk+1...un
(n−k−1)!/
uk...un
(n−k)! =
n−k
uk
=
n−k
u0+kr
, hene:
vk+1 ≥ vk ⇐⇒ n− k
u0 + kr
≥ 1 ⇐⇒ k ≤ n− u0
r + 1
⇐⇒ k ≤
[
n− u0
r + 1
]
.
This permits us to determine the variations of the nite sequene (vk)0≤k≤n a-
ording to the position of n ompared to u0. If n < u0, the sequene (vk)0≤k≤n is
dereasing and it thus reahes its maximum value at k = 0. In the other ase i.e
n ≥ u0, the sequene (vk)0≤k≤n is inreasing until the integer
[
n−u0
r+1
]
+ 1 then it
dereases, so it reahes its maximum value at k =
[
n−u0
r+1
]
+1. The Lemma follows.
The following intermediary lemma gives an identity whih permits to bound
from bellow vk by simple expressions (as funtion as u0, r and n) for the partiular
values of k whih are rather lose to the integer k0 of the above Lemma.
Lemma. For any k ∈ {0, . . . , n}, we have:
vk =
rn−k+1∫ 1
0 x
k+
u0
r
−1(1 − x)n−kdx
. (2)
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Proof. For any 0 ≤ k ≤ n, we have:
vk :=
uk . . . un
(n− k)! =
uk (uk + r) . . . (uk + (n− k)r)
(n− k)!
= rn−k+1
uk
r
(
uk
r + 1
)
. . .
(
uk
r + n− k
)
(n− k)!
= rn−k+1
Γ
(
uk
r + n− k + 1
)
Γ
(
uk
r
)
.Γ (n− k + 1)
=
rn−k+1
β
(
uk
r , n− k + 1
) ,
where Γ and β denote the Euler's funtions. The identity (2) of Lemma follows
from the well known integral formula of the β-funtion. The Lemma is proved.
Beause of some tehnial diulties onerning the lower bound of the right-
hand side of (2) for k = k0, we are led to bound from below this side for other values
of k whih are lose to k0. So, we obtain the lower bounds of the parts 1) and 4)
of Theorem 5 by bounding from below vk for k =
[
n−1
r+1 + 1
]
and for the nearest
integer k to the real n+r−u0r+1 respetively. Further, we obtain the remaining parts
2) and 3) of Theorem 5 by another method whih doesn't use the identity (2). We
rst prove the parts 1) and 4) of Theorem 5.
Proof of the part 1) of Theorem 5:
Let k1 :=
[
n−1
r+1 + 1
]
. Using the identity (2), we are going to get a lower bound
for vk1 whih depends on u0, r and n. The integer k1 satises
n−1
r+1 < k1 ≤ n−1r+1 +1 =
n+r
r+1 . We thus have:
rn−k1+1 ≥ r (n−1)rr+1 +1 (3)
and for any real x ∈ [0, 1]:
xk1+
u0
r
−1(1− x)n−k1 ≤ xn−1r+1 +u0r −1(1− x) (n−1)rr+1 ,
whih gives:
∫ 1
0
xk1+
u0
r
−1(1− x)n−k1dx ≤
∫ 1
0
{x(1 − x)r}n−1r+1 xu0r −1dx. (4)
By studying the funtion x 7→ x(1 − x)r, we may show that for any real x ∈ [0, 1],
we have: x(1− x)r ≤ rr(r+1)r+1 . Substituting this into the right-hand side of (4), we
dedue that: ∫ 1
0
xk1+
u0
r
−1(1− x)n−k1dx ≤ r
(n−1)r
r+1
(r + 1)n−1
.
r
u0
(5)
By ombining the two relations (3) and (5), we nally obtain:
rn−k1+1∫ 1
0
xk1+
u0
r
−1(1− x)n−k1dx
≥ u0(r + 1)n−1.
Then the rst lower bound of the part 1) of Theorem 5 follows from the relations
(2) and (1).
If n is a multiple of (r + 1), the seond lower bound of the part 1) of Theorem
5 follows by taking in the above proof instead of k1 the integer k =
n
r+1 .
Proof of the part 4) of Theorem 5:
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The partiular ase n = 0 of the part 4) of Theorem 5 follows from the fat that
the funtion x 7→ √x(x + 1)u0x −1 is dereasing on the interval [1,+∞[. Next, we
suppose that n ≥ 1. The hypothesis n ≥ u0 − 3r+12 means that the real n+r−u0r+1 is
greater than or equal to − 12 . Sine this same real n+r−u0r+1 is less than or equal to
n+ 12 (beause n ≥ 1), then there exists an integer k2 ∈ {0, . . . , n} satisfying:
−1
2
≤ k2 − n+ r − u0
r + 1
≤ 1
2
.
It follows that:
rn−k2+1 ≥ r r(n−1)+u0r+1 + 12 (6)
and that for any real x ∈]0, 1[:
xk2+
u0
r
−1(1 − x)n−k2 ≤ x
r(n−1)+u0
r(r+1) −
1
2 (1− x) r(n−1)+u0r+1 − 12
= {x(1 − x)r}
r(n−1)+u0
r(r+1)
1√
x(1 − x)
≤
(
rr
(r + 1)(r+1)
) r(n−1)+u0
r(r+1) 1√
x(1 − x)
(beause x(1 − x)r ≤ rr(r+1)r+1 for any x ∈ [0, 1]).
Consequently:
∫ 1
0
xk2+
u0
r
−1(1− x)n−k2dx ≤
(
rr
(r + 1)(r+1)
) r(n−1)+u0
r(r+1)
∫ 1
0
dx√
x(1− x) .
Sine
∫ 1
0
dx√
x(1−x)
= π, we dedue that:
∫ 1
0
xk2+
u0
r
−1(1− x)n−k2dx ≤ π r
r(n−1)+u0
r+1
(r + 1)n−1+
u0
r
. (7)
By ombining the two relations (6) and (7), we nally obtain:
rn−k2+1∫ 1
0
xk2+
u0
r
−1(1− x)n−k2
≥ 1
π
√
r(r + 1)n−1+
u0
r
and we onlude the lower bound of the part 4) of Theorem 5 by using the identity
(2) and the lower bound (1).
We obtain the two remaining parts 2) and 3) of Theorem 5 by using the same
idea whih onsists to bound from below vk =
uk...un
(n−k)! for some partiular values of
k ∈ {0, . . . , n}. The only dierene with the last parts 1) and 4) proved above is
that here suh partiular values are not expliit, we just show their existene by
using the following Lemma:
Lemma. Let x be a real and n be a positive integer. Then:
1) there exists an integer k (1 ≤ k ≤ n) suh that:
k
(
n
k
)
xn−k+1 ≥ x(x+ 1)n−1.
2) There exists an odd integer ℓ (1 ≤ ℓ ≤ n) suh that:
ℓ
(
n
ℓ
)
xn−ℓ+1 ≥ n
n+ 1
x
{
(x+ 1)n−1 + (x− 1)n−1} .
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Proof. The rst part of Lemma follows from the identity:
n∑
k=1
k
(
n
k
)
xn−k+1 = nx(x+ 1)n−1 (8)
whih an be proved by deriving with respet to u the binomial formula∑n
k=0
(
n
k
)
ukxn−k = (u+ x)n and then by taking u = 1 in the obtained formula.
The seond part of Lemma follows from the identity:
∑
1≤k≤n
k odd
k
(
n
k
)
xn−k+1 =
1
2
nx
{
(x+ 1)n−1 + (x− 1)n−1} (9)
whih follows from (8) by remarking that:
∑
1≤k≤n
k odd
k
(
n
k
)
xn−k+1 =
1
2
{
n∑
k=1
k
(
n
k
)
xn−k+1 + (−1)n
n∑
k=1
k
(
n
k
)
(−x)n−k+1
}
.
The Lemma is proved.
Proof of the parts 2) and 3) of Theorem 5:
We have for any k ∈ {1, . . . , n}:
vk :=
uk . . . un
(n− k)! ≥
(kr)((k + 1)r) . . . (nr)
(n− k)! = k
(
n
k
)
rn−k+1.
These lower bounds of vk (1 ≤ k ≤ n) implie (by using the above Lemma) that
there exist an integer k ∈ {1, . . . , n} and an odd integer ℓ ∈ {1, . . . , n} for whih we
have:
vk ≥ r(r + 1)n−1 and vℓ ≥ n
n+ 1
r
{
(r + 1)n−1 + (r − 1)n−1} .
We onlude by using the relation (1). This ompletes the proof of Theorem 5. 
Proof of Theorem 7. Let us argue by ontradition. Then, we an nd a rational
number
a
b >
3
2 (with a, b are positive integers) for whih we have for any arithmeti
progression (uk)k with positive dierene r, satisfying the hypothesis of Theorem 5
and for any non-negative integer n ≥ u0 − ab r − 12 :
lcm{u0, . . . , un} ≥ 1
π
√
r(r + 1)n−1+
u0
r .
We introdue a non-negative parameter δ and the arithmeti progression (uk)k
(depending on δ) with rst term u0 := abδ+1 and dierene r := b
2δ. The integers
u0 and r are oprime beause they verify the Bézout identity (1−abδ)u0+a2δr = 1.
The sequene (uk)k thus satises all the hypotheses of Theorem 5. Sine the integer
n = 1 satises n ≥ u0 − ab r − 12 = 12 , we must have:
lcm{u0, u1} ≥ 1
π
√
r(r + 1)
u0
r . (10)
Further, we have
lcm{u0, u1} = u0u1 = (abδ + 1)
(
(ab + b2)δ + 1
)
= O(δ2)
11
and
1
π
√
r(r + 1)
u0
r =
1
π
b
√
δ(b2δ + 1)
a
b
+ 1
b2δ = O
(
δ
a
b
+ 12
)
.
But sine
a
b +
1
2 > 2, The relation (10) annot holds for δ suiently large. Con-
tradition. Theorem 7 follows. 
Proof of Theorem 8. Let us prove the assertion 1) of Theorem 8. The fat
that the onstant C of this assertion is greater than or equal to 1π is an immediate
onsequene of the part 4) of Theorem 5. In order to prove the upper bound C ≤ 32 ,
we introdue a parameter δ ∈ N and the arithmeti sequene (uk)k (depending on
δ), with rst term u0 := 3δ + 2 and dierene r := 2δ + 1. The integers u0 and r
are oprime beause they verify the Bézout identity 2u0− 3r = 1. So, this sequene
(uk)k satises all the hypotheses of Theorem 5. Sine u0 − 3r+12 = 0, we must have
for any non-negative integer n: lcm{u0, . . . , un} ≥ C
√
r(r+1)n−1+
u0
r
, in partiular
(for n = 0): u0 ≥ C
√
r(r + 1)
u0
r
−1
, hene:
C ≤ u0√
r(r + 1)
u0
r
−1
.
Sine this last upper bound holds for any δ ∈ N, we nally dedue that:
C ≤ lim
δ→+∞
u0√
r(r + 1)
u0
r
−1
= lim
δ→+∞
3δ + 2√
2δ + 1(2δ + 2)
δ+1
2δ+1
=
3
2
as required.
Now, let us prove the assertion 2) of Theorem 8. Let n0 be a xed non-negative
integer. As above, the lower bound C(n0) ≥ 1π is an immediate onsequene of
the part 4) of Theorem 5. In order to prove the upper bound of Theorem 8 for
the onstant C(n0), we hoose an integer n1 suh that n0 + 3 ≤ n1 ≤ 2n0 + 6 and
that (n1 + 1) is prime (this is possible from the Bertrand postulate). Then, we
introdue a parameter δ ∈ N whih is not a multiple of (n1 +1) and the arithmeti
progression (uk)k (depending on δ), with rst term u0 := 3δn1! and dierene
r := 2δn1! + n1 + 1. These integers u0 and r are oprime. Indeed, a ommon
divisor d ≥ 1 between u0 and r divides 3r − 2u0 = 3(n1 + 1), thus it divides
gcd{u0, 3(n1 + 1)} = 3gcd{δn1!, n1 + 1}. Further, the fat that (n1 + 1) is prime
implies that (n1 + 1) is oprime with n1!, moreover sine δ is not a multiple of
(n1 + 1), the integer (n1 + 1) also is oprime with δ. It follows that (n1 + 1)
is oprime with the produt δn1!. Hene d divides 3. But sine 3 divides 2δn1!
(beause n1 ≥ 3) and 3 doesn't divide n1 + 1 (beause n1 + 1 is a prime number
≥ 5) then 3 annot divide the sum 2δn1! + (n1 + 1) = r, whih proves that d 6= 3.
Consequently d = 1, that is u0 and r are oprime eetively. The sequene (uk)k
whih we have introdued thus satises all the hypotheses of Theorem 5. Sine
n1 ≥ max{n0, u0 − 3r+12 } (beause n1 ≥ n0 + 3 and u0 − 3r+12 = − 32n1 − 2 < 0),
then we must have lcm{u0, . . . , un1} ≥ C(n0)
√
r(r + 1)n1−1+
u0
r
. This gives:
C(n0) ≤ lcm{u0, . . . , un1}√
r(r + 1)n1−1+
u0
r
.
Now, sine u0 is a multiple of n1!, we have from Theorem 4: lcm{u0, . . . , un1} =
u0...un1
n1!
. Hene:
C(n0) ≤ u0 . . . un1
n1!
√
r(r + 1)n1−1+
u0
r
.
Sine this last upper bound of C(n0) holds for any δ ∈ N whih is not a multiple of
(n1 + 1), then we dedue that:
C(n0) ≤ lim
δ→+∞
δ 6≡0 mod(n1+1)
u0 . . . un1
n1!
√
r(r + 1)n1−1+
u0
r
. (11)
12
Let us alulate the limit from the right-hand side of (11). We have:
u0 . . . un1 =
n1∏
k=0
(u0 + kr) =
n1∏
k=0
{(2k + 3)n1!δ + k(n1 + 1)}
∼+∞
(
n1!
n1+1
n1∏
k=0
(2k + 3)
)
δn1+1
and:
√
r(r + 1)n1−1+
u0
r = (2δn1! + n1 + 1)
1/2 (2δn1! + n1 + 2)
n1−1+
3δn1!
2δn1!+n1+1
∼+∞ (2δn1!)n1+1.
Then:
u0 . . . un1
n1!
√
r(r + 1)n1−1+
u0
r
∼+∞
n1∏
k=0
(2k + 3)
2n1+1n1!
=
(n1 + 1)(n1 +
3
2 )
4n1
(
2n1 + 1
n1
)
.
In the other words:
lim
δ→+∞
u0 . . . un1
n1!
√
r(r + 1)n1−1+
u0
r
=
(n1 + 1)(n1 +
3
2 )
4n1
(
2n1 + 1
n1
)
.
It is easy to show (by indution on k) that for any non-negative integer k, we have(
2k+1
k
)
<
√
2 4
k√
k+ 32
. Using this estimate for k = n1, we nally dedue that:
lim
δ→+∞
u0 . . . un1
n1!
√
r(r + 1)n1−1+
u0
r
<
√
2(n1 + 1)
√
n1 +
3
2
< 4(n0 + 4)
√
n0 + 4 (beause n1 ≤ 2n0 + 6).
The upper bound C(n0) < 4(n0 + 4)
√
n0 + 4 follows by substituting this last esti-
mate into (11). This ompletes the proof of Theorem 8. 
Proof of Theorem 9. We rst prove Theorem 9 in the partiular ase m = 0. We
dedue the general ase of the same Theorem by shifting the terms of the sequene
u = (uk)k. Let u be a sequene as in Theorem 9.
• The ase m = 0: From Theorem 2, the integer lcm{u0, . . . , un} is a multiple of
the rational number
R :=
u0 . . . un
lcm


∏
0≤i≤n,i6=j
(ui − uj) ; j = 0, . . . , n


. (12)
Now, sine we have for any i, j ∈ N:
ui − uj = {ai(i+ t) + b} − {aj(j + t) + b} = a(i− j)(i + j + t),
then: ∏
0≤i≤n,i6=j
(ui − uj) =
∏
0≤i≤n,i6=j
{a(i− j)(i+ j + t)}
= an
∏
0≤i≤n,i6=j
(i− j).
∏
0≤i≤n,i6=j
(i + j + t)
=
{
an(−1)j (n−j)!(n+j)!2 if t = 0
an(−1)j (n−j)!(n+j+t)!ϕ(j,t) 12j+t if t ≥ 1
,
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where ϕ(j, t) := 1 if t = 1 and ϕ(j, t) := (j + 1) . . . (j + t − 1) if t ≥ 2. Sine
(n − j)!(n + j + t)! divides (2n + t)! (beause (2n+t)!(n−j)!(n+j+t)! =
(
2n+t
n−j
) ∈ N) and (if
t ≥ 1) the integer ϕ(j, t) is a multiple of (t − 1)! (beause ϕ(j,t)(t−1)! =
(
j+t−1
t−1
) ∈ N),
then the produt
∏
0≤i≤n,i6=j
(ui−uj) divides the integer (whih does not depend on j):
f(t, n) :=
{
an (2n)!2 if t = 0
an (2n+t)!(t−1)! if t ≥ 1
.
Sine j is arbitrary in {0, . . . , n}, then the integer lcm{∏0≤i≤n,i6=j(ui − uj); j =
0, . . . , n} divides the integer f(t, n). It follows that the rational number R (of (12))
is a multiple of the rational number
u0...un
f(t,n) =
Au(t,0,n)
an . Consequently, the integer
lcm{u0, . . . , un} is a multiple of the rational number Au(t,0,n)an . Finally, sine eah
term of the sequene u is oprime with a (beause gcd{a, b} = 1), we onlude from
the Gauss Lemma that the integer lcm{u0, . . . , un} is a multiple of the rational
number Au(t, 0, n) as required.
• The general ase (m ∈ N): Let us onsider the new sequene v = (vk)k∈N with
general term:
vk := uk+m = a
′k(k + t′) + b′,
where a′ := a, t′ := 2m+ t and b′ := am(m+ t) + b.
Sine these integers a′, t′ and b′ verify a′ ≥ 1, t′ ≥ 0 and gcd{a′, b′} = gcd{a, b} = 1
obviously, then the sequene v satises all the hypotheses of Theorem 9. Thus, from
the partiular ase (proved above) of this Theorem, the integer lcm{v0, . . . , vn−m} =
lcm{um, . . . , un} is a multiple of the rational number Av(t′, 0, n−m) = Au(t,m, n)
whih provides the desired onlusion. 
Proof of Corollary 10. From Theorem 9, the integer lcm{u0, . . . , un} is a multiple
of the rational number:
Au(t, 0, n) :=


2u0...un(2n)! if t = 0
(t− 1)! u0...un(2n+t)! if t ≥ 1
.
Let us get a lower bound for this last number whih doesn't depend on the terms
of the sequene u. Using the obvious lower bounds uk ≥ ak(k + t) (1 ≤ k ≤ n), we
have:
u0 . . . un ≥ b{a.1.(1 + t)}{a.2.(2 + t)} . . . {a.n.(n+ t)} = bann!(n+ t)!
t!
,
then:
Au(t, 0, n) ≥


2b a
n
(2nn )
if t = 0
b
t
an
(2n+tn )
if t ≥ 1
≥
{
2b
(
a
4
)n
if t = 0
b
t2t
(
a
4
)n
if t ≥ 1
(beause
(
2n
n
) ≤ 22n = 4n and (2n+tn ) ≤ 22n+t = 2t4n). The lower bound of
Corollary 10 follows. 
Proof of Theorem 11. Theorem 11 is only a ombination of the results of The-
orems 3 and 4 whih we apply for the arithmeti progression (uℓ)ℓ∈N with general
term uℓ = ℓ+ n (where n ∈ N is xed). 
Proof of Theorem 12. Let us prove the rst assertion of Theorem 12. Giving k
a non-negative integer and n a positive integer, we easily show that for any non-
negative integer j ≤ k, we have:
n
(
n+ k
k
)(
k
j
)
= (n+ j)
(
n+ j − 1
j
)(
n+ k
k − j
)
.
14
It follows that the integer lcm
{
n
(
n+k
k
)(
k
j
)
; j = 0, . . . , k
}
= n
(
n+k
k
)
lcm
{(
k
0
)
, . . . ,
(
k
k
)}
is a multiple of eah integer n+ j (0 ≤ j ≤ k). Then it is a multiple of lcm{n, n+1,
. . . , n+ k} as required.
Now, in order to prove the seond assertion of Theorem 12, we introdue the
sequene of maps (gk)k∈N of N
∗
into N
∗
whih is dened by:
gk(n) :=
n(n+ 1) . . . (n+ k)
lcm{n, n+ 1, . . . , n+ k} (∀k ∈ N, ∀n ∈ N
∗).
Let us show that (gk)k satises the indution relation:
gk(n) = gcd{k!, (n+ k)gk−1(n)} (∀(k, n) ∈ N∗2). (13)
For any pair of positive integers (k, n), we have:
gk(n) :=
n(n+ 1) . . . (n+ k)
lcm{n, n+ 1, . . . , n+ k}
=
n(n+ 1) . . . (n+ k)
lcm {lcm{n, n+ 1, . . . , n+ k − 1}, n+ k}
=
n(n+ 1) . . . (n+ k)
lcm{n,n+1,...,n+k−1}.(n+k)
gcd{lcm{n,n+1,...,n+k−1},n+k}
=
n(n+ 1) . . . (n+ k − 1)
lcm{n, n+ 1, . . . , n+ k − 1} gcd {lcm{n, n+ 1, . . . , n+ k − 1}, n+ k}
= gcd {n(n+ 1) . . . (n+ k − 1), (n+ k)gk−1(n)} .
Then, the relation (13) follows by remarking that the produt n(n+1) . . . (n+k−1)
is a multiple of k! (beause n(n+1)...(n+k−1)k! =
(
n+k−1
k
) ∈ N) and that gk(n) divides
k! (aording to Theorem 11).
Now, giving a non-negative integer k, by reiterating the relation (13) several
times, we obtain:
gk(n) = gcd{k!, (n+ k)gk−1(n)}
= gcd{k!, (n+ k)(k − 1)!, (n+ k)(n+ k − 1)gk−2(n)}
.
.
.
= gcd{k!, (n+ k).(k − 1)!, (n+ k)(n+ k − 1).(k − 2)!, . . . ,
(n+ k)(n+ k − 1) . . . (n+ k − ℓ)gk−ℓ−1(n)}
for any positive integer n and any non-negative integer ℓ ≤ k− 1. In partiular, for
ℓ = k − 1, sine g0 ≡ 1, we have for any positive integer n:
gk(n) = gcd{k!, (n+ k).(k − 1)!, (n+ k)(n+ k − 1).(k − 2)!, . . . ,
(n+ k)(n+ k − 1) . . . (n+ 1).0!} (14)
Now, if n is a given positive integer satisfying the ongruene n+k+1 ≡ 0 mod(k!),
we have:
n+ k ≡ −1 mod(k!) , (n+ k)(n+ k − 1) ≡ (−1)22! mod(k!) , . . . ,
(n+ k)(n+ k − 1) . . . (n+ 1) ≡ (−1)kk! mod(k!);
onsequently, the relation (14) gives:
gk(n) = gcd {k!, 1!(k − 1)!, 2!(k − 2)!, . . . , k!0!} .
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Hene:
k!
gk(n)
=
k!
gcd {0!k!, 1!(k − 1)!, . . . , k!0!}
= lcm
{
k!
0!k!
,
k!
1!(k − 1)! , . . . ,
k!
k!0!
}
= lcm
{(
k
0
)
,
(
k
1
)
, . . . ,
(
k
k
)}
.
But on the other hand, aording to the denition of gk(n), we have:
k!
gk(n)
=
lcm{n, n+ 1, . . . , n+ k}
n
(
n+k
k
) .
We thus onlude that:
lcm{n, n+ 1, . . . , n+ k} = n
(
n+ k
k
)
lcm
{(
k
0
)
,
(
k
1
)
, . . . ,
(
k
k
)}
whih gives the seond assertion of Theorem 12 and ompletes this proof. 
Open Problem. By using the relation (13), we an easily show (by indution on
k) that for any non-negative integer k, the map gk whih we have introdued above
is periodi of period k!. In other words, the map gk (k ∈ N) is dened modulo k!.
Then, for k xed in N, it is suient to alulate gk(n) for the k! rst values of
n (n = 1, . . . , k!) to have all the values of gk. Consequently, the relation (13) is a
pratial mean whih permits to determinate step by step all the values of the maps
gk. By proeeding in this way, we obtain: g0(n) ≡ g1(n) ≡ 1 (obviously),
g2(n) =
{
1 if n is odd
2 if n is even
, g3(n) =
{
6 if n ≡ 0 mod(3)
2 otherwise
, . . . et.
This alulation point out that the smallest period of the map g3 is equal to 3(6= 3!).
This lead us to ask the following interesting open question:
Giving k a non-negative integer, where is the smallest period for the map gk?.
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