Sur l’identification des états produits par une source quantique maximalement décorrélée by Paquette, Serge-Olivier
Université de Montréal
Sur l’identification des états produits par une source quantique maximalement
décorrélée.
par
Serge-Olivier Paquette
Département d’informatique et de recherche opérationnelle
Faculté des arts et des sciences
Mémoire présenté à la Faculté des études supérieures et postdoctorales
en vue de l’obtention du grade de Maître ès sciences (M.Sc.)
en informatique
Août, 2016
c© Serge-Olivier Paquette, 2016.

RÉSUMÉ
Nous définissons une source uniforme maximalement décorrélée comme un ensemble
d’états quantiques qui sont pris chacun dans une base différente d’un ensemble de bases
mutuellement non-biaisées et dont le nombre d’états est égal à la dimension de l’espace
considéré. Nous tentons d’obtenir une borne supérieure sur la probabilité d’identifier les
états émis par une telle source grâce à des techniques numériques et analytiques. Nous
proposons aussi un protocole cryptographique de preuve de connaissance non-interactif
novateur qui utilise une telle source comme élément principal de sa preuve de sécurité.
Mots clés : informatique quantique, théorie de l’information, optimisation semi-
définie, cryptographie, identification, mesure, preuve de connaissance.
ABSTRACT
Distinguishability of states produced by a maximally uncorrelated quantum source
We define a maximally uncorrelated quantum source as an ensemble of quantum states,
each taken in a different base from a set of mutually unbiased basis and such that the
number of states equals the dimension of the space they live in. We explore upper
bounds on the probability of distinguishing such states using numerical and analytical
techniques. We also propose a novel cryptographic protocol for a non interactive proof
of knowledge in which such a source is used as the main technical tool for the security
proof.
Keywords: Quantum computing, Cryptography, Information Theory, Semidefinite
optimization, Distinguishability, measure, proof of knowledge.
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0.1 Notation
C Le corps des complexes
A,B, . . . Espace de Hilbert
α, β, . . . Sous-espace
A,B, . . . Opérateur
Hn Espace de Hilbert sur n qubits
1A Identité sur A
1n Identité surHn
|ψ〉 Vecteur (ket)
ρ Opérateur de densité
L(X ,Y) {A |A est une application linéaire de X vers Y}
L(X ) L(X ,X )
Ln,m L(Hm,Hn)
Ln L(Hn)
U(X ) {U ∈ L(X ) |U∗U = 1}
Her(X ) {A ∈ L(X ) |A = A∗}
Pos(X ) {P ∈ L(X ) | ∀|φ〉 ∈ X , 〈φ|P |φ〉 ≥ 0}.
D(X ) {A ∈ Pos(X ) | trA = 1}
σi Opérateurs de Pauli
Pn Ensemble des matrices de Pauli sur n qubits
Pˆn Groupe de Pauli sur n qubits
〈X, Y 〉 Produit scalaire de X et Y
trX Trace de X
X ⊗ Y Produit de Kronecker de X et Y
X⊗n Produit tensoriel n fois
X∗ Le transposé conjugué de X (adjoint)
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CHAPITRE 1
INTRODUCTION
La mécanique quantique est le modèle mathématique qui permet une description du
monde physique au niveau atomique et subatomique. Les prédictions qu’elle fait sont
souvent, il va sans dire, totalement contre-intuitives, voire étranges. En effet, certains
objets décrits par cette théorie possèdent un ensemble de caractéristiques n’ayant aucune
contrepartie classique et dont la nature est impossible à connaître en totalité. S’il est pos-
sible de déterminer parfaitement l’une des propriétés, la connaissance parfaite des autres
est physiquement impossible. L’exemple canonique de ce phénomène est le fameux prin-
cipe d’incertitude d’Heisenberg [17], assurant en quelque sorte qu’il n’est pas possible
de déterminer à la fois la position et l’impulsion d’un objet quantique avec une précision
arbitraire. Nous disons donc d’une part que ces observables sont incompatibles et que
leur connaissance mutuelle est complémentaire, et d’autre part que les sources qui les
produisent sont décorrélées. L’impossibilité d’identifier parfaitement un état quantique
de manière générale est à la base de la réputation ésotérique de la mécanique quantique.
Depuis les travaux d’Heisenberg, beaucoup de recherches ont été faites afin de com-
prendre les mécanismes sous-jacents à la complémentarité d’états et à ses conséquences.
L’étude des mesures d’identification d’états est un pilier de la théorie quantique et plus
récemment de la théorie de l’information quantique. Plusieurs approches sont étudiées
dans la littérature afin de caractériser la capacité à identifier un état aussi fidèlement
que possible, et ce, avec diverses stratégies. C’est toutefois un problème ouvert que de
trouver une forme analytique pour la mesure d’identification optimale pour un ensemble
d’états général.
Le but de ce mémoire est d’étudier la capacité d’un dispositif à discriminer des états
quantiques qui sont obtenus d’une source maximalement décorrélée au sens où elle pro-
duit un état par base d’un ensemble maximal de bases mutuellement non biaisées. Une
instance importante de ce problème que nous verrons est l’identification d’une source
qui produit avec probabilité uniforme un photon polarisé dans la base diagonale ou un
photon polarisé dans la base rectilinéaire. Nous commençons l’exposé avec un ensemble
de préliminaires mathématiques, puis nous présentons le problème d’identification d’une
source quantique ainsi que la définition formelle d’une source maximalement décorré-
lée. Nous présentons ensuite une application cryptographique d’une telle source qui en
justifie la définition. Le reste du travail présente les diverses pistes de solutions afin de
borner supérieurement la probabilité d’identification ainsi que les problèmes qui leur
sont associés. Nous donnons ainsi une borne inférieure sur l’entropie de l’état créé par
la source, une expression de la mesure optimale pour obtenir des résultats numériques
ainsi que la construction d’une mesure qui minimise l’erreur en moindre carré. Nous
comparons ensuite les résultats obtenus numériquement avec ce que nous connaissons
théoriquement ainsi que les prochaines directions de recherche.
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CHAPITRE 2
PRÉLIMINAIRES MATHÉMATIQUES
Dans cette section, nous présentons premièrement le formalisme mathématique de la
mécanique quantique utile pour la théorie de l’information quantique, tout en étant
conscients que ce formalisme ne fait qu’effleurer la profondeur du bagage théorique gé-
néral et sans trop se soucier de la justification physique des modèles décrits ci-dessous.
Nous montrons ensuite une construction des bases mutuellement non biaisés, qui fait
office de preuve d’existence et qui utilise l’ensemble des matrices de Pauli. La présenta-
tion faite ici est standard dans la littérature de la théorie de l’information quantique et se
retrouve dans des ouvrages tels [33] et [45] avec certains passages plus spécifiques pris
dans les notes du cours de John Watrous [43] et de Louis Salvail [38].
La théorie quantique est directement caractérisée par sa nature fondamentalement proba-
biliste et donne lieu à des conséquences étonnantes. Son développement est intimement
lié à l’évolution des mathématiques du 20e siècle, plus particulièrement en algèbre li-
néaire, en analyse fonctionnelle et en algèbre abstraite par les travaux de géants tels que
Von Neumann, Heisenberg, Dirac, Schrödinger, Pauli et Feynmann, pour n’en nommer
que quelques-uns.
2.1 Espaces de Hilbert
Le contexte général dans lequel nous travaillons est l’espace de Hilbert. Le corps dans
lequel nous faisons les calculs est C, le corps des nombres complexes. Pour z ∈ C, nous
notons z le conjugué complexe de z, c’est-à-dire que si z = x + iy, alors z = x − iy.
Nous tenons pour acquises les propriétés des espaces vectoriels.
Définition 2.1.1. (Espace de Hilbert)
Nous appelons espace de Hilbert, noté généralement H ou bien A,B, . . . un espace
vectoriel sur le corps des complexes muni d’un produit scalaire. Les éléments deH sont
appelés vecteurs. Nous ne considérons généralement que des espaces de dimensions
finis.
Nous noterons les éléments ϕ de H avec la notation de Dirac. Un ket |ϕ〉 est un vecteur
colonne et un bra 〈ϕ| est une fonctionnelle linéaire surH, que nous prendrons comme le
transposé conjugué complexe du ket 〈ϕ| = |ϕ〉∗, donc un vecteur ligne. Cette notation est
très utile. On exprime ainsi par exemple le produit scalaire euclidien de façon naturelle :
〈ψ|φ〉 =
(
α1 . . . αn
)
β1
...
βn
 =
n∑
i=1
αiβi
On dit qu’une base ou plus généralement un ensemble k de vecteurs {|x1〉, . . . , |xk〉} est
orthonormée si ∀i, j
|〈xi|xj〉| = δi,j
où δi,j est le delta de Kronecker.
Nous notons les ensembles d’opérateurs importants suivants :
• L(X ,Y) = {A |A est une application linéaire de X vers Y}
• L(X ) = L(X ,X ),
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• Ln,m = L(Hm,Hn),
• Ln = L(Hn).
• U(X ) = {U ∈ L(X ) |U∗U = 1}. On dit que U est unitaire.
• Her(X ) = {A ∈ L(X ) |A = A∗}. On dit que A est hermitien.
• Pos(X ) = {P ∈ L(X ) | ∀|φ〉 ∈ X , 〈φ|P |φ〉 ≥ 0}. On dit alors que P est positif
ou semi-défini positif. Si 〈φ|P |φ〉 > 0, alors P est dit défini positif.
• D(X ) = {A ∈ Pos(X ) | trA = 1}. A est un opérateur de densité.
• On dit que P ∈ L(X ) est un projecteur si P 2 = P .
• On dit que A est normal si AA∗ = A∗A.
On peut voir que les opérateurs hermitiens, unitaires et positifs sont tous normaux. Ces
opérateurs sont omniprésents en mécanique quantique et possèdent des propriétés im-
portantes que nous verrons.
Définition 2.1.2. (Équivalence unitaire) Soit A,B ∈ Ln, on dit que A et B sont des
opérateurs unitairement équivalents s’il existe U ∈ U(Ln) tel que
A = UBU∗
C’est une relation d’équivalence car elle est symétrique, réflexive et transitive.
Si A est unitairement équivalent à une matrice diagonale D dont les seules entrées non
nulles sont sur la diagonale, alors on dit que A est unitairement diagonalisable.
Définition 2.1.3. (Valeur et vecteur propre) Soit A ∈ Ln, s’il existe un nombre λ ∈ C et
un vecteur |ψ〉 ∈ Hn tel que A|ψ〉 = λ|ψ〉, alors on dit que λ est une valeur propre de A
et que |ψ〉 est un vecteur propre de A associé à λ.
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Théorème 2.1.1. (Théorème spectral) A est un opérateur normal si et seulement si A
est unitairement diagonalisable. Alors A = UDU∗ et les éléments de D sont les valeurs
propres de A, les vecteurs colonnes de U sont les vecteurs propres de A et ils sont
orthonormés.
Définition 2.1.4. (Commutateur) SoientA,B ∈ Ln, nous appelons respectivement com-
mutateur et anticommutateur les opérations
[A,B] = AB −BA et {A,B} = AB +BA .
Nous disons aussi que A,B commutent si [A,B] = 0 et anticommutent si {A,B} = 0.
Théorème 2.1.2. Soit {Ai}i ∈ Ln une famille de matrices diagonalisables, alors ces
matrices sont diagonalisables dans la même base (partagent les mêmes sous-espaces
propres) si et seulement si elles commutent 2 à 2.
2.2 États quantiques
Un état quantique vit dans un espace de Hilbert. L’état quantique est fait une représen-
tation mathématique de l’état d’un objet dont le comportement est régi par les lois de
la mécanique quantique. On associe à un objet ou système quantique S un espace de
Hilbert S de même dimension n que le nombre de degrés de liberté de S.
Définition 2.2.1. On appelle état pur du système (traditionnellement nommé fonction
d’onde) un vecteur |ψ〉 ∈ S normalisé, c.-à-d. tel que 〈ψ|ψ〉 = 1. SoitB = {|x1〉, . . . , |xn〉}
une base de S, on représente |ψ〉 dans la base B de la manière suivante :
|ψ〉 =
n∑
i=1
γi|xi〉 ,
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où γi ∈ C sont les amplitudes en i et
∑n
i=1 |γi|2 = 1. On dit que |ψ〉, exprimé dans la
base b, est en superposition des états (vecteurs) de cette base.
Par exemple,
|+〉 = 1√
2
|0〉+ 1√
2
|1〉 et
|−〉 = 1√
2
|0〉 − 1√
2
|1〉
sont des états quantiques en superposition des états de la base calculatoire :
|0〉 =
1
0
 et |1〉 =
0
1
 .
Tout vecteur qui s’écrit |ψ〉 = α|0〉 + β|1〉 et tel que |α|2 + |β|2 = 1 est appelé qubit et
est le pendant quantique d’un bit b ∈ {0, 1} classique avec la propriété supplémentaire
de superposition. Si l’on mesure l’état dans la base calculatoire, on obtient le résultat |0〉
avec probabilité |α|2 et le résultat |1〉 avec probabilité |β|2.
Plus généralement, soient |φ〉 et |γ〉 des états arbitraires, alors on appelle fidélité la quan-
tité : |〈φ|γ〉| ∈ [0, 1], parfois aussi dite chevauchement, car |〈φ|γ〉|2 représente la proba-
bilité que l’état |γ〉 se fasse passer pour l’état |φ〉.
Une manière plus générale de représenter un état est de considérer un opérateur de den-
sité :
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ρ ∈ D(S) ,
où comme on l’a déjà vu
D(S) = {A ∈ Pos(S) | trA = 1} .
Ce type d’opérateur capture l’idée d’un mélange statistique. On dit que ρ ∈ D(S) est
pur si ρ2 = ρ, c’est-à-dire qu’il s’écrit comme produit externe |ψ〉〈ψ| pour un état pur
|ψ〉. Nous disons d’un état qui n’est pas pur, ou dont la nature n’est pas spécifiée, qu’il
est mixte.
Soit P = (pi, ρi)
n
i=1 une distribution de probabilité sur les états ρi, c’est-à-dire que
pi ∈ [0, 1],
∑
i pi = 1 et P : D(X )→ [0, 1] est une fonction qui associe à un état ρi une
probabilité pi, alors l’opérateur de densité suivant est un état mixte :
σ =
n∑
i=1
piρi ∈ D(S) .
C’est la forme la plus générale d’un état quantique. On peut en principe associer à tout
opérateur de densité un système quantique correspondant et vice-versa. Il y a donc une
équivalence entre le formalisme mathématique et le monde physique.
Soit U(S) = {U ∈ L(S) |U∗U = 1} l’ensemble des opérateurs unitaires. Les trans-
formations valides pour un système quantique sont représentées mathématiquement par
des opérateurs de U(S). On appelle transformation unitaire toute transformation linéaire
T : S → S telle qu’il existe U ∈ U(S) de sorte que T (|ψ〉) = U |ψ〉. Toute transfor-
mation unitaire est aussi une évolution valide d’un système quantique. L’ensemble de
ces transformations forme un groupe sous la composition (multiplication matricielle) ;
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elles sont toutes composables et inversibles : L’inverse d’un opérateur unitaire U est
évidemment U∗ et pour tout U et V ∈ U(S), on vérifie facilement que UV ∈ U(S).
L’équivalent d’une transformation unitaire sur un opérateur de densité ρ ∈ D(X ) est la
conjugaison T (ρ) = UρU∗.
En termes mathématiques, un opérateur de densité ρ peut être interprété comme un objet
auquel on peut appliquer un autre objet Mx afin d’en extraire une distribution de pro-
babilité pour un ensemble X de valeurs x. Nous appelons ce processus une mesure sur
ρ.
Soit ρ ∈ D(S), une mesure sur ρ est l’interaction entre un appareil de mesure et le
système considéré. On appelle observable un opérateur hermitien O qui agit d’une telle
manière sur le système observé. Par hermicité, un observable possède une décomposition
spectrale :
O =
∑
i
λiPi ,
avec les Pi des projecteurs sur l’espace propre associé à la valeur propre λi de O. On dit
que le résultat de la mesure est la valeur «classique» i qui est obtenue avec probabilité
p(i) = tr{Piρ} .
On appelle l’ensemble {Pi}i une mesure projective ou mesure de Von Neumann et la
règle qui associe les probabilités aux valeurs propres de l’observable est la règle de Born.
Par les propriétés de la décomposition spectrale, les Pi obtenus ainsi sont nécessairement
orthogonaux (ou peuvent facilement le devenir par le procédé de Gram-Schmidt si la
multiplicité des valeurs propres est plus grande que 1), et donc le nombre de résultats
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possibles pour une mesure projective est inférieur ou égal à la dimension de l’espace
considéré.
On considère une forme de mesure plus générale et très utile car elle caractérise l’en-
semble des mesures physiquement réalisables, appelée POVM («Positive Operator Va-
lued Measure»). Tout ensemble {Mm} tel que Mm ∈ Pos(S) (c.-à-d. Mm ≥ 0) et
∑
m
Mm = 1S
est un POVM et constitue une mesure valide du système. On peut montrer que ces me-
sures sont équivalentes aux mesures projectives en joignant des systèmes auxiliaires et
en faisant une mesure projective sur les systèmes combinés, mais nous tenons subsé-
quemment pour acquis le formalisme de POVM. Voir [33] pour une introduction.
Comme un état quantique est confiné dans son espace de Hilbert, il est naturel de consi-
dérer la description mathématique de systèmes conjoints dans un produit de chacun de
leur espace respectif, qu’on appelle produit tensoriel.
Exemple 2.2.1. (EspaceHn = (C2)⊗n de n qubits.)
On considère l’espace qui contient n qubits distincts. Soit x ∈ {0, 1}n, on note |x〉 ∈ Hn
le produit tensoriel de n qubits. Par exemple, |0〉⊗|1〉 est noté |01〉. On voit naturellement
que dim(Hn) = 2n.
De la même manière qu’on puisse joindre deux espaces pour décrire le comportement
conjoint de deux systèmes, on peut obtenir le comportement isolé d’un sous système.
Définition 2.2.2. Soit A et B deux systèmes quantiques, avec espace de Hilbert respec-
tifs A et B. Alors l’unique opérateur
trA : L(A⊗ B)→ L(B)
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tel que pour tout opérateur ρAB = ρA ⊗ ρB ∈ L(A⊗ B),
trA ρ
AB = ρB tr ρA
est appelé trace partielle sur A.
Exemple 2.2.2. Les états suivants sont appelés états de Bell ou paires EPR :
∣∣ψ+〉 = 1√
2
(|01〉+ |10〉)∣∣ψ−〉 = 1√
2
(|01〉 − |10〉)∣∣φ+〉 = 1√
2
(|00〉+ |11〉)∣∣φ−〉 = 1√
2
(|00〉 − |11〉)
et possèdent les propriétés suivantes :
• Ils sont intriqués, c’est-à-dire qu’ils ne peuvent pas s’écrire comme le produit ten-
soriel de deux états purs.
• Les deux premiers sont parfaitement anti-corrélés. La mesure dans la même base
des deux qubits donne toujours des résultats opposés.
• Les deux derniers sont parfaitement corrélés. La mesure dans la même base des
deux qubits donne toujours des résultats identiques.
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2.3 Bases mutuellement non biaisées
Nous présentons ici la construction des bases mutuellement non biaisées (BMNB) pour
n qubits qui fait également office de preuve constructive. Nous donnons d’abord une pré-
sentation générale sur les propriétés des BMNB, puis après avoir introduit les matrices
de Pauli, nous les utiliserons pour construire explicitement les BMNB deHn.
Définition 2.3.1. SoitH un espace de Hilbert. Un ensemble de bases orthonormées {Bi}
de H, avec |xi〉 ∈ Bi et |yi′〉 ∈ Bi′ , est un ensemble de bases mutuellement non biaisées
si
i 6= i′, ⇒ |〈xi|yi′〉|2 = 1
d
et
i = i′, ⇒ |〈xi|yi′〉|2 = δx,y
avec d la dimension deH.
L’interprétation opérationnelle de ces ensembles est que si un état est parfaitement dé-
terminé dans l’une des bases, le résultat d’une mesure dans n’importe quelle autre des
bases de l’ensemble est parfaitement aléatoire. Un exemple d’ensemble de BMNB en
dimension 2 est l’ensemble des vecteurs propres des matrices de Pauli.
Pour un espace de Hilbert de dimension d, un opérateur de densité ρ est déterminé par
d2 − 1 nombres réels, alors que la mesure dans une base donnée fournit d − 1 proba-
bilités indépendantes. On a donc besoin de mesurer dans d + 1 bases différentes afin
de spécifier entièrement ρ. Il a été montré que l’ensemble des bases qui maximise l’in-
férence, par la tomographie, d’un opérateur de densité quelconque est un ensemble de
bases mutuellement non-biaisées [22], [23] et [46].
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Les ensembles de BMNB sont aussi, paradoxalement peut-être, maximalement incom-
patibles au sens où ils maximisent les relations d’incertitude ; si on prépare un état dans
l’une des bases, la mesure dans une autre base nous donnera un résultat parfaitement
aléatoire. C’est une manifestation plus générale du principe d’incertitude d’Heisenberg
pour la position et l’impulsion. Un compte rendu éclairant des propriétés des relations
d’incertitude en théorie de l’information sur les bases mutuellement non-biaisées est
donné dans [44]. L’une des utilisations les plus célèbres est sans doute dans le protocole
de distribution de clé BB84 [6].
On utilise, sans le montrer, le fait qu’il existe un ensemble de d+ 1 BMNB pour tout es-
pace de Hilbert de dimension d = pm où p est un nombre premier. Ivanovic´ à montré que
ce nombre est atteint pour une dimension première [22] et le cas pour une puissance d’un
nombre premier est donné par Wootters et Fields [46]. Ce nombre d + 1 est aussi maxi-
mal ; il ne peut y en avoir plus. Il existe en fait une construction explicite simple d’un
ensemble de bases mutuellement non biaisées pour l’espace Hn sur n qubits que nous
présentons et qui est donnée entre autres dans [29],[37] et [25] avec un partitionnement
adéquat des matrices de Pauli Pn. La preuve de correspondance entre les ensembles de
bases unitaires maximalement commutantes et les bases mutuellement non biaisées indi-
quées est inspirée de [29] et est un cas particulier de la preuve plus générale du théorème
ci-dessous pris dans [2]. Une construction plus générale pour pm arbitraire est donnée
par [27] avec l’application de la transformée de Fourier finie ou via la théorie de Galois
dans [26].
Définition 2.3.2. Une base unitaire maximalement commutante pour un espace de Hil-
bert X de dimension d est un ensemble M = {u1, . . . , ud2} de matrices unitaires conte-
nant l’identité, qui est une base de L(X ) et qui peut être partitionné en M = 1X ∪
C1 ∪ . . . Cd+1 de d + 1 sous-ensembles disjoints Cj contenant chacun d − 1 opérateurs
commutants.
Théorème 2.3.1. Une base unitaire orthogonale maximalement commutante définit un
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ensemble complet de d + 1 BMNB. Ces bases sont constituées des vecteurs propres qui
diagonalisent chaque sous-ensemble commutant Ci de la partition M .
Nous n’incluons pas la preuve de ce théorème, mais nous allons l’utiliser pour montrer
la construction des bases pour l’espaceHn sur n qubits.
2.3.1 Matrices de Pauli sur n qubits
Un ensemble d’opérateurs particulièrement important et omniprésent dans la théorie
quantique est appelé groupe de Pauli et est construit à partir d’un ensemble particulier
de matrices. Pour plus de détails, voir le livre de Nielsen et Chuang [33].
Définition 2.3.3. Les trois matrices suivantes sont appelées matrices de spin de Pauli.
{
σz =
1 0
0 −1
 , σx =
0 1
1 0
 , σy =
 0 i
−i 0
} .
Ces opérateurs sont hermitiens, unitaires et normaux, mais il est facile de voir qu’ils ne
sont pas positifs.
On a que la base de calcul B+ = {|0〉, |1〉} est constituée des vecteurs propres de σz dont
|0〉 à valeurs propres 1 et |1〉 à valeur propre −1, et la base diagonale B× = {|+〉, |−〉}
est constituée des vecteurs propres de σx avec valeurs propres respectives 1 et −1 de la
même manière. Les vecteurs propres de σy sont :
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|〉 = 1√
2
= (|0〉+ i|1〉)
|	〉 = 1√
2
= (|0〉 − i|1〉) .
et forment une autre base de l’espaceH1 = C2, appelée la base circulaire.
Une propriété remarquable de cet ensemble est qu’il forme une base de l’espace des
matrices unitaires sur un qubit. C’est-à-dire que n’importe quel opérateur X ∈ U(C2)
s’écrit comme combinaire linéaire unique des matrices de Pauli avec coefficient dans C.
Nous allons maintenant généraliser ces propriétés pour n qubits.
Définition 2.3.4. Nous pouvons renommer les matrices avec indices σ1 = σx, σ2 =
σy, σ3 = σz, . Si l’on ajoute l’identité σ0 = 12 à l’ensemble des matrices de Pauli, alors
on appelle groupe de Pauli l’ensemble :
P = {ijσk}j,k ,
avec j = 0, 1, 2, 3 et k = 0, 1, 2, 3 muni de la multiplication matricielle.
Il est simple de voir que cet ensemble est fermé sous la multiplication, que chaque ma-
trice est auto-inverse (à un multiple de ik près) et que l’ordre du groupe des 16. On
remarque de plus les relations de commutation suivantes qui caractérisent les éléments
de cet ensemble :
[σ1, σ2] = 2iσ3 [σ1, σ3] = 2iσ2 [σ2, σ3] = 2iσ1
{σ1, σ2} = 02 {σ1, σ3} = 02 {σ2, σ3} = 02 ,
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On a de plus l’importante relation :
σ2i = σ0 .
Définition 2.3.5. On nomme groupe de Pauli sur n qubits l’ensemble
Pˆn =
{
ij
n⊗
l=1
σk,l
}
i,j
.
Si l’on ne considère pas la phase, c’est-à-dire le nombre complexe ij de norme 1 devant
l’opérateur, nous retrouvons l’ensemble connu sous le nom de matrices de Pauli sur
n qubits qu’on note Pn. Cet ensemble constitue une base orthogonale de l’espace des
matrices unitaires agissantes sur n qubits et est unique à une transformation unitaire
près. Les matrices de Pauli possèdent toutes {−1, 1} comme valeurs propres, chacune
de multiplicité 2
n
2
et elles ont une trace nulle, sauf la matrice identité.
2.3.2 Construction des BMNB pourHn
La construction se fait en 2 parties. On montre premièrement que l’ensemble des 4n − 1
matrices de Pauli sur n qubits, c’est-à-dire Pn \{1n}, peut bien être partitionné en 2n+1
ensembles de 2n−1 matrices commutantes, puis on utilise une telle partition pour obtenir
un unique choix de BMNB.
Pour la première partie, on utilise l’existence, prouvée par Wootters [46], d’un ensemble
de 2n + 1 BMNB noté {BA}A=0,...,2n . Soit
PAα = |αA〉〈αA|
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le projecteur sur l’élément |α〉 de la base BA. Alors on définit un ensemble d’opérateurs
OAa par leur décomposition spectrale :
OAa =
2n−1∑
α=0
λa,αP
A
α ,
où {λa,α}a,α est le spectre deOAa que l’on peut voir comme les éléments dans une matrice
Λ = (λa,α) de dimension 2n × 2n, où toutes les lignes sont orthogonales et constituées
d’un nombre égal de 1 et −1, sauf une rangée entièrement constituée de 1. Un exemple
d’une telle matrice est la famille des matrices d’Hadamard :
Hn = H
⊗n où H =
1 1
1 −1
 .
Mais le choix ne s’y limite pas. Toute permutation des colonnes pourrait satisfaire. On
choisit de plus pour tout A, OA0 = 1n, ce qui sera utile plus tard. De cette manière on
obtient l’identité suivante :
ΛPA = OA ,
où
PA =

PA0
PA1
...
PA2n−1
 et OA =

OA0
OA1
...
OA2n−1
 .
Remarquons que l’équation est inversible car Λ est construite inversible. De cette ma-
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nière, on obtient 2n + 1 ensembles de 2n − 1 opérateurs OAa (si l’on ne compte pas
l’identité OA0 ) indicés par A et où chaque ensemble d’opérateurs possède une base de
vecteurs propres commune (donc tous les opérateurs y commutent) avec valeurs propres
1 et −1. Ces sous-ensembles sont orthogonaux :
tr{OAaOBb } =
∑
α,β
λa,αλb,β tr{PAα PBβ } ,
tr{OAaOAb } =
∑
α
λa,αλb,α = 2
nδab .
et tous les opérateurs sont de trace nulle sauf OA0 . Ils sont donc unitairement équivalents
à l’ensemble des matrices de Pauli.
Nous venons de montrer que l’existence de 2n + 1 bases mutuellement non biaisées est
équivalente à l’existence de 2n + 1 sous-ensembles commutant de matrices de Pauli. La
deuxième partie de la preuve nous montre qu’on obtient, de n’importe quel partitionne-
ment des matrices de Pauli en 2n + 1 sous-ensembles de 2n − 1 matrices commutantes,
un ensemble maximal de BMNB, complétant la correspondance.
Soit A = {OA1 , . . . OA2n−1} une telle partition. Tous les opérateurs de A possèdent une
base de vecteurs propres conjoints. Notons {|αA〉}α cette base et λa,α leurs valeurs
propres associées. Par les propriétés connues des matrices de Pauli, on sait que le spectre
de chaque OAa est constitué d’un nombre égal de 1 et −1 et que ces matrices sont ortho-
gonales. En ajoutant l’opérateur OA0 , on peut construire une matrice de la même forme
que Λ plus haut.
Soit ε = Λ√
2n
, on voit facilement que cette matrice est orthogonale. On peut donc inverser
l’équation ΛPA = OA et en reprenant la notation de projecteurs, toutes les matrices de
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A peuvent être représentées de la manière suivante :
PAα = 2
−n
2n−1∑
α=0
OAa ,
où OA0 = 1n. On obtient ainsi 2
n + 1 bases mutuellement non biaisées car si A 6= B,
tr{PAα PBβ } = 2−2n tr
{(
1n +
∑
a6=0
λα,aO
A
a
)(
1n +
∑
b6=0
λβ,bO
B
b
)}
= 2−n + 2−2n
∑
a6=0
∑
b 6=0
λα,aλβ,b tr
{
OAaO
B
b
}
et la partie de droite s’annule. Si A = B, l’équation devient
tr{PAα PAβ } = 2−n
∑
a
λα,aλβ,a
= δαβ ,
ce qui définit bien un ensemble de bases mutuellement non biaisées. Le défi qui reste ici
est de trouver un ordre adéquat des colonnes de la matrice Λ pour chaque sous-ensemble
de matrices de Pauli qui donne les bonnes combinaisons linéaires de vecteurs propres.
Ceci n’est pas évident bien que ce soit toujours possible.
On donne un exemple pour 2 qubits. On trouve premièrement une partition adéquate des
matrices de Pauli, puis on trouve une base de l’espace propre pour un des sous-ensembles
obtenus. Afin de simplifier la notation, nous allons écrire (ab) pour représenter σa ⊗ σb
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avec σi = 1. Voici une partition valide, c’est-à-dire que pour chaque Mi ⊂ P2, les
éléments de Mi commutent.
M0 = {(zi), (iz), (zz)}
M1 = {(xi), (iy), (xy)}
M2 = {(yi), (ix), (yx)}
M3 = {(yy), (zx), (xz)}
M4 = {(xx), (yz), (zy)} .
En utilisant la matrice
Λ = H ⊗H = 1
4

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 ,
on obtient par exemple la base d’indice 0 qui correspond à la base de calcul.
1
4

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


1 ⊗ 1
σz ⊗ 1
1 ⊗ σz
σz ⊗ σz
 =

P 00
P 01
P 02
P 03
 .
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En prenant un élément arbitraire :
P 03 =
1
4
(1 ⊗ 1 − σz ⊗ 1 − 1 ⊗ σz + σz ⊗ σz)
=

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

= |11〉〈11| .
On peut ainsi de suite obtenir un ensemble de bases mutuellement non biaisées pour n
qubits.
2.4 Théorie de l’information
La théorie de l’information s’intéresse à quantifier des limites précises pour des tâches
opérationnelles. Les outils développés répondent donc à des besoins spécifiques et sont
définis en fonction de ces besoins.
La nature opérationnelle des quantités définies par la théorie de l’information implique
que celles-ci sont beaucoup plus compréhensibles lorsque mises en situation. Nous intro-
duisons donc deux personnages, Alice et Bob, qui veulent communiquer d’une certaine
manière. Supposons par exemple qu’Alice détienne une information sous la forme d’une
variable aléatoire X qui prend valeur dans un ensemble fini i = 1, . . . , n et qu’elle sou-
haite transmettre cette information à Bob. Les tâches typiques de la théorie de l’informa-
tion sont donc, par exemple, la compression de cette information et la transmission sur
un canal bruité ou l’encodage-décodage de manière à éviter les erreurs ou l’obfuscation
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de l’information. Nous nous intéressons dans ce mémoire à la capacité de Bob à déco-
der l’information qu’Alice lui envoie dans un encodage quantique donné. Définissons
quelques quantités utiles.
En pratique, on peut définir un message comme étant une suite de symboles pris d’un
alphabet X = {x1, . . . xn}. On peut supposer sans perte de généralité que chaque sym-
bole du message a une probabilité indépendante p(xi) ∈ [0, 1] d’apparaître, telle que∑
i p(xi) = 1.
2.4.1 Entropie de Shannon
Définition 2.4.1 (Entropie de Shannon [39]). Soit X = {(xi, pi)}ni=1 une variable aléa-
toire, alors la quantité suivante est appelée Entropie de Shannon de X .
H(X) := H(p1, . . . , pn) = −
∑
i
pi lg pi
= E[− log p(x)]
Le logarithme est pris en base 2 et l’entropie d’une variable quantifie ainsi en bits (binary
digits) l’information que l’on obtient lorsqu’on apprend le résultat d’une expérience de
la variable aléatoire X (un symbole de l’alphabet). De manière équivalente, c’est la
quantité d’incertitude en moyenne qu’on a sur la valeur deX avant la réception ou encore
la quantité de bits nécessaire pour communiquer parfaitement la nature de la variable
aléatoire. C’est cette idée sur l’équivalence incertitude-information qu’a eue Shannon et
qui fut le point de départ de toute la théorie de l’information. La deuxième égalité est
interprétée comme étant l’espérance de la surprise, s(xi) = − log p(xi), associé à la
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réalisation de xi. On remarque que l’entropie est indépendante des événements. Elle ne
prend en compte que leurs probabilités associées.
Deux cas particuliers de variable aléatoire sont à considérer pour l’interprétation de me-
sures entropiques. Le cas où H(X) = 0 et où H(X) = log n. Si H(X) = 0, alors
la variable aléatoire X ne possède qu’un seul événement x1 qui arrive avec probabilité
p1 = 1. Il n’existe aucune surprise et on n’a besoin d’aucune information pour décrire la
variable ;
H(1, 0, . . . , 0) = 0
Si H(X) = log n, alors chaque symbole a probabilité égale et il faut log n bits pour en
spécifier une occurrence. On a
H(X) = H(
1
n
, . . . ,
1
n
)
On peut facilement généraliser cette quantité pour les variables aléatoires conjointes ;
soientX et Y deux variables aléatoires,H(X, Y ) est l’entropie de la distribution conjointe
de X et Y définie de la même manière :
H(X, Y ) = E[s(x, y)]
On définie aussi naturellement l’entropie conditionnelle qui quantifie l’incertitude sur X
conditionnellement à la connaissance de Y ou le nombre de bits additionels par symbole
nécessaire pour spécifier X et Y lorsque seulement Y est connu.
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H(X|Y ) := H(X, Y )−H(Y )
= E[s(x|y)]
Pour plus d’informations et les justifications de ces définitions, voir le livre de Cover et
Thomas [8].
2.4.2 Entropie de Rényi
L’entropie de Shannon n’est utile que lorsque nous avons accès à un grand nombre de
copies d’un message car elle calcul l’incertitude en moyenne, de là la caractérisation
asymptotique mentionnée plus haut. Une mesure plus générale d’information est donnée
par Rényi [36] sous la forme suivante :
Définition 2.4.2. Soit X = {(xi, pi)}ni=1 une variable aléatoire et α ∈ [0, 1) ∪ (1,∞) ,
alors la quantité suivante est appelée entropie de Rényi d’orde α de X .
Hα(X) =
1
1− α log
(
n∑
i=1
pαi
)
.
Comme pour l’entropie de Shannon, le logarithme est en base 2 car la quantité mesure
des bits. Cette mesure, paramétrée par α ∈ [0, 1)∪ (1,∞), est une fonction décroissante
en α. On remarque 3 cas particuliers qui sont intéressant, soit lorsque α → 1, α = 2 et
α→∞.
On peut montrer grâce à la rêgle de l’Hôpital que limα→1Hα(X) = H(X), l’entropie
de Shannon. L’entropie de Rényi d’ordre 2 est appelée entropie de collision :
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H2(X) = − log
(
n∑
i=1
p2i
)
= − log p(X = Y ) ,
où X et Y sont deux variables aléatoires indépendantes et identiquement distribuées.
Le cas où α→∞ est appelé min-entropie :
H∞(X) = min
i
[− log pi] = − log max
i
pi .
Cette quantité caractérise la meilleure chance de deviner la valeur de X . On peut aussi
facilement montrer que
log n ≥ H1(X) ≥ H2(X) ≥ H∞(X) .
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CHAPITRE 3
LE PROBLÈME D’IDENTIFICATION D’ÉTATS QUANTIQUES
Étant donné que des états non orthogonaux ne peuvent être distingués parfaitement, le
problème qui consiste à trouver une mesure pour discriminer un état parmi un ensemble
fini d’états non orthogonaux est fondamental pour plusieurs applications de la mécanique
quantique [20][18] et a récemment pris de l’importance avec l’arrivée des technologies
de la cryptographie quantique [13]. A cette fin, plusieurs stratégies existent dans le but de
minimiser l’erreur d’estimation qui dépendent de la façon dont on formule le problème
d’identification et de l’information connue a priori [3].
3.1 Identification des états produits par une source quantique
Dans cette section, nous définissons en premier lieu ce qu’est une source quantique
puis nous voyons la formulation formelle du problème d’identification générale dans
un contexte d’optimisation et nous montrons ensuite un exemple instructif d’une telle
source qui nous servira à des fins d’analyse. Nous présentons ensuite la source maxi-
malement décorrélée, laquelle constitue le cœur du problème de ce mémoire, puis nous
voyons un exemple d’application cryptographique qui en motive l’étude.
Définition 3.1.1. Une source quantique dans le contexte de la théorie de l’information
est n’importe quel processus qui produit un état quantique |ψi〉 parmi un ensemble fini
d’états {|ψx〉}x∈X selon une variable aléatoire x ∈ X := {0, 1}n afin de transmettre
cet état sur un canal pour qu’il soit détecté par un appareil de mesure qui en extrait une
valeur classique y ∈ Y := {0, 1}n. À une source S est donc associée une description
mathématique sous forme d’un ensemble EX = {(px, |ψx〉)}x∈X .
Une source ayant une interprétation opérationnelle, on utilisera de manière équivalente
la description opérationnelle de la source S et sa description mathématique EX , cette
dernière étant utilisée plus couramment dans la littérature de la mécanique quantique.
Le problème d’identification est traditionnellement énoncé sous forme d’un jeu entre
Alice et Bob : soit {|ϕ1〉, . . . , |ϕn〉} un ensemble d’états quantiques. La source (Alice)
choisit un indice i ∈ I = {1, . . . , n} avec probabilité pi, puis elle envoie l’état |ϕi〉 à Bob
à l’aide d’un canal quantique. La tâche de ce dernier est de déterminer la valeur de la
variable aléatoire, c’est-à-dire de retrouver i en mesurant l’état de la meilleure manière
possible, ce que nous définissons ci-dessous.
Définition 3.1.2. Soit x ∈ X une variable aléatoire prenant valeur dans un ensemble fini
X et soit {|ψx〉}x∈X une collection d’états purs d’un espace de Hilbert X . On construit
alors l’opérateur de densité associé à l’ensemble EX = {(px, |ψx〉)}x∈X :
ρ =
∑
x∈X
px|ψx〉〈ψx| .
Le problème d’identification que nous considérons consiste à minimiser l’erreur d’iden-
tification, c’est-à-dire de maximiser la probabilité de retrouver la valeur classique x ∈ X
à partir d’une certaine mesure, définie par un ensemble d’opérateurs de mesureMx =
{Mx}x∈X , appliquée sur ρ ∈ D(X ). Si on appelle probabilité de succès la probabilité
d’identifier x, noté pMXsucc (S) pour une mesureMX et une source S, alors on peut écrire
le problème sous forme d’optimisation de la manière suivante :
poptsucc(S) = maxMX∈POVM(X )
{
pMXsucc (S)
}
,
où
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pMXsucc (S) =
∑
x∈X
px Pr
(
obtenir le résultat x | l’état est |ψx〉
)
=
∑
x∈X
px tr{Mx|ψx〉〈ψx|} .
Le problème d’identification est donc celui de trouver une mesure satisfaisant poptsucc(S),
mais nous nous intéressons aussi à trouver une borne supérieure aussi petite que possible
sur cette quantité.
Il n’existe pas de méthode analytique connue pour résoudre le problème et plusieurs stra-
tégies ont été utilisées de manière ingénieuse dans la littérature afin d’obtenir des bornes
inférieures et supérieures intéressantes sur cette probabilité [42] [30]. Nous connais-
sons des conditions suffisantes pour qu’une telle mesure soit satisfaite, mais nous igno-
rons comment la trouver excepté dans certains cas particuliers [19] [47]. Il existe aussi
d’autres stratégies, par exemple si l’on permet à Bob de s’abstenir de répondre lorsqu’il
est incertain ou bien de minimiser l’erreur au sens des moindres carrés [15], [34]. Nous
verrons cette dernière plus en profondeur ainsi que son lien avec la formulation donné
ci-haut.
Définition 3.1.3. On dit d’une source S quelle est τ -décorrélée si, pour toute paire
d’états produits par la source, le produit scalaire au carré des états est constant et égal à
τ .
Plus précisément, une source S qui produit l’ensemble EX = {(px, |ψx〉)}x∈X est τ -
décorrélée si ∀x 6= x′,
|〈ψx|ψx′〉|2 = τ .
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Un cas particulièrement intéressant que nous verrons plus en détail est lorsque τ = 1
d
et
#X = d où d est la dimension de l’espace.
3.2 Source uniforme maximalement décorrélée
La source que nous définissons ici est un cas particulier d’une source 1
d
-décorrélée où les
états produits sont pris dans un ensemble de bases mutuellement non biaisées.
Définition 3.2.1. Soit A = {1, . . . , 2n} et c : A → {0, 1}n une fonction arbitraire qui
à a, associe c(a). Alors une source maximalement décorrélée Sc déterminée par c est
définie comme un ensemble Ec = {(2−n, |c(a)〉}a∈A qui produit des états quantiques
|c(a)〉 de n qubits pris chacun dans une base d’indice a d’un ensemble B = {Ba}a∈A de
2n bases mutuellement non biaisés avec probabilité uniforme.
Cette source définit donc un opérateur de densité :
ρc =
1
2n
∑
a∈A
|c(a)〉〈c(a)| .
La fonction c qui à une base Ba ∈ B associe l’élément |c(a)〉 ∈ Ba est appelée fonction
défi, est sous le contrôle de la source et connue de Bob. De cette manière, chaque base est
représentée par un seul élément et nous disons de cette source qu’elle est maximalement
décorrélée premièrement parce qu’une mesure qui détermine parfaitement un état dans
l’une de ces bases est parfaitement décorrélée avec toute mesure effectuée dans n’im-
porte quelle autre base de B, puis deuxièmement parce qu’elle choisit les bases parmi
l’ensemble avec probabilité uniforme.
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Dans ce mémoire, on s’intéresse à une distribution de probabilité uniforme sur les bases,
mais les résultats pour des probabilités p(a) se généralisent à une distribution quel-
conque. On laisse de plus la fonction c complètement arbitraire, mais connue publi-
quement, sous le contrôle de la source, afin de trouver des résultats aussi généraux que
possible.
Exemple 3.2.1. Un exemple classique d’une telle source est le suivant. Soit une source
S0 qui produit avec probabilité 12 l’état |0〉 ou bien l’état |+〉. Il est facile de montrer que
la meilleure mesure pour distinguer ces états donne poptsucc(S) = cos
2(pi
8
).
Nous voyons dans la section suivante en quoi une telle source est utile. Nous présentons
un protocole de preuve de connaissance à témoins dont la preuve de sécurité en dépend.
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CHAPITRE 4
APPLICATION CRYPTOGRAPHIQUE D’UNE SOURCE QUANTIQUE
MAXIMALEMENT DÉCORRÉLÉE
Les sources maximalement décorrélées étant intimement liées aux bases mutuellement
non biaisées peuvent servir dans plusieurs applications. Un exemple bien connu est la
capacité à distinguer les états |0〉 et |+〉 ou encore |1〉 et |−〉 dans le protocole de distri-
bution de clé BB84 [6].
Nous montrons ici une application nouvelle d’une telle source comme élément principal
de la sécurité d’un protocole qui permet d’instancier l’heuristique de Fiat-Shamir pour
un Σ-protocole arbitraire. Nous présentons d’abord de manière informelle la notion de
protocole de preuve de connaissance à divulgation nulle, puis nous donnons la définition
d’un Σ-protocole qui en est une famille. Nous montrons ensuite les grandes lignes de
l’argument ainsi que l’idée de la preuve.
Définition 4.0.1. Soient Peggy (P ) et Victor (V ) deux entitées, on dira que Peggy est
le prouveur et Victor le vérificateur. L’objectif de Peggy est de prouver mathématique-
ment à Victor qu’elle connaît un secret en ne révélant aucune autre information que la
connaissance de ce secret. Nous appellons de tels protocoles preuves de connaissance à
divulgation nulles.
4.1 Σ-Protocoles
Définition 4.1.1. Un Σ-protocole est un protocole de preuve de connaissance en 3 mes-
sages. Plus spécifiquement, soit R une relation binaire, c.-à-d. R ⊂ {0, 1}∗ × {0, 1}∗
tel que si (x,w) ∈ R, alors |x| est borné supérieurement par un polynôme en |w|. On a
traditionnellement que si (x,w) ∈ R, alors x est une instance d’un problème calculatoire
et w est une solution à x. On dit que w est un témoin de x, c’est le secret que connaît P .
Les Σ-protocoles doivent posséder les propriétés suivantes :
Complétude : si P et V suivent le protocole correctement et que P connaîtw, V accepte toujours.
Intégrité : Si P ne connaît pas w, alors V accepte avec probabilité p < 1
2
.
Intégrité spéciale : pour tout x et toute paire de conversations acceptantes (a, c, z) et (a, c′, z′) où
c 6= c′, on peut calculer efficacement w tel que (x,w) ∈ R.
De la propriété d’intégrité spéciale, nous pouvons aisément déduire la propriété sui-
vante :
Définition 4.1.2 (intégrité spéciale faible). Pour tout x qui n’est pas une instance valide
et tout premier message a, il existe au plus un défi c tel que V accepte la conversation.
Nous prendrons cette version affaiblie de l’intégrité spéciale pour la suite.
Alors un Σ protocole est de la forme suivante :
Protocole 1 : Σ-protocole
1 Soit (x,w) ∈ R, Peggy connaît (x,w) et Victor ne connaît que x.
2 P envoie un message a ;
3 V envoie une chaîne aléatoire c ∈ {0, 1}n ;
4 P répond z(a, c) et V accepte ou refuse étant donné (x, a, c, z) ;
L’heuristique de Fiat-Shamir se donne comme objectif de transformer n’importe quel
Σ-protocole en un protocole non interactif où un seul message de P à V suffit [12]. La
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sécurité de cette heuristique a été montrée par Pointcheval et Stern [35] et ne fonctionne
que dans le modèle de l’oracle aléatoire. Un oracle aléatoire est une fonction boîte noire
H qui, lorsqu’on lui donne pour la première fois en entrée x, répond de manière par-
faitement aléatoire H(x) ∈R {0, 1}n. La fonction redonne exactement la même réponse
pour toute requête subséquente identique.
Définition 4.1.3. L’Heuristique de Fiat-Shamir pour un Σ-protocole fonctionne comme
suit :
Protocole 2 : Fiat-Shamir pour un Σ-protocole
1 Soit (x,w) ∈ R, Peggy connaît (x,w) et Victor ne connaît que x.
2 P choisi a et demande à l’oracle c = H(a) ;
3 P envoie (a, c, z(a, c)) ;
4 V vérifie que c = H(a) et accepte ou refuse étant donné (x, a, c, z) ;
Cette heuristique dépend de l’existence d’un oracle aléatoire, mais Goldwasser et Kalai
ont montré que n’importe quelle instanciation de l’oracle aléatoire par une fonction de
hachage cryptographique ne satisfait à aucune des preuves de sécurité acceptées [14]. Il
n’existe aucune preuve de sécurité, même calculatoire, d’un protocole de connaissance
non interactif. Nous donnons dans ce mémoire des indications qui laissent croire qu’il
est possible de réaliser cette tâche grâce à des ressources quantiques.
4.2 Instanciation de l’heuristique avec ressources quantiques
Notre objectif est de réaliser une version pratiquement non-intéractive de n’importe quel
Σ-protocole avec l’intégrité spéciale faible. La seule intéraction supposée est l’échange
préalable d’intrication quantique. Soit B un ensemble de 2n bases mutuellement non
biaisées
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Protocole 3 : Fiat-Shamir pour un Σ-protocole
1 Soit (x,w) ∈ R, Peggy connaît (x,w) et Victor ne connaît que x. P et V
partagent n paires EPR, c’est-à-dire un état biparti ρPV = |Ψ−〉〈Ψ−|⊗n ;
2 P choisit de manière aléatoire un indice a ∈ {0, 1}n auquel est associé une base
Ba ∈ B ;
3 Elle mesure sa partie des paires EPR dans la base Ba, obtient le résultat
|ca〉, a ∈ {0, 1}n avec probabilité uniforme ;
4 Elle envoie (a, ca, z(a, ca)) à V sur un canal classique ;
5 V vérifie que P dit vrai en mesurant sa partie des états dans la même base Ba et
devrait obtenir |ca〉 avec probabilité 1 ;
Ici les paires EPR font office d’oracle aléatoire, premièrement parce que les résultats sont
parfaitement corrélés entre P et V s’ils mesurent dans la même base, et deuxièmement
parce que le résultat est parfaitement aléatoire pour une base donnée. P ne peut pas
prédire ca étant donné un choix de a. Pour tricher, un Pˆ malhonnête devrait être capable
de choisir une fonction c : A → {0, 1}n qui associe à chaque a un élément c(a) de son
choix de manière à ce que V accepte la chaîne (a, c(a), z(a, c(a))) avec une probabilité
non négligeable. Nous montrons maintenant que cette tâche est équivalente à distinguer
une source maximalement décorrélée.
Théorème 4.2.1. La meilleure stratégie de Pˆ est de trouver un POVM Λa pour distin-
guer un ensemble E = {(|c(a)〉〈c(a)|, 2−n)}
a∈A d’états dans des bases mutuellement
non biaisées, c’est-à-dire une source maximalement décorrélée.
Démonstration. Soient n ∈ N et ρPV = |Ψ−〉〈Ψ−|⊗n, {Ba}a∈A un ensemble de bases
mutuellement non biaisées de Hn indicé par a ∈ A et tel que ∀ a, Ba = {|xa〉}x∈{0,1}n .
On note Λa le POVM utilisé par le prouveur malhonnête Pˆ pour mesurer ρP . La tâche
de Pˆ est de faire mesurer |c(a)〉〈c(a)| pour un a quelconque selon une fonction c de son
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choix. On peut donc assumer que si Pˆ réussi, c’est que V a bien mesuré un tel état.
psucc = Pr ( P trouve (a, c(a)) tel que V accepte )
=
∑
a
tr
{
(ΛPa ⊗ |c(a)〉〈c(a)|V )ρPV
}
=
∑
a
tr
{
(ΛPa ⊗ 1V )(1P ⊗ |c(a)〉〈c(a)|V )ρPV
}
=
∑
a
tr
{
(
√
Λa
P ⊗ 1V )(1P ⊗ |c(a)〉〈c(a)|V )(
√
Λa
P ⊗ 1V )(1P ⊗ |c(a)〉〈c(a)|V )ρPV
}
=
∑
a
tr
{
(
√
Λa
P ⊗ 1V )(1P ⊗ |c(a)〉〈c(a)|V )ρPV (
√
Λa
P ⊗ 1V )(1P ⊗ |c(a)〉〈c(a)|V )
}
= 2−n
∑
a
trP
{√
Λa
P |c(a)〉〈c(a)|Pa
√
Λa,c
P
}
= 2−n
∑
a
trP
{
ΛPa |c(a)〉〈c(a)|P
}
La deuxième égalité est obtenue car on suppose que ∀a, V obtient |c(a)〉〈c(a)|. La qua-
trième égalité est vraie car ΛPa est un opérateur positif, donc sa racine carrée positive
existe. La cinquième égalité est vrai par cyclicité de la trace, l’égalité suivante s’obtient
en prenant la trace partielle sur V car l’état ρPV est un état de Bell et la dernière avec la
cyclicité de la trace encore une fois.
Ainsi, on voit que la tâche de Pˆ malhonnête se réduit à distinguer un ensemble d’états
{|c(a)〉〈c(a)|}a∈{0,1}n pris avec probabilité uniforme selon une fonction c de son choix.
Une borne supérieure sur cette probabilité peut donc nous donner une preuve de sécurité
pour cette variante de l’heuristique de Fiat-Shamir quantique. L’idéal serait de montrer
que la probabilité est bornée supérieurement par une constante strictement inférieure à
1, car nous pourrions répéter le protocole afin d’amplifier cette probabilité. Nous avons
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trouvé des indications qu’il existe une telle borne, mais nous n’avons pas réussi à prouver
le résultat. Ce sont ces indications qui constituent le reste du travail.
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CHAPITRE 5
IDENTIFICATION D’UNE SOURCE MAXIMALEMENT DÉCORRÉLÉE
Dans ce chapitre, nous prenons tout d’abord les lunettes de la théorie de l’information en
regardant ρ comme un substrat d’information. Cette approche assez subtile peut nous en
apprendre beaucoup sur la capacité à distinguer l’état. Le résultat, bien que surprenant,
nous donne des indices sur la non-trivialité du problème. La deuxième partie, traitant
d’optimisation convexe, nous donne une méthode ad hoc afin d’obtenir la mesure opti-
male pour une source en particulier (c.-à-d. un choix particulier de fonction défi C). Cette
méthode est malheureusement inefficace calculatoirement pour de grandes dimensions.
Nous l’utilisons pour obtenir des résultats numériques pour 2, 4 et 8 qubits puis nous
obtenons une condition générale d’optimalité utile théoriquement. La troisième partie
nous invite à considérer une stratégie différente qui consiste en la construction d’une
mesure, généralement sub optimale, mais minimisant l’erreur d’identification au sens
des moindres carrés. Nous comparons finalement les résultats numériques obtenus pour
l’entropie, la mesure optimale et la mesure des moindres carrés.
5.1 Caractérisation d’une source en termes d’information
L’entropie de Von Neumann [32] caractérise la capacité d’un ensemble d’états à conte-
nir de l’information classique et cette capacité est elle-même une manifestation de la
distinguabilité de la source qui le produit [24]. Pour plus de détails sur la théorie de
l’information quantique, voir [33] et [45].
5.1.1 Entropie de Von Neumann et information quantique
Si une source produit un état mixte dans une base orthogonale connue, on peut l’iden-
tifier parfaitement ; on est dans un régime classique et l’information de la source est
directement proportionnelle à la distribution de probabilité de la préparation de l’état
mixte. Si par contre la base n’est pas orthogonale, il existe un chevauchement des états
en superposition au sens du produit scalaire et un état peut se faire passer pour un autre.
En perdant la capacité à distinguer, on perd la capacité à retrouver l’information encodée
dans l’état.
Définition 5.1.1. Soit ρ ∈ H un état quantique, on appelle entropie de Von Neumann la
quantité
S(ρ) := − tr(ρ lg ρ) .
On peut voir que si {λi} est l’ensemble des valeurs propres de ρ, alors
S(ρ) = −
∑
i
λi lg λi
est équivalent à l’entropie de Shannon.
On interprète cette quantité comme étant le minimum sur l’incertitude quant au résultat
d’une mesure projective de l’état ρ [45].
Deux cas particuliers d’entropie de Von Neumann pour un état quantique sont les ex-
trêmes du spectre entropique, c’est-à-dire lorsque S(ρ) = 0 ou S(ρ) = n. Première-
ment, S(ρ) = 0 implique que l’état est parfaitement déterminé, sans aucune incertitude
sur la source ; sans perte de généralité, on a que S(ρ) = H(1, 0, . . . , 0). L’état est pur
et parfaitement distinguable. À l’autre extrême, si S(ρ) = n, alors en examinant la dé-
composition spectrale (donc orthogonale), cela implique une distribution uniforme des
valeurs propres S(ρ) = H( 1
n
, . . . , 1
n
). L’état peut être distingué parfaitement en mesu-
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rant dans la base des vecteurs propres et est donc considéré classique et uniformément
distribué. Les phénomènes quantiques intéressants apparaissent donc lorsque les états ne
sont pas orthogonaux et ainsi 0 < S(ρ) < n.
5.1.2 Entropie de Rényi quantique
Ici nous formalisons une relation importante entre l’entropie et la distinguabilité d’un
état grâce à la caractérisation opérationnelle de la min-entropie. Nous utilisons à cette
fin l’entropie de Rényi quantique.
L’entropie de Von Neumann, à l’instar de l’entropie de Shannon, n’est qu’un cas parti-
culier de ce qu’on appelle l’entropie de Rényi d’ordre α [36] dans sa version quantique :
Sα(ρ) =
1
1− α log tr(ρ
α) .
Cette mesure, comme sa version classique, est paramétrée par α ∈ [0, 1) ∪ (1,∞) et est
une fonction décroissante en α.
Bien qu’on ne puisse pas connaître l’entropie de Von Neumann pour toute source maxi-
malement décorrélée, il se trouve qu’on peut la borner par l’entropie de Rényi d’ordre 2
qui elle est facile à calculer car elle n’utilise que les produits scalaires au carré entre les
états produits par la source.
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ρ2 = 2−2n
(∑
a
|c(a)〉〈c(a)|
)(∑
a′
|c(a′)〉〈c(a′)|
)
=
(∑
a=a′
|c(a)〉〈c(a)|+
∑
a6=a′
|c(a)〉〈c(a)||c(a′)〉〈c(a′)|
)
tr ρ2 = 2−2n(2n + 2n(2n − 1)2−n)
= 21−n − 2−2n .
Donc
S2(ρ) = − log(tr(ρ2))
= − log(21−n − 2−2n)
= − log(21−n(1− 2−n−1))
= n− 1− log(1− 2−n−1)
On peut ainsi en déduire que
S(ρ) ≥ n− 1− log(1− 2−n−1)
avec log(1− 2−n−1) qui tend vers 0 lorsque n→∞.
De cette borne inférieure sur l’entropie de Von Neumann, on peut directement déduire
une borne inférieure sur la capacité d’identification de la source grâce au théorème sui-
vant :
Théorème 5.1.1. Soit S(ρ) = n−ε(n) pour un opérateur de densité ρ = 1
2n
∑2n
i=1 |ψi〉〈ψi|
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représentant une source S. Alors
poptsucc(S) ≥ 2−ε(n) .
Démonstration. Une manière équivalente de représenter la source S avec ensembleEX =
{(px, |ψx〉)}x∈X est en utilisant un état biparti
ρXB =
1
2n
2n∑
i=1
|i〉〈i|X ⊗ |ψi〉〈ψi|B ,
avec {|i〉} une base orthogonale deHn. De cette manière, on peut écrire l’entropie condi-
tionnelle de la variable classique X étant donné l’accès au système quantique B par
l’opérateur de densité ρB = 12n
∑2n
i=1 |ψi〉〈ψi| :
S(X|B) = S(XB)− S(B) .
Dans [28], les auteurs montrent que l’entropie de Rényie conditionnelle d’ordre α→∞,
la min-entropie conditionnelle, est directement reliée à la mesure optimale :
poptsucc(S) = 2
−S∞(X|B) .
Il a aussi été montré [41] que
S∞(X|B) ≤ S(X|B) .
En combinant les deux résultats, on a que
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poptsucc(S) ≥ 2−S(X|B) ,
dont la partie de droite est facile à calculer, l’état ρXB étant un état classique-quantique.
S(X|B) = S(XB)− S(B)
= S(X) + 2−n
∑
i
S(|ψi〉〈ψi|)− S(B)
= n− (n− ε(n))
= ε(n) .
Ce qui complète la preuve.
On peut ainsi en déduire que toute source 1
2n
-décorrélée peut être distinguée avec proba-
bilité au moins aussi grande que
1
21+log(1−2−n−1)
. C’est une quantité monotone croissante
et bornée supérieurement par 1
2
. On a donc que
lim
n→∞
1
21+log(1−2−n−1)
=
1
2
.
5.1.3 Identification d’une source 1
2n
-décorrélée avec phases relatives constantes
Le but de cette section est de montrer les limites du lien entre le chevauchement deux
à deux des états et la distinguabilité globale de la source. Jozsa et Schlienz [24] ont
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précisément étudié ce problème pour montrer que l’entropie de Von Neumann est en fait
une propriété globale des états (ou de l’opérateur de densité) et non pas une fonction des
chevauchements individuels des paires d’états de la source. On peut effectivement voir
grâce à un exemple simple que si l’on ne considère que le produit scalaire constant entre
les états, alors il est possible de trouver une mesure projective qui distingue la source
avec probabilité exponentiellement près de 1.
Exemple 5.1.1. Soit une base orthonormale {|vi〉}i=1,...,2n et soit |vˆ〉 = |v2n〉. Alors
nous construisons un ensemble de 2n − 1 états |γj〉 = α|vˆ〉 + β|vj〉 de manière à ce
que 〈γj|γk〉 = 2−n2 . Un calcul direct montre que α = 2−n4 et β =
√
1− 2−n2 donnent
un tel état. Cette source, bien qu’elle possède la propriété d’être 1
2n
-décorrélée, n’est
pas maximalement décorrélée car les états ne sont pas pris dans un ensemble de bases
mutuellement non-biaisées.
En choisissant la mesure projective Πi = |vi〉〈vi|, on obtient que
pΠsucc =
1
2n − 1
2n−1∑
i=1
tr{|γi〉〈γi||vi〉〈vi|}
=
1
2n − 1
2n−1∑
i=1
|β|2|〈vi|vi〉|2
=
1
2n − 1
2n−1∑
i=1
(1− 2−n2 )
=
(
1− 2−n2 ) .
Ceci indique qu’un tel état est asymptotiquement distinguable. Bien sûr, cette source
produit un état de moins qu’une source maximalement décorrélée, ce qui est négligeable
lorsque n augmente. Nous pourrions tout aussi bien considérer une dimension supplé-
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mentaire pour la mesure afin d’avoir |vˆ〉 orthogonal avec 2n autres états et construire ainsi
une source produisant 2n états purs. Cet exemple montre que le produit scalaire constant
entre les états n’est pas une caractéristique suffisante pour trouver une borne supérieure
assez petite sur la probabilité de succès. Nous verrons plus bas que les observations nu-
mériques sur des sources maximalement décorrélées indiquent que cette probabilité ne
tend non seulement pas vers 1, mais en plus qu’elle décroît lorsque n augmente.
Nous avons beaucoup de difficulté à obtenir des résultats analytiques satisfaisants sur
la probabilité optimale de distinguer bien que les simulations numériques nous aident
beaucoup. Il semble, comme nous l’avons vu plus haut, qu’une des raisons soit que les
phases jouent un rôle très important dans la détermination des états et qu’on ne puisse pas
les ignorer. Ceci indique que l’analyse se complexifie lorsqu’on considère la construction
explicite, car lorsque l’on prend un ensemble de bases complet, il y a nécessairement une
forme d’interférence entre les phases relatives des différents états choisis.
5.2 Optimisation convexe et mesure optimale
L’objectif de cette section est double ; on présente d’une part la théorie de l’optimisation
semi-définie qui ammène à trouver numériquement la mesure optimisant la probabilité
d’identification de manière itérative pour un ensemble d’états donné en temps polyno-
mial, puis ensuite un volet théorique où l’on montre une condition nécessaire et suffi-
sante qu’une mesure particulière doit remplir afin qu’elle soit optimale pour un ensemble
donné. La présentation est inspirée des notes de cours de John Watrous [43] ainsi que
[11]. Les preuves des résultats peuvent être retrouvées dans ces références.
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5.2.1 Trouver la mesure optimale
Nous restreignons la formulation de programmation semi-définie (PSD) à la théorie de
l’information quantique. Une bonne source pour la compréhension générale de l’optimi-
sation convexe dont la PSD est le livre de Boyd et Vanderberghe [7].
Définition 5.2.1. Un programme semi-défini est un triplet PSD = (Φ, A,B) où :
• Φ est un super-opérateur de X vers Y qui préserve l’hermicité, et
• A ∈ HerX et B ∈ HerY
On associe à PSD deux problèmes d’optimisation qu’on appelle primal/dual.
Primal
Maximiser 〈A,X〉
Sujet à : Φ(X) = B
X ∈ PosX
Dual
Minimiser 〈B, Y 〉
Sujet à : Φ∗(Y ) ≥ A
Y ∈ HerY
Où Φ∗ est l’opérateur adjoint au sens du produit scalaire de Hilbert-Schmidt. C’est-à-dire
que ∀X ∈ X , Y ∈ Y ,
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〈Φ(X), Y 〉 = 〈X,Φ∗(Y )〉 .
On esquisse quelques résultats, sans preuve, sur l’optimalité et la dualité. Soit les en-
sembles suivants :
A = {X ∈ PosX|Φ(X) ≤ B} ,
B = {Y ∈ HerY |Φ∗(Y ) ≥ A} .
Si X ∈ A on dit que X est primal-atteignable, si Y ∈ B, alors Y est dual-atteignable.
Soit aussi les deux optima suivants :
a = sup
X∈A
〈A,X〉 , et
b = inf
Y ∈B
〈B, Y 〉 .
On nomme la relation a ≤ b dualité faible. Le résultat suivant est facile à prouver avec
les propriétés du produit scalaire.
Théorème 5.2.1 (Dualité faible). Pour tout PSD, on a que a ≤ b
De plus, la relation a = b est appelée dualité forte. Le résultat suivant nous permettra de
prouver l’optimalité du POVM.
Théorème 5.2.2. (Slater)[40] Pour tout programme semi-défini, nous avons les résultats
suivants :
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1. Si A 6= ∅ et s’il existe un opérateur Hermitien Y tel que Φ∗(Y ) ≥ a, alors a = b
et il existe un opérateur X ∈ A pour lequel 〈A,X〉 = a.
2. Si B 6= ∅ et s’il existe un opérateur positif semi-défini X tel que Φ(X) = B et
X > 0, alors a = b et il existe un opérateur Y ∈ B pour lequel 〈B, Y 〉 = b.
L’intérêt majeur de ce formalisme est qu’il nous donne une méthode ad hoc pour obte-
nir une mesure optimale. Comme les conditions du théorème de dualité de Slater sont
essentiellement toujours satisfaites pour des états quantiques [11], on sait qu’une me-
sure optimale unique peut être trouvée. Nous connaissons des algorithmes itératifs de
points intérieurs qui nous donnent avec grande précision cette mesure en temps polyno-
mial pour un ensemble donné d’états [1] [31]. Nous présentons plus bas un ensemble de
résultats de simulations numériques de sources maximalement décorrélées et les proba-
bilités de succès optimales obtenues grâce à ce formalisme.
5.2.2 Montrer qu’une mesure est optimale
Le théorème suivant, montré d’abord par [21] puis par [47] et [18], est maintenant de-
venu un exemple introductif classique d’application des PSD lorsqu’ils sont présentés en
théorie de l’information quantique et donne une condition nécessaire et suffisante pour
qu’une mesure donnée soit une mesure optimale pour ensemble d’états. La présentation
ici est inspirée de [11].
On utilise l’optimisation en PSD pour formuler un couple primal/dual. SoitH = A⊗X
où A est l’espace de HilbertHn et X est un espace euclidien de dimension 2n.
Primal
Maximiser 〈A,X〉
47
Sujet à : Φ(X) = B
X ∈ PosH .
Avec
A = 2−n

|c(1)〉〈c(1)| 0 . . . 0
0 |c(2)〉〈c(2)| ...
... . . . 0
0 . . . 0 |c(2n)〉〈c(2n)|
 ,
X =

Λ1 0 . . . 0
0 Λ2
...
... . . . 0
0 . . . 0 Λ2n
 .
On choisit :
Φ(X) = trX X =
∑
a
Λa = 1n .
Donc B = 1n et X ∈ PosH définissent une mesure.
On a donc tout ce qu’il faut pour définir le dual :
Dual
Minimiser 〈B, Y 〉
Sujet à : Φ∗(Y ) ≥ A
Y ∈ HerA .
On peut montrer que
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Φ∗(Y ) = 1n ⊗ Y ≥ A ⇐⇒ ∀a, Y ≥ 2−n|c(a)〉〈c(a)| .
De là, le théorème d’Holevo sur l’optimalité d’une mesure sur ρ :
Théorème 5.2.3. la mesureM est optimale pour l’ensemble ε = {(2−n, |c(a)〉〈c(a)|)}a
si et seulement si
2n∑
i=1
|c(i)〉〈c(i)|Mi ≥ |c(j)〉〈c(j)|, ∀j ∈ {0, 1}n .
Bien qu’il soit très difficile de trouver une telle mesure et de montrer son optimalité
de manière analytique, on peut utiliser ces techniques pour trouver numériquement la
mesure optimale pour des cas particuliers. Nous avons obtenu les résultats suivants pour
la mesure optimale grâce à une librairie d’optimisation convexe et un logiciel de calcul
numérique. Une recherche exhaustive a été faite pour 2 qubits, et une génération d’états
aléatoires a été faite avec plusieurs milliers d’itérations pour 4 qubits. Nous affichons
la moyenne de la probabilité d’identification ainsi que la variance. Nous reprenons ces
résultats à la section 4.4 afin de les comparer à ceux obtenus grâce à la méthode de la
section suivante.
Nombre de qubits 2 4
poptsucc 0, 7784 0, 7334
Variance 0, 92377× 10−5 0, 11408× 10−6
5.2.3 Piste de solution incomplète
La démarche de la section précédente nous donne en fait une méthode alternative de
borner supérieurement la probabilité optimale d’identification. En effet, par la dualité
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faible, nous avons que
poptsucc = max
X
〈A,X〉 ≤ 〈B, Y 〉 = trY
pour n’importe quel Y dual-atteignable. C’est-à-dire que si l’on pouvait trouver un Y tel
que ∀ a,
Y ≥ |c(a)〉〈c(a)|
et que trY ≤ 1 − 1
p(n)
pour un polynôme en n, alors ça suffirait pour prouver la sécu-
rité du protocole. Nous n’avons pas réussi à trouver un tel Y . Une technique classique
consiste à considérer la racine carré d’un opérateur car les états états purs, on a que
|c(a)〉〈c(a)|2 = |c(a)〉〈c(a)|. Dans le raisonnement qui suit nous avons tout multiplié par
2n afin de simplifier les calculs.
Soit
Y =
∑
a
|c(a)〉〈c(a)| ,
alors clairement, ∀a, Y ≥ |c(a)〉〈c(a)|. Nous avons aussi que
√
Y ≥
√
|c(a)〉〈c(a)| = |c(a)〉〈c(a)| .
On peut donc en déduire que
tr
√∑
a
|c(a)〉〈c(a)| ≥ 2npoptsucc ,
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Une borne supérieure non triviale sur tr
√
Y et indépendante du choix de fonction c nous
donnerait ainsi une solution. Nous n’avons pas réussi à trouver une telle borne.
5.3 La mesure des moindres carrés
S’il ne nous est pas possible de trouver une forme explicite de la mesure d’identification
optimale aussi facilement, tout n’est pas perdu. Il existe en effet d’autres critères pour
une bonne mesure afin d’établir une stratégie et de contourner le problème. C’est ainsi
qu’on considère une mesure projective astucieuse qui, à défaut de maximiser la proba-
bilité de détection, minimisera la probabilité d’erreur au sens des moindres carrés. On
appellera donc naturellement ce POVM mesure des moindres carrés (MMC).
Cette mesure fut originalement appelée «Pretty good measurement» dans [16] en 1994
puis «Square Root Measurement» dans [15] en 1996, [10] démontre en 2001 que les
deux mesures concordent en fait avec une mesure plus générale, appelée la mesure des
moindres carrés. Cette construction est devenue un résultat fondamental dans une foule
d’applications.
Considérons un ensemble d’états purs linéairement indépendants {|ϕi〉}mi=1 deH tel que
m = dim(H). On cherche une mesure {Mj}j = {|µj〉〈µj|}j qui minimise la somme des
normes au carré des vecteurs d’erreurs |ei〉 = |ϕi〉 − |µi〉 :
E =
m∑
i=1
‖|ei〉‖2
avec ‖|ei〉‖2 = 〈ei|ei〉.
Nous montrons comment obtenir une telle mesure et présentons les conditions dans les-
quelles elle est optimale. Nous considérons le cas où les états |ϕi〉 sont linéairement
indépendants. Bien que ce ne soit pas le cas en général, nous n’avons trouvé aucune
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combinaison de |c(a)〉 pour laquelle ce ne soit pas le cas pour n = 2, 3, 4 et 8 qubits.
Ceci simplifiera beaucoup l’analyse. Nous formulons l’hypothèse suivante :
Hypothèse 5.3.1. Les états produits par une source maximalement décorrélée sont tou-
jours linéairement indépendants, peu importe la fonction défi C.
Théorème 5.3.2. (Mesure des moindres carrés)[10] Soit Φ =
(|ϕ1〉 . . . |ϕm〉) une ma-
trice de plein rang dont les vecteurs colonnes sont les états |ϕi〉, alors les vecteurs |µi〉 de
la mesure qui minimisent le carré de l’erreur sont donnés par les colonnes de la matrice
Mˆ = (ΦΦ∗)−
1
2Φ ,
qu’on peut réécrire de manière explicite Mˆ = (|µ1〉 . . . |µn〉) où :
|µi〉〈µi| =
(
m∑
j=1
|ϕj〉〈ϕj|
)− 1
2
|ϕi〉〈ϕi|
(
m∑
j=1
|ϕk〉〈ϕk|
)− 1
2
.
Ce théorème important est une conséquence de la décomposition en valeurs singulières,
qui est une factorisation matricielle fondamentale :
Théorème 5.3.3. (Décomposition en valeurs singulière) Soit Φ ∈ Lm,n, alors il existe
U ∈ U(Ln) , V ∈ U(Lm) et Σ ∈ Lm,n une matrice diagonale avec des éléments réels
non nuls tels que
Φ = UΣV ∗ .
Notons {|ui〉}i les vecteurs colonnes de U et {|vj〉}j les vecteurs colonnes de V . De
plus, les éléments non nuls σi, i ∈ {1, . . .min(m,n)}, de la diagonale de Σ sont appelés
valeurs singulières de A.
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La décomposition en valeurs singulières (DVS) est plus générale que la décomposition
spectrale car elle s’applique aussi aux opérateurs qui ne sont pas carrés. Elle y est toute-
fois intimement liée car :
ΦΦ∗ = (UΣV )(V ∗ΣU∗) = UΣ2U∗
et
Φ∗Φ = (V ∗ΣU∗)(UΣV ) = V ∗Σ2V ,
qui sont respectivement les décompositions spectrales de ΦΦ∗ et Φ∗Φ.
Construisons donc la MMC à partir des colonnes de Φ.
On considère l’erreur E à minimiser qu’on peut réécrire de la manière suivante :
E =
m∑
i=1
〈ei|ei〉
=
m∑
i=1
(〈ϕi| − 〈µi|)(|ϕi〉 − |µi〉)
= tr{(Φ−M)(Φ−M)∗}
= tr{U∗(Φ−M)(Φ−M)∗U} .
Alors on peut réécrire
|ψi〉 = (Φ−M)∗|ui〉 .
Comme Φ∗|ui〉 = σi|vi〉 par la DVS de Φ∗ = V Σ∗U∗, on a que
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|ψi〉 = σi|vi〉 −M∗|ui〉 .
Puisqu’on veut toujours minimiser E, nous obtenons la forme suivante :
E =
m∑
i=1
〈ψi|ψi〉
=
m∑
i=1
(
σ2i + 1− σi (〈vi|M∗|ui〉+ 〈ui|M |vi〉)
)
,
qui sera minimal lorsque la partie de droite sera maximisée, ce qui peut être atteint si
M∗|ui〉 = |vi〉 et
M |vi〉 = |ui〉 ,
car σi ≥ 0. Ainsi on obtient le M optimal, noté Mˆ construit comme
Mˆ =
m∑
i=1
|ui〉〈vi|
= UV ∗ .
Notons qu’on peut écrire la matrice de mesure Mˆ à partir des états |ϕ〉 :
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Mˆ = ((ΦΦ∗))−
1
2 Φ
= (UΣ2U∗)−
1
2 (UΣV ∗)
= UΣ−1U∗UΣV ∗
= UV ∗
Dont les vecteurs colonnes de Mˆ sont
|µi〉 =
(
m∑
j=1
|ϕj〉〈ϕj|
)− 1
2
|ϕi〉 .
Remarquons que Φ est inversible car nous avons fait l’hypothèse que les vecteurs sont
linéairement indépendants et de nombre égal à la dimension. Si ce n’est pas le cas, le
résultat tient encore en considérant une matrice pseudo-inverse de Penrose [10].
On obtient ainsi une forme fermée pour l’erreur qu’on a minimisée :
Emin =
m∑
i=1
(1− σi)2
= 2n− 2
m∑
i=1
σi .
Voyons maintenant quelques propriétés de cette mesure. Il importe de comprendre com-
ment cette mesure se comporte par rapport à une mesure optimale. Nous avons des ré-
sultats numériques qui montrent que la MMC correspond à la mesure optimale pour tous
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les cas que nous avons pu tester pour 2 et 4 qubits. Bien que nous n’ayons pas réussi
à montrer l’optimalité de la MMC, nous avons le théorème suivant qui borne la proba-
bilité d’identification maximale par rapport au résultat de la MMC et qui satisfait aux
applications cryptographiques.
Théorème 5.3.4. (Barnum-Knill)[4] Soit E = {(|ψi〉, pi)}ni=1 un ensemble de n états,
et soit pMMCsucc (E) et poptsucc(E) la probabilité de distinguer E pour une mesure optimale et
pour la MMC respectivement, alors
√
pMMCsucc (E) ≥ poptsucc(E) .
Démonstration. Soit M = {|mi〉〈mi|} un ensemble d’opérateurs de mesure optimale.
Alors on a :
poptsucc(E) = 2
−n∑
i
|〈ψi|mi〉|2
= 2−n
∑
i
|〈ψi|ρ− 14ρ 14 |mi〉|2
≤ 2−n
∑
i
(
〈ψi|ρ− 12 |ψi〉
)(
〈mi|ρ 12 |mi〉
)
≤
√√√√√√2−n
(∑
i
(
〈ψi|ρ− 12 |ψi〉
))(∑
j
(
〈mj|ρ 12 |mj〉
))
︸ ︷︷ ︸
≤1
≤
√√√√2−n(∑
i
〈ψi|ρ− 12 |ψi〉
)
=
√
pMMCsucc (E)
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On obtient aussi une borne inférieure intéressante sur la probabilité de distinguer de la
MMC. Nous utilisons le lemme suivant, prouvé par Beigi et König [5], et que nous ne
prouvons pas, mais qui nous permet d’obtenir la borne inférieure :
Lemme 5.3.5. [5]
Pour distinguer un ensemble {( 1
N
, ηi} d’états, la probabilité moyenne de succès de la
MMC est :
pMMCsucc ≥
1
Nr tr{η2} ,
avec
r =
1
N
N∑
i=1
rang(ηi) et η =
1
N
N∑
i=1
ηi .
Théorème 5.3.6. On peut toujours distinguer les états produits par une source maxima-
lement décorrélée avec probabilité plus grande que 1
2
+ ε(n).
Démonstration. Soient
Ei =
(∑
a
σa
)− 1
2
σi
(∑
a′
σa′
)− 1
2
.
On considère la probabilité moyenne de succès :
pMMCsucc =
1
2n
∑
a
tr{Eiσi} .
On peut donc appliquer directement le lemme énoncé précédemment ;
Soit N = 2n, η¯ = 1
2n
∑
a |c(a)〉〈c(a)|, r¯ = 1.
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η¯2 =
1
22n
(∑
a=a′
|c(a)〉〈c(a′)|+ 1
2n/2
∑
a6=a′
|c(a)〉〈c(a′)|
)
,
tr{η¯2} = 1
22n
(∑
a=a′
tr{∣∣c(a)〉〈c(a′)∣∣}+ 1
2n/2
∑
a6=a′
tr{|c(a)〉〈c(a′)|}
)
=
1
2n
+
2n − 1
22n
=
2
2n
− 1
22n
.
Ainsi, on obtient
pMMCsucc ≥
1
2n
(
2
2n
− 1
22n
) = 1
2− 1
2n
.
5.4 Simulation numérique d’une source maximalement décorrélée
Nous présentons ici la méthode que nous avons utilisée afin de construire numériquement
des états qui sont produits par une source maximalement décorrélée ainsi que les limites
de cette méthode. Nous présentons ensuite les résultats obtenus ainsi qu’une courte ana-
lyse de leur signification.
5.4.1 Génération des états
La méthode de construction des BMNB pour n qubits donnée dans le chapitre 2 est
simple à comprendre, mais nous n’avons pas trouvé de méthode efficace pour générer
les états de manière numérique. La méthode présentée ici est calculatoirement beaucoup
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plus simple que cette dernière, bien que la preuve de correctitude soit plus complexe.
L’idée est d’obtenir l’ensemble des états pour toutes les bases à partir d’une seule ma-
trice unitaire en effectuant des opérations simples sur celle-ci. Nous disons d’un tel en-
semble de bases qu’il est complet et cyclique. Bien que la méthode que nous décrivons
ne fonctionne que pour un nombre de qubits qui est une puissance de 2, elle offre des
avantages calculatoires qui ne sont pas négligeables. Pour plus détails voir [25].
L’objectif est de trouver une matrice unitaire U1n, pour n qubits, dont les colonnes sont
tous les vecteurs d’une base B1 prise dans un ensemble de BMNB B = {Bi}2n+1i=1 et
telle que U jn donne de la même manière les vecteurs de la base j et U
2n+1
n = 1n. La
construction de la matrice U12m se fait itérativement avec celle de U
1
m. Nous nommons
cette matrice U1n matrice génératrice pour n qubits.
Soit
V1 = H · diag(1,−i) =
1 −i
1 i
 ,
avec H =
1 1
1 −1
 ainsi que l’opérateur de vectorisation suivant :
M : L(Cd)→ Cd2 ,
qui, à une matrice V = (vi,j) de dimension d × d, associe un vecteur à d2 composantes
de la manière suivante :
M(V ) =
(
v1,1 v1,2 . . . v1,d v2,1 . . . vd,d
)
.
De cette manière, les auteurs de [25] montrent qu’on peut obtenir la matrice génératrice
des bases :
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Um = − Vm
trVm
et V2m = H⊗2m · diag(M(Vm)) .
Les vecteurs colonnes de cette matrice Um forment une base orthonormée, et si Um =
U1m, en prennant les puissances successives de U
1
m on obtient les autres bases. On peut
ainsi facilement obtenir n’importe quel vecteur i de la base j pour k qubits en prenant la
i-ème colonne de la matrice U jk .
5.4.2 Résultats numériques d’une mesure optimale, MMC et entropie
Nous donnons ici les résultats numériques obtenus pour le problème d’identification
d’une source maximalement décorrélée. En utilisant la construction explicite des bases
donnée ci-haut, on simule successivement une source pour n = 1, 2, 4 et 8 qubits et
on obtient des valeurs pour la probabilité de succès de la MMC et la probabilité de
détection optimale. Nous verrons que ces deux mesures semblent se confondre. Pour
l’optimisation convexe, nous avons utilisé la librairie d’optimisation semi-définie CVX
[9].
Pour 1 qubit, le résultat de la mesure optimale (cos2(pi
8
)) est un exercice classique de
théorie de l’information quantique et la MMC est toujours optimale. Pour 2 qubits, nous
avons généré l’ensemble des 16 états possibles qui correspondent à une source maxima-
lement décorrélée. Pour 4 qubits, comme l’ensemble de tous les états possibles à une
cardinalité de 1616, il est irréaliste de faire une recherche exhaustive. Nous avons donc
pris un échantillon aléatoire de 10000 états et avons comparé la mesure optimale et la
MMC sur ces états. Pour 8 qubits, nous avons considéré la MMC sur 10000 états égale-
ment, mais l’optimisation devient trop intensive en calcul. Voici les résultats :
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Nombre de qubits 2 4 8
poptsucc 0,7784 0,7334 n/a
Variance 0,92377 ×10−5 0,11408 ×10−6 n/a
pMMCsucc 0,7783 0,73391 0,72140
Variance 0,92519 ×10−5 0,14614 ×10−5 0,35308×10−8
Plusieurs choses sont à remarquer. Premièrement, il semble que la probabilité de succès
de la mesure optimale soit extrêmement près de celle de la MMC. Il serait très possible
que l’inégalité soit due à la précision machine. Encore plus remarquable est que la pro-
babilité de succès semble décroître avec le nombre de qubits et que la variance soit très
petite. Ce fait est en contradiction avec le résultat obtenu pour une source 1
d
-décorrélée
montré au début du chapitre et avec le fait que le choix de fonction défi ne change pas
beaucoup la probabilité de succès. Il semble donc que pour toute source maximalement
décorrélée, la probabilité de succès est bornée supérieurement par une constante, au
moins cos2(pi
8
), qui est la borne pour 1 qubit.
Nous mettons aussi les résultats de simulation pour l’entropie de Von Neumann, en
moyenne, pour 2, 4 et 8 qubits ainsi que la borne inférieure induite. On observe une
tendance de l’entropie vers n− 1, ce qui donne aussi des indications sur la possibilité de
discriminer les états avec une probabilité qui ne tend pas vers 1.
Nombre de qubits 2 4 8
Entropie 1,4178 3,3123 7,2808
Variance 0,0105 0,23487×10−5 0,82759×10−8
Borne induite 0,6679 0,62084 0,6074
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CHAPITRE 6
CONCLUSION
En utilisant l’optimisation semi-définie, nous avons obtenu pour 2 et 4 qubits que la
MMC est très près de la mesure optimale, la différence étant possiblement dû à la préci-
sion machine. Bien qu’il serait intéressant de montrer que la mesure optimale est égale à
la MMC, il nous est simplement utile d’utiliser le théorème de Barnum-Knill qui borne la
probabilité optimale de succès par celle de la MMC. On observe aussi que la probabilité
de distinguer ces états diminue lorsque le nombre de qubits augmente. C’est une question
ouverte de savoir si les bornes inférieures et supérieures inférées plus haut sont atteintes
dans la limite du nombre de qubits. Un résultat remarquable de nos simulations est la
tendance de la probabilité de succès vers 0.72. Ceci faisant écho aux résultats de théorie
des matrices aléatoires donné par Montanaro [30], où l’auteur montre que pour «presque
tous» les ensembles de n états aléatoires de dimension n, la probabilité d’identification
est bornée inférieurement par 0.72. Le niveau du cadre de l’analyse de ce résultat dé-
passant le niveau de l’auteur de ce mémoire, il serait intéressant pour de futurs travaux
d’investiguer d’une part si la probabilité est réellement décroissante, et d’autre part si
elle atteint cette borne. Le potentiel théorique d’une borne supérieure constante est aussi
très grand, étant donné l’importance du protocole d’instanciation de Fiat-Shamir donné
ci-haut.
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