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The advantages of quantum information processing are in many cases obtained as consequences of
quantum interactions, especially for computational tasks where two-qubit interactions are essential.
In this work, we establish the framework of analyzing and quantifying loss or gain of information on a
quantum system when the system interacts with its environment. We show that the information flow,
the theoretical method of characterizing (non-)Markovianity of quantum dynamics, corresponds to
the rate of the minimum uncertainty about the system given quantum side information. Thereafter,
we analyze the information exchange among subsystems that are under the performance of quantum
algorithms, in particular, the amplitude amplification algorithms where the computational process
relies fully on quantum evolution. Different realizations of the algorithm are considered, such as i)
quantum circuits, ii) analog computation, and iii) adiabatic computation. It is shown that, in all
the cases, the information flow can characterize the computational speedup.
PACS numbers: 03.65.Yz, 03.65.Ta, 42.50.Lc
Interactions between quantum systems are fundamen-
tal in quantum information processing. Together with
single-qubit operations, two-qubit interactions are signif-
icant for quantum evolution to perform computational
tasks [1–5]. Moreover, interactions with measurement
devices are needed for one to learn about which state a
quantum system has been prepared in [6]. The theory of
open quantum systems has provided the natural frame-
work for understanding quantum interactions by consid-
ering realistic physical systems along the line and also
offers useful theoretical tools for the purpose, see for in-
stance [7].
In the recent progress in the theory of open quan-
tum systems, significant efforts have been devoted for the
characterization of the quantum interactions in Marko-
vian quantum dynamics [8–11]. Remarkably, an opera-
tional characterization has been shown [8, 11]. The no-
tion of quantum information flow has been introduced as
the operational quantity such that its non-increasing be-
haviour is asserted as the signature of Markovian quan-
tum dynamics [8]. Conversely, if the distinguishability
increases during the course of evolution, it may indicate
information backflow, i.e., from environment to system,
which allows one to conclude non-Markovian quantum
dynamics. Since the characterization is operational with
quantum distinguishability in terms of minimum-error
state discrimination, the backflow can be experimentally
detected without verification of quantum dynamics [12].
The backflow can also be used to define the degree of
memory effects [13].
We here establish the information-theoretic framework
of finding loss and gain of information on a quantum
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system. We show that the information flow over time,
which we introduce as information leakage, corresponds
to the maximal classical information leaked out by quan-
tum interactions in a single-shot scenario. This in fact
corresponds to the single-shot capacity of a quantum-
to-classical channel. We then apply the framework to
quantum interactions taken place during quantum evolu-
tion for computational tasks, in particular the algorithm
of amplitude amplification that only relies on quantum
evolution without classical dynamics. For this purpose,
we consider three inequivalent realizations of the given
algorithm with same efficiency, viz. 1) quantum circuits,
2) analog computation with Hamiltonian dynamics, and
3) adiabatic computation. It is shown that during the
execution of the quantum algorithm in all the cases, the
amplitude of the target state and the information leak-
age has a close correspondence, which can be marked as
indication of the computational speedup. Therefore, our
findings reveal the importance of studying information
flow not only for characterizations of the open quantum
systems but also to unveil the role of quantum interac-
tions in advantages in quantum information processing.
Let us begin with the information flow for a dynamical
map Λt for time t,
σt(Λt) = max
ρ0,ρ1
d
dt
D(Λt[ρ0],Λt[ρ1]) (1)
where the trace distance is denoted by D(ρ, σ) = ‖ρ −
σ‖1/2 with ‖A‖1 = tr
√
A†A [8]. Note that the distance
measure is contractive: D(Λ[ρ0],Λ[ρ1]) ≤ D(ρ0, ρ1) for a
quantum channel Λ and states ρ0 and ρ1. The trace dis-
tance is directly related to optimal state discrimination
[14–16], which can be seen as a game as follows. Al-
ice prepares a quantum state ρ0 or ρ1 with equal a priori
probabilities 1/2, and sends it to Bob. His task is to make
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2a guess for which he prepares two-outcome measurement
{M0,M1}. The optimal measurement gives rise to the
highest probability of making a correct guess, called the
guessing probability [14–16] as
pguess({ρ0, ρ1}) = (1 +D(ρ0, ρ1))/2. (2)
If quantum states evolve under a dynamical map Λt, we
write by pguess({Λt[ρ0],Λt[ρ1]}) the guessing probability
under the channel at time t.
The scenario of optimal state discrimination can be
equivalently addressed with the following state shared
by Alice and Bob [17],
ρAB =
1
2
|0〉〈0|(A) ⊗ ρ(B)0 +
1
2
|1〉〈1|(A) ⊗ ρ(B)1 . (3)
Alice is with post-measurement states, perfectly distin-
guishable ones, that label Bob’s quantum states: two
parties share classical-quantum (cq) correlations. The
minimum uncertainty about Alice’s classical value given
Bob’s quantum states, or equivalently, the maximal in-
formation about Alice given Bob, in a single-shot sce-
nario, i.e., per the cq state in Eq. (3), can be quantified
by the conditional min-entropy [18], Hmin(A|B)ρAB =
− infwB inf{λ : ρAB ≤ 2λ(idA⊗wB)}. Now, Bob aims to
find the measurement to minimize the uncertainty about
Alice.
It turns out that the optimal measurement can be iden-
tified by optimal state discrimination, see Eq. (2). For
the cq state in Eq. (3), we have [17]
Hmin(A|B)ρAB = − log2 pguess({ρ0, ρ1}). (4)
In other words, the conditional min-entropy Hmin(A|B)
quantifies the maximal classical information about Alice
by Bob’s measurement in a single-shot scenario. When
quantum states are sent to be Bob through a quantum
channel N and the cq state is given by id ⊗ N (ρAB)
with state ρAB in Eq. (3), the conditional min-entropy
is naturally related to the single-shot -error capac-
ity of a quantum-to-classical channel, denoted by C
(1)

[19]. To be precise, C
(1)
 (N ) = sup{logM : ∃C =
(M,ϕ,Π), pguess ≥ 1 − }, where C denotes a collec-
tion of an encoding ϕ of M messages to quantum states,
and of a measurement Π performed after the channel
N . The capacity denotes the maximal classical infor-
mation that can be transmitted by a single use of the
channel N with an error less than  on average. Note
that C
(1)
 (N ) ≤ −Hmin(A|B)id⊗N (ρAB) with a cq state
ρAB [19].
From the relations of the information flow, the guess-
ing probability, and the conditional min-entropy, it is
straightforward to find the information-theoretic inter-
pretation of the information flow with the conditional
min-entropy, that has its own meaning in a single-shot
scenario. From Eqs. (1), (2) and (4), one can derive the
following.
Proposition. The information flow for a dynamical
map Λt is given by
σt(Λt) = −c p∗guess max
ρ0,ρ1
d
dt
Hmin(A|B)(id⊗Λt)ρAB (5)
where c = 2(log2 e)
−1 and p∗guess = pguess(Λt[ρ0],Λt[ρ1])
for cq state (id⊗ Λt)ρAB .
Let us explain the interpretation of the information
flow with the conditional min-entropy, as follows. On
the one hand, for σt(Λt) ≤ 0 the min-entropy increases
or remains the same, i.e., the uncertainty about system
A does not diminish. Therefore, information can only
leak out from the system to environment. We note that
the quantity −(c p∗guess)−1σ(Λt) from Eq. (5) is equal to
the rate of the conditional min-entropy that quantifies
the uncertainty in terms of bits. Thus, we recover the
interpretation in Ref. [8] that the loss of distinguisha-
bility σt(Λt) ≤ 0 implies no flow of information from
environment to system, which has been suggested as the
characterization of Markovian quantum dynamics.
On the other hand, if σt(Λt) > 0, the rate of the condi-
tional min-entropy is negative and the uncertainty about
A decreases in time. Hence, given the quantum system
B under a dynamical map Λt, the longer it evolves for,
the more one learns more about system A, that is, in-
formation gain. This has been interpreted as backflow,
i.e., from the environment to system, which has been sug-
gested as a signature of non-Markovianity.
The definition of Markovianity proposed in Ref.
[8] can be therefore reformulated as the condition of
loss or gain of information on a system measured by
min-entropy. This also means that, in the view of
information processing, the definition is relevant in a
single-shot scenario. Since the information flow defines
the rate of the uncertainty, we introduce the single-shot
information leakage for the quantification of the loss of
information during a quantum dynamics, as follows.
Definition. The single-shot information leakage on
system S evolving under a dynamical map Λt for a time
interval [t1, t2] can be quantified by the information flow
L
(S)
t1,t2 [Λt] = −
∫ t2
t1
(c p∗guess)
−1σ(Λt)dt. (6)
where the guessing probability p∗guess is computed with
two quantum states in the information flow σt(Λt).
For [t1, t2], if the information flow is non-positive σt ≤
0, information can only leak out of the system and the
loss is quantified by L
(S)
t1,t2 [Λt] bits. Otherwise, if σt > 0,
we have negative-valued information leakage, meaning
information gain of the system from the environment.
Therefore, the framework has been established for quan-
tifying information leakage by quantum interactions on
a system. It is shown that loss and gain of information
in terms of conditional min-entropy coincide to the char-
acterization of Markovianity in Ref. [8].
3Quantum Dynamics
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FIG. 1. An amplitude amplification algorithm is composed of
state preparation, quantum dynamics, and measurement. A
quantum-to-classical channel is defined from the preparation
of quantum states to measurement.
In what follows, we are motivated to exploit the ap-
proach of the open quantum systems to investigate quan-
tum interactions taken place during quantum evolution
for computational tasks, that is, quantum algorithms.
We investigate the information exchange between sub-
systems under quantum algorithms, for which distinct
physical implementations are considered, i) quantum cir-
cuit based evolution, ii) analog computation by Hamil-
tonian dynamics, and iii) adiabatic computation. As the
information leakage is valid for quantum evolution, we
restrict the consideration to quantum algorithms relying
only on quantum dynamics. For these reasons, we con-
sider the quantum algorithm for amplitude amplification
[20–22]. Note that other well-known algorithms such as
the prime number factorization [23] contains both quan-
tum and classical evolution. It is also worth mention-
ing that the information leakage in a single-shot scenario
is well fitted for quantum algorithms, in the sense that
i) quantum algorithms cannot be repeated many times
and ii) a quantum-to-classical channel is naturally de-
fined from quantum dynamics to measurement, see Fig.
1.
The algorithm for amplitude amplification outper-
forms the classical counterpart with the quadratic
speedup that turns out to be optimal [24], see also Refs.
[25, 26]. It is also a good instance that can be realized
in different physical models, which are equivalent in the
view of computation. In all cases, the initialization works
by preparation of the equal superposition of all items
|ψn〉 = H⊗n|0〉⊗n = N−1/2
N∑
k=1
|k〉
where H denotes the Hadamard gate and N = 2n. Let
|w〉 denote the target state, and the quantum algorithms
amplifies its amplitude from N−1/2 to a number suffi-
ciently close to 1 so that the measurement in the compu-
tational basis finds the target w with a high probability.
Firstly, the algorithm in a quantum circuit is real-
ized by successively applying the Grover iteration UG =
−H⊗nG0H⊗nGw, where Gw applies a query to the ora-
cle such that Gw|a〉 = (−1)a·w|a〉 and G0 = I−2|0〉〈0|⊗n
[20]. A single iteration UG increases the amplitude by
O(N−1/2). Repeating the iteration O(N1/2) times, the
resulting state is sufficiently close to the target one, i.e.,
(UG)
O(N1/2)|ψ〉 ≈ |w〉. Secondly, the analog computa-
tion implements the dynamics of the following Hamilto-
nian: H = E(Hw + H0) for some constant E, where
Hw = |w〉〈w| the oracular one and H0 = |ψn〉〈ψn|
[21]. The quantum state at time t is then given by
|ψ(t)〉 = e−iHt|ψn〉. For t = O(N1/2), the resulting state
reaches the target state with certainty.
Thirdly, the algorithm can be realized by adiabatic
evolution from the initial Hamiltonian H(t = 0) = I−H0
to the final one H(t = T ) = I−Hw, for which one needs
an interpolation function f(t)
H(t) = f(t)H(t = 0) + (1− f(t))H(t = T )
such that it evolves adiabatically from the initial state
to the target in the ground energy level. The adiabatic
condition guarantees no cross from the ground to other
energy levels. With the choice of
f(t) =
1
2
− 1
2
(
1√
N − 1 tan
2t
√
N − 1
N
− tan−1√N − 1
)
,
suppressing the transition probability less than 2, the
target state can be found in the ground energy level in
time T =
√
Npi/(2).
In all cases, the dynamical map on a single qubit can
be found as,
Λt(ρ) = trj:n−jUamp(t)(ρ⊗ |ψn−1〉〈ψn−1|)U†amp(t) (7)
where trj:n−1 denotes tracing out n − 1 qubits but the
j-th qubit and Uamp(t) denotes quantum evolution for
amplitude amplification from the aforementioned imple-
mentation.
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FIG. 2. The information flow (red) over time, the proba-
bility of finding the the target (black), and the information
leakage (green) on a single qubit are shown for algorithms
with 8 qubits: (A) the circuit based algorithm, (B) analog
computation, and (C) adiabatic computation. See the main
text.
The probability of finding the target state at time t
is straightforwardly the measure of the computational
4speedup: it is amplified from N−1/2 to the unit with the
quadratic speedup. In Fig. 2, we plot the probability
of the target, the information flow and the information
leakage for n = 8 qubits. P (t) denotes the probability
of finding the target item at time t, L(t) the information
leakage for the time interval [0, t], and the information
over time, σ˜(t) = −(cp∗guess)−1L(t), in which the slope of
σ˜(t) is found as the information flow. The information
flow is positive at all times and consequently information
leakage is negative, which means gain of information on
individual qubits at all times during the evolution. Thus,
the dynamics is non-Markovian at all times. It is found
that during the evolution, the information flow over time
and the probability of finding the target both increase in
time. This holds true for all types of physical implemen-
tation of the quantum algorithm.
It is worth to point out that the process of amplifying
the amplitude can be found from the information flow
on a single qubit. The information flow, as well as the
information leakage, on subsystem can be used to show
that quantum interactions can lead to the speedups. The
information flow on a larger subsystem, two- and more
qubits, also shows similar behaviour up to scaling, see
Supplementary Material.
The role of entanglement during quantum algorithms
has been also elucidated [27, 28]. Entanglement, one
of the consequences of quantum interactions, is a gen-
eral resource for quantum information processing in the
sense that they can be applied to other information
tasks. In fact, local operations on highly entangled states
with classical communication only can perform univer-
sal quantum computation [29]. The converse is, however,
not yet clear if entanglement is necessarily generated in a
quantum algorithm and can lead to quantum advantages.
For instance, entanglement is not necessarily generated
in the Deutsch-Jozsa algorithm [30].
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FIG. 3. Entanglement generation during the amplitude am-
plification algorithms for n = 8 is computed for (A) the circuit
based algorithm, (B) analog computation, and (C) adiabatic
computation. The bipartite concurrence (black) in the par-
tition 1 : n − 1 and the multipartite concurrence (red) are
plotted. Entanglement generation is peaked at the midst of
the running time.
Entanglement generation can be analyzed during the
amplitude amplification algorithms. The bipartite entan-
glement is computed with the concurrence in the biparti-
tion 1 : n− 1 qubits [31–33]. The global entanglement E
can be computed with the multipartite concurrence [34],
E(|ψ〉1,··· ,n) = 21−n2 [(2n − 2)−
∑
i
Tr(ρ2i )]
−1/2
where the sum is taken over all 2n − 2 reduced states.
In Fig. 3, entanglement generation is plotted for n = 8
for the measures. In both cases, entanglement genera-
tion peaks at the midst of the running time up to scal-
ing. Hence, while the information flow or the informa-
tion leakage show a good agreement with the process of
amplifying the amplitude, entanglement generation does
not.
In conclusion, our results interrelate information flow
as defined in the theory of open quantum systems, en-
tropic quantities from information theory, and the ad-
vantages of quantum information applications. We have
presented the framework of analyzing information ex-
change between interacting quantum systems based on
the information-theoretic meaning of the information
flow of open quantum systems. The single-shot infor-
mation leakage that quantifies information leaked out on
a system is introduced, which also provides the quantifi-
cation of the quantum-to-classical transition in a single-
shot scenario. The devised framework is applied to the
investigation of quantum interactions that lead to compu-
tational speedup in quantum algorithms. The algorithm
of amplitude amplification is considered in distinct phys-
ical implementations, circuit based, analog computation,
and adiabatic computation. Although they are equiv-
alent in the view of computational processing, we have
made careful analysis on the quantum interactions to un-
derstand them in the angle of open quantum systems.
We note that our analysis is valid for algorithms that
rely only on quantum evolutions since the information
flow is introduced for quantum dynamics. In future inves-
tigations, it would be desirable to derive the information
leakage in a composable manner that can be consistently
applied to both quantum and classical systems. It is en-
visaged that the information flow analysis can be made
for quantum-classical hybrid algorithms, such as the pe-
riod finding [35] and the prime number factorization [23]
algorithms.
Finally, we discuss the definition of Markovianity, its
interpretation, and the divisibility of dynamical maps.
For technical simplicity, suppose that a dynamical map
Λt is invertible although the assumption could be re-
laxed [36–38]. The map is called k-divisible if there ex-
ists a k-positive map Λt,s that allows the composition
Λt = Λt,s ◦ Λs, ∀s ∈ [0, t] [10]. The condition σt(Λt) ≤ 0
is equivalent to the 1-divisibility of the map Λt, thus,
called P-divisible [39]. If the propagator Λt,s is com-
pletely positive, the map Λt is called CP-divisible [9, 39].
The k-divisibility can also be characterized in an opera-
tional way in general, similarly to the information flow
[11]. One may point out that the definition of Markovian-
ity may vary for divisible maps [8–10]. We here remark
that, among k-divisible maps from P- to CP-divisible
5ones, the single-shot information leakage in Eq. (5) is de-
rived from the information flow proposed in Ref. [8], i.e.,
P-divisible maps, with close relationship to the quantum-
to-classical channel capacity. It would be interesting to
find distinct meanings of the different divisible maps in
an information-theoretic view.
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APPENDIX
We here provide the detailed description of the anal-
ysis about the information leakage and the information
flow during the execution of the discrete- and continuous-
time amplitude amplification algorithms [20, 21]. Among
n qubits in the algorithms, we consider subsystems of nS
qubits, i.e., across various bi-partitions. Let nE denote
the number of qubits in the environment. Note also that
the process of the algorithms is invariant under permu-
tation of qubits.
In the amplitude amplification algorithms, the initial
state is prepared as the n-qubit quantum state |ψn〉 =
|+〉⊗n where |+〉 = (|0〉+ |1〉)/√2, in which 2n states are
uniformly superposed. Let |w〉 denote the target state,
where w is the target string that we want to obtain at
the end. Since measurement is performed in the compu-
tational basis, the probability of finding the target state
in the initialization is given by 1/2n. The algorithms aim
to amplify the amplitude of the target state so that, once
the measurement is performed, the probability of finding
the target state is sufficiently close to 1.
As it is shown in the main text, we here consider the
case n = 8 throughout. In what follows, let us consider
subsystems from a single to a few qubits.
Information flow
Let us first consider a subsystem of a single qubit in
the bipartition 1 : n− 1. That is, we analyze how quan-
tum interactions between a single qubit and the rest lead
to gain or loss of information on the qubit. The single
qubit we consider as a system is prepared initially in state
ρS(0) = |+〉〈+| and other qubits regarded as environ-
ment in ρE(0) = |+〉〈+|⊗n−1 where |+〉 = (|0〉+ |1〉)/
√
2.
The amplitude amplification algorithms apply unitary
transformation USE(t), which is given by a sequence of
nS = 1
nS = 2
nS = 3
nE = 7
nE = 6
nE = 5
nE = 4nS = 4
FIG. 4. For n qubits under quantum algorithms, a subsystem
of nS qubits is considered. The dynamical map on nS qubits
can be identified, and the information flow by the quantum
interaction between system (S) and environment (E) can be
computed.
Grover iterations for discrete-time dynamics or Hamil-
tonian evolution for the continuous-time case. Then, at
time t we have
ρSE(t) = USE(t) (ρS(0)⊗ ρE(0)) U†SE(t).
The state at t = O(2n/2) is sufficiently close to the target
one |w〉. For the discrete-time algorithm, the dynamics
is given by
USE(t) =
t∏
i=1
UG, with UG = −H⊗nG0H⊗nGw, (8)
where H denotes the Hadamard transformation, G0 =
I − 2|0〉〈0|⊗n and Gw|a〉 = (−1)a·w|a〉. Note that G0 is
the inversion to the state |0〉⊗n, and Gw can selectively
make inversion to the target state by calling the oracle.
Since we have n qubits, the unitary transformation has
a representation in 2n × 2n matrix, as follows
UG =

−1
2n−1 + 1
1
2n−1
1
2n−1 . . .
1
2n−1−1
2n−1
1
2n−1 − 1 12n−1 . . . 12n−1
...
...
...
. . . 1
2n−1−1
2n−1
1
2n−1
1
2n−1
1
2n−1
1
2n−1 − 1
 .
For the continuous-time algorithm [21], the unitary trans-
formation is given by
USE(t) = e−itH, with H = E(|ψn〉〈ψn|+ |w〉〈w|) (9)
with E a constant. Then, the dynamical map Λt on a
single qubit can be characterized by,
ρS(t) = Λt[ρS(0)] = trE USE(t)(ρS(0)⊗ ρE(0))U†SE(t) (10)
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FIG. 5. The information flow integrated over time, i.e.,
(
∫ t2
t1
σ(t)dt), is shown for various size of the system, nS = 1
(black circles), nS = 2 (red squares), nS = 3 (green dia-
monds), and nS = 4 (blue triangles) for discrete-time (A)
and continuous-time (B) amplitude amplification algorithm.
where USE(t) can be found in Eqs. (8) and (9) for
discrete- and continuous-time evolution, respectively. So
far, we have characterized the dynamical map on a single
qubit under the amplitude amplification algorithms.
For the dynamical map obtained in Eq. (10), we can
compute the information flow
σt(Λt) = max
ρ0,ρ1
d
dt
D(Λt[ρ0],Λt[ρ1]), (11)
where trace distance is denoted by D(ρ, σ) = ‖ρ− σ‖1/2
with ‖A‖1 = tr
√
A†A [8]. In Ref. [40], it is shown that
the maximization can be achieved with a pair of orthogo-
nal states. It therefore suffices to consider a pair of qubit
states ρ0 = |ψ〉〈ψ| and ρ1 = |ψ⊥〉〈ψ⊥|. We generate
106 arbitrary pure qubit states |ψ〉 uniformly over Haar
measure and compute the information flow.
In Fig. 5, we plot the integration of information flow
over time (
∫ t2
t1
σ(t)dt) for nS = 1 (black circles), for
discrete-time (A) and continuous-time (B) amplitude am-
plification algorithm. It is shown that at all time during
the evolution the information flow is positive, σ(Λt) > 0.
This shows that individual qubits have gain of informa-
tion during execution of the quantum algorithm.
The analysis can be extended to a subsystem of more
qubits, i.e., nS > 1. Suppose that a system state is
prepared in ρS(0) = |+〉〈+|⊗nS and environment in
ρE(0) = |+〉〈+|⊗nE . As it is shown in Eq. (10), the
dynamical map Λ
(nS)
t can be therefore found as
Λ
(nS)
t (ρS(0)) = trE USE(t) (ρS(0)⊗ ρE(0)) U†SE(t). (12)
As it is performed for the single-qubit case, the informa-
tion flow is computed with the optimization in Eq. (11)
for randomly generated 106 set of orthogonal pair of
quantum states. The information flow is computed and
plotted in Fig. 5, for nS = 2, 3, 4.
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FIG. 6. Information leakage is shown for nS = 1 (black cir-
cles), nS = 2 (red squares), nS = 3 (green diamonds), and
nS = 4 (blue triangles) for discrete-time (A) and continuous-
time (B) amplitude amplification algorithm.
Single-shot information leakage
Once the information flow is computed, it is straight-
forward to find the single-shot information leakage as
they related as follows,
L
(S)
t1,t2 [Λ
(nS)
t ] = −
∫ t2
t1
(c p∗guess)
−1 σ(Λ(nS)t ) dt. (13)
In Fig. 6, the information leakage is computed and plot-
ted for cases nS = 1, 2, 3, 4. Since the information is
positive, i.e. gain of information happens at all time on
a subsystem under consideration, the information leak-
age is negative at all time. This means that information
leakage takes places from environment to system, and
also quantifies the information gained from environment.
Adiabatic algorithm for quantum search
In case of realization of amplitude amplification algo-
rithm via adiabatic quantum computation method, the
state of the quantum system evolves continuously under
the influence of the driving Hamiltonian, Had(t), as fol-
lows.
i
d
dt
|ψ(t)〉 = Had(t)|ψ(t)〉, (14)
where
Had(t) = f(t)H(t = 0) + (1− f(t))H(t = T ), (15)
with H(t = 0) = I− |ψn〉〈ψn| and H(t = T ) = I− |w〉〈w|
and f(t) controls the rate of the evolution.
Suppose that the initial state |ψn〉 is prepared in the
ground energy level of H(t = 0) and adiabatically evolves
via the unitary Uad(t, 0) = e
∫ t
0
Had(t))dt. At each step of
the evolution, the adiabatic condition is applied such that
the system remains ground state, |φ(t)〉, with sufficiently
high probability, i.e., |〈ψ(t)|φ(t)〉|2 ≥ 1− 2. for the first
excited one |ψ(t)〉. With the adiabatic constraint, we
7have
Uad(t, 0) =
∑
n
eiαn(t)|n, t〉〈n, 0|, (16)
where αn(t) is function of En(t), which are the eigenval-
ues of Had(t) and |n, t〉 are the eigenvectors.
One of the possible choices of the functional form of
f(t) is the linear interpolation, f(t) = tT , where T is
the total runtime of the evolution. However, it has been
shown that in order to satisfy the adiabatic condition,
for this choice of f(t), the total runtime of the evolu-
tion turns out to be T ≥ N . Thus, the computation
time, which essentially can be argued as the efficiency
of the algorithm, turns out to be O(N). Therefore, for
this choice of the functional form of f(t), adiabatic evo-
lution does not provide any advantage over its classical
counterpart.
In Ref. [22], the local adiabatic evolution is proposed
so that the quadratic speedup can be maintained. This
can be obtained with the choice of the function f(t), as
follows,
f(t) =
1
2
− 1
2
(
1√
N − 1 tan
2t
√
N − 1
N
− tan−1√N − 1
)
.
In this case, the total runtime of the algorithm turns out
to be T =
√
Npi/(2).
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