We have obtained multi-slit spectroscopic observations from 3700Å to 9200Å with LRIS at the Keck I telescope for 31 H ii regions in the disk of the Andromeda galaxy (M31), spanning a range in galactocentric distance from 3.9 kpc to 16.1 kpc. In 9 H ii regions we measure one or several auroral lines
INTRODUCTION
M31, the Andromeda galaxy, is our nearest neighbour and the largest galaxy of the Local Group and these properties make this galaxy a fundamental benchmark for understanding spirals and their evolution. M31's proximity allows for spatially detailed studies of its constituent stellar populations, even though the large angular extent on the sky hampers a global view of this galaxy. The advent of large field cameras and multi-object spectrographs has been critical for a growing amount of information on important properties of M31. These improvements in observational capabilities have permitted, for example, the discovery of a giant stellar tidal stream in the halo (Ibata et al. 2001 ) and detailed studies of the resolved stellar populations both in the disc and in the halo (e.g. Ferguson et al. 2002 Ferguson et al. , 2005  ⋆ E-mail: azurita@ugr.es † E-mail:bresolin@ifa.hawaii.edu Davidge et al. 2012; Tanaka et al. 2010 ) which have radically changed our knowledge on the formation and evolution of M31. It is now recognized that interactions and satellite accretions have been widely responsible for the evolution of the Andromeda galaxy (e.g. Ibata et al. 2001; Bernard et al. 2012; Davidge et al. 2012; Hammer et al. 2007 ). The interstellar medium also shows signatures of disruptions possibly resulting through these interactions (e.g. Unwin 1983; Corbelli et al. 2010) . The current star formation rate (SFR) across the disc, ∼1 M⊙ yr −1 (Williams 2003) , is significantly lower than in the Milky Way and most of the star-forming sites are distributed in a prominent ring of approximately ∼10 kpc galactocentric radius. This morphology has been predicted with dynamical models of the recent interaction of M31 with a companion galaxy (possibly M32, Block et al. 2006 ).
The chemical evolution of M31 has also been extensively studied in comparison with the Milky Way (Marcon-Uchida, Matteucci, & Costa 2010; Yin et al. 2009 ; Renda et al. 2005 ). Both Local Group galaxies seem to share common features in their chemical evolution, but in order to explain the observations in detail, models require different formation histories for the two galaxies. In particular, M31 must have been more active and efficient in the past in forming stars than the Milky Way (Yin et al. 2009; Renda et al. 2005 ).
The present-day chemical element abundances and their spatial distribution across a galaxy are key observational properties for constraining different models of chemical evolution (e.g. Marcon-Uchida et al. 2010) . H ii regions have been traditionally the main targets used to trace the present-day elemental abundances across galaxy disks. However, nebular metallicity data on M31 are surprisingly sparse. Since the first H ii region emission-line strength measurements made by Rubin, Krishna Kumar, & Ford (1972) in the early 1970's, in which the existence of an abundance gradient was suggested, only a handful of authors have tried to measure the abundance gradient of M31. Dennefeld & Kunth (1981) analyze a sample of 12 supernova remnants (SNR) and 8 H ii regions. They report gradients in the N/H and N/O ratios across the galaxy disk, but no gradient in the distribution of oxygen abundance with galactocentric radius, within the large uncertainties in their abundances determinations. In a subsequent study, Blair, Kirshner, & Chevalier (1982) obtain an oxygen abundance gradient with a slope of approximately −0.027 dex kpc −1 and a super-solar oxygen abundance in the M31 center (12+log(O/H) > 9.0) from the application of empirical strong-line nebular metallicity determination methods to the observed line fluxes in a sample of 11 H ii regions. In the same paper they calculate the oxygen abundance gradient from the spectra of 9 SNRs, and these show no significant gradient across the disk, with a mean abundance 12+log(O/H) ≃ 8.5. The most recent spectroscopic observations of a sample of H ii regions in M31 date from the late 1990's and were presented by Galarza, Walterbos, & Braun (1999) and Bresolin, Kennicutt, & Garnett (1999) . The former use the R23 parameter and find a somewhat steeper oxygen gradient, with a slope of −0.06±0.03 dex kpc −1 . All these authors derive the chemical abundance gradient in M31 by applying empirical calibrations of bright-line ratios, as the temperature sensitive auroral lines used to constrain electron temperature and emissivities of abundance-sensitive forbidden lines (i.e. through the direct method) remained undetected. In fact, it is somewhat surprising that, to-date, there are no auroral line detections for the determination of H ii region abundances through the direct method in M31, apart from a single H ii region (K932) observed by Esteban et al. (2009) .
Other attempts to measure the oxygen abundance gradient in M31 come from the reanalysis of the datasets mentioned above (mainly those of the 1980's) and the application of different strongline methods (Zaritsky, Kennicutt, & Huchra 1994; Vila-Costas & Edmunds 1992; Smartt et al. 2001; Trundle et al. 2002) . The M31 oxygen abundance gradient slope derived by the different authors ranges from −0.013 dex kpc −1 to −0.06 dex kpc −1 , i.e. they differ by as much as a factor of four, mainly due to uncertainties and differences in the strong-line methods used. The central 5.6 3450-6000 3×1800 + 2×1200 1 4.5 5120-6840 3×1800 1 9.3 6450-10000 2×1200 2 5.6 3450-6000 3×1800 + 2×1000 2 4.5 5120-6840 3×1800 2 9.3 6450-10000 2×1000 3 5.6 3450-6000 2×1800 + 2×1000 3 4.5 5120-6840 2×1800 3 9.3 6450-10000 2×1000
a Approximate spectral range for a slit in the centre of the detector.
oxygen abundance that results from these studies ranges between 1 and 3.5 times the solar value.
Motivated by the desirability of a modern re-evaluation of the present-day chemical abundance in M31, we secured new spectra of H ii regions in the Andromeda galaxy, in order to obtain nebular chemical abundances based on the detection of the faint auroral lines used for electron temperature determinations. The main aim of the current paper is to measure the oxygen abundance gradient from H ii regions in M31 and to compare with other metallicity indicators, in particular young, massive stars (Venn et al. 2000; Trundle et al. 2002; Smartt et al. 2001 ) and planetary nebulae (Kwitter et al. 2012 ).
This paper is organized as follows. The spectroscopic observations, the data reduction procedure and the methodology employed for meassuring emission line fluxes are described in Sec. 2. In Sec. 3 we derive the physical properties (electron densities and temperatures) of the H ii regions and from these, the ionic and total chemical abundances are obtained (Sec. 4). The radial oxygen abundance gradient is then calculated (Sec. 5) from our direct measurements and from empirical metallicity calibrations applied to the H ii regions of our sample and to a compilation of data from other authors. A comparison with other metallicity indicators is presented in Sec. 6. Finally, in Sec. 7 with discuss and summarize our results.
OBSERVATIONS AND DATA REDUCTION

Observations
The spectroscopic observations of H ii regions in the disk of M31 were carried out on 2005 September 29 with the Low Resolution Imaging Spectrometer (LRIS, Oke et al. 1995) at the 10m Keck I telescope operated by the W.M. Keck Observatory on the Mauna Kea summit. The sky was photometric with seeing ∼0.8" at the beginning of the night. Conditions slowly got worse, having seeing ∼1.5" at the end of the night.
LRIS was used in multi-slit mode. Both the blue and red channels of the spectrograph were used simultaneously with a dichroic beam splitter (with 50% transmittance at 5091Å) for two different setups. The first setup was used to cover the spectral range 3500Å to 6840Å for a slit at the center of the detector with spectral resolution and dispersion ∼5.6Å (FWHM) and 0.62Å/pix, respectively, in the blue Figure 1 . Identification of the targets included in our LRIS Keck multi-slit masks plotted over an Hα continuum-subtracted image obtained at the 2.5m Isaac Newton Telescope at la Palma. The circles mark the brightest Hα knots along each slit, where the apertures for the one dimensional spectrum extractions were centred. channel (with a 600 lines mm −1 grism blazed at 4000Å) and ∼4.5Å (FWHM) and 0.62Å/pix in the red channel (with a 900 lines mm −1 grating blazed at 5500Å). The second setup was identical in the blue channel, but included a 400 lines mm −1 grating blazed at 8500Å in the red arm, covering roughly from 6450Å to 10000Å with 9.3Å FWHM resolution. The blue channel spectra were imaged on a mosaic of two 2K×4K Marconi (E2V) CCDs giving a plate scale of 0.135 ′′ pix −1 , the red channel spectra on a backilluminated Tektronix 2K×2K CCD, with 0. The slit lengths varied between 7 ′′ and 1.5 ′ . The observations were carried out ensuring that the slit position angle in each mask was within 20
• of the parallactic angle for airmasses greater than 1.3, in order to minimize light losses due to differential atmospheric refraction. Table 1 contains a journal of the observations.
The target H ii regions were selected from Hα continuum-subtracted images (see Fig. 1 ), previously obtained with the Wide Field Camera of the 2.5m Isaac Newton Telescope (INT) at La Palma (Spain) within the Local Group Census project 1 (e.g. Magrini et al. 2002 ). An astrometric calibration of these images with an accuracy of 0.3 arcsec was secured using stellar positions from the USNO2 (Monet 1998) catalogue. The positions of the selected H ii regions across the M31 disc are shown in Fig. 2 and their coordinates are given in Table 3 . Four targets are in common with the Blair et al. (1982) sample (BA423, BA379, BA416, BA370; the last two were classified as SNRs by these authors). (Dennefeld & Kunth 1981) , violet diamonds (Blair et al. 1982) , yellow squares (showing slit centers by Galarza et al. 1999) , inverted orange triangles (Bresolin et al. 1999 ) and cyan pentagon ). The image is a composite of GALEX (FUV: blue, NUV: green) and Spitzer (24 µm: red).
Data reduction
The data reduction was carried out using standard IRAF 2 techniques. After removing the bias level, a correction was applied to account for the different gains (e − /ADU) of the amplifiers of the red and blue CCDs. Afterwards the spectrum corresponding to each slit was identified and separated out from the 2-dimensional slit mask spectra of science and calibration frames, and in subsequent tasks the spectrum from each slit was treated as a separate spectrum. The data reduction was then carried out using standard procedures for long-slit spectra: flatfielding, cosmic-ray removal (lacos spec, van Dokkum 2001), removal of geometrical distortions in the spectral and spatial directions, wavelength calibration, extraction of one dimensional spectra within defined apertures and combination of the individual spectra.
The final spectra were flux calibrated using observations of the spectrophotometric standards BD+28 4211, G191-B2B, Hiltner 600 and GD71 that were obtained at the beginning, middle and end of the night with a 8.7
′′ -wide slit. The standard star fluxes have been obtained from Oke (1990) , Bohlin, Colina, & Finley (1995) , and Hamuy et al. Table 2 . c IDs starting with BA from Baade & Arp (1964) and with P from Pellet et al. (1978) . Nebulae marked with * have been spectroscopically observed by Blair et al. (1982) .
(1994). A standard mean optical/near-IR extinction curve for Mauna Kea was adopted for the atmospheric extinction correction (from the UKIRT web pages 3 ). Given the limited near-IR range of most of the spectrophotometric standard star spectra, only data below 9200Å are useful. 
Emission line flux measurements and interstellar extinction correction
The emission line fluxes of the H ii regions were measured with the SPLOT IRAF task, by integrating all the flux in the emission line between two given limits over the local continuum level defined interactively. We analysed the spectra of 37 nebulae. Two of them correspond to different extractions of the same slit, in which two bright knots of ionized gas emission (objects 25 and 26 in Table 3 ) were identified. For 13 targets we were able to detect one or several of the following auroral lines,
, which allow the determination of the electron temperature of the different ions, although four of the targets turned out to be SNR, as described below. The other 24 targets have lower signal-tonoise spectra and no auroral lines were detected. We identified two SNR candidates within this subsample. For the remaining 22 H ii regions we concentrate here only on the brightest emission lines, which will be used for the determination of the oxygen abundances through strong-line methods (Sect. 5.1).
The three different spectral ranges (blue, red and nearinfrared) were scaled in order to bring them to the same relative flux calibration. Several emission lines in common between the red and the near-infrared spectral ranges (typically Hα, [N ii]λλ6548, 6583, HeI λ6678, [S ii]λλ6717, 6731) provided the scaling factor. There are no lines in common between the blue and the red spectral ranges. In this case a preliminary scaling factor was obtained from the continuum level of both spectra. The final scaling factor was later determined by imposing the expected Hα/Hβ flux ratio (Storey & Hummer 1995) for the measured or assumed electron temperature, after the interstellar extinction and stellar absorption corrections had been applied (see below).
The interstellar reddening was determined from the Balmer series hydrogen recombination lines flux decrement. As the fluxes of nebular Balmer emission lines are affected by absorption by the underlying stellar population, a correction needs to be applied in order to obtain the interstellar extinction to properly correct our measurements. We have assumed that the equivalent width of the stellar absorption (EW abs ) is the same for all Balmer lines. Then, an iterative procedure was performed: the extinction coefficient c(Hβ) was determined from the comparison of the measured fluxes of the Hγ and Hδ lines relative to Hβ and the expected ratios from the case B recombination given by Storey & Hummer (1995) for an electron temperature of 7500 K and density of 100 cm −3 . The Howarth (1983) parametrization of the interstellar reddening law by Seaton (1979) was adopted for RV =3.1. The EW abs was then adjusted in successive iterations until the c(Hβ) value obtained from the Hγ/Hβ and Hδ/Hβ line ratios were in agreement. After the determination of the electron temperature (see Sect. 3) the iterative process was repeated. We checked that higher order recombination lines of the Balmer series measured in our spectra were in agreement (within errors) with the theoretical predictions. The extinction coefficient c(Hβ) obtained varies between 0.24 and 1.0 in our H ii region sample, while the EW abs was found to be in the range 1.5-3.2Å for the highest S/N spectra, where we detected the auroral lines. For the lowest S/N spectra, the extinction coefficient c(Hβ) was typically determined from the Hγ/Hβ ratio alone (and in this case the EW abs was assumed to be zero) or from both Hγ/Hβ and Hδ/Hβ when possible. c(Hβ) for these regions ranges from 0.0 to 1.03.
The final values of c(Hβ), EW abs , and the blue-red scaling factor were further checked in the highest S/N H ii region spectra by comparing the observed He i line ratios with theoretical predictions (Benjamin, Skillman, & Smits 1999) . The observed and theoretical He i line ratios λ5876/λ4471, λ6678/λ4471 and λ5876/λ4922 differ by less than 15% in all targets, except for #5, for which differences are larger (of order ∼40%). We note that the observational errors for these ratios are also higher (∼30%) for this target, which turned out to be a SNR (see Sect. 2.4). The same check was done with the Balmer ratio Hǫ/Hβ and Paschen series line ratios to Hβ when available (using mainly Pa 9, Pa 10, Pa 11, Pa 12). In this case the observed and theoretical line ratios differ by less than 20% (typically ∼5-10%), except for the Hǫ/Hβ ratio in targets #5, #25, #26 and #35 for which the difference observed-theoretical is larger, ∼25-30%, except for target #5 (SNR) in which Hǫ is twice the value expected for an H ii region possibly due to blending with enhanced [Ne iii] (Stupar, Parker, & Filipović 2008) . Table 4 shows the line fluxes corrected for reddening and normalized to Hβ for the 13 nebulae where auroral lines fluxes have been measured. For the remaining targets (with no detections of auroral lines) we give in Table 5 the brightest line fluxes corrected for reddening and normalized to Hβ. The coordinates and galactocentric distances for both sets of regions are given in Table 3 .
The uncertainties quoted in Tables 4 and 5 include (added in quadrature): statistical errors measured with SPLOT, flatfielding errors, the uncertainty in the flux calibration, and the uncertainty in the determination of the flux scaling factors between the different spectral ranges and in the determination of the extinction coefficient. Typically, errors in the line flux ratios are of order ∼4-8% for lines brighter than F Hβ /2, and ∼6-16% for fainter lines, for the H ii regions with detections of auroral lines. For the regions with lower S/N the errors in the line flux ratios relevant for strong-line methods for abundance determinations are of or-
Four of our targets are located within ∼3 ′′ of the positions reported by Blair et al. (1982, see Table 3 ). We have compared the fluxes published by these authors with the fluxes of our brightest lines. The measurements agree within 15% for lines brighter than F Hβ /3 across the whole spectral range in common (from 3700Å to 6730Å). The differences are higher for [S ii]λλ6717, 6731 in #5 (BA416), ∼35%, and for [O ii]λ3727 in #25 (BA379), ∼50%. For line ratios fainter than F Hβ /3 the differences increase up to ∼60% (in both directions), with no dependence on wavelength. We note that Blair et al. (1982) state that their error in faint line fluxes (< 0.5 F Hβ ) may be as large as 50%.
Supernova remnants
Targets #5 (BA416) and #29 (BA370) are classified as SNRs by Blair et al. (1982) . For both nebulae we find [S ii]/Hα > 0.5, indicating the presence of shocks. Our measured line ratios for BA416 position this region in the area of the Hα/[S ii] vs. Hα/[N ii] diagnostic diagram that corresponds to SNR (Sabbadin, Minello, & Bianchini 1977) , in agreement with the conclusion by Blair et al. (1982) . According to our measurements, the location of BA370 in the same diagnostic diagram does not allow us to clearly establish the nature of this nebula. However, we measure a sub- are identified as SNRs. We note that, as mentioned above, Blair et al. (1982) reported a ∼35% higher [S ii]λλ6717, 6731 flux for BA416 than determined from our observations. Given that the center position of our slit does not perfectly coincide with theirs, we cannot exclude some dilution of the SNR emission by surrounding photoionized gas emission in our spectrum. (Dennefeld & Kunth 1981) . According to this criteria, targets #14 and #22 are SNR candidates as well.
The six targets discussed in this section are removed from our sample and will not be considered in the remainder of the paper, since the application of H ii region metallicity diagnostics would not be appropriate. For completeness we report their line fluxes in Table 4 (#5, #8, #29 and #32) and in Table 5 (#14 and #22).
PHYSICAL CONDITIONS OF THE IONIZED GAS
The physical conditions of the ionized gas (electron temperature and density) have been determined from collisionally excited line ratios. The temden IRAF task within the NEBULAR package (Shaw & Dufour 1995) was employed. The temden task is an extension of the FIVEL program (De Robertis, Dufour, & Hunt 1987) for a larger set of ions, emission lines and number of levels (between 5 and 8 depending on the ion). The atomic parameters (transition probabilities and collisional strengths) for the ions of interest were updated with more recent data as shown in Table 5 of Bresolin et al. (2009a) .
The derivation of the electron temperature of an H ii region requires the detection of auroral lines which arise from the transition from the second lowest excited level to the lowest excited level. Auroral lines are generally faint and difficult to detect, with strongly decreasing intensities with increasing gas metallicity. This explains why, to our knowledge, there is surprisingly only one previous published measurement of electron temperature for an H ii region in M31: region K932, analysed by Esteban et al. (2009) Density and temperature of the ionized gas have been simultaneously obtained from an iterative process. The tem- Table 5 . Reddening-corrected line fluxes relative to Hβ (with Hβ=100) for the H ii regions with no detections of auroral lines. Liu et al. (2000) . perature was initially set to Te=7500 K and a preliminary value for the electron density Ne was derived from the [S ii]λ6717/[S ii]λ6731 line ratio. This initial value of Ne was then used for computing Te for the different auroral-tonebular line ratios. The process was repeated until convergence. An initial estimate of the ionic abundances was then obtained (as described in Sect. 4.1) and from these we estimated the contamination of the auroral lines [N ii] 
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obtain from model predictions by Garnett (1992) , frequently used for predicting ionic temperatures when only one or two auroral lines are detected. Fig. 3 
(1)
appear to be satisfactorily followed by the empirical data, especially for the case of
In the other two cases the data points deviate more significantly from the theoretical relations. This was also found by other authors with a larger sample of H ii regions (e.g. Kennicutt, Bresolin Garnett (1992) .
The electron densities Ne are shown in column 7 of Table 6. All H ii regions are in the low-density regime, with densities below 100 cm −3 . For three H ii regions we measured a line ratio [S ii]λ6717/[S ii]λ6731 slightly above the theoretical limit. For those regions we assumed a line ratio equal to 1.41 (equivalent to the theoretical limit).
CHEMICAL ABUNDANCES
Ionic abundances
The calculation of ionic abundances from collisionallyexcited lines requires a good knowledge of the electron temperature. An onion-model is commonly adopted to describe the ionization structure of an H ii region, with a number of zones of different Te where atomic species of similar excitation coexist. In light of the correlations found in Sec. 3 between the Te obtained from different atomic species, we have adopted a two-zone representation for describing the temperature stratification of the H ii regions: a low-excitation zone, characterized by T [N Table 7 . Adopted electron temperatures for the two-zone scheme of the H ii region ionization structure.
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an additional term added in quadrature, which is an estimate of the uncertainty in the scaling relation (±400K for (Table 4 ) and the corresponding electron temperatures of the adopted two-zone scheme (Table 7) . Table 8 shows the resulting ionic abundances with respect to H + .
Total abundances
The total abundance relative to hydrogen of a given element is given by the sum of the abundances of all its ions. However, not all ions have emission lines in our spectra and we have to correct for these unseen ionization stages using ionization correction factors (ICFs). We have used the following common assumptions:
Oxygen. He ii λ4686 is only detected in one target (#8) which is a SNR. This implies that all H ii regions are of sufficiently low excitation that the amount of oxygen in ionization stages higher than O ++ is negligible. Bresolin et al. 2009a ).
Argon. Only Ar
++ is observed in our optical spectra. However, the amount of Ar + in low excitation H ii regions (our case) can be important (Bresolin, Garnett, & Kennicutt 2004) . We have employed the ICFs obtained from photoionization models by Izotov et al. (2006) . These authors proposed different parameterizations depending on metallicity. Those 
Sulfur. In the case of low excitation H ii regions the ICF to correct (S + + S ++ )/H + for the presence of higher ionization sulfur stages is expected to be small. We have used Table 2 for the M31 adopted parameters. the ICF given by the formula (Peimbert & Costero 1969; Stasińska 1978; French 1981) :
where we have employed α = 2.5 (Bresolin et al. 2004 ). Fig. 5 shows log[(S
for our H ii region sample versus the oxygen fractional ionization O + /O. Eq. 4 has been overplotted for α = 2 and α = 2.5 and assuming log(S/O) = −1.5 and log(S/O) = −1.6 (representative values for our sample). Apart from three low-excitation regions with considerable error bars, the curve with α = 2.5 and log(S/O) = −1.6 follows the data rather well. We have then kept this parameter choice, in agreement with previous work on extragalactic H ii regions (Kennicutt et al. 2003; Bresolin et al. 2004 ). This equation yields corrections of 16-30% for the highest excitation H ii regions of the sample (O + /O ∼ 0.25-0.4), 2-9% for H ii regions with O + /O ∼ 0.5-0.7, and corrections around 1% for the lowest excitation regions with O + /O ∼ 0.8. The total abundances of O, N, S, Ar and Ne, obtained as described above, are summarized in Table 9 .
Abundance trends with log(O/H) and
galactocentric radius Lodders (2003) . The filled circle corresponds to the H ii region K932 with abundances measured by Esteban et al. (2009). tent, within errors, with the solar value (−1.50 ± 0.06, Lodders 2003) . The Ar/O ratio is also essentially constant with oxygen abundance, but with a mean value of log(Ar/O)=−2.22 ± 0.06, slightly subsolar but marginally compatible with the solar value (−2.14±0.09, Lodders 2003) within the uncertainties. The Ne/O ratio, with a mean value of log(Ne/O) = −0.82 and a standard deviation of ∼ 0.13 dex also shows a rather flat distribution in the whole range of oxygen abundance measured in our sample of H ii regions, and matches the solar value (−0.82 ± 0.11, Lodders 2003) .
Our data are compatible with a flat distribution of the S/O, Ar/O and Ne/O ratios with galactocentric distance (see Figure 7) , but since our H ii region data are concentrated at only two different galactocentric distances further data would be required to confirm these trends.
He abundance
Our H ii region spectra contain a number of He i recombination emission lines that can be used to estimate the He + abundance, as the emission line is proportional to the line emissivity and to the corresponding ionic abundance. He ii λ4686 is not detected in any H ii region of the sample and therefore the contribution of He ++ to the total He abundance can be neglected.
The ionic helium abundance relative to hydrogen has Lodders (2003) . The filled circle corresponds to the H ii region K932 with abundances measured by Esteban et al. (2009). been computed from the predicted emissivities for the He i lines (Porter, Ferland, & MacAdam 2007) and for Hβ (Benjamin et al. 1999) at the corresponding H ii region electron temperature, as computed in Sect. 4.1.
The He i emission lines are affected by underlying stellar absorption, which needs to be corrected for. We have followed the approach described by Kennicutt et al. (2003) . The corrections are based both on direct measurements of the He i EWs for O-type stars and He i EWs predicted by starburst models as a function of age. We have applied here the same corrections as Kennicutt et al. (2003) , except for He i λ4026 (0.6Å) and He i λ4922 (0.3Å), which have been estimated from more recent models . These corrections range from ∼1% to 6% for the brightest lines (λ5876 and λ6678), ∼6-30% for λ4922, and ∼2-40% for λ4471.
The He + abundances computed from the brightest observed He i lines (λ4026, λ4471, λ4922, λ5876, λ6678) are shown in Table 10 , together with the weighted average (column 7) of all the individual values. The He + abundances have also been computed using the Benjamin et al. (1999) emissivities. Differences in the abundances derived using the more recent Porter et al. (2007) emissivities are on average ∼2%, and in all cases below 5% and therefore below the He + /H + abundance uncertainties. The total helium abundances have been computed with the analytical relation between the ICF(He) and the softness parameter, (Vílchez & Pagel 1988) , obtained by Bresolin et al. (2009a) from models of Stasińska, Schaerer, & Leitherer (2001) . The ICF(He) ranges from 1.0 to 1.48 for our H ii region sample. The resulting total He abundances are shown in column 7 of Table 9 and plotted versus galactocentric radius in Fig. 8 . The figure includes region K932 ), which is in very good agreement with our data for similar galactocentric radius. The He abundance appears to be constant within our range of galactocentric distances, with an average value He/H + = 0.092 ± 0.012, where the error represents the standard deviation between all regions.
OXYGEN RADIAL ABUNDANCE GRADIENT
The H ii region oxygen abundances in M31 obtained in this paper from the direct Te-based method are plotted as a function of galactocentric radius in Fig. 9 (blue squares).
The linear regression to this data plus the H ii region K932 by Esteban et al. (2009) The slope that we obtain, −0.028 ± 0.014 dex kpc −1 , represents a rather shallow oxygen abundance gradient in M31. The central abundance is only slightly above solar (12 +log(O/H)⊙=8.69, Asplund et al. 2009 ). We are aware that our data are virtually representative of only two distinct galactocentric distances, and further data at different distances from the M31 center would be desirable to better determine the abundance gradient from the Te-based method alone.
This is the first time that an oxygen abundance gradient from auroral lines is obtained for M31. Previous attempts to measure the oxygen abundance gradient in this galaxy from H ii regions were performed from diagnostics based on strong emission lines, because of the lack of the faint auroral lines necessary to measure the electron temperatures. The early papers by Dennefeld & Kunth (1981) and Blair et al. (1982) contain H ii region samples of similar sizes (8 and 11 regions, respectively) and make use of empirical calibrations of the [O iii]/[N ii] line ratio (Alloin et al. 1979 ) and the R23 parameter (R23=( Pagel et al. 1979 ) to derive the Te from which the O/H is estimated. Their O/H vs. galactocentric radius relations have a lot of scatter, but are in agreement with each other and seem compatible with super-solar oxygen abundance in the M31 center (12+log(O/H) > 9.1) and an abundance gradient with a slope of approximately −0.03 dex kpc (from Fig. 4 and Fig. 6 . of Dennefeld & Kunth (1981) and Blair et al. (1982) , respectively). This value is in agreement with our slope, but their metallicities are about 0.5 dex systematically higher than our determinations.
Additional authors have recalculated the oxygen abundance gradient in M31, by applying different calibrations of the R23 parameter to the data obtained by Dennefeld & Kunth (1981) and Blair et al. (1982) . Vila- Costas & Edmunds (1992) used the R23 calibration by Edmunds & Pagel (1984) , with adjustments at high and low metallicities (Edmunds 1989; Skillman 1989) (Trundle et al. 2002) , green (Venn et al. 2000) , red (Smartt et al. 2001 ) and pink (Przybilla et al. 2006) stars. We also inlude the recent oxygen abundance determination for M31 PNe by Kwitter et al. (2012) with open dots. The solid straight line shows the best linear fit to the H ii region direct oxygen abundance versus galactocentric radius (see Sect. 5), while the dotted, dashed and dot-dashed straight lines show the best linear fits to the oxygen abundances obtained from the Pilyugin (2001) , Bresolin (2007) and Pettini & Pagel (2004) strong-line methods, respectively, applied to the whole sample of H ii regions available in the literature (see Sect. 5.1). solar central abundances (again 12+log(O/H) > 9.1) was obtained.
The most recent spectroscopic observations of a sample of H ii regions in M31 were performed by Galarza et al. (1999) . Their sample comprises 46 H ii regions which the authors classify according to their morphological type. These authors inferred a metallicity gradient of −0.06 ± 0.03 dex kpc −1 from the dependence of the R23 parameter of the regions classified as center-brightened (∼20 H ii regions) with the radial distance from the galaxy center. This gradient is steeper compared to our and previous determinations of the oxygen abundance gradient of M31, but given its large uncertainty this result is still compatible with the shallower slope we find. Further spectroscopic observations of six H ii regions in M31 were obtained by Bresolin et al. (1999) , but for a different purpose, and no abundance estimations were performed.
More recent published values of the M31 oxygen abundance gradient from H ii regions come from the reanalysis of the datasets described above (Dennefeld & Kunth 1981; Blair et al. 1982; Galarza et al. 1999 ) using different empirical calibrations (Pagel, Edmunds, & Smith 1980; McGaugh 1991; Zaritsky et al. 1994; Pilyugin 2001) . Depending on the empirical calibration applied, the slope ranges from −0.013 to −0.027 dex kpc −1 , and the central abundance varies between 8.70 and 9.20 dex (Smartt et al. 2001; Trundle et al. 2002) .
Strong-line methods
The previous section makes it clear that the usage of different calibrations of ratios of bright nebular emission lines (strong-line methods), which are readily accessible observationally to determine the oxygen abundance gradient from a given data set, yields systematic and non-negligible differences on both the metallicity gradient and on the central (R=0 kpc) oxygen abundance. This is well known from the detailed analysis of different galaxies from many authors (e.g. Pérez-Montero & Díaz 2005; Kewley & Ellison 2008; Bresolin et al. 2009a,b; López-Sánchez & Esteban 2010) . In particular, strong-line methods calibrated via grids of photoionization models generally provide higher metallicities than those calibrated empirically via sets of H ii region oxygen abundance determinations obtained from Te estimates from detected auroral lines.
Given the still limited number of regions for which we have a direct determination of the electron temperature in M31, it is useful to apply different bright-line metallicity indicators to the whole set of M31 H ii regions observed so far to enlarge the range in galactocentric distance and the number of regions for a better statistical significance of the gradient parameters. As a first step, we have applied strong-line methods to the whole set of 31 H ii regions analyzed in this paper (those with and without detections of auroral lines), limiting our choice to six widely used methods: (a) The R23 method, as calibrated empirically by Pilyugin (2001, P01) and Pilyugin & Thuan (2005, Pettini & Pagel (2004, PP04) with H ii regions with Tebased oxygen abundances or detailed photoionization modelling.
The results from the application of these methods to our H ii region sample are plotted in Fig. 10 as a function McGaugh (1991) and the ones obtained with the N2O2 calibration of Kewley & Dopita (2002) are ∼0.4-0.7 dex larger than the ones obtained from the other methods, as expected when comparing empirical and theoretical model grid calibrations. Table 11 shows the best linear fit parameters for the oxygen gradient obtained from the different strong-line methods.
It is apparent from Fig. 10 and Table 11 that the scatter varies between the different O/H indicators, being larger for the R23-based methods and N2, and smaller in the case of N2O2 which presents the highest correlation coefficient (around −0.85 for both calibrations of N2O2, with a root mean squared (rms) residual scatter from the fit of 0.05 dex and 0.03 dex for the Bresolin (2007) and Kewley & Dopita (2002) calibrations, respectively (cf. 0.12 dex for N2 and for the PT05 calibrations and 0.14 dex for R23 as calibrated by McGaugh 1991). Fig. 10 and Table 11 show that the slope of the oxygen abundance gradient obtained from the Pilyugin (2001) calibration of the R23 parameter, from N2, and from N202 as calibrated by Bresolin (2007) agree within the errors, and also agree with the oxygen abundance gradient obtained from the direct Te-based oxygen abundances obtained in this paper. The McGaugh (1991) calibration of Figure 11 . Same as Fig. 10 , but for the H ii regions analyzed in this paper plus H ii regions spectroscopically observed by other authors: Dennefeld & Kunth (1981) , yellow triangles; Blair et al. (1982) , red diamonds; H ii regions classified as 'center-bright' by Galarza et al. (1999) , green stars; Bresolin et al. (1999) , pink inverted triangles; region K932 (cyan circle) observed by Esteban et al. (2009) , and H ii regions analyzed in this paper (blue squares and hexagons, as in Fig. 10) . Open symbols indicate H ii regions with uncertain values in the relevant line ratios for a given empirical calibration, as stated by the corresponding authors. The dotted straight lines show the best linear fit to the oxygen abundance gradient obtained from the strong-line methods applied to the whole H ii region dataset (excluding regions with uncertain line ratios). The solid straight line shows the oxygen abundance gradient obtained from the Te-based method (Eq. 5). Table 11 . Linear least-squares fit parameters to the oxygen abundance distribution across the M31 disk obtained from different strong-line methods (see Sect. 5.1) applied to our H ii region sample and to the whole set of spectroscopic data on M31 H ii regions published so far: this paper, Dennefeld & Kunth (1981) , Blair et al. (1982) , Galarza et al. (1999) , Bresolin et al. (1999) , Esteban et al. (2009 
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ment is found between the metallicities obtained for stars and H ii regions using both the direct Te-based method and N2 (Bresolin et al. 2009a) . A situation similar to what we encounter in M31 is also found for M81 (Patterson et al. 2012; Kudritzki et al. 2012) . A possible interpretation of this discrepancies will be provided in the next section. Recently Kwitter et al. (2012) published the abundance analysis of 16 PNe from [O iii]λ4363 detections in the outer disk (R > 20 kpc) of M31. The radial distribution of the O/H ratio is included in Fig. 9 (open circles; we recalculated the galactocentric distances from our adopted orientation parameters, Table 2 , finding only minor differences). We note a striking offset between H ii regions and PNe direct abundances (although we note that their target 16 falls near the H ii region locus). It is not clear whether the two samples of objects are directly comparable, however, due to the fact that the PNe belong to the outer disk of the galaxy. Difficulties in the interpretation of the offset might also arise from the complicated chemical history of M31 (e.g. Davidge et al. 2012 for a recent summary). Finally, we note that the slope of the PNe O/H gradient obtained by Kwitter et al. (2012) , −0.011 ± 0.004 dex kpc −1 , is somewhat flatter than the one we derive from H ii regions. We add that a flatter gradient for PNe compared to H ii regions has also been recently determined in the galaxy NGC 300 (Stasinska et al. 2012, in preparation) , and corroborates recent model predictions of galactic chemical evolution (Pilkington et al. 2012 ).
DISCUSSION AND CONCLUSIONS
One of the main conclusions obtained in this paper is that the slope of the oxygen abundance gradient in M31 from the analysis of the H ii regions is quite robust, approximately −0.023 dex kpc −1 , regardless of the choice of abundance diagnostic used (with the notable exception of the Pilyugin & Thuan 2005 and Dopita 2002 calibrations) . However, the ∼0.3 dex offset between the direct abundances (obtained from the auroral line detections) and the stellar abundances is somewhat disturbing, especially considering the fact that the direct abundances also lie significantly below those obtained from strong-line methods that, by construction, should be in agreement with the direct determinations. Since the discrepancy could be a result of the higher metallicity of M31 compared to other galaxies where such offset is not observed, we suggest an interpretation based on biases affecting the direct abundances. As is well known, with increasing O/H the detection of the auroral lines in the spectra of H ii regions becomes increasingly difficult. This is due to the exponential dependence of the line emissivities on the electron temperature, and the decreasing nebular temperatures with increasing metallicity due to more efficient cooling. As a result, very few auroral line detections exist in the literature for extragalactic H ii regions with metallicity above solar. Therefore, given the metallicity (around the solar value) found for the supergiant stars in M31 it is not surprising that we only have a few [O iii]λ4363 detections. Under these conditions we would preferentially detect this line just for some of the hottest (less metal enriched) H ii regions, which leads to a bias in the derived average oxygen abundance: the abundance estimated from the few [O iii]λ4363 detections would underestimate the mean O/H ratio. This would explain why the auroral line-based abundances lie below the strong line abundances obtained from methods such as N2 and N2O2, which have been calibrated using H ii regions with detections of auroral lines. If we assume an observational abundance scatter of ∼ 0.07 dex (comparable to what has been measured in other nearby galaxies, see Bresolin et al. 2009a , Kennicutt et al. 2003 , Bresolin 2011 , we can expect to systematically underestimate the oxygen abundance by as much as ∼0.15 dex if we assume that our auroral line detections refer to the hottest nebulae only, i.e. are not representative of the mean H ii region population. Most of the remaining discrepancy with the stellar abundances could be explained by depletion of oxygen onto dust grains, which has been estimated to be ∼0.12 dex at high metallicity (e.g. Mesa-Delgado et al. 2009 , Peimbert & Peimbert 2010 ). If we account for these effects, the central abundance of M31 would be approximately 12+log(O/H) = 8.94 ± 0.10 dex; i.e. between 1.4 and 2.2 times the solar value.
Finally, we also point out that a discrepancy between direct nebular abundances and stellar abundances increasing with metallicity would naturally result from the presence of inhomogeneities in the temperature distribution within an H ii region (Peimbert et al. 2007) or by the effect recently reported by Nicholls, Dopita, & Sutherland (2012) , who proposed that the energy distribution of electrons in H ii regions deviates from a Maxwell-Boltzmann one. Further tests of the mechanisms proposed here to explain the systematic offset between Te-based H ii region abundances and stellar metallicities would require to increase the sample of H ii regions with direct abundance determinations for metal-rich (supersolar) galaxies, together with a program aimed at measuring metallicities of blue supergiant stars. In the specific case of M31, in particular, more accurate stellar abundance data for a large sample of B-type stars would be highly desirable.
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