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Abstract
We consider the Euler-Korteweg system with space periodic boundary conditions x ∈ Td.
We prove a local in time existence result of classical solutions for irrotational velocity fields
requiring natural minimal regularity assumptions on the initial data.
1 Introduction
In this paper we consider the compressible Euler-Korteweg (EK) system{
∂tρ+ div(ρ~u) = 0
∂t~u+ ~u · ∇~u+∇g(ρ) = ∇
(
K(ρ)∆ρ+ 12K
′(ρ)|∇ρ|2) , (1.1)
which is a modification of the Euler equations for compressible fluids to include capillary effects,
under space periodic boundary conditions x ∈ Td := (R/2πZ)d. The scalar variable ρ(t, x) > 0
is the density of the fluid and ~u(t, x) ∈ Rd is the time dependent velocity field. The functions
K(ρ), g(ρ) are defined on R+, smooth, and K(ρ) is positive.
The quasi-linear equations (1.1) appear in a variety of physical contexts modeling phase
transitions [15], water waves [13], quantum hydrodynamics where K(ρ) = κ/ρ [3], see also [14].
Local well posedness results for the (EK)-system have been obtained in Benzoni-Gavage,
Danchin and Descombes [7] for initial data sufficiently localized in the space variable x ∈ Rd.
Then, thanks to dispersive estimates, global in time existence results have been obtained for
small irrotational data by Audiard-Haspot [6], assuming the sign condition g′(ρ) > 0. The
case of quantum hydrodynamics corresponds to K(ρ) = κ/ρ and, in this case, the (EK)-system
is formally equivalent, via Madelung transform, to a semilinear Schrödinder equation on Rd.
Exploiting this fact, global in time weak solutions have been obtained by Antonelli-Marcati [3, 4]
also allowing ρ(t, x) to become zero (see also the recent paper [5]).
In this paper we prove a local in time existence result for the solutions of (1.1), with space
periodic boundary conditions, under natural minimal regularity assumptions on the initial datum
in Sobolev spaces, see Theorem 1.1. Relying on this result, in a forthcoming paper [9], we shall
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prove a set of long time existence results for the (EK)-system in 1-space dimension, in the same
spirit of [10], [11].
We consider an initially irrotational velocity field that, under the evolution of (1.1), remains
irrotational for all times. An irrotational vector field on Td reads (Helmotz decomposition)
~u = ~c(t) +∇φ , ~c(t) ∈ Rd , ~c(t) = 1
(2π)d
∫
Td
~udx , (1.2)
where φ : Td → R is a scalar potential. By the second equation in (1.1) and rot~u = 0, we get
∂t~c(t) = − 1
(2π)d
∫
Td
~u · ∇~udx = 1
(2π)d
∫
Td
−1
2
∇(|~u|2) dx = 0 =⇒ ~c(t) = ~c(0)
is independent of time. Note that if the dimension d = 1, the average 12π
∫
T
u(t, x)dx is an
integral of motion for (1.1), and thus any solution u(t, x), x ∈ T, of the (EK)-system (1.1) has
the form (1.2) with c(t) = c(0) independent of time, that is u(t, x) = c(0) + φx(t, x).
The (EK) system (1.1) is Galilean invariant: if (ρ(t, x), ~u(t, x)) solves (1.1) then
ρ~c(t, x) := ρ~c(t, x+ ~ct) , ~u~c(t, x) := ~u(t, x+ ~ct)− ~c
solve (1.1) as well. Thus, regarding the Euler-Korteweg system in a frame moving with a constant
speed ~c(0), we may always consider in (1.2) that
~u = ∇φ , φ : Td → R .
The Euler-Korteweg equations (1.1) read, for irrotational fluids,{
∂tρ+ div(ρ∇φ) = 0
∂tφ+
1
2 |∇φ|2 + g(ρ) = K(ρ)∆ρ+ 12K ′(ρ)|∇ρ|2 .
(1.3)
The main result of the paper proves local well posedness for the solutions of (1.3) with initial
data (ρ0, φ0) in Sobolev spaces
Hs(Td) :=
{
u(x) =
∑
j∈Zd
uje
ij·x : ‖u‖2s :=
∑
j∈Zd
|uj |2〈j〉2s < +∞
}
where 〈j〉 := max{1, |j|}, under the natural mild regularity assumption s > 2+ (d/2). Along the
paper, Hs(Td) may denote either the Sobolev space of real valued functions Hs(Td,R) or the
complex valued ones Hs(Td,C).
Theorem 1.1. (Local existence on Td) Let s > 2 + d2 . For any initial data
(ρ0, φ0) ∈ Hs(Td,R)×Hs(Td,R) with ρ0(x) > 0 , ∀x ∈ Td ,
there exists T := T (‖(ρ0, φ0)‖s0+2,minx ρ0(x)) > 0 and a unique solution (ρ, φ) of (1.3) such
that
(ρ, φ) ∈ C0
(
[−T, T ], Hs(Td,R)×Hs(Td,R)
)
∩ C1
(
[−T, T ], Hs−2(Td,R)×Hs−2(Td,R)
)
and ρ(t, x) > 0 for any t ∈ [−T, T ]. Moreover, for |t| ≤ T , the solution map (ρ0, φ0) 7→
(ρ(t, ·), φ(t, ·)) is locally defined and continuous in Hs(Td,R)×Hs(Td,R).
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We remark that it is sufficient to prove the existence of a solution of (1.3) on [0, T ] because
system (1.3) is reversible: the Euler-Korteweg vector field X defined by (1.3) satisfies X ◦ S =
−S ◦X , where S is the involution
S
(
ρ
φ
)
:=
(
ρ∨
−φ∨
)
, ρ∨(x) := ρ(−x) . (1.4)
Thus, denoting by (ρ, φ)(t, x) = Ωt(ρ0, φ0) the solution of (1.3) with initial datum (ρ0, φ0) in the
time interval [0, T ], we have that SΩ−t(S(ρ0, φ0)) solves (1.3) with the same initial datum but
in the time interval [−T, 0].
Let us make some comments about the phase space of system (1.3). Note that the average
1
(2π)d
∫
Td
ρ(x) dx is a prime integral of (1.3) (conservation of the mass), namely
1
(2π)d
∫
Td
ρ(x) dx = m , m ∈ R , (1.5)
remains constant along the solutions of (1.3). Note also that the vector field of (1.3) depends
only on φ − 1
(2π)d
∫
Td
φdx. As a consequence, the variables (ρ − m, φ) belong naturally to some
Sobolev space Hs0 (T
d)× H˙s(Td), where Hs0(Td) denotes the Sobolev space of functions with zero
average
Hs0(T
d) :=
{
u ∈ Hs(Td) :
∫
Td
u(x)dx = 0
}
and H˙s(Td), s ∈ R, the corresponding homogeneous Sobolev space, namely the quotient space
obtained by identifying all the Hs(Td) functions which differ only by a constant. For simplicity
of notation we denote the equivalent class [u] := {u + c, c ∈ R}, just by u. The homogeneous
norm of u ∈ H˙s(Td) is ‖u‖2s :=
∑
j∈Zd\{0} |uj |2|j|2s. We shall denote by ‖ ‖s either the Sobolev
norm in Hs or that one in the homogenous space H˙s, according to the context.
Let us make some comments about the proof. First, in view of (1.5), we rewrite system (1.3)
in terms of ρ m+ ρ with ρ ∈ Hs0(Td), obtaining{
∂tρ = −m∆φ− div(ρ∇φ)
∂tφ = − 12 |∇φ|2 − g(m+ ρ) +K(m+ ρ)∆ρ+ 12K ′(m+ ρ)|∇ρ|2 .
(1.6)
Then Theorem 1.1 follows by the following result, that we are going to prove
Theorem 1.2. Let s > 2 + d2 and 0 < m1 < m2. For any initial data of the form (m + ρ0, φ0)
with (ρ0, φ0) ∈ Hs0(Td) × H˙s(Td) and m1 < m + ρ0(x) < m2, ∀x ∈ Td, there exists T =
T
(‖(ρ0, φ0)‖s0+2,minx(m+ ρ0(x))) > 0 and a unique solution (m+ ρ, φ) of (1.6) such that
(ρ, φ) ∈ C0
(
[0, T ], Hs0(T
d,R)× H˙s(Td,R)
)
∩ C1
(
[0, T ], Hs−20 (T
d,R)× H˙s−2(Td,R)
)
and m1 < m + ρ(t, x) < m2 holds for any t ∈ [0, T ]. Moreover, for |t| ≤ T , the solution map
(ρ0, φ0) 7→ (ρ(t, ·), φ(t, ·)) is locally defined and continuous in Hs0(Td)× H˙s(Td).
We consider system (1.6) as a system on the homogeneous space H˙s × H˙s, that is we study{
∂tρ = −m∆φ− div((Π⊥0 ρ)∇φ)
∂tφ = − 12 |∇φ|2 − g(m+Π⊥0 ρ) +K(m+Π⊥0 ρ)∆ρ+ 12K ′(m+Π⊥0 ρ)|∇ρ|2
(1.7)
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where Π⊥0 is the projector onto the Fourier modes of index 6= 0. For simplicity of notation
we shall not distinguish between systems (1.7) and (1.6). In Section 3, we paralinearize (1.6),
i.e. (1.7), up to bounded semilinear terms (for which we do not need Bony paralinearization
formula). Then, introducing a suitable complex variable, we transform it into a quasi-linear type
Schrödinger equation, see system (3.4), defined in the phase space
H˙
s
:=
{
U =
(
u
u
)
: u ∈ H˙s(Td,C)
}
, ‖U‖2s := ‖U‖2H˙s = ‖u‖2s + ‖u‖2s . (1.8)
We use paradifferential calculus in the Weyl quantization, because it is quite convenient to prove
energy estimates for this system. Since (3.4) is a quasi-linear system, in order to prove local well
posedness (Proposition 4.1) we follow the strategy, initiated by Kato [18], of constructing induc-
tively a sequence of linear problems whose solutions converge to the solution of the quasilinear
equation. Such a scheme has been widely used, see e.g. [20, 1, 7, 16] and reference therein.
The equation (1.3) is a Hamiltonian PDE. We do not exploit explicitly this fact, but it is
indeed responsible for the energy estimate of Proposition 4.4. The method of proof of Theorem
1.1 is similar to the one in Feola-Iandoli [17] for Hamiltonian quasi-linear Schrödinger equations
on Td (and Alazard-Burq-Zuily [1] in the case of gravity-capillary water waves in Rd). The main
difference is that we aim to obtain the minimal smoothness assumption s > 2 + (d/2). This
requires to optimize several arguments, and, in particular, to develop a sharp para-differential
calculus for periodic functions that we report in the Appendix in a self-contained way. Some other
technical differences are in the use of the modified energy (section 4.2), the mollifiers (4.17) which
enables to prove energy estimates independent of ε for the regularized system, the argument for
the continuity of the flow in Hs. We expect that our approach would enable to extend the local
existence result of [17] to initial data fulfilling the minimal smoothness assumptions s > 2+(d/2).
We now set some notation that will be used throughout the paper. Since K : R+ → R is
positive, given 0 < m1 < m2, there exist constants cK , CK > 0 such that
cK ≤ K(ρ) ≤ CK , ∀ρ ∈ (m1, m2) . (1.9)
Since the velocity potential φ is defined up to a constant, we may assume in (1.6) that
g(m) = 0 . (1.10)
From now on we fix s0 so that
d
2
< s0 < s− 2 . (1.11)
The initial datum ρ0(x) belongs to the open subset of H
s0
0 (T
d) defined by
Q := {ρ ∈ Hs00 (Td) : m1 < m+ ρ(x) < m2} (1.12)
and we shall prove that, locally in time, the solution of (1.6) stays in this set.
We write a . b with the meaning a ≤ Cb for some constant C > 0 which does not depend
on relevant quantities.
2 Functional setting and paradifferential calculus
The Sobolev norms ‖ ‖s satisfy interpolation inequalities (see e.g. section 3.5 in [8]):
(i) for all s ≥ s0 > d2 , u, v ∈ Hs,
‖uv‖s . ‖u‖s0‖v‖s + ‖u‖s‖v‖s0 . (2.1)
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(ii) For all 0 ≤ s ≤ s0, v ∈ Hs, u ∈ Hs0 ,
‖uv‖s . ‖u‖s0‖v‖s . (2.2)
(iii) For all s1 < s2, θ ∈ [0, 1] and u ∈ Hs2 ,
‖u‖θs1+(1−θ)s2 ≤ ‖u‖θs1‖u‖1−θs2 . (2.3)
(iv) For all a ≤ α ≤ β ≤ b, u, v ∈ Hb,
‖u‖α‖v‖β ≤ ‖u‖a‖v‖b + ‖u‖b‖v‖a . (2.4)
Paradifferential calculus. We now introduce the notions of paradifferential calculus that will
be used in the proof of Theorem 1.1. We develop it in the Weyl quantization since it is more
convenient to get the energy estimates of section 4. The main results are the continuity Theorem
2.4 and the composition Theorem 2.5, which require mild regularity assumptions of the symbols
in the space variable (they are deduced by the sharper results proved in Theorems A.7 and A.8
in the Appendix). This is needed in order to prove the local existence Theorem 1.1 with the
natural minimal regularity on the initial datum (ρ0, φ0) ∈ Hs ×Hs with s > 2 + d2 .
Along the paper W may denote either the Banach space L∞(Td), or the Sobolev spaces
Hs(Td), or the Hölder spaces W ̺,∞(Td), introduced in Definition A.3. Given a multi-index
β ∈ Nd0 we define |β| := β1 + . . .+ βd.
Definition 2.1. (Symbols with finite regularity) Given m ∈ R and a Banach space W ∈
{L∞(Td), Hs(Td),W ̺,∞(Td)}, we denote by Γm
W
the space of functions a : Td×Rd → C, a(x, ξ),
which are C∞ with respect to ξ and such that, for any β ∈ Nd0, there exists a constant Cβ > 0
such that ∥∥∂βξ a(·, ξ)∥∥W ≤ Cβ 〈ξ〉m−|β| , ∀ξ ∈ Rd . (2.5)
We denote by Σm
W
the subclass of symbols a ∈ Γm
W
which are spectrally localized, that is
∃ δ ∈ (0, 1) : â(j, ξ) = 0 , ∀|j| ≥ δ 〈ξ〉 , (2.6)
where â(j, ξ) := (2π)−d
∫
Td
a(x, ξ)e−ij·xdx, j ∈ Zd, are the Fourier coefficients of the function
x 7→ a(x, ξ).
We endow Γm
W
with the family of norms defined, for any n ∈ N0, by
|a|m,W ,n := max
|β|≤n
sup
ξ∈Rd
∥∥ 〈ξ〉−m+|β| ∂βξ a(·, ξ)∥∥W . (2.7)
When W = Hs, we also denote Γms ≡ ΓmHs and |a|m,s,n ≡ |a|m,Hs,n. We denote by Γms ⊗M2(C)
the 2 × 2 matrices A =
(
a1 a2
a3 a4
)
of symbols in Γms and |A|m,W ,n := maxi=1,...,4{|ai|m,W ,n}.
Similarly we denote by Γms ⊗ Rd the d-dimensional vectors of symbols in Γms .
Let us make some simple remarks:
• (i) given a function a(x) ∈ W then a(x) ∈ Γ0
W
and
|u|0,W ,n = ‖u‖W , ∀n ∈ N0 . (2.8)
• (ii) For any s0 > d2 and 0 ≤ ̺′ ≤ ̺, we have that
|a|m,L∞,n . |a|m,W̺′,∞,n . |a|m,W̺,∞,n . |a|m,Hs0+̺,n , ∀n ∈ N0 . (2.9)
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• (iii) If a ∈ Γm
W
, then, for any α ∈ Nd0, we have ∂αξ a ∈ Γm−|α|W and
|∂αξ a|m−|α|,W ,n . |a|m,W ,n+|α| , ∀n ∈ N0 . (2.10)
• (iv) If a ∈ ΓmHs , resp. a ∈ ΓmW̺,∞ , then ∂αx a ∈ ΓmHs−|α| , resp. ∂αx a ∈ ΓmW̺−|α|,∞ , and
|∂αx a|m,s−|α|,n . |a|m,s,n , resp. |∂αx a|m,W̺−|α|,∞,n . |a|m,W̺,∞,n , ∀n ∈ N0 . (2.11)
• (v) If a, b ∈ Γm
W
then ab ∈ Γm
W
with |ab|m+m′,W ,n . |a|m,W ,N |b|m′,W ,n for any n ∈ N0. In
particular, if a, b ∈ Γms with s > d/2 then ab ∈ Γm+m
′
s and
|ab|m+m′,s,n . |a|m,s,n|b|m′,s0,n + |a|m,s0,n|b|m′,s,n , ∀n ∈ N0 . (2.12)
Let ǫ ∈ (0, 1) and consider a C∞, even cut-off function χ : Rd → [0, 1] such that
χ(ξ) =
{
1 if |ξ| ≤ 1.1
0 if |ξ| ≥ 1.9 , χǫ(ξ) := χ
(
ξ
ǫ
)
. (2.13)
Given a symbol a in Γm
W
we define the regularized symbol
aχ(x, ξ) := χǫ〈ξ〉(D)a(x, ξ) =
∑
j∈Zd
χǫ
( j
〈ξ〉
)
â(j, ξ) eij·x . (2.14)
Note that aχ is analytic in x (it is a trigonometric polynomial) and it is spectrally localized.
In order to define the Bony-Weyl quantization of a symbol a(x, ξ) we first remind the Weyl
quantization formula
OpW (a)[u] :=
∑
j∈Zd
( ∑
k∈Zd
â
(
j − k, k + j
2
)
uk
)
eij·x . (2.15)
Definition 2.2. (Bony-Weyl quantization) Given a symbol a ∈ Γm
W
, we define the Bony-Weyl
paradifferential operator OpBW (a) = OpW (aχ) that acts on a periodic function u as(
OpBW (a)[u]
)
(x) :=
∑
j∈Zd
( ∑
k∈Zd
âχ
(
j − k, j + k
2
)
uk
)
eij·x
=
∑
j∈Zd
( ∑
k∈Zd
â
(
j − k, j + k
2
)
χǫ
( j − k
〈j + k〉
)
uk
)
eij·x .
(2.16)
If A =
(
a1 a2
a3 a4
)
is a matrix of symbols in Γms , then Op
BW (A) is defined as the matrix valued
operator
(
OpBW (a1) Op
BW (a2)
OpBW (a3) Op
BW (a4)
)
.
Given a symbol a(ξ) independent of x, then OpBW (a) is the Fourier multiplier operator
OpBW (a)u = a(D)u =
∑
j∈Zd
a(j)uj e
ij·x .
Note that if χǫ
(
k−j
〈k+j〉
)
6= 0 then |k − j| ≤ ǫ〈j + k〉 and therefore, for ǫ ∈ (0, 1),
1− ǫ
1 + ǫ
|k| ≤ |j| ≤ 1 + ǫ
1− ǫ |k| , ∀j, k ∈ Z
d . (2.17)
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This relation shows that the action of a para-differential operator does not spread much the
Fourier support of functions. In particular OpBW(a) sends a constant function into a constant
function and therefore OpBW(a) sends homogenous spaces into homogenous spaces.
Remark 2.3. Actually, if χǫ
(
k−j
〈k+j〉
) 6= 0, ǫ ∈ (0, 1/4), then |j| ≤ |j + k| ≤ 3|j|, for all j, k ∈ Zd.
Along the paper we shall use the following results concerning the action of a paradifferential
operator in Sobolev spaces.
Theorem 2.4. (Continuity of Bony-Weyl operators) Let a ∈ Γms0 , resp. a ∈ ΓmL∞ , with
m ∈ R. Then OpBW(a) extends to a bounded operator H˙s → H˙s−m for any s ∈ R satisfying the
estimate, for any u ∈ H˙s, ∥∥OpBW(a)u∥∥
s−m
. |a|m,s0,2(d+1) ‖u‖s (2.18)
Moreover, for any ̺ ≥ 0, s ∈ R, u ∈ H˙s(Td),∥∥OpBW(a)u∥∥
s−m−̺
. |a|m,s0−̺,2(d+1) ‖u‖s . (2.19)
Proof. SinceOpBW(a) = OpW (aχ), the estimate (2.18) follows by (A.35), (A.21) and |a|m,L∞,N .
|a|m,s0,N . Note that the condition on the Fourier support of aχ in Theorem A.7 is automatically
satisfied provided ǫ in (2.13) is sufficiently small. To prove (2.19) we use also (A.22).
The second result of symbolic calculus that we shall use regards composition for Bony-Weyl
paradifferential operators at the second order (as required in the paper) with mild smoothness
assumptions for the symbols in the space variable x. Given symbols a ∈ Γms0+̺, b ∈ Γm
′
s0+̺ with
m,m′ ∈ R and ̺ ∈ (0, 2] we define
a#̺b :=
{
ab , ̺ ∈ (0, 1]
ab+ 12i{a, b} , ̺ ∈ (1, 2] , where {a, b} := ∇ξa · ∇xb −∇xa · ∇ξb ,
(2.20)
is the Poisson bracket between a(x, ξ) and b(x, ξ). By (2.10) and (2.12) we have that ab is a
symbol in Γm+m
′
s0+̺ and {a, b} is in Γm+m
′−1
s0+̺−1
. The next result follows directly by Theorem A.8
and (2.9).
Theorem 2.5. (Composition) Let a ∈ Γms0+̺, b ∈ Γm
′
s0+̺ with m,m
′ ∈ R and ̺ ∈ (0, 2]. Then
OpBW(a)OpBW(b) = OpBW(a#̺b) +R
−̺(a, b) (2.21)
where the linear operator R−̺(a, b) : H˙s → H˙s−(m+m′)+̺, ∀s ∈ R, satisfies, for any u ∈ H˙s,∥∥R−̺(a, b)u∥∥
s−(m+m′)+̺
.
(
|a|m,s0+̺,N |b|m′,s0,N + |a|m,s0,N |b|m′,s0+̺,N
)
‖u‖s (2.22)
where N ≥ 3d+ 4.
A useful corollary of Theorems 2.5 and 2.4 (using also (2.10)-(2.12)) is the following:
Corollary 2.6. Let a ∈ Γms0+2, b ∈ Γm
′
s0+2, c ∈ Γm
′′
s0+2 with m,m
′,m′′ ∈ R. Then
OpBW(a) ◦OpBW(b) ◦OpBW(c) = OpBW(abc) +R1(a, b, c) +R0(a, b, c), (2.23)
where
R1(a, b, c) := Op
BW
({a, c}b+ {b, c}a+ {a, b}c) (2.24)
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satisfies R1(a, b, c) = −R1(c, b, a) and R0(a, b, c) is a bounded operator H˙s → H˙s−(m+m′+m′′)+2,
∀s ∈ R, satisfying, for any u ∈ H˙s,
‖R0(a, b, c)‖s−(m+m′+m′′)+2 . |a|m,s0+2,N |b|m′,s0+2,N |c|m′′,s0+2,N ‖u‖s (2.25)
where N ≥ 3d+ 5.
We now provide the Bony-paraproduct decomposition for the product of Sobolev functions
in the Bony-Weyl quantization. Recall that Π⊥0 denotes the projector on the subspace H
s
0 .
Lemma 2.7. (Bony paraproduct decomposition) Let u ∈ Hs, v ∈ Hr with s+r ≥ 0. Then
uv = OpBW(u) v +OpBW(v) u+R(u, v) (2.26)
where the bilinear operator R : Hs ×Hr → Hs+r−s0 is symmetric and satisfies the estimate
‖R(u, v)‖s+r−s0 . ‖u‖s ‖v‖r . (2.27)
Moreover R(u, v) = R(Π⊥0 u,Π
⊥
0 v)− u0v0 and then
‖Π⊥0 R(u, v)‖s+r−s0 . ‖Π⊥0 u‖s ‖Π⊥0 v‖r . (2.28)
Proof. Introduce the function θǫ(j, k) by
1 = χǫ
( j − k
〈j + k〉
)
+ χǫ
( k
〈2j − k〉
)
+ θǫ(j, k) . (2.29)
Note that |θǫ(j, k)| ≤ 1. Let Σ := {(j, k) ∈ Zd × Zd : θǫ(j, k) 6= 0} denote the support of θǫ. We
claim that
(j, k) ∈ Σ =⇒ |j| ≤ Cǫmin(|j − k|, |k|) . (2.30)
Indeed, recalling the definition of the cut-off function χ in (2.13), we first note that1
Σ = {(0, 0)} ∪
{
|j − k| ≥ ǫ 〈j + k〉 , |k| ≥ ǫ 〈2j − k〉
}
.
Thus, for any (j, k) ∈ Σ,
|j| ≤ 1
2
|j − k|+ 1
2
|j + k| ≤
(
1
2
+
1
2ǫ
)
|j − k| , |j| ≤ 1
2
|2j − k|+ 1
2
|k| ≤
(
1
2
+
1
2ǫ
)
|k|
proving (2.30). Using (2.29) we decompose
uv =
∑
j,k
ûj−k χǫ
( j − k
〈j + k〉
)
v̂k e
ij·x +
∑
j,k
v̂k χǫ
( k
〈2j − k〉
)
ûj−k e
ij·x +
∑
j,k
θǫ(j, k)ûj−k v̂k e
ij·x
= OpBW(u) v +OpBW(v)u+R(u, v) .
By (2.30), s+ r ≥ 0, and the Cauchy-Schwartz inequality, we get
‖R(u, v)‖2s+r−s0 ≤
∑
j
〈j〉2(s+r−s0)
∣∣∣∑
k
θǫ(j, k)ûj−k v̂k
∣∣∣2
.
∑
j
〈j〉−2s0
∣∣∣∑
k
〈j − k〉s |ûj−k| 〈k〉r |v̂k|
∣∣∣2 . ‖u‖2s ‖v‖2r
1For δ sufficiently small, if |j − k| ≤ δ 〈j + k〉 and |k| ≤ δ 〈2j − k〉 then (j, k) = (0, 0).
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proving (2.27). Finally, since on the support of θǫ we have or (j, k) = (0, 0) or j − k 6= 0 and
k 6= 0, we deduce that
R(u, v) = θǫ(0, 0)û0 v̂0 +
∑
j−k 6=0,k 6=0
θǫ(j, k)ûj−k v̂k e
ij·x = −û0 v̂0 +R(Π⊥0 u,Π⊥0 v)
and we deduce (2.28).
Composition estimates. We will use the following Moser estimates for composition of func-
tions in Sobolev spaces.
Theorem 2.8. Let I ⊆ R be an open interval and F ∈ C∞(I;C) a smooth function. Let J ⊂ I
be a compact interval. For any function u, v ∈ Hs(Td,R), s > d2 , with values in J , we have
‖F (u)‖s ≤ C(s, F, J) (1 + ‖u‖s) ,
‖F (u)− F (v)‖s ≤ C(s, F, J) (‖u− v‖s + (‖u‖s + ‖v‖s)‖u− v‖L∞)
‖F (u)‖s ≤ C(s, F, J)‖u‖s if F (0) = 0 .
(2.31)
Proof. Take an extension F˜ ∈ C∞(R;C) such that F˜|I = F . Then F (u) = F˜ (u) for any
u ∈ Hs(Td;R) with values in J , and apply the usual Moser estimate, see e.g. [2], replacing the
Littlewood-Paley decomposition on Rd with the one on Td in (A.12).
3 Paralinearization of (EK)-system and complex form
In this section we paralinearize the Euler-Korteweg system (1.6) and write it in terms of the
complex variable
u :=
1√
2
(
m
K(m)
)−1/4
ρ+
i√
2
(
m
K(m)
)1/4
φ , ρ ∈ H˙s , φ ∈ H˙s . (3.1)
The variable u ∈ H˙s. We denote this change of coordinates in H˙s × H˙s by(
u
u
)
= C−1
(
ρ
φ
)
,
C :=
1√
2

(
m
K(m)
) 1
4
(
m
K(m)
) 1
4
−i
(
m
K(m)
)− 14
i
(
m
K(m)
)− 14
 , C−1 = 1√
2

(
m
K(m)
)− 14
i
(
m
K(m)
) 1
4(
m
K(m)
)− 14 −i( mK(m)) 14
 . (3.2)
We also define the matrices
J :=
[
0 1
−1 0
]
, J :=
[−i 0
0 i
]
, 1 :=
[
1 0
0 1
]
. (3.3)
Proposition 3.1. (Paralinearized Euler-Korteweg equations in complex coordinates)
The (EK)-system (1.6) can be written in terms of the complex variable U :=
(
u
u
)
with u defined
in (3.1), in the paralinearized form
∂tU = J
[
OpBW(A2(U ;x, ξ) +A1(U ;x, ξ))
]
U +R(U) (3.4)
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where, for any function U ∈ H˙s0+2 such that
ρ(U) :=
1√
2
(
m
K(m)
)1/4
Π⊥0 (u+ u) ∈ Q (see (1.12)) , (3.5)
(i) A2(U ;x, ξ) ∈ Γ2s0+2 ⊗M2(C) is the matrix of symbols
A2(U ;x, ξ) :=
√
mK(m)|ξ|2
[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)
]
(3.6)
where a±(U ;x) ∈ Γ0s0+2 are the ξ-independent functions
a±(U ;x) :=
1
2
(
K(ρ+ m)−K(m)
K(m)
± ρ
m
)
. (3.7)
(ii) A1(U ;x, ξ) ∈ Γ1s0+1 ⊗M2(C) is the diagonal matrix of symbols
A1(U ;x, ξ) :=
[
b(U ;x) · ξ 0
0 −b(U ;x) · ξ
]
, b(U ;x) := ∇φ ∈ Γ0s0+1 ⊗ Rd . (3.8)
Moreover for any σ ≥ 0 there exists a non decreasing function C( ) : R+ → R+ (depending on
K) such that, for any U, V ∈ H˙s0 with ρ(U), ρ(V ) ∈ Q, W ∈ H˙σ+2 and j = 1, 2, we have
‖OpBW(Aj(U))W‖σ ≤ C (‖U‖s0) ‖W‖σ+2 (3.9)
‖OpBW(Aj(U)−Aj(V ))W‖σ ≤ C (‖U‖s0, ‖V ‖s0) ‖W‖σ+2‖U − V ‖s0 (3.10)
where in (3.10) we denoted by C(·, ·) := C (max{·, ·}).
(iii) The vector field R(U) satisfies the following “semilinear” estimates: for any σ ≥ s0 > d/2
there exists a non decreasing function C( ) : R+ → R+ (depending also on g,K) such that, for
any U, V ∈ H˙σ+2 such that ρ(U), ρ(V ) ∈ Q, we have
‖R(U)‖σ ≤ C (‖U‖s0+2) ‖U‖σ, ‖R(U)‖σ ≤ C (‖U‖s0) ‖U‖σ+2 , (3.11)
‖R(U)−R(V )‖σ ≤ C (‖U‖s0+2, ‖V ‖s0+2) ‖U − V ‖σ + C (‖U‖σ, ‖V ‖σ) ‖U − V ‖s0+2 (3.12)
‖R(U)−R(V )‖s0 ≤ C (‖U‖s0+2, ‖V ‖s0+2) ‖U − V ‖s0 , (3.13)
where in (3.12) and (3.13) we denoted again by C(·, ·) := C (max{·, ·}).
Proof. We first paralinearize the original equations (1.6), then we switch to complex coordinates.
Step 1: paralinearization of (1.6). We apply several times the paraproduct Lemma 2.7 and
the composition Theorem 2.5. In the following we denote by Rp the remainder that comes from
Lemma 2.7, and by R−̺, ̺ = 1, 2, the remainder that comes from Theorem 2.5. We shall adopt
the following convention: given Rd-valued symbols a = (aj)j=1,...,d, b = (bj)j=1,...,d in some class
Γms ⊗ Rd, we denote Rp(a, b) :=
∑d
j=1 R
p(aj , bj),
R−̺(a, b) :=
d∑
j=1
R−̺(aj , bj) and Op
BW(a) ·OpBW(b) :=
d∑
j=1
OpBW(aj)Op
BW(bj) .
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We paralinearize the terms in the first line of (1.6). We have ∆φ = −OpBW(|ξ|2)φ and
div(ρ∇φ) = ∇ρ · ∇φ+ ρ∆φ can be written as
ρ∆φ = −OpBW(ρ|ξ|2 +∇ρ · iξ)φ
+OpBW(∆φ) ρ+Rp(ρ,∆φ) +R−2(ρ, |ξ|2)φ , (3.14)
∇ρ · ∇φ = OpBW(∇ρ · iξ)φ+OpBW(∇φ · iξ) ρ
+Rp(∇ρ,∇φ) +R−1(∇ρ, iξ)φ +R−1(∇φ, iξ)ρ . (3.15)
Then we paralinearize the terms in the second line of (1.6). We have
1
2
|∇φ|2 = OpBW(∇φ · iξ)φ
+
1
2
Rp(∇φ,∇φ) +R−1(∇φ, iξ)φ . (3.16)
Using (1.10) we regard the semilinear term
g(m+ ρ) = g(m+ ρ)− g(m) =: R(ρ) (3.17)
directly as a remainder. Moreover, writing ∆ρ = −OpBW(|ξ|2) ρ, we get
K(m+ ρ)∆ρ = OpBW(K(m+ ρ))∆ρ+OpBW(∆ρ)K(m+ ρ) +Rp(∆ρ,K(m+ ρ))
= −OpBW(K(m+ ρ)|ξ|2 +K ′(m + ρ)∇ρ · iξ) ρ
+OpBW(∆ρ)K(m+ ρ) +Rp(∆ρ,K(m+ ρ))−R−2(K(m+ ρ), |ξ|2)ρ . (3.18)
Finally, using for 12 |∇ρ|2 the expansion (3.16) for ρ instead of φ, we obtain
1
2
K ′(m+ ρ)|∇ρ|2 = 1
2
OpBW(K ′(m+ ρ)) |∇ρ|2 + 1
2
OpBW
(|∇ρ|2)K ′(m + ρ)
+
1
2
Rp(|∇ρ|2,K ′(m+ ρ)) = OpBW(K ′(m+ ρ)∇ρ · iξ) ρ+ R(ρ)
where
R(ρ) :=
1
2
OpBW
(|∇ρ|2)K ′(m + ρ) + 1
2
Rp(|∇ρ|2,K ′(m + ρ)) (3.19)
+
1
2
OpBW(K ′(m+ ρ))Rp(∇ρ,∇ρ) (3.20)
+OpBW(K ′(m + ρ))R−1(∇ρ, iξ)ρ+R−1(K ′(m+ ρ), i∇ρ · ξ)ρ . (3.21)
Collecting all the above expansions and recalling the definition of the symplectic matrix J in
(3.3), the system (1.6) can be written in the paralinearized form
∂t
(
ρ
φ
)
= JOpBW
([
K(m+ ρ)|ξ|2 ∇φ · iξ
−∇φ · iξ (m+ ρ)|ξ|2
])(
ρ
φ
)
+R(ρ, φ) (3.22)
where we collected in R(ρ, φ) all the terms in lines (3.14)–(3.21).
Step 2: complex coordinates. We now write system (3.22) in the complex coordinates
U = C−1
(
ρ
φ
)
. Note that C−1 conjugates the Poisson tensor J to J defined in (3.3), i.e.
C
−1 J = JC∗ and therefore system (3.22) is conjugated to
∂tU = JC
∗OpBW
([
K(m+ ρ)|ξ|2 ∇φ · iξ
−∇φ · iξ ρ |ξ|2
])
CU +C−1R(CU) . (3.23)
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Using (3.2), system (3.23) reads as system (3.4)-(3.8) with R(U) := C−1R(CU).
We note also that estimates (3.9) and (3.10) for j = 2 follow by (2.18) and (2.31), whereas
in case j = 1 follow by (2.19) applied with m = 1, ̺ = 1.
Step 3: Estimate of the remainder R(U). We now prove (3.11)-(3.13). Since ‖ρ‖σ, ‖φ‖σ ∼
‖U‖σ for any σ ∈ R by (3.2), the estimates (3.11)-(3.13) directly follow from those of R(ρ, φ) in
(3.22). We now estimate each term in (3.14)–(3.21). In the sequel σ ≥ s0 > d/2.
Estimate of the terms in line (3.14). Applying first (2.18) with m = 0, and then (2.19)
with ̺ = 2, we have
‖OpBW(∆φ) ρ‖σ . ‖φ‖s0+2‖ρ‖σ , ‖OpBW(∆φ) ρ‖σ . ‖φ‖s0‖ρ‖σ+2 . (3.24)
By (2.27), the smoothing remainder in line (3.14) satisfies the estimates
‖Rp(ρ,∆φ)‖σ . ‖φ‖s0+2‖ρ‖σ , ‖Rp(ρ,∆φ)‖σ . ‖φ‖s0‖ρ‖σ+2 , (3.25)
and, by (2.22) with ̺ = 2, and the interpolation estimate (2.4),
‖R−2(ρ, |ξ|2)φ‖σ . ‖ρ‖s0+2‖φ‖σ . ‖φ‖s0‖ρ‖σ+2 + ‖ρ‖s0‖φ‖σ+2 . (3.26)
By (3.24)-(3.26) and ‖ρ‖σ, ‖φ‖σ ∼ ‖U‖σ we deduce that the terms in line (3.14), written in
function of U , satisfy (3.11). Next we write
OpBW(∆φ1) ρ1 −OpBW(∆φ2) ρ2 = OpBW(∆φ1) [ρ1 − ρ2] + OpBW(∆φ1 −∆φ2) ρ2
and, applying (2.18) with m = 0, and (2.19) with ̺ = 2 to OpBW(∆φ1 −∆φ2) ρ2, we get
‖OpBW(∆φ1) ρ1 −OpBW(∆φ2) ρ2‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖φ1 − φ2‖s0+2‖ρ2‖σ
‖OpBW(∆φ1) ρ1 −OpBW(∆φ2) ρ2‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖φ1 − φ2‖s0‖ρ2‖σ+2 .
(3.27)
Concerning the remainder Rp(ρ,∆φ), we write Rp(ρ1,∆φ1)−Rp(ρ2,∆φ2) = Rp(ρ1−ρ2,∆φ1)+
Rp(ρ2,∆φ2 −∆φ1) and, applying (2.27), we get
‖Rp(ρ1,∆φ1)−Rp(ρ2,∆φ2)‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖ρ2‖σ‖φ1 − φ2‖s0+2
‖Rp(ρ1,∆φ1)−Rp(ρ2,∆φ2)‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖ρ2‖σ+2‖φ1 − φ2‖s0 .
(3.28)
Finally we write R−2(ρ1, |ξ|2)φ1−R−2(ρ2, |ξ|2)φ2 = R−2(ρ1−ρ2, |ξ|2)φ1+R−2(ρ2, |ξ|2)[φ1−φ2].
Using (2.22) we get
‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖φ1‖σ‖ρ1 − ρ2‖s0+2 + ‖φ1 − φ2‖σ‖ρ2‖s0+2 . (3.29)
We also claim that
‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖ρ1 − ρ2‖s0‖φ1‖σ+2 + ‖φ1 − φ2‖σ‖ρ2‖s0+2 . (3.30)
Indeed, we bound
‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖R−2(ρ1 − ρ2, |ξ|2)φ1‖σ + ‖φ1 − φ2‖σ‖ρ2‖s0+2
and, to control R−2(ρ1 − ρ2, |ξ|2)φ1, we use that, by definition, it equals
OpBW(ρ1 − ρ2)OpBW
(|ξ|2)φ1 −OpBW((ρ1 − ρ2)|ξ|2)φ1 −OpBW(∇(ρ1 − ρ2) · iξ)φ1
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and we estimate the first two terms using (2.19) with ̺ = 0 and the last term with ̺ = 1, by
‖R−2(ρ1−ρ2, |ξ|2)φ1‖σ . ‖ρ1−ρ2‖s0‖φ1‖σ+2, proving (3.30). By (3.27)-(3.30) and ‖ρ‖σ, ‖φ‖σ ∼
‖U‖σ we deduce that the terms in line (3.14), written in function of U , satisfy (3.12)-(3.13).
The estimates (3.11)-(3.13) for the terms in lines (3.15), (3.16), (3.18) and (3.17), follow by
similar arguments, using also (2.31).
Estimates of R(ρ) defined in (3.19)-(3.21).
Writing OpBW
(|∇ρ|2)K ′(m + ρ) = OpBW(|∇ρ|2) (K ′(m + ρ) − K ′(m)) (in the homogeneous
spaces H˙s), we have, by (2.18), the fact that ρ ∈ Q, Theorem 2.8, (2.27), (2.2), (2.22) with ̺ = 1,
‖R(ρ)‖σ ≤ C
(‖ρ‖s0+2)‖ρ‖σ .
Thus R(ρ), written as a function of U , satisfies (3.11). The estimates (3.12)-(3.13) follow by
‖R(ρ1)− R(ρ2)‖σ ≤ C
(‖ρ1‖s0+2, ‖ρ2‖s0+2)‖ρ1 − ρ2‖σ + C(‖ρ1‖σ, ‖ρ2‖σ)‖ρ1 − ρ2‖s0+2 (3.31)
‖R(ρ1)− R(ρ2)‖s0 ≤ C
(‖ρ1‖s0+2, ‖ρ2‖s0+2)‖ρ1 − ρ2‖s0 . (3.32)
Proof of (3.31). Defining w := ∇(ρ1 + ρ2), v := ∇(ρ1 − ρ2), then we have, by (2.1),
‖|∇ρ1|2 − |∇ρ2|2‖s0 = ‖w · v‖s0 .
(‖ρ1‖s0+1 + ‖ρ2‖s0+1)‖ρ1 − ρ2‖s0+1 (3.33)
‖|∇ρ1|2 − |∇ρ2|2‖s0−1 = ‖w · v‖s0−1
(2.2)
.
(‖ρ1‖s0+1 + ‖ρ2‖s0+1)‖ρ1 − ρ2‖s0 . (3.34)
Let us prove (3.31) for the first term in (3.19). Remind that ρ1, ρ2 are in Q. We have
‖OpBW(|∇ρ1|2)K ′(m+ ρ1)−OpBW(|∇ρ2|2)K ′(m+ ρ2)‖σ
≤ ‖OpBW(w · v) (K ′(m+ ρ1)‖σ + ‖OpBW(|∇ρ2|2) [K ′(m+ ρ1)−K ′(m+ ρ2)]‖σ
(2.18)
. ‖w · v‖s0‖K ′(m+ ρ1)−K ′(m)‖σ + ‖ρ2‖2s0+1‖K ′(m+ ρ1)−K ′(m+ ρ2)‖σ
(2.4),(2.31),(3.33)
. ‖ρ1‖σ(‖ρ1‖s0+1 + ‖ρ2‖s0+1)‖ρ1 − ρ2‖s0+1 + C
(‖ρ1‖s0+1, ‖ρ2‖s0+1)‖ρ1 − ρ2‖σ
+ ‖ρ2‖s0‖ρ2‖s0+2(‖ρ1‖σ + ‖ρ2‖σ)‖ρ1 − ρ2‖s0
(2.4)
≤ C(‖ρ1‖σ, ‖ρ2‖σ)‖ρ1 − ρ2‖s0+2 + C(‖ρ1‖s0+2, ‖ρ2‖s0+2)‖ρ1 − ρ2‖σ . (3.35)
In the same way the second term in (3.19) is bounded by (3.35). Regarding the term in (3.20),
using that Rp(·, ·) is bilinear and symmetric, we have
‖OpBW(K ′(m+ ρ1))Rp(∇ρ1,∇ρ1)−OpBW(K ′(m + ρ2))Rp(∇ρ2,∇ρ2)‖σ
≤ ‖OpBW(K ′(m+ ρ1)−K ′(m+ ρ2))Rp(∇ρ1,∇ρ1)‖σ + ‖OpBW(K ′(m+ ρ2))Rp(w, v)‖σ
(2.18),(2.27)
. ‖ρ1‖σ‖ρ1‖s0+2‖K ′(m + ρ1)−K ′(m + ρ2)‖s0 + ‖w‖s0+1‖v‖σ−1‖K ′(m+ ρ2)‖s0
(2.31),(3.33)
≤ C(‖ρ1‖σ, ‖ρ2‖σ)‖ρ1 − ρ2‖s0 + C(‖ρ1‖s0+2, ‖ρ2‖s0+2)‖ρ1 − ρ2‖σ . (3.36)
Also the terms in (3.21) are bounded by (3.35), proving that R(ρ) satisfies (3.31).
Proof of (3.32). Regarding the first term (3.19), we have
‖OpBW(|∇ρ1|2)K ′(m+ ρ1)−OpBW(|∇ρ2|2)K ′(m + ρ2)‖s0
≤ ‖OpBW(w · v)K ′(m+ ρ1)‖s0 + ‖OpBW
(|∇ρ2|2) [K ′(m + ρ1)−K ′(m + ρ2)]‖s0
(2.18),(2.19)
. ‖w · v‖s0−1‖K ′(m + ρ1)‖s0+1 + ‖ρ2‖2s0+1‖K ′(m+ ρ1)−K ′(m+ ρ2)‖s0
(2.31),(3.34)
≤ C(‖ρ1‖s0+1, ‖ρ2‖s0+1)‖ρ1 − ρ2‖s0 . (3.37)
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Similarly we deduce that the second term in (3.19) is bounded as in (3.37). Regarding the term
in (3.20), note that the bound (3.32) follows from (3.36) applied for σ = s0. The estimate for
last two terms in (3.21) follows in the same way so we analyze the last one. First we have
‖R−1(K ′(m+ ρ1), i∇ρ1 · ξ)ρ1 −R−1(K ′(m+ ρ2), i∇ρ2 · ξ)ρ2‖s0
≤ ‖[R−1(K ′(m + ρ1),∇ρ1 · iξ)−R−1(K ′(m+ ρ2), i∇ρ2 · ξ)]ρ1‖s0
+ ‖R−1(K ′(m + ρ2),∇ρ2 · iξ)(ρ1 − ρ2)‖s0
(2.22),(2.31)
≤ ‖[R−1(K ′(m+ ρ1),∇ρ1 · iξ)−R−1(K ′(m + ρ2), i∇ρ2 · ξ)]ρ1‖s0 + C(‖ρ2‖s0+2)‖ρ1 − ρ2‖s0 .
On the other hand, by definition, we have[
R−1(K ′(m+ ρ1),∇ρ1 · iξ)−R−1(K ′(m + ρ2), i∇ρ2 · ξ)
]
ρ1 (3.38)
=
[
OpBW(K ′(m + ρ1))Op
BW(∇ρ1 · iξ)−OpBW(K ′(m+ ρ2)) OpBW(∇ρ2 · iξ)
]
ρ1
+OpBW(K ′(m+ ρ1)∇ρ1 · iξ −K ′(m+ ρ2)∇ρ2 · iξ) ρ1
=OpBW(K ′(m+ ρ1)−K ′(m+ ρ2)) OpBW(∇ρ1 · iξ) ρ1
+OpBW(K ′(m+ ρ2))Op
BW(∇(ρ1 − ρ2) · iξ) ρ1
+OpBW(∇(K(m + ρ1)−K(m+ ρ2)) · iξ) ρ1 .
Then, applying first (2.18) to the first term and then (2.19) with ̺ = 1, m = 1 and (2.31) to each
term, we deduce that the ‖ ‖s0-norm of (3.38) is bounded by C
(‖ρ1‖s0+2, ‖ρ2‖s0+2)‖ρ1 − ρ2‖s0 .
Thus (3.32) is proved.
4 Local existence
In this section we prove the existence of a local in time solution of system (3.4). For any
s ∈ R and T > 0, we denote L∞T H˙s := L∞([0, T ], H˙s). For δ > 0 we also introduce
Qδ :=
{
ρ ∈ Hs00 : m1 + δ ≤ m+ ρ(x) ≤ m2 − δ
} ⊂ Q (4.1)
where Q is defined in (1.12).
Proposition 4.1. (Local well-posedness in Td) For any s > d2+2, any initial datum U0 ∈ H˙s
with ρ(U0) ∈ Qδ for some δ > 0, there exist T := T (‖U‖s0+2, δ) > 0 and a unique solution
U ∈ C0([0, T ], H˙s)∩C1([0, T ], H˙s−2) of (3.4) satisfying ρ(U) ∈ Q, for any t ∈ [0, T ]. Moreover
the solution depends continuously with respect to the initial datum in H˙s.
Proposition 4.1 proves Theorem 1.2 and thus Theorem 1.1.
The first step is to prove the local well-posedness result of a linear inhomogeneous problem.
Proposition 4.2. (Linear local well-posedness) Let Θ ≥ r > 0 and U be a function in
C0([0, T ], H˙s0+2) ∩ C1([0, T ], H˙s0) satisfying
‖U‖L∞T H˙s0+2 + ‖∂tU‖L∞T H˙s0 ≤ Θ , ‖U‖L∞T H˙s0 ≤ r , ρ(U(t)) ∈ Q , ∀t ∈ [0, T ] . (4.2)
Let σ ≥ 0 and t 7→ R(t) be a function in C0([0, T ], H˙σ). Then there exists a unique solution
V ∈ C0([0, T ], H˙σ) ∩ C1([0, T ], H˙σ−2) of the linear inhomogeneous system
∂tV = JOp
BW(A2(U(t);x, ξ) +A1(U(t);x, ξ)) V +R(t) , V (0, x) = V0(x) ∈ H˙σ , (4.3)
satisfying, for some CΘ := CΘ,σ > 0 and Cr := Cr,σ > 0, the estimate
‖V ‖L∞T H˙σ ≤ Cre
CΘT ‖V0‖σ + CΘeCΘTT ‖R‖L∞T H˙σ . (4.4)
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The following two sections are devoted to the proof of Proposition 4.2. The key step is the
construction of a modified energy which is controlled by the H˙σ-norm, and whose time variation
is bounded by the H˙σ norm of the solution, as done e.g. in [1] and [19] for linear systems. In
order to construct such modified energy, the first step is to diagonalize the matrix JA2 in (4.3).
4.1 Diagonalization at highest order
We diagonalize the matrix of symbols JA2(U ;x, ξ). The eigenvalues of the matrix
J
[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)
]
(4.5)
with a±(U ;x) defined in (3.7) are given by ±iλ(U ;x) with
λ(U ;x) :=
√
(1 + a+(U ;x))2 − a−(U ;x)2 =
√
(m + ρ(U))K(m+ ρ(U))
mK(m)
. (4.6)
These eigenvalues are purely imaginary because ρ(U) ∈ Q (see (1.12)) and (1.9), which guarantees
that λ(U ;x) is real valued and fulfills
0 < λmin :=
√
m1cK
mK(m)
≤ λ(U ;x) ≤
√
m2CK
mK(m)
=: λmax . (4.7)
A matrix which diagonalizes (4.5) is
F :=
(
f(U ;x) g(U ;x)
g(U ;x) f(U ;x)
)
, f :=
1 + a+ + λ√
(1 + a+ + λ)2 − a2−
, g :=
−a−√
(1 + a+ + λ)2 − a2−
. (4.8)
Note that F (U ;x) is well defined because
(1 + a+ + λ)
2 − a2− =
(K(m+ ρ(U))
K(m)
+ λ
)(
m+ ρ(U)
m
+ λ
)
>
(m+ ρ(U))K(m + ρ(U))
mK(m)
≥ m1cK
mK(m)
(4.9)
by (1.12) and (1.9). The matrix F (U ;x) has detF (U ;x) = f2 − g2 = 1 and its inverse is
F (U ;x)−1 :=
(
f(U ;x) −g(U ;x)
−g(U ;x) f(U ;x)
)
. (4.10)
We have that
F (U ;x)−1 J
[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)
]
F (U ;x) = Jλ(U ;x) . (4.11)
By (2.31) and (4.9) we deduce the following estimates: for any N ∈ N0, s ≥ 0 and σ > d2 ,
‖a±(U)‖σ , ‖f(U)‖σ , ‖g(U)‖σ ≤ C
(‖U‖σ) ,
|λ(U ;x)|ξ|2s|2s,σ,N ≤ CN
(‖U‖σ) , |b(U) · ξ|1,σ,N ≤ CN (‖U‖σ+1) . (4.12)
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For any ε > 0, consider the regularized matrix symbol
Aε(U ;x, ξ) := (A2(U ;x, ξ) +A1(U ;x, ξ))χ(ελ(U ;x)|ξ|2) , (4.13)
where χ is the cut-off function in (2.13) and λ(U ;x) is the function defined in (4.6). In what
follows we will denote by χε := χ(ελ(U ;x)|ξ|2). Note that, by (2.31), (4.7) and by the fact
that the function y 7→ 〈ξ〉|α|∂αξ χ(εy|ξ|2) is bounded together with its derivatives uniformly in
ε ∈ (0, 1), ξ ∈ Rd and y ∈ [λmin, λmax], the symbol χε satisfies, for any N ∈ N0, σ > d/2
|χε|0,σ,N ≤ C (‖U‖σ) , uniformly in ε . (4.14)
The diagonalization (4.11) has the following operatorial consequence.
Lemma 4.3. We have
OpBW
(
F−1
)
JOpBW(Aε) OpBW(F ) = JOpBW
(
(
√
mK(m)λ|ξ|2 + b · ξ)χε
)
+ F(U) (4.15)
where F(U) := Fε(U) : H˙σ → H˙σ, ∀σ ≥ 0, satisfies, uniformly in ε,
‖F(U)W‖σ ≤ C(‖U‖s0+2)‖W‖σ , ∀W ∈ H˙σ . (4.16)
Proof. We have that
OpBW
(
F−1
)
JOpBW(A2χε)Op
BW(F ) = J
√
mK(m)
[
D2 B2
B2 D2
]
,
where
D2 = Op
BW(f)OpBW
(|ξ|2(1 + a+)χε)OpBW(f) + OpBW(g)OpBW(|ξ|2(1 + a+)χε)OpBW(g)
+ OpBW(f)OpBW
(|ξ|2a−χε)OpBW(g) + OpBW(g)OpBW(|ξ|2a−χε)OpBW(f)
B2 = Op
BW(f)OpBW
(|ξ|2(1 + a+)χε)OpBW(g) + OpBW(g)OpBW(|ξ|2(1 + a+)χε)OpBW(f)
+ OpBW(f)OpBW
(|ξ|2a−χε)OpBW(f) + OpBW(g)OpBW(|ξ|2a−χε)OpBW(g) .
By Corollary 2.6 we obtain
D2 = Op
BW
([
(f2 + g2)(1 + a+) + 2fga−
] |ξ|2χε)+ F1(U) = OpBW(λ(U)|ξ|2χε)+ F1(U) ,
B2 = Op
BW
([
(f2 + g2)a− + 2fg(1 + a+)
] |ξ|2χε)+ F2(U) = F2(U) ,
where F1,F2 satisfy (4.16) by (2.25), (4.12), and (4.14) and since, by the definition of f and g in
(4.8) and λ in (4.6), we have (f2+ g2)(1 + a+)+ 2fga− = λ and (f
2+ g2)a−+2fg(1+ a+) = 0.
Moreover
OpBW
(
F−1
)
JOpBW(A1χε)Op
BW(F ) = J
[
D1 B1
−B1 −D1
]
,
where
D1 = Op
BW(f)OpBW(b · ξχε)OpBW(f)−OpBW(g)OpBW(b · ξχε)OpBW(g)
B1 = Op
BW(f)OpBW(b · ξχε)OpBW(g)−OpBW(g)OpBW(b · ξχε)OpBW(f) .
Applying Theorem 2.5, (4.12), (4.14), using that f2 − g2 = 1 we obtain D1 = OpBW(b · ξ χε) +
F1(U) and B1 = F2(U) with F1,F2 satisfying (4.16).
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4.2 Energy estimate for smoothed system
We first solve (4.3) in the case R(t) = 0 and V0 ∈ C˙∞ := ∩σ∈RH˙σ. Consider the regularized
Cauchy problem
∂tV
ε = JOpBW(Aε(U(t);x, ξ)) V ε , V ε(0) = V0 ∈ C˙∞ , (4.17)
where Aε(U ;x, ξ) is defined in (4.13). As the operator OpBW(Aε(U ;x, ξ)) is bounded for any
ε > 0, and U(t) satisfies (4.2), the differential equation (4.17) has a unique solution V ε(t) which
belongs to C2([0, T ], H˙σ) for any σ ≥ 0. The important fact is that it admits the following
ε-independent energy estimate.
Proposition 4.4. (Energy estimate) Let U satisfy (4.2). For any σ ≥ 0, there exist constants
Cr, CΘ > 0 (depending also on σ), such that for any ε > 0, the unique solution V
ε(t) of epsisol
fulfills
‖V ε(t)‖2σ ≤ Cr‖V0‖2σ + CΘ
∫ t
0
‖V ε(τ)‖2σ dτ , ∀t ∈ [0, T ] . (4.18)
As a consequence, there are constants Cr, CΘ independent of ε, such that
‖V ε(t)‖σ ≤ CreCΘt‖V0‖σ , ∀t ∈ [0, T ] . (4.19)
In order to prove Proposition 4.4, we define, for any σ ≥ 0, the modified energy
‖V ‖2σ,U := 〈OpBW
(
λσ(U ;x)|ξ|2σ)OpBW(F−1(U ;x)) V,OpBW(F−1(U ;x))V 〉 , (4.20)
where we introduce the real scalar product
〈V,W 〉 := 2Re
∫
Td
v(x)w(x) dx , V =
[
v
v
]
, W =
[
w
w
]
.
Lemma 4.5. Fix σ ≥ 0, r > 0. There exists a constant Cr > 0 (depending also on σ) such that
for any U ∈ H˙s0 with ‖U‖s0 ≤ r and ρ(U) ∈ Q we have
C−1r ‖V ‖2σ − ‖V ‖2−2 ≤ ‖V ‖2σ,U ≤ Cr‖V ‖2σ , ∀V ∈ H˙σ . (4.21)
Proof. We first prove the upper bound in (4.21). We note that, by (4.12), λσ(U ;x)|ξ|2σ ∈ Γ2σs0
and F−1(U ;x) ∈ Γ0s0 ⊗M2(C) and, by Theorem 2.4 and (4.12) we have
‖V ‖2σ,U ≤ ‖OpBW
(
λσ(U ;x)|ξ|2σ)OpBW(F−1(U ;x)) V ‖−σ‖OpBW(F−1(U ;x))V ‖σ ≤ Cr‖V ‖2σ .
In order to prove the lower bound, we fix δ ∈ (0, 1) such that s0 − δ > d2 and, due to (4.7), we
have λ−
σ
2 ∈ Γ0s0−δ. So, applying Theorem 2.5 and (4.12) with s0 − δ instead of s0 and with
̺ = δ, we have
OpBW
(
λ−
σ
2
)
OpBW(F )OpBW
(
λ
σ
2
)
OpBW
(
F−1
)
= 1+ F−δ(U) , (4.22)
where for any σ′ ∈ R there exists a constant Cr,σ′ > 0 such that
‖F−δ(U)f‖σ′ ≤ Cr,σ′‖f‖σ′−δ , ∀f ∈ H˙σ
′−δ . (4.23)
Again, applying Theorem 2.5 with s0 − δ instead of s0 and with ̺ = δ, we have also
OpBW
(
λ
σ
2
)
OpBW
(|ξ|2σ)OpBW(λσ2 ) = OpBW(λσ|ξ|2σ)+ F2σ−δ(U) , (4.24)
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where for any σ′ ∈ R there exists a constant Cr,σ′ > 0 such that
‖F2σ−δ(U)f‖σ′−2σ+δ ≤ Cr,σ′‖f‖σ′ , ∀f ∈ H˙σ
′
. (4.25)
By (4.22)–(4.25), Theorem 2.4 and (4.12) and using also that OpBW
(
λ
σ
2
)
is symmetric with
respect to 〈·, ·〉, we have
‖V ‖2σ ≤ 2‖OpBW
(
λ−
σ
2
)
OpBW(F )OpBW
(
λ
σ
2
)
OpBW
(
F−1
)
V ‖2σ + 2‖F−δ(U)V ‖2σ
≤ Cr
(‖OpBW(λσ2 )OpBW(F−1)V ‖2σ + ‖V ‖2σ−δ)
= Cr
(〈OpBW(λσ2 )OpBW(|ξ|2σ)OpBW(λσ2 )OpBW(F−1)V,OpBW(F−1)V 〉+ ‖V ‖2σ−δ)
= Cr
(‖V ‖2σ,U + 〈F2σ−δ(U)OpBW(F−1)V,OpBW(F−1)V 〉+ ‖V ‖2σ−δ)
≤ Cr
(‖V ‖2σ,U + ‖V ‖2σ− δ2 ) .
Now we use (2.3) and the asymmetric Young inequality to get, for any ǫ > 0,
‖V ‖2σ− δ2 ≤ ‖V ‖
δ
σ+2
−2 ‖V ‖
2(σ+2)−δ
σ+2
σ ≤ ǫ−
2(σ+2)
δ ‖V ‖2−2 + ǫ
2(σ+2)
2(σ+2)−δ ‖V ‖2σ ;
we choose ǫ so small so that ǫ
2(σ+2)
2(σ+2)−δCr =
1
2 and we get ‖V ‖2σ ≤ 2Cr
(‖V ‖2σ,U + ‖V ‖2−2). This
proves the lower bound in (4.21).
Proof of Proposition 4.4. The time derivative of the modified energy (4.20) along a solution
V ε(t) of (4.17) is
d
dt
‖V ε‖2σ,U(t) = 〈OpBW
(
∂t(λ
σ)|ξ|2σ)OpBW(F−1)V ε,OpBW(F−1)V ε〉 (4.26)
+ 2〈OpBW(λσ |ξ|2σ)OpBW(∂tF−1)V ε,OpBW(F−1)V ε〉 (4.27)
+ 2〈OpBW(λσ |ξ|2σ)OpBW(F−1) ∂tV ε,OpBW(F−1)V ε〉 . (4.28)
By Theorem 2.4 and using that ∀σ ≥ 0, N ∈ N0,∣∣∂tλσ(U)|ξ|2σ∣∣2σ,s0,N , ∣∣∂tF−1(U)∣∣0,s0,N ≤ CN(‖U‖s0 , ‖∂tU‖s0)
and the assumption (4.2), there exists a constant CΘ > 0 (depending also on σ) such that
(4.26)+ (4.27) ≤ CΘ‖V ε‖2σ . (4.29)
We now estimate (4.28). By Theorem 2.5 with ̺ = 2 and (4.2) we have
OpBW(F )OpBW
(
F−1
)
= 1+ F−2+ (U) , OpBW
(
F−1
)
OpBW(F ) = 1+ F−2− (U) , (4.30)
where F−2± (U) are bounded operators from H˙σ
′
to H˙σ
′+2, ∀σ′ ∈ R, satisfying
‖F−2± (U)W‖σ′+2 ≤ CΘ,σ′ ‖W‖σ′ , ∀W ∈ H˙σ
′
. (4.31)
Thus, denoting V˜ ε := OpBW
(
F−1
)
V ε, by (4.30), we have
OpBW(F ) V˜ ε = V ε + F−2+ (U)V ε . (4.32)
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Recalling (4.17) we have
(4.28) = 2〈OpBW(λσ|ξ|2σ)OpBW(F−1) JOpBW(Aε)V ε, V˜ ε〉
(4.32)
= 2〈OpBW(λσ|ξ|2σ)OpBW(F−1) JOpBW(Aε)OpBW(F ) V˜ ε, V˜ ε〉
− 2〈OpBW(λσ|ξ|2σ)OpBW(F−1) JOpBW(Aε)F−2+ V ε, V˜ ε〉
and by Lemma 4.3 we get
(4.28)
(4.15)
= 〈J[OpBW(λσ|ξ|2σ) ,OpBW (√mK(m)λ|ξ|2χε)]V˜ ε, V˜ ε〉 (4.33)
+ 〈J[OpBW(λσ|ξ|2σ) ,OpBW(b · ξ χε) ]V˜ ε, V˜ ε〉 (4.34)
+ 2〈OpBW(λσ|ξ|2σ)F V˜ ε, V˜ ε〉 (4.35)
− 2〈OpBW(λσ|ξ|2σ)OpBW(F−1) JOpBW(Aε)F−2+ V ε, V˜ ε〉 (4.36)
where in line (4.35) the operator F(U) is the bounded remainder of Lemma 4.3. We estimate
each contribution. First we consider line (4.33). Using Theorem 2.5 with ̺ = 2, the principal
symbol of the commutator is
i−1
{
λσ|ξ|2σ,
√
mK(m)λ|ξ|2χ(ελ|ξ|2)} = 0 ,
and, using (4.14), (4.12) and assumption (4.2), we get
|(4.33)| ≤ C′Θ‖V˜ ε‖2σ ≤ CΘ‖V ε‖2σ . (4.37)
Similarly, using Theorem 2.5 with ̺ = 1, Theorem 2.4, (4.12) and estimates (4.31) and (4.16),
we obtain
|(4.34)|+ |(4.35)|+ |(4.36)| ≤ CΘ‖V ε‖2σ . (4.38)
In conclusion, by (4.29), (4.37), (4.38), we deduce the bound ddt‖V ε(t)‖2σ,U(t) ≤ CΘ ‖V ε(t)‖2σ,
that gives, for any t ∈ [0, T ]
‖V ε(t)‖2σ,U(t) ≤ ‖V ε(0)‖2σ,U(0) + CΘ
∫ t
0
‖V ε(τ)‖2σ dτ
(4.21)
≤ Cr‖V ε(0)‖2σ + CΘ
∫ t
0
‖V ε(τ)‖2σ dτ . (4.39)
Since V ε(t) solves (4.17), by Theorem 2.4, (4.12), (4.14) there exists a constant CΘ > 0 (inde-
pendent on ε) such that ‖∂tV ε(t)‖2−2 ≤ CΘ‖V ε(t)‖20 ≤ CΘ‖V ε(t)‖2σ and therefore
‖V ε(t)‖2−2 ≤ ‖V ε(0)‖2−2 + CΘ
∫ t
0
‖V ε(τ)‖2σ dτ , ∀t ∈ [0, T ] . (4.40)
We finally deduce (4.18) by (4.39), the lower bound in (4.21) and (4.40). The estimate (4.19)
follows by Gronwall inequality.
Proof of Proposition 4.2. By Proposition 4.4, Ascoli-Arzelá theorem ensures that, for any
σ ≥ 0, V ε converges up to subsequence to a limit V in C1([0, T ], H˙σ), as ε→ 0 that solves (4.3)
with R(t) = 0, initial datum V0 ∈ C˙∞, and satisfies ‖V (t)‖σ ≤ CreCΘt‖V0‖σ, for any σ ≥ 0.
The case V0 ∈ H˙σ follows by a classical approximation argument with smooth initial data. This
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shows that the propagator of JOpBW(A2(U(t);x, ξ) +A1(U(t);x, ξ)) is, for any σ ≥ 0, a well
defined bounded linear operator
Φ(t) : H˙σ 7→ H˙σ , V0 7→ Φ(t)V0 := V (t) , ∀t ∈ [0, T ] , satisfying ‖Φ(t)V0‖σ ≤ CreCΘt‖V0‖σ .
In the inhomogeneous case R 6= 0, the solutions of (4.3) is given by the Duhamel formula
V (t) = Φ(t)V0 +Φ(t)
∫ t
0 Φ
−1(τ)R(τ) dτ , and the estimate (4.4) follows.
4.3 Iterative scheme
In order to prove that the nonlinear system (3.4) has a local in time solution we consider the
sequence of linear Cauchy problems
P1 :=
{
∂tU1 = −J
√
mK(m)∆U1
U1(0) = U0 ,
Pn :=
{
∂tUn = JOp
BW(A(Un−1;x, ξ))Un +R(Un−1)
Un(0) = U0 ,
for n ≥ 2, where A := A2 + A1, cfr. (3.6), (3.8). The strategy is to prove that the sequence of
solutions Un of the approximated problems Pn converges to a solution U of system (3.4).
Lemma 4.6. Let U0 ∈ H˙s, s > 2 + d2 , such that ρ(U0) ∈ Qδ for some δ > 0 (recall (3.5) and
(4.1)) and define r := 2‖U0‖s0 . Then there exists a time T := T (‖U0‖s0+2, δ) > 0 such that, for
any n ∈ N:
(S0)n: The problem Pn admits a unique solution Un ∈ C0([0, T ], H˙s) ∩ C1([0, T ], H˙s−2).
(S1)n: For any t ∈ [0, T ], ρ(Un(t)) belongs to Q δ
2
.
(S2)n: There exists a constant Cr ≥ 1 (depending also on s) such that, defining Θ := 4Cr‖U0‖s0+2
and M := 4Cr‖U0‖s, for any 1 ≤ m ≤ n one has
‖Um‖L∞
T
H˙s0
≤ r ; (4.41)
‖Um‖L∞
T
H˙s0+2
≤ Θ , ‖∂tUm‖L∞
T
H˙s0
≤ CrΘ ; (4.42)
‖Um‖L∞
T
H˙s
≤M , ‖∂tUm‖L∞
T
H˙s−2
≤ CrM . (4.43)
(S3)n: For 1 ≤ m ≤ n one has
‖U1‖L∞
T
H˙s0
= r/2 , ‖Um − Um−1‖L∞
T
H˙s0
≤ 2−mr , m ≥ 2 .
Proof. We prove the statement by induction on n ∈ N. Given r > 0, we define
Cr := max {1, Cr,s0 , Cr,s0+2, Cr,s, 2 C(r)} ,
where Cr,σ is the constant in Proposition 4.2 (where we stress that it depends also on σ) and
C(·) is the function in (3.9) and (3.11). In the following we shall denote by CΘ all the constants
depending on Θ, which can vary from line to line.
Proof of (S0)1: The problem P1 admits a unique global solution which preserves Sobolev norms.
Proof of (S1)1: We have ρ(U0) ∈ Qδ. In addition
‖ρ(U1(t)− U0)‖L∞(Td) . ‖U1(t)− U0‖s0 . T ‖U0‖s0+2 ≤ δ/2
for T := T (‖U0‖s0+2, δ) > 0 sufficiently small, which implies ρ(U1(t)) ∈ Q δ
2
, for any t ∈ [0, T ].
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Proof of (S2)1 and (S3)1: The flow of P1 is an isometry and M ≥ ‖U0‖s, Θ ≥ ‖U0‖s0+2.
Suppose that (S0)n−1–(S3)n−1 hold true. We prove (S0)n–(S3)n.
Proof of (S0)n: We apply Proposition 4.2 with σ = s, U  Un−1 and R(t) := R(Un−1(t)).
By (S1)n−1 and (S2)n−1, the function Un−1 satisfies assumption (4.2) with Θ (1 + Cr)Θ. In
addition R(Un−1(t)) belongs to C
0([0, T ], H˙s) thanks to (3.12) and Un−1 ∈ C0([0, T ]; H˙s). Thus
Proposition 4.2 with σ = s implies (S0)n. In particular Un satisfies the estimate (4.4).
Proof of (S2)n: We first prove (4.42). The estimate (4.4) with σ = s0 + 2, the bound (3.11) of
R(Un−1(t)) and (4.42) at the step n− 1, imply
‖Un‖L∞
T
H˙s0+2
≤ CreCΘT ‖U0‖s0+2 + TCΘeCΘTΘ . (4.44)
As Θ = 4Cr‖U0‖s0+2, we take T > 0 small such that
CΘT ≤ 1 , TCΘeCΘT ≤ 1/4 , (4.45)
which, by (4.44), gives ‖Un‖L∞T H˙s0+2 ≤ Θ. This proves the first estimate of (4.42). Regarding
the control of ∂tUn, we use the equation Pn, the second estimate in (3.11) and (3.9) with σ = s0
to obtain
‖∂tUn(t)‖s0 ≤ C (‖Un−1(t)‖s0) ‖Un(t)‖s0+2 + C (‖Un−1(t)‖s0) ‖Un−1(t)‖s0+2 ≤ CrΘ (4.46)
which proves the second estimate of (4.42).
Next we prove (4.43). Applying estimate (4.4) with σ = s, we have
‖Un‖L∞T H˙s ≤ Cre
CΘT ‖U0‖s + TCΘeCΘTM ≤M
for M = 4Cr‖U0‖s and since T > 0 is chosen as in (4.45). The estimate for ‖∂tUn‖s−2 is similar
to (4.46), and we omit it. Estimate (4.41) is a consequence of (S3)n, which we prove below.
Proof of (S1)n: We use estimate (4.46) to get
‖ρ(Un(t)− U0)‖L∞(Td) ≤ C‖Un(t)− U0‖s0 ≤ C
∫ T
0
‖∂tUn(t)‖s0 dt ≤ C Cr T Θ ≤ δ/2
provided that T < δ/(2CCrΘ). This shows that ρ(Un(t)) ∈ Q δ
2
.
Proof of (S3)n: Define Vn := Un − Un−1 if n ≥ 2 and V1 := U1. Note that Vn, n ≥ 2, solves
∂tVn = JOp
BW(A(Un−1)) Vn + fn , Vn(0) = 0 , (4.47)
where A := A2 +A1 and
fn := JOp
BW(A(Un−1)−A(Un−2))Un−1 +R(Un−1)−R(Un−2) , for n > 2 ,
f2 := JOp
BW
(
A(U1)−
√
mK(m)|ξ|2)U1 +R(U1) .
Applying estimates (3.13), (3.10), (3.11) and (4.42) we obtain, for n ≥ 2,
‖fn‖s0 ≤ CΘ‖Vn−1‖s0 , ∀t ∈ [0, T ] . (4.48)
We apply Proposition 4.2 to (4.47) with σ = s0. Thus by (4.4) and (4.48) we get
‖Vn‖L∞T H˙s0 ≤ CΘe
CΘTT ‖fn‖L∞T H˙s0 ≤ CΘe
CΘTT ‖Vn−1‖L∞T H˙s0 ≤
1
2
‖Vn−1‖L∞T H˙s0
provided CΘe
CΘTT ≤ 12 . The proof of Lemma 4.6 is complete.
21
4 LOCAL EXISTENCE
Corollary 4.7. With the same assumptions of Lemma 4.6, for any s0 + 2 ≤ s′ < s:
(i) (Un)n≥1 is a Cauchy sequence in C
0([0, T ], H˙s
′
)∩C1([0, T ], H˙s′−2) with T = T (‖U0‖s0+2, δ)
given by Lemma 4.6. It converges to the unique solution U(t) of (3.4) with initial datum
U0, U(t) is in C
0([0, T ], H˙s
′
) ∩ C1([0, T ], H˙s′−2). Moreover ρ(U(t)) ∈ Q, ∀t ∈ [0, T ].
(ii) For any t ∈ [0, T ], U(t) ∈ H˙s and ‖U(t)‖s ≤ 4Cr ‖U0‖s where Cr is the constant of (S2)n.
Proof. (i) If s′ = s0 it is the content of (S3)n. For s
′ ∈ (s0, s), we use interpolation estimate
(2.3), (4.43) and (S3)n to get, for n ≥ 2,
‖Un − Un−1‖L∞
T
H˙s
′ ≤ ‖Un − Un−1‖θL∞T H˙s0 ‖Un − Un−1‖
1−θ
L∞
T
H˙s
≤ 2−nθCM ,
where θ ∈ (0, 1) is chosen so that s′ = θs0 + (1 − θ)s. Thus (Un)n≥1 is a Cauchy sequence in
C0([0, T ], H˙s
′
); we denote by U(t) ∈ C0([0, T ], H˙s′) its limit. Similarly using that ∂tUn solves
Pn, one proves that ∂tUn is a Cauchy sequence in C0([0, T ], H˙s′−2) that converges to ∂tU in
C0([0, T ], H˙s
′−2). In order to prove that U(t) solves (3.4), it is enough to show that
R(U,Un−1, Un) := JOpBW(A(Un−1))Un − JOpBW(A(U))U +R(Un−1)−R(U)
converges to 0 in L∞T H˙
s′−2. This holds true because by estimates (2.18), (3.10), (3.12), (S2)n,
and the fact that U(t) ∈ C0([0, T ], H˙s′), we have
‖R(U,Un−1, Un)‖L∞
T
H˙s
′−2 ≤ CM
(
‖U − Un−1‖L∞
T
H˙s
′ + ‖U − Un−1‖L∞
T
H˙s0+2
+ ‖U − Un‖L∞
T
H˙s
′
)
which converges to 0 as n→∞.
Let us now prove the uniqueness. Suppose that V1, V2 ∈ C0([0, T ], H˙s′) ∩ C1([0, T ], H˙s′−2)
are solutions of (3.4) with initial datum U0. Then W := V1 − V2 solves
∂tW = JOp
BW(A(V1))W +R(t) , W (0) = 0 ,
where R(t) := JOpBW(A(V1)−A(V2))V2+R(V1)−R(V2). Applying Proposition 4.2 with σ = s0
and Θ, r defined by
Θ := max
j=1,2
(‖Vj‖L∞T H˙s0+2 + ‖∂tVj‖L∞T H˙s0 ) , r := maxj=1,2 ‖Vj‖L∞T H˙s0 ,
together with estimates (3.13) and (3.10) we have, for any t ∈ [0, T ],
‖W‖L∞t H˙s0 ≤ CΘe
CΘtt‖R‖L∞t H˙s0 ≤ CΘe
CΘtt‖W‖L∞t H˙s0 .
Therefore, provided t is so small that CΘe
CΘtt < 1, we get V1(τ) = V2(τ) ∀τ ∈ [0, t]. As (3.4) is
autonomous, actually one has V1(t) = V2(t) for all t ∈ [0, T ]. This proves the uniqueness.
Finally, as ρ(Un(t)) ∈ Q δ
2
and Un(t)→ U(t) in H˙s0 , then ρ(U(t)) ∈ Q δ
2
⊂ Q.
(ii) Since ‖Un(t)‖s ≤ 4Cr ‖U0‖s and Un(t)→ U(t) in H˙s
′
then ‖U(t)‖s ≤ 4Cr ‖U0‖s.
Let ΠNU :=
( ∑
1≤|j|≤N
uje
ij·x,
∑
1≤|j|≤N
uje
−ij·x
)
. We need below the following technical lemma.
Lemma 4.8. Let U0 ∈ H˙s, s > 2 + d2 , with ρ(U0) ∈ Qδ for some δ > 0. Then there exists a
time T˜ := T˜ (‖U0‖s0+2, δ) > 0 and N0 > 0 such that for any N > N0:
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(i) system (3.4) with initial datum ΠNU0 has a unique solution UN ∈ C0([0, T˜ ], H˙s+2).
(ii) Let U be the unique solution of (3.4) with initial datum U0 defined in the time interval
[0, T ] (which exists by Corollary 4.7). Then there is T˘ < min{T, T˜}, depending on ‖U0‖s,
independent of N , such that
‖U − UN‖L∞
T˘
H˙s
≤ C(‖U0‖s)
(‖U0 −ΠNU0‖s +Ns0+2−s) . (4.49)
In particular UN → U in C0([0, T˘ ], H˙s) when N →∞.
Proof. Clearly ΠNU0 ∈ C˙∞. Moreover, as ‖ρ(U0 − ΠNU0)‖L∞(Td) → 0 when N → ∞, one has
ρ(ΠNU0) ∈ Q δ
2
provided N ≥ N0 is sufficiently large. So we can apply Corollary 4.7 and obtain
a time T˜ > 0, independent on N , and a unique solution UN ∈ C0([0, T˜ ], H˙s+2) of (3.4) with
initial datum ΠNU0. Moreover, by item (ii) of that corollary, setting r = 2 ‖ΠNU0‖s0 ,
‖UN‖L∞
T˜
H˙s
≤ 4Cr‖ΠNU0‖s ≤ C(‖U0‖s0) ‖U0‖s , (4.50)
‖UN‖L∞
T˜
H˙s+2
≤ 4Cr‖ΠNU0‖s+2 ≤ C(‖U0‖s0)N2 ‖U0‖s . (4.51)
This proves item (i). In the following let T˘ ≤ min{T˜ , T }.
Let us prove (ii). Let Θ := ‖U‖L∞
T˘
H˙s0+2
+ ‖∂tU‖L∞
T˘
H˙s0
and r := ‖U‖L∞
T˘
H˙s0
. The function
WN (t) := U(t) − UN(t) satisfies ‖WN (t)‖s ≤ ‖U(t)‖s + ‖UN(t)‖s ≤ C(‖U0‖s), ∀t ∈ [0, T˘ ], by
Corollary 4.7-(ii). Moreover, WN solves
∂tWN = JOp
BW(A(U))WN +R(t) , WN (0) = U0 −ΠNU0
where R(t) := JOpBW(A(U)−A(UN ))UN + R(U) − R(UN ). Applying Proposition 4.2 with
σ = s0 and estimates (3.10), (3.13), (4.50) one obtains
‖WN‖L∞
T˘
H˙s0
≤ CreCΘT˘ ‖U0 −ΠNU0‖s0 + T˘CΘeCΘT˘ C(‖U0‖s0+2) ‖WN‖L∞
T˘
H˙s0
,
which, provided T˘ is so small that T˘CΘe
CΘT˘ C(‖U0‖s0+2) ≤ 12 (eventually shrinking it), gives
‖WN‖L∞
T˘
H˙s0
≤ Cr‖U0 −ΠNU0‖s0 ≤ Cr Ns0−s ‖U0‖s . (4.52)
Similarly one estimates ‖WN (t)‖H˙s , getting
‖WN‖L∞
T˘
H˙s
≤ CreCΘT˘ ‖U0 −ΠNU0‖s + CΘeCΘT˘ T˘C
(‖U0‖s) (‖WN‖L∞
T˘
H˙s0
‖UN‖L∞
T˘
H˙s+2
+ ‖WN‖L∞
T˘
H˙s
)
(4.51),(4.52)
≤ CreCΘT˘ ‖U0 −ΠNU0‖s + CΘeCΘT˘ T˘C(‖U0‖s)
(
Ns0−s+2 + ‖WN‖L∞
T˘
H˙s
)
from which (4.49) follows provided T˘ (depending on ‖U0‖s) is sufficiently small.
Proof of Proposition 4.1: Given an initial datum U0 ∈ H˙s with ρ(U0) ∈ Q, choose δ > 0 so
small that ρ(U0) ∈ Qδ. Then Corollary 4.7 gives us a time T = T (‖U0‖s0+2 , δ) > 0 and a unique
solution U ∈ C0([0, T ], H˙s′) ∩ C1([0, T ], H˙s′−2), ∀s0 + 2 ≤ s′ < s, of (3.4) with initial datum
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U0. Now take an open neighborhood U ⊂ H˙s of U0 such that ∀V ∈ U one has ρ(V ) ∈ Q δ
2
and
‖V ‖s ≤ 2 ‖U0‖s. Then there exists T˜ ∈ (0, T ] such that the flow map of (3.4),
Ωt : U → H˙s ∩ {U ∈ H˙s : ρ(U) ∈ Q δ
4
}
, U0 7→ Ωt(U0) := U(t) ,
is well defined for any t ∈ [0, T˜ ], it satisfies the group property
Ωt+τ = Ωt ◦ Ωτ , ∀t, τ, t+ τ ∈ [0, T˜ ] , (4.53)
and ‖Ωt(U0)‖s ≤ C(‖U0‖s) for all U0 ∈ U , t ∈ [0, T˜ ]. For simplicity of notation in the sequel we
denote by T a time, independent of N , smaller than T˜ .
Continuity of t 7→ U(t): We show that U ∈ C0([0, T ], H˙s). By (4.53), it is enough to prove
that t 7→ U(t) is continuous in a neighborhood of t = 0. This follows by Lemma 4.8, as U is the
uniform limit of continuous functions.
Continuity of the flow map: We shall follow the method by [12, 7]. Let Un0 → U0 ∈ H˙s
and pick δ > 0 such that ρ(Un0 ), ρ(U0), ρ(ΠNU
n
0 ), ρ(ΠNU0) ∈ Qδ, for any n ≥ n0, N ≥ N0
sufficiently large. Denote by Un, U ∈ C0([0, T ], H˙s) the solutions of (3.4) with initial data Un0 ,
respectively U0, and UN (t) := Ω
t(ΠNU0), U
n
N(t) := Ω
t(ΠNU
n
0 ). Note that these solutions are
well defined in H˙s up to a common time T ′ ∈ (0, T ], depending on ‖U0‖s, thanks to Lemma 4.8.
By triangular inequality we have, by (4.49), for any n ≥ n0, N ≥ N0,
‖Un − U‖L∞T H˙s ≤ ‖U
n − UnN‖L∞T H˙s + ‖U
n
N − UN‖L∞T H˙s + ‖UN − U‖L∞T H˙s (4.54)
≤ C(‖U0‖s)
(‖(1−ΠN )Un0 ‖s + ‖(1−ΠN )U0‖s +Ns0+2−s)+ ‖UnN − UN‖L∞
T
H˙s
≤ C(‖U0‖s)
(‖(1−ΠN )U0‖s +Ns0+2−s)+ C(‖U0‖s) ‖Un0 − U0‖s + ‖UnN − UN‖L∞
T
H˙s
.
For any ε > 0, since s > s0 + 2, there exists Nε ∈ N (independent of n) such that
C(‖U0‖s)
(‖(1−ΠNε)U0‖s +Ns0+2−sε ) ≤ ε/2 . (4.55)
Consider now the term ‖UnN − UN‖L∞T H˙s . As ΠNU0,ΠNU
n
0 ∈ C˙∞, the solutions UN (t), UnN (t)
belong actually to H˙s+2. By interpolation and by item (ii) of Corollary 4.7 applied with s s+2
one has, for s+ 2 = θs0 + (1− θ)(s+ 2),
‖UnNε − UNε‖L∞T H˙s ≤ C
(‖ΠNεU0‖s+2, ‖ΠNεUn0 ‖s+2)‖UnNε − UNε‖θL∞
T
H˙s0
≤ C(N2ε ‖U0‖s)‖UnNε − UNε‖θL∞T H˙s0 . (4.56)
Arguing in the same way of the proof of (4.52) one obtains
‖UnNε − UNε‖L∞T H˙s0 ≤ C
(‖U0‖s0+2)‖ΠNε(Un0 − U0)‖s0 . (4.57)
By (4.54)-(4.57), we have lim supn→∞ ‖Un − U‖L∞T H˙s ≤ ε, ∀ε ∈ (0, 1).
A Bony-Weyl calculus in periodic Hölder spaces
In this Appendix we develop in a self-contained manner paradifferential calculus for space
periodic symbols a(x, ξ) which belong to the Banach scale of Hölder spacesW ̺,∞(Td). The main
results are the continuity Theorem A.7 and the composition Theorem A.8, which require mild
regularity assumptions of the symbols in the space variable, and imply Theorems 2.4 and 2.5.
We first provide some preliminary technical results.
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Technical lemmas. In the following we denote by ∂m, m = 1, . . . , d the discrete derivative,
defined for functions f : Zd → C as
(∂mf)(n) := f(n)− f(n− ~em) , n ∈ Zd , (A.1)
where ~em denotes the usual unit basis vector of N
d
0 with 0 components expect the m-th one.
Given a multi-index β ∈ Nd0, we set ∂βf := ∂β11 · · · ∂βdd f .
We shall use the Leibniz rule for finite differences in the following form: given k ∈ N, m =
1, . . . , d, there exist constants Ck1,k2 (binomial coefficients) such that
(∂km)(fg)(n) =
∑
k1+k2=k
Ck1,k2(∂
k1
m f)(n− k2)(∂k2m g)(n) . (A.2)
Moreover, when using discrete derivatives, the analogous of the integration by parts formula is
given by the Abel resummation formula:∑
n∈Zd
ein·zβ(x, n) = − 1
ei~em·z − 1
∑
n∈Zd
ein·z(∂mβ)(x, n) , ∀m = 1, . . . , d . (A.3)
Lemma A.1. Let K : Td → C be a function satisfying, for constants A and B, the estimate
|K(y)| . AdBmin
(
1, min
1≤m≤d
1
|A 2 sin ym2 |(d+1)
)
, ∀y ∈ Td . (A.4)
Then ∫
Td
|K(y)|dy . B . (A.5)
Proof. If A ≤ 1 the bound (A.5) follows trivially integrating the first inequality in (A.4). Then
we suppose A > 1. We split the integral in (A.5) as∫
Td
|K(y)|dy =
∫
Td∩{|y|≤ 1
A
}
|K(y)| dy +
∫
Td∩{|y|> 1
A
}
|K(y)| dy . (A.6)
We bound the first integral using the first inequality in (A.4), getting∫
Td∩{|y|≤ 1
A
}
|K(y)| dy . AdBmeas
(
y ∈ [−π, π]d : |y| ≤ 1
A
)
. B . (A.7)
To bound the second integral in (A.6) we use that, for some c > 0, max1≤m≤d
∣∣ sin (ym2 )∣∣ ≥ c|y|,
∀y ∈ [−π, π]d, and therefore the second inequality in (A.4) implies∫
Td∩{|y|> 1
A
}
|K(y)| dy . AdB
∫
{y∈Rd : |y|> 1
A
}
dy
|Ay|d+1
z=Ay
. B
∫
{|z|>1}
dz
|z|d+1 . B . (A.8)
The bounds (A.7)-(A.8) and (A.6) imply (A.5).
The next lemma represents a Fourier multiplier operator acting on periodic functions as a
convolution integral on Rd. The key step is the use of Poisson summation formula.
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Lemma A.2. Let χ ∈ S(Rd). Then the Fourier multiplier χθ(D) := χ(θ−1D), θ ≥ 1, acting on
a periodic function u ∈ L1(Td,C) can represented by
χθ(D)u =
∫
Rd
u(y)ψθ(x− y)dy =
∫
Rd
u(x− y)ψθ(y)dy (A.9)
where ψθ(z) := θ
d ψ(θz) and ψ denotes the anti-Fourier transform of χ on Rd.
Proof. For θ ≥ 1 we write
χ
(
D
θ
)
u =
∫
Td
u(y)hθ(x− y)dy where hθ(z) := 1
(2π)d
∑
j∈Zd
χ
(
j
θ
)
eij·z . (A.10)
Then the Fourier transform ψ̂θ(ξ) =
∫
Rd
θd ψ(θz) e−iz·ξdz =
∫
Rd
ψ(y) e−iy·
ξ
θ dy = ψ̂
(
ξ
θ
)
= χ
(
ξ
θ
)
,
and, using Poisson summation formula, we write the periodic function hθ(z) in (A.10) as
hθ(z) =
1
(2π)d
∑
j∈Zd
ψ̂θ(j)e
ij·z =
∑
j∈Zd
ψθ(z + 2πj) .
Therefore the integral (A.10) is
χ(θ−1D)u =
∑
j∈Zd
∫
Td
u(y)ψθ(x− y + 2πj)dy =
∑
j∈Zd
∫
[0,2π]d+2πj
u(y)ψθ(x− y)dy
=
∫
Rd
u(y)ψθ(x− y)dy =
∫
Rd
u(x− y)ψθ(y)dy
proving (A.9).
We now give the definition and basic properties of the Hölder spaces W ̺,∞(Td).
Definition A.3. (Periodic Hölder spaces) Given ̺ ∈ N0, we denote by W ̺,∞(Td) the space
of continuous functions u : Td → C, 2π-periodic in each variable (x1, . . . , xd), whose derivatives
of order ̺ are in L∞, equipped with the norm ‖u‖W̺,∞ :=
∑
|α|≤̺ ‖∂αx u‖L∞, α ∈ Nd0. In case
̺ > 0, ̺ /∈ N, we denote ⌊̺⌋ the integer part of ̺, and we define W ̺,∞(Td) as the space of
functions u in C⌊̺⌋(Td,C) whose derivatives of order ⌊̺⌋ are (̺ − ⌊̺⌋)-Hölder-continuous, that
is
[∂αx u]̺ := sup
x 6=y
|∂αx u(x)− ∂αx u(y)|
|x− y|̺−⌊̺⌋ < +∞ , ∀|α| = ⌊̺⌋ ,
equipped with the norm
‖u‖W̺,∞ :=
∑
|α|≤⌊̺⌋
‖∂αxu‖L∞ +
∑
|α|=⌊̺⌋
[∂αx u]̺ .
For ̺ = 0 the norm ‖ ‖W̺,∞ = ‖ ‖L∞ .
The Hölder spaces W ̺,∞(Td) can be described by the Paley-Littlewood decomposition of a
function. Consider the locally finite partition on unity
1 = χ(ξ) +
∑
k≥1
ϕ(2−kξ) , ϕ(z) := χ(z)− χ(2z) , (A.11)
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where χ : Rd → R is the cut-off function defined in (2.13). It induces the decomposition of a
distribution u ∈ S ′(Td) as
u =
∑
k≥0
∆ku where ∆0 := χ(D) , ∆k := ϕ(2
−kD) = χ2k(D)− χ2k−1(D) , k ≥ 1 . (A.12)
We also set
Sk :=
∑
0≤j≤k
∆j = χ2k(D) . (A.13)
The Paley-Littlewood theory of the Hölder spaces W ̺,∞(Td) follows as in Rd, see e.g. [20], once
we represent the Fourier multipliers ∆k as integral convolution operators on R
d, by Lemma A.2.
In particular the following smoothing estimates hold: for any α ∈ Nd0, ̺ ≥ 0,
‖∂αxSku‖L∞ . 2k(|α|−̺) ‖u‖W̺,∞ , (A.14)
and, for any ̺ > 0,
‖u− χθ(D)u‖L∞ . θ−̺‖u‖W̺,∞ . (A.15)
In this way it results as in Rd that the Hölder norms ‖ ‖W̺,∞ satisfy interpolation estimates. In
particular we shall use that, given ̺, ̺1, ̺2 ≥ 0,
‖uv‖W̺,∞ . ‖u‖W̺,∞‖v‖L∞ + ‖u‖L∞‖v‖W̺,∞
‖u‖W̺,∞ . ‖u‖θW̺1,∞ ‖u‖1−θW̺2,∞ , ̺ = θ̺1 + (1− θ)̺2 , θ ∈ (0, 1) .
(A.16)
Hölder estimates of regularized symbols. In order to prove estimates of the regularized
symbol aχ defined in (2.14) in Hölder spaces (Lemma A.5) we represent it as a convolution
integral on Rd, by Lemma A.2,
aχ(x, ξ) =
∫
Rd
a(x− y, ξ)ψǫ〈ξ〉(y) dy (A.17)
where ψθ(z) = θ
dψ(θz) and ψ is the anti-Fourier transform of χ.
In the proof of Lemma A.5 we shall use the following estimate.
Lemma A.4. For any β ∈ Nd0, u ∈ L∞(Td), we have
‖∂βξ χǫ〈ξ〉(D)u‖L∞ . 〈ξ〉−|β| ‖u‖L∞ . (A.18)
Proof. By (A.17) we have, for all β ∈ Nd0,
∂βξ χǫ〈ξ〉(D)u =
∫
Rd
u(x− y) ∂βξ ψǫ〈ξ〉(y) dy . (A.19)
By the definition ψǫ〈ξ〉(y) = (ǫ 〈ξ〉)d ψ(ǫ 〈ξ〉 y) and Faà di Bruno formula, we have that∫
Rd
∣∣∂βξ ψǫ〈ξ〉(y)∣∣ dy . 〈ξ〉−|β| , ∀ξ ∈ Rd . (A.20)
Then (A.18) follows by (A.19) and (A.20).
The next lemma provides estimates of the regularized symbol aχ in terms of the symbol a.
Lemma A.5. (Estimates on regularized symbols) Let m ∈ R, N ∈ N0.
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1. If a ∈ ΓmL∞, m ∈ R, then aχ defined in (2.14) belongs to ΣmL∞ and
|aχ|m,L∞,N . |a|m,L∞,N . (A.21)
2. If a ∈ Γm
Hs0−̺
, ̺ ≥ 0, s0 > d2 , then aχ belongs to Γm+̺L∞ and
|aχ|m+̺,L∞,N . |a|m,Hs0−̺,N . (A.22)
3. If a ∈ ΓmW̺,∞ , ̺ > 0, then, for any β ∈ Nd0, ∂βξ aχ − (∂βξ a)χ ∈ Σm−|β|−̺L∞ and∣∣∂βξ aχ − (∂βξ a)χ∣∣m−|β|−̺,L∞,N . |a|m,W̺,∞,N+|β| . (A.23)
4. If a ∈ ΓmW̺,∞ , ̺ ≥ 0, then, for any α ∈ Nd0 with |α| ≥ ̺, ∂αx aχ = (∂αx a)χ ∈ Σm+|α|−̺L∞ and
|∂αx aχ|m+|α|−̺,L∞,N . |a|m,W̺,∞,N . (A.24)
5. If a ∈ ΓmW̺,∞ , ̺ > 0, then, a− aχ ∈ Γm−̺L∞ and
|a− aχ|m−̺,L∞,N . |a|m,W̺,∞,N . (A.25)
Proof. Proof of (A.21). Differentiating (2.14) for any β ∈ Nd0, we have
∂βξ aχ(x, ξ) =
∑
β1+β2=β
Cβ1,β2∂
β1
ξ χǫ〈ξ〉(D) ∂
β2
ξ a(·, ξ) .
Then (2.7) and (A.18) directly imply (A.21).
Proof of (A.22) By the Cauchy-Schwartz inequality
|aχ(x, ξ)| =
∣∣∣ ∑
n∈Zd
χǫ
(
n
〈ξ〉
)
â(n, ξ) ein·x
∣∣∣ ≤ ∑
n∈Zd
χǫ
( n
〈ξ〉
) 〈n〉̺
〈n〉s0 〈n〉
s0−̺ |â(n, ξ)|
.
( ∑
n∈Zd
χ2ǫ
( n
〈ξ〉
) 〈n〉2̺
〈n〉2s0
)1/2
‖a(·, ξ)‖Hs0−̺ . 〈ξ〉m+̺ |a|m,Hs0−̺,0 .
The case N ≥ 1 follows in the same way.
Proof of (A.23). First, for any ξ ∈ Rd, we define k ∈ N such that 2k−1 ≤ 2ǫ〈ξ〉 ≤ 2k. Then,
by the properties of the cut-off function χ in (2.13) and the projector Sk in (A.13) we have
∂βξ χǫ
(
η
〈ξ〉
)
=
(
∂βξ χǫ
( η
〈ξ〉
))
Sk , ∀η ∈ Rd , ∀β ∈ Nd0 . (A.26)
Differentiating (2.14) and using (A.26) we get
∂βξ aχ − (∂βξ a)χ =
∑
β1+β2=β,β1 6=0
Cβ1β2 ∂
β1
ξ χǫ〈ξ〉(D)Sk ∂
β2
ξ a(·, ξ) ,
and, using (A.18) and (A.14)∥∥(∂βξ aχ − (∂βξ a)χ)(·, ξ)∥∥L∞ . ∑
β1+β2=β,β1 6=0
〈ξ〉−|β1| 2−k̺∥∥∂β2ξ a(·, ξ)∥∥W̺,∞
. 〈ξ〉m−|β| 2−k̺ |a|m,W̺,∞,|β| . 〈ξ〉m−|β|−̺ |a|m,W̺,∞,|β|
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because 〈ξ〉 . 2k. This proves (A.23) for N = 0. For N ≥ 1 the estimate is similar.
Proof of (A.24). For any ξ ∈ Rd, we define k ∈ N such that 2k−1 ≤ 2ǫ〈ξ〉 ≤ 2k. By (2.14) and
(A.26) with β = 0, we write aχ(·, ξ) = χǫ〈ξ〉(D)a(·, ξ) = χǫ〈ξ〉(D)Ska(·, ξ), and then
‖∂αx aχ(·, ξ)‖L∞ = ‖χǫ〈ξ〉(D)∂αx Ska(·, ξ)‖L∞
(A.18)
. ‖∂αxSka(·, ξ)‖L∞
(A.14)
. 2k(|α|−̺)‖a(·, ξ)‖W̺,∞
〈ξ〉∼2k
. 〈ξ〉|α|−̺‖a(·, ξ)‖W̺,∞ . 〈ξ〉m+|α|−̺|a|m,W̺,∞,0
by (2.7). This proves (A.24) with N = 0. For N ≥ 1 the estimate is similar.
Proof of (A.25). For any β ∈ Nd0 we write ∂βξ (a − aχ) =
[
∂βξ a − (∂βξ a)χ
]
+
[
(∂βξ a)χ − ∂βξ aχ
]
.
The first term is bounded, using (A.15) with θ = ǫ〈ξ〉, as∥∥(∂βξ a− (∂βξ a)χ)(·, ξ)∥∥L∞ . 〈ξ〉−̺‖∂βξ a(·, ξ)‖W̺,∞ . |a|m,W̺,∞,|β|〈ξ〉m−̺−|β|
The second term satisfies the same bound by (A.23). This proves (A.25).
Change of quantization. In order to prove the boundedness Theorem A.7 and the compo-
sition Theorem A.8, it is convenient to pass from the Weyl quantization of a symbol a(x, ξ),
defined in (2.15), to the standard quantization which is defined, given a symbol b(x, ξ), as
Op(b)[u] :=
∑
j∈Zd
( ∑
k∈Zd
b̂ (j − k, k) uk
)
eij·x =
∑
k∈Zd
b(x, k)uke
ik·x . (A.27)
We have the change of quantization formula
OpW (a) = Op (b) ⇔ b̂(n, ξ) := â(n, ξ + n
2
)
. (A.28)
In the next lemma we estimate the norms of b in terms of those of a. We remind that Σm
W
denotes
the set of spectrally localized symbols, i.e. satisfying (2.6).
Lemma A.6. (Change of quantization) Let a ∈ ΣmL∞ , m ∈ R. If δ > 0 in (2.6) is small
enough, then (cfr. (A.28))
b(x, ξ) :=
∑
n∈Zd
â
(
n, ξ +
n
2
)
ein·x (A.29)
is a symbol in ΣmL∞ satisfying
|b|m,L∞,N . |a|m,L∞,N+d+1 , ∀N ∈ N0 . (A.30)
Proof. Since a satisfies (2.6) with δ small enough, it follows that b satisfies (2.6). In order to
prove (A.30) we differentiate (A.29) obtaining that, for any β ∈ Nd0,
∂βξ b(x, ξ) =
∑
n∈Zd
∂̂βξ a(n, ξ +
n
2
) ein·x =
∑
n∈Zd
∂̂βξ a(n, ξ +
n
2
) χǫ
(
n
〈ξ〉
)
ein·x
for some ǫ = ǫ(δ′) > 0, where in the last equality we used that the sum is actually restricted over
the indexes for which |n| ≤ δ′〈ξ〉, δ′ ∈ (0, 1). Then we represent ∂βξ b as the integral
∂βξ b(x, ξ) =
∫
Td
K(x, y) dy , K(x, y) :=
1
(2π)d
∑
n∈Zd
(∂βξ a)
(
x− y, ξ + n
2
)
χǫ
(
n
〈ξ〉
)
ein·y . (A.31)
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We are going to estimate the L1-norm of K(x, ·) using Lemma A.1. First note that, since
a ∈ ΣmL∞ , we have
〈
ξ + n2
〉 ∼ 〈ξ〉 on the support of ∂̂βξ a(n, ξ+(n/2)), and then we bound (A.31)
as
|K(x, y)| .
∑
|n|≤δ′〈ξ〉
|a|m,L∞,|β| 〈ξ〉m−|β| . |a|m,L∞,|β| 〈ξ〉d+m−|β| , (A.32)
uniformly in x. Moreover, using Abel resummation formula (A.3) and the Leibniz rule (A.2) for
finite differences, we get, for any h = 1, . . . , d,
K(x, y) =
1
(eiyh − 1)d+1
∑
k1+k2=d+1
Ck1,k2
∑
|n|≤δ′〈ξ〉
∂k1h (∂
β
ξ a)
(
x− y, ξ + n
2
)
∂k2h χǫ
(
n
〈ξ〉
)
ein·y .
Then, using (2.7) and that
∣∣∂khχǫ( n〈ξ〉)∣∣ . 〈ξ〉−k, ∀h = 1, . . . , d, we estimate
|K(x, y)| . 〈ξ〉
m−(d+1)−|β|
|2 sin(yh/2)|d+1 |a|m,L
∞,|β|+d+1
∑
|n|≤δ′〈ξ〉
1 .
〈ξ〉d+m−|β| |a|m,L∞,|β|+d+1
| 〈ξ〉 2 sin(yh/2)|d+1 (A.33)
uniformly in x. In view of (A.32)-(A.33) we apply Lemma A.1 with A = 〈ξ〉 and B =
〈ξ〉m−|β| |a|m,L∞,|β|+d+1 obtaining∣∣∂βξ b(x, ξ)∣∣ ≤ ∫
Td
|K(x, y)|dy . 〈ξ〉m−|β| |a|m,L∞,|β|+d+1 , ∀(x, ξ) ∈ Td × Rd,
that proves (A.30).
Continuity. We now prove boundedness estimates in Sobolev spaces of operators with spec-
trally localized symbols, requiring derivatives in ξ of the symbol and no derivatives in x.
Theorem A.7. (Continuity) Let a ∈ ΣmL∞ with m ∈ R. Then Op (a) defined in (A.27) extends
to a bounded operator from Hs → Hs−m, for any s ∈ R, satisfying
‖Op(a) u‖s−m . |a|m,L∞,d+1 ‖u‖s . (A.34)
Moreover, if a fulfills (2.6) with δ > 0 small enough, then the operator OpW (a) defined in (2.15)
satisfies ∥∥OpW (a)u∥∥
s−m
. |a|m,L∞,2(d+1) ‖u‖s . (A.35)
Proof. We first recall the Littlewood-Paley characterization of the Sobolev norm
‖u‖2s ∼
∑
k≥0
22ks‖∆ku‖20 (A.36)
where ∆k are defined in (A.12). The norm ‖ ‖0 = ‖ ‖L2 . We first prove (A.34).
Step 1: according to (A.11), we perform the Littlewood-Paley decomposition of Op (a),
Op (a) v =
∑
k≥0
Op(ak) v , (A.37)
where
a0(x, ξ) := a(x, ξ)χ(ξ) , ak(x, ξ) := a(x, ξ)ϕ(2
−kξ) , k ≥ 1 . (A.38)
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In order to prove (A.34), it is sufficient to prove that
‖Op (ak) v‖0 . |a|m,L∞,d+1 2km ‖v‖0 , ∀k ∈ N0 , ∀v ∈ L2 . (A.39)
Indeed, decomposing v in Paley-Littlewood packets as in (A.12),
v =
∑
j≥0
∆jv , ∆0 = χ(D) , ∆j = ϕ(2
−jD) , (A.40)
which are almost orthogonal in L2 (namely ∆k∆j = 0 for any |j − k| ≥ 3), using the fact
that Op (ak) v = Op (a)∆kv, and since the action of Op(ak) does not spread much the Fourier
support of functions being a spectrally localized, according to (2.17), we have
‖Op(a) v‖2s−m
(A.37)
=
∥∥∥∑
k≥0
Op(ak) v
∥∥∥2
s−m
(A.40),(A.38)
=
∥∥∥ ∑
|j−k|<3
Op (ak)∆jv
∥∥∥2
s−m
∼
∑
|j−k|<3
22k(s−m) ‖Op(ak)∆jv‖20
(A.39)
. |a|2m,L∞,d+1
∑
|j−k|<3
22ks ‖∆jv‖20
. |a|2m,L∞,d+1
∑
k≥0
22ks ‖∆kv‖20
(A.36)∼ |a|2m,L∞,d+1‖v‖2s .
Step 2: By (A.38) and (A.27) we write Op(ak) as the integral operator
(Op (ak) v)(x) =
∫
Td
Kk(x, x− y) v(y) dy (A.41)
with kernel
Kk(x, z) :=
1
(2π)d
∑
ℓ∈Zd
eiℓ·z a(x, ℓ)ϕ(2−kℓ) . (A.42)
We shall deduce (A.39) by applying the Schur lemma: if
sup
x∈Td
∫
Td
|K(x, x − y)|dy =: C1 < +∞ , sup
y∈Td
∫
Td
|K(x, x− y)|dx =: C2 < +∞ (A.43)
then Schur lemma guarantees that the integral operator (A.41) is bounded on L2(Td) and
‖Op(ak) v‖0 ≤ (C1C2)1/2‖v‖0 . (A.44)
Let us prove (A.43) and estimate the constants C1, C2. By (A.42) we have that
|Kk(x, z)| .
∑
ℓ∈Zd
|a(x, ℓ)|ϕ(2−kℓ)
(2.7)
. |a|m,L∞,0
∑
ℓ∈Zd
〈ℓ〉m ϕ(2−kℓ) . 2k(d+m)|a|m,L∞,0 . (A.45)
Then, applying (d + 1)-times Abel resummation formula (A.3) to (A.42), we obtain, for any
h = 1, . . . , d,
Kk(x, z) =
1
(2π)d
1
(eizh − 1)d+1
∑
ℓ∈Zd
eiℓ·z ∂d+1h (a(x, ℓ)ϕ(2
−kℓ))
and we deduce, using (2.7), (A.2), |Kk(x, z)| . |2 sin(zh/2)|−d−1 |a|m,L∞,d+12k(m−1) for any
h = 1, . . . , d, thus
|Kk(x, z)| . 2k(d+m) |a|m,L∞,d+1 min
h=1,...,d
1
(2k2 | sin(zh/2)|)d+1 . (A.46)
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By (A.45), (A.46) we apply Lemma A.1 with A = 2k and B = 2km|a|m,L∞,d+1, deducing that∫
Td
|Kk
(
x, x − y)|dy = ∫
Td
|Kk
(
x, z
)|dz . 2km |a|m,L∞,d+1 (A.47)
uniformly for x ∈ Td. Similarly∫
Td
|Kk
(
x, x− y)|dx . 2km |a|m,L∞,d+1 (A.48)
uniformly for y ∈ Td. Finally (A.47), (A.48), (A.44) prove (A.39) completing the proof of (A.34).
Proof of (A.35). By Lemma A.6 we have OpW (a) = Op (b) for a spectrally localized symbol
b ∈ ΣmL∞ which fulfills estimate (A.30). Then (A.35) follows by (A.34).
Composition of paradifferential operators. We finally prove a composition result for
paradifferential operators. The difference with respect to Theorem 6.1.1 and 6.1.4 in [20] is
to have periodic symbols and the use of the Weyl quantization.
We shall use that, in view of the interpolation inequality (A.16), if a ∈ ΓmW̺,∞ and b ∈ Γm
′
W̺,∞
then ab ∈ Γm+m′W̺,∞ and, for any N ∈ N0, any 0 ≤ ̺1 ≤ α ≤ β ≤ ̺2 such that ̺1 + ̺2 = α+ β
|ab|m+m′,W̺,∞,N . |a|m,W̺,∞,N |b|m′,L∞,N + |a|m,L∞,N |b|m′,W̺,∞,N ,
|a|m,Wα,∞,N |b|m′,Wβ,∞,N . |a|m,W̺1,∞,N |b|m′,W̺2,∞,N + |a|m,W̺2,∞,N |b|m′,W̺1,∞,N .
(A.49)
Theorem A.8. (Composition) Let a ∈ ΓmW̺,∞ , b ∈ Γm
′
W̺,∞ with m,m
′ ∈ R and ̺ ∈ (0, 2].
Then
OpBW(a)OpBW(b) = OpBW(a#̺b) +R
−̺(a, b) (A.50)
where the linear operator R−̺(a, b) : H˙s → H˙s−(m+m′)+̺, ∀s ∈ R, satisfies∥∥R−̺(a, b)u∥∥
s−(m+m′)+̺
.
(
|a|m,W̺,∞,N |b|m′,L∞,N + |a|m,L∞,N |b|m′,W̺,∞,N
)
‖u‖s (A.51)
with N ≥ 3d+ 4.
Proof. We give the proof in the case ̺ ∈ (1, 2]. We first compute OpBW(a)OpBW(b). Recalling
the definition (2.16) we obtain
OpBW(a)OpBW(b)u = OpW (aχ)Op
W (bχ) =
∑
j,k,ℓ
âχ
(
j − k, j + k
2
)
b̂χ
(
k − ℓ, k + ℓ
2
)
uℓ e
ij·x .
We now perform a Taylor expansion of âχ
(
j − k, j+k2
)
in the second variable, around the point
j+ℓ
2 . Writing j + k = j + ℓ + (k − ℓ), we obtain
âχ
(
j − k, j + k
2
)
= âχ
(
j − k, j + ℓ
2
)
+
(k − ℓ
2
)
· ∂ξâχ
(
j − k, j + ℓ
2
)
+
∑
α∈Nd0 ,|α|=2
(k − ℓ
2
)α ∫ 1
0
(1− t) ∂αξ âχ
(
j − k, j + ℓ+ t(k − ℓ)
2
)
dt .
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We expand analogously b̂χ
(
k− ℓ, k+ℓ2
)
around the point j+ℓ2 . Writing k+ ℓ = j + ℓ− (j − k), we
obtain
b̂χ
(
k − ℓ, k + ℓ
2
)
= b̂χ
(
k − ℓ, j + ℓ
2
)
−
(j − k
2
)
· ∂ξ b̂χ
(
k − ℓ, j + ℓ
2
)
+
∑
β∈Nd0,|β|=2
(k − j
2
)β ∫ 1
0
(1− t) ∂βξ b̂χ
(
k − ℓ, j + ℓ+ t(k − j)
2
)
dt .
Moreover, recalling (2.20) and (2.15), we write OpBW(a#̺b)u = Op
W
(
(ab+ 12i{a, b})χ
)
u and,
by the previous expansions,(
OpBW(a)OpBW(b)−OpBW
(
ab+
1
2i
{a, b}
))
u =
4∑
i=1
Ri(a, b)u
where
R1(a, b)u := Op
W
(
aχbχ − (ab)χ + 1
2i
({aχ, bχ} − ({a, b})χ))u (A.52)
R2(a, b)u :=
∑
j,k,ℓ
b̂χ
(
k − ℓ, k + ℓ
2
)∑
|α|=2
(k − ℓ
2
)α∫ 1
0
(1 − t) ∂αξ âχ
(
j − k, j + ℓ+ t(k − ℓ)
2
)
dtuℓ e
ij·x
(A.53)
R3(a, b)u :=
∑
j,k,ℓ
−
(k − ℓ
2
)
· ∂ξâχ
(
j − k, j + ℓ
2
)(j − k
2
)
·
∫ 1
0
∂ξ b̂χ
(
k − ℓ, j + ℓ+ t(k − j)
2
)
dtuℓ e
ij·x
(A.54)
R4(a, b)u :=
∑
j,k,ℓ
âχ
(
j − k, j + ℓ
2
)∑
|β|=2
(k − j
2
)β∫ 1
0
(1 − t) ∂βξ b̂χ
(
k − ℓ, j + ℓ+ t(k − j)
2
)
dtuℓ e
ij·x.
(A.55)
We show now that the operators Ri(a, b), i = 1, . . . , 4 fulfill estimate (A.51).
Estimate of R1(a, b). By exchanging the role of a and b it is enough to prove that the symbols
∂αξ aχ∂
α
x bχ− (∂αξ a ∂αx b)χ, |α| ≤ 1, belong to Σm+m
′−̺
L∞ and then apply Theorem A.7. The spectral
localization property follows because of the cut-off χǫ and ǫ small. As ∂
α
x commutes with the
Fourier multiplier χǫ〈ξ〉(D) we have that ∂
α
x bχ = (∂
α
x b)χ and we write ∂
α
ξ aχ ∂
α
x bχ− (∂αξ a ∂αx b)χ as
(∂αξ a)χ [(∂
α
x b)χ − ∂αx b] +
[
(∂αξ a)χ − ∂αξ a
]
∂αx b+
[
∂αξ a ∂
α
x b − (∂αξ a ∂αx b)χ
]
(A.56)
+
[
∂αξ aχ − (∂αξ a)χ
]
(∂αx b)χ . (A.57)
Consider first the term in (A.57). By Lemma A.5, ∂αξ aχ − (∂αξ a)χ ∈ Γm−̺−|α|L∞ and (∂αx b)χ ∈
Γ
m′+|α|
L∞ and by remark (v) after Definition 2.1, for any n ∈ N0,∣∣[∂αξ aχ − (∂αξ a)χ] (∂αx b)χ∣∣m+m′−̺,L∞,n ≤ ∣∣∂αξ aχ − (∂αξ a)χ∣∣m−|α|−̺,L∞,n|(∂αx b)χ|m′+|α|,L∞,n
(A.23),(A.24)
. |a|m,W̺,∞,n+|α| |b|m′,L∞,n .
Next consider the terms in (A.56). By remarks (iii), (iv) after Definition 2.1, we have ∂αξ a ∈
Γ
m−|α|
W̺,∞ ⊂ Γm−|α|W̺−|α|,∞ , ∂αx b ∈ Γm
′
W̺−|α|,∞
, so we can apply Lemma A.5, property (A.49) and (2.10)
33
A BONY-WEYL CALCULUS IN PERIODIC HÖLDER SPACES
to obtain
|(A.56)|m+m′−̺,L∞,n . |a|m,W̺−|α|,∞,n+|α| |b|m′,W |α|,∞,N + |a|m,L∞,n+|α| |b|m′,W̺,∞,n
. |a|m,W̺,∞,n+1 |b|m′,L∞,n+1 + |a|m,L∞,n+1 |b|m′,W̺,∞,n+1 (A.58)
where to pass from the first to the second line we used the second interpolation inequality in
(A.49). Altogether we have proved that the symbol in (A.52) belongs to Σm+m
′−̺
L∞ and its semi-
norms are bounded by (A.58). Then Theorem A.7 proves that R1(a, b) fulfills estimate (A.51).
Estimate of R2(a, b). First we rewrite (A.53) as
R2(a, b)u =
1
4
∑
j,ℓ
(∫ 1
0
(1 − t)
∑
|α|=2
f̂αt (j − ℓ, ℓ) dt
)
uℓ e
ij·x
where
f̂αt (n, ℓ) :=
∑
k∈Zd
D̂αx bχ
(
k − ℓ, k + ℓ
2
)
∂αξ âχ
(
n+ ℓ− k, ℓ+ n+ t(k − ℓ)
2
)
j=k−ℓ
=
∑
j∈Zd
D̂αx bχ
(
j, ℓ+
j
2
)
∂αξ âχ
(
n− j, ℓ+ n+ tj
2
)
and Dxn := ∂xn/i and D
α
x := D
α1
x1 · · ·Dαdxd . Then, recalling (A.27),
R2(a, b)u =
1
4
∫ 1
0
(1− t)
∑
|α|=2
Op (fαt )u dt
where
fαt (x, ξ) :=
∑
n,j
D̂αx bχ
(
j, ξ +
j
2
)
∂αξ âχ
(
n− j, ξ + n+ tj
2
)
ein·x. (A.59)
We claim that fαt (x, ξ) is spectrally localized, namely
∃δ ∈ (0, 1): |n| ≤ δ 〈ξ〉 , ∀(n, ξ) ∈ supp f̂αt . (A.60)
In fact on the support of b̂χ
(
j, ξ + j2
)
we have, for some δ′ ∈ (0, 1),
|j| ≤ δ′〈ξ〉 , (A.61)
whereas, on the support of ∂αξ âχ
(
n− j, ξ + n+tj2
)
, t ∈ [0, 1],
|n− j| ≤ δ〈ξ〉+ δ〈n〉+ δ〈j〉
(A.61)
≤ (δ + δδ′)〈ξ〉 + δ〈n〉 . (A.62)
The estimates (A.61)-(A.62) then give |n| ≤ |j| + |n − j| ≤ δ′〈ξ〉 + (δ + δδ′)〈ξ〉 + δ〈n〉, which
implies (A.60).
In order to apply Theorem A.7 it remains to prove that, for any N ≥ 3d+ 4,
|fαt (x, ξ)|m+m′−̺,L∞,d+1 . |b|m′,W̺,∞,N |a|m,L∞,N , (A.63)
which implies, for any s ∈ R, u ∈ H˙s, ‖R2(a, b)u‖s−m−m′+̺ . |b|m′,W̺,∞,N |a|m,L∞,N ‖u‖s.
Thus R2(a, b) satisfies the estimate (A.51).
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In order to prove (A.63) note that, differentiating (A.59), for any β ∈ Nd0,
∂βξ f
α
t (x, ξ) =
∑
β1+β2=β
Cβ1,β2
∑
n,j
̂∂β1ξ D
α
x bχ
(
j, ξ +
j
2
)
∂α+β2ξ âχ
(
n− j, ξ + n+ tj
2
)
ein·x
=
∑
β1+β2=β
Cβ1,β2
∫
T2d
Kβ1,β2t (x, y, z) dy dz (A.64)
where Cβ1,β2 are binomial coefficients and
Kβ1,β2t (x, y, z) :=
1
(2π)2d
∑
n,j
(∂β1ξ D
α
x bχ)
(
x− z− y, ξ+ j
2
)
∂α+β2ξ aχ
(
x− z, ξ+ n+ tj
2
)
ei(n·z+j·y) .
(A.65)
By (A.60) and (A.61) the sum over n in (A.59) is restricted to indexes satisfying
|n| ≪ 〈ξ〉 , |j| ≪ 〈ξ〉 , and therefore 〈ξ + j
2
〉 ∼ 〈ξ + n+ tj
2
〉 ∼ 〈ξ〉 .
We deduce that the sum in (A.65) is bounded by∣∣Kβ1,β2t (x, y, z)∣∣ . 〈ξ〉2d+m+m′−|β|−̺ |∂β1ξ Dαx bχ|m′−|β1|+|α|−̺,L∞,0 |∂α+β2ξ aχ|m−|α|−|β2|,L∞,0
(2.10),(A.24),(A.21)
. 〈ξ〉2d+m+m′−|β|−̺ |b|m′,W̺,∞,|β| |a|m,L∞,2+|β| , (A.66)
recalling that |α| = 2. We also estimateKβ1,β2t (x, y, z) applying Abel resummation formula (A.3)
in the sum (A.65), in the index n and in the index j separately, obtaining, using (A.24), (A.21),
(A.2) and (2.10),∣∣Kβ1,β2t (x, y, z)∣∣ . 〈ξ〉2d+m+m′−|β|−̺ |b|m′,W̺,∞,2d+1+|β||a|m,L∞,2d+3+|β|
× min
1≤h≤d
( ∣∣∣〈ξ〉2 sin yh
2
∣∣∣−(2d+1) , ∣∣∣〈ξ〉2 sin zh
2
∣∣∣−(2d+1) ) . (A.67)
In view of (A.66)-(A.67) and |β| ≤ d+ 1, we apply Lemma A.1 with d 2d, choosing A = 〈ξ〉,
B = 〈ξ〉m+m′−|β|−̺ |b|m′,W̺,∞,2d+1+|β| |a|m,L∞,2d+3+|β| and we obtain
‖∂βξ fαt (·, ξ)‖L∞ .
∫
T2d
|Kβ1,β2t (x, y, z)| dy dz . 〈ξ〉m+m
′−̺−|β| |b|m′,W̺,∞,3d+2 |a|m,L∞,3d+4
proving (A.63).
The proof that R3(a, b) and R4(a, b) satisfy the estimate (A.51) follows similarly.
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