Abstract-In this paper, we study the impact of tasks reallocation onto a multi-cluster environment where clusters are heterogeneous and use different resources management policies.
I. INTRODUCTION
In order to meet the evergrowing needs in computing capabilities of scientists, new computing paradigms have been explored. Supercomputers were developed to perform massive parallel computations but their cost is still prohibitive. Another approach was developed later and was called the Grid. The Grid is the aggregation of heterogeneous computing resources connected through high speed networks. Computing resources can be sequential or parallel architectures (clusters of workstations or parallel machines), the later being generally managed by local resources managers, also called batch schedulers. In such a case, the submission of a job necessitates at least a number of processors and a walltime. The walltime is the expected execution time for this job. Usually, it is given by the user or computed by data mining techniques using previous execution time.
In most local resources management systems, when the walltime is reached, the job is killed, so users tend to overevaluate the walltime to be sure that their job finishes its execution. Furthermore, in [23] authors show that resource management systems are not able to put up with burst of submissions. A paper by Beltrán and Guzmán [2] presents the impact of the workload variability on the local resource management system and show that the variability leads to bad scheduling decisions.
In this paper, we place ourselves in a multi-cluster Grid connected through a high bandwidth network. We propose a reallocation mechanism that should better take into account This work has been supported in part by the ANR project SPADES (08-ANR-SEGI-025).
the errors on walltime and the load bursts in the local resource management systems by moving waiting jobs between clusters. The mechanism is implemented in a middleware. Thus it can be used to connect different clusters together while each cluster keeps its local scheduling or resource allocation policy. Each job submitted onto the platform will be executed on a cluster chosen by the middleware without intervention from the user submitting the job.
We propose two reallocation algorithms using six different heuristics each. We compare them on different metrics to an execution where reallocation is not performed. Preliminary work was proposed in [4] and we extend this work in several directions. We evaluate different algorithms to implement the reallocation mechanism, different heuristics to schedule the jobs, the automatic adjustment of the walltime to the speed of the cluster, and several other optimizations.
The remainder of the paper is organized as follows. In Section II, we present the architecture of the implemented reallocation mechanisms, as well as the scheduling heuristics that we use and compare in this work. Then we explain the experimental framework in Section III. Results on different metrics are compared in Section IV. In Section V, we present some related work and we conclude in Section VI.
II. TASKS REALLOCATION
In this section, we describe the proposed tasks reallocation mechanisms. First, we depict the architecture (Section II-A) of the components of the system. Then we present the different algorithms used for the tasks reallocation (Section II-B).
A. Architecture of the Solution
The architecture that we propose in order to manage task reallocation is close to the GridRPC standard from the Open Grid Forum. Thus it can be implemented in GridRPC compliant middleware such as DIET [8] or Ninf [20] .
The architecture relies on three main components: servers which are deployed on computing resources, an agent (or a set of distributed agents), and clients that send computing requests. Servers and their services are registered to the agent. When a user performs a request, the client contacts the agent which determines the best server according to a given metric. Then the identity of the chosen server is sent back to the client which submits its request. Finally, the server returns the results to the client if needed.
Because such a middleware is deployed on existing resources and has limited possibilities of action on the local resources managers, we developed a mechanism that only uses simple queries such as submission, cancellation, and estimation of the completion time.
The server deployed onto the parallel resource is in charge of the interactions with the resource manager. It also computes each estimation of the walltime hence depending on cluster characteristics (in our work, we focus on processor speed).
The agent (meta-scheduler) has to assign any incoming job sent by the client to a computing resource. Different scheduling algorithms can be deployed such as Random (randomly choose a resource) or Round Robin (each cluster is selected one after the other). A Grid middleware may also use other online algorithms such as Minimum Completion Time (MCT) if some monitoring and performance prediction are available (see [18] for a taxonomy of online and offline heuristics).
B. Algorithms
This section presents two versions of the reallocation algorithm (Section II-B1) and the heuristics used internally to select jobs (Section II-B2). The first version tries to reallocate the jobs in the waiting queues of the clusters while the second version cancels all the waiting jobs before resubmitting them.
1) Reallocation Algorithms: Algorithm 1 describes the reallocation algorithm in its first version. The algorithm works as follows. It gets all jobs in the waiting queues of all clusters; it selects a job with the implemented scheduling heuristic; if it is possible to submit the job somewhere else with a better estimated completion time (ECT) of at least a minute, it submits the job on the other cluster and cancels it at its current location; finally, it starts again on the remaining jobs.
Algorithm 1 Reallocation algorithm.
l ⇐ waiting jobs on all clusters while l = ∅ do Choose j ∈ l according to a scheduling heuristic if j.newECT + 60 < j.currentECT then Submit j to the new cluster Cancel j on its current cluster end if l = l \ {j} end while Algorithm 2 is a reallocation algorithm with cancellation. It starts by canceling all waiting jobs of all clusters. Then it selects a job according to a heuristic. Finally it submits the job to the cluster giving the best estimated completion time and loops on each of the remaining jobs.
The reallocation event in both versions of the algorithm is triggered periodically. In the experiments presented in this paper, the frequency of reallocations is set to one hour. The one minute threshold we use is here to consider some small data transfer which can take place, and to diminish the number Algorithm 2 Reallocation algorithm with cancellation.
l ⇐ waiting jobs on all clusters Cancel each job in l while l = ∅ do Choose j ∈ l using a heuristic Submit j to the cluster according to a scheduling heuristic l = l \ {j} end while of reallocations. Without this limit, small jobs may move constantly between clusters.
2) Scheduling Heuristics: To choose the job that will be selected for reallocation, several heuristics are used: one online heuristic [21] and five offline heuristics. The heuristics we compare are the following:
MCT: Online algorithm. Assigns a task to the cluster that gives the minimum expected completion time. MCT takes jobs sequentially in their submission order.
MinMin/MaxMin: Offline algorithms. Gets the expected completion time of all tasks and selects the one with the minimum/maximum value. These heuristics try to give priority to respectively small/large tasks.
MaxGain Offline algorithm. Gets the minimum expected completion time of each task. Then it computes the gain of moving each task. The gain is the time in seconds that the task would gain if it is reallocated (Gain = CurrentECT − N ewECT ). The task with the highest gain is selected and the heuristic starts again on the remaining tasks.
MaxRelGain: Offline algorithm. Same as MaxGain, but divides the gain by the number of processors of each task, thus preferring small tasks, except if a large task has a very large gain.
Sufferage: Offline algorithm. It gets the two best estimated completion times for each task, computes the sufferage value as the difference between the two best estimated completion times and selects the task with the maximum sufferage value.
Concerning the execution time for each heuristic, MCT is the fastest. Indeed, it does not need to update the completion times for the other jobs while running.
III. EXPERIMENTAL FRAMEWORK
In this section we depict the experimental framework by presenting the architecture of the simulator we used to run our experiments (Section III-A), the simulated platforms (Section III-B), the jobs injected on those platforms (Section III-C), and the metrics used to compare the heuristics (Section III-D).
A. Simulator
In order to simulate task reallocation in a distributed environment composed of several clusters, we use Simgrid [9] , a distributed environment simulator, and Simbatch, a batch systems and parallel tasks simulator.
Simbatch [6] is a C API developed to facilitate the conception and evaluation of local resources management systems algorithms [11] . It is built on top of the Simgrid framework, which provides simple network description models as well as host descriptions and is able to take into account link contentions and latencies. Simbatch can simulate the main algorithms used in batch schedulers such as First Come First Served (FCFS) and Conservative Back-Filling (CBF). FCFS [22] gives the user the earliest slot at the end of the job queue. This algorithm is available as default policy in most batch systems such as PBS [1] , Sun Grid Engine [13] , Maui [15] . CBF [17] works almost like FCFS, but instead of choosing the slot at the end of the job queue, if it can find a slot earlier in the queue (Back-filling) without delaying other jobs (Conservative), this slot is returned to the user. This scheduling algorithm is available in batch systems such as Maui, Loadleveler [16] , and OAR [7] among others.
The simulator is divided in three main components:
The server is running on the front-end of a cluster and interacts with the batch system. It is able to submit jobs, cancel a waiting job, return an estimation of the completion time of a job and return the list of jobs in the waiting state.
The meta-scheduler matches incoming jobs to a server according to a scheduling heuristic and periodically reallocates jobs in waiting time on the platform using one of the reallocation algorithms described in Section II-B1.
The client sends jobs to the meta-scheduler. Jobs sent by the client are parallel jobs with a fixed number of processors to match real cases performed in the GridTLSE project 1 .
B. Platforms
We consider two platforms with different number of cores distributed on three sites. Each platform is used in an heterogeneous context (clusters differs in terms of CPU speed and number of processors).
The first platform corresponds to the simulation of three clusters of GRID'5000 [3] (Bordeaux, Lyon, and Toulouse). Bordeaux is composed of 640 cores and is the slowest cluster. Lyon has 270 cores and is 20% faster than Bordeaux. Finally, Toulouse has 434 cores and is 40% faster than Bordeaux.
The second platform corresponds to experiments mixing the traces from Bordeaux from GRID'5000 and two traces from the Parallel Workload Archive 2 . The three clusters are Bordeaux, CTC, and SDSC. Bordeaux has 640 cores and is the slowest cluster. CTC has 430 cores and is 20% faster than Bordeaux. Finally, SDSC has 128 cores and is 40% faster than Bordeaux.
C. Scenarios
We consider seven scenarios among which six scenarios use the traces of tasks submission on a one month long period, and taken from the GRID'5000 platform. Traces contain the jobs of the first six months of 2008. Table I gives the number of jobs per month on each cluster. The seventh scenario is a six month long simulation using two traces from the parallel workload archive (CTC and SDSC) and the trace of Bordeaux on GRID'5000. The trace from Bordeaux contains 74647 jobs.
Month/Site
Bordeaux Lyon  Toulouse  Total  January  13084  583  488  14155  February  5822  2695  1123  9640  March  11673  8315  949  20937  April  33250  1330  1461  36041  May  6765  2179  1573  10517  June  4094  3540  1548  9182   TABLE I  NUMBER OF JOBS PER MONTH AND IN TOTAL FOR EACH SITE TRACE. The trace from CTC has 42873 jobs. The trace from SDSC contains 15615 jobs. Thus, the total number of jobs of the seventh scenario is 133135.
In our simulations, we consider that all jobs are submissions. Traces from GRID'5000 include advance reservations but we consider them as normal submissions. It does not change the results because we only compare simulations. Furthermore, note that we add a meta-scheduler to map the jobs onto clusters at submission time, as if a grid middleware is used. On the real platform, users submit to the cluster of their choice (usually they submit to the site the closest to them).
The traces taken from the Parallel Workload Archive were taken in their standard original format, i.e., they also contain "bad" jobs [12] . Since we want to reproduce the execution of jobs on a cluster, we need to keep all the "bad" jobs removed in the cleaned version of the logs because these jobs were submitted in reality.
D. Evaluation Metrics
In order to evaluate the reallocation algorithms and the behavior of the scheduling heuristics, we use different metrics.
First, we compare the percentage of jobs impacted by reallocation. It is the percentage of jobs whose completion time is changed compared to an execution without reallocations. In this study, we are only interested by these jobs.
We also study the number of reallocations. A job can be counted several times if it was migrated several times. A small value is better because it means that less transfers were performed.
For users, we consider the percentage of jobs finishing earlier with reallocation than without. This percentage is computed only from the jobs whose completion time changed with reallocation. A value higher that 50% means that there are more jobs completing early than late.
Finally, we study the gain on average job response time of the jobs impacted by reallocation compared to the scenario without reallocation. The response time corresponds to the duration between submission and completion [10] . This is one of the most important value for users because they generally want their jobs to finish as soon as possible. Figure 1 illustrates why there are jobs delayed and others finishing earlier onto a platform composed of two clusters. At time 0 a reallocation event is triggered. A task is reallocated from cluster 2 to cluster 1. Thus, some tasks of cluster 2 are advanced in the schedule. On cluster 1, the task is back-filled. However, assume the task finishing at time 6 finishes at time 2 because the walltime was wrongly defined (see the task with the dashed line). Thus, because of the newly inserted task, the large task on cluster 1 is delayed. Note that, even with FCFS, reallocation can also cause delay. If a job is sent to a cluster, all the jobs submitted after may be delayed. Inversely, the job that was reallocated to another cluster now leaves some free space and it may be used by other jobs to diminish their completion time. 
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IV. RESULTS
In this section, we study the two versions of the reallocation algorithm onto several scenarios: using FCFS or CBF as local resource manager; using different sets of jobs traces; using different scheduling heuristics. For a single experiment, all clusters use the same batch algorithm. Thus, we have performed a total of 182 experiments among which 14 experiments without reallocation (one for each job trace and batch algorithm) as reference experiments. A more detailed study containing 364 experiments including all the scenarios on heterogeneous platforms as well as homogeneous ones can be found in the technical report [5] .
First, we evaluate the reallocation algorithm without canceling all the jobs in Section IV-A and then, in Section IV-B, we present the results on the algorithm with cancellation. Finally, we compare the results of the two versions of the mechanism in Section IV-C.
A. Results for Reallocation Algorithm 1
This section presents the results on the different metrics for the implementation of Algorithm 1 processed every hour. Figure 2 shows the percentage of jobs whose completion time changed because of reallocations. This percentage is usually higher when using FCFS. Indeed, jobs are not backfilled, thus waiting queues are longer, and thus more jobs can be delayed and reallocated. The percentage of jobs impacted when reallocation is performed mainly depends on the submissions frequency. If the platform is quite empty, submitted jobs will start execution as soon as they are submitted so reallocation will not take them into account. On the other hand, when the platform is very loaded, most of the jobs do not have the opportunity to be reallocated because other waiting queues may be very loaded too, due to the MCT heuristic applied at submission time. Table II shows the number of reallocations per experiment. Note that a same job can be reallocated several times. In all cases, the number of reallocations is small relative to the number of tasks of each experiment. On average, the number of reallocations corresponds to 3.2% and the maximum value is 13.5%. The small number of reallocations implies that there should not be too many migrations between clusters thus not overloading the network and local schedulers. Figure 3 shows the percentage of jobs finishing earlier with reallocation than without reallocation. This percentage only takes into account the jobs whose completion times changed (cf. Figure 2) . Thus, a value higher than 50 means that there is more than half of the jobs finishing earlier with reallocation than without. Concerning the heuristics, MinMin gives the best results on average: With FCFS, all the other algorithms are not far behind MinMin, the worst being 3.5% worse. With CBF, all algorithms are around 3% behind MinMin. Experiments with CBF produce more cases with more jobs late than early than experiments with FCFS. We can see the impact of the batch algorithm on the reallocation results. Indeed, on FCFS platforms, all results are negative for April while they are all positive with CBF. We can see the opposite behavior in February or May. The relative average response time is compared with no reallocation on jobs impacted by reallocation. A value of 0.85 means that reallocations provide a gain of 15% on the average response time of the jobs. Figure 4 shows MCT has the best average in both the FCFS and CBF setups. These good results come from one experiment (January) where in both cases MCT improves a lot the average response time while other heuristics give less satisfactory results. Without this experiment, MCT would give results close to the other heuristics on average. On FCFS platforms, MinMin and MaxRelGain perform well and are better than the other heuristics on average, excluding MCT. On CBF platforms, all heuristics are close and none has a big advantage on the others. Still, MCT has a 3% advantage on the second best and can improve the relative average response time by 12% on average.
The previous figure (4) shows that to diminish the average response time of jobs, the choice of the heuristic can not really be made based on the results since they are too close. Indeed, MCT has a better average, but because of just one experiment. So, the heuristic of choice would be MCT because of its simplicity of implementation compared to the others.
B. Results for Reallocation Algorithm 2
This section presents the results obtained on the different metrics for the reallocation algorithm with cancellation (see Algorithm 2), thus heuristics are postfixed with "-C" in tables presenting the results. As in previous section, the reallocation event is triggered every hour. Figure 5 shows the percentage of jobs whose completion time changed when reallocation with all-cancellation is performed. The percentage depends on the trace used and is usually between 10% and 30% with an average close to 17%. There are more jobs whose completion time changed with reallocation with FCFS than with CBF. CBF is able to execute the jobs faster thanks to back-filling, so the waiting queues are smaller. Table III shows the number of reallocations per experiment. It is small compared to the number of jobs per experiment. On average, it is 8.5% and the maximum is 28.8%. There are more reallocations on FCFS platforms. It is for the same C  255  34  282  934  628  731  3082  MinMin-C  257  27  246 1379  724  1186  3362  MaxMin-C  258  31  431 1468  716  899  3416  MaxGain-C  326  41  276 1517  702  1025  4282  MaxRelGain-C 326  50  278 2022  856  1437  4620  Sufferage-C  260  44  369 1645  596  656  3056   CBF   Mct-C  248  7  141  512  262  491  1814  MinMin-C  250  12  186  501  230  455  1805  MaxMin-C  246  22  140  536  258  520  1758  MaxGain-C  329  30  175  690  329  570  2170  MaxRelGain-C 327  30  185  677  335  570  2447  Sufferage-C  250  14  180  446  238  505  1819   TABLE III Figure 6 shows the percentage of jobs finishing earlier with reallocation than without. Most of the time, jobs finish earlier than later, with an average of 10% gain. MCT is the heuristic that produces the less jobs early on average. The other heuristics give results close to one another. Figure 7 shows the relative average response time of the heuristics. In all experiments, there are only two cases with an increase of the average response time. When using FCFS, MinMin gives the best results and MaxMin the worst. On CBF heterogeneous platforms, all heuristics give similar results on average, with a difference between the best and the worst of less than 2%. There is no experiment with CBF where reallocation gave worse results than the experiment without reallocation. The gain is always at least 4%, and 15% in average. Finally, we can conclude that MinMin, or MCT, should be the heuristic to implement in a middleware able to perform reallocation with all-cancellation. Indeed, MCT is not the best one, but it gives satisfactory results for a better time complexity. On the CBF platforms, it gives good results (all heuristics do). MinMin seems to be the best heuristic, but only by a small improvement over the other heuristics.
C. Comparison
In this section, we give some points of comparison between the two versions of the reallocation algorithm: without and with all-cancellation of the jobs in the batch waiting queues (see Algorithms 1 and 2).
The percentage of jobs whose completion time changed with reallocation on CBF platforms is a little higher on average with all-cancellation than without (see Figures 2 and 5 ). This behavior is not always true, for example in January. With FCFS there are less jobs on average whose completion time changed with all-cancellation. The number of reallocations is higher when all-cancellation is involved (see Tables II and III) . With all-cancellation, all waiting queues are reduced to the currently running jobs only and when resubmitting, most jobs can migrate. Without allcancellation, the waiting queues stay full so chances for a job to be reallocated are smaller. Reallocating without canceling produces less migrations.
Concerning the percentage of jobs early (given in Figures 3 and 6) , with FCFS, the results are often in favor of the reallocation without all-cancellation. There is only a big improvement in June. For the 6-month experiment, results are a little better with all-cancellation, but only by a few percents. On the average, results are mixed. With CBF, allcancellation improves the results on average. If we consider each experiment separately, we can see a clear improvement in the number of cases where reallocation brings a gain on the number of jobs completed earlier.
The average job response time (see Figures 4 and 7) is improved with all-cancellation. With FCFS, there is just one case where all-cancellation worsened the result (in May with MaxMin). In all the other cases it is better with all-cancellation with an improvement between 14% and 22% on average. With CBF, there are several cases where all-cancellation worsens the average response time of the jobs by a few percents. They all occur in February, March or April. However, on the average, all-cancellation improves the results over the original reallocation between 4 and 10%.
We can conclude from the different cases studied here that all-cancellation usually brings improvement over the first version of the reallocation algorithm. The drawback of canceling jobs and resubmitting them is that there are more reallocations, thus batch systems are issuing more requests (submissions as well as cancellations). Another drawback of the canceling version of the algorithm is that it can produce starvation. It is possible for a job to be canceled each time and resubmitted after new jobs. Starvation never occurred in the simulations because there are phases of low load so waiting queues can be entirely executed.
V. RELATED WORK
In [19] Sonmez et al. concentrate their study on the scheduling of parallel jobs in a multi-cluster Grid. Multiple submissions are done on all or a subset of the sites to minimize the response time. When a task starts, it is canceled on the other sites. In our work, we use the reallocation to try to minimize the response time instead of multiple submissions.
In [14] , Guim and Corbalán present a detailed study of different meta-scheduling policies. Each task uses its own scheduler to be mapped on a parallel resource. Once submitted, the task is managed by the local scheduler and is never reallocated. The local policies are Shortest Job First and FCFS. In our work, we use the same two level architecture: a global scheduler and a local one, but our global scheduler is centralized and it adapts to the current platform load by reallocating tasks. Furthermore, local policies in our work are FCFS and CBF.
In [24] , each cluster sends a snapshot of its state to a central scheduler at fixed intervals. Then the central scheduler tries to back-fill jobs in queues of other clusters. The computation done by the central scheduler is enormous since it works with the Gantt chart of all the sites. All the clusters are homogeneous in power and size. In our work, the central scheduler just asks the local scheduler when a task would complete, but it does not perform complex computations. Our algorithm without canceling is close to theirs in the sense that we verify if a job can be moved to another cluster to finish earlier, but we use different heuristics to select the jobs. The study we presented in our paper also takes into account the heterogeneity between the sites.
Sonmez et al. [23] present a method to diminish the errors made during a jobs burst in a multi-cluster environment. The method used consists in submitting the same job to several clusters. When a job starts, all the other copies are canceled. This method provides good results but adds an important load to the local resources management systems. Their approach is close to ours because it is also a middleware on top of an existing architecture, but we use different techniques to diminish the jobs response time. With the multiple submissions, the first job that starts will send cancellation messages to the other, so this technique is not well suited for heterogeneous platforms where a job starting later can finish earlier.
VI. CONCLUSION AND PERSPECTIVES
We presented two tasks reallocation algorithms and the study of their behaviors in the context of a multi-cluster grid environment. These reallocation algorithms are designed to be used in the meta-scheduling component of a grid framework for example. They perform scheduling and rescheduling with possible reallocations depending on information gathered from local resources managers.
The MCT heuristic is used to map tasks as soon as they are submitted, and a reallocation event is triggered once every hour to attempt to improve the global schedule. Each reallocation algorithm implements different rescheduling heuristics. We analyzed and compared results of experimental simulations performed on the basis of traces of actual distributed systems on several metrics.
The key difference between our reallocation algorithms is that the first one considers each task sequentially, both in rescheduling and migrating which implies also possible cancellation. The second one cancels all jobs on every sites, and runs the rescheduling heuristic.
First, the study shows that on average reallocation is beneficial on the considered metrics. Thus, such a mechanism should be embedded in a Grid framework. Second, from the simulation experiments involved in this study, one can expect for MCT for example, on average and depending on the platform, around 5% of tasks finishing sooner with a 10% average gain on the response time compared to a system which does not implement such a mechanism. Third, reallocation achieves even better results when all tasks are canceled and submitted again as a whole bag of tasks attaining a diminution on the average response time up to a factor of two.
However, the first reallocation mechanism is less complex to implement and maintain, and ensures that everything will go as planned even in a non-dedicated environment. A task can be submitted to another site, the server can ensure that the ECT is as expected by the meta-scheduler with some contract checking mechanisms, and it can then be canceled from the originating site's batch system. In a non-dedicated environment, the second algorithm would issue the fact that other-and-direct submissions to the local resource manager can take place, and all canceled tasks would be delayed. As future work for the SPADES project, we plan to maintain a set of reserved resources of a site managed by our own Grid framework. In this context the second mechanism can be fully exploited.
