ABSTRACT The real-time position of an autonomous underwater vehicle (AUV) is always of great interest. With advances of technologies, underwater wireless sensor networks (UWSNs) become promising tools for AUV tracking. Due to the energy constraint of underwater nodes, energy saving is a key issue that affects all aspects of the design of a tracking scheme. In this paper, we propose a novel energy-efficient tracking scheme for an AUV to locate itself in time by UWSNs. We first design a tracking protocol considering the energy consumptions in both the AUV and sensor nodes (SNs). Particularly, the protocol is designed in two aspects: 1) the passive listening mechanism and duty-cycle strategy for the AUV and 2) the detectionbased ranging packet transmission for SNs. Since the tracking protocol will inevitably affect the packet delivery between the AUV and SNs, we analyze the packet delivery success rate (PDSR) to shed light on the impact of system parameters on the tracking performance. To cope with non-linearity of the model and the intermittent observations mainly arisen from the effect of the tracking protocol, we adopt two extended versions of the original intermittent Kalman filter for tracking. They are intermittent extended Kalman filter and intermittent unscented Kalman filter. Simulation results demonstrate the effectiveness of the proposed tracking scheme, and reveal that the PDSR analysis provides a design guidance for parameter selection in system configuration.
I. INTRODUCTION
Autonomous underwater vehicles (AUVs) are becoming ubiquitous in oceanic applications for both commercial and military purposes, such as pipeline inspection, seafloor mapping, geohazard assessment, and anti-submarine warfare [1] . Location awareness enables the navigation, formation, and cooperation of AUVs [2] , [3] . It is a key requirement for most AUV applications. However, the Global Positioning System (GPS) cannot be used underwater due to the rapid attenuation of radio frequency signals. The standard choice for underwater communications is to use acoustic waves. The AUV tracking resorts to inertial/dead reckoning (DR), acoustic transponder/modem based tracking, and geophysical techniques (e.g., optical and magnetic sensors) [2] . Most AUV tracking systems depend on DR sensors and transponder/modems. The main disadvantage of DR is that the estimation errors are cumulative. Thus, calibrations are usually performed by measuring the time of arrivals (TOAs) between AUVs and beacons via acoustic transponders/ modem. With advances of sensing techniques, underwater wireless sensor networks (UWSNs) offer a promising calibration solution for AUV tracking. The main advantages of AUV tracking by UWSNs over conventional base line methods are flexibility, fault tolerance, and on-demand mission support [4] . However, to achieve AUV tracking by UWSNs encounters the following challenges. First, the energy constraints impose on the AUV and sensor nodes (SNs). Since both the AUV and SNs of UWSNs are usually built-in batterysupplied, it is difficult to replace or recharge it. Therefore, it is of great importance to reduce the energy consumption and maintain sufficient tracking accuracy. Second, variations of the sound propagation speed are introduced by the dynamic underwater environment. The sound propagation speed underwater is subject to temperature, pressure, salinity and depth [5] , [6] . Third, unknown ocean currents cause irregularities in the motion of the AUV. The AUV might experience unexpected force due to the ocean currents during its movement [7] . Therefore, assuming a constant ocean current velocity in AUV's motion model increases tracking errors.
To improve the energy efficiency, some underwater tracking algorithms incorporate energy-saving strategies. The authors of [8] propose a Kalman filter in a distributed architecture and a wake-up/sleep (WuS) scheme to improve the energy efficiency. However, according to the WuS scheme, the predicted position of the target should be broadcast to the network by the current processing node to facilitate the sensor selection at the next step. As a consequence, it increases the communication overhead. In [9] , two tracking algorithms are proposed based on particle filters, and both of them balance the tracking performance against energy cost by selecting a subset of the measurements from SNs. In this energy-saving strategy, similar to the WuS scheme, the current cluster head (CH) needs to forward its estimation results to the next CH. The tracking algorithms proposed in [10] and [11] suggest to save energy expenditure by employing a local node selection (LNS) scheme and using quantized measurements. The LNS is quite similar to the WuS scheme and the measurement quantization degrades the tracking performance especially when the SNs density is low. Furthermore, duty-cycle strategies have been usually considered critical for energy conservation in terrestrial WSNs [12] - [14] , but rarely to UWSNs. There are only a few examples which apply the duty-cycle scheme. In [15] , a 3D underwater target tracking (3DUT) algorithm is presented. In 3DUT, the range between the SN and the target is obtained by measuring the time of arrival (TOA) of the echoes from the target. In addition, 3DUT employs a dutycycle mechanism to realize energy effective target tracking. Specifically, SNs that are located in the communication range of the target have high duty-cycles while the other SNs has low duty-cycles. In [16] , a consensus estimation based tracking algorithm in conjunction with a duty-cycle strategy is suggested to track an underwater target in an accurate and efficient manner. Although these methods demonstrate a good tradeoff between the energy consuming and the tracking performance, we argue that further improvement is possible. We notice that all WuS/WuS-like based designs increase the communication cost by broadcasting the predicted position of the target. In addition, the energy efficiency can be improved by adopting energy conservation technique on the target itself as well.
There are also some investigations for underwater target tracking considering the sound speed variation and unknown ocean currents. In [17] , the variation of the sound speed is modeled as a linear function of the depth. It results in a more accurate ranging model compared with a straightline propagation assumption. In [18] , to tackle the unknown sound speed, an uncertain least squares (ULS) positing algorithm is applied to estimate the target position and the sound speed jointly. The underwater tracking models proposed in [19] and [20] treat the unknown sound speed and ocean currents as state variables. The work in [21] suggests a tracking method that combines the particle filter and the interacting multiple model (IMM) together to cope with uncertainties in target maneuvers. In [22] , the authors propose a tracking scheme which considers the correlation of ocean currents and the depth-varying sound speed in underwater environments. The state space model considered in this scheme is practical and the tracking performance was verified by sea trials. The recent work [23] suggests an asynchronous adaptive direct Kalman filter (AADKF) algorithm for AUV tracking. This method considers the fact that the process and measurement covariance matrices are unknown and time dependent due to vehicle dynamics and unknown environment conditions. Although all these proposed tracking schemes demonstrate good performance in either simulations or field tests, the energy-efficient tracking protocol design is missing.
In this work, we propose a novel AUV tracking scheme by UWSNs. A tracking protocol is first proposed to take the energy conservation of both the AUV and the SNs into account. The AUV operates in a duty-cycled manner and listens to the SNs. Meanwhile, the periodic transmissions of the SNs are triggered by the detection of the AUV. As a result, the AUV can fuse the TOA measurements cooperated with SNs and DR information to track itself in a silent way. The duty-cycle mode of the AUV makes the TOA observations be intermittent. The tracking performance will be affected by the intermittent observations. Therefore, we analyze the packet delivery success rate (PDSR) to quantize the intermittent effect and bring insight into the relationship between system parameters and the tracking performance. In addition, to cope with the intermittent observations and the nonlinear measurement model, we adopt intermittent extended Kalman filter (IEKF) and intermittent unscented Kalman filter (IUKF) for the AUV tracking. Furthermore, the ocean currents and sound speed uncertainties are also taken into account in our tracking model. The posterior Cramér-Rao bound (PCRB) is calculated as a bench mark. Simulation results and comparison with the PCRB indicate the superior performance of the proposed tracking scheme.
The rest of the paper is organized as follows. In Section II, we give a system overview. In Section III, we describe the proposed tracking protocol and the corresponding TOA measurement model. In Section IV, we analyze the PDSR associated with the tracking protocol. In Section V, the tracking algorithms are presented. In Section VI, we evaluate our analysis of the PDSR and the performance of the tracking algorithms through simulations. Some useful results are also emphasized. Finally, in Section VII, we conclude the paper.
Notation: We use upper (lower) bold face letters to denote matrices (column vectors), the size is indicated in the subscript if necessary. diag(·) denotes a diagonal matrix. x k denotes the column vector x at the k-th time instant. 0 m×n VOLUME 5, 2017 denotes an m×n all zero matrix. I denotes the identity matrix. (·) −1 calculates the inverse of a matrix. (·) T and · p denote transposition and l p -norm, respectively. mod(·, ·) denotes the modulo operation. p(·) is a distribution function. E(·) calculates the expectation.
II. SYSTEM OVERVIEW
The proposing system setup for AUV tracking by UWSNs is shown in Fig. 1 . The SNs are used to track the AUV. To save energy, the AUV works in a (q, p) duty-cycle mode, In the the listening period q, the packets sent from SNs can be received. In the sleep period p − q, the AUV shuts down its receiver. On the other hand, an SN will turn to the active mode when it detects the AUV. Only the activated SNs broadcast packets periodically, where the period and the packet duration are T b and T p , respectively. The AUV decodes the received packets and extracts the TOA measurements by differentiating the reception time with the transmission time encoded in the packets. At the end of each duty cycle, the AUV updates its own position using a tracking algorithm. To develop our tracking protocol and tracking algorithms, we adopt the following assumptions. A1) All nodes in the UWSN are synchronized. In general, SNs can be synchronized using the methods proposed in [24] and [25] , and the clock of the AUV can be calibrated before the mission starts. A2) All SNs can be localized by the existing localization methods for UWSNs, such as [26] - [28] . The location information of the SN is encoded in the packet and transmitted. A3) The AUV is equipped with a pressure sensor which allows it to measure the depth. Thus, we transform the 3D underwater tracking problem into its 2D counterpart. A4) There is a disc communication model of range R c between the SN and the AUV, where R c is a conservative approximation accounting for the practical communication condition. A5) The AUV will be detected by the SNs, when it is within the detection range R d of these SNs, where
The detection is based on the AUV self noise which is more than 20 dB higher than the typical water ambient noise level [29] . 
III. THE TRACKING PROTOCOL DESIGN AND THE CORRESPONDING TOA MEASUREMENTS
The design of a tracking protocol is critical for energy conservation in UWSNs and AUVs. The tracking protocol regularizes the consecutive steps to be followed by the SNs and the AUV in order to facilitate the AUV to obtain the observations carrying the information about its current position. In this section, the tracking protocol is proposed and its energy consumption model is introduced. In order to take into account the intermittent effect mainly caused by the tracking protocol, the corresponding TOA measurement model is also analyzed.
A. THE TRACKING PROTOCOL
Our tracking protocol can be described in two aspects: the SNs' operating mode and the AUV's operating mode.
1) THE SNS' OPERATING MODE
Each SN has two states that can be switched mutually: the active state and the semi-active state. In the semi-active state, the SNs check the intensity level of the noise radiated by the AUV in a passive manner. If the intensity level of the noise detected by a SN is above a predefined threshold, the SN switches to the active state. The SN in the active state makes a packet transmission every T b seconds as illustrated in Fig. 1 . When the intensity level is below the threshold, the SN turns into the semi-active state, which implies that the SN dose not transmit any packet. The SN that switches to the active state will not start its transmission period immediately. On the contrary, the SN starts its transmission period at the time instant that randomly chosen from the interval [0, T b ]. This initiation strategy of the transmission period leads to a more random arrival of packets, and facilitates our assumption A7). Unfortunately, due to the large propagation delay and the unknown topology of the SNs, packet collisions may still be caused by the transmissions either from the same SN or different SNs despite the random initiation strategy. Thus, we need to design a collision-free scheme to prevent both collisions.
To avoid the packet collision from the same SN at the AUV, we adopt the proposed collision avoidance scheme in our previous work [30] . The broadcast period T b should satisfy
where c ∈ [c min , c max ] and |v| ∈ [|v| min , |v| max ] denote the average sound propagation speed and the AUV's velocity, respectively. To avoid the potential packet collision between different SNs, we resort to code division multiple access (CDMA). The CDMA scheme enables the AUV to distinguish among simultaneously arriving signals transmitted by multiple SNs. Thus, the cross node collision can be avoided.
2) THE AUV'S OPERATING MODE
The AUV operates in a (q,p) duty-cycle setting, and periodically alternates its acoustic receiver between active and sleep states as illustrated in Fig. 1 . Hence, the AUV is able to receive packets from SNs for q seconds every p seconds (q ≤ p), and the AUV is in the sleep state for the remaining p − q seconds of the period. Intuitively, the duty ratio r = q/p of the AUV is expected to be large to improve the tracking performance. However, this leads to an increase in the energy consumption. Thus, we conclude that the design of the duty-cycle makes a tradeoff between the tracking performance and the energy efficiency in our proposing system.
B. THE ENERGY CONSUMPTION MODEL
The energy consumed by the tracking protocol in the overall network is the sum of the energy consumed for the SN's listening and transmitting, and the AUV's receiving. In the view of this point, we only focus on the energy consumed by the packet delivering such that the energy consumed by other operations (e.g. the AUV's movement) is ignored. The signal to noise ratio (SNR) of an underwater acoustic signal transmitted from a SN obtained by the AUV, can be characterized by the passive sonar equation [31] as
where SL is the SN's acoustic pressure level, TL is the transmission loss, NL is the ambient noise level, and DI is the directivity index. Note that all the units in (2) are in dB re µPa. Particularly, SL can be expressed by the acoustic signal intensity I at 1 m from the transmitter, which is
where the unit of I is µPa. Reformulating (3), we have
where the constant 0.67 × 10 −18 transfers the quantity of I from µPa to Watts/m 2 . Given the intensity I and the water depth H m, the transmission power P t is determined by
where P t is in watts.
As we known, the transmission loss TL is highly affected by the underwater channel characteristics, such as spreading loss, absorption, scattering and diffraction. Therefore, we adopt the famous Urick model [31] , where the transmission loss experienced along a distance d m is described in dB as
where β and α denote the spreading coefficient and the absorption coefficient, respectively. Moreover, according to the Thorps empirical formula [31] , α is frequency dependent, and it can be calculated as
where f is the frequency of the acoustic signal and the unit of α (f ) is dB per kilometer.
For the other parameters in (2) , we assume DI = 0, i.e. an omnidirectional hydrophones is used, and an average value 70 dB for the ambient noise level NL is adopted according to [31] . To overcome the doubly selective underwater channels, we use the orthogonal frequency division multiplexing (OFDM) combined with low density parity check (LDPC) code for communication. As reported in [32] , a target SNR of 15 dB is required for a given bit error rate of 10 −3 . Next, we can further write the transmission power as
The received power P r for the SN's listening and the AUV' receiving are assumed to be identical and it is distance independent. Therefore, given the total listening time T l and the total transmission times N t of SNs, and the total active time T a of the AUV, the overall energy consumed in the network, denoted as E all , can be written as
C. TOA MEASUREMENTS According to the tracking protocol, the AUV may receive packets from SNs within its communication range during the active period of a duty-cycle. At the time indexk, the TOA measurement with respect to (w.r.t.) the i-th SN can be modeled ash
where h i,k = ak − s i /ck and n i,k is the measurement noise which is assumed to be zero-mean Gaussian random variable with a variance σ 2 n . Due to the duty-cycle operation, the AUV cannot receive all the packets from the SNs. The TOA observations are intermittent. To model these intermittent measurements, we first VOLUME 5, 2017 , we have
Recall that the AUV only updates its position at the end of each dutycycle. We define another time scale with indexes k = k /p . According to the constraint in (1), the maximum number of packets from the same SN that can be received by the AUV during the active period is 
wherek j denotes the corresponding time index of the j-th arrival packet. We also define a selection matrix V k , whose entries are given by
As a result, the TOA measurement model at the time index k can be written as
where denotes the Hadamard product, and vec(X) is the vector version of the matrix X.
IV. PDSR ANALYSIS
Due to the duty-cycle scheme of the AUV, the packet delivery from the SNs to the AUV may fail. We remark that the packet delivery failure because of harsh underwater channel is out of the scope of this paper. We are interested in the question about how to model the PDSR analytically. The reason behind the interest is that the PDSR reveals the impacts of the parameter design on the tracking performance. The PDSR bridges the parameter design and the tracking performance, and can be used to assist system designers in the parameter selection.
There are few works that consider this kind of analysis in the context of duty-cycle schedule [33] . The work in [33] concerns the success rate of detection of independent stochastic events. However, in our analysis, the packet reception cannot be regarded as independent events. This phenomenon arises from the large propagation delay in underwater environment and the packet duration. Mathematically, we define the PDSR as the probability for the AUV to successfully receive at least one packet from SNs during a single duty-cycle, which can be expressed as
We note that the capture of packets at different k are nonindependent events. Thus, the correlation should be taken into account when computing the PDSR. Fig. 3 shows an example of the dependence between P k . Let us assume four SNs, i.e. s 1 , s 2 , s 3 , s 4 are within the communication range R c of the AUV at time index k = 1. Without any a priori information, we assume that the AUV and the SNs s i , i = 1, 2, 3, 4 are uncorrelated in both the spatial and temporal relationship at time index k = 1. Thus, P 1 can be purely computed. However, at time index k = 2, the spatial and temporal relationship between the AUV and the SNs s i , i = 3, 4, 5, 6, cannot be regarded as uncorrelated due to the presence of s i , i = 3, 4, which are involved in the previous PDSR calculation. We refer these SNs as the ''old'' SNs whereas the new incoming nodes, say s i , i = 5, 6, are referred as ''new'' SNs. Similarly, for k = 3, s 6 and s i , i = 7, 8, 9, are the ''old'' and ''new'' SNs, respectively. Next, we will calculate the PDSR P k . Note that we will treat the case of k = 1 individually for the convenience of expression. To facilitate the following derivations, we first define two categories of SNs that contribute to the calculation of the PDSR P k .
1) The ''new'' SNs, which are collected in the set φ k : this kind of SNs are not involved in the calculation of any previous PDSRs, i.e. P i , i = 1, . . . , k − 1. 2) The ''old'' SNs, which are collected in the set ϕ k : this kind of SNs may involve in the calculation of the previous PDSRs. Based on the two categories of SNs defined above, the calculation of P k can be divided into two parts. Each part accounts for the contribution of one category of SNs.
A. CALCULATE THE PDSR CONTRIBUTED FROM THE ''NEW'' SN SET φ k
Recall that the AUV operates in a (q,p) duty-cycle scheme and the communication range is R c . Thus, the necessary conditions for the AUV to receive at least one packet are twofold.
1) The temporal condition: the AUV is in the active period when the packet arrives.
2) The spatial condition: the AUV should be in the communication range R c of at least one SN. Firstly, we calculate the average cardinalityN new of φ k . Based on the assumption A6), we have the average number of SNs within the AUV's communication range to be calculated asN = 
where S I (d) denotes the intersection area of the communication region of the AUV with the moving distance d m. After some geometry calculations, the intersection area is given by
with u(·) the unit step function. We note that the number of SNs within the AUV's communication range is time varying due to the AUV's mobility during an active period. However, based on the analysis in Appendix A, we argue that the change of the number of SNs within the AUV's communication range during an active period can be safely ignored. Thus, we can useN new to represent the number of SNs in φ k .
Next, we mathematically give the spatial and the temporal condition for the AUV to successfully receive at least one packet from a single SN in φ k . We consider the SN s new in Fig. 4 , x is the remaining distance over which the AUV can travel within the communication range of the SN, and t in denotes the arrival time of the first packet during the active period. Then, the spatial condition can be written as
For the temporal condition, we first explain the parameter¯ in Fig. 5 . Let us denote as the time difference when the AUV starts to receive two adjacent packets broadcasted by the same SN, and the corresponding distances between the AUV and the SN are denoted by d 1 and d 2 , respectively. is given by Using the triangle inequality |d 2 − d 1 | ≤ |v| T b , the upper bound of can be computed for a given T b as
Since the AUV is considered to randomly locate at the ''new'' SN's communication region and the ''new'' SN starts its broadcasting period randomly, we can assume that t in is uniformly distributed. The temporal condition for the AUV to capture at least one packet is that t in should belong to the time interval specified as follows
Note that for both cases we reserve a time margin of T p for the packet reception. Denote P new (1) as the PDSR considering a single SN in φ k . Taking both the spatial and temporal condition into account, the calculation of P new (1) is summarized in Proposition 1.
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Proposition 1: Assuming the AUV follows a duty-cycle schedule (q, p) and it randomly distributes in a ''new'' SN's communication region at k. The SN belongs to φ k . Then, we have
where X is a random variable corresponding to x and
Proof: For the temporal condition, t in needs to satisfy (21) in which the t in is discussed under two cases, i.e.
≤ q and T p ≤ q <¯ . Meanwhile, for the spatial condition, the remaining distance of the AUV in the SN's communication region after t in should be larger than T p |v| to guarantee a complete packet receiving. Hence, P new (1) comes from the combination of the temporal condition and the spatial condition.
In order to calculate (22) , p(·) need to be determined. According to Fig. 4 , X > x can only be satisfied when the AUV is in the area corresponding to S I (x) under the assumption of the straight trajectory. Therefore, we arrive at
Up to now, we can calculate P new (1) . We have the understanding of the PDSR of the AUV when a single ''new'' SN is presented in the communication range R c . Accordingly, when N new ''new'' SNs are presented, the overall PDSR contributed from these SNs can be calculated as
B. CALCULATE THE PDSR CONTRIBUTED FROM THE ''OLD'' SN SET ϕ k Note that the old ''SN'' set ϕ k is a subset of φ 1 ∪φ 2 . . .∪φ k−1 . For example, in Fig. 3 , φ 2 = {s 5 , s 6 }, ϕ 3 = {s 6 }. Thus, the ''old'' SNs are transformed from the ''new'' SNs of the previous time instants. To classify the SNs contained in ϕ k , we first defineN old (n, k), 1 ≤ n ≤ k − 1 as the average number of the ''old'' SNs in ϕ k that transformed from the ''new'' SNs in φ n . Based on the intersection area of the communication region at different time indexes, theN old (n, k) can be computed as
According to (25) , the set ϕ k is divided into k − 1 subsets denoted by ϕ k,n , 1 ≤ n ≤ k − 1, which indicates that the ''old'' SNs in ϕ k,n are transformed from φ n . Thus, x k is not independent of x k−1 . In general, x k can be interpreted from the x n at time index n, 1 ≤ n ≤ k − 1, which is given by
Similarly, considering a single SN, the t in s for different time instants may also be related. We define t in k , 1 ≤ n ≤ k − 1, the ''t in '' at time index k, which can be interpreted from the t in n at time index n as illustrated in Fig. 7 . The relationship is given by
Note that (27) adopts the approximation that the TOA difference at time index k − n and k can be ignored within the communication range. This approximation stems from the fact that the sound speed is far more larger than the AUV's moving velocity (approximately 1000 times). When a suitable value of R c is chosen, such as 500 m, the maximum propagation time difference within the communication range is R c /c ≈ 0.33 s. In fact, the value of q is set to be several seconds. Therefore, the propagation time difference can be ignored. From Fig. 7 , it can be seen that only when t in k ≤ q − T p satisfied, the previous t in n contributes to the temporal condition at time index k. This relationship can be modeled by a functionū k = u(q − T p − t in k ). Denote P old (1(n, k) ) as the PDSR considering a single SN in ϕ k,n . Taking both the spatial and temporal condition into account, the calculation of P old (1(n, k) ) is summarized in Proposition 2. Proposition 2: Assuming the AUV follows a duty-cycle schedule (q, p) and located in an ''old'' SN's communication region at time index k. The SN belongs to ϕ k,n . Then, we have
where X k is a random variable corresponding to x k .
The proof of Proposition 2 is similar to that of Proposition 1. Due to the linear correlation of x k and x n , the distribution function of X k and X n are identical. Recall that the ''old'' SN considered here belongs to ϕ k,n , which means that x n is the remaining distance corresponding to a ''new'' SN. Thus, the distribution function of X n is equivalent to the distribution function of X defined in Proposition 1. Accordingly, when all ''old'' SNs are present, the overall PDSR contributed from these SNs can be calculated as,
C. CALCULATE THE OVERALL PDSR P k Based on the above analysis, P k can be calculated by combining the contribution from both the ''new'' SNs and the ''old'' SNs. For k = 1, all SNs involved in the calculation of P 1 are ''new'' SNs, i.e. ϕ 1 is a null set. Finally, we have
V. TRACKING ALGORITHMS
In this section, we describe the state space model and measurement model for our system. According to the analysis above, the tracking protocol designed in Section III-A results in intermittent TOA observations. Therefore, we introduce two tracking filters used to estimate the state vector of the system considering the intermittent measurements.
A. STATE SPACE MODEL
Considering the ocean currents and sound speed uncertainties, we choose the state space vector as
where the state variables u 1,k and u 2,k are the two unknown ocean current components in the x and y directions, respectively. We assume that the mobility pattern of ocean currents just takes place in the (x,y) directions. This is a prevalent assumption found in hydrodynamics studies [34] , [35] . The self-propelled velocity v 1,k and v 2,k are in the x and y directions, respectively, and are also termed as the thrust velocity. Including the process noise, the state space model can be written as
where 
and
, with w 1,k , w 2,k , ϑ 1,k , ϑ 2,k , η k are the corresponding noises of the ocean current, the thrust velocity and the average sound speed, respectively. The noise term w k is modeled as zero-mean Gaussian vector with covariance matrix Q.
B. MEASUREMENT MODEL
In general, AUVs can be equipped with various onboard sensors that enable it to accomplish underwater tasks. In this work, we consider the AUV using an onboard compass, a force sensor and a acoustic communication module to provide the heading, thrust velocity and TOA measurements, respectively. Alternatively, the velocity of the AUV to the sea floor can directly be measured using a Doppler velocity log (DVL). However, we do not choose DVLs for the reason that it consumes much more energy compared with force sensors [36] . Since the TOA measurement model is given in Section III-C, we now present the velocity measurement model followed by the total measurement model.
The thrust velocity comes from the force produced by the thruster which is usually installed in the tail of the AUV [37] . The force sensor provides the thrust force measurement, based on which the thrust velocity can be obtained by solving the following differential equation [38] 
where
,k is the amplitude of the thrust velocity, m is the mass of the AUV, g is the gravitational acceleration, F k is the measured thrust force, ξ is the drag coefficient, ρ is the density of water and C is the AUV cross-section area. Combining with the heading measurement from the onboard compass, the thrust velocities in x and y directions can be obtained. We model the thrust velocity measurement as
where δ 1,k and δ 2,k are the thrust velocity measurement noise in x and y directions, respectively. Further, both measurement noises are assumed to be zero-mean Gaussian with a variance σ 2 δ . Stacking the velocity measurements and TOA measurements in the total measurement vector m k , we have
C. IEKF AND IUKF
In this subsection, we describe the tracking algorithms based on the state space model and the measurement model presented above. We adopt the intermittent Kalman filter [39] , which deals with the effect of data losses due to the unreliability of the communication links. From [39] , it follows that the IKF corresponds exactly to performing the traditional Kalman filter using the available measurements. In our measurement model, the main difference from the traditional Kalman filter is that the observations of the measurements are now random due to the random variable
Recall the definition of the PDSR in Section IV, which is given by
This relationship implies that a higher PDSR results in more available TOA measurements for tracking. However, a higher PDSR means to choose small values of p and T b , which increases the energy consumption in the network. Hence, the PDSR bridges the tracking protocol parameters and the tracking performance. For example, we can first decide the PDSR for a given tracking accuracy through numerical simulation. Then, the system parameters can be decided based on the PDSR analysis provided in Section IV.
Due to the nonlinearity of our measurement model, we adopt the IEKF and IUKF for tracking. The IEKF executes the following equations recursivelŷ
wherex k|k and P k|k are the a posterior state estimate and the a posterior error covariance matrix, respectively. x k|k−1 and P k|k−1 are the predicted state estimate and the predicted error covariance matrix, respectively. H k is the firstorder derivative of the vector f(x k ) w.r.t. x k , and evaluated at x k|k−1 . K k is the Kalman gain.
It can be seen that the IEKF has the same form as EKF. However, to take the effect of the intermittent TOA measurements into account, the covariance matrix R k of the measurement noise ω k should be modeled as
where σ 2 ∞ represents that we adopt an infinite noise variance to model the absence of a measurement. Linearizing the measurement equations, we arrive at 
In (42), the parameters ck j and ak j , j = 1, . . . , J max are approximated to c k and a k , respectively. The reason for us to use this brute force is that we use a fixed period for the execution of the tracking filter. Although this brute force may mismatch the measurement and its corresponding state, however, due to the fact that the AUV moves slowly (several meters per second) relative to the propagation speed, the impact due to the TOA measurements mismatch is alleviated. In particular, the TOA mismatch error is bounded by q|v| max /c min .
While the IEKF offers an easy and lightweight tracking filter implementation, it requires the explicit expression of the gradient of the state evolution function and of the measurements functions. These functions may be discontinuous functions, thus, the gradients cannot be calculated [40] . Alternatively, the IUKF can be employed to approximate the nonlinear function by using the unscented transform (UT). Hence, we also implement the IUKF in our system. The recursive steps, which are not given here for brevity, are the same as the UKF [41] , we only need to modify the measurement model as in IEKF.
As a benchmark, we derive the posterior Cramér-Rao bound (PCRB) for the tracking process in the Appendix B. The PCRB gives a lower bound for mean square errors (MSEs) of the estimated parameters [42] .
VI. SIMULATIONS AND DISCUSSIONS
In this section, we numerically evaluate the PDSR analysis, the basic tracking performance of the proposed tracking algorithm, the energy consumption and the relationship between the tracking performance and the tracking protocol parameters. Without otherwise specified, the simulation settings are as follows. We considered a scenario where the AUV moves in a 5 km × 5 km square region with an average speed of 1.5 m/s. The communication range R c is set as 500 m. The average sound speed is set as 1500 m/s. The packet length is set to be T p = 0.2 s. We set p = 10 s,N = 4, T b = 2 s and q = 2.2 s. For each tracking realization, we consider K = 1000 movement steps and the sampling interval is T = 1 s, resulting in k = 1, . . . , 100.
A. EVALUATION OF THE PDSR
The objective of the PDSR analysis is to provide a design guidance for parameter selection in system configuration. Therefore, we first verify the correctness of our PDSR analysis for the proposed tracking scheme in this subsection. Particularly, we would like to show the relationship among P k , k = 1, 2, . . . , 100 of both analytical and simulation results. The analytical results can be directly computed by (30) . The simulation results are obtained by counting the total number of trials (N k ) that at least one packet has been received during the kth duty-cycle. We conduct a Monte Carlo simulation with N m = 1000 trials. The simulation results of P k can then be approximately computed by N k /N m . In addition, the PDSR under different value of q, T b andN are also considered.
Note that it is tedious to enumerate all the P k . Thus, we choose three time instants, k = 1, 50, 100, to show the trend of the PDSR along the time. Fig. 8 plots the analytical results and simulation results of the PDSR as a function of q. We find that the analytical results and the simulation results are very similar. It confirms the correctness of our analytical results. In addition, the PDSRs P 1 , P 50 , P 100 of both kinds of results have some differences, which are less than 0.1. This implies that the PDSR maintains a stable value along with the time instant. Therefore, the PDSR at k = 1 can be used to design the tracking protocol parameters. As expected, the PDSR becomes larger than zero when q > T p , and then increases as q increases. Finally, the PDSR reaches saturation at a certain value of q. We refer to these values as saturation points and which are approximately 1.2 s, 2.2 s, 3.2 s for T b = 1 s, 2 s, 3 s, respectively. It is easy to find that the saturation point happens to be¯ + T p s. This value in turn implies that the minimum value of q which can be used to guarantee to receive at least one packet during one duty-cycle and is useful to design the protocol parameters.
As shown in Fig. 8 , the formula of P k given by (30) well characterized the success rate of packet delivery between the SNs and the AUV. The differences between the PDSR at different time instants are small enough to be ignored. Hence we choose the analytical result P 1 to illustrate the impacts of the node densityN on the PDSR. It can be seen from Fig. 9 that the PDSR increases as the node densityN increases, but the increment is marginal with increasingN whenN ≥ 4. This can be explained by that even through more SNs are presented within the AUV's communication range, the receiving of the SNs' packets is limited by the active period of the AUV. Thus, to ensure a higher PDSR, we could increase the active time and the node density simultaneously.
In a nutshell, we can use the PDSR analysis results to quantitatively assess the impact of duty-cycle strategy on the packet reception, which is exactly the strength of this paper. Basically, the PDSR analysis bridges the tracking protocol parameter design and the packet reception rate. However, we are more interested in the impact of the tracking protocol on the tracking performance. Unfortunately, it is intractable to mathematically relate these two aspects together. Therefore, we next use simulation results to shown some insightful relationships between them.
B. EVALUATION OF THE BASIC TRACKING PERFORMANCE
In this simulation, we evaluate the basic tracking performance of our proposed tracking scheme. The ocean current components are taken equal to 0.1 m/s in both x and y directions. The varying sound speed is given by c(k) = 1500 + 0.02k. The initial location guess of the tracking algorithms is 10 m away from the actual starting location of the AUV. The standard variances σ n and σ δ of the measurement noise are set to be 10 ms and 0.01 m/s. For each realization, we place the SNs on the square region uniformly at random. We use the root mean squared error (RMSE) between the actual and estimated trajectories as the evaluation metric of the tracking algorithm. The RMSE of the mth realization can be computed as
where K 0 is the assumed start time instant that the tracking process converges, which is used to avoid the transient effects of the tracking filter. Finally, the RMSE is obtained by averaging over 1000 independent Monte Carlo runs. In The irrelevant SN represents the SN that is not activated during the whole tracking process, whereas the relevant SN represents the SN that involved in the tracking process. Fig. 10(a) shows that both the IEKF and IUKF track the AUV's trajectory closely. This intuitively validates the effectiveness of the algorithms. In addition, Fig. 10(b) displays the estimation errors of the position and the sound speed for this single realization. The position and sound speed estimation error are defined as e a = a k −â k and e c = c k −ĉ k , respectively. It can be seen that the estimation errors of both trackers are comparable.
To further illustrate the performance of the proposed tracking algorithms, in Fig. 11 , we compare the RMSEs of the position, the RMSE of the sound speed and the PCRB as the measurement signal-to-noise ratio (MSNR) of the available measurements varies. The MSNR is defined as
are the i-th element of the available noise-free measurement in (37) and the corresponding noise standard variance, respectively. Additionally, we also show the performance of a tracking scenario that the AUV operates in an non-duty-cycle scheme, i.e. the duty-cycle parameters satisfy q = p. Next, We denote the IEKF (IUKF) with and without duty-cycle scheme as ''IEKF-DC'' (''IUKF-DC''), ''IEKF-NDC'' ''IUKF-NDC'', respectively. Fig. 11(a) shows that the position estimation performances of both the IEKF and IUKF under different tracking scenarios constantly improved when the MSNR increases. As expected, the IEKF-NDC and IUKF-NDC outperform the IEKF-DC and IUKF-DC since the non-duty-cycle scheme can utilize more measurements for tracking. As for the sound speed estimation shown in Fig. 11(b) , similar phenomenons can be observed. In addition, we find that the accuracy of the IEKF and IUKF turn out to be very similar in our system setup. The reason for this phenomenon is that the UKF outperforms the EKF when complex system models are considered and large amount of data is available [43] . However, only intermittent measurements are available in our system setup and the nonlinearity of the system model is moderate. Thus, a superior tracking performance of IUKF is not observed in our system setup.
In this simulation, we find that the tracking performance of the IEKF-DC (IUKF-DC) is worse than that of IEKF-NDC (IUKF-NDC) by approximately 5 m and 1 m/s for location and sound propagation speed respectively. However, the energy is significantly saved by the proposed tracking protocol, and this will be justified later. Thus, we can concluded that our tracking scheme potentially enables the system designer to make a tradeoff between the tracking performance and the energy consumption.
C. TRACKING PERFORMANCES UNDER DIFFERENT TRACKING PROTOCOL PARAMETERS
In this subsection, we conduct simulations to test the tracking algorithms under different parameter settings of the tracking protocol. Specifically, these parameters include q, p, T b andN . All these parameters affect the energy consumption of AUV tracking in UWSNs. Recall that the IEKF and IUKF show similar behaviors, and the RMSEs of the position and sound speed also behave similarly. In the following simulations, we only choose the RMSE of the position estimate of IEKF as the evaluation metric. Fig. 12 illustrates the effect of the active period of a dutycycle on the performance of the tracking algorithm under different T b 's andN 's. As seen from Fig. 12(a) , the tracking performance converges at a certain critical value of q for each T b . These critical values can be approximately readed as 1.2 s, 2.2 s, 3.2 s for T b = 1 s, 2 s, 3 s, respectively. According to Fig. 8 , we find that these critical values are consistent with the saturation points defined in Section VI-A. Thus, we here suggest that PDSR = 1 maybe an important condition that should be satisfied for the parameters design to achieve a convergent tracking performance. In Fig. 12(b) , the critical value can also be observed for different SN densities, i.e. 2.2 s for T b = 2 s. In addition, it can be seen that a high SN density provides superior tracking performance as expected. However, similar to the results in Fig. 9 , the increment is marginal with increasingN whenN ≥ 4. The results in Fig. 12 show the consistency of the PDSR analysis and the tracking performance. It helps for the design of tracking protocol parameters to achieve a prescribed tracking performance.
For the purpose of energy saving in our tracking scheme, the sleep period p − q should be set as long as possible. However, this may deteriorate the tracking performance. Therefore, in Fig. 13 , we illustrate the effect of p on the performance of the tracking algorithm under different T b 's andN 's, where q =¯ + T p . It makes the PDSR be close to 1. As can be seen, the larger p results in a larger estimation error for all T b 's andN 's. Meanwhile, as shown in Fig. 13(a) , the tracking performance decreases as the T b increases although the active period increases accordingly. This observation implies that the inactive period p − q dominates the tracking performance in our considered system model. It can be explained by that a longer time interval without TOA measurements leads to a larger internal measurement accumulation error. In Fig. 13(b) , we can see that a higher SN density can tolerate a lager sleep period of the duty-cycle. This is mainly due to that more measurements are available for the tracking filter in a higher SN density network.
The findings from this simulation provide us some inherent relationships between the tracking protocol parameters and the tacking performance. With the help of these relationships, one can predict the tracking performance under a certain system configuration in an off-line fashion. This fundamentally increases the feasibility of the tracking protocol when to implement it in a practical UWSNs-based tracking system. In other words, it reduces the design cost by exploiting the findings obtained from simulation.
D. EVALUATION OF THE ENERGY CONSUMPTION
Energy consumption is an important metric to evaluate the proposed tracking protocol. In the energy consumption model derived in Section III-B, we only focus on the energy consumed by the communication activities in the network. We set the detection period of SNs to be 10 s, and each detection duration is 5 s. The water volume considered in this simulation has a constant depth H = 200 m. According to the WHOI modem' parameter [44] , the carrier frequency is set to be 9 kHz and the received power is set to be 80 mW. The spreading coefficient β is assumed to be 2 and the absorption coefficient can be calculated by the formula (7) . We compare the energy consumptions of our tracking protocol, tracking without SN's detection (''No Detection''), tracking without AUV's duty-cycle (''No Duty-cycling'') and the combination version of the previous two schemes(''No Detection + Dutycycling''). In Fig. 14, we show the average energy consumptions versus the duty ratio. Fig. 14 clearly shows that the proposed tracking scheme holds the lowest average energy consumption and with an increasing of duty ratio, the energy consumption increases accordingly. For example, the average energy consumption of our tracking scheme increases 64.9% while the duty ratio increased from 20% to 80%. This is because as the duty ratio increases, the active time of the AUV increases. The importance of the SN's detection based transmission scheme is demonstrated by the significant energy conservation of the ''No Duty-Cycling'' scheme compared to the ''No Detection + Duty-cycling'' scheme. Specifically, a decrease of the average energy consumption of up to 32% exists when the detection mechanism is performed. Therefore, the proposed tracking scheme can effectively reduce the overall energy consumption in the network. This is quite significant for extending the life time of UWSNs.
E. SUMMARY
From the simulation results, it witnesses that our derived PDSR analytical results and its simulation results are matched very close. Therefore, the PDSR analysis provides an efficient tool for the tracking protocol design. Also, we find that our proposed tracking algorithm IEKF works well under a carefully designed duty-cycle scheme. The main design tradeoff lies between the tracking performance and the inactive period of the duty-cycle which affects the energy conservation directly. Based on the PDSR analysis, we find that the active period of the duty-cycle has a critical value, i.e.
+ T p for a given T b . In addition, we suggest that PDSR = 1 is an important condition for reaching a convergent tracking performance. Although this is rather than proved theoretically in current work, we believe that it helps for the practical design to some extent.
VII. CONCLUSION
In this paper, we investigate the problem of AUV tracking when it operates in a duty-cycle scheme in UWSNs. The objective of the duty-cycle scheme is to minimize the energy consumption of the AUV such that to prolong its diving time. We also take into account the limited energy resources of the SNs in order to reduce the overall energy consumption in the network. Specifically, we first design an energy-efficient tracking protocol, in which the AUV operates in a duty-cycle scheme and the SNs employ a detection based broadcasting mechanism. Then, the PDSR of the protocol is presented analytically. In addition, to cope with the intermittent of the measurements, we resort to the IEKF and IUKF tracking filters which are modified from IKF. Extensive simulations are performed to evaluate the proposed work. The results demonstrate the effectiveness of the proposed tracking algorithms under the designed tracking protocol.
In the future endeavors, we aim to study the convergence condition of the proposed tracking protocol theoretically and to consider the AUV tracking problem in asynchronous UWSNs. Although the effectiveness of the proposed tracking scheme is validated through simulations, a field experiment is needed to indicate that the technique is feasible in real-word. However, as we know, underwater experiments are often time-consuming and expensive. Due to the limited experiment environment at present, we leave the implementation of our tracking scheme in underwater testbeds for future work.
APPENDIX A THE ANALYSIS OF THE COMMUNICATION REGION CHANGE
Note that if the change of the communication region during the active period of a duty-cycle of the AUV can be ignored, then we can regard that the average cardinalityN new of φ k dose not change according to (16) . As illustrate in Fig. 15 , assuming that the AUV moves from O point to O point during the time interval q, the changed area can be calculated as
where h = R 2 c − (q |v| /2) 2 and S (.) denotes the area bounded by the line segments specified in the bracket. To compare the size of S and the total communication region, we compute the ratio between them as As we known, an AUV usually moves at a speed of several meters per second in underwater, and the active period q of a duty-cycle is set to be several seconds in our protocol. However, underwater acoustic signals can propagate several hundred meters away with a moderate transmission power [45] . Therefore, q |v| R c is justified and it is safe to conclude that r ≈ 0.
APPENDIX B THE POSTERIOR CRAMÉR-RAO BOUND
For the tracking problem considered in this paper, we first defineχ k = x T 1 , . . . , 
where J k is the Fisher information matrix given by
and ∇ χ k is the first-order partial derivative operator w.r.t. χ k . According to [46] , the Fisher information matrix J k can be calculated recursively as
where ς ξ = ∇ ξ ∇ T ς is the second-order partial derivative operator. Since the model noise and the measurement noise in our considered tracking problem are assumed to be independent white Gaussian noises. Thus, (50) can be calculated as
Note that all the parameters in (51) have been defined earlier, except H k is evaluated at the true state of the AUV at k. The expectation values in (51c) can be evaluated by averaging across the Monte Carlo trajectories at each time point. The initial information matrix J 0 required for the recursion is calculated from J 0 = E − x 0 x 0 log P(x 0 ) . We assume the initial state vector's covariance matrix is P( 0| 0), thus the initial information matrix can be set as J 0 = [P( 0| 0)] −1 . He has authored or co-authored four research monographs, more than 270 papers in IEEE Transactions and other peerreviewed journals, and numerous conference papers. His current research interests include industrial cyber-physical systems, wireless networking, and applications in smart city and smart factory, and underwater sensor networks. As a Principal Investigator, he has finished/been involved in many national key projects. 
