ABSTRACT Electric load forecasting (ELF) is vitally beneficial for electrical power planning and economical running in smart grid. However, the medium-term load forecasting has been rarely studied. In addition, existing ELF models mainly consider the impact of limited external factors, which are usually difficult to forecast accurately. In this paper, the characteristics of the electric loads are analyzed and used as a guideline for the design of the proposed methods. To fully exploit the quasi-periodicity with different time ranges, i.e., year, quarter, month, and week, two deep learning methods, time-dependency convolutional neural network (TD-CNN), and cycle-based long short-term memory (C-LSTM) network are proposed to improve the forecasting performance of short-term load forecasting and MTLF with a little payload of computational complexity. Both of them only utilize the historical electric load and can mine the underlying load patterns by extracting the long-term global integrated features and short-term local similar features. By representing the loads as pixels and rearranging them into a 2-D photograph, TD-CNN transforms the temporal correlation of load series into the spatial correlation and keeps the long-term memory. Specifically, the convolutional kernel with special size targeted to load data is designed to extract the local pattern with similar characteristic, while the pooling layer is removed in order to keep the finer features. Moreover, in order to extract the temporal correlation between the long-term sequences with lower complexity, the proposed C-LSTM method generates a new short series from the original long load series without information loss. The LSTM is then applied to model the dynamical relationship of the load series with shorter time steps. The experimental results show that the proposed methods outperform the existing method with greatly reduced computation complexity, whose training time is about two-to-five times shorter than the existing method.
I. INTRODUCTION
Electric load forecasting (ELF) is essential to the operation and planning of a utility company. In general, the ELF methods can be divided into four categories regarding the time horizon: very short-term load forecasting (VSTLF), short-term load forecasting (STLF), medium-term load forecasting (MTLF), and long-term load forecasting (LTLF). The cut-off horizons for these four categories are one day, two weeks, and three years respectively [1] . The VSTLF and STLF have been intensively studied for several decades, while few studies have been done in MTLF, which is even more important in the planning of demand side management, storage maintenance and scheduling. On the one hand, the electric load is affected by many external factors, i.e., weather, the days of the week, electricity prices and so forth, and most of them are hard to be accurately predicted, especially the long-term weather conditions. On the other hand, the ELF methods may degrade severely when these factors are predicted unreliably. Therefore, it is important to study the forecasting methods that do not rely on the external factors, termed factors-independent models.
Most existing ELF methods are based on artificial neural networks (ANNs), since they can model complex and nonlinear relationships between the load and the external factors. In the MTLF, the behaviors of electric load become very complicated and the prediction accuracy of shallow ANNs is not satisfactory, hence the deep learning (DL) methods are used to learn multiple levels of representations corresponding to different levels of abstraction. Recently, some works have applied DL methods to improve the accuracy of VSTLF/STLF via feature extraction and transformation, such as deep belief networks (DBNs), recurrent neural networks (RNNs) and convolutional neural networks (CNNs) [2] - [4] .
RNNs are capable of extracting the dynamic temporal behavior for time series, but become hard to train in the case of long time steps, which is validated by the simulation results in this paper. To tackle this problem, we propose two DL networks, termed as time-dependent CNN (TD-CNN) and cyclebased long short term memory (C-LSTM) network, that only use the historical electric load for STLF and MTLF. These two DL architectures can easily accommodate historical data with arbitrary length as their inputs. By mining the correlation of load, we can sequentially extract the short-term characteristics, and obtain the long-term dependence information. The experimental results demonstrate that our methods achieve better predictive performance than the existing ones on the open dataset.
The key contributions of the paper can be summarized as follows.
• The existing DL models are well-designed to exploit the characteristics of the concerned data, i.e., images, audio or text data, which may not suit for the load data. CNNs combine three architectural ideas, including local receptive field, shared weights, and spatial subsampling, to ensure some degree of shift and distortion invariance [5] . The basic architecture of CNNs is designed for the image recognition, while the electric loads have an internal structure such as autocorrelation, trend, and seasonal variation, and the ELP tasks require accurate value forecasting instead of recognition. Thus CNNs may not be applied directly in ELP. The RNNs, especially the improved RNNs, such as long short term memory (LSTM) and gated recurrent unit (GRU), are capable of keeping the short and long memory, to distill the temporal relationships of time series. However, the RNNs are ineffective when processing large timespan load series due to the non-linear increase of training complexity and the vanishing gradient problem which still exists in LSTM. Instead of applying the existing DL methods to ELF directly, we analyze the behaviors of load series, and exploit their temporal dependencies, which act as the guideline for the DL network structure design.
• A special CNN structure for time series, termed TD-CNN, is developed to capture the effect from far past. By converting the temporal correlation of load series into spatial correlation, we can transform the electric loads to the image pixels, and arrange the load series into an image heuristically, which presents a very efficient way for DL to process load data over long term region. In addition, we develop a strategy to choose the size of convolutional kernels by exploiting the correlation and quasi-periodicity of the concerned load series.
• An enhanced LSTM, C-LSTM, is developed to extract the temporal correlation directly. C-LSTM rebuilds a new shorter sequence from the original load series, which overcomes the constraints of LSTM on the long time steps, while maintaining the most information of the original one. The remainder of the paper is organized as follows. In Section II, the related works are described in detail. In Section III, four unique characteristics of the electric load and some challenges of ELF problem are discussed. In Section IV, the proposed TD-CNN and C-LSTM are presented, followed by the simulation results in Sections V. The conclusions are given in Sections VI.
II. RELATED WORKS
Since early 20th, many ELF techniques have been developed, such as multiple regression [6] , exponential smoothing [7] , autoregressive moving average (ARMA)-type models [8] , [9] , fuzzy logic [10] , support vector regression (SVR) [14] , [15] , ANNs [11] - [13] , ensemble methods [16] , [17] . However, most existing works aim at VSTLF or STLF, while MTLF has been seldomly studied. In [18] , a support vector machine (SVM) was adopted to forecast the daily peak load of the next 31 days. Al-Hamadi and Soliman [19] decomposed the forecasting problem into multiple simple linear regression models, and each of the linear regression models extracted the short-term correlation of the load data. Then, an iterative algorithm was designed for medium-term and long-term load prediction. In [20] , the self-organizing map (SOM) and SVM were used for MTLF, where the SOM clustered historical load into two subsets and the SVM forecasted the maximum daily values of the electric load for next 31 days. Factors, including the maximum daily electric load, average daily temperature, day type (weekday or weekend) and annual holidays, were taken into consideration in the forecasting. Abu-Shikhah et al. [21] investigated three regression models, i.e., the linear, polynomial, and exponential model, to predict the next year hourly load. The multivariable regression model was trained on the previous year' s hourly load, and achieved peak load prediction with about 10% mean relative error. In [22] , a modified evolving fuzzy neural network was proposed for the monthly ELF in Taiwan, where seven factors were considered including air pressure, temperature, wind velocity, rainfall, rainy time, relative humidity and daylight time.
DL methods, especially deep neural networks (DNNs), which can extract much more features than shallow networks, have been studied recently in ELF, and achieve the high performance in VSTLF/STLF. In [23] - [25] , the DBN was adopted for VSTLF/STLF based on weather conditions, date information and other features. Li et al. [26] divided the daily load curves to several categories using a deep CNN model. An ANN with three hidden layers was used for STLF, considering various external factors, e.g. temperature, humidity, wind speed, etc. Amarasnghe et al. [27] applied DNN approaches, including CNN, LSTM and DBN for VSTLF. In [28] - [32] , RNNs were employed for VSTLF/STLF with promising performance. Specifically Bianchi et al. [31] comprehensively compared several popular RNNs for STLF, including Elman RNN, LSTM, GRU, Nonlinear AutoRegressive with eXogenous inputs (NARX) NN, echo state network (ESN).
DL methods are also employed in LTLF. A RNN method was applied to forecast the maximum electric load of the next year based on the predicted future temperature in [33] . The country dependency factors are also used for ELF, including gross national product (GNP), gross domestic product (GDP), population, number of households, number of air conditioners. The RNN approaches, such as LSTM and GRU, have the state-of-the-art performance for the time series. Since more historical data are required for the MTLF problem and electric load has the inherent long-term circle, the LSTM will become very hard to train. Also, the future long-term temperature is very difficult to estimate accurately in the MTLF problem. Therefore, the MTLF is much more complicated than VSTLF/STLF. The robust forecasting algorithms without relying on external factors are required.
III. CHARACTERISTICS OF LOAD CONSUMPTION IN MTLF
The design of ELF algorithm needs to fully explore the unique characteristics of electric load. In this section, taking two datasets as examples, i.e., the Hangzhou daily load from January 2015 to March 2017 and Toronto daily load 1 from May 2002 to July 2016, we analyze the electric load characteristics and guide the design of DL consequently.
A. MULTIPLE INFLUENCE FACTORS
The electric load behaviors can be seen as the composition of two types of components, one holds no arguments, and the other is parameterized by items, such as economic, time index (i.e., the hour of day and month), weather, and some random effects. Therefore ANN technologies have been prevailed for ELF since the 1990s, as it can easily construct a mapping between the factors and the electric load without specifying the functional form.
Considering the external factors are very difficult to be predicted reliably in most cases, models that do not rely on external factors, termed factors-independent models, are studied in this paper. Compared with factors-dependent models, factorsindependent models are more practical and robust, since they use only the historical load and avoids the negative effects by the forecasting errors of external factors. In factor, since the load's change reflects the variation of external factors to some extent, the historical load contains the information of the external factors. However, the factors-independent models have some shortcomings. Firstly, the factors-dependent models may outperform the factors-independent due to peeking into the future when accurate external factors are available [1] . Secondly, factors-independent models are lack of interpretation. The factors-independent models are unable to reveal how the external factors affect the load's change.
B. CHARACTERISTICS OF ELECTRIC LOAD AT DIFFERENT TIME SCALES
The city electric load is influenced by the macroscopic factors, which is assumed to vary smoothly for a short period of time. For example, the temperature is the most important factor to electric load, which in general keeps steady in a short time, i.e., one day, one week, even one month, but it can vary significantly between quarters. Consequently the profile of electric load is fluctuant in a long-term (quarters/years) and pseudo-stable in a medium-term (days/weeks/months). The daily load of Hangzhou and Toronto, shown in Fig. 1 and Fig. 2 respectively, clearly illustrate that the curves are non-stationary in the long run with a multi-modal pattern and fluctuate significantly, but they are much stable in the short range. DL will be deployed to model such complicated patterns.
C. PSEUDO-PERIODICITY
As stated above, the electric load is heavily influenced by multiple external factors. Therefore, the periodicity of the factors lead to the one of the electric load. Roughly, the electric load has a pseudo-periodicity of 7 days under the action of the days of the week. Nonetheless, this pseudo-periodicity varies due to many other factors, leading to a random variation on top of pseudo-periodicity of electric load as illustrated in Fig. 3 . Even though the load patterns are not exactly the same in all weeks, most patterns follow a similar trend. Furthermore, the electric load has a longer pseudo-periodicity of a year as shown in both Fig. 1 and Fig. 2 .
A great number of methods use the days of the week as independent variable to exploit the property of pseudoperiodicity, which increase the dimension of input and the complexity of the learning algorithms. Because the days of the week, as a nominal attribute will lead to sevendimensional input after one-hot encoding.
D. LONG-TERM DEPENDENCE
The daily load at the same date of different years of Toronto is shown in Fig. 4 , from which we can see that loads in FIGURE 5. Autocorrelation coefficients with lags less than two weeks. The shaded area represents the 95% confidence intervals, which is used to determine whether the autocorrelation coefficients is significantly different from zero.
successive years have similar behavior contours. For example, the growth trends of the three load curves throughout the whole year retain the similar shape, which implies the long-term dependence between electric load. As stated above, we wish to establish a model to connect the historical electric load with future one. Since the electric load has a longrange dependence, and some factors occur once in a year, like festival, holiday, and season, it is quite reasonable to utilize the load data with the same events, to predict the future load for this events, such as the Spring Festival and Mid-Autumn Festival in China. Hence, in contrast to VSLTF or SLTF, the historical electric load of the last few days may be inadequate to forecast the future electric load of the coming months.
It is well known that LSTM is suitable to extract the temporal long-range dependence. However, it will suffer from high time complexity and be difficult to converge when processing data of a long time range, i.e., one year. Other shallow ANNs such as multilayer perceptron (MLP) and SVR, are improper to employ a large number of loads as input, due to the limited capacity to make an iterative and multi-step prediction [34] .
E. HIGH CORRELATION OF LOADS IN SHORT-TERM
Intuitively, the electric loads during a short range are highly correlated due to the slight changes of the city dependency factors in short term, i.e., the city GDP. Therefore, we can evaluate the linear correlation between the electric load and its neighbors by calculating the autocorrelation coefficients (ACC) of the load series with lags less than two weeks. The ACC histograms of two datasets, shown in Fig. 5 , clearly show that the loads during two weeks are of high correlation. Specifically, the ACC of Hangzhou electric load with lags less than one-week are bigger than 0.9, showing that the contribution and information of historical load during a short period are homogeneous and repeated. As a result, CNN-like parameter sharing mechanism can be used to improve the efficiency of the DNNs by greatly reducing the parameters
IV. THE PROPOSED DEEP LEARNING ALGORITHMS
In this section, we will describe the proposed DL structures for STLF/MTLF in detail. At first, the mathematical problem of ELF is described. We denote the load series by {x t } N t=1 with the quasi-periodicity of T , where N is the total number of time series. We aim to construct a mapping between the historical electric load and the future one, i.e.,
where
is the historical load series, and N i is the length of the input load series.
represents the forecasting load series with N o being the length of the output load series. In the following, two DL forecasting methods are proposed to learn the functional relationship f (·) between the long-term historical electric load and the future load. For brevity, some notations are listed in Table 1 .
A. TIME-DEPENDENT CONVOLUTIONAL NEURAL NETWORK
The thought of TD-CNN is that CNN holds the strong capability of processing images, and that electric load of a day is highly correlated with that in few days before and after, and that in the same day of the weeks. In order to apply TD-CNN in ELF, we treat the electric loads as pixels of images and represent load series using a 2D image presentation. The structure of the proposed TD-CNN is illustrated in Fig. 6 , and the detail of the network is elaborated as follows.
1) Input Layer: The length of input load series N i is chosen to be long enough to cover several times of the quasi-periodicity T . Rearrange the series x = [x 1 , x 2 · · · x MT ] into a matrix as below.
2) Convolutional Layer (C-Layer): The parameters of the l-th layer convolutional kernel
ker ], where n
col is the kernel size shown in Equ. (3), s (l) is the step length, and n (l) ker is the number of kernels.
The kernel sizes at the first layer, n
col and n (1) row , are determined by the autocorrelation in a cycle and correlation between cycles, respectively,
where p i denotes the ACC at lag i, and p is the given threshold. In this paper p is set to 0.6. After the setting of the first layer kernel, the kernel size of C (l) l > 1 is set to be small, such as 2 × 1, 2 × 2, due to the shortterm strong correlation. Moreover the step length of all kernels is set to 1, and the number of kernels increases by twice for each additional layer. 3) Pooling Layer: Much different from the classic CNN methods, the pooling layer is removed in order to keep the precise features.
4) Fully Connected Layer (F-Layer):
The output of the last convolutional layer is flattened from a matrix to a vector, and then connected to a fully connected layer with a non-linear activation function. The proposed TD-CNN has the following characteristics.
• It can process the long-term historical data as input easily, i.e., the daily load of one year is rearranged to a small image with size of 53 × 7.
• The days of the week are fed as the input implicitly without increasing the dimension of the input.
• It exploits the space correlations of neighbors, including both the time-adjacent load and the loads with the same days of the week.
• The high correlation in short-term enables the weight sharing of kernel weights and the use of small convolution kernel, which can avoid excessive parameters and explosive computation resulted from the increase of layers [35] .
• The kernels filter the whole image once, so that the proposed predictor has the capacity of keeping longterm memory without suffering from vanishing gradient.
B. CYCLE-BASED LONG SHORT TERM MEMORY NETWORK
The structure of C-LSTM as well as the traditional LSTM are illustrated in Fig. 7 . The basic thoughts are i) to extract the time-dependence between sequences from the very long history and ii) to reduce the number of time steps for longterm input data. 1) Input Layer: Divide the series
into M groups continuously, and align them to a matrix with dimension of M × T as Eq. 2. VOLUME 7, 2019 FIGURE 7. Illustration of the proposed C-LSTM structure.
2) F-Layer 1: Put the data into an identical fully connected layer with one output node group by group. The output of the first hidden layer is shown as follows, recurrent is the number of nodes at the l-th recurrent layer. In this way, the time steps are reduced from MT to M compared with the classic LSTM algorithm.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed DL algorithms based on the two datasets described in Sub. III. We start by describing the datasets, and then follow the basic experimental settings and performance metrics. Finally performances of the proposed models are given.
A. DESCRIPTION OF DATASETS
The first dataset is the daily load of Hangzhou from January 2014 to March 2017. As shown in Fig. 1 , the daily load of Hangzhou is non-stationary and steadily rises over time. Moreover, there is a seasonal trough during the Spring Festival once a year and quasi-periodicity of seven days. Besides, the electric load behaves anomaly from August 2016 to November 2016 due to the 2016 G20 Hangzhou summit, when many industries were commanded to shut down.
The other dataset is the daily load of Toronto from May 2002 to July 2016, which is depicted in Fig. 2 . The curve is also non-stationary and has quasi-periodicity of seven days. 
B. EXPERIMENT SETTINGS
Considering the long pseudo-periodicity of data, the length of the input load series N i for all methods is chosen to be at least one year, here N i = 53 × 7 = 371 in all tests. For reference, we only choose the LSTM as a benchmark due to the following two considerations. On one hand, the LSTM is a widely used time series predictor with the state-of-the-art load forecasting performance. On the other hand, the fullyconnected networks (FCNs) will suffer the curse of dimensionality and explosive parameter caused by the long input loads. For example, if the vanilla MLP is used for MTLF and the number of hidden nodes is set to be one tenth of the length of inputs, the number of weights at the hidden layer will be up to 371 × 37 ≈ 10000, which requires huge load samples for training convergence. Besides, the shallow ANNs and SVR have limited capacity to make an iterative and multistep prediction [34] in MTLF. Some other key settings are listed below.
• TD-CNN: Considering the high correlation between series in a pseudo-period of 7 days for the two datasets, the size of kernel is 2 × 7 at first C-layer and 2 × 1 at the rest layers.
• C-LSTM: The series are divided into 53 groups, and the first F-layer is designed to have 7 input nodes and 1 output node, thus the R-layer has 53 time steps.
• LSTM: The inputs connect R-layer directly and the time steps of the R-layer is 53 × 7. Consequently LSTM has one layer less than C-LSTM and the rest configurations of LSTM are the same as C-LSTM. The parameters of three algorithms are listed in Table 3 . In the simulation, several length of the output, i.e., prediction periods N o are tested. If not mentioned specifically, all models are trained on eighty percent of data while tested on the remaining data. Moreover, the performance metrics are the training time and the mean relative error (MRE), defined as
|xt−xt| x t with x t being the true electric load andx t being the prediction. All experiments are conducted with a Nvidia p2000 GPU, Tensorflow r1.4, CUDA 8.0 and CuDNN 7.0.
C. SIMULATION RESULTS
Four experiments are implemented to verify the design of the proposed networks. Firstly, we test the proposed TD-CNN under different length of historical input to determine the duration of memory. Second, we conduct the proposed C-LSTM with linear and non-linear activation functions to explore the relationship between neighbors of cycle. At last, we evaluate the performance of two proposed networks for the STLF on the dataset of Hanzhou city and MTLF on the dataset of Toronto city. 1) Duration of memory. We test the proposed TD-CNN algorithm under several input lengths, to forecast the future load with prediction period of 7 days. The results are listed in Table 3 , which are intuitive since longer input can reveal more historic information, and validate the existence of long-term dependence. Besides, increasing the length of input will decrease the training time of experiment due to the longer input decreasing Table 3 . Since similar performances are observed among these functions, the linear function is adopted in the subsequent experiments for simplicity. 3) STLF on the Hanzhou dataset. In order to provide sufficient samples, the dataset of Hanzhou is only used for STLF, which has about 600 training samples and about 150 testing samples. Experiments are implemented for two prediction periods, one week and two weeks.
• The MRE of training and testing, as well as the training time of the proposed methods are listed in Table 4 , from which we can see that the testing MRE of all algorithms are almost on the same orders of magnitude. For example, the MRE of testing for one week is around 3% and that for two weeks is around 4%. However, the training time of the proposed methods is much less than that of LSTM, specifically the training time of LSTM is four to five times longer than the TD-CNN, and two to three times higher than the C-LSTM. It is intuitive that testing MRE increases with the prediction period N o . At the same time, the training time decreases as the prediction period increases. This is because the longer length of the output cause the less number of training samples when the total length of the time series is fixed.
• Besides the randomly selected twenty percent of data, three special prediction periods are also tested including the Spring Festival 2016, the VOLUME 7, 2019 Mid-May Festival 2016 and the November, 2016. Specifically, the data of 28 days including the 14 days before and 13 days after the festival are chosen for the first two prediction periods, and the loads durig Nov. 1 to Nov. 28 are used directly when no special event happens. As illustrated in Fig. 8-Fig. 10 , all algorithms have a good predictive performance on three prediction periods of time, although the load behaviors of the three prediction periods of time are quite different. The results verify that the DNN is capable of modeling the complicated patterns of electric load. However, all algorithms fail to model the sharp change as shown in Fig. 9 , where a sharp fall appears on day 15 and then follows a sharp increase after that.
4) MTLF on the Toronto dataset.
The dataset of Toronto is applied for MTLF with about 4000 training samples and about 1000 testing samples. Three prediction periods, including one month, half year and one year are tested. • Simulation results are listed in • Similar to the STLF, the electric load of year 2015 is taken to visualize the prediction results for all algorithms with different N o . As shown in Fig. 11-Fig. 13 , all algorithms can predict the trends of load well, but the forecasting performance degrades as the range increases. Moreover, the performance is obviously worse during July to September than other prediction periods, and becomes worse with the increase of N o . Since there are three big peaks in summer, which are more unsteady than usual, it is more difficult to predict accurately in general. Specifically, the proposed methods can model the three big peaks forprediction period of one month in Fig. 11 but fail for prediction period of one year in Fig. 13 , while the LSTM is unable to handle the changes that occur at the summer for all N o . In addition, all algorithms have a good performance except at the summer, which demonstrates the learning capacity of DNN.
VI. CONCLUSIONS
In this paper, we proposed two forecasting models, TD-CNN and C-LSTM for STLF and MTLF only using the historical electric load. By fully exploiting the characteristics of load patterns and taking advantage of the correlation between loads, the predictors are designed to be capable of processing the loads over a long-range time. Four experiments are conducted to choose the key parameters of the DL structures and evaluate the performance of STLF/MTLF. The experiment results on the duration of memory indicate long-term dependence of the load, which explains the importance of the long historical data in MTLF. Moreover, the STLF and MTLF simulation results show that our models outperform the reference LSTM with lower time complexity, and the performance gaps increase as the prediction period increases. 
