State space sets with common optimal feedback laws for nonlinear MPC by Mitze, Ruth et al.
ar
X
iv
:2
00
9.
04
18
7v
1 
 [m
ath
.O
C]
  9
 Se
p 2
02
0
State space sets with common optimal feedback laws for
nonlinear MPC
Ruth Mitze, Raphael Dyrska, Kai Ko¨nig and Martin Mo¨nnigmann
Automatic Control and Systems Theory, Dep. of Mechanical Engineering,
Ruhr-Universita¨t Bochum, 44801 Bochum, Germany.
E-mail: ruth.mitze@rub.de, raphael.dyrska@rub.de, kai.koenig-h4d@rub.de and martin.moennigmann@rub.de
September 10, 2020
Abstract
In model predictive control (MPC), an optimal
control problem (OCP) is solved for the current
state and the first input of the solution, the
optimal feedback law, is applied to the system.
This procedure requires to solve the OCP in every
time step. Recently, a new approach was suggested
for linear MPC. The parametric solution of a linear
quadratic OCP is a piecewise-affine feedback law.
The solution at a point in state space provides an
optimal feedback law and a domain on which this
law is the optimal solution. As long as the system
remains in the domain, the law can be reused and
the calculation of an OCP is avoided. In some
domains the optimal feedback laws are identical.
By uniting the corresponding domains, bigger
domains are achieved and the optimal feedback
law can be reused more often. In the present
paper, we investigate in how far this approach
can be extended from linear to nonlinear MPC,
we propose an algorithm and we illustrate the
achieved savings with an example.
Key words: Nonlinear Model Predictive Control
(NMPC), Regional MPC, Constrained Control
1 Introduction
The ability of model predictive control (MPC)
to consider constraints directly in the formulation
makes MPC a favorable control scheme for many
systems. However, MPC is computationally de-
manding because the optimal feedback law is cal-
culated by periodically solving an optimal control
problem (OCP) on a receding horizon. An entire
field of research focusses on the reduction of the
computational effort.
Regional MPC approaches intend to reduce the
computational effort by reducing the number of
OCPs that are solved. Most publications focus on
the linear case [5, 6, 7, 2] and exploit characteris-
tics of the parametric solution of the OCP which
is a piecewise-affine feedback law [1, 13]. It is the
central idea of regional MPC to reuse the optimal
feedback law of the previous state if the current
state is located in the same region as the previous
state. In contrast to explicit approaches [1, 14, 4],
regional MPC approaches do not require the para-
metric solution itself. It has been shown in [11] that
regional MPC approaches can be extended to the
nonlinear case.
Recently, a regional MPC approach was pre-
sented for linear MPC. The approach exploits that
in some regions of the piecewise-affine feedback law,
the same optimal feedback law applies. It presents
a simple criterion for detecting if the current state
is part of a region with the same optimal feedback
law as the previous state [8]. This enables reusing
the optimal feedback law of the previous state more
often and therefore to avoid solving an OCP more
often. In contrast to other approaches [3, 9, 10], it
does not require an explicit solution.
It is the purpose of the present paper to extend
the approach from [8] from the linear to the nonlin-
ear case. We proceed analogously to the linear case
and identify subsets of active sets that already de-
fine the optimal feedback law. Any optimal active
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set that contains such a subset will then identify the
same optimal feedback law as the subset. Then, we
present an approach that reduces the number of
solved OCPs for nonlinear MPC. Due to the limi-
tations that arise caused by the nonlinearities, the
proposed approach is different from the approach
from [8] and requires offline calculations. Finally,
the approach is illustrated with an example.
This paper is structured as follows. Section 2
introduces the class of nonlinear optimal control
problems treated here. Section 3 describes state
space sets with common feedback laws. Implemen-
tational aspects and an example are discussed in
Sects. 4 and 5, respectively. Brief conclusions are
given in Sect. 6.
Notation
For any M ∈ Ra×b and any ordered set M ⊆
{1, ..., a} let MM ∈ R
|M|×b be the submatrix of
M containing all rows indicated by M.
2 Problem statement and pre-
liminaries
Consider a discrete-time system
x(k + 1) = f(x(k), u(k)), k = 0, 1, . . . (1)
that must respect constraints of the form
u(k) ∈ U ⊆ Rm, x(k) ∈ X ⊆ Rn, k = 0, 1, . . .
with input variables u(k) ∈ Rm, state variables
x(k) ∈ Rn, and a nonlinear function f : Rn×Rm →
R
n. We assume f is twice continuously differen-
tiable, f(0, 0) = 0 holds, and U and X are compact
full-dimensional polytopes that contain the origin
in their interiors.
The optimal control problem (OCP) treated in
the present paper reads
min
U,X
x(N)TPx(N) +
N−1∑
k=0
(
x(k)TQx(k) + u(k)TRu(k)
)
s.t. x(k + 1) = f(x(k), u(k)), k = 0, ..., N − 1
u(k) ∈ U , k = 0, ..., N − 1
x(k) ∈ X , k = 0, ..., N − 1
x(N) ∈ T ,
(2)
where U =
(
uT (0), ..., uT (N − 1)
)T
∈ RNm and
X =
(
xT (1), ..., xT (N)
)T
∈ RNn collect the in-
puts and states, respectively, the initial state x(0)
is given, Q,P ∈ Rn×n and R ∈ Rm×m, with
Q,P,R ≻ 0 are the usual weighting matrices,
N ∈ N is the horizon, and T ⊆ X is the termi-
nal set.
We assume the set U is defined by a finite num-
ber of halfspaces. Let qU denote the number of
halfspaces that bounds U . Furthermore, let q and
Q = {1, ..., q} refer to the total number of con-
straints in (2) and their index set, respectively.
By substituting (1) into (2), the OCP (2) can be
stated in the form
min
U
V (x(0), U)
s.t. G(x(0), U) ≤ 0.
(3)
The KKT-conditions that solve (3) read
∇U
(
V (x(0), U) +
q∑
i=1
λiGi(x(0), U)
)
= 0,
λiGi(x(0), U) = 0, i = 1, ..., q,
Gi(x(0), U) ≤ 0, i = 1, ..., q,
λi ≥ 0, i = 1, ..., q,
(4)
where λ ∈ Rq denotes the Lagrangian multipli-
ers. Let F refer to the set of initial states x(0)
such that (4) has a solution. For any x(0) ∈ F ,
let U⋆(x(0)), λ⋆(x(0)) denote the optimal solution
to (4), U⋆ : F → RNm, λ⋆ : F → Rq. We call
U⋆(x(0)) the optimal control law.
In model predictive control, problem (3) is solved
in every time step for the current state x(0)
and the first input of the optimal control law
U⋆{1,...,m}(x(0)) is applied to system (1). We call
the first input of the optimal control law the opti-
mal feedback law
u⋆(x(0)) := U⋆{1,...,m}(x(0)),
where u⋆ : F → Rm.
We state an important fact about the solution
structure in Proposition 1 below. As preparation,
we introduce the following sets.
For any x(0) ∈ F , let A(x(0)) and
I(x(0)) refer to the optimal active set
A(x(0)) = {i ∈ Q|G(x(0), U⋆(x(0))) = 0} and the
corresponding inactive set I(x(0)) = Q\A(x(0)).
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The sets W(x(0)) and S(x(0)) refer to the
sets of weakly active constraints W(x(0)) =
{i ∈ A(x(0)) |λ⋆i (x(0)) = 0} and strongly active
constraints S(x(0)) = A(x(0))\W(x(0)), respec-
tively. We often drop the argument x(0) for
brevity.
We say an active set A exists for the problem (3)
if A appears as the active set for an x(0) ∈ F .
With the sets just introduced, (4) can be ex-
pressed as
∇U
(
V (x(0), U) +
∑
i∈A
λiGi(x(0), U)
)
= 0,
GA(x(0), U) = 0,
λI∪W = 0,
GI(x(0), U) < 0,
−λS < 0.
(5)
We denote the left-hand side of the equality and in-
equality constraints in (5) with FAeq(U, λ, x(0)) and
F
A,W
ineq (U, λ, x(0)), respectively.
Proposition 1 ([11, Prop. 1, Lem. 2]). Con-
sider an active set A such that a solution to
FAeq(U, λ, x(0)) = 0 exists. Let the solution be de-
noted (Usol, λsol, x(0)sol).
If
∂FA
eq
(U,λ,x(0))
∂(UT ,λT )T |sol has full rank, then
FAeq(U, λ, x(0)) = 0 implicitly defines U
⋆(x(0))
and λ⋆(x(0)) for those x(0) on a region R(A),
R(A) =
{
x(0) ∈ Rn | FA,∅ineq(U, λ, x(0)) < 0
}
.
It follows from Prop. 1 that an active set that
satisfies the conditions in Prop. 1 implicitly defines
the optimal control law U⋆ for all states x(0) ∈
R(A).
3 State space sets with com-
mon optimal feedback laws
In this section we derive a condition under that a
subset of an active set defines the optimal feedback
law u⋆. It follows that every active set with the
same subset defines the same optimal feedback law.
We assume the constraints in (2) are ordered such
that the input constraints on u(0) appear first,
u(0) ∈ U ,
...
. (6)
Let the constraint order (6) be preserved in the
constraints in (3).
Lemma 2. Consider (3) and assume the con-
straints are ordered as in (6). Then, the constraints
from (3) can be stated in the form(
G˜ · u(0)− w˜
G{qU+1,...,q}(x(0), U)
)
≤ 0, (7)
with G˜ ∈ RqU×m and w˜ ∈ RqU .
Proof. The first constraint in (6) is
u(0) ∈ U .
By assumption, U is a polytope and bounded by
qU halfspaces. Therefore, the first qU rows of
G(x(0), U) are linear and only depend on u(0).
They can be expressed in the form
G˜ · u(0) ≤ w˜.

Consider an arbitrary active set A that exists
for (3). Let A˜ contain the indices that are active
in the first rows of (7),
A˜ := A ∩ {1, ..., qU}. (8)
With Lem. 2, the constraints that correspond to
the active set A˜ are
G˜A˜ · u(0)− w˜A˜ = 0. (9)
If (9) already determines the optimal feedback law
u(0), then this is the optimal feedback law for all
active sets A′ that exist for (3) and satisfy
A′ ∩ {1, ..., qU} = A˜.
We summarize these active sets in the set
M(A) = {A′ ⊆ Q |A′ ∩ {1, ..., qU} = A ∩ {1, ..., qU}} .
It follows that the same optimal feedback law ap-
plies to the union of regions
Γ(A) =
⋃
A′∈M(A)
R(A′). (10)
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We point out that this equality only holds for the
first entry of the optimal control law, the opti-
mal feedback law u(0). Of course, the control law
u(0), ..., u(N−1) might differ for each region R(A)
in (10). We summarize the explanations given so
far in the following proposition.
Proposition 3. Consider an arbitrary active set
A that exists for (3) and assume the constraints
are ordered as in (6). Let A˜, G˜ and w˜ be defined
as in (8) and (2).
If |A˜| = m and if G˜A˜ has full rank, then
u⋆ = G˜−1
A˜
· w˜A˜ (11)
is the optimal feedback law for all x ∈ Γ(A), where
Γ(A) is as in (10).
Proof. The constraints can be formulated as in (7),
since the assumptions for Lem. 2 hold. All con-
straints i ∈ A hold with equality and A˜ ⊆ A, there-
fore (9) holds, with G˜A˜ ∈ R
|A˜|×m and w˜A˜ ∈ R
|A˜|.
By assumption, G˜A˜ has full rank and is a square
matrix, because |A˜| = m. Hence, the inverse G˜−1
A˜
exists. Reformulating (9) results in
u(0) = G˜−1
A˜
· w˜A˜ (12)
which provides (11). It follows that under the
stated assumptions the active constraints A˜ define
the optimal feedback law u(0).
For all x ∈ Γ(A) holds A˜ ⊆ A (10) which im-
plies (9). Therefore, the optimal feedback law (12)
is the optimal feedback law for all x ∈ Γ(A).
4 Implementational aspects
Proposition 3 may show that regions with common
optimal feedback laws also exist for the nonlinear
case. The criterion for that is similar to the cri-
terion for the linear case [8, Prop. 1, Lem. 3]. It
is an obvious question whether the regional MPC
approach for the linear case from [8, Sect. 4] can be
transferred to the nonlinear case similarly.
The approach presented in [8, Sect. 4] determines
regions in state space with common optimal feed-
back laws online. In the linear case, the regions
are polytopes [1, Sect. 4.1]. The computational
effort to calculate the polytope defined by an ac-
tive set is relatively small, it only comprises matrix
operations (see e.g. [5, Lem. 2]). In the nonlinear
case, the regions are bounded nonlinearly. Without
giving details we claim the computational effort to
calculate the region defined by an active set is rel-
atively high. Therefore, calculating those regions
online is not an option. Instead, we suggest deter-
mining the regions with common optimal feedback
laws offline. This requires to calculate those regions
that are defined by active sets A such that for their
subset A˜ (8) holds |A˜| = m, and G˜A˜ has full row
rank (see conditions in Prop. 3).
Regions defined by active sets with the same
subset A˜ are then united and for each of those
unions, the optimal feedback law u⋆ is determined
with (11). Further, each union is underestimated
by one or more ellipsoids E of the form
E =
{
x ∈ Rn | (x− xC)
TE(x − xC) ≤ 1
}
, (13)
with E ∈ Rn×n where xC ∈ R
n denotes the center
of the ellipsoid. Finally, all pairs consisting of the
ellipsoid and the corresponding optimal feedback
law (E , u⋆) are collected in the set S.
The online part of the approach is shown in
Alg. 1. It exploits that the optimal feedback law
u⋆ is known for all states that are an element of
an ellipsoid E . The algorithm tests if the current
state is part of one of the ellipsoids (lines 2,3) and,
if appropriate, the optimal feedback law is set to
the optimal feedback law that corresponds to that
specific ellipsoid (line 4). The OCP is only solved
otherwise (line 6).
Algorithm 1: NMPC using predefined regions
with corresponding optimal feedback laws
1 Input: current state x(0), S (determined
offline)
2 for every (Ei, u
⋆
i ) ∈ S do
3 if x(0) ∈ Ei then
4 set u⋆(x(0)) = u⋆i
5 if u⋆(x(0)) is undefined then
6 solve (3) for u⋆(x(0))
7 Output: u⋆(x(0))
The fact that the united regions were underesti-
mated by ellipsoids lowers the performance of the
proposed algorithm because fewer states are iden-
tified to be part of a region with known optimal
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feedback law u⋆. The underestimation is necessary
to keep the computational effort for the member-
ship test in line 2 low, solving simple inequalities is
sufficient to test whether a state is part of an ellip-
soid (13). This is essential because in case none of
the ellipsoids applies we still solve the OCP (line 6).
Note that the underestimation does not affect the
optimal feedback law which is the output of Alg. 1.
5 Example
In this section, we illustrate Prop. 3 and the ap-
proach presented in Sect. 4 with the following ex-
ample.
Example 4. Consider the system [12, Sect. VIA,
C2]
x(k + 1) =
(
x1(k) + u(k)
bx2(k) + u(k)
3
)
,
with |u(k)| ≤ 1, T ={
x(k) ∈ R2|x(k)TPx(k) ≤ α
}
, Q = I2, R = 1
and N = 3, where I denotes the identity matrix,
b = 0.9, P =
(
4 0
0 10.53
)
and α = 1.1. The
feasible set for this example is shown in Fig. 1.
It was generated by determining the solution for
a finite number of states x(0) and consists of 26
different optimal active sets.
Figure 1: Feasible set for Example 4. Different
colors indicate states with different optimal active
sets.
For Example 4 the sets A˜ such that the condi-
tions in Prop. 3 hold result A˜ = {1} and A˜ = {2}.
The corresponding optimal feedback laws with (11)
are u⋆ = −1 and u⋆ = 1, respectively. In this ex-
ample, seven different optimal active sets in the
solution contain the subset {1} and seven contain
the subset {2}. Fig. 2 shows all states such that
the optimal active set contains the subsets {1} and
{2} by blue and red color, respectively, states such
that the optimal active set does not contain any of
these subsets are shown in black. With Prop. 3,
all optimal active sets that contain the subsets {1}
and {2} define the optimal feedback laws u⋆ = −1
and u⋆ = 1, respectively.
Figure 2: Feasible set for Example 4. For states
that are illustrated by blue and red color, the op-
timal feedback law is u⋆ = −1 and u⋆ = 1, re-
spectively. Ellipsoids underestimate blue and red
regions.
The red and blue regions in Fig. 2 are underes-
timated with two ellipsoids each. The proportion
of the ellipsoids on the feasible set is 43.7%. Thus,
for 43.7% of the states x(0), Alg. 1 sets the optimal
feedback law to a predefined value and no OCP is
solved.
Fig. 3 illustrates a sample closed-loop trajectory.
For all states that are included in an ellipsoid (white
circles), the optimal feedback law is known and no
OCP is solved (lines 3, 4 in Alg. 1). For all states
that are not part of an ellipsoid (light red triangles),
an OCP is solved to determine the optimal feedback
law (lines 5, 6 in Alg. 1). Note that the third state
of the trajectory is part of the blue region where
the optimal feedback law is known, but it is not
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part of an ellipsoid. Therefore, an OCP is solved
for this state.
Figure 3: Detail of Fig. 2 with closed-loop tra-
jectory that results for x(0) = (3, 4)T for Exam-
ple 4. Trajectory states that are part of an ellipsoid
are marked with white circles, all other states are
marked with light red triangles.
6 Conclusion
We presented a criterion for detecting when a sub-
set of the optimal active set defines the optimal
feedback law. It follows that active sets that con-
tain the same subset define the same optimal feed-
back law. We used the criterion and proposed an
algorithm to reduce the number of OCPs that are
solved. The online reduction was illustrated with
an example, the calculation of an OCP was avoided
for more than 40% of the states. A drawback of
the approach presented in this paper is its required
offline effort. The approach requires to calculate,
unite, and underestimate regions with common op-
timal feedback laws offline. This limits the ap-
proach to low complexity problems.
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