Internal and structural variability in global urban climate projections in CMIP6 by Zhang, Yiwen
© 2021 Yiwen Zhang





Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Environmental Engineering in Civil Engineering
in the Graduate College of the
University of Illinois Urbana-Champaign, 2021
Urbana, Illinois
Adviser:
Assistant Professor Lei Zhao
ABSTRACT
Climate change is projected to impose substantial impacts and climate-driven threats to urban
areas. Effective development decisions and local actions to manage these risks rely on robust cli-
mate projections that are specific to built landscapes. A robust modeling framework to address
uncertainty in local- or regional-scale climate change should include the roles of internal variabil-
ity, model parametric and structural uncertainty, and scenario uncertainty. Quantitative attributions
of the structure of these uncertainties have been typically done for non-urban surfaces at regional
scales using multi-modeled (e.g. Coupled Model Intercomparison Project) grid cell means. Such
analysis for local-scale urban areas, however, has never been achieved due to the near-universal
lack of physical-based urban land parameterization in the state-of-the-art Earth system models
(ESMs). This study assesses such variability structure through a novel multi-model urban emula-
tor framework. I built a credible XGB-based urban climate emulator by utilizing the Community
Earth System Model (CESM) simulation results. The emulator was then applied to 22-26 CMIP6
models to generate urban climatic responses under four SSPs. The structural variability was ob-
tained by combining emulated results from different CMIP models, and the internal variability
was assessed using the CESM-LE (large ensemble) simulations. Results show that there is an ob-
vious structural variability of urban temperature change across CMIP models, ranging from 2-6
K, which aligns with that of background temperature change and increases with time. The struc-
tural variability of both urban and background temperature change also varies geographically and
seasonally, and has a similar pattern with each other, with the Eurasia region demonstrating higher
variability in both summer and winter. The internal variability of urban temperature change across
CESM members with a magnitude of approximately 1.5 K, on the other hand, is consistent over
the timescale of a century, which also differs slightly in different regions and seasons, and accords
with the background temperature variability.
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1.1 Global climate change and urban climate studies
The earth’s climate has been changing throughout its history due to natural causes such as solar
variations and volcanic eruptions. The sun impacts our climate since the main source of energy
on Earth comes from solar radiation. Solar fluctuations have been involved in generating climatic
changes in long timespans, such as the Medieval Warm Period (900–1400 A.D.) and the Little
Ice Age (1500–1800 A.D.) [1]. Shifts in the earth’s orbit change the amount of incoming solar
radiation, and lead to glacial–interglacial cycles, which alternate with a frequency of approximately
100,000 years [2]. These changes only show up over thousands of years due to the slowness of
orbital shifts. The most significant impact of volcanic eruptions on the earth’s climate is the release
of sulfur dioxide, which forms sulfate aerosols that help cool the atmosphere [3]. This effect is
strengthened by other types of dusts and ashes that are pumped out by volcanoes and live over a
shorter time scale.
These natural causes still exist and influence the climate system today, but none of them is
substaintial enough to explain the observed trend of climate change in recent decades, which can
only be accounted for by anthropogenic factors. The globally averaged temperature has risen by
0.85 °C with a 90% confidence interval from 1880 to 2012; CO2 is accumulative in the atmosphere,
which has resulted in ocean acidification; The polar ice sheets are losing mass at a larger rate;
Global mean sea level has risen by 0.19 m from 1901 to 2010 [4]. It is extremely likely that
the dominant source of these climatic changes is the increasing anthropogenic greenhouse gas
emissions including CO2, methane and nitrous oxide, and other anthropogenic forcings. Changes
in climate influence both natural and human systems in various ways. The structure and function
of ecosystem have been modified [5]. Up to one-half of the global land appears highly vulnerable
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to biome changes, with temperate mixed forest and others showing the most vulnerability [6].
Changes in precipitation has led to an increase of stream discharge in some regions while decrease
in others [7, 8]. Moreover, the frequency of extreme events is likely to exacerbate under climate
change [9]. Warming is expected to increase the number of hot days and nights, and cause more
evaporation that aggravates droughts [10].
The most pronounced influences of climate change on human beings happen in cities. The
rapid progress of urbanization has brought more urban dwellers and land use changes, which lead
to various climate change impacts [11]. Urban areas now host 55% of the world’s population,
the proportion of which is expected to increase to 68 % by 2050 [12]. Studies have revealed
many urban climate-related environmental problems that threaten the health of urban residents.
Urban Heat Island (UHI), a phenomenon characterized by higher temperatures within cities than
surroundings [13], has been extensively researched [14–16]. UHI can also synergize with heat
waves and pollution to impose greater morbidity and mortality risks [17–19]. Flooding, which is
among the most harzardous natural disasters, is more severe in urban areas [20]. Urban energy use
is another big concern in the context of climate change [21]. It is critical to establish sustainable
energy systems that are able to accommodate the every-increasing population as well as reduce
greenhouse gas emissions. Not only do cities contribute to global climate change through human
activities, but they also bear its effects in an amplified way, which makes urban climate studies
critical.
1.2 Process-based modeling in climate research
Process-based models are crucial tools for addressing climate change at multiple scales. A
process-based model is defined as the mathemetical representation of fundamental processes that
drive the earth’s climate. Such models usually include a massive amount of ordinary or partial
differential equations that describe these processes as a function of principles and rules to the best
of our knowledge of the system. Global climate models or general circulation models (GCMs) and
earth system models (ESMs) are models of such type, which serve as important tools for improving
our understanding of climate behavoirs and estimating climate states over various temporal and
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spatial scales. They facilitate the climate sensitivity analysis to determine the influence of different
climate features on the climate system. They can also be applied in diagnosis (attribute certain
climate changes to anthropogenic causes such as CO2 emissions) and prognosis (projecting future
climate such as global warming trends).
Through solving mathematical equations dynamically, GCMs can mimic the interactions be-
tween major components of the climate system, such as the ocean, land surface, atmosphere and
sea ice. For example, the ocean components in these models simulate the mixing and current
movement of the sea, and they play an essential role because the ocean is where the majority of
heat and carbon is stored. The atmospheric components simulate the broad-scale atmospheric dy-
namics and the transport of heat and water through cloud processes. The land surface components
are responsible for representing surface characteristics such as vegitation and water body, and the
biophysical and biogeochemical interactions between the land and lower atmosphere. In these
models, the globe is divided into a number of three-dimensional grid cells, the amount of which
depends on the computational power and the purpose. Each grid cell has a unique coordinate that
is defined by its latitude, longitude and height. In this way, GCMs are able to mimic the exchange
of fluxes throughout the earth by feeding outputs from one grid cell as inputs to its neighbors.
There are an increasing number of GCMs developed over time and as our understanding of the
climate improves. These models represent the processes in varied parameterization schemes, but
they generally share basic physical principles that govern the climate system.
1.3 Data-driven statistical modeling
Recent efforts on applying data-driven statistical modeling method, specifically machine learn-
ing (ML), to earth sceince research offer alternative methodology than process-based modeling.
ML is a technique in computer science that makes data-driven decisions or predictions with mini-
mal human intervention. It is capable of extracting information and insights from vast amounts of
data. Some commonly seen methods in the ML domain include linear regression, decision tree and
random forest, K-means clustering, support vector machine (SVM) and neural network (NN), with
many variations that make them even more powerful. For example, a decision tree model consists
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of leaf nodes and branches. In a classification task, input features are classified at each leaf node
through tests, and then passes down to leaf nodes at other levels through branches. Therefore, each
branch represents a unique combination of classification rules that lead to the output, which is the
class label. It can also be used in regression tasks to predict numbers rather than classes. Random
forest comprises a large number of independent decision trees. In regression, each tree predict a
number, and the ensemble average number of all trees is the final output of the model. Random
forest algorithm usually achieves higher predictability because of the power of many relatively
independent trees operating as an ensemble.
ML methods have been widely applied in climate research. For instance, there has been an
increasing number of implementations of ML in estimating and forecasting air pollution concen-
trations, among which ensemble learning and linear regression are more suitable for the former
task, and NN and SWM are efficient for the latter [22]. Huntingford et al. reviewed climate
change research employing ML [23], which covers downscaling GCM precipitation fields for im-
pact assessment with kernal regression[24], using SVM and artificial neural network (ANN) to
model aboveground biomass with climate change [25], etc.
1.4 Statistical and dynamical downscaling in urban areas
One commonly seen method of obtaining urban climate predictions are statistical or dynamical
downscaling, which derives local-scale information of interest from low-resolution meteorology
[26]. Statistical downscaling tries to find the statistical relationship between local-scale climate
observations and large-scale meteorology, and use this relationship to procure future regional pre-
dictions. It generally involves two steps. First, the statistical relationships between large-scale
forcings and local climate variables are developed. Second, such relationships are applied to sim-
ulate local climate responses from low-resolution meteorology. Statistical downscaling is compu-
tationally efficient, and thus has been used widely in the community. Fan et al. applied statistical
downscaling to estimate future scenarios of indices of summer temperature extremes in northen
China [27]. The method has also been applied in many local temperature and precipitation studies
in Scandinavia, with a focus on linear techniques [28]. However, statistical downscaling is limited
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in that it may not well capture relationships not presented in historical data and the derived statis-
tical relationship based on observations may not be valid outside of the training region and/or in a
changing future climate..
Dynamical downscaling, on the other hand, utilizes high-resolution regional climate models
(RCMs) driven by boundary conditions as an output of GCMs. RCMs and GCMs are concenptu-
ally similar in that they both represent the governing dynamical and physical processes of the
climate system. They differ in parameterizations because of different resolutions for their par-
ticular purposes. GCMs are designed for investigating global climates, whereas RCMs are for
regional climates. RCMs are based on physical atmospheric and land surface processes, and thus
can dynamically resolve large-scale climate to local-scale one. Using the Weather Research and
Forecast (WRF) model coupled to an urban canopy model (UCM) and dynamically downscaling
three GCMs for an ensemble average result, Kusaka et al. projected climate responses for August
2070 in the three largest urban areas in Japan [29]. Coupling the urban boundary layer climate
model (UrbClim) to 11 GCMs, Lauwaet et al. evaluated UHI of eight cities on three continents
[30].
Although both used to increase the spatial resolution of global climate projections, the two
methods are not exactly interchangable in that they are associated with different characteristics. In
dynamical downscaling, since physical principles are involved, individual variables are internally
and physically consistent with each other. Such principles in RCMs align with what are used in
GCMs. It also requires no specific calibration data. Despite its advantages, dynamical downscaling
is computationally expensive and time consuming because of the complexity of RCMs, which
hinders its application on a larger scale. Spurious effects can occur near the boundary of RCMs,
and the biases of RCMs themselves are added to the output. Statistical downscaling, on the other
hand, demands far less computational resources, and is flexible because of the various methods
available. Many statistical downscaling processes also include bias correction. However, this
approach assumes a temporally stationary relationship, which is not the reality and is very likely
to cause biases in the output. In addition, since a calibration dataset is needed in this process,
any quality problems of such data will be transferred to the final output, and therefore statistical
downscaling is quite demanding in the data quality.
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1.5 Structure of climate uncertainty
What is of equal importance as the above-mentioned climate studies, if not more, is understand-
ing and characterizing uncertainty in climate projections for developing mitigation and adaptation
strategies. As decision makers seek quantitative climate predictions that play a major role in Inter-
governmental Panel on Climate Change assessment reports [4], it is essential to realize that such
predictions are subject to large uncertainties, which include three main sources, namely scenario
uncertainty, model parametric and structural uncertainty, and internal variability [31, 32]. Studies
on the uncertainty of climate predictions have previously been done for non-urban surfaces.
Scenario uncertainty is due to our lack of understading of future external factors. Such uncer-
tainty is vital to climate change research and impact assessment because it helps multiple stake-
holders understand and prepare for a range of possible futures. It also reflects climatic conse-
quences of near-term decisions, and thus guides the evaluation of response options under different
future climates. The most important role might be that it facilitates the collaboration among dif-
ferent communities by providing a common basis for comparison and discussion [33]. Scenarios
are developed to describe future anthropogenic drivers such as greenhouse gas (GHG) emissions
and aerosols, land use change, and socioeconomic developments. They have long been addressed
in climate models. In the early work of the Intergovernmental Panel on Climate Change (IPCC),
SA90, IS92 and SRES were used [34]. Following that was the Representative Concentration Path-
ways (RCPs) parameterized in the Coupled Model Intercomparison Project (CMIP) Phase 5. RCPs
are a set of four pathways (RCP2.6, RCP4.5, RCP6, and RCP8.5) that depict emissions of GHG
and air pollutants and land use, and are named according to the consequent range of the radiative
forcings of 2.6, 4.5, 6.0, and 8.5 W/m2 respectively by year 2100 [35]. They were developed based
on the existing literature and are reprensentative of the total literature. The term ’reprensentative
of the total literature’ means that the RCPs, as a set, should align with the full range of scenar-
ios in the current scientific literature, from extreme scenarios to intermediate scenarios [35]. In
the Scenario Model Intercomparison Project (ScenarioMIP) within CMIP Phase 6 (CMIP6), the
Shared Socioeconomic Pathways (SSPs), which are based on various pathways of societal devel-
opment, are incorporated in conjunction with RCPs. SSPs comprise five alternative futures of
socio-economic developments (SSP1-5) that quantify key elements including urbanization, popu-
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lation and economic growth in the absence of climate change [33, 36]. The combination of SSPs
and RCPs is the first comprehensive application of the scenario matrix proposed by Vuuren et al
[37]. Illustrations of future scenarios in CMIP6 are shown in Figure 1.1.
Figure 1.1: Future scenarios in CMIP6 reproduced from [33, 36]. Designs of CO2 emissions
(top left), CO2 concentration (top right), total anthropogenic radiative forcing (bottom left) and
temperature change (bottom left) in the scenarioMIP are shown. Areas in grey represent the range
of scenarios in the database for the IPCC Fifth Assessment Report.
Structural uncertainty arises because climate models represent and parameterize climate pro-
cesses differently, and thus respond to the same scenario differently. It is a result of limited knowl-
edge on the climate system, especially cloud processes and convection [32]. It tend to increase
with greater model complexity. While many processes are parameterized based on existing theo-
ries (such as laws of thermodynamics) that are proven, there are values chosen circumstaintally.
In addition, model builders have to make choices for their purposes what processes to include and
how to parameterize them because the real climate system is too complex for any single model to
describe it in every detail. Therefore, choices made are partly subjective. Multi-model ensemble
projections, which is defined as a set of simulations produced by structurally varied models, are
used to address such uncertainty [38]. There are justifications for using the multi-model average
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response to estimate the forced climate signal since it is more reliable than the response of any sin-
gle model, because model errors tend to cancel if choices are made independently for each model
[39]. This unweighted averages are often used in the IPCC report as the best case of future climate
projections. Zebaze et al. [40] assessed the performance of the multi-model mean (MMM) of
28 CMIP5 models in simulating historical temperature and precipitation in Africa by comparing
with observations. They reported that the CMIP5 MMM is reliable for capturing the climatolog-
ical mean features over Africa. However, it fails to represent the historical trends, which shows
potential systematic biases in the multi-model ensemble.
Internal variability occurs because of the non-linearity of the climate system and its dynamical
processes, which is intrinsic and cannot be eliminated. Although atmospheric memory only lasts
for several weeks, it exhibits the characteristic of long-term variability. The modeled climate sys-
tem is highly sensitive in nature and may respond very differently given a minimal perturbation
of some input atmospheric variables (e.g. temperature, humidity). This can sometimes obscure
the implications of climate models since it is hard to separate the internal variability from an-
thropogenic climate change. For example, natural phenomena such as the Interdecadal Pacific
Oscillation have dramatically changed the rate of warming in many parts of the world [41]. This
is also true for urban climate models. By examining the twenty-first century predictions of a large
ensemble of climate models produced by the Community Climate System Model 3.0 (CCSM3),
Deser et al. have also proved that natural variability creates substantial uncertainty regarding tem-
perature and precipitation trends at local, regional and continental scales in North America [31].
Therefore, it is vital to understand the internal variability of modeled urban climate responses to
climate change, since we must address such variability when making policy decisions using mod-
eled data to avoid overestimation or underestimation. Moreover, the internal variability is signifi-
cant when it comes to multi-model projection accuracy. The limited number of ensemble members
in any given individual model has made multi-model projections unverifiable before weighing the
relative significance of these two uncertainties.
As previous studies have demonstrated [42], it is critical to consider how the amplitudes of
variabilities varies from location to location, which is confirmed to be significant by several studies
[31, 43], since this local variation may require a more focused approach to climate adaptation. For
example, through looking at the natural variability of climate projections across different places in
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North America, Deser et al. found that not all places are subject to the same limitations although
such projections could be inherently uncertain in many parts of North America [31]. The oceanic
El Nino phenomenon is most evident in the tropical Pacific region, but the associated Southern
Oscillation in the atmosphere has a broader impact with nearly global implications [43].
1.6 Limitations of urban climate studies and objectives of this
study
While studies have shown the possibility of reducing some of the uncertainties [44], quantifying
them is still essential in view of current lack of knowledge and the inevitability of internal variabil-
ity. However, despite the significance of climate variability studies, there has been little research in
the urban context due to the near-universal lack of urban representation in ESMs. This is primarily
because early GCMs were designed for large-scale research and were not able to resolve areas as
small as cities [18], since they would not influence large-scale climate feedbacks in a descernible
way. Fortunately, a few of ESMs in the CMIP6 incorporate a physically based urban parameteri-
zation, with one of them being the Community Earth System Model (CESM), the simulations of
which are extensively used in this study.
The primary goal of this thesis is to assess the internal and structural variability associated with
global urban temperature projections. I further evaluate the impact of large-scale climatology on
local urban climate variability. It is important for decision-making purposes to understand whether
the uncertainty in background temperature projections is exaggerated or suppressed in urban areas.
The internal variability is analyzed using simulation results from the CESM Large Ensemble
Project (CESM-LE). The structural variability is rated through multi-model projections, which are
aquired by developing a local urban climate emulator based on physical informed machine learning
with projections from CMIP6 models.
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1.7 Structure of this thesis
The rest of this thesis is composed of methods, results and summary. In the methods section, I
will introduce the configuration of CESM in details, elaborate on the construction of the emulator,
and discuss the calculation on internal and structural variability. In the results and discussion
section, I will explain the spatial distribution of the two variabilities under different scenarios, and
assess the impact of large scale variability on local scale one. Finally, I will summarize the work




2.1 Community Earth System Model and its urban
parameterization
Hosted by the National Center for Atmosphetic Research (NCAR), the Community Earth Sys-
tem Model (CESM) is a fully coupled global climate model. It can be run at any spatial resolutions
technically, but there are a number of commonly employed resolutions. The simulations I used in
this thesis run at a spatial resolution of 0.9°latitude by 1.25°longitude. The latest version available
is CESM Version 2 that participates in CMIP6. CESM2 consists of five components including
atmosphere, ocean, land, river, land-ice, and sea-ice components, plus one central coupler compo-
nent that is responsible for the exchange of the other components [45].
The Community Land Model Version 5 (CLM5, available at http://www.cesm.ucar.edu/models/
cesm2.0/land/) represents the surface characteristics and the interactions between the land and
lower atmosphere. Generally, land models are used to simulate terrestrial responses and contri-
butions to the climate. CLM adds on to these functionalities to also aid research on ecosystem
services such as water availability and crop yields. See Figure 2.1 for a schematic representation
of CLM5.
In CLM5, multiple levels representing grid cells are included to form a spatial land surface
heterogeneity. Specifically, each grid cell are composed of up to five land units, within which a
number of columns are included, and finally each column can have certain patches. Types of land
units include vegetated, lake, urban, glacier and crop, that can capture the general patterns formed
by their sublevel components. CLM5 is forced with outputs of current states of the atmosphere
from the Community Atmosphere Model Version 6 (CAM6), which is the atmospheric model in
CESM2. The urban model then produces sensible, latent heat, momentum fluxes, emitted long-
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Figure 2.1: CLM5 demonstration reproduced from [46]. SCF denotes snow cover fraction; BVOC
denotes biogenic volatile organic compounds; C/N denotes carbon and nitrogen. Black arrow
represents carbon flux, and purple arrow represents nitrogen flux for the biogeochemical cycles.
wave, and reflected solar radiation that are in turn passed to the atmospheric model [47]. Table
2.1 provides a list of atmospheric input fed to the land model. As with other GCMs in CMIP6,
processes in CESM are represented at the grid cell level. Therefore, different land units in a certain
grid cell are driven by the same atmospheric forcing fields of that grid cell. This is an important
feature that support the underlying logic of the emulator method used in this study.
What makes CESM unique is that it is one of few ESMs in CMIP6 that has an urban parame-
terization - the Community Land Model Urban (CLMU) [48]. It allows simulations of the urban
climate in a global climate model, which facilitates research on local urban climatic problems at
the global scale. CLM describes urban landscape based on the concept of ’urban canyon’, where
the geometry is defined by building height and street width. The canyon structure consists of five
columns in the classes of roofs, walls, and canyon floor. Walls are categorized into shaded and
sunlit, and the canyon floor is further divided into pervious and impervious. Trapping of short-
wave and longwave radiation inside the cayon is accounted for by radiation parameterizations. An
appropriate roughness length and displacement height from CLM determine momentum fluxes.
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Table 2.1: Atmospheric input to CLM.
Variable name Unit
Reference height m
Zonal wind at reference height ms−1
Meridional wind at reference height ms−1
Potential temperature K
Specific humidity at reference height kgkg−1
Pressure at reference height Pa
Temperature at reference height K
Incident longwave radiation Wm−2
Liquid precipitation mms−1
Solid precipitation mms−1
Incident direct beam visible solar radiation Wm−2
Incident direct beam near-infrared solar radiation Wm−2
Incident diffuse visible solar radiation Wm−2
Incident diffuse near-infrared solar radiation Wm−2
Carbon dioxide (CO2) concentration ppmv
Aerosol deposition rate kgm−2s−1
Nitrogen deposition rate g(N)m−2yr−1
Conduction fluxes exchanged between the canyon and other surfaces are calculated through a one-
dimensional heat conduction equation. Multiple urban density classes are included since the last
version of CLM4.5, which include tall building district (TBD), and high, medium and low den-
sity(HD, MD, LD, respectively) [46]. CLM5 further improves on its predecessor by including a
submodel of building space heating and air conditioning to incorporate more realistic waste heat
factors [49].
2.2 CESM-LE
The internal variability, as mentioned before, refers to the intrinsic climate variability of the
earth system due to dynamic processes of land, ocean, atmosphere, etc., and their interactions.
CESM-LE is designed explicitly for assessing such variability with a focus on the influence of ini-
tial air temperature fields. It includes a 30-member ensemble (indexed as member 001-030) of fully
coupled CESM version 1 (CESM1) simulations from 1920 to 2100 [50]. The ocean model was
initialized using observational data, whereas other components were initialized with previously
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run CESM1 simulations. In this ensemble, the same specified radiative forcing scenario following
the CMIP5 design protocol, namely historical forcing until 2005 and RCP8.5 forcing thereafter, is
imposed upon each member. The only difference between these members is that they begin from
slightly different initial atmospheric states with randomly perturbed temperatures at the level of
round-off error (10−14 K). Despite such small differences in initial conditions, the climate system
would evolve chaotically due to stochastic physical processes such as atmospheric circulation fluc-
tuations. Ocean initial contidtions influence model runs on longer time scales because of the more
persistant memory of the deep ocean. CESM-LE assumes that the deep ocean equilibrates much
slower than the upper ocean, and that the state of the ocean in the pre-industrial era can be well
reflected from modern observations. A multicentury control run for ocean initialization with 1850
forcing was firstly performed. After the upper ocean reached a quasi equilibrium state in 1850, the
ensemble member 1 was boot up, and other members were started at the beginning of 1920 with
initial air temperautres generated from perturbed temperatures of member 1 as mentioned above.
See Figure 2.2 for a demonstration of CESM-LE [50] and its produced global surface temperature
anomaly. The range of output from member runs well capture the observational data, proving the
credibility of CESM-LE [51].
2.3 Urban Climate Emulator
To generate urban climatic responses, I built a location-based extreme Gradient Boosting (XGB)
emulator under four SSPs. This emulator outputs monthly average urban air temperature at 2 m
above the land surface (TSA U), which is a key variable of assessing climate change, over the pe-
riod January 2015 to December 2100 at a coarse spatial resolution (0.9°latitude by 1.25°longitude).
The temporal and spatial resolutions chosen well serve the purpose and scope of this study, which
is to assess the projected urban climate at a global scale. XGB is essentially a tree model with
extreme gradient boosting [52]. The gradient boosting algorithm is used so that every step in the
learning process of the model takes advantage of the residual in the previous step, thus steadily im-
prove the performance until no further improvements can be made. XGB upgrades on traditional
gradient boosting for higher computational efficiency.
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Figure 2.2: Global surface temperature anomaly reproduced from [50]. Blue line reprensents
results from the 1850 control; black and grey lines represent results from individual members; Red
line represents observations from HadCRUT4 [51].
The emulator was trained on datasets generated from CESM, and used with inputs from other
GCMs in CMIP6 to produce their urban temperature responses. The input to the model is monthly
average atmospheric forcings from GCMs as well as month-of-year indicators (1 for January, 12
for December, etc.). The interaction between atmospheric forcings and months can be represented
without being specified because of the nature of tree models. The atmospheric forcings at the
bottom level of the atmosphere include atmospheric temperature (TBOT), incoming shortwave
(FSDS) and longwave (FLDS) radiation, liquid and solid precipitation (RAIN), specific humidity
(QBOT), pressure (PBOT) and zonal (U) and meridional (V) wind speed, which are all essential
drivers of CLM in CESM listed in Table 2.1 and are also relevant to urban climate.
The underlying logic behind the method of obtaining urban temperature is that the atmospheric
forcings from CMIP6 models are used to drive the CLM in CESM in a statistical way, rather than
the traditional process-based dynamical way. Trained on the fully coupled CESM simulations, the
XGB model can capture and reproduce the interactions between land and atmospheric components
in CMIP6 GCMs. See Figure 2.3 for a visualization of the emulator strategy.
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Figure 2.3: Visualization of the emulator strategy.
2.3.1 Pretreatment before training the model
Because the parameters of the emulator depend on the location (grid cell in the context of
GCMs), these interactions are mapped differently and specifically for every urban grid cell, and
reflect the impacts of various urban features, such as morphology, on the climate. Therefore, lati-
tudes and longitudes of GCM datasets should be aligned with those of CESM before being applied
to the model. To do this, I regridded all the GCM data used by employing the xESMF package
[53], which is a universal regridder for geospatial data. Among the several methods of regrid-
ding, I chose the ’patch’ method that is used to generate smooth output grids. I built the regridder
by providing the input grid and desired output grid, along with the specified method. I then ap-
plied the regridder to the GCM data. This process was completed efficiently with only around 5
seconds used for each forcing variables from each GCM. This is because the algorithm linearly
maps the output data field from the input data field. The linear transformation can be viewd as
a matrix-vector multiplication, where the regridding weights matrix only depends on input and
output grids. An example plot of near-surface specific humidity output from one of the GCMs
used, namely AWI-CM-1-1-MR, before and after regridding is shown in Figure 2.4. The regridder
exhibits its ability to align the grid cells with minimal changes on the data itself.
The inputs of atmospheric forcing fields were directly obtained through outputs of CMIP6 mod-
els. To get the month indicators as categorical data rather than numeric values (meaning the value
1 for January should not be considered smaller than the value 2 for February), I used the one-hot
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Figure 2.4: Near-surface specific humidity output from AWI-CM-1-1-MR before (top) and after
(bottom) regridding.
encoding method. In one-hot encoding, the integer variables representing a particular month are
substituded by binary variables consisting ’1’s and ’0’s, which are also called dummy variables
in statistics. Since there are twelve months, twelve binary variables are needed. For example, for
representing January, an ’1’ value is placed in the binary variable for this month and ’0’ values
for all other months. Therefore, instead of adding just one feature column for month indicators in
the iput, twelve columns were needed. Finally, the column representing December was removed
because empirical evidence suggest an improvement of performance and efficiency by removing a
random column.
The urban 2-m air temperature output in CESM also needed pretreatment. Because for data
storage concerns, the temperature field in the original temperature file is two-dimensional with
temperatures in every latitude, longitude and land type aggregate together for a specific time step,
it is difficult to extract urban specific temperature of a given grid cell. Therefore, I first remapped
temperature into four dimensions, which contain time, land type, latitude and longitude as four
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seperate coordinates. This helped me to later orient to temperatures in a specific location and land
type much easier. Second, since the urban land is further divided into three density classes (TBD,
HD and MD) in CLM and their simulated temperatures are stored seperately, I calculated the grid
cell mean urban temperature through an area weighted average temperature of these three classes.
The final urban 2-m air temperature I used is then the three-dimensional urban average in time,
latitude and longitude coordinates.
2.3.2 Workflow of building and applying the emulator
The detailed workflow for building and applying the emulator is as follows. First, to find the best
hyperparameters for the model, input and output simulation results for selected grid cells of one
member run from CESM was divided into 60% training set and 40% test set. Randomly selected
values of hyperparameters within a reasonable range were chosen for randomized search with
cross validation to select an optimal combination that give the highest accuracy of prediction. The
hyperparameters tuned, which empirically influence the accuracy the most, include n estimators
(number of gradient boosted trees), eta (step size shrinks of feature weights to prevent overfit-
ting), max depth (maximum depth of a tree), min child weight (minimum sum of instance weight
needed for further partitioning), gamma (minimum reduction of loss required for further partition-
ing), and colsample bytree (subsample ratio of columns when constructing a tree). Next, for each
latitude/longitude coordinate, the whole dataset of one randomly picked CESM member run (in-
cluding inputs of atmospheric forcings and added indicators of months, and output of urban 2-m
air temperature) was used for training the model, and another member is used for validating the
credibility of the model.
2.3.3 Validation of the emulator credibility
The emulator credibility is validated through calculating the root-mean-square error (RMSE),







Where Ypre,i = predicted urban 2-m air temperature from the emulator,
Ytrue,i= predicted urban 2-m air temperature from GCMs,
i = indicator of incidences in each grid cell.
N = total number of incidences in each grid cell.
The RMSEs of the emulators under four SSPs are shown in Figure 2.5. The maximum RMSE is
approximately 0.5 K, which is significantly smaller than the urban temperature differences between
CESM member runs (approximately 1.5K), demonstrating the high credibility of the emulator.
Generally, higher RMSEs occur in higher emission scenarios. East Europe, East Africa and South
Asia exhibit higher RMSEs than other regions in most of the scenarios, which are around 0.4 K,
while RMSEs in the northern part of South America and Southeast Asia remain remarkably low
(approaching 0 K) in all scenarios, which demonstrates the ability of the emulator to well mimic
the urban processes incroporated in CESM in these regions.
Figure 2.5: RMSEs under SSP1-2.6 (top left), SSP2-4.5 (top right), SSP3-7.0 (bottom left), SSP5-
8.5 (bottom right).
In addition to its high credibility, the emulator is also highly computationally efficient due to
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the small amount of inputs needed and the algorithm used. Generally it takes within 20 minutes
to fit the emulators for all urban locations under one scenario. The process of producing TSA U
using the emulator takes even less time. The high efficiency greatly facilitates global urban climate
research.
2.4 Calculation of internal variability
I calculated the internal variability of urban temperature anomaly with the CESM-LE dataset
[50]. These simulations were performed with CESM version 1, which is consistent with CMIP5.
The CESM2-LE which aligns with CMIP6 is to be released soon. I investigated the seasons of
DJF (December, January, February) and JJA (June, July, August), respectively. For each season
and each of the 30 member runs, urabn temperature anomaly at the end of the century of every
grid cell was taken by first averaging the temperature of that season over the period 2090 to 2100
as well as that over the period 2015 to 2025, and then substracting the latter from the former.
Next, I calculated the standard deviation of the temperature anomaly among member runs for both
seasons. The internal variability (IV) is given by








Where i = indicator of CESM-LE members.
2.5 Calculation of structural variability
The structural variability of urban temperature anomaly among emulated results from CMIP6
under four SSPs was calculated for DJF and JJA as well. The general procedure was similar to the
calculation of internal variability described earlier, which was to calculate the standard deviation
of the temperature anomaly among models.
22-26 models were used to construct the structural variability in CMIP6, the number of which
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varies slightly among scenarios due to data availability. Typically, the amounts of models are
sufficient for representing the structural variability.
The structural variability (SV) is given by








Where m = indicator of CMIP6 models.
2.6 Dataset
The comprehensive list of models used in calculating the strcutrual variability is presented in
Table 2.2. For most of the models, I chose simulations with the configuration r1i1p1f1 for consis-
tency. However, some models do not have such configuration, and they vary in the forcing index
(f), which denotes variations in the forcings used in each simulation. The main difference between
f1 and f2 are in the stratosphere, and does not affect the tropospheric fields, while f3 has an up-
dated ozone fields. Types of grid cells do not influence the simulation results, since I also regridded
the data later to align with CESM simulations. I tried to include four SPPs (SSP1-2.6, SSP2-4.5,
SSP3-7.0, SSP5-8.5) in this study, but the amount of models used for each scenario vary due to
data availability. Generally, the numbers of models included in all four scenarios are enough for

























































































































































































































































































































































































































































































































































































































































































































































































































































































Among the atmospheric forcing fields as well as the month indicators I chose as inputs, I ex-
amined their relative importances, which are known as feature importances, in affecting the urban
temperature output in six randomly chosen grid cells for SSP5-8.5. Figure 3.1 shows 10 most
important features averaged across all urban locations.
Figure 3.1: Feature importance averaged across all urban locations.
Feature importance provides a score that indicates the usefulness of a feature in constructing
the decision trees. The higher the score, the more the feature is involved in key decisions with
the tree. It is straightforward to retrieve importance scores of each attribute once the XGB models
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are constructed. For each gradient boosted tree, they are calculated according to the improvement
of performance that the feature can contribute to at the split point, weighted by the amount of
data in the node. The importances are then averaged across the forest to get the final score. For
my purposes, I ranked the relative importances and chose to plot the ten features with the highest
scores.
The atmospheric temperature (TBOT) shows the highest feature importance at around 93%,
which is as expected. In GCMs, TBOT is an output from atmospheric models that is later fed as
an input to land models. TBOT accounts for any surface processes through the two way interac-
tion between the land and atmosphere components in the models. The urban 2-m air temperature
(TSA U) I tried to produce should also account for surface processes in urban areas. The local ur-
ban temperature is most influenced by its background atmospheric temperature at the lowest level,
but the correlation between them is altered by land-atmosphere interactions. I will describe how
large-scale climate variability in TBOT translated differently to the local temperature variability
across the globe in later sections. The incident shortwave radiation (FSDS) shows the second high-
est feature importance at approximately 0.2%, which is much lower compared to that of TBOT.
Changes in shortwave radiation alter the energy budget, and thus influence the local air tempera-
ture. Among the top ten important features, seven are month indicators, indicating that seasonality
also plays a role in determining urban temperature.
Feature importances in six randomly selected locations indicate that they are dependent on lo-
cations, which is shown in Figure 3.2. For all locations, the feature importance of TBOT is much
higher than that of other variables, so it is excluded here to show more clearly the relative impor-
tances of other features. Importances of other features vary across locations depending on urban
characteristics. For example, in three out of six locations, FSDS shows the second highest feature
importance, which is 6 times more important than the rest of the features in one location. For
the other three locations, however, FSDS is overtaken by month indicators This demonstrates the
necessity of the location-based emulator since the inputs relate in various ways to the output for
each grid cell.
Despite the relatively low importance of some input fields, all of them should still be included
in the model. For one, including as many inputs as I did does not add much to the computational
burden. What is more important is that it ensures that the dynamic land-atmosphere interaction in
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Figure 3.2: Feature importance in the XGB emulator excluding TBOT for six randomly selected
locations.




I first looked at the global annual average urban temperature (Tave) change over the period 2015






Where Alat,lon = total area of the grid cell
Purb,lat,lon = percentage of urban area of the grid cell
Tlat,lon = annual average urban temperature in the grid cell
I obtained the percentage of urban area and the total area of each grid cell from CESM historical
data, the product of which gives the area of urban land surface. The TSA U was averaged for every
year, and then weighted by the urban area of that grid cell to get the global annual average urban
temperature. Therefore, the grid cells with larger urban area contribute more to the calculated
urban temperature. I repeated this process for each member to get an ensemble projection. To get
the temperature anomaly term, I substracted the temperature of the starting year, which is 2015,
from that of other years. The final result is shown in Figure 3.3.
Figure 3.3: Global annual average urban temperature change using CESM-LE member runs.
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The 30 CESM-LE members agree well on the trend of urban warming over the projection period.
The urban temperature is projected to rise almost linearly and by approximately 5 K compared to
2015 in 2100. The consistent warming signal suggests that climate response to large scale forcings
in a particular climate model is stable. The projection of global average urban temperature shows
an internal variability of about 1.5 K, which remains steady throughout. Note that some members
projected a negative temperature change at the begining years. This may obscure the existence
of global warming. People should be cautious about drawing conclusions in the short term as the
warming sign is significant in the long term.
I then investigated the geographical differences of internal variability of urban warming trend
among member runs for the two seasons under RCP8.5, which is shown in Fig 3.4. Note that I only
report the internal variability under a single scenario that corresponds to CMIP5 due to the data
availability with CESM-LE. In both DJF and JJA, most regions demonstrate an internal variability
of less than 1.5 K. Spatial and temporal patterns are found. The pattern of this variability in
one grid cell is consistent with that of its neighbors, with a smooth transition from one region to
another. The variability is most pronounced in Europe and North America, and is more arresting
in DJF than in JJA. Southern Asia also shows a higher internal variability than other regions.
Figure 3.4: Internal variability of urban warming trend among 30 CESM member runs. Left: DJF
(December, January, February); right: JJA (June,July, August).
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3.3 Structural variability
For the emulated urban temperature of CMIP6 models, their anomalies under four SSPs were
investigated and are shown in Figure 3.5. The plot is able to demonstrate the significance of
both scenario and structural uncertainty. The anomaly was calculated in the same way as I did
for CESM-LE members. Emulators for different models predict similar trends of urban warming
under the same scenario. Under SSP1-2.6, the mitigation scenario, models agree that the increase
of urban temperature can be limited under 2 °C by 2100, or even maintained at the same level as in
2015, which is in line with the goal of the Paris Agreement. The other extreme is represented by
SSP5-8.5, the high-emission scenario, under which the increase of urban temperature is projected
to be 3-6.5 K by 2100. For SSP2-4.5 and SSP3-7.0, the intermediate scenario and the baseline
outcome, urban temperature rises by 1-3 K and 2.5-4.5 K by 2100, respectively.
Figure 3.5: Global annual average urban temperature change using emulated CMIP6 model results.
Compared with the previous section, the spread of emulated model results indicate that structural
variability is much larger than internal variability on a decadal timescale, indicating that although
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predicting similar trend, models do not converge well. Moreover, the structural variability is more
and more pronounced towards the end of the century whereas the growth of uncertainty over time
is not shown in CESM-LE members. This is because models diverge more and more differently
over time due to different parameter choices at the beginning of simulations, but CESM-LE mem-
bers are parameterized the same way. This pattern is consistent with findings from other studies on
projected global temperature change in CMIP5 models [38], which is shown in Figure 3.6. How-
ever, in the projection, SSP5-8.5 is associated with the widest model spread relative to the mean
change, while in their study, larger spread is observed for the lower scenarios, which is RCP2.6.
They argued that this could be attributed to the usage of a simple model to emulate RCP2.6 in
their case, implying a potential uncertainty. As I discussed in the previous section, a global urban
cooling in urban areas is projected with some GCMs in the beginning years, which should not
obsure the fact of urban warming.
Figure 3.6: Global temperature change and uncertainty projected by CMIP5 models reproduced
from [38].
I then compared the average urban temperature increase with the average background temper-
ature increase. Figure 3.7 demonstrates that the urban temperature anomaly is almost universally
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Figure 3.7: Mean urban warming trend versus mean background warming trend using emulated
and original CMIP6 results. Left: DJF; right: JJA; top to bottom: SSP1-2.6, SSP2-4.5, SSP3-7.0,
SSP5-8.5.
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lower than its background temperature anomaly, which is consistent with findings from other stud-
ies showing that UHI (urban temperature anomaly minus rural temperature anomaly) is projected
to decrease [18, 54]. This phenomenon can be largely explained by the difference between changes
in urban and rural evaporative fraction (EF), which is the ratio of latent heat flux to the sum of la-
tent and sensible heat flux. Under higher CO2 concentrations, water use efficiency increases in
rural areas because the stomatal conductance decreases, resulting in less water loss [54]. On the
other hand, due to a large portion of impervious areas, urban areas respond primarily to precipi-
tation, so EF will increase where precipitation is projected to increase [54]. The effects sum up
to a positive urban minus background EF change, which means less energy will be used for di-
rect heating (sensible heat flux) in cities than in their backgrounds, causing smaller temperature
anomaly in cities. In winter, evaporation is small, and the decrease in urban minus rural temper-
ature anomaly can be attributed to less space heating needed in buildings as climate warms [54].
The difference between the average urban temperature increase and the average background tem-
perature increase indicates that the significance of background temperature and its warming signal
in a certain location can not fully represent the significance of urban temperature and its warming
signal in this region. In addition, such a deviation from background warming trend is geographi-
cally and temporally varied. The phenomenon is most pronounced in DJF. Southern Asia exhibits
the greastest departure from its background signal, with background temperature increase being
around 1.5 times of urban temperature increase. While other regions also show a slightly weaker
warming trend, places such as parts of Africa and Southeast Asia experience a greater warming
compared to their backgrounds. The deviation is generally milder in JJA, with the ratio ranging
from 0.9 to 1.1. However, more regions globally, such as the South and Southeast Asia, show
stonger signs of urban warming compared to the background. The result further confirms that for
an accurate representation of urban climate, an urban specific ensemble simulation that takes into
consideration local urabn processes is needed.
It is also shown here the varied structural variability of urban temperature change geographically,
seasonally and under different scenarios in Figure 3.8. Note that the scales are different in each
scenario in order to render the variability more apparent. Generally, higher-emission scenario
(e.g. SSP5-8.5) shows larger structural variability than the mitigated scenario (e.g. SSP2-4.5) on
the global scale. Under SSP1-2.6, greater structural variability appears in Eastern Europe in both
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Figure 3.8: Structural variability of urban warming trend among CMIP6 models. Scales are dif-
ferent in each scenario. Left: DJF; right: JJA; top to bottom: SSP1-2.6, SSP2-4.5, SSP3-7.0,
SSP5-8.5.
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seasons, accounting for over 1.5 K in DJF and above 1 K in JJA. North America is another hot spot
region in DJF, with structural variability approaching 1.5 K. Regions such as China and Southern
Asia also demonstrate higher structural variability around 1 K than other places. Under SSP2-4.5,
structural variability is higher in Europe, Southern Asia and North America with a value of around
2 K at some spots in DJF. The geographical pattern of structural variability is relatively uniform in
JJA, which is below 1 K. Under SSP3-7.0, Eastern Europe, Southern Asia, North America, West
Africa and East Asia show a higher structural variability of around 2 K in DJF and around 1.5 K
in JJA, compared to other areas. The highest structural variability occurs under SSP5-8.5, which
is over 5 K in Southern Asia and West Africa in DJF and Eastern Europe in JJA. In broad terms,
in DJF (December - February), greater structural variability appears in West Africa and Southern
Asia. In JJA (June - August), greater structural variability appears in the Eastern Europe.
The structrual variability is almost universally higher than the internal variability, even when
compared with the former in SSP1-2.6, which is the mitigated scenario, with the latter in RCP8.5,
which is the high-emission scenario. Compared with internal variability, the model structural
variability is the dominant source of uncertainty at time horizons of multiple decades or longer.
3.4 Impact of large scale variability on local scale variability
The ratio of variance of urban temperature warming trend to that of background warming trend
(hereafter referred to as ratio) demonstrates the impact of large scale climate variability on local-
scale urban climate variability. I report the ratio for CESM-LE members under RCP8.5 in Figure
3.9 and for CMIP6 models under four SSPs in Figure 3.10. In a particular climate model such
as CESM, the internal variability of urban temperature change correspond well with that of the
background temperature change. In Figure 3.9, the ratio is around 1, with most urban regions
slightly higher than 1 in DJF and lower than 1 in JJA.
On the other hand, with the multi-model ensemble projections, Figure 3.10 confirms that the
spatial and temporal variability of urban temperature anomaly cannot be well captured by back-
ground warming projected by CMIP6 models, especially in DJF. In JJA, the ratio is relatively
small in most urban regions. However, in DJF, some urban regions show a strong impact by their
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Figure 3.9: Variance of urban warming trend versus variance of background warming trend using
CESM-LE results.
background climates. SSP1-2.6 shows a different pattern than other scenarios. Under SSP1-2.6,
structural variability of urban temperature change in Eastern Europe and Southern Asia is much
lower than that of background temperature change. Under all other scenarios, while the situation
with Eastern Europe is similar as I discussed, situation in Southern Asia is altered with urban
structural variability much exaggerated, the exaggeration of which is also shown in West Africa.
This impact of large scale variability is more pronounced under higher scenarios. The large value
of ratio has its policy implications for urban planning. Since the model spread of urban tempera-
ture projections is much larger, only looking at the background temperature projections, which are
sometimes the only dataset that decision makers have, is not enough. In preparation for all possible
future outcomes, a more comprehensive scope of local urban warming signals is needed. My study
calls for urban areas in South Asia and West Africa to give greater attention to this problem. The
cause of such a varied relationship between large scale and local scale variability needs further
study.
I also examined the ratio of variance of urban temperature warming trend to that of other at-
mospheric forcing inputs under SSP5-8.5, which is shown in Figure 3.11. Specifically, the atmo-
spheric forcing variables that ranked higher in the feature importance in the emulator are presented
here, which are the incident shortwave radiation (FSDS), the incident longwave radiation (FLDS),
liquid and solid precipitation (RAIN) and specific humidity (QBOT). Although seasonalities rep-
resented by month indicators ranked higher than FLDS and QBOT, they are not examined here
because they are geographically consistent and do not show variance across locations. Since the
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Figure 3.10: Variance of urban warming trend versus variance of background warming trend in
CMIP6. Left: DJF; right: JJA; top to bottom: SSP1-2.6, SSP2-4.5, SSP3-7.0, SSP5-8.5.
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units of other forcing fields are different from that of temperature, the coefficient of variation was
used instead of standard deviation. The coefficient of variation refers to the population standard
deviation over the mean. The absolute mean values are used here to avoid negative ratios. By do-
ing so, I was able to eliminate the impacts of units and scales of different variables, and compare
the relative variability of urban temperature versus the other forcings. From Figure 3.11, the ratio
with FSDS and RAIN are at the scale of around 0.1, which suggests a weak correlation between
the two variables and urban temperature. The same is true for U and V that are not included in
the figure. For FLDS and QBOT, there is a clearer pattern of how variabilities of these large scale
forcings impact local urban temperature variabilities. In general, the pattern is quite silimar to that
of background temperature. Local urban temperature variability is amplified in South Asia, Africa
and parts of South and North America, among which the impact is the most prominant in South
Asia.
The above-mentioned temporal and spatial patterns could probably be attributed to the non-
linear translation of large scale atmospheric forcings into local scale climate response, but the
exact mechanism remains unclear. Further investigation on the source of such a geographical
distribution should be conducted.
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Figure 3.11: Coefficent of variance of urban warming trend versus coefficient of variance of other




SUMMARY AND FUTURE WORK
With global warming and rapid urbanization, urban climate studies plays a pivotal role in ad-
dressing global climate change and sustainability challengies. One aspect of this is the need for
a larger number of accurate urban specific climate projections on a global scale to facilitate the
research on potential urban climate variabilities, which is absent in climate research due to the
lack of urban parameterization in GCMs. In this thesis, I developed an emulator strategy for ob-
taining multi-model urban temperature projections over the period 2015 to 2100, which is both
of high-fidelity and computationally-efficient. The location-dependent emulator is an XGB model
that takes large-scale atmospheric forcing variables as inputs, and outputs global monthly aver-
age urban air temperature at 2 m above the land surface (TSA U). Under each of the four SSPs,
each emulator is trained on datasets generated from CESM, and applied to other GCMs in CMIP6.
Using the emulated TSA U from 22-26 GCMs, I demonstrated the significance of such an emu-
lator by proving that local urban temperature variability cannot be fully captured by background
warming projected by CMIP6 models. The study aims to close an important gap in urban climate
studies, which is the assessment of internal and structural variablity. In addition, I quantified the
impact of large-scale climate variability on local-scale urban variability. Spatial and temporal pat-
terns were found in both sources of variability, as well as the impact of large-scale variability on
local-scale variability. Some crucial findings are listed below.
1) Compared to internal variability, the model structural variability is the dominant source of
uncertainty at time horizons of multiple decades or longer;
2) Higher-emission scenario (e.g. SSP5-8.5) shows larger structural variability than the miti-
gated scenario (e.g. SSP2-4.5) on the global scale;
3) In DJF (December - February), greater structural variability appears in West Africa and
Southern Asia. The local-scale urban climate variability is much higher than large-scale variability
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in these regions;
4) In JJA (June - August), greater structural variability appears in the Eastern Europe. Local-
scale variability is higher than large-scale variability almost everywhere, with parts of Western
Asia, Africa and North and South America being the most prominent.
I also note here potential future work to be done for the next step as below.
1) More models with urban parameterizations could be added to train the emulator to investigate
the variabilities induced by different urban land schemes. Currently, only CESM is used because
of data availability. The variability of urban parameterizations themselves is not accounted for
in this emulator. However, the variability is still assumed to be dominated by variabilities in
large-scale atmospheric forcings, because urban parameterizations are associated with less non-
linearities [18, 55].
2) The current emulator does not take into account the effect of urbanization since relevant fea-
tures are parameterized as time-invariant in CESM. Such effects should be taken into consideration
in the future because they are likely to result in an even higher urban warming. Future studies can
address this issue by incorporating urbanization scenarios into CESM and use the output dataset
to train the emulator to capture the the effect of urbanization on urban climates.
3) More climate variables could be downscaled and analyzed with high efficiency using the
emulator strategy. In this thesis, the emulator only outputs TSA U. The variability of TSA U
is crucial because of its health implications such as shaping UHI. However, variability of other
variables such as relative or specific humidity should also be researched since they are involved in
shaping human-perceived heat stress. In theory, the emulator can output other variables as long as
it is trained with appropriate dataset. Higher accuracy could potentially be achieved if the variables
are predicted along with TSA U with added physical constraints.
4) The causes of the above-mentioned spatial and temporal patterns should be further analyzed.
In some regions, the variability of background temperature anomaly is suppressed in urban areas,
whereas in other regions, particularly West Africa and Southern Asia, the variability is exaggerated
in cities. The pattern is most pronounced in DJF, which is almost uniform across scenarios and
appears in both internal and structural variability. It could probably be attributed to the non-linear
translation of large scale atmospheric forcings into local scale climate response, but the exact
mechanism remains unclear. If well understood, this could provide insights on how characteristics
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of a certain location shape the interactions between large-scale climatology and local-scale one.
I highlight the importance of urban specific studies on its local climate variability, which could
be largely obscured by simply focusing on its background climate variability, as proven in this
thesis. In light of a highly uncertain future, results from this study would help urban planners cope
with a wide range of possible urban climate outcomes accordingly.
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[53] Jiawei Zhuang, Raphael Dussin, André Jüling, and Stephan Rasp. Jiaweizhuang/xesmf:
v0.3.0 adding esmf.locstream capabilities, 2020. URL https://zenodo.org/record/
1134365.
[54] Keith Oleson. Contrasts between urban and rural climate in CCSM4 CMIP5 climate
change scenarios. 25(5):1390–1412. ISSN 0894-8755, 1520-0442. doi: 10.1175/
JCLI-D-11-00098.1. URL https://journals.ametsoc.org/view/journals/clim/
25/5/jcli-d-11-00098.1.xml. Publisher: American Meteorological Society Section:
Journal of Climate.
48
[55] C. S. B. Grimmond, M. Blackett, M. J. Best, J. Barlow, J.-J. Baik, S. E. Belcher, S. I. Bohnen-
stengel, I. Calmet, F. Chen, A. Dandou, K. Fortuniak, M. L. Gouvea, R. Hamdi, M. Hendry,
T. Kawai, Y. Kawamoto, H. Kondo, E. S. Krayenhoff, S.-H. Lee, T. Loridan, A. Martilli,
V. Masson, S. Miao, K. Oleson, G. Pigeon, A. Porson, Y.-H. Ryu, F. Salamanca, L. Shashua-
Bar, G.-J. Steeneveld, M. Tombrou, J. Voogt, D. Young, and N. Zhang. The International
Urban Energy Balance Models Comparison Project: First Results from Phase 1. Journal
of Applied Meteorology and Climatology, 49(6):1268–1292, June 2010. ISSN 1558-8424,
1558-8432. doi: 10.1175/2010JAMC2354.1. URL https://journals.ametsoc.org/
view/journals/apme/49/6/2010jamc2354.1.xml. Publisher: American Meteorological




CODE FOR BUILDING AND APPLYING THE
EMULATOR
#Load v a r i a b l e s
s c e n a r i o = ’ BSSP370cmip6 ’
members = [ ’ 1 0 1 ’ , ’ 1 0 2 ’ ]
t r a i n m e m b e r = ’101 ’
t e s t m e m b e r = ’102 ’
v a r i a b l e s =[ ’TSA U ’ , ’ FSDS ’ , ’ FLDS ’ , ’ RAIN ’ , ’TBOT’ , ’PBOT’ , ’QBOT’ , ’U
’ , ’V’ , ’ Month ’ ]
i n p u t d i r = ’ / g l a d e / work / yiwenz / CESM CMIP6 ’
l e v e l =0
f i l e p a t h = os . p a t h . j o i n ( i n p u t d i r , ’ s u r f d a t a 0 . 9 x1 . 2 5
h i s t 7 8 p f t s C M I P 6 s i m y r 1 8 5 0 c 1 9 0 2 1 4 . nc ’ )
f = D a t a s e t ( f i l e p a t h , ” r ” , f o r m a t =”NETCDF4” )
p c t u r b a n = f . v a r i a b l e s [ ’PCT URBAN’ ]
t r a i n s e t ={}
t e s t s e t ={}
f o r mem i n members :
f o r v a r i n v a r i a b l e s :
p r i n t ( f ’{ v a r } {mem} ’ )
i f v a r == ’ Month ’ :
c o n t i n u e
i f v a r == ’TSA U ’ :
f i l e p a t h = os . p a t h . j o i n ( i n p u t d i r , f ’{ s c e n a r i o } .{mem
} . h2−mapped . { v a r } . 201501 −210012 . nc ’ )
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f = D a t a s e t ( f i l e p a t h , ” r ” , f o r m a t =”NETCDF4” )
v a r s ( ) [ f ’{ v a r } {mem} ’ ]= f . v a r i a b l e s [ v a r ] [ : ]
e l s e :
f i l e p a t h = os . p a t h . j o i n ( i n p u t d i r , f ’{ s c e n a r i o } .{mem
} . h0 . { v a r } . 201501 −210012 . nc ’ )
f = D a t a s e t ( f i l e p a t h , ” r ” , f o r m a t =”NETCDF4” )
i f v a r == ’U’ o r v a r == ’V’ : # l e v e l o f U and V s e t t o
t h e l o w e s t
v a r s ( ) [ f ’{ v a r } {mem} ’ ]= f . v a r i a b l e s [ v a r ] [ : , l e v e l
, : , : ]
e l s e :
v a r s ( ) [ f ’{ v a r } {mem} ’ ]= f . v a r i a b l e s [ v a r ] [ : ]
f o r mem i n members :
f o r v a r i n v a r i a b l e s :
i f v a r == ’ Month ’ :
c o n t i n u e
i f mem == t r a i n m e m b e r :
t r a i n s e t [ f ’{ v a r } ’ ]= v a r s ( ) [ f ’{ v a r } { t r a i n m e m b e r } ’ ]
i f mem == t e s t m e m b e r :
t e s t s e t [ f ’{ v a r } ’ ]= v a r s ( ) [ f ’{ v a r } { t e s t m e m b e r } ’ ]
l a t = f . v a r i a b l e s [ ’ l a t ’ ] [ : ]
l o n = f . v a r i a b l e s [ ’ lon ’ ] [ : ]
f . c l o s e ( )
# F i t XGB
s c e n a r i o = ’ ssp370 ’
o u t d i r = ’ / g l a d e / work / yiwenz / Models ’
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m o d e l f i l e n a m e =f ’ XGB CMIP6 { s c e n a r i o } . pkl ’
RMSE file name=f ’ RMSE XGB CMIP6 { s c e n a r i o } ’
RMSE=np . f u l l ( ( l e n ( l a t ) , l e n ( l o n ) ) , np . nan )
RMSE train=np . f u l l ( ( l e n ( l a t ) , l e n ( l o n ) ) , np . nan )
f i l e p a t h = os . p a t h . j o i n ( o u t d i r , m o d e l f i l e n a m e )
f i l e = open ( f i l e p a t h , ’ wb ’ )
f o r l a t 1 i n r a n g e ( l e n ( l a t ) ) :
p r i n t ( l a t 1 )
f o r lon1 i n r a n g e ( l e n ( l o n ) ) :
i f np . ma . i s m a s k e d ( TSA U 101 [ 0 , l a t 1 , l on1 ] ) :
c o n t i n u e
X t r a i n , y t r a i n = g e t t r a i n t e s t d a t a ( t r a i n s e t , l a t 1 , l on1 )
X t e s t , y t e s t = g e t t r a i n t e s t d a t a ( t e s t s e t , l a t 1 , l on1 )
model=xgb . XGBRegressor ( n e s t i m a t o r s = 200 , max depth = 4 ,
m i n c h i l d w e i g h t = 4)
model . f i t ( X t r a i n , y t r a i n )
j o b l i b . dump ( model , f i l e )
y p r e d i c t =model . p r e d i c t ( X t e s t )
y p r e d i c t t r a i n =model . p r e d i c t ( X t r a i n )
RMSE[ l a t 1 , l on1 ]= math . s q r t ( m e a n s q u a r e d e r r o r ( y t e s t ,
y p r e d i c t ) )
RMSE train [ l a t 1 , l on1 ]= math . s q r t ( m e a n s q u a r e d e r r o r (
y t r a i n , y p r e d i c t t r a i n ) )
f i l e . c l o s e ( )
o u t f i l e p a t h = os . p a t h . j o i n ( o u t d i r , RMSE file name )
save ( o u t f i l e p a t h ,RMSE)
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# T r a i n and save t h e r e s u l t o f each GCM i n CMIP6
models =[ ’ACCESS−CM2’ , ’ACCESS−ESM1−5 ’ , ’AWI−CM−1−1−MR’ , ’BCC−CSM2−MR
’ , ’CMCC−CM2−SR5 ’ , ’CNRM−CM6−1−HR’ , ’CNRM−ESM2−1 ’ , ’FGOALS−f3 −L ’ ,
’FGOALS−g3 ’ , ’EC− Ear th3 ’ , ’GFDL−CM4’ , ’GFDL−ESM4’ , ’ GISS−E2−1−
G’ , ’HadGEM3−GC31−MM’ , ’EC− Ear th3 −Veg ’ , ’ FIO−ESM−2 −0 ’ , ’INM−
CM4−8 ’ , ’INM−CM5−0 ’ , ’ IPSL −CM6A−LR’ , ’KACE−1−0−G’ , ’MIROC6’ , ’
MPI−ESM1−2−HR’ , ’MRI−ESM2−0 ’ , ’NESM3’ , ’NorESM2−MM’ ]
v a r i a b l e s =[ ’ r s d s ’ , ’ r l d s ’ , ’ pr ’ , ’ t a s ’ , ’ ps ’ , ’ huss ’ , ’ uas ’ , ’ vas ’ , ’
Month ’ ]
s c e n a r i o s =[ ’ ssp126 ’ , ’ ssp245 ’ , ’ ssp370 ’ , ’ ssp585 ’ ]
CMIP dir = ’ / g l a d e / s c r a t c h / x i n c h a n g / CMIP6 Regridded / ’
R e s u l t d i r = ’ / g l a d e / work / yiwenz / CMIP6 Resul t s / ’
t ime = i n t ( TSA U . shape [ 0 ] / 1 2 )
f o r model i n models :
d i r e c t o r y =CMIP dir+model
f o r s c e n a r i o i n s c e n a r i o s :
i f n o t g lob . g lob ( os . p a t h . j o i n ( d i r e c t o r y , ’ *{}* ’ . f o r m a t (
s c e n a r i o ) ) ) :
p r i n t ( f ’−−−−−−−−−−−−−−−−{model} { s c e n a r i o } does n o t
e x i s t −−−−−−−−−−−−−−−−’)
c o n t i n u e
p r i n t ( f ’−−−−−−−−−−−−−−−− S t a r t i n g {model} { s c e n a r i o }
−−−−−−−−−−−−−−−−’)
P r e L i s t =np . f u l l ( ( TSA U . shape ) , np . nan )
# Loading v a r i a b l e s
f o r v a r i n v a r i a b l e s :
i f v a r == ’ Month ’ :
c o n t i n u e
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e l s e :
f i l e = g lob . g lob ( os . p a t h . j o i n ( d i r e c t o r y , ’*{}
*{}* ’ . f o r m a t ( var , s c e n a r i o ) ) ) [ 0 ]
f = D a t a s e t ( f i l e , ” r ” , f o r m a t =”NETCDF4” )
v a r s ( ) [ v a r ]= f . v a r i a b l e s [ v a r ] [ : ]
f . c l o s e ( )
i f uas . shape != TSA U . shape :
uas =np . s q u e e z e ( uas , a x i s =1)
i f hus s . shape != TSA U . shape :
hus s =np . s q u e e z e ( huss , a x i s =1)
i f vas . shape != TSA U . shape :
vas =np . s q u e e z e ( vas , a x i s =1)
# Opening t h e t r a i n e d model
m o d e l f i l e =open ( f ’ / g l a d e / s c r a t c h / yiwenz / Models / XGB CMIP6
{ s c e n a r i o } . pkl ’ , ’ rb ’ )
f o r l a t 1 i n r a n g e ( l e n ( l a t ) ) :
p r i n t ( l a t 1 )
f o r lon1 i n r a n g e ( l e n ( l o n ) ) :
# C r e a t e Pandas Framework
i f np . ma . i s m a s k e d ( TSA U [ : , l a t 1 , l on1 ] ) :
c o n t i n u e
p r e d i c t m o d e l = p i c k l e . l o a d ( m o d e l f i l e )
i f np . ma . i s m a s k e d ( uas [ : , l a t 1 , l on1 ] ) :
c o n t i n u e
p r e l i s t ={}
f o r v a r i n v a r i a b l e s :
i f v a r == ’ Month ’ :
c o n t i n u e
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p r e l i s t [ v a r ]= v a r s ( ) [ v a r ] [ : , l a t 1 , l on1 ]
p r e l i s t [ ’ Month ’ ] = [ 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 1 0 , 1 1 , 1 2 ] *
t ime
f p r e = pd . DataFrame ( p r e l i s t , columns =[ ’ r s d s ’ , ’
r l d s ’ , ’ pr ’ , ’ t a s ’ , ’ ps ’ , ’ huss ’ , ’ uas ’ , ’ vas ’ , ’
Month ’ ] )
f p r e = f p r e . rename ( columns ={ ’ r s d s ’ : ’ FSDS ’ , ’ r l d s
’ : ’ FLDS ’ , ’ pr ’ : ’ RAIN ’ , ’ t a s ’ : ’ TBOT’ , ’ ps ’ : ’ PBOT
’ , ’ huss ’ : ’QBOT’ , ’ uas ’ : ’ U’ , ’ vas ’ : ’ V’ } )
dummies=pd . ge t dummies ( f p r e . Month )
f p r e =pd . c o n c a t ( [ f p r e , dummies ] , a x i s = ’ columns ’ )
f p r e = f p r e . d rop ( [ ’ Month ’ , 1 2 ] , a x i s = ’ columns ’ )
f p r e = f p r e . d ropna ( )
X p r e d i c t = f p r e . a s t y p e ( f l o a t )
d e l f p r e
#Making p r e d i c t i o n s
P r e L i s t [ : , l a t 1 , l on1 ]= p r e d i c t m o d e l . p r e d i c t (
X p r e d i c t )
d e l X p r e d i c t
m o d e l f i l e . c l o s e ( )
# Save o u t p u t a s netCDF f i l e
name=model + ’ P r e d i c t i o n X G B ’+ s c e n a r i o + ’ . nc ’
R e s u l t d i r o u t =os . p a t h . j o i n ( R e s u l t d i r , model )
f i l e p a t h = os . p a t h . j o i n ( R e s u l t d i r o u t , name )
i f n o t os . p a t h . i s d i r ( R e s u l t d i r o u t ) :
os . mkdir ( R e s u l t d i r o u t )
r e s u l t d a t a = xr . D a t a s e t (
{ ’TSA U ’ : x r . Da taAr ray (
d a t a = P r e L i s t ,
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dims = [ ’ t ime ’ , ’ l a t ’ , ’ lon ’ ] ,
c o o r d s = {
’ t ime ’ : f TSA . t ime ,
’ l a t ’ : f TSA . l a t ,
’ lon ’ : f TSA . l o n
} ,
a t t r s = {
’ long name ’ : ’ p r e d i c t e d 2m urban a i r t e m p e r a t u r e
’ ,
’ u n i t s ’ : ’K’ ,
’ c e l l m e t h o d s ’ : ’ t ime : mean ’ } ) } )
r e s u l t d a t a . t o n e t c d f ( f i l e p a t h )
d e l r e s u l t d a t a
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