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ABSTRACT 
 
This paper presents the Australian BioGrid Portal that aims to provide the biotechnology sector in Australia with ready access to 
technologies that enable them to perform drug-lead exploration in an efficient and inexpensive manner on national and 
international computing Grids. Access will be provided to docking applications and a wide variety of chemical databases. In 
addition, analysis of the screening results will be made possible using web-based tools, along with archival of these results.  The 
portal aims to become a complete molecular docking e-Research platform, from user management, through to experiment 
composition, execution over grid resources, and results visualization. One of the most sought after functionalities in the Grid 
Portals today is ‘Persistence’ and this paper presents a solution which not only offers persistence but also provides portability 
across the other JSR168 compliant portal containers.  This portal also offers a mechanism for users to easily manage multiple 
projects. 
 
 
1. INTRODUCTION 
Grid computing [1] is not simply a means for researchers to do existing research faster, it promises them a 
number of new capabilities.  While the ability to carry out existing experiments in less time is definitely 
beneficial, other facilities such as working in collaborative environments, reducing costs, and gaining access 
to an increased number of resources and instruments, allows for more advanced research to be carried out. 
 
In order to achieve these goals, a lot of work has been put into Grid-enabling technology, including Grid 
middleware [4], authentication mechanisms [3], resource schedulers [5], data management [6] and 
information services [7].  These technologies form the basic services for achieving the higher goals of the 
Grid – creating e-Research environments [2].  A number of initiatives, such as APAC Grid [8], EGEE [9] 
and NGS [10], have been started in country or continent wide efforts to build Grid infrastructure, which will 
 2 
offer these basic services for use by research communities.  However, providing this infrastructure is only 
part of the solution.  It is only really once all components of the Grid are integrated seamlessly behind a 
single user-interface, that we can begin to fully empower research communities, researchers can go back to 
focussing on their research, and the true value of e-Research can be realised. 
 
The Australian BioGrid Portal, a support project of the APAC Grid, is a web portal that aims to provide the 
biotechnology sector in Australia with ready access to technologies that enable them to perform drug-lead 
exploration in an efficient and inexpensive manner using grid-based methods. It aims to build on the 
previous efforts of The Virtual Laboratory [11], providing access to docking applications and a wide variety 
of chemical databases. In addition, analysis of the screening results will be made possible using web-based 
tools, along with archival of these results.  This will be a complete molecular docking e-Research platform, 
from user management, to experiment composition, execution over grid resources, and eventually results 
visualization. 
 
The rest of the paper is organized as follows. In Section 2, we provide an overview of what molecular 
docking is and identify some of its challenges, and the types of issues it presents, to better understand the 
requirements (Section 3) of the portal.  In Section 4 we present the overall system architecture, followed by 
the design and implementation (Section 5).  In Section 6 we give a walkthrough of how a biologist would 
interact with the portal.  Finally we discuss the current status of the project and outline the future direction 
of the portal (Section 7). 
 
2. MOLECULAR DOCKING 
Drug discovery is an extended process that can take as many as 15 years from the first compound synthesis 
in the laboratory until the therapeutic agent, or drug, is brought to market. 
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In silico, or computer-based, screening techniques [17] involve screening very large numbers (of the order 
of a million) ligands or molecules in a chemical database (CDB) to identify a set of those that are potential 
drugs. This process, called molecular docking, helps scientists in predicting how small molecules, such as 
substrates or drug candidates, bind to an enzyme or a protein receptor of known 3D structure.  Docking each 
molecule in a chemical database is both a compute and data intensive task. 
 
Since the process of docking individual molecules is independent from one-another, this problem lends 
itself to parallelisation and can thus be implemented as a master-worker parallel application.  This means 
that we can take advantage of HPC technologies such as clusters and Grids to improve overall execution 
time and allow for large-scale data exploration.  It is our goal to use Grid technologies to provide cheap and 
efficient solutions for the execution of molecular docking tasks on large-scale, wide-area parallel and 
distributed systems.  This project will improve accessibility to these in silico techniques to regular biologists 
by reducing the cost of utilising HPC technology and of licensing the docking software, as well as reducing 
the level of technical expertise needed to conduct such advanced experimentation. 
 
3. REQUIREMENTS 
The broad requirement for the Australian BioGrid Portal is the creation of an e-Research environment; one 
that enables biologists to perform their molecular docking experiments through a web portal and to 
eventually be deployed over the APAC Grid infrastructure.  Further details on some of the project’s 
requirements, which for the most part are also applicable to other research domains, help support our 
approach. 
 
User Management: The portal needs to provide support for simultaneous access by multiple biologists, 
single sign-on, and individual workspaces in which biologists can experiment safely. 
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Project Management: Biologists need the ability to run multiple simultaneous experiments.  Long running 
experiments need to be able to continue running after a biologist logs out. 
 
Improve Accessibility: To hide complexities of the Grid infrastructure, integration of a service to support 
automated resource discovery, allocation and access control details (Virtual Organisation [12]) is required.  
 
Security: The molecule data within chemical databases and experimentation results are often sensitive, and 
need to be protected.  Therefore Grid security is important, and data communication between resources 
should be secure. 
 
Visualisation: Once an experiment is complete, it is useful for biologists to have immediate access to 
visualization tools that allow them to visualise the resulting interactions between the screened molecules and 
the target. 
 
Accounting and Quality of Service: In production, services will not be free, so records of resource usage 
need to be kept so that usage can be billed accurately.  Biologists should then have some control over how 
much they are willing to pay for a given experiment as well as how long it should take to finish. 
 
4. ARCHITECTURE 
The high level architecture for the system involves a web portal and its interaction with the underlying Grid 
infrastructure, shown below in Figure 1. 
 
Biologists interact with the portal, which in turn coordinates their work and interacts with the Grid 
infrastructure on their behalf.  There are numerous components within the system, which can lead to it 
becoming complex and difficult-to-maintain.  We strive for an architecture which groups these components 
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into subsystems with well-defined interfaces.  For example, we use the Grid Service Broker to handle all 
Grid execution details.  A quicker alternative would be to tightly couple these details within the application 
specific portal.  However, this means we would have to change user interface when the underlying Grid 
software changes causing code reuse and sharing to become much more difficult. 
 
 
Figure 1 : Architecture of The Australian BioGrid Portal 
 
Following is a description of the different components which make up the architecture. 
 
4.1 The Portal 
Our web portal can be divided into four major components: user and project management, experiment 
composition, experiment execution, and visualization and analysis.  In our implementation there is a 
separation between the docking specific (composition and visualization) and more generic functionality 
(project management and execution), such as project management and experiment execution. 
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4.1.1 User and Project Management 
The portal provides a mechanism for Grid based security while hiding the details from the biologist.  The 
Authentication module is used to log the user into the portal, while at the same time obtaining their Grid 
proxy [18].  The Grid proxy will then be used as a means of authentication to Grid resources and allowing 
for secure communication. 
 
The user management module will be used to manage biologists and similarly the project management 
module will be used by individual biologists to manage projects.  During experiment composition and 
execution, links will be made between experiment data and the project being worked on, and this data will 
be stored in the database. 
 
Grid middleware such as the Globus Toolkit provides the capability to perform low-level Grid tasks such as 
copying files, executing processes and monitoring process output.  The user interface will provide an 
environment where biologists can work at a higher level, hiding the underlying complexity by letting the 
Grid Service Broker handle the communication with Grid middleware. 
 
4.1.2 Experiment Composition 
Within the experiment composition, a biologist is able to set up their experiment by uploading input files 
and assigning values to docking-specific parameters.  During experiment composition the biologist builds a 
blueprint for the experiment with all the details being stored in the database for access by other components. 
 
4.1.3 Experiment Execution 
The job of the execution component is to retrieve the details of the experiment from storage, as described by 
the biologist, and use these details to coordinate the experiment over the Grid.  This component will also 
provide execution monitoring, scheduling based on users quality of service needs, and fault tolerance.  
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Interaction with the Grid accounting mechanism is also included here.  Results of execution will be stored 
along with other project information creating a complete description of the experiment. 
 
4.1.4 Visualisation and Analysis 
This component provides the ability for researchers to view the results of their experimentation.  Post-
processing and visualization tools can be invoked from within the portal to help with analysis. 
 
4.2 Virtual Organisation 
The Virtual Organisation (VO) will contain information about which resources the biologist has access to.  
This will remove the need for individual biologists having to setup and maintain accounts on various 
resources.  Access to Grid resources will be made transparent. 
 
4.3 Accounting and Auditing Services 
An audit trail needs to be kept to provide a record of who, what, where and when execution has occurred 
during an experiment [13].  Not only will this assist biologists in understanding exactly what occurred 
during their experimentation, but this service is also important for billing usage. 
 
4.4 Grid Service Broker 
The Grid Service Broker aims to absorb some of the complexity inherent in the Grid environment.  It 
coordinates the execution of the experiment on the Grid, interacts with the VO service to discover available 
resources, manage the execution of docking on each of the compute nodes, records execution details with 
the auditing service and make sure usage of resources is being charged, amongst other things.  Even though 
low-level Grid middleware provides us with the infrastructure for submitting and monitoring single jobs the 
Grid Service Broker will provide a simple API on top of which we can develop. 
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5.  DESIGN AND IMPLEMENTATION 
Our architecture is not specific to our application.  For the application-specific components, our technology 
choices are limited.  For the Grid components, the immature state of Grid technology means that technology 
choices are both high-risk and time-consuming, so we detail our choices and possible alternatives. 
 
Our technology selections are presented in Table 1.  The system is primarily Java based. 
Component Technology Used Comments 
Portal GridSphere Portlet Framework Reusable web components. Standards 
compliant. Open source. Offers some 
support for running Grid applications. 
Virtual Organisation (User 
Authentication) 
MyProxy Currently only considering authentication 
duties of VO 
Accounting & Auditing GridBank Provides the ability to charge for resource 
usage. This has not been integrated yet. 
Resource Service Broker Gridbus Broker 2.0 Coordinates execution on the Grid 
Compute Nodes Globus 2.4 Provides support for authentication and 
submitting and monitoring jobs to compute 
nodes. 
Database MySQL [19] Open source, relational database 
Visualisation AstexViewer [15] Applet for visualizing chemical structures 
Docking Software DOCK 4.0 [16] Software to perform molecular docking. 
Table 1 : Technology Choices 
Portal Implementation: For the implementation of the Portal, we’ve decided to use portlet technology.  
Portlets were chosen because they are reusable Web components.  Having reusable components will be 
beneficial in building new portals in the future. 
 
In recent years JSR168 [24] has emerged as a specification for developing portlets, and has been widely 
adopted by industry and within the portal community in general. Industry leaders in this arena such as IBM, 
Sun, BEA, Apache and Vignette are supporting this specification and have developed JSR168 compliant 
portlet frameworks. Many open source portlet containers have also been developed from various parts of the 
world showing growing community support for the JSR168 standard. GridSphere [25] is one of the open 
source JSR168 compliant portlet containers, and has been adopted as a standard toolkit for Grid portals 
development in the Australian APAC Grid Program.  We have chosen GridSphere to develop the BioGrid 
Portal. Most importantly we are supporting the JSR168 standard and are open to evaluating other portlet 
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containers in the future. Today GridSphere is essentially one of the best open source toolkits available for 
developing ‘Grid’ Portals. 
 
JSR168 specification was developed as a generic portlet environment and it doesn’t deal with the 
“persistence” requirements that most Grid Portals will require. Persistence is important for Grid Portals 
since Grid-based jobs are expected to be lengthy and ensuring that information is not lost at runtime is 
critical. GridSphere uses an open source object/relational persistence service for Java called Hibernate [26] 
as a layer to bring persistence to their Grid Portals. Some other Portal developers have also used Castor [27] 
to bring that persistence layer to the Grid Portals. This portal presents a persistence solution which is 
portable to other portlet containers since it is separated from the container itself. 
 
The portlet framework chosen was GridSphere because it was open source and JSR 168 compliant.  Recent 
surveys [21][22] of portlet containers showed that GridSphere is comparable with other popular portlet 
containers (such as uPortal, LifeRay and Pluto) across a broad range of criteria.  As the name implies, 
GridSphere has many Grid-specific features unlike other containers which are more generic.  While many of 
these features are not portable, discussions with the developers have reassured us the inter-container 
operability will be implemented in the coming months.  GridSphere already complies with JSR 168, which 
means that our code can be shared and deployed in different portlet containers. 
 
Each piece of functionality was developed as a separate portlet or a small group of related portlets.  To 
increase portability, inter-portlet communication is restricted, and information sharing occurs via the 
database.  Figure 2 illustrates the separation between each component and also their interaction with the 
database via the DBQuerier class.  This independence means that if a new improved set of experiment 
composition portlets were developed, they could easily be plugged in to replace the existing ones. 
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Figure 2: UML diagram of The Australian BioGrid Portal. 
 
 
Authentication and single sign-on: GridSphere offers the ability to create custom authentication modules 
that are invoked once a user logs into a generic login screen.  When logging into a GridSphere portal, a user 
is authenticated using the authentication module defined for that portal.  There is also the concept of 
chaining modules, so that if one module fails to authenticate the user, other methods can then be tried.  In 
order to achieve single sign-on, we needed to create our own module that would retrieve a biologist’s proxy 
certificate and store it in the database to be accessed later.  A custom authentication module was made for 
the portal that contacted a MyProxy server, downloaded the biologists proxy certificate based on the 
username and password supplied at login, and saved it to the database. 
 
Data Storage: Although we use a single database for both user and experiment data, this data could be 
separated if required.  For example, we may later wish to user a dedicated database server to store 
experiment data such as molecule structures.  MySQL is open source and is a popular choice for Java 
development, although other implementations such as PostgreSQL (Posgres) could be used in its place. 
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The molecules to be used for screening are imported into the database along with user, project and 
experiment data.  There was no convincing reason to use multiple databases  (one for the molecules and one 
for other application data) at this stage, nor was there an advantage of using a combination of SQL database 
and SRB (for files).  It was decided that if scalability ever became an issue, techniques similar to those 
adopted by high-demand web sites or Grid databases, could always be applied later.  We also made sure that 
nothing was written to the database used by GridSphere, as this would reduce the portability and flexibility 
of the portal. 
 
Project and Experiment Composition: Experiment composition is just a means of getting all the data 
required to perform the experiment into the database.  A number of portlets were created to allow the 
biologist to upload input files, modify experiment parameters, and select a set of molecules to be used for 
screening. 
 
Experiment Execution and Monitoring: The changing nature of Grid software means the underlying 
middleware like Globus will soon change.  In addition to our architecture requirements, we must be shielded 
from such change.  Most Grid development has focused on lower level middleware, so Grid Service Brokers 
are relatively immature.  The Gridbus Broker has been used in a number of projects already [23][28] and 
has been designed with extensibility in mind.  Other brokers, such as Nimrod-G, could be used but a Java 
interface makes development within the portlet environment easier.  This type of functionality is provided 
by resource brokers such as the Gridbus Broker, which is why we have chosen to use it for the experiment 
execution within the Australian BioGrid Portal. Persistence of user data (such as jobs running) is essential.  
If our portlet container crashes we must not lose this information.  As mentioned earlier, GridSphere 
provides persistence via Hiberate, but it’s currently not portable.  By keeping persistence at the Grid Service 
Broker level, we can change portlet container and still have persistence. 
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When executing an experiment, we store executing threads of the experiment within the portlet container’s 
Java Virtual Machine (JVM).  That is, instances of the Gridbus Broker are stored in the memory of the web 
server.  However, experiment management can be system resource intensive.  To avoid this, the Gridbus 
Broker will be migrated to a web-service while keeping the existing interface.  With such a system, we can 
have dedicated resources for experiment management and ensure that restarting or changing the portlet 
container doesn’t destroy experiment execution. 
 
Due to the separation of components, we could always simply plug in a different set of experiment 
execution portlets if we wanted. 
  
Efficient Data Management: When docking is performed, it is common for multiple results to be generated 
for each molecule in a database.  With general usage, the resource broker would send input files to Grid 
nodes and then retrieve results after execution.  In our scenario however, we wanted to reduce unnecessary 
data communication as much as possible.  The broker acting as a middle man between the database and the 
compute resources causes a problem.  The broker needs to transfer files locally and then forward these onto 
the required recipient.  If the broker is running on its own separate Grid resource, then the overhead of 
passing inputs and results via the broker creates a great overhead.  This led to the creation of an agent which 
is sent to a resource the first time it is asked to do work.  The agent then allows the resource to talk to the 
database directly for retrieving input and storing execution results.  The job of the broker then becomes one 
of informing the agent of which inputs to retrieve and where to store the results. 
 
Result Visualisation and Analysis: The AstexViewer applet is currently used to visualize the output.  To 
visualize a result, the result stored in the database for a particular molecule needs to be extracted, the target 
protein also needs to be extracted, the result is superimposed onto the target and given to the Java applet for 
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visualization.  It is intended for other visualization options to be available.  Results can also be downloaded 
locally if required. 
 
Docking Software: The DOCK molecular docking software from UCSF was installed on each of the 
compute nodes.  Optionally the executables could be staged to a resource at the start of execution.  Two 
reasons for avoiding this are: 1) the executables are potentially very large and may require configuration, 2) 
because of licensing issues it is assumed compute nodes have the software installed. 
 
6. A DOCKING EXPERIMENT WALKTHROUGH 
Here we will walk through the process taken by a typical biologist as they interact with the portal.  We have 
set up the molecular docking environment, and have deployed it on different Grid resources distributed both 
nationally and internationally, shown in Table 2.  In this experiment we have chosen to use the proteolytic 
enzyme ‘thermolysin’ as the target, and have screened it against a sample chemical database containing 100 
molecules. 
Component Resource 
Biologist’s Desktop gieseking.cs.mu.oz.au 
Grid Service Broker & Portal manjra.cs.mu.oz.au 
Authentication (MyProxy server) its-hpc-ibm1.its.tils.qut.edu.au 
Database bart.cs.mu.oz.au 
Grid Resources (compute nodes) brecca-2.vpac.org, 
lc1.apac.edu.au, 
c20.besc.ac.uk, 
c21.besc.ac.uk, 
belle.anu.edu.au, 
belle.physics.usyd.edu.au, 
belle.cs.mu.oz.au, 
manjra.cs.mu.oz.au 
Table 2 : The Molecular Docking Grid Environment 
6.1 Getting started 
A biologist has just found a new target protein and wants to search an existing chemical database to find any 
molecules that dock favourably with it.  The biologist prepares the input files and accesses the portal. 
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Logging in: The biologist logs into the portal by supplying their username and password.  The username 
will first be used to verify that the biologist is a registered user of the portal, and then both the username and 
password are used to download the biologist’s Grid proxy from the MyProxy server.  Once the proxy is 
obtained it is stored in the database for later retrieval.  This achieves a single sign-on mechanism that also 
hides the usage of grid proxies from the biologist. 
 
Creating a new project: Once logged in, the biologist is presented with a listing of their projects.  Since the 
biologist will be conducting a new experiment, a new project is created by specifying the new project name.  
The biologist creates a new project called ‘my experiment’.  The new project is then selected as the current 
project. 
 
Figure 3 : Creating a new project. 
6.2 Experiment composition 
Now the biologist needs to set up the docking experiment.  The biologist selects the ‘Dock’ tab to move 
onto the experiment composition.  This area is specific to molecular docking. 
 
Chemical database: The biologist is allowed to select from a set of available databases.  These could be 
public databases accessible to all biologists, or potentially they could have been uploaded by the biologist 
for private use, or even shared from another user.  The biologist selects a database, linking it to the current 
project. 
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Input files: There is a set of docking input files that need to be uploaded.  Each are described for the 
biologist.  When uploaded, each of these input files is stored in the database and linked to the current 
project. 
 
Figure 4 : Uploading input files. 
Grid.in and Dock.in parameter files: Another set of input files to be uploaded by the biologist are the 
grid.in and dock.in files.  These files contain a large number of parameters used for controlling the way each 
molecule is docked.  Once uploaded, the biologist is given the ability to modify any of these parameters 
within the portal interface.  As with the other input files, these files are stored in the database and are linked 
to the current project. 
 
6.3 Executing the experiment on the Grid 
Once the experiment has been set up, all details have been stored in the database.  The biologist is now 
ready to run the experiment on the Grid. 
 
Setting quality of service requirements: If the results of the experiment need to be made available as soon 
as possible, the biologist can enforce a strict deadline (the experiment must be complete within the next 2 
hours), while allowing for a relaxed budget (spend as much money as necessary). 
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Figure 5 : Setting QoS attributes 
 
Running the experiment: The biologist now selects ‘run’ to start running the experiment. 
 
Monitoring execution: Once the experiment execution has begun, the biologist will want to see that the 
experiment gets started successfully. 
 
 
Figure 6 : Monitoring execution. 
 
The biologist is able to view the status of all the jobs in this experiment.  The execution resources may need 
to be prepared before jobs can be run (ie. staging over any common files).  Once prepared, jobs will be 
scheduled and executed on the resources until all jobs are complete (or the QoS parameters have been 
violated).  The biologist can also find out further details about each job or resources, such as the time each 
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job started, what time it finished, which resource it executed on, the average time each resource is taking to 
execute a job and so on.  Once the experiment is running, the biologist can log out of the portal and continue 
on with other work. 
 
6.4 Results and Visualisation 
Recalling experiment: The biologist can log back into the portal to view the results.  The biologist logs in 
the same way as before, but instead of creating a new project they select ‘my experiment’.  The biologist 
can then view the results. 
 
Results Visualisation: The biologist views a listing of the molecules in the database selected for the 
experiment and any available output files.  By selecting the view option, visualization software is invoked 
which displays the molecule docked onto the target protein. 
 
 
Figure 7 : Visualisation of results. 
 
Experiment Statistics: The statistics for the experiment execution are shown below in Table 3. Since the 
fork-based execution service provided by Globus on grid nodes was used, only the head nodes of the 
clusters were utilized. 
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Experiment start time: June 9, 2005 10:47:44 AM 
Experiment end time: June 9, 2005 11:16:48 AM 
Total time taken: 29 minutes, 4 seconds. 
Average job computation time: 70.5 seconds 
 
Site Hostname Configuration Docked 
APAC, Canberra lc1.apac.edu.au 154 node, 156 CPU 2.8GHz Dell P4 Linux cluster 11 
VPAC, Melbourne brecca-2.vpac.org 94 node, 194 CPU Xeon 2.8GHz Linux cluster 9 
GRIDS Lab Uni Melb. belle.cs.mu.oz.au SMP with 4 Intel Xeon CPUs 3 
GRIDS Lab Uni Melb. manjra.cs.mu.oz.au 13 node, x86 Linux cluster 3 
Belfast e-Science Centre, UK c20.besc.ac.uk 48 node, Intel x86 based IBM SP2 cluster 9 
Belfast e-Science Centre, UK c21.besc.ac.uk 48 node, Intel x86 based IBM SP2 cluster 65 
Table 3 : Experiment statistics showing the number of molecules docked on each resource. 
 
7. CONCLUSIONS AND FUTURE WORK 
Currently The Australian BioGrid Portal allows biologists to conduct molecular docking experiments in a 
simple e-Research environment.  We have successfully met a number of the requirements set out for this 
project, and we will be refining our solution based on feedback from real biologists. 
  
While the complexity of building rich e-Research environments, from the hardware up to the end user-
interface is high, the immense benefits to research communities are clear.  By reducing costs, reducing time, 
promoting collaboration, and increasing the scope of the research, there is bound to be a great advance in the 
research carried out by various research communities.  We have made progress towards achieving this 
vision with The Australian BioGrid Portal, however we plan to continue improving upon our work in 
collaboration with the molecular docking research community within Australia.  We intend on having a test 
group of biologist trial the system and feed us with new requirements for the system.  Once the system is 
running at a satisfactory level we will make it live to other biologists in the community. 
 
Initially we intend on improving the integration with Virtual Organisation services to allow for user access 
control and resource discovery.  We will also work towards including accounting services via the GridBank 
Grid banking service.  A number of other features such as tracking of experiment history and complete data 
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security are still to be incorporated into the system.  Grid security is continually being added to supporting 
technologies, so software like GSI enabled MySQL [20] may be incorporated in future. 
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