We study Basic Process Algebra with interrupt modulo complete trace equivalence. We show that, unlike in the setting of the more demanding bisimilarity, a ground complete finite axiomatization exists. We explicitly give such an axiomatization, and extend it to a finite complete one in the special case when a single action is present.
Introduction
Mode switching is a desirable feature of programming and verification languages (see [7, 9, 11, 12, 14] ). Actually, interrupts in operating systems and exception handling in virtual machines fall under this category, and similar behaviour is explicitly required for control programs and embedded systems.
From the theoretical viewpoint of process algebra, representation of mode switching translates into the isolation of suitable operators on terms. Baeten and Bergstra [6] (reprising Bergstra [9] ) discuss some of these operators for Basic Process Algebra (BPA), enriched with the deadlock constant δ (a special process, not doing anything) and the interrupt and disrupt operators. For that language, they construct a complete axiomatization modulo bisimilarity [13, 17] , which is finite if the set of actions is finite. However, that axiomatization is based on the use of four more auxiliary operators: hence, it is not immediately clear whether this process algebra, modulo bisimilarity, is finitely axiomatizable by itself. This fact is not at
Preliminaries
We begin by introducing the basic definitions and results on which the technical developments to follow are based. The interested reader is referred to [6, 10] for more information.
The Language BPA int
We assume a nonempty alphabet Act of atomic actions, with typical elements a, b. The language for processes we shall consider in this paper, henceforth referred to as BPA int , is obtained by adding the interrupt operator from [6] to Bergstra and Klop's BPA [10] . This language is given by the following grammar:
where x is a variable drawn from a countably infinite set Var and a is an action. In the above grammar, we use the symbol £ for the interrupt operator. We shall use the meta-variables t, u, v to range over process terms, and write Var (t) for the collection of variables occurring in the term t. The size of a term is the number of operator symbols in it. A process term is closed if it does not contain any variables. As usual, we shall often write tu in lieu of t · u, and we assume that · binds stronger than both + and £ , while £ binds stronger than +. In this paper we will also consider the language BPA, which is constructed as BPA int without the interrupt operator.
A substitution is a mapping from process variables to BPA int terms. A substitution σ is closed if σ(x) is a closed term for every variable x. For every term t and substitution σ, the term obtained by replacing every occurrence of a variable x in t with the term σ(x) will be written σ(t). Note that σ(t) is closed, if so is σ. In what follows, we shall use the notation σ [x → p] , where σ is a closed substitution and p is a closed BPA int term, to stand for the substitution mapping x to p, and acting like σ on all of the other variables in Var . If a ∈ Act, we indicate by σ a the closed substitution that replaces every variable with a, i.e., σ a (x) = a ∀x ∈ Var .
(1)
In the remainder of this paper, we let a 1 denote a, and a m+1 denote a(a m ). Moreover, we consider terms modulo associativity and commutativity of +. In other words, we do not distinguish t+u and u+t, nor (t+u)+v and t+ (u+v) . This is justified because + is associative and commutative with respect to the notion of equivalence we shall consider over BPA int . (See axioms A1, A2 in Table 2 on page 7.) In what follows, the symbol = will denote equality modulo associativity and commutativity of +.
3
We say that a term t has + as head operator if t = t 1 + t 2 for some terms t 1 and t 2 . For example, a + b has + as head operator, but (a + b)a does not.
For k ≥ 1, we use a summation i∈{1,...,k} t i to denote t 1 + · · · + t k . It is easy to see that every BPA int term t has the form i∈I t i , for some finite, nonempty index set I, and terms t i (i ∈ I) that do not have + as head operator. The terms t i (i ∈ I) will be referred to as the (syntactic) summands of t. For example, the term (a + b)a has only itself as (syntactic) summand.
The operational semantics for the language BPA int is given by the labeled transition system
where the transition relations a → and the unary predicates a → are, respectively, the least subsets of BPA int × BPA int and BPA int satisfying the rules in Table 1 . Intuitively, a transition t a → u means that the system represented by the term t can perform the action a, thereby evolving into u. The special symbol stands for (successful) termination; therefore the interpretation of the statement t a → is that the process term t can terminate by performing a. Note that, for every closed term p, there is some action a for which either p 
Similarly, we say that a 1 · · · a k (k ≥ 1) is a complete trace of a BPA int term t iff there exists a term t such that
The depth of a term t, written depth(t), is the length of a longest trace it affords. Observe that such a trace is necessarily a complete trace.
The norm of a term t, denoted by norm(t), is the length of its shortest complete trace; this notion stems from [8] .
The depth and the norm of closed terms can also be characterized inductively thus:
Note that the depth and the norm of each closed BPA int term are positive.
Lemma 1.1 [Operational Correspondence]
Assume that t is a BPA int term, σ is a closed substitution and a is an action. Then the following statements hold:
a → for some variable t and term u.
Proof: Statements 1 and 2 are proved by induction on the proof of the relevant transitions. Statement 3 is proved by induction on the structure of the term t.
The details are lengthy, but straightforward, and we therefore omit them. P
In this paper, we shall consider the language BPA int modulo complete trace equivalence.
Definition 1.2
Two closed BPA int terms p and q are complete trace equivalent, denoted by p ∼ q, if they have the same complete traces, i.e., if for every nonempty word w ∈ Act + , w is a complete trace for p iff it is a complete trace for q.
The relation ∼ will be referred to as complete trace equivalence.
It is evident that ∼ is an equivalence. There is more: ∼ is a congruence with respect to all the operators in the signature of BPA int , that is, if t ∼ t and u ∼ u , then t + u ∼ t + u , tu ∼ t u , and t £ u ∼ t £ u . This will follow from Lemma 2.1, at the beginning of next section. Observe that complete trace equivalent BPA int terms have the same norm and depth. Complete trace equivalence is extended to arbitrary BPA int terms thus:
For instance, we have that
because, as our readers can easily check, the terms p £ q and (p £ q) + qp have the same set of initial "capabilities", i.e.,
for each a and r, and
It is natural to expect that the interrupt operator cannot be defined in the language BPA modulo complete trace equivalence. With a single, remarkable exception, this expectation will be confirmed by Proposition 3.1.
Equational Logic
An axiom system is a collection of equations t ≈ u over the language BPA int . An equation t ≈ u is derivable from an axiom system E, notation E t ≈ u, if it can be proved from the axioms in E using the rules of equational logic (viz. reflexivity, symmetry, transitivity, substitution and closure under BPA int contexts): An example of a collection of equations over the language BPA int that are sound with respect to ∼ is given in Table 2 . Those equations stem from [10] . Equations dealing with the interrupt operator in the setting of bisimulation semantics using auxiliary operators are offered in [6] .
A ground complete finite axiomatization for BPA int
We start by proving that complete trace equivalence is a congruence over BPA int .
In fact, we give a complete, structural description of the complete traces of BPA int terms: congruence of complete trace equivalence will be an easy consequence. First of all, we observe that, given two closed terms t, u over BPA int and a nonempty word w over Act, then w is a complete trace for t + u iff w is a complete trace for either t or u, while w is a complete trace for tu iff w = xy for some words x, y that are complete traces for t and u, respectively. In fact, there is a similar characterization for complete traces of t £ u, but it's a bit trickier. Lemma 2.1 Let t and u be closed terms over BPA int . Let w be a nonempty word over the alphabet Act. Then w is a complete trace for t £ u iff there exist words x, y, z over Act such that 
CT (tu) = CT (t)CT (u) , and (3)
hold. We recall that XY = {w : ∃x ∈ X, y ∈ Y : w = xy}.
Corollary 2.1
For terms over BPA int , complete trace equivalence is a congruence.
Proof: Suppose t ∼ t and u ∼ u . Let σ be a closed substitution: then σ(t) and σ(t ) have the same set of complete traces, and similarly for σ(u) and σ(u ).
has the same complete traces as σ(t + u ) = σ(t ) + σ(u ); similarly for σ(tu) and σ(t u ) because of (3), and for σ(t £ u) and σ(t £ u ) because of (4). This is true for every closed substitution σ, thus
As a consequence of Lemma 2.1 and our previous observations, we obtain the following equivalences.
Lemma 2.2
For every action a and closed terms t, u, v over BPA int , the following hold:
Proof: We must show that, for any of the formulas above and for any word w over Act, w is a complete trace for the left-hand side iff it is for the right-hand side. Thanks to equations (2), (3), and (4), this is basically an exercise in sentence rewriting; only the last four identities require a greater amount of caution. 7. Suppose w is a complete trace for a £ u. By Lemma 2.1, this is the same as saying that w = xyz so that z is nonempty, a 
Suppose w is a complete trace for t £ (u + v)
. This is the same as saying that w = xyz with z nonempty, t xz → , and either y is empty or u
We can then state Theorem 2.1 Let a be an action and let x, y, z be variables. The following equations are sound for BPA int modulo complete trace equivalence:
Proof: Let σ be a closed substitution. Apply σ to both sides of any of the equations above: then left-hand and right-hand members are complete trace equivalent by Lemma 2.2. This is true for all closed substitutions, which proves the theorem. P Observe that, for every action a, there is one equation of the form I1.a and one equation of the form I2.a, so that those equations are infinitely many if Act is infinite.
We now argue that the interrupt operator can be eliminated from closed terms. To be able to support our thesis, we do a little digression, and try to find the "simplest possible form" a BPA term can have, modulo complete trace equivalence. 
where the word α 1 . . . α n is identified with the term
In other words, a term is in prenex normal form if the nondeterministic choice operator only appears at the topmost level.
Lemma 2.3
Let t be a term over BPA. There exists a term u over BPA in prenex normal form such that t ∼ u. Moreover, if t is closed, then u is closed as well.
Proof: By structural induction on t. The thesis is trivially true if either t = a for some a ∈ Act, or t = x for some x ∈ Var .
If t = t 1 + t 2 for some terms t 1 , t 2 , consider u 1 , u 2 in prenex normal form such that t 1 ∼ u 1 and t 2 ∼ u 2 . Put
where W is the set of all words w that appear as summands in either u 1 or u 2 . Observe that u can be constructed from u 1 + u 2 by repeatedly applying the idempotence rule A3. It is immediate to check that u is in prenex normal form, and that t ∼ u; moreover, if t is closed, then t 1 and t 2 are closed, so that u 1 and u 2 , and consequently u, are closed by inductive hypothesis.
If t = t 1 t 2 for some terms t 1 , t 2 , consider u 1 , u 2 in prenex normal form such that
where W is the set of all words w such that w = w 1 w 2 for two nonempty words w 1 , w 2 such that w 1 is a summand of u 1 and w 2 is a summand of u 2 . Observe that u can be constructed from u 1 u 2 by repeatedly applying the associativity laws A4.1 and A4.2, and the idempotence rule A3. It is straightforward to check that u is in prenex normal form, and that t ∼ u; moreover, if t is closed, then t 1 and t 2 are closed, so that u 1 and u 2 , and consequently u, are closed by inductive hypothesis. P Lemma 2.3 states that, for every closed term t over BPA, there exists a closed term ν(t) over BPA in prenex normal form, such that t ∼ ν(t). We call ν(t) the prenex normal form of the term t. Observe that ν(t) is defined up to the order of its summands. Observe also that, to construct u from t in the proof of Lemma 2.3, we have only applied associativity of operators, commutativity and idempotence of nondeterministic choice, and distributivity of nondeterministic choice w.r.t. composition: that is, ν(t) can be constructed syntactically from t by means of axioms in Table 2 .
Introduction of prenex normal forms allows us to prove Lemma 2.4 Let t and u be closed terms over BPA. There exists a closed term v over BPA such that t £ u ∼ v.
Proof: By induction on the size of t. Because of Lemma 2.3, it is not restrictive to suppose that t is in prenex normal form. If t has size 1, then t = a for some action a.
Suppose now that the thesis is proved every time that t has at most size n. Let t have size n + 1. 
Observe that, to prove Lemma 2.4 (and thus Theorem 2.2 as well), we use only leftwise distributivity. This is interesting, because the interrupt operator is not associative modulo complete trace equivalence, so that we cannot regroup all of its instances on a single side. As a counterexample, let a be an action: then a 4 is a complete trace for (a 3 £ a 2 ) £ a, but not for a 3 £ (a 2 £ a) .
Since every closed term over BPA int is c.t.e. to a closed term over BPA in light of Theorem 2.2, we can think of reducing the problem of finding a ground complete axiomatization for BPA int , modulo c.t.e., to that of finding a ground complete axiomatization for BPA, modulo c.t.e. This would be allowed by prenex normal form, if they were characterizing for closed terms over BPA modulo complete trace equivalence, that is, if it were true that two closed terms over BPA having the same complete traces, also have the same prenex normal form.
And this is precisely the content of Lemma 2.5 Let t and u be closed terms over BPA in prenex normal form. Then t ∼ u iff t and u have the same summands.
Proof:
The reverse implication is trivial. P Theorem 2.3 The axioms in Table 2 form a ground complete axiomatization for BPA.
Proof: Let t and u be two closed terms over BPA such that t ∼ u, and let ν(t) and ν(u) be their prenex normal forms. By using the axioms in Table 2 we can prove t ≈ ν(t) and u ≈ ν(u). But two terms in prenex normal form that are complete trace equivalent, are also equal up to the order of their summands: thus, by using the axioms in Table 2 we can also prove ν(t) ≈ ν(u). This, in turn, allows us to prove t ≈ u. P As a consequence of this fact, we obtain the main result of this section.
Theorem 2.4 If |Act| < ∞, then BPA int has a finite ground complete axiomatization modulo complete trace equivalence.
Proof: Consider the family E of equations from Theorem 2.1: if |Act| = n, then |E| = 2n + 8. Let t and u be closed terms over BPA int such that t ∼ u: we must show that E t ≈ u. As seen in Theorem 2.2, the equations in E allow us to reduce any closed term over BPA int to a closed term over BPA: in particular, there exist closed terms t , u over BPA such that E t ≈ t and E u ≈ u . By the soundness of E, t ∼ u : since the equations in Table 2 also appear in Theorem 2.1, from Theorem 2.3 we deduce E t ≈ u . Thus E t ≈ u as well. P
The case of general terms
Having proved finite complete axiomatizability for c.t.e. over closed terms in the language BPA int , we want to obtain a similar result for general terms. However, the technique we used to prove Theorem 2.4 does not work in the broader case, because, as we announced in Subsection 1.1, interrupt is not a derived operator, except for a very special case. 
where K is a nonempty finite set of positive integers. Therefore, if |Act| = 1, then x £ y ∼ x + yx. In fact, let as well, while σ a [x → a 2 ](x £ y) = a 2 £ a has norm 2, contradicting our assumption that t is c.t.e. to x £ y; moreover, it cannot be just t = z, or σ a [y → b](z) would have ba as a complete trace, which is impossible. So t = z + u for some term u over BPA; if it were z = x, we would get
→ , which we know to be a contradiction. Thus, if t ∼ x £ y, then necessarily t ∼ x + u for some term u over BPA; it is not restrictive to suppose that u is in prenex normal form, and that the summand x does not occur in u.
We observe that u cannot contain actions. In fact, should u contain action a, let b ∈ Act \ {a}: then σ b (x + u) has a complete trace containing a and σ b (x £ y) does not, contradicting our assumption that t is c.t.e. to x £ y. Moreover, u cannot contain variables other than x and y: otherwise, if σ = σ a [x → b, y → b], then σ(x + u) and σ(x £ y) would yield a similar contradiction. If x = y, then all the summands of u have the form x n for some n > 1. Let then σ(x) = ab; it follows that a 2 b 2 = a(ab)b is a complete trace for σ(x £ x) = ab £ ab, but not for σ(x + u). This is a contradiction. If x = y, then u must contain both x and y. In fact, consider the closed substitution σ N,K given by 
This is a contradiction as well. P Proposition 3.1 puts an end to our hopes of finding an easy solution to the finite axiomatization problem for general terms over BPA int ; at the same time, however, it opens the way to such a solution in a special case. To better understand the possibilities left, and possibly use an approach based on normal forms for the special case, we need a deeper insight on the properties of prenex normal forms.
We start by observing that, if t is a term over BPA and σ is a closed substitution, then the prenex normal form of σ(t), say j∈J t j , is a sum of objects that can be seen both as closed terms over BPA and as words over actions, such that the word is the only complete trace for the term. It follows that, if t and u are terms over BPA such that t ∼ u, then the "shape" of ν(σ(t)) and ν(σ(u)) must be the same for every closed substitution σ. The most natural thing to do is to ask oneself whether this "equality of shape" must be true for the terms themselves.
We recall that the length of a word w over an alphabet A is the number |w| of characters (i.e., elements of A) occurring in w, while the number of occurrences of character a in word w is the number |w| a of characters in w equal to a. Of course, |w| = a∈A |w| a , and if w 1 = w 2 , then |w 1 | a = |w 2 | a for every a ∈ A.
Proposition 3.2 Let t and u be nonempty words over
Act ∪ Var . 1. If |Act| > 1 then t ∼ u iff t = u.
If Act = {a} then t ∼ u iff t is a permutation of u.
Proof: First of all, we recall that both points are true for closed terms. This fact will be used later on in the proof. Also, substitutions of the form (1) will play a key role.
We now prove point 1 for general terms. Of course, only the "only if" part needs to be proved. Suppose t = u: then either |t| = |u|, or t = λ 1 αλ 2 , u = λ 1 βλ 3 , with λ 1 , λ 2 , λ 3 ∈ (Act ∪ Var ) * , α, β ∈ Act ∪ Var , α = β. In the former case, σ a (t) and σ a (u) are closed words of different length. In the latter, if one between α and β is action a, and b ∈ Act \ {a}, then σ b (t) = σ b (u); otherwise, α and β are distinct variables, thus
We are now left with the proof of point 2 for general terms. Let σ be a closed substitution; let t a term with a single summand, let σ be a closed substitution, and let w 1 , w 2 , . . . , w n ∈ Act ∪ Var such that
By Theorem 2.2 and Lemma 2.3, for all j ∈ {1, 2, . . . , n} there exists a finite set
Then, since complete trace equivalence is a congruence and distributivity laws apply modulo complete trace equivalence,
which depends on the nature of the w j 's, but not on their order. Thus, if t is a permutation of u, then σ(t) ∼ σ(u) whatever the closed substitution σ, i.e., t ∼ u. On the other hand, if t is not a permutation of u, then either |t| = |u| or there is a variable x such that |t| x = |u| x , so that either
; and again, t ∼ u. P Proposition 3.2 suggests a strategy for finding an axiomatization for the terms over BPA int when Act = {a}.
Consider an ordering Act ∪ Var = {a, x 1 , x 2 , . . . , x n , . . .}. Let w be a word over Act ∪ Var and let n be the maximum index of a variable occurring in w. We define the normal form of w as
By Proposition 3.2, w ∼ ν(w). Let now t be a term over BPA int : by Proposition 3.1, t is complete trace equivalent to a term t over BPA, which, in turn, has a prenex normal form w∈W w. We can therefore say that the normal form of the term t is
where each summand in normal form is taken once per occurrence. For instance, the normal form of t = ya + xax + a £ x is ν(t) = a + ax + ax 2 + ay, while that of xy + yx is xy. We observe that ν(t) is unique, up to the order of summands, and that t ∼ ν(t). Proof: Let t and u be two terms over BPA int such that t ∼ u, and let
be their normal forms. Let N be the maximum index of a variable in either the p i 's or the q j 's; then for each i and j we can write
Let b be a positive integer greater than all of the e k,i 's and the f k,j 's; consider the substitution σ defined by
Then, for all i and j, σ(p i ) = a α i and σ(q j ) = a β j , where and since b is larger than all of the e k,i 's and the f k,j 's, the α i 's are pairwise distinct, and so are the β j 's.
. But a word w = a K is a complete trace for σ(ν(t)) iff K = α i for some i, and similarly, w is a complete trace for σ(ν(u)) iff K = β j for some j: thus, for every i there must exist a j such that α i = β j , and vice versa. This, in turn, is only possible if for every i there exists j such that p i = q j , and vice versa; since the p i 's are summands in a normal form, and so are the q j 's, we conclude that r = s and the p i 's are a permutation of the q j 's, that is, ν(t) = ν(u) up to the order of summands.
The reverse implication is trivial. P Theorem 3.2 If |Act| = 1 then BPA int is finitely axiomatizable.
Proof: Consider the set E consisting of the axioms of Theorem 2.1 together with
(Observe that CC and DI are sound modulo complete trace equivalence iff |Act| = 1.) Let t and u be terms over BPA int such that t ∼ u: we must prove that E t ≈ u.
Consider the normal forms ν(t) and ν(u). Using equations CC and DI, it is not hard to prove that E t ≈ ν(t) and E u ≈ ν(u). But the normal forms of two terms over BPA that are equivalent modulo complete trace equivalence are equal by Theorem 3.1; thus, E ν(t) ≈ ν(u). This allows us to conclude that E t ≈ u. P
Other valid equations
In this section, we will list some equations over BPA int , and prove that they are all valid; plus, we will suggest a kind of "normal forms" for BPA int terms. We use double quotes, because these, as we shall see, are not characterizing.
A list of valid equations for BPA int is given in Table 3 . We immediately observe that I0.1 and I0.2 are valid indeed, because, whatever t and u are, any complete trace for t or ut is also a complete trace for t £ u Proposition 4.1 Equation I2 in Table 3 is sound modulo complete trace equivalence. 
Proof:
We must show that, for every word w over the alphabet Act and every closed terms t, u, v over BPAat £ u ≈ a(t £ u) + (a £ u)t from I2 , ≈ a(t £ u) + (a + ua)t from I1.a , ≈ a(t £ u) + at + uat from A4.1 , ≈ a(t £ u) + uat from I0.1 and A4.2 .
Proposition 4.2 Equation I4
in Table 3 is sound modulo complete trace equivalence.
Proof:
We must show that, for every word w over the alphabet Act and every 
is somewhat "less capable", in terms of "possible terminating executions", than (t £ u) £ v, something we had already seen after Theorem 2.2. The question arises naturally: how much is this "less"? Equation I5 provides a possible answer to this question. Table 3 is sound modulo complete trace equivalence. 
Theorem 4.1 Equation I5 in
Case 3: y is nonempty and q is empty. In this case, the transition is of the kind
This cannot in general be mimicked by t £ (u £ v), because
and ut might not have z as a complete trace. However, it can be mimicked by
→ as well. Case 4: y and q are both nonempty. This is the most complicated case, so we split it into subcases.
Subcase 4a: x = pq , z = q r. This means that the execution of t is interrupted by that of u, which is in turn interrupted by that of v; that is, for some t , u ,
This can be mimicked by
Subcase 4b: x = pqr , z = r . This means that the execution of t is first interrupted by that of u, then resumed, then suspended by that of v; that is,
and t might not have r yr as a complete trace.
Subcase 4c: x = p , z = p qr. This means that the execution of t is first interrupted by that of v, then resumed, then suspended by that of u; that is,
This cannot in general be mimicked by
and ut might not have p qr as a complete trace.
The problems come from subcases 4b and 4c. In fact, in (t £ u) £ v, the execution of t can either be first suspended by u, then resumed, then suspended by v; or be first suspended by v, then resumed, then suspended by u. On the contrary, in t £ (u £ v), if u interrupts t, then v can only interrupt u, and during this process, the execution of t cannot be resumed; while if v interrupts t, then t cannot be resumed until first v, then u are finished.
However, this behaviour can be mimicked by
by means of
for case 4b, and
for case 4c; plus, it also works in case 3. This means that we can write down
where A B is a shortcut for CT (A) ⊆ CT (B). Moreover, by applying I4 to t £ (v £ u) and (t £ v) £ u, we can refine this inequality into
But the roles of u an v are symmetrical on either side, thus we can swap these two terms and get the reverse inequality. P Since, in general, (t £ u) £ v and t £ (u £ v) are not c.t.e., they should both be considered when looking for normal forms. For a term t containing a single summand, let us introduce a notion of leftmost term:
1. if the interrupt operator does not occur in t, then t is its own leftmost term; 2. if t = u £ v, then the leftmost term of t is that of u.
For instance, the leftmost term of x £ y, x £ (y £ z), and (x £ y) £ z, is always x, while the leftmost term of xy £ z is xy. Lemma 4.1 Every BPA int term t can be written, modulo complete trace equivalence, as a sum of concatenations of singletons and sequences of interrupts where, in every subsequence, the leftmost term is a variable.
Proof: By induction on the structure of t. The cases t = a, t = x, and t = u + v with the thesis holding for both u and v obviously pose no problem.
Suppose t = uv with the thesis holding for v and v. 
with each factor in each summand being either a singleton, or a sequence of interrupts where, in each subsequence, the leftmost term is a variable.
Suppose finally t = u £ v with the thesis holding for u and v. Write u and v as in previous case, and put
Since interrupt is both left-and right-distributive modulo c.t.e. w.r.t. nondeterministic choice,
But by repeatedly applying I2 we find  where each factor in any of the right hand summands is either a singleton or a sequence of interrupts where, in each subsequence, the leftmost term is surely a singleton, but possibly not a variable. However:
• if u i,j is a variable, then the thesis is still satisfied;
• if u i,j is a sequence of interrupts, then again the thesis is satisfied by inductive hypothesis;
• finally, if u i,j is a constant, then u i,j £ v r = u i,j + v r u i,j , and the thesis keeps on being satisfied, again by inductive hypothesis.
From this the thesis follows. P
The terms in the thesis of Lemma 4.1 are tentative candidates as normal forms for BPA int terms. However, from that point of view, x £ y and x £ y + yx + x are different forms; but from what we have seen until now it is obvious that they are complete trace equivalent, so that these forms are unfortunately not characterizing. To solve these problem, a theory of "reduction" of terms should most probably be developed. At the time of the writing, we do not know whether the collection of equations in Theorems 2.1 and 3 is complete for complete trace equivalence over BPA int . A thing to do is probably to study the terms of the form x £ t, which, because of Lemma 4.1, seem to be good candidates for basic constituents of normal forms. The idea should be that, if x £ t ∼ y £ u, then x = y and t ∼ u.
Let t and u be terms over BPA int , not necessarily closed; let x and y be variables. Suppose x £ t ∼ y £ u: then x = y, otherwise, if σ(x) = a and σ(y) = b, then σ(x £ t) a → and σ(y £ u) a → . Moreover, the maximum length of a complete trace for σ(t) and σ(u) must be the same: otherwise, by joining two complete traces of maximum length for either σ(t) or σ(u) and σ(x), we would get a complete trace for either σ(x £ t) or σ(x £ u), but not both. Lastly, t and u contain the same variables: otherwise, if N is larger than the length of any summand in t and u, then by substituting with b N a single variable that does not appear in both t and u, and with a all other variables, we get two non-c.t.e. closed terms.
We are now left with the task of checking whether t ∼ u. This is not immediate, because, in general, t £ u ∼ t £ v does not imply u ∼ v: as a counterexample, put t = u = a + a 2 and v = a 2 .
Suppose x does not occur in t (and u). Suppose there exists a closed substitution σ such that σ(t) and σ(u) are not complete trace equivalent. Then σ[x → a](x £ t) ≈ a + σ(t)a and σ[x → a](x £ u) ≈ a + σ(u)a are not complete trace equivalent, because if (for example) w is a complete trace for σ(t) and not for σ(u), then wa is a complete trace for a + σ(t)a and not for a + σ(u)a.
Suppose now x does occur in t (and u). Again, suppose there exists a closed substitution σ such that σ(t) and σ(u) are not complete trace equivalent; in particular, let w ∈ Act + be a complete trace for σ(t) and not for σ (u) . How can we prove that there exists a closed substitution σ such that σ (x £ t) and σ (x £ u) are not complete trace equivalent?
We can reformulate our problem in terms of language theory. Call X the language of complete traces of σ(x), Y that of σ(t), and Z that of σ(u): then X, Y , and Z are finite languages. Saying that σ(x £ t) ∼ σ(x £ u), is then equivalent to saying that X ∪ If Conjecture 1 is true, then σ(x £ t) ∼ σ(x £ u) for all σ implies σ(t) = σ(u) for all σ.
