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A RoboCup surgiu em 1995 como um novo desao para os pesquisadores das Æreas de Inteli-
gŒncia Articial e Robótica Inteligente, com o objetivo de explorar novas teorias e arquitetu-
ras como: princípios de projeto de agentes autônomos, colaboraçªo multiagente, aquisiaçªo
estratØgica de conhecimento, raciocínio em tempo real e robótica. Em particular, a liga de
robôs simulados da RoboCup oferece um ambiente desaador para Sistemas Multiagentes.
Devido à complexidade do problem Ø necessÆrio, durante o desenvolvimento de um time,
adquirir conhecimento estratØgico. Uma das formas de aquisiçªo de conhecimento estra-
tØgico Ø utlizar o Aprendizado de MÆquina (AM). O AM, possibilita ao agente aprender
açıes durante uma simulaçªo de jogo, por exemplo seu posicionamento em campo, o mo-
mento certo de passar a bola, ou ainda como driblar um oponente, entre outras. Na primeira
versªo do UFSC-Team, as variÆveis responsÆveis pela geraçªo das metas do agente e por
concluir em qual situaçªo encontra-se o jogo eram determinadas empiricamente, tendo seus
valores baseados apenas na observaçªo. Desta forma por nªo serem ideais, estes valores
geravam ocasionalmente, inferŒncias erradas sobre o estado do jogo. O uso de aquisiçªo de
conhecimento sobre estas variÆveis possibilita a melhora na atribuiçªo de seus valores. Este
trabalho propıem-se a aplicar tØcnicas de aprendizado por reforço, para atribuir valores mais
próximos aos valores ideais, gerando assim uma otimizaçªo dos agentes do UFSC-Team e
consequentemente uma reduçªo dos erros de inferŒncia.
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The RoboCup appeared in 1995 as a new challenge for the researchers of the Articial In-
telligence and Intelligent Robotic areas. The objective is to explore new theories and ar-
chitectures as: principles of independent agents project, multiagent co-operation, strategic
knowledge acquisition, reasoning in real time and robotic. In particular, the RoboCup league
of simulated robots offers a challenging environment for Multiagents Systems. Because
of the problem complexity, strategic knowledge is required during the team development.
One of the forms of strategic knowledge acquisition is the use the Machine Learning (ML).
The ML, enables the agent learning during a game simulation; the robot positioning in the
eld, the precise moment to pass the ball or how to dribble an opponent, among others, are
examples of the actions to be learned. In the rst version of UFSC-Team, the variable re-
sponsible for the generation of agent goals and to infer the matches status was determined in
an empirical manner, having its values established only based in observation. Then, for not
being ideals, the values occasionally generated erroneous inferences about the match state.
The use of knowledge acquisition on these variables makes possible the improvement in the
determination of its values. This work proposes the application of techniques of reinforce-
ment learning to attribute values closer to the ideal, thus generating an optimization of the
UFSC-Team’s agents and consequently the inference errors reduction.
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Capítulo 1
Introdução
O objetivo central da IA inclui a criaçªo de teorias e modelos para a capacidade cog-
nitiva, e tambØm a construçªo de sistemas computacionais baseados nestes modelos. Uma
forma encontrada para impulsionar a pesquisa em IA Ø a proposta de problemas padrªo, que
permitem que diferentes soluçıes e enfoques sejam comparados.
Com o intuito de promover avanços nas pesquisas em IA os pesquisadores Kitano, Asada
e Kuniyoshi (Kitano et al., 1997) lançaram como um novo desao uma partida de futebol,
desta proposta surgiu a RoboCup. A RoboCup Ø uma proposta bastante ambiciosa, pois en-
globa vÆrias tecnologias e Æreas de pesquisas distintas, tais como: aprendizado de mÆquina,
sistemas especialistas, algoritmos genØticos, lógica nebulosa, robótica, sistemas de tempo-
real e controle de motores. A meta principal da RoboCup Ø bastante ambiciosa:.. em 2050
ter uma equipe de robôs humanóides em condiçıes de vencer a equipe campeª mundial de
futebol.
Paralelamente à RoboCup outra Ærea que teve seu desenvolvimento inuenciado por este
desao foi a Ærea de Aprendizado de MÆquina (AM). A metodologia de AM tem se desenvol-
vido de acordo com os principais interesses das pesquisas de IA. Em resposta às diculda-
des de codicar volumes de conhecimento sempre crescentes em modernos sistemas de IA,
muitos pesquisadores tŒm voltado sua atençªo para AM como meio de vencer o gargalo da
aquisiçªo de conhecimento. Um sistema de aprendizado Ø um programa de computador que
toma decisıes baseado em experiŒncias acumuladas por meio de soluçıes bem-sucedidas de
problemas anteriores. O aprendizado de mÆquina tem sido bastante explorado no âmbito da
RoboCup como forma de aquisiçªo de conhecimento.
Atualmente o DAS possui uma implementaçªo de um time de futebol de robôs para a
categoria de robôs simulados, o UFSC-Team, onde cada sistema que implementa um dos
jogadores deste time Ø baseado em um modelo de agente autônomo concorrente proposto em
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(Bittencourt e da Costa, 2001). De acordo com este modelo cada um dos agentes apresenta
um sistema decisório dividido em trŒs níveis: reativo, instintivo e cognitivo. Onde cada um
destes níveis, juntamente com o nível inferior pretende modelar um agente completo e a
complexidade do comportamento do agente cresce a cada nível decisório.
Como o UFSC-Team trata-se de um laboratório para a realizaçıes de experimentos na
Ærea de IAD, foi realizado um estudo sobre as tØcnicas de aprendizado mais utilizadas re-
centemente para a implementaçªo de uma estrutura que fosse capaz de atuar na aquisiçªo de
conhecimento para os agentes do time. As tØcnicas estudadas foram: `rvores de Decisªo,
Redes Neuronais e Aprendizado por Reforço. Este œltimo foi escolhido por se adequar me-
lhor ao ambiente enfrentado em uma partida de futebol. Após o estudo mais apronfundado
deste mØtodo foi efetuada a implementaçªo de uma estrutura para aquisiçªo de conhecimento
atravØs do uso de aprendizado de mÆquina dentro do UFSC-Team, utilizando o mØtodo de
aprendizado por reforço. Esta estrutura permitirÆ o desenvolvimento de vÆrios treinamentos
necessÆrios ao UFSC-Team, entre eles podemos citar: aprender a chutar ao gol, a driblar o
adversÆrio, a conduzir a bola, entre tantos outros movimentos realizados em uma partida de
futebol.
Essa estrutura consiste no acrØscimo de um processo chamado RL dentro da arquitetura
existente do UFSC-Team. Este processo RL serÆ responsÆvel pelos aprendizados que serªo
implementados no UFSC-Team, ele provŒ uma troca de mensagens com os outros processos,
pois as modicaçıes necessÆrias foram adicionadas à biblioteca Expert-Coop++, a qual jÆ
era utilizada na implementaçªo do UFSC-Team.
O estudo de caso apresentado neste trabalho foi realizado em relaçªo a localizaçªo de um
agente jogador do time UFSC-Team dentro do campo. Neste experimento o processo RL, re-
cebe mensagens do nível instintivo e avalia o resultado do sistema especialista deste nível. Se
a inferŒncia da posiçªo for incorreta, o processo RL irÆ alterar a base de regras do SE do nível
instintivo, tentando corrigir o erro. Este processo de inferŒncia-avaliaçªo-alteraçªo
Ø realizado atØ atingir um nível de acerto aceitÆvel. Embora este experimento seja de certa
forma um aprendizado de baixa complexidade, ele pode melhorar o desempenho do time. E
principalmente comprova a ecÆcia da estrutura de aprendizado montada.
Esta dissertaçªo estÆ dividida da seguinte maneira: o capítulo 2 apresenta um breve his-
tórico da InteligŒncia Articial e uma discussªo sobre Resoluçªo Distribuída de Problemas
e Sistemas Multiagentes. O capítulo 3 descreve o histórico da RoboCup como um novo
problema padrªo para a InteligŒncia Articial, a liga de robôs simulados e o simulador Soc-
cerserver, o qual foi utilizado como base para a realizaçªo deste trabalho. No capítulo 4
estªo descritos os níveis que compıe a arquitetura do agente UFSC-Team.
O capítulo 5 apresenta a Ærea de Aprendizado de MÆquina. Na seçªo 5.2 estÆ descrito
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o mØtodo do Aprendizado por Reforço, o mØtodo de aprendizado o qual foi aplicado neste
trabalho. Os outros mØtodos estudados estªo nos Anexos A e B.
O capítulo 6 descreve a estrutura de aprendizado implementada para a otimizaçªo dos
parâmetros do nível instintivo do UFSC-Team, e tambØm apresenta uma anÆlise dos resul-
tados obtidos com a implantaçªo desta estrutura. Por m o capítulo 7 traz as conclusıes do
trabalho e os trabalhos futuros.
Capítulo 2
Inteligência Artificial Distribuída
2.1 Introdução
A InteligŒncia Articial (IA) nasceu em 1956, com uma conferŒncia de verªo no Dart-
mouth College, NH, USA. Os organizadores desta conferŒncia foram John McCarthy, Mar-
vin Minsky, Nathaniel Rochester e Claude Shannon. A proposta desta conferŒncia teve a
seguinte intençªo:  ... dez homens, realizar um estudo durante dois meses, sobre o tópico
inteligŒncia articial. Desde seus primórdios, a IA gerou polŒmica, a começar pelo seu
próprio nome, considerado presunçoso por alguns, atØ a deniçªo de seus objetivos e meto-
dologias. O desconhecimento dos princípios que fundamentam a inteligŒncia, por um lado,
e dos limites prÆticos da capacidade de processamento dos computadores, por outro, levaram
periodicamente à promessas exageradas e à correspondentes decepçıes.
A InteligŒncia Articial Distribuída (IAD) emergiu da integraçªo entre as Æreas de Inteli-
gŒncia Articial (IA) e Sistemas Distribuídos (SD). Esta integraçªo delineou a IAD nªo como
uma sub-Ærea da IA, mas sim como um ramo da Computaçªo com características próprias e
distintas. A IAD se diferencia da Ærea de SD pois nªo enfoca questıes relacionadas ao pro-
cessamento distribuído, objetivando aumentar a eciŒncia da computaçªo propriamente dita,
mas procura desenvolver tØcnicas de cooperaçªo entre entidades envolvidas em um sistema.
A IAD se diferencia da IA na medida em que traz novas e mais abrangentes perspectivas so-
bre a representaçªo do conhecimento, planejamento, resoluçªo de problemas, coordenaçªo,
etc.
Pesquisas em IAD sªo freqüentemente em duas Æreas: Resoluçªo Distribuída de Pro-
blemas (RDP) e Sistema Multiagentes (SMA), em ambos os casos a teoria da IAD permite
resolver problemas de forma distribuída e cooperativa, utilizando processos chamados de
agentes.
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2.2 Resolução Distribuída de Problemas
A RDP relaciona mœltiplos agentes para resolver um problema especíco, de maneira
coerente e robusta. A partir do problema sªo especicados os agentes necessÆrios para com-
por o ambiente e gerar a soluçªo. Seu objetivo global Ø desenvolver tØnicas de raciocío-
nio e representaçªo de conhecimento necessÆrias para que nodos, contendo solucionadores
de problemas interligados em uma rede fracamente acoplada, cooperem efetivamente para
solucionar um problema distribuído complexo (Bittencourt, 2001). Por outro lado, SMAs
preocupam-se com o agente, suas propriedades internas e seu comportamento no ambiente.
Assim, pode-se dizer que a diferença bÆsica entre RDP e SMA estÆ na generalidade do ambi-
ente. Em RDP o ambiente Ø construído tendo-se um problema em mente, enquanto em SMA
o mesmo ambiente pode servir de base para resoluçªo de uma gama maior de problemas.
Alguns pontos importantes da abordagem RDP:
  apesar de trabalharem cooperativamente, nªo hÆ necessidade dos agentes representa-
rem explicitamente quais sªo suas habilidades e metas. Isto Ø implicitamente represen-
tado pelo projetista;
  a descriçªo e decomposiçªo das tarefas na maioria dos casos Ø totalmente decidida
pelo projetista. Isto Ø um caso extremo, mas mesmo havendo alguma decomposiçªo
dinâmica de tarefas, os mØtodos usados sªo fortemente dependentes do domínio da
aplicaçªo;
  na maioria dos casos, se a tarefa for dividida corretamente pelo projetista nªo ocorrerÆ
nenhum conito. Uma vez que, este Ø um caso crítico, mas se ocorrer algum conito,
ele Ø fortemente dependente do domínio da aplicaçªo;
  mesmo que os agentes possam se comunicar, nªo hÆ necessidade de uma conversaçªo
complexa para alcançar a meta;
  novos agentes nªo podem ser inseridos dinamicamente na sociedade. Isto signica
que este tipo de sistema, nªo pode ser considerado um sistema aberto (Sichman et al.,
1992).
A abordagem RDP pode ser representada da seguinte forma:
(problema a ser resolvido)  (projeto dos agentes)  (problema sendo resolvido) 
(solução)
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2.3 Sistema Multiagentes
Nªo hÆ ainda um concenso sobre a deniçªo de agente na comunidade de IAD. Esta
falta de concordância leva a deniçıes contextuais, adequadas aos objetivos da aplicaçªo ou
ao ponto de vista de cada pesquisador. Por exemplo, Etzioni e Weld em (Etzioni e Weld,
1995) denem um agente como ...um programa de computador que se comporta de forma
anÆloga a um agente humano, tal como um agente de viagem ou um agente de seguro,
enquanto Russel e Norvig (Russell e Norvig, 1996) denem o agente como ...qualquer
coisa que pode perceber seu ambiente atravØs de sensores e agir neste ambiente atravØs de
atuadores.
Em SMA a preocupaçªo inicial Ø com o comportamento e a interaçªo de um grupo de
agentes. A literatura para modelos de agentes Ø rica, mas hÆ duas abordagens principais:
agentes reativos e agentes cogntivos.
Os agentes reativos nªo possuem raciocínio simbólico complexo, estruturas de memória
e nenhuma representaçªo interna explícita do conhecimento. Com estas restriçıes um agente
reativo somente percebe o ambiente externo e, baseado nos estímulos do ambiente, reage de
uma forma prØ-determinada pelo programador. Em uma sociedade de agentes reativos o
comportamento inteligente do sistema advØm da interaçªo dos comportamentos bÆsicos de
cada agente. Este tipo de sociedade estÆ baseado em modelos de organizaçıes biológicas e
etológicas, por exemplo, uma sociedade de formigas. Geralmente este tipo de sociedade dis-
pıem de um alto nœmero de agentes, centenas ou atØ milhares. Existem diversos trabalhos na
literatura sobre SMA baseados em agentes reativos, por exemplo, a arquitetura de subsunçªo
de Brooks (Brooks, 1986), e a primeira geraçªo de sistemas especialistas (Marietto, 2000).
Os agentes cognitivos possuem uma representaçªo explícita do ambiente e dos outros
agentes, dispıem de memória, por isso, sªo capazes de planejar suas açıes futuras, e um
sistema desenvolvido de cooperaçªo e comunicaçªo. Uma sociedade de agentes cognitivos
Ø formada por um pequeno nœmero de indivíduos, geralmente no mÆximo de duas ou trŒs
dezenas (Marietto, 2000). Normalmente este tipo de sociedade utiliza da metÆfora de gru-
pos sociais humanos para a sua estruturaçªo, onde times de especialistas podem solucionar
problemas de forma cooperativa. Pontos importantes da abordagem SMA:
  a decomposiçªo das tarefas Ø feita pelos agentes, e nªo pelo projetista. No mÆximo,
pode haver uma reorganizaçªo dinâmica, isto Ø, os agentes podem decidir o que eles
podem mudar no seu comportamento a m de melhor realizar suas tarefas;
  os agentes sªo autônomos, isto Ø, eles podem ter suas próprias metas locais. Portanto,
conitos usualmente podem aparecer, devido a existŒncia de metas locais e globais.
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AlØm disso uma comunicaçªo complexa deve ser organizada para estabelecer o papel
de cada agente nas atividades para solucionar o problema;
  um agente pode entrar ou deixar a sociedade quando necessÆrio. Se um novo agente Ø
inserido na sociedade, os demais agentes irªo incorporar em sua base de conhecimento
suas capacidades e metas. Isto Ø feito, para manter uma representaçªo explícita das
metas e capacidades de todos os agentes.
  se o ambiente mudar os agentes devem incorporar estas mudanças em seus modelos de
ambiente interno. Robôs móveis que navegam em lugares desconhecidos e diferentes,
sªo um exemplo de agentes que tŒm que interagir com um mundo dinâmico (Sichman
et al., 1992).
Em SMA os agentes coexistem em um ambiente comum, e hÆ uma colaboraçªo mœtua
para que a meta seja atingida. Esquematicamente:
(agentes)  (problema a ser resolvido)  (problema sendo resolvido)  (solução)
Alguns pesquisadores tŒm discutido uma abordagem híbrida, isto Ø, a construçªo de um
agente que nªo seja completmente cognitivo, nem completamente reativo. Esta abordagem
seria composta por um agente com dois ou mais sub-sistemas: um cognitivo, o qual teria
a representaçªo simbólica do ambiente, que iria desenvolver planos e tomar decisıes, e um
reativo, que seria capaz de reagir aos eventos que ocorrem no ambiente sem possuir um
raciocínio complexo.
2.4 Modelo Genérico
Em (Bittencourt e da Costa, 2001), uma arquitetura híbrida (ilustrada na Figura 2.1)
foi apresentada. Este modelo genØrico apresenta trŒs níveis: reativo, instintivo e cognitivo,
funcionalmente estes trŒs níveis sªo similares aos trŒs componentes da arquitetura adotada no
agente de Sloman (Sloman, 1999). O modelo Ø duplamente comprometido com a abordagem
evolucionÆria: o nível reativo Ø baseado em um mecanismo evolucionÆrio, e o modelo Ø
projetado de tal maneira que os componentes em cada nível evoluam um após o outro. A
seguir serÆ apresentado um breve sumÆrio sobre cada nível.
O nível reativo tem por objetivo modelar um animal simples, como um inseto. Ele
consiste em um ambiente evolucionÆrio, cujo os elementos sªo: padrıes, extraídos de uma
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Figura 2.1: Modelo Genérico para agentes cognitivos.
informaçªo sobre um ambiente externo, controle causador que produz açıes no mesmo am-
biente externo e um populaçªo de agentes reativos que unem percepçªo e açªo. Este nível
Ø caracterizado por uma alta atividade paralela que resulta em um ciclo rÆpido de percep-
çªo/açªo. Ao nal de cada ciclo, os melhores agentes na comunidade, de acordo com a
funçªo de avaliaçªo (do inglŒs tness function) estªo aptos a agir.
O nível instintivo introduz uma memória de longo termo (do inglŒs long term memory)
no modelo. AtravØs do nível reativo Ø possível identicar as populaçıes no ambiente que sªo
responsÆveis por uma melhor atuaçªo em uma dada situaçªo. Se dessas populaçıes somente
o melhor e o pior agentes forem selecionados, de acordo com uma funçªo de avaliaçªo (do
inglŒs tness) Ø possível extrair suas propriedades, obtendo-se desta forma uma descriçªo
geral de uma dada populaçªo, um tipo de reserva genØtica. Esta memória Ø composta essen-
cialmente por estas descriçıes e o ato de memorizaçªo corresponde à introduçªo de uma
nova populaçªo no nível reativo, da qual os agentes sªo codicados geneticamente de acordo
com essas descriçıes gerais, geradas no nível reativo. O efeito a longo prazo desta memória
Ø anÆlogo a criaçªo e domesticaçªo da populaçªo de agente reativos. O nível instintivo
Ø caracterizado por uma atividade de um ciclo mais longo que necessita algumas repetiçıes
da mesma situaçªo para ser completa. O nível instintivo junto com o reativo tŒm a intençªo
de modelar animais mais complexos, como os mamíferos.
O nível cognitivo preocupa-se com a manipulaçªo das descriçıes geradas no nível instin-
tivo. Este nível Ø baseado em duas atividades complementares: aprendizado das descriçıes
das situaçıes relevantes e geraçªo de novas estratØgias de açªo. A principal vantagem do
nível cognitivo Ø o fato dele permitir o estabelecimento de um segundo canal de comunica-
çªo entre o ambiente e o agente: linguagem. Esta linguagem pode ser usada na
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de situaçıes abstratas, pode permitir conceituar uma situaçªo social e reconstruir as relaçıes
sociais relevantes em uma teoria interna coerente que possa apropriadamente ser simulada
no nível reativo.
Capítulo 3
Robocup
3.1 Introdução
A idØia de utilizar uma partida de futebol de robôs como um problema de pesquisa foi
introduzida por Mackworth mas esta idØia nªo foi a frente, nªo antes de ser readaptada por
Kitano, Asada e Kuniyoshi (Kitano et al., 1997). Em 1995, estes pesquisadores lançaram
um novo desao para os pesquisadores das Æreas de InteligŒncia Articial e Robótica Inte-
ligente: uma partida de futebol entre robôs autônomos. Desse desao surgiram a RoboCup
(originalmente chamada Robot Worl Cup Initiative) uma competiçªo mundial entre times
de robôs e a RoboCup Federation uma entidade internacional responsÆvel pela organizaçªo
do campeonato e pela manutençªo de um fórum de discussªo sobre os desaos e avanços
cientícos envolvidos com o tema.
A RoboCup difere de todas as pesquisas anteriores no campo de IA, pois foca-se em uma
soluçªo distribuída ao invØs de uma centralizada, e tambØm por nªo ser apenas um desao
para pesquisadores de IA, mas tambØm de robótica, sociologia, tempo-real (Chen et al.,
2001).
A principal meta da RoboCup Ø avançar por completo o nível tecnológico da sociedade,
e como meta nal foi proposto o seguinte:
Pelos meados do sØculo 21, uma equipe de jogadores humanóides inteiramente
autônoma deverÆ ganhar uma partida, de acordo com as regras ociais da FIFA1,
contra a equipe vencedora da Copa do Mundo mais recente (Rob, 2002).
1Federação Internacional das Associações de Futebol define as regras do futebol (fif, 2002)
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3.2 A RoboCup
A proposta de uma partida de futebol como problema nªo surgiu por acaso. A neces-
sidade era de uma idØia que representasse um grande apelo à comunidade cientíca, e ao
mesmo tempo que tambØm se mostrasse como um extraordinÆrio desao, uma partida de
futebol entre robôs atende a todos estes requisitos.
Utilizando a RoboCup como um problema padrªo vÆrias teorias, algoritmos, e arquitetu-
ras podem ser avaliadas, tais como: princípios de projeto de agentes autônomos, colabora-
çªo multiagente, aquisiçªo estratØgica de conhecimento, raciocínio em tempo real, robótica,
comportamento reativo, reconhecimento de contexto, visªo e controle de motores.
Para atender a todos os tipos de tecnologias, e visando atingir os mais variados tipos de
arquiteturas de robôs de uma forma justa e transparente, a RoboCup dividiu a competiçªo
em algumas categorias, baseadas no tamanho dos robôs e em seus mØtodos de movimento.
Sªo elas:
1. RoboCupSoccer
  Liga de robôs simulados;
  Liga de robôs pequenos com cinco robôs por equipe (F-180);
  Liga de robôs pequenos com onze robôs por equipe (F-180);
  Liga de robôs de tamanho mØdio (F-2000);
  Liga de robôs Sony com pernas;
  Liga de humanóides.
2. RoboCupRescue
RoboCupRescue2 Ø um novo domínio de pesquisa da RoboCup, cujos os alvos sªo:
procurar e salvar pessoas em desastres de larga escala, como o terremoto que abateu
Kobe, matando 5.000 pessoas. Este novo domínio foi escolhido por tratar-se de um
problema social substancial, e possuir características em comum com uma partida de
futebol. Assim como na RoboCup, a RoboCupRescue possui diferentes categorias, sªo
elas:
  Liga Simulada;
  Liga de Robôs.
O simulador para a RoboCupRescue ainda estÆ em fase de desenvolvimento.
2http://www.robocup.org/games/36.html
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3. RoboCupJunior
A RoboCupJunior3 Ø uma iniciativa de um projeto educacional orientado que patro-
cina eventos locias, regionais e internacionais com o intuito de introduzir a RoboCup
para estudantes de escolas primÆrias e secundÆrias. O foco da liga jœnior Ø puramente
educacional. Para a RoboCupJunior trŒs desaos foram desenvolvidos:
  Futebol;
  Dança;
  Resgate.
3.3 Liga de robôs simulados
A competiçªo simulada da RoboCup Ø um rico laboratório para a utilizaçªo de SMA.
Ela Ø composta por um ambiente onde dois times jogam futebol, com todos os desaos que
uma partida real oferece. Cada jogador (agente) tem seu próprio sistema de visªo, percepçªo
e açªo. A comunicaçªo dos agentes Ø permitida somente atravØs de uma largura de banda
estreita.
3.3.1 Soccerserver
Na liga simulada, dois times controlados por programas competidores jogam em um
campo de futebol virtual simulado por um computador (Noda, 1995). A liga simulada estÆ
baseada em um simulador chamado soccerserver. O soccerserver foi desenvolvido para
realizar disputas entre diversos agentes autônomos (independente da linguagem adotada)
dispostos em um ambiente multiagente e de tempo-real. As vantagens deste simulador, estÆ
na abstraçªo que Ø realizada, a qual livra os pesquisadores de terem que se preocupar com os
problemas da robótica, tais como: reconhecimento de objetos, comunicaçªo e a fabricaçªo
do hardware. Esta abstraçªo permite que os pesquisadores se concentrem nas pesquisas de
cooperaçªo e aprendizado.
O soccerserver consiste em dois programas: soccerserver e o soccermonitor. A partida
Ø disputada em um estilo cliente/servidor. Onde cada cliente representa um jogador em
campo. O soccerserver Ø o programa que permite os movimentos dos jogadores e da bola,
em uma partida. A comunicaçªo entre os clientes, que Ø realizada via socket UDP/IP, e o
controle do jogo tambØm sªo assistidos pelo soccerserver.
3http://www.robocup.org/junior/index.html
3. Robocup 13
O soccermonitor Ø uma ferramenta que permite a visualizaçªo do que acontece no ser-
vidor durante o jogo. As informaçıes fornecidas pelo soccermonitor sªo: o placar, o nome
dos times, a posiçªo de todos os jogadores e a bola, a Figura 3.1 ilustra o que Ø mostrado
pelo soccermonitor.
Figura 3.1: Modelo do Campo (Chen et al., 2001).
3.3.2 Como funciona o Soccerserver
Um cliente conecta-se com o soccerserver por um socket UDP. AtravØs deste socket,
o cliente enviarÆ os comandos para controlar o jogador do respectivo cliente e receberÆ in-
formaçıes captadas dos sensores do mesmo, como mostrado na Figura 3.2. Ou seja, um
programa cliente funciona como o cØrebro do jogador: o cliente recebe informaçıes dos sen-
sores auditivos e visuais do servidor, e envia comandos de controle após o processamento
destes. A Figura 3.2 apresenta a arquitetura do Soccer Server.
Uma exigŒncia da comissªo que regulamenta a RoboCup Ø que toda a comunicaçªo en-
tre clientes deve ser feita via soccerserver. Este compromisso dÆ-se no intuito de avaliar
sistemas multiagentes, em que comunicaçªo Ø um dos critØrios.
Uma partida organizada pelo soccerserver Ø realizada obedecendo aos seguintes passos:
1. Cada cliente de cada time conecta-se com o servidor por meio do comando init.
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Figura 3.2: Arquitetura do Soccerserver (Chen et al., 2001).
2. Quando todos os clientes estªo prontos para jogar, o juiz da partida (a pessoa que
executa o servidor) começa o jogo pressionando o botªo kick-off na janela do soccer-
monitor. Assim, começa o primeiro tempo.
3. O primeiro tempo Ø de 5 minutos. Quando este termina, o servidor suspende a partida.
4. O intervalo Ø tambØm de 5 minutos. Durante este tempo, os competidores podem trocar
seus programas clientes.
5. Antes do reinício do jogo, cada cliente conecta-se com o servidor por um comando
reconnect.
6. Quando todos os clientes estiverem prontos, o juiz reinicia a partida pressionando o
botªo kick-off.
7. O segundo tempo, como o primeiro, Ø de mais 5 minutos. Ao nal, o servidor para o
jogo.
8. No caso de empate, a prorrogaçªo tem início. Esta termina no instante que o primeiro
gol Ø marcado (morte sœbita ou golden goal) (Gonçalves, 2001).
O sistema soccerserver apresenta um conjunto de parâmetros que visam o modelamento
do ambiente de simulaçªo, tanto do soccerserver como do soccermonitor. O conjunto de
parâmetros estÆ descrito em (Chen et al., 2001), e estes podem ser modicados atravØs dos
comandos soccerserver e soccermonitor.
3.3.3 A Partida
As partidas sªo disputadas em um campo de futebol virtual (108m x 68m), provido pelo
simulador soccerserver, em dois intervalos de cinco minutos (3000 ciclos de simulaçªo).
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Cada um dos times Ø composto por onze jogadores.
Cada um dos clientes (jogadores), recebe periodicamente atravØs da sua conexªo com o
servidor (via socket), uma mensagem contendo os objetos captados por uma câmera de vídeo
que estaria situada no topo do respectivo robô jogador.
A informaçªo visual, enviada para o agente, corresponde aos objetos indenticados pelo
robô, no setor visível do jogador. Esse setor visível pode assumir trŒs diferentes ângulos:
normal

,

	
, amplo

,

	
e direcionado

,
	
. Os valores assumidos pelo
ângulo de visªo e sua respectiva qualidade inuenciam diretamente na taxa de atualizaçªo
da informaçªo visual enviada pelo simulador.
AlØm da informaçªo visual, o agente recebe assincronamente (via socket), mensagens
enviadas pelo juiz informando alteraçıes no estado do jogo e mensagens, com um tamanho
mÆximo de 512 caracteres, enviadas por outros jogadores em um raio de 50m.
A comunicaçªo entre o soccerserver e os agentes envolve troca de mensagens síncronas
e assíncronas. A sincronizaçªo entre o agente e o soccerserver Ø mais um dos desaos
a serem enfrentados na implementaçªo do agente. Os comandos enviados para o simulador
possuem um tempo de resposta, e nada garante que na próxima informaçªo visual o efeito do
comando enviado seja percebido. A incorreta sincronizaçªo entre o agente e o soccersever
pode levar o jogador a apresentar um comportamento completamente indesejado.
3.3.4 O Técnico
Assim como no futebol real, as equipes simuladas possuem o seu próprio tØcnico. Os
tØcnicos sªo clientes privilegiados usados para auxiliar os jogadores. Existem dois tipos de
tØcnicos: o tØcnico online e o treinador.
O treinador pode exercer mais controle sobre o jogo, por isso ele Ø œtil durante o desen-
volvimento para tarefas como: executar um aprendizado automatizado ou controlando jogos.
Mas o treinador pode ser usado apenas no estÆgio de desenvolvimento do time. JÆ o tØcnico
online Ø utilizado para fornecer conselhos e informaçıes aos jogadores durante o jogo, pois
somente ele pode ser conectado no jogo ocial.
O treinador tem como habilidades:
  Controlar o status da partida;
  Difundir mensagens auditivas;
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  Mover os jogadores e a bola para qualquer localizaçªo no campo e controla suas dire-
çıes e velocidades;
  Obter informaçıes a respeito de qualquer objeto móvel no campo.
O tØcnico online tem a intençªo de observar o jogo e prover a informaçªo para os joga-
dores. Entªo, suas habilidades sªo de certa forma limitadas, podendo apenas:
  Comunicar-se com os jogadores;
  Obter informaçıes sobre os objetos móveis.
Nªo Ø permitido ao tØcnico online conduzir as açıes de um jogador passo a passo, man-
tendo desta forma o carÆter autônomo do jogador. Assim como no futebol de humanos, a
atuaçªo do treinador deve limitar-se a observar a partida e corrigir o posicionamento dos
jogadores.
3.3.5 O Juiz
Como apresentado na Figura 3.2, o módulo Juiz Ø responsÆvel por arbitrar a partida de
acordo com as regras da FIFA. Entretanto, quando as regras sªo passíveis de interpretaçªo,
este encargo ca por conta de um juiz humano.
Regras julgadas pelo Servidor
  GOL: quando uma equipe marca um gol, o Ærbitro anuncia o gol enviando uma mensa-
gem para todos os clientes (broadcast), atualiza o placar, suspende a partida por cinco
segundos, período em que os jogadores devem voltar a posiçªo de início da partida,
move a bola para o centro do campo e modica o modo de partida (do inglŒs "play
mode") do jogo para kick_off.
  IN˝CIO DO JOGO: se algum jogador nªo estiver em seu campo de defesa, antes de
começar o jogo, ou na reposiçªo da bola depois de um gol, o juiz irÆ movŒ-lo de volta
a seu campo para um posiçªo escolhida arbitrariamente.
  REPOSI˙ˆO DA BOLA: quando a bola sai do campo, o juiz move a bola para o
respectivo lugar de reposiçªo e modica o modo da partida de acordo com o modo de
reposiçªo. Por exemplo: kick_in no caso de arremesso lateral, corner_kick para
cobrança de escanteio, ou ainda goal_kick no caso de tiro de meta.
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  DIST´NCIAS: quando o modo de partida Ø kick_off, kick_in, ou corner_kick, o
Ærbitro remove todos os jogadores de defesa localizados dentro de um círculo centrado
na bola com raio de 9

15m.
Quando o modo de partida vai para offside, todos os jogadores de ataque sªo mo-
vidos de volta para uma posiçªo fora do impedimento. Os jogadores em posiçªo de
impedimento sªo postos a 9

15m da bola.
Quando o modo de partida Ø goal_kick, todos os jogadores de ataque sªo movidos
para fora da grande Ærea. O modo de partida muda imediatamente para play_on após
a bola sair da grande Ærea.
  CONTROLE DO MODO DE PARTIDA: o Ærbitro tem o poder de mudar o modo da
partida para play_on depois que a bola Ø reposta em jogo, por intermØdio do comando
kick.
  INTERVALO E FINAL DE JOGO: o Ærbitro suspende a partida quando o primeiro ou
o segundo tempo terminam. Em caso de empate o jogo Ø extendido.
Regras jugadas pelo árbitro humano
O Ærbitro humano deve julgar violaçıes nªo compreendidas pelo juiz do soccerserver,
faltas como obstruçªo sªo difíceis de serem julgadas, pois trata-se de julgar a intençªo do
jogador. Algumas faltas onde o juiz humano atua sªo descritas abaixo:
  JOGO DESONESTO: vÆrios jogadores bloquearem apenas um oponente;
  BLOQUEIO: bloquear o movimento de outros jogadores;
  DEMORA: retardar a reposiçªo da bola em jogo;
  GOLEIRO: o goleiro nªo pode soltar e voltar a agarrar a bola.
Capítulo 4
O Agente UFSC-Team
4.1 Introdução
O UFSC-Team trata-se de uma arquitetura de agentes autônomos baseada no modelo
genØrico para agentes cognitivos proposto em (Bittencourt e da Costa, 2001), mas esta ar-
quitetura foi simplicada, por razıes de eciŒncia e tambØm por restriçıes do simulador do
soccerserver. Neste modelo cada agente cognitivo adotado apresenta trŒs níveis decisórios:
reativo, instintivo e cognitivo, conforme Figura 4.1. Cada um destes níveis, juntamente com
o nível inferior pretende modelar um agente completo e cada nível decisório incrementa a
complexidade do comportamento do agente.
Nível Instintivo
Nível Reativo
Nível Cognitivo
Informação SimbólicaMetas Locais
Mensagens/
Percepção
Percepção
Ação
Comportamento
Selecionado
Figura 4.1: O fluxo de informação no agente.
O motor de inferŒncia, que consiste em um controlador difuso, do nível reativo Ø respon-
sÆvel pela resposta em tempo real do agente, por exemplo por receber a informaçªo visual do
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soccerserver e por enviar os comandos de açªo adequados. O motor de inferŒncia do nível
instintivo se responsabiliza por atualizar as variÆveis simbólicas utilizadas no nível cognitivo
e por escolher o comportamento mais adequado para a situaçªo corrente, isto Ø, qual o con-
trolador difuso deve ser utilizado no nível reativo para alcançar a meta local em vigor. Por
m, o nível cognitivo Ø quem irÆ determinar as metas locais e globais do agente. O nível
cognitivo nªo interfere diretamente sobre o nível reativo, ele apenas determina a meta local
e a envia para o nível instintivo. Essa meta tem efeito direto nas regras do nível instintivo,
que seleciona o comportamento reativo adequado.
Os trŒs processos que compıem o agente utilizam uma abordagem de programaçªo multi-
thread. Essa tecnologia permite particionar o processo e executar concorrentemente as partes
resultantes. No caso do UFSC-Team, cada processo Ø composto por dois threads. O primeiro
Ø responsÆvel por manipular a interrupçªo SIGIO do Unix, usada para informar que uma nova
mensagem foi recebida pelo socket e por colocar essa nova mensagem no mailbox. O outro
thread, o principal, se responsabiliza pela execuçªo das atividades do processo propriamente
dito. A exclusªo mœtua entre os dois threads Ø feita utilizando semÆforos. Essa implemen-
taçªo consiste em uma abordagem concorrente do clÆssico problema produtor/consumidor.
Isso evita que o processo principal despenda um tempo precioso vericando se existe ou nªo
numa nova mensagem no socket.
A implementaçªo Ø escrita utilizando a linguagem de programaçªo C  , e esta integra o
ambiente para desenvolvimento de sistemas multiagentes cognitivos sob restriçıes de tempo
real chamado Expert-Coop  (da Costa, 1997). A seguir estes trŒs níveis decisórios serªo
apresentados.
4.2 Nível Reativo
O nível reativo Ø composto por um mailbox, um conjunto de controladores difusos, um
ltro de entrada e um ltro de saída (ver Figura 4.2). O mailbox Ø responsÆvel pela recepçªo
e pelo ordenamento das mensagens recebidas pelo processo. Todas as mensagens enviadas
pelo soccerserver relativas à percepçªo (informaçªo visual) serªo armazenadas neste mail-
box. As mensagens enviadas pelo juiz do jogo e pelos demais agentes sªo re-direcionadas
para o nível instintivo.
Os controladores difusos sªo implementados utilizando-se a biblioteca CNCL escrita em
C  para auxiliar a implementaçªo de sistemas especialistas difusos ou controladores (Ju-
nius e Stepple, 1997). Cada um desses controladores difusos Ø responsÆvel por uma ha-
bilidade reativa do agente chamada Comportamento. O conjunto de controladores difusos
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associado a cada agente do UFSC-Team depende do grupo ao qual esse agente pertence: go-
leiro, defensor, meio-campo, atacante, pois nªo faria sentido um goleiro possuir controlores
para chutar a bola ao gol do adversÆrio.
O ltro de entrada Ø responsÆvel por extrair da informaçªo visual os valores das variÆ-
veis lingüísticas utilizadas pelo controlador difuso ativo. O ltro de saída, por sua vez, Ø
responsÆvel por averiguar as saídas do controlador nebuloso ativo e combinÆ-las.
Percepção Ação
MailBox
Input Filter Output Filter
Controlador
Ativo
Controladores
Nebulosos
Figura 4.2: Nível Reativo.
Os controladores nebulosos possuem quatro tipos de saída: kick-direction, kick-power,
turn-moment e dash-power. As entradas sªo um conjunto de variÆveis lingüísticas, depen-
dendo de qual comportamento estÆ ativo. Cada controlador possui seu próprio conjunto de
variÆveis e o ltro de entrada se responsabiliza por extraí-las da infromaçªo visual (percep-
çªo) recebida pelo soccerserver a cada novo ciclo de simulaçªo.
A utilizaçªo de controladores difusos para implementaçªo do comportamento reativo do
agente possui algumas vantagens:
  A sincronizaçªo dos agentes Ø garantida, apenas ajustando a taxa entre entrada e saída,
isto Ø, ajustando-se o ganho do controlador;
4. O Agente UFSC-Team 21
  As regras utilizadas para a implementaçªo do controlador difuso podem ser escritas
intuitivamente, evitando o dispŒndio de um longo tempo para modelar um ambiente
extremamente dinâmico;
  Pode-se assegurar que um dado controlador difuso estarÆ sempre apto a satisfazer os
requisitos de tempo real, pois estes sªo sistemas determinísticos.
AlØm disso, uma vez que o controlador difuso corresponde ao comportamento reativo
mais apropriado para uma dada situaçªo, os motores de inferŒncia dos níveis instintivo e
cognitivo podem dispor de mais tempo para realizar tarefas mais sosticadas como extrair
informaçªo simbólica da percepçªo, planejar, estabelecer metas ou participar de processos
de cooperaçªo (da Costa, 2001).
4.3 Nível Instintivo
O motor de inferŒncia deste processo Ø responsÆvel pela execuçªo das metas locais do
agente e pela geraçªo da informaçªo simbólica para atualizaçªo da base de conhecimento do
nível cognitivo.
Este nível consiste de um sistema especialista de um œnico ciclo de inferŒncia que esco-
lhe, a cada mudança de estado do jogo, o comportamento reativo mais adequado à meta local
em vigor. Uma meta pode ser atingida por uma sequŒncia de comportamentos que condu-
zem o agente a uma situaçªo desejada. Cada estado do jogo Ø denido por um conjunto de
condiçıes que sªo monitoradas no nível instintivo. Os valores destas condiçıes sªo determi-
nados experimentalmente. Essas condiçıes se referem à percepçªo e às mensagens enviadas
pelo juiz, e sªo utilizadas como premissas das regras, anÆlogas às do nível reativo. Mas no
nível instintivo as implicaçıes das regras consistem em variÆveis simbólicas utilizadas para
atualizar a base de conhecimento do nível cognitivo e/ou para selecionar um novo compor-
tamento no nível reativo. A cada instante, o comportamento selecionado deve responder
aos estímulos do ambiente buscando alcançar a meta, devendo tambØm ter suas condiçıes
satisfeitas pelo estado do partida. Uma vez escolhido um comportamento, o nível instintivo
se mantØm monitorando os requisitos associados a este comportamento. Caso algum desses
requisitos nªo mais se verique, ele utiliza seu conjunto de regras para inferir um novo com-
portamento. Caso nªo seja possível, a meta corrente estÆ comprometida, e uma nova meta
deve ser especicada.
O nível instintivo tambØm manipula as mensagens enviadas pelo juiz da partida infor-
mando uma mudança no status do jogo. Essas mudanças sªo tratadas de forma anÆloga a
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das mudanças do estado da partida, levando o nível instintivo a escolher o comportamento
adequado à nova situaçªo.
As entradas do motor de inferŒncia deste nível sªo a percepçªo, recebida pelo nível re-
ativo e as mensagens enviadas pelo juiz da partida e pelos demais agentes do UFSC-Team.
A percepçªo consiste na mesma informaçªo visual recebida de forma síncrona pelo nível re-
ativo e proveniente do soccerserver mas, diferentemente do nível reativo, o nível instintivo
possui uma memória. Essa memória consiste em um buffer, onde a percepçªo Ø armazenada
e cujo tamanho inicial Ø denido na implementaçªo do agente. Isso torna possível escolher
o montante de informaçªo visual (percepçªo) usado no ciclo de inferŒncia.
A percepçªo Ø armazenada no buffer para mensagens síncronas e as mensagens enviadas
pelo juiz da partida e demais agentes do UFSC-Team armazenadas em outro buffer, destinado
às mensagens assíncronas, conforme mostra a Figura 4.3.
Percepção Ação
MailBox
Mensagens Síncronas Mensagens Assíncronas
Ações de Coordenação
Contract Frame
Meta Local
Figura 4.3: Nível Instintivo.
Cada vez que um desse dois buffers Ø atualizado, ou quando uma nova meta local Ø
recebida do nível cognitivo, o sistema especialista Ø executado. Dado uma entrada, as regras
estªo aptas a reconhecer as mudanças no estado do jogo. O resultado da execuçªo destas
regras pode ser uma atualizaçªo da base de conhecimento do nível cognitivo e/ou a seleçªo
de um novo controlador difuso para conduzir o agente do estado atual atØ a meta local.
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4.4 Nível Cognitivo
O nível decisório cognitivo, consiste em um sistema baseado em conhecimento simbó-
lico e orientado a objetos que manipula tanto as informaçıes simbólicas recebidas do nível
instintivo quanto as mensagens assíncronas recebidas dos demais agentes do UFSC-Team,
gerando metas locais e globais. Esse sistema baseado em conhecimento possui trŒs bases de
conhecimento: Dynamic KB, Static KB e Export KB, conforme mostra a Figura 4.4.
MailBox
Static
KB
Export
KB
Base de
Regras
Dynamic
KB
MI
Figura 4.4: Nível Cognitivo.
Dynamic KB Ø utilizada para armazenar a informaçªo simbólica gerada pelo nível instin-
tivo e as mensagens assíncronas enviadas por outros agentes do UFSC-Team. A Static KB
armazena o conhecimento que foi inferido no nível cognitivo sobre o jogo, o time, o opo-
nente, os planos do agente, metas, etc. Ambas, Dynamic KB e Static KB, sªo usadas pelo
motor de inferŒncia para gerar as metas dos agentes. Os novos fatos sobre o jogo, os planos
e metas sªo armazenados dentro do Static KB. Export KB Ø usada para armazenar a saída do
nível cognitivo. Basicamente esta saída consiste de metas locais a serem enviadas ao nível
instintivo, informaçªo para ser usada em estratØgias de cooperaçªo, ou mensagens a serem
enviadas a outros agentes do UFSC-Team.
Em resumo, o nível cognitivo Ø responsÆvel pelo estabelecimento de metas locais e pela
interaçªo do agente com a comunidade estabelecendo metas globais atravØs de processo de
cooperaçªo. Uma importante característica dessa arquitetura Ø que o nível cognitvo pode
despender mais tempo com planejamento, estabelecimento de novas metas, entre outras coi-
sas, uma vez que o nível reativo assim como, em algumas situaçıes, o nível instintivo sªo
responsÆveis pela interaçªo com o ambiente respeitando os requisitos de tempo-real.
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4.5 O nível instintivo como um problema de aprendizado
O nível instintivo foi escolhido como um problema para se aplicar um aprendizado, pois
os valores de algumas de suas variÆveis foram adotados de forma empírica. O que possi-
bilita uma ótima proposta, pois jÆ se conhecem alguns resultados, e sabe-se que ocasional-
mente estes resultados nªo sªo os desejados. Nas próximas seçıes serªo abordados alguns
aspectos que devem ser levados em consideraçªo para o entendimento do problema.
4.5.1 A visão do agente
O sensor visual de um agente informa o objeto que estÆ sendo visto por ele no momento.
Esta informaçªo visual chega para o agente atravØs de uma mensagem enviada pelo servidor
que possui o formato demonstrado no exemplo 4.1, e Ø enviada para o agente a cada intervalo
denido pelo sense_step que possui normalmente valor de 150ms.
Exemplo 4.1 (see ObjName Distance Direction DistChng DirChng BodyDir HeadDir)
ObjName ::= (player Teamname UniformNumber)

(goal [l|r])

(ball)

(flag c)

(flag [l|c|r] [t|b])

(flag p [l|r] [t|c|b])

(flag g [l|r] [t|b])

(flag [l|r|t|b] 0)

(flag [t|b] [l|r] [10|20|30|40|50])

(flag [l|r] [t|b] [10|20|30])

(line [l|r|t|b])
onde, o objeto (goal r) Ø interpretado como o centro do gol posicionado do lado direito do
campo, (flag c) Ø um ag virtual que situa-se no centro do campo, (flag 1 b) Ø o ag que se
localiza no canto inferior esquerdo do campo. (flag p 1 b) Ø um ag virtual localizado no
canto inferior direito da grande Ærea posicionada do lado esquerdo do campo, entre outros.
Atualmente existem 55 ags e 4 linhas de limitaçªo do campo possíveis de serem visualiza-
das pelo jogador, elas podem ser visualidas na Figura 4.5.
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(flag b l 50)
(flag l t 30)
(flag l t 10)
(flag l t 20)
(flag b l 20)(flag b l 40)
(flag b l 10) (flag b r 10) (flag b r 30)
(flag b r 40)
(flag b r 50)(flag b l 30)
(flag b r 20)
(flag b 0)
(goal l)
(flag g l b)
(flag g l t)
(flag p l b)
(flag p l c)
(flag p l t)
(flag c)
(flag l b)
(flag l t) (flag r t)
(flag r b)
(goal r)
(flag g r t)
(flag g r b)
(line l)
(line t)
(line r)
(line b)
(flag r 0)
(flag r t 10)
(flag r t 20)
(flag r t 30)
(flag r b 10)
(flag r b 20)
(flag r b 30)
(flag t l 50)
(flag t l 40)
(flag t l 30)
(flag t l 20)
(flag t l 10) (flag t r 10)
(flag t r 20)
(flag t r 30)
(flag t r 40)
(flag t r 50)(flag t 0)
(flag l b 10)
(flag l b 20)
(flag l b 30)
(flag p r t)
(flag c b)
(flag c t)
(flag l 0) (flag p r c)
(flag p r b)
Figura 4.5: Localização dos flags no campo
O campo de visªo de um jogador depende de vÆrios fatores, primeiro de tudo tem-se os
parâmetros sense_step e visible_angle que determinam o tempo de envio da informaçªo
visual e quantos graus o cone de visªo do jogador irÆ ter. A qualidade e a frequŒncia da
informaçªo visual pode ser inuenciada pelo jogador, para isto basta-se modicar o valor
das variÆveis: ViewWidth e ViewQuality.
O jogador pode ver um objeto se esse encontra-se a visible_distance metros do
jogador. Portanto os objetos b e g na Figura 4.6 nªo podem ser visto, pois encontram-se fora
do cone de visªo.
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d
b
e
ca
g
f
field_length
field_width
visible_distance
view_angle
unum_far_length
unum_too_far_length
team_far_length
team_too_far_length
Client whose vision perspective is being illustrated
Figura 4.6: Campo de visão de um jogador
A Figura 4.6 tambØm ilustra a quantidade de informaçªo que um jogador obtØm sobre
outro que estÆ próximo a ele. Na tabela 4.1 algumas distâncias sªo consideradas e suas
respectivas faixas de visªo, sendo dist a distância entre os jogadores.
Parâmetro Visibilidade
dist  unum_far_length tanto o número do jogador quanto o nome do time são
visíveis
unum_far_lenght  dist  unum_too_far_length o nome do time sempre é visível, mas a probabilidade
do número do uniforme ser visível é inversamente pro-
porcional a dist.
dist  unum_too_far_length o número do uniforme não é visível.
dist  team_far_length o nome do time é visível.
team_far_lenght  dist  team_too_far_length a probalidade do nome do time ser visível é inversa-
mente proporcional a dist.
dist  team_too_far_length o nome do time não é visível.
Tabela 4.1: Faixa de Visão de um agente.
Por exemplo, na Figura 4.6, assume-se que os pontos c, d, e, f sªo jogadores. Entªo
o jogador c seria identicado tanto pelo nœmero de seu uniforme, quanto pelo seu time; o
jogador d pelo nome de seu time, e com uma chance de 50% de ser pelo nœmero de seu
uniforme. O jogador e teria 20% de chance de ser reconhecido apenas pelo nome de seu
time, e por m o jogador f seria identicado apenas como um jogador anônimo.
4.5.2 A base de regras
O motor de inferŒncia do nível instintivo pode utilizar as informaçıes visuais do agente,
para inferir a regra que serÆ utilizada. O exemplo 4.2 apresenta a estrutura de uma regra
utilizada no nível instintivo.
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Exemplo 4.2 (rule_001
(if (logic ( game state before_kick_off ))
(logic ( reactive_behavior status ?x1 )))
(lter ( != ?x1 reactive_disable ))
(then (logic ( reactive_behavior status reactive_disable ))
(message ((to Interface) (from Coord) (deadline 0) (grade 0.0) (alpha 0.0) (round 0.0)
(body (INFORM ((logic ( reactive_disable )))))))
(message ((to RL) (from Coord) (deadline 0) (grade 0.0) (alpha 0.0) (round 0.0)
(body (INFORM ((logic ( reactive_disable )))))))))
A regra exposta no Exemplo 4.2 verica se o estado da partida Ø igual a before_kick_off,
ou seja, a partida encontra-se parada aguardando o início da partida. Esta regra garante que
caso a partida esteja para iniciar ou momentaneamente parada, nenhum controlador estÆ
ativo. AtØ o momento ela atendeu seu propósito, no entanto, tal regra pode se tornar incon-
veniente se durante a execuçªo da partida for necessÆrio executar algum controlador.
Esta certicaçªo de que nenhum controlador esta ativo Ø descrita na linha:
(filter ( != ?x1 reactive_disable )), onde o valor da variÆvel x1 atribuído na linha
(logic ( reactive_behavior status ?x1 ))) Ø igual a reactive_disable, ou seja
todo o comportamento reativo estÆ inativo.
Capítulo 5
Aprendizado de Máquina
Aprendizado Ø a essŒncia da inteligŒncia!
5.1 Introdução
Aprendizado de MÆquina (AM) Ø uma Ærea de IA cujo objetivo Ø o desenvolvimento de
modelos computacionais dos processos de aprendizado, bem como a construçªo de sistemas
capazes de adquirir conhecimento de forma automÆtica. Um sistema de aprendizado Ø um
programa de computador que toma decisıes baseado em experiŒncias acumuladas por meio
de soluçıes bem-sucedidas de problemas anteriores. Os diversos sistemas de Aprendizado
de MÆquina possuem características particulares e comuns que possibilitam sua classica-
çªo quanto à linguagem de descriçªo, modo, paradigma e forma de aprendizado utilizado
(Monard e Baranauskas, 2003).
Os processos de aprendizado incluem a aquisiçªo de novos conhecimentos, o desenvolvi-
mento das habilidades motoras e cognitivas atravØs de instruçªo e prÆtica, a organizaçªo de
novos conhecimentos, o desenvolvimento de formas efetivas de representar o conhecimento,
e a descoberta de novos fatos e teorias por meio de observaçıes e experimentaçıes. Apren-
dizado Ø a chave da superioridade da inteligŒncia humana. O homem Ø capaz de aprender
habilidades motoras e cognitivas. A visªo Ø o principal meio para adquirir habilidades mo-
toras, mas mesmo com a falta desta, o homem Ø capaz de aprender as mesmas habilidades
motoras.
O estudo e a modelagem computacional dos processos de aprendizado em suas mœltiplas
manifestaçıes constituem o principal objetivo do AM. Um aumento signicativo da inteli-
gŒncia da mÆquina serÆ resultado do aumento das capacidades de aprendizado da mesma. É
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difícil encontrar uma deniçªo geral sobre aprendizado, mas (Monard et al., 2000) dene o
aprendizado da seguinte maneira:
Aprendizado Ø a habilidade de aperfeiçoar-se em uma determinada questªo.
Por exemplo, esta questªo pode ser reconhecer uma determinada sionomia. Essa de-
niçªo Ø comportamental na medida em que julga o desempenho do ator que aperfeiçoa-se
a partir de uma ponto de vista exterior, tratando-o como uma caixa preta. Por exemplo, o
conhecimento necessÆrio para reconhecer sionomias pode ser expresso em termos de regras
de classicaçªo, listando as características de uma sionomia especíca; a habilidade de re-
conhecer sionomias pode ser aperfeiçoada melhorando as regras de classicaçªo. Nesse
ponto de vista, aprendizado Ø a habilidade de adquirir novos conhecimentos. Existem diver-
sos paradigmas de AM, tais como:
  Simbólico: Os sistemas de aprendizado simbólico buscam aprender construindo repre-
sentaçıes simbólicas de um conceito atravØs da anÆlise de exemplos e contra-exemplos
desse conceito. As representaçıes simbólicas tomam tipicamente a forma de uma ex-
pressªo lógica, Ærvore de decisªo, conjunto de regras ou rede semântica.
  Estatístico: Pesquisadores em estatística tŒm criado diversos mØtodos de classicaçªo,
muitos deles semelhantes aos mØtodos posteriormente desenvolvidos pela comunidade
de AM. A idØia geral consiste em utilizar modelos estatísticos para encontrar uma boa
aproximaçªo do conceito a ser aprendido. Entre os mØtodos estatísticos, destaca-se o
aprendizado Bayesiano, que utiliza um modelos probabilístico baseado em conheci-
mento prØvio do problema.
  Conexionista: Redes Neurais sªo construçıes matemÆticas inspiradas em modelos
biológicos do sistema nervoso. A metÆfora biológica com as conexıes neurais do
sistema nervoso tem interessado muitos pesquisadores, e as analogias com a biologia
tŒm levado muitos pesquisadores a acreditar que as redes neurais possuem um grande
potencial na resoluçªo de problemas que requerem intenso processamento sensorial
humano.
Um ponto interessante sobre os seres humanos estÆ relacionado à sua habilidade de fazer
generalizaçıes precisas a partir de fatos. O ser humano Ø capaz de encontrar padrıes apenas
observando um processo do mundo real. Na computaçªo isso pode ser obtido a partir de um
conjunto de exemplos, fornecido pelo usuÆrio ou por um processo do mundo real, e por meio
da inferŒncia indutiva, a qual, mesmo sendo um dos recursos mais utilizado pelo cØrebro na
produçªo de conhecimento novo, deve ser utilizada cuidadosamente.
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5.1.1 Aprendizado Indutivo
Induçªo Ø a forma de inferŒncia lógica que permite que conclusıes gerais sejam obtidas
de exemplos particulares. É caracterizada como o raciocínio que parte do especíco para
o geral, do particular para o universal, da parte para o todo. No Aprendizado por Induçªo,
o aprendiz adquire um conceito fazendo inferŒncias indutivas sobre os fatos apresentados.
Hipóteses geradas pela inferŒncia indutiva podem ou nªo preservar a verdade.
O processo que usa observaçıes a m de descobrir regras e procedimentos Ø denominado
induçªo. O processo de induçªo Ø indispensÆvel ao ser humano, pois Ø um dos principais
meios de criar novos conhecimentos e prever eventos futuros.
Foi atravØs de induçıes que Kepler descobriu as leis do movimento planetÆrio, que Men-
del descobriu as leis da genØtica e que Arquimedes descobriu o princípio da alavanca. Pode-
se ousar em armar que a induçªo Ø o recurso mais utilizado pelos seres humanos para obter
novos conhecimentos. Apesar disto, esse recurso deve ser utilizado com os devidos cuida-
dos pois, se o nœmero de observaçıes for insuciente ou se os dados relevantes forem mal
escolhidos, as regras obtidas podem ser de pouco ou nenhum valor.
Existem duas formas de aprendizado por induçªo. No Aprendizado por Exemplos, o
aprendiz induz a descriçªo de um conceito formulando uma regra geral a partir dos exem-
plos e dos contra-exemplos fornecidos pelo professor ou pelo ambiente. O professor jÆ tem
o conhecimento do conceito e, assim, ele pode ajudar o aprendiz selecionando exemplos re-
levantes para aprender um determinado conceito. A tarefa do aprendiz Ø determinar a descri-
çªo geral de um conceito, analisando exemplos individuais a ele fornecidos. Essa estratØgia
tambØm Ø conhecida como aprendizado supervisionado.
No Aprendizado por Observaçªo, o aprendiz analisa entidades fornecidas ou observadas
e tenta determinar se alguns subconjuntos dessas entidades podem ser agrupados em certas
classes (i.e. conceitos) de maneira œtil. Como nªo hÆ um professor que jÆ tenha o conhe-
cimento do conceito para fornecer exemplos signicativos ao conceito a ser aprendido, essa
estratØgia Ø tambØm chamada de aprendizado nªo supervisionado.
5.2 Aprendizado por Reforço
O uso da interaçªo com o ambiente para o aprendizado de certas tarefas Ø a primeira
idØia que surge ao se tratar de aprendizado natural. Durante toda a vida, indubitavelmente
a maior fonte de conhecimento dos seres humanos Ø a sua interaçªo com o ambiente onde
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estÆ inserido. O aprendizado atravØs da interaçªo Ø a idØia fundamental que sustenta algumas
teorias de aprendizado e inteligŒncia.
Aprendizado por Reforço (RL, do inglŒs Reinforcement Learning) Ø sinônimo de apren-
dizado por interaçªo, uma vez que o agente aprende diretamente da interaçªo com o ambiente
onde estÆ inserido (Shabani et al., 2003). Neste processo, nªo Ø dito ao aprendiz qual açªo
deve ser tomada, ao invØs disso ele deve descobrir qual açªo irÆ retornar uma melhor recom-
pensa.
Segundo (Kaelbling et al., 1996) o modelo padrªo de aprendizado por reforço consiste
de: um conjunto de estados do ambiente (S), um conjunto de açıes possíveis ao agente (A)
e um conjunto de sinais escalares de reforço, comumente {0,1}. Neste modelo, um agente Ø
conectado ao ambiente via percepçªo (p) e açªo (a), como demonstra a Figura 5.1. A cada
interaçªo o agente recebe uma informaçªo (i) que indica o estado corrente (s) do ambiente.
Após o agente saber qual o estado corrente, realiza uma açªo que irÆ modicar o estado do
ambiente, e o valor desta transiçªo de estado Ø informada ao agente por um valor de reforço
r, chamado recompensa.
i
r
B
I
R
a
T
Agente
Ambiente
p
Figura 5.1: Modelo padrão de um Aprendizado por Reforço.
O aprendizado por reforço Ø denido nªo caracterizando algoritmos de aprendizado, mas
sim o problema a ser aprendido. Qualquer algoritmo que satisfaça a resoluçªo de um pro-
blema, pode ser considerado um algoritmo de aprendizado por reforço (Sutton e Barto,
1998). A idØia bÆsica Ø simplesmente capturar os aspectos mais importantes do problema
real que um agente de aprendizado enfrenta durante a interaçªo com o ambiente para alcan-
çar uma meta.
O RL difere do aprendizado supervisionado, pois este œltimo consiste em um aprendizado
atravØs de exemplos e estes dependem de algum supervisor externo para serem introduzidos
no sistema. Esse Ø um importante tipo de aprendizado, mas por si só nªo Ø adequado a
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um aprendizado por interaçªo. Nos problemas de interaçªo às vezes se torna impraticÆvel
obter exemplos, que sejam ao mesmo tempo corretos e que representem todos os tipos de
situaçıes. Em muitos domínios o aprendizado por reforço Ø o œnico meio praticÆvel para
treinar um programa que envolva um alto nível de complexidade.
5.2.1 Processos de Decisão de Markov
Uma grande parte dos trabalhos realizados em aprendizado por reforço assume que a inte-
raçªo do agente com o ambiente pode ser modelada como um processo de decisªo de Markov
(MDP), desta forma tem-se que um passo de um agente acontece da seguinte maneira:
No tempo t, o agente estÆ em um estado qualquer, s ff S, e escolhe uma açªo, a ff A fi s fl ,
de acordo com uma política de aprendizado pi. Após ter realizado esta açªo, o agente atinge
um outro estado, s ffi , em t  t  1 com uma probabilidade de Pa
ss
ffi
, probabilidade de atingir o
estado s ffi , estando no estado s e tomando uma açªo a. Para realizar esta transiçªo o agente
recebe uma recompensa, rt  1, dada por Rass
ffi
, probabilidade de receber uma recompensa r ao
atingir o estado s ffi , partindo do estado s, tomando uma açªo a .
Um processo nito e discreto de Markov no aprendizado de reforço consiste de:
  Um conjunto nito de estados S;
  Um conjunto nito de açıes A;
  Um funçªo de transiçªo de estado, Pa
ss
ffi
 Pr ! st  1  s ffi

st  s " at  a # , isto Ø, a probabi-
lidade de alcançar s ffi no tempo = t  1 dada uma açªo a que foi tomada no estado s no
tempo t.
  Uma funçªo de recompensa que, a partir da tripla ! s " a " s ffi # gera uma valor numØrico
para o agente, atravØs da Ra
ss
ffi
.
  Um relógio global, t  1 " 2 "
$%
T , onde T Ø innito.
Um processo Ø dito ser um processo de Markov, se obedece a Propriedade de Markov, ou
seja, se:
Pr ! st  1

st " at #& Pr ! st  1

st " at " st ' 1 " at ' 1 "
%$
# (5.1)
for verdade. Isto Ø, a distribuiçªo da probabilidade dos estados inseridos em t  1 Ø condi-
cionalmente independente dos eventos anteriores de ! st " at # - sabendo-se o estado corrente e
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a açªo tomada, sªo fatores sucientes para se denir o que irÆ acontecer no próximo passo.
No aprendizado por reforço esta condiçªo tambØm Ø utilizada para a funçªo de recompensa,
Pr ! rt  1

st " at #( Pr ! rt  1

st " at " st ' 1 " at ' 1 "
%$
#
 (5.2)
5.2.2 Elementos do Aprendizado por Reforço
AlØm do agente e do ambiente, pode-se identicar quatro sub-elementos importantes para
o aprendizado por reforço:
1. uma política de aprendizado,
2. uma funçªo de recompensa,
3. uma funçªo de avaliaçªo e
4. um modelo do ambiente.
Política de Aprendizado
Uma política de aprendizado pi Ø o mecanismo utilizado para a seleçªo das açıes a
serem tomadas em um determinado estado (ten Hagen e Kröse, 1997). Em outras palavras,
uma política pi Ø a organizaçªo dos estados, s ff S, e das açıes, a ff A ! s # , para a probabilidade
pi ! s " a # de se tomar uma açªo a enquanto se estiver no estado s. Esta política Ø o que a
psicologia chama de conjunto de regras estímulo-resposta ou associaçıes (Sutton e Barto,
1998). Para se otimizar a interaçªo do agente com o ambiente, as conseqüŒncias futuras de
uma política de aprendizado devem ser conhecidas.
Função de Recompensa
Num processo de aprendizado por reforço, a meta Ø denida atravØs de uma função de
recompensa. A meta de um agente Ø maximizar o total de recompensas recebidas (Shabani
et al., 2003). A grosso modo, a funçªo faz o mapeamento dos estados percebidos do ambiente
para um œnico valor, normalmente numØrico, chamado de recompensa. Esta funçªo depende
do ambiente e tambØm de alguns parâmetros, tais como as açıes tomadas pelo agente e os
estados que o ambiente jÆ atingiu. A funçªo de recompensa dene os eventos que estªo ou
nªo corretos para o agente. Uma recompensa imediata dene o problema enfrentado pelo
agente, por isso deve ser necessariamente uma funçªo prØ-determinada.
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Função de Avaliação
Enquanto a funçªo de recompensa indica se o agente executou ou nªo uma boa açªo
logo após esta ter sido executada, a função de avaliação de um estado, V ! s # , descreve o
comportamento deste a longo prazo, ou seja, o valor de um estado corresponde ao total de
recompensas que um agente estima acumular a partir do estado corrente atØ alcançar um
estado nal.
A maioria dos algoritmos de aprendizado por reforço sªo baseados na estimativa das
funçıes de avaliaçªo. Uma funçªo de avaliaçªo Ø uma funçªo que estima o quanto Ø bom
para o agente estar em um determinado estado, se aplicada uma política pi. As funçıes de
avaliaçªo sªo denidas respeitando uma política de aprendizado particular.
O valor de um estado s sujeito a uma política pi, V pi ! s # , Ø o valor esperado quando se
começa em um estado s e desde entªo segue-se uma política pi . V pi ! s # segundo (Reynolds,
2002) pode ser denido como:
V pi ! s #& ∑
a
pi ! s " a # ∑
s
ffi
Pa
ss
ffi

Ra
ss
ffi
 γV pi ! s ffi #
	 (5.3)
onde γ ff

0 " 1
	 Ø o fator de desconto que Ø utilizado para ponderar futuras recompensas. Se
γ  1 corresponde a recompensa imediata, caso contrÆrio, se γ  0, entªo corresponde a soma
esperada das futuras recompensas. A Equaçªo (5.3) Ø conhecida como a Equaçªo de Bellman
para V pi, ela expressa a relaçªo entre o valor do estado corrente com os seus sucessores. A
equaçªo de Bellman simplesmente calcula a mØdia sobre todas as possibilidades, pesando
cada estado de acordo com a sua probabilidade de ser atingido. O valor do estado inicial s
deve ser igual ao valor esperado do seu sucessor, mais a recompensa esperada ao longo do
caminho. V pi Ø a œnica soluçªo para esta equaçªo de Bellman (5.3) (Sutton e Barto, 1998).
Modelo do Ambiente
O quarto elemento de um sistema de aprendizado por reforço Ø um modelo do ambiente.
Estes modelos sªo utilizados para o planejar, aquilo que pretende ser um modo de decisªo do
percurso de uma açªo, considerando situaçıes futuras possíveis, antes delas serem realmente
experimentadas. A junçªo dos modelos e do planejamento nos sistemas de aprendizado por
reforço Ø um desenvolvimento relativamente novo.
Em um problema geral de aprendizado por reforço, as açıes do agente determinam nªo
apenas a recompensa imediata, mas tambØm (atravØs de probabilidade) o próximo estado do
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ambiente. Em alguns casos o agente tem que aprender a partir de recompensas atrasadas, isto
Ø, ele tem que tomar uma seqüŒncia longa de açıes, recebendo recompensas insignicantes,
problemas com este tipo de recompensa sªo bem modelados como Processos de Decisªo de
Markov (MDP).
5.2.3 Achando uma Política de aprendizado dado um Ambiente
Esta seçªo irÆ explorar tØcnicas para determinar uma política de aprendizado ótima, co-
nhecendo o modelo do ambiente onde o agente estÆ inserido. O modelo consiste em se
conhecer as probabilidades das transiçıes de estados Pa
ss
ffi
e da funçªo de recompensa Ra
ss
ffi
.
Para se encontrar uma política ótima, primeiro tem-se que achar uma funçªo de avaliaçªo
ótima. A funçªo de avaliaçªo ótima Ø œnica e pode ser denida como:
V )*! s #& maxa ∑
s
ffi$+
S
Pa
ss
ffi
,
Ra
ss
ffi
 γV )*! s ffi #.-/"10 s ff S " (5.4)
o que dene o valor da funçªo de avaliaçªo ótima de um estado s Ø a recompensa instantânea
somado ao valor do próximo estado, acreditando-se ter realizado a melhor açªo possível.
Dado a funçªo de avaliaçªo ótima de um estado, pode-se especicar a política ótima da
seguinte maneira:
pi )2! s #& argmaxa 3 ∑
s
ffi4+
S
Pa
ss
ffi
,
Ra
ss
ffi
 γV )2! s ffi #.-65 (5.5)
Iteração de Avaliações
Uma maneira de se encontrar uma política de aprendizado ótima, Ø achar uma funçªo
de avaliaçªo ótima. Esta pode ser determinada usando um algoritmo simples chamado de
Iteração de Avaliações (Algoritmo 1), que demonstra como converger a valores corretos de
V
)
:
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Algoritmo 1 Iteração de Avaliações
initialize V 7 s 8 arbitrarily
repeat
for s 9 S e a 9 A do
V 7 s 8;: maxa < ∑
s => S
Pass
=
?
Rass
=A@
γV 7 s = 8CBED
end for
until policy good enough
Iteração de Políticas
Um outro algoritmo utilizado para se encontrar uma política de aprendizado (Algoritmo
2), trata diretamente a política de aprendizado, para depois encontrar indiretamente uma
funçªo de avaliaçªo ótima. Uma vez que se conhece o valor de uma avaliaçªo de um deter-
minado estado que estÆ sujeito a uma política de aprendizado, pode se considerar que este
valor pode ser melhorado mudando-se a primeira açªo tomada. Se isto for possível, muda-
se a política de aprendizado para se tomar a nova açªo. Este passo garante o desempenho
da nova política. Quando a açªo nªo pode ser melhorada, isto quer dizer que tem-se uma
política de aprendizado ótima.
Algoritmo 2 Iteração de Políticas
choose an arbitrary policy pi
repeat
pi : : pi =
compute de value function of policy pi
solve the linear equations
V 7 s 8 : : ∑
s
=
> S
Ppi F s G
ss
=
?
Rpi F s G
ss
=
@
γV 7 s = 8CB
for s 9 S improve the policy do
pi = 7 s 8 : : argmaxa
< ∑
s =H> S
Ppi F s G
ss = ?
Rpi F s G
ss = @
γVpi 7 s = 8CB D
end for
until pi : pi =
5.2.4 Aprendendo uma Política: sem conhecer o ambiente
Quando o modelo do ambiente nªo Ø conhecido previamento, a preocupaçªo do aprendi-
zado por reforço estÆ voltada a obter uma política de aprendizagem ótima. Para isso o agente
tem que interagir diretamente com o ambiente para obter informaçıes que serªo processadas
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por um determinado algoritmo para produzir uma política ótima. Existe uma classe de algo-
ritmos chamados de MØtodos de diferença temporal, estes algoritmos utilizam insights do
algoritmo 1 para ajustar os valores estimados das funçıes de avaliaçªo de um determinado
estado baseado na recompensa imediata e o valor estimado do próximo estado. Os algorit-
mos que se enquadram nesta classe serªo abordados abaixo. A partir deste ponto quando se
falar em valor de um estado, este valor refere-se ao valor da funçªo de avaliaçªo deste estado.
Crítico Heurístico Adaptável e TD(λ)
O algoritmo Crítico Heurístico AdaptÆvel Ø uma adaptaçªo do algoritmo 2, que utiliza o
algoritmo TD ! 0 # ao invØs de equaçıes lineares para calcular o valor da funçªo de avaliaçªo
de um deteminado estado. Para o crítico aprender o valor de uma política, foi denido que
I
s " a " r" s ffiHJ Ø uma experience tuple que resume uma œnica transiçªo de estados no ambiente.
O valor da política Ø aprendido usando o algoritmo de Sutton TD ! 0 # (Sutton e Barto, 1998)
que utiliza a regra de atualizaçªo:
V ! s #& V ! s # α
,
r  γV ! s ffi #

V ! s # - (5.6)
onde s Ø o estado visitado, seu valor estimado Ø atualizado para se aproximadar de r  γV ! s ffi # ,
onde r Ø o valor da recompensa instantânea recebida e V ! s ffi # Ø o valor estimado do próximo
estado. A idØia principal Ø que r  γV ! s ffi # Ø uma amostra do valor de V ! s # , e estÆ mais
próximo ao valor correto porque incorpora a recompensa real r. Se a taxa de aprendizado α
for bem ajustada e a política for mantida xa, TD ! 0 # Ø uma garantia para convergir a uma
ótima funçªo de avaliaçªo.
Q-Learning
O algoritmo Q-learning (Watkins, 1989) Ø fÆcil de ser implementado. Para a compre-
enssªo deste algoritmo algumas equaçıes tŒm de ser apresentadas. Primeiro a Equaçªo 5.7
dene o valor de uma funçªo de avaliaçªo estado-açªo ou Q-valor. Esta funçªo leva em
consideraçªo o valor de uma açªo a ótima, efetuada no estado s.
Qpi ! s " a #K ∑
s
ffi
Pa
ss
ffi
,
Ra
ss
ffi
 γV pi ! s ffi # - (5.7)
Segundo a Equaçªo 5.4 que pode ser reduzida a: V
)
! s #L maxaQ ) ! s " a # . A partir destas
duas equaçıes surge uma outra, que irÆ tratar a Equaçªo 5.7 de uma forma recursiva:
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Q ) ! s " a #M maxpiQpi ! s " a #
 ∑
s
ffi
Pa
ss
ffi
,
Ra
ss
ffi
 γmaxaQ ) ! s " a # - (5.8)
Os Q-valores podem ser estimados usando um mØtodo igual ao do TD ! 0 # (Equaçªo 5.6),
e tambØm podem ser utilizados para denir a política. Pois uma açªo pode ser escolhida
apenas tomando a açªo que tenha o maior valor entre os Q-valores para o estado corrente. Em
(Faria e Romero, 1999) este tipo de atualizaçªo foi utilizada na implementaçªo do algoritmo
Q-Learning. A regra de atualizaçªo dos Q-valores torna-se:
Q ! s " a #K Q ! s " a #N α ! r  γmaxa
ffi
Q ! s ffi " a ffi #  Q ! s " a # (5.9)
5.2.5 Exploration X Exploitation
Um dos dilemas enfretados quando se trata de algoritmos de aprendizado por reforço,
Ø o paradigma da Exploration X Exploitation. Em sua traduçªo literal, as duas palavras
signicam a mesma coisa, mas no aprendizado por reforço, uma abordagem de Exploration
signica que o agente irÆ tomar uma postura de agente explorador do ambiente, ou seja,
irÆ sempre estar tentando explorar caminhos que ainda nªo foram experimentados. JÆ a
abordagem Exploitation trata-se de um comportamento mais voltado a maximimar os valores
de sua funçªo de avaliaçªo, ou seja, o agente sempre irÆ tomar a açªo que lhe retorne uma
melhor recompensa.
Na abordagem Exploration o agente age de forma randômica, podendo desta forma ex-
plorar todo o ambiente onde estÆ inserido, jÆ a Exploitation pode acabar encontrando um
caminho que atinga a meta nal do agente, mas que nªo seja ótimo, mas por nªo atuar de
maneira exploradora nunca irÆ conhecer todos os caminhos possíveis.
Uma abordagem ideal para um agente seria uma que estivesse entre as duas. O agente
poderia agir de uma maneira mais exploradora quando tivesse apenas noçªo do ambiente
onde estÆ inserido, e a partir do momento que tivesse o modelo do ambiente formulado,
agiria de uma forma a maximizar a sua funçªo de avaliaçªo.
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5.2.6 Aplicacações do Aprendizado por Reforço
Uma das razıes do aprendizado por reforço ser tªo popular, Ø por ele ser tratado como
uma ferramenta teórica para estudar os princípios de um agente aprendendo a agir. Mas ele
tambØm tem sido usado por inœmeros pesquisadores como uma ferramenta computacional
para a construçªo de sistemas autônomos que melhorem a partir de suas próprias experi-
Œncias. As aplicaçıes deste aprendizado atinge diversas Æreas como robótica, manufatura
industrial e jogos de computador.
RoboCup
O aprendizado por reforço tem sido vastamente explorado na RoboCup. Em (Riedmiller
et al., ) traz uma versªo de um time de um grupo de pesquisadores que aprendeu movimen-
tos bÆsicos atravØs do aprendizado por reforço. Entre os movimentos aprendidos pode-se
destacar:
1. Chute: o jogador pode chutar a bola para que ela atinga uma velocidade qualquer, entre
0 e 2.5m/s, em uma determinada direçªo;
2. Interceptaçªo da bola: o jogador aprende a interceptar a bola em movimento, levando
em consideraçªo o ambiente estocÆstico da RoboCup;
3. Drible: o jogador aprende a correr sem perder o controle sobre a bola;
4. Para a bola: o jogador aprende a para a bola que estejam em alta velocida, isto pode
ser traduzido para o futebolŒs como matar a bola.
Uma outra aplicaçªo do aprendizado na RoboCup trata-se deste trabalho que utilizou
o aprendizado por reforço para que o jogador aprendesse a sua posiçªo em campo. Esta
aplicaçªo serÆ apresentada na seçªo 6.3 do capítulo 6.
Capítulo 6
Otimização dos Parâmetros do Nível
Instintivo
6.1 Introdução
No capítulo 4 a arquitetura do UFSC-Team foi apresentada a sua totalidade. Como apre-
sentado na seçªo 4.3 o nível instintivo Ø responsÆvel pela execuçªo das metas locais do agente
e pela geraçªo da informaçªo simbólica para atualizaçªo da base de conhecimento do nível
cognitivo. A Figura 6.1 demonstra a arquitetura de um Sistema Especialista (SE).
Base de Conhecimento
Memória de Trabalho Base de Regras
Motor de Inferência
Figura 6.1: Arquitetura de um Sistema Especialista
No SE do nível instintivo, o motor de inferŒncia Ø capaz de manipular fatos lógicos, fra-
mes contendo as informaçıes visuais e mensagens no formato da linguagem Parla. Durante
o processo de inferŒncia os fatos da visual_kb, as mensagens recebidas do nível cognitivo e
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do juiz e o conjunto de regras que determinam o comportamento reativo do agente. O resul-
tado da inferŒncia no SE desse nível Ø responsÆvel pela escolha do comportamento reativo
mais adequado a cada mudança de estado. Um estado do jogo Ø determinado de acordo com
as condiçıes impostas nas regras do SE do nível instintivo.
Este capítulo tratarÆ especicamente da otimizaçªo atravØs do aprendizado de mÆquina
destas condiçıes. As próximas seçıes trazem uma descriçªo do problema a ser tratado, da
estrutura que foi montada para a execuçªo deste aprendizado, um estudo de caso e a anÆlise
dos resultados obtidos neste estudo.
6.2 Estrutura de Aprendizado
A estrutura de aprendizado montada para que o UFSC-Team pudesse realizar treinamen-
tos de jogadas dentro do futebol foi desenvolvida de uma forma modular. Um novo processo
chamado de RL foi inserido na estrutura original do agente UFSC-Team. Nesta nova arqui-
tetura o uxo de informaçıes entre os níveis decisórios nªo foi alterado. Simplesmente nesta
nova arquitetura o nível instintivo alØm de enviar mensagens para o nível reativo, tambØm
envia estas mensagens para o processo RL, como demonstra a Figura 6.2
Nível Instintivo
Nível Reativo
Nível Cognitivo
Informação SimbólicaMetas Locais
Mensagens/
Percepção
Percepção
Ação
Comportamento
Selecionado
Estrutura do Agente UFSC−Team
Processo RL
Figura 6.2: Arquitetura da estrutura de aprendizagem
Esta inserçªo nªo foi realizada de uma maneira simples, foi preciso antes um estudo
completo da comunicaçªo entre os processos existentes no UFSC-Team para que essa comu-
nicaçªo pudesse ser efetivada, o que acarretou alguns meses de estudos e tentativas frusta-
das. JÆ que por vezes, a comunicaçªo nªo podia ser realizada, e o motivo nªo era tªo claro,
pois o processo RL utiliza a mesma abordagem de programaçªo multi-thread utilizada nos
níveis decisórios do UFSC-Team. A implementaçªo foi feita utilizando a linguagem de pro-
gramaçªo C  , e integrando o ambiente para desenvolvimento de sistemas multiagentes
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cognitivos sob restriçıes de tempo real chamado Expert-Coop  (da Costa, 1997).
6.2.1 O Processo RL
Como jÆ dito anteriormente, este processo utiliza uma abordagem de programaçªo multi-
thread, essa tecnologia permite particionar o processo e executar concorrentemente as partes
resultantes. O processo RL Ø composto por dois threads. O primeiro responsÆvel por ma-
nipular a interrupçªo SIGIO do UNIX, usada para informar que uma nova mensagem foi
recebida pelo socket e por colocar essa nova mensagem no mailbox o outro thread, o prin-
cipal, se responsabiliza pela execuçªo de um um algoritmo de aprendizado (ver Figura 6.3).
A exclusªo mœtua entre os dois threads Ø feita utilizando semÆforos, evitando desta forma
que o processo principal despenda tempo vericando a existŒncia ou nªo de mensagens no
socket.
Uma vez que a comunicaçªo entre os processos antigos e o processo RL foi estabelecida
este mailbox cou responsÆvel pela recepçªo e pelo ordenamento das mensagens recebidas
do nível instintivo. Estas mensagens contŒm as regras que foram inferidas pelo motor de
inferŒncia do nível instintivo. A partir disto, as informaçıes contidas nestas regras (como
por exemplo: o estado do jogo, qual regra foi inferida pelo sistema especialista, as distâncias
do jogador em relaçªo as ags do campo, entre outras) serªo utilizadas ou como entrada, ou
como padrıes para a realizaçªo de um determinado aprendizado.
Instintive_rules
MailBox
Comportamento Selecionado
Algoritmo de Aprendizado
Figura 6.3: Processo RL
Com esta estrutura de aprendizado o UFSC-Team passa a ter uma autonomia maior, pois
vÆrios tipos de algoritmos podem ser utilizados para treinar vÆrias situaçıes, como por exem-
plo: chutes ao gol, defesas de pŒnaltis. Para isto basta que um problema seja escolhido, e um
algoritmo que resolva este problema seja implementado nesta estrutura.
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6.3 Estudo de caso
Como um exemplo do funcionamento desta estrutura, foi escolhido um problema dentro
do UFSC-Team: aprendizado da localizaçªo do agente em campo. Na primeira versªo do
UFSC-Team este problema Ø tratado atravØs de regras que serªo julgadas pelo SE do nível
instintivo, nªo cabe a este trabalho inovar a forma de como esta localizaçªo Ø feita, mas
sim apresentar uma forma de melhorar esta implementada. Este problema a primeira vista,
parece um problema simples, mas envolve uma sØrie de fatores. Primeiro serÆ exposto a
maneira de como esta localizaçªo Ø feita.
JÆ na primeira versªo do UFSC-Team, para facilitar a localizaçªo do agente no campo
virtual, este foi divido em 12 sub-Æreas como demonstra a Figura 6.4 (Gonçalves, 2001).
Cada sub-Ærea possui no mínimo 1 ag (descritas na seçªo 4.5.1) que auxilia o agente na sua
localizaçªo.
Figura 6.4: Divisão do Campo
A localizaçªo do campo Ø implementada atravØs de regras no nível instintivo. O agente
atravØs da sua informaçªo visual, identica uma das ags, a partir disto, ele irÆ calcular sua
distância desta ag, e esta informaçªo irÆ disparar uma das regras do motor de inferŒncia
do nível instintivo. O Exemplo 6.1 traz uma regra que irÆ inferir que o jogador se encontra
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na posiçªo attack_midfield_center. As variÆveis expostas no campo filter Ø que irªo
denir qual a posiçªo do agente.
O valor desta distância foi denida na primeira versªo do UFSC-Team apenas pela ob-
servaçªo visual da divisªo do campo, ocasionando as vezes, uma inferŒncia errada sobre a
posiçªo do jogador. Seja x = distância do jogador do objeto (ag p r c), e y = distância do
jogador do objeto (ag p r b). Se 10m O x O 37m e 10m O y O 37m, entªo o jogador estÆ na
posiçªo attack_midfield_center .
Exemplo 6.1 (rule_004
(if (logic ( player position?x1 ))
( frame ( ?zy1 ((ag p r c)(distance ?x2 )))
( frame ( ?zy2 ((ag p r b) (distance ?x3 )))
(lter ( != ?x1 attack_mideld_center )
( < ?x2 37.0)
( > ?x2 10.0)
( < ?x3 37.0)
( > ?x3 10.0))
(then (logic ( player position attack_mideld_center))
(message ((to Expert) (from Coord) (deadline 0) (grade 0.0) (alpha 0.0) (round 0.0)
(body (INFORM ((logic (player position attack_mideld_center )))))))
(message ((to RL) (from Coord) (deadline 0) (grade 0.0) (alpha 0.0) (round 0.0)
(body (INFORM ((logic (attack_mideld_center )))))))))
Utilizando a estrutura de aprendizado mostrada na seçªo 6.2, foi implementado um algo-
ritmo, baseado no aprendizado por reforço, ou seja, tentativa-erro, para que essa distância do
agente atØ uma flag visualizada fosse um valor mais próximo do ideal, ou seja, valores que
retornem o menor nœmero erro de inferŒncias possível. Como o aprendizado Ø similar para
todas as sub-Æreas, as sub-Æreas foram aprendidas separadamente. Por este problema ser
um processo nªo-markoviano, pois nªo possui uma funçªo de transiçªo entre os estados, os
algoritmos convencionais empregados na aprendizagem por reforço nªo puderam ser utiliza-
dos. Desta forma um novo algoritmo foi idealizado neste trabalho para tratar do problema.
O algoritmo implementado para este aprendizado funciona da seguinte maneira, primeiro
o processo RL irÆ vericar se existe uma mensagem no seu mailbox, se houver, ele irÆ pro-
cessar esta mensagem (Exemplo 6.2). A informaçªo que interessa ao processo RL nesta
mensagem estÆ em seu body, ou seja, a regra que foi inferida pelo motor de inferŒncia. Após
o processo RL receber a informaçªo de qual regra foi disparada, ele vai descobrir qual a po-
siçªo do campo esta regra diz respeito, a partir de agora o processo RL jÆ tem conhecimento
de qual posiçªo foi inferida e qual regra foi disparada.
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Exemplo 6.2 (message ((to RL) (from Coord) (deadline 0) (grade 0.0) (alpha 0.0) (round
0.0)
(body (INFORM ((logic ( posicao_inferida )))))))))
O próximo passo Ø saber qual a posiçªo real do jogador, isto Ø feito atravØs da leitura
de um arquivo externo que contem as coordenadas (x,y) que determinam esta posiçªo. Es-
tas coordenadas sªo gravadas neste arquivo pelo tØcnico, elas sªo geradas de uma forma
aleatória, levando em consideraçªo os limites de cada sub-Ærea a ser treinada. Tendo conhe-
cimento da posiçªo inferida e da posiçªo real, o algoritmo realiza uma comparaçªo simples
entre os dois valores, se este for correto, simplesmente o processo recebe uma recompensa
positiva e incrementa o nœmero de posiçıes corretas. Caso contrÆrio, o algoritmo irÆ receber
uma recompensa negativa, re-calcular esses valores do filter e por m alterar o arquivo
instintive_rules, como demonstrado na Figura 6.3. O uxo de informaçªo do processo
RL, estÆ descrito abaixo:
Algoritmo 3 Otimização das variáveis do nível instintivo
Entrada: comportamento selecionado no nível instintivo
Saída: Valores aproximados do ideal
while mailbox P 0 do
Ler mensagem enviada pelo nível instintivo
Ler posicao real (arquivo externo)
if posicao_in f erida  posicao_real then
recompensa++; FIM
else
recompensa;
recalcula-se as distâncias do jogador em relaçªo ao objeto observado;
altera-se o arquivo instintive_rules; FIM
end if
end while
6.4 Resultados
Alguns testes foram efetuados depois da implementaçªo do estudo de caso apresentado.
O primeiro teste leva em consideraçªo a Ærea total do campo, e foi feito somente para atestar
a necessidade de um aprendizado automÆtico para a inferŒncia das posiçıes. A soma dos
resultados corretos e incorretos pode ser maior que o nœmero total de iteraçıes, pois cada
iteraçªo equivale a um ciclo de simulaçªo, onde podem ocorrer mais de uma inferŒncia sobre
a posiçªo do agente em campo.
Os valores da tabela 6.1 comprovam o que jÆ fora dito anteriormente, algumas inferŒncias
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`rea total do campo
Iteraçıes Acertos Erros
20 16 23
50 24 90
100 65 150
Tabela 6.1: Resultados obtidos antes do aprendizado
estavam erradas. PorØm a grande maioria destes erros ocorriam em fronteiras de sub-Æreas,
somente algumas inferŒncias estavam realmente erradas, como por exemplo, foi observado
que o jogador se encontrava na posiçªo back_midfield_center e foi inferido que ele se
encontra na posiçªo atack_area_center.
A tabela 6.2 traz os resultados antes da realizaçªo do na sub-Ærea attack_midfield_center,
esta sub-Ærea foi escolhida pois trata-se de uma Ærea onde os jogadores estªo mais presente.
Sub-Área attack_midfield_center
Iterações Acertos Erros
20 10 20
50 12 30
100 20 35
Tabela 6.2: Resultados obtidos antes do aprendizado da sub-área attack_midfield_center
A tabela 6.3 traz os nœmeros após o aprendizado ter sido aplicado, vericou-se uma
grande melhora no nœmero de acertos, e nestas iteraçıes nªo foi encontrada nenhum tipo de
inferŒncia totalmente errada, como observado antes do aprendizado ser empregado.
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Sub-Área attack_midfield_center
Iterações Acertos Erros
20 15 7
50 20 9
100 40 17
Tabela 6.3: Resultados obtidos após o aprendizado na sub-área attack_midfield_center
Capítulo 7
Conclusão
Com o intuito de otimizar os parâmetros do nível instintivo do agente jogador do time de
robôs UFSC-Team, este projeto realizou a implementaçªo de uma estrutura de aprendizado
que vai permitir que esses parâmetros sejam otimizados atØ um valor o mais próximo do
ideal possível. Esta estrutura Ø composta por um mailbox que recebe as mensagens oriundas
do nível instintivo, e um algoritmo que efetua o aprendizado sobre os parâmetros citados
acima.
De modo a concretizar a implementaçªo desta estrutura de aprendizado, primeiro foi
necessÆrio um estudo sobre tØcnicas de aprendizado de mÆquina, em especial Ærvores de de-
cisªo, redes neuronais e aprendizado por reforço, sendo que a tØcnica selecionada foi esta
œltima, pois esta trata melhor os processos onde nªo se tem um conhecimento do ambiente
onde o agente estÆ inserido. O problema escolhido para vericaçªo da funcionalidade da
estrutura de aprendizado foi o do aprendizado da localizaçªo do jogador do UFSC-TEAM
dentro do campo, por tratar-se de um problema onde os resultados podem inuenciar direta-
mente no funcionamento do time.
A implementaçªo do aprendizado da localizaçªo do agente se deu atravØs de um algo-
ritmo do aprendizado baseado em reforço, uma vez que a literatura (Stolzenburg et al., 2002),
(Stone e McAllester, 2000), (Stone e Sutton, ) tem citado com um dos recursos que tem apre-
sentado bons resultados no âmbito da RoboCup.
O nível instintivo Ø responsÆvel tanto pela execuçªo das metas locais do agente como pela
geraçªo da informaçªo simbólica que atualiza a base de conhecimento do nível cognitivo.
É implementado atravØs de um sistema especialista de um ciclo de inferŒncia œnico que
escolhe, a cada vez que o estado do jogo muda, o comportamento reativo mais adequado
dada a atual meta local. Neste trabalho o sistema especialista foi responsÆvel simplesmente
por identicar a posiçªo do campo onde o jogador se encontra, e a cada inferŒncia errada, o
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algoritmo de aprendizado implementado dentro do processo RL alterava a base de regras a
m de otimizar os valores do ltro de cada regra.
Após realizados alguns testes, esta otimizaçªo foi vericada atravØs de simulaçıes que
após o aprendizado ter sido efetuado, o nœmero de inferŒncias incorretas foi reduzido, com
exposto nas tabelas 6.2 e 6.3 do capítulo 6. A sub-Ærea attack_midfield_center foi a
œnica a ser treinada, mas o aprendizado para as outras sub-Æreas pode ser efetuado facilmente,
para isto basta modicar no processo tecnico os valores que delimitam as sub-Æreas a serem
treinadas.
7.1 Trabalhos Futuros
Como propostas de trabalhos futuros, pode-se citar:
  Um trabalho que pode ser realizado Ø o treinamento de todas as sub-Æreas.
  Utilizar outras tØcnicas de aprendizado, como por exemplo, redes bayesianas + Q-
Learning para resolver alguns problemas como: drilbe, chute, conduzir a bola (Tuyls
et al., ).
  Utilizar uma abordagem numØrica para aprender o ponto exato para uma interceptaçªo
de bola, como exposto no trabalho de (Stolzenburg et al., 2002).
  Utilizar tØcnicas de aprendizado por refoço para o treinamento de goleiros, e para jo-
gadores que irªo ter que chutar ao gol (pŒnalt).
Apêndice A
Árvores de Decisão
`rvore de decisªo Ø um dos algoritmos de aprendizado mais simples e apesar disso Ø
considerado o mais próspero algoritmo de aprendizado. Uma Ærvore de decisªo toma como
entrada situaçıes descritas por conjuntos de atributos. Como saída tŒm-se funçıes booleanas,
isto Ø, SIM ou NˆO. Cada nó interno da Ærvore corresponde ao valor do teste de uma atributo.
Os galhos correspondem aos possíveis valores dos testes e as folhas sªo as saídas. A Figura
A.1 ilustra uma Ærvore de decisªo para o problema de se esperar por uma mesa em um
restaurante.
SIM
0−10
SIM
NÃO SIM
Não Sim
NÃO SIM
CheioNinguém Poucas
>60
30−60 10−30
NÃO
Não Sim Não Sim
Sexta/Sábado
Bar
Não NãoSim Sim
Chovendo
Não Sim
SIM Restaurante
Outro
Com 
Fome
SIM
Não Sim
NÃO SIM
SIMNÃO
Lotação
Tempo de Espera
Outro
Restaurante
Reserva
Figura A.1: Ilustração de uma árvore de decisão
Neste exemplo, a meta a se aprender Ø: se a pessoa irÆ ou nªo esperar por uma mesa.
Pode-se sugerir a seguinte lista de atributos:
1. Outro Restaurante: se existe um outro restaurante pelas redondezas;
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2. Bar: se o restaurante possui um bar, onde se possa esperar por uma mesa;
3. Sexta/SÆbado: se o dia da semana for Sexta ou SÆbado;
4. Com Fome: se a pessoa estÆ com fome;
5. Lotaçªo: quantas pessoas estªo no restaurante;
6. Preço: o preço mØdio que o restaurante cobra;
7. Chovendo: se estÆ chovendo;
8. Reserva: se a pessoa fez reserva;
9. Tipo: qual o tipo de comida que o restaurante serve;
10. Tempo de Espera: o tempo de espera estimado pelo antriªo.
Como observado, nem todos os atributos foram utilizados na construçªo da Ærvore, isto
se deve a irrelevância destes atributos diante da meta especicada pelo exemplo. As Ærvores
de decisªo podem tambØm ser expressas de forma lógica ou como um conjunto de regras.
Por exemplo, na Ærvore mostrada na Figura A.1 os caminhos destacados podem ser lidos da
seguinte maneira na forma lógica:
Caminho 1 0 r Lotaçªo ! r" Cheia #RQ TempodeEspera ! r" 10

30 #.Q ComFome ! r" N #  Espera ! r #
Caminho 2 0 r Lotaçªo ! r" Cheia #RQ TempodeEspera ! r"RP 60 #  Nªo Espera ! r #
Na representaçªo como conjunto de regras, cada regra teria seu início na raiz da Ærvore
e caminharia atØ uma de suas folhas, ou uma forma alternativa seria representar cada nó
separadamente. Segue abaixo a representaçªo dos caminhos na forma de conjunto de regras:
Caminho 1
se Lotaçªo = cheio e Tempo de Espera = 10 - 30 e Com Fome = Nªo então
saída = Sim
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Caminho 2
se Lotaçªo = cheio e Tempo de Espera = > 60 então
saída = Nªo
Apesar da simplicidade e da fÆcil implementaçªo, Ærvores de decisªo nªo sªo utilizadas
para todo tipo de aprendizado, isto porque uma Ærvore de decisªo trata apenas de um objeto.
Nªo se pode representar um teste que se rera a dois ou mais objetos diferentes. Por exemplo,
se no caso do restaurante, fosse utilizada a meta: Restaurante Perto e Barato (se existe um
restaurante perto e barato), teria-se de adicionar um outro atributo RestPertoBarato para
tratar o caso, mas Ø impraticÆvel adicionar todos os tipos de atributos. As Ærvores de decisªo
sªo totalmente expressivas dentro de uma classe de linguagem proposicional, isto Ø, qualquer
funçªo booleana pode ser tratada com Ærvores de decisªo, basta representar cada disputa
na tabela da verdade para a funçªo correspondente ao caminho da Ærvore.
A idØia bÆsica atravØs do algoritmo de aprendizado atravØs de Ærvores de decisªo Ø testar
o atributo mais signicativo primeiro. Quando se fala em atributo mais signicativo, diz-se
respeito ao atributo que faz a maior distinçªo a meta a ser atingida em um exemplo. Algumas
possibilidades para escolher este atributo, segundo (Monard e Baranauskas, 2003) sªo:
  aleatória: seleciona qualquer atributo aleatoriamente;
  menos valores: seleciona o atributo com a menor quantidade de valores;
  ganho mÆximo: seleciona o atributo que possui o maior ganho de informaçªo esperado.
Um algoritmo de aprendizado Ø bom quando ele prediz corretamente a classicaçªo de
exemplos nªo vistos. Para avaliar o desempenho de um algoritmo de aprendizado, pode
seguir a metodologia dada por (Russell e Norvig, 1996):
1. Reunir um grande conjunto de exemplos;
2. Dividir este conjunto em dois sub-conjuntos: o conjunto de treinamento e o conjunto
de teste;
3. Aplicar o algoritmo de aprendizado nos exemplos do conjunto de treinamento para
gerar a hipótese H;
4. Medir a porcentagem de exemplos no conjunto de teste que sªo classicadas correta-
mente pela hipótese H;
5. Repetir os passos 1-4 para diferentes tamanhos de conjuntos de treinamento.
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A.1 Aplicações de Árvores de Decisão
  Gasoil - um equipamento para plataformas de petróleo
Em 1986, BP1 desenvolveu um sistema inteligente chamado Gasoil, para projetar sistemas
de separaçªo de gÆs e óleo em plataformas de óleo. A separaçªo do óleo e do gÆs Ø feita
na raiz por um sistema de separaçªo muito grande, complexo e caro. O projeto do sistema
depende de vÆrios atributos. O Gasoil Ø um dos maiores sistemas comerciais no mundo, ele
contŒm aproximadamente 2500 regras.
  Simulador de vôo
Em (Sammut et al., 1992) foi desenvolvido um simulador de vôo de um aviªo modelo Ces-
sna. Os dados do sistema foram gerados observando 30 execuçıes de um mesmo plano de
vôo, realizado por trŒs experientes pilotos. Cada vez que um piloto tomava uma açªo de
controle, como propulsªo ou ajuste dos aps, um programa ltrava os registros de cada açªo
tomada, gerando arquivos de entrada para um programa de induçªo. Assim, a cada açªo
tomada um novo exemplo de treinamento era criado. Ao todo, 90.000 exemplos de treina-
mento foram obtidos, cada um descrito por 20 variÆveis de estado e rotulados pela açªo que
havia sido tomada. Após esses dados serem processados, foram submetidos ao sistema C4.5
(Quinlan, 1987) para que a partir de cada exemplo uma Ærvore de decisªo fosse construída.
As regras construídas no C4.5 sªo puramente reativas. Após a construçªo de uma Ærvore de
decisªo, esta Ø convertida em código C e Ø inserida no controle do simulador de vôo.
Os resultados deste projeto foram surpreendentes: o simulador desenvolvido por Sammut
et al. nªo apenas aprende a voar, como tambØm aprende a voar de certa forma melhor que
seus professores. Isto porque no processo de generalizaçªo sªo extingüidos quaisquer erros
ocasionais que possam ser cometidos por humanos.
1A BP é uma companhia internacional, que opera em 70 países. Suas produção está voltada para a exploração e
produção de gás e óleo; no refinamento, no marketing e na produção de produtos de petroquímicos. Mais informações em
http://www.bp.com
Apêndice B
Redes Neuronais
Redes Neuronais Ø uma das duas grandes linhas de pesquisa da IA e tem por objetivo
investigar a possibilidade de simulaçªo de comportamentos inteligentes atravØs de modelos
baseados na estrutura e funcionamento do cØrebro humano. Os primeiros trabalhos desenvol-
vidos na Ærea datam de 1943, quando o neurosiologista, lósofo e poeta americano Warren
McCulloch, e o lógico Walter Pitts desenvolveram o primeiro modelo matemÆtico de um
neurônio (Bittencourt, 2001).
Redes Neuronais sªo sistemas paralelos distribuídos compostos por unidades de proces-
samento simples (nodos) que computam determinadas funçıes matemÆticas. Tais unidades
sªo dispostas em uma ou mais camadas e interligadas por um grande nœmero de conexıes,
geralmente unidirecionais. Na maioria dos modelos estas conexıes estªo associadas a pesos,
os quais armazenam o conhecimento representado no modelo e servem para ponderar as en-
tradas recebidas por cada neurônio da rede. O funcionamento destas redes Ø inspirado em
uma estrutura física natural: o cØrebro humano.
B.1 O modelo biológico e o modelo de McCulloch e Pitts
Um neurônio Ø uma cØlula biológica especial que processa informaçıes. Um neurônio
recebe sinais (impulsos) provenientes de outros neurônios atravØs de seus dendritos (recep-
tores) e transmite os sinais gerados pelo corpo celular atravØs do axônio (transmissor), o qual
eventualmente se ramica. No nal destas ramicaçıes estªo as sinapses. Uma sinapse Ø
uma estrutura elementar e unidade funcional entre dois neurônios. Quando o impulso al-
cança o terminal da sinapse certos elementos químicos chamados neurotransmissores sªo
liderados, eles se difundem atravØs do espaço sinÆptico para fortalecer ou inibir, dependendo
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do tipo de sinapse, a tendŒncia intríseca do neurônio receptor em emitir impulsos elØtricos.
As sinapses tem um papel fundamental na memorizaçªo da informaçªo e sªo principalmente
as do córtex cerebral e algumas vezes de partes mais profundas do cØrebro que armazenam
esta informaçªo (Barreto, 1999)
A estrutura do neurônio articial proposto por McCulloch e Pitts (McCulloch e Pitts,
1943) Ø baseada no neurônio biológico. Este neurônio matemÆtico computa uma soma pon-
derada de seus n sinais de entrada, x j, j  1 " 2 "
$$
" n e gera uma saída com valor 1 se a soma
estiver acima de um determinado limiar f ! x # . Caso contrÆrio obtØm-se uma saída igual a 0.
Matematicamente tem-se:
y  f ! x #
3
n
∑
j S 1
w jx j

α 5 (B.1)
onde y Ø uma funçªo pulso unitÆrio em 0, w j Ø o peso associado a j-Øsima entrada. McCulloch
e Pitts provaram que, em princípio, com uma escolha apropriada de pesos, um arranjo sín-
crono de tais neurônios realiza computaçıes universais. Formalmente, este funcionamento
pode ser descrito da seguinte maneira. Considere a i-Øsimo neurônio de uma rede neuronal
com n neurônios. Este neurônio Ø caracterizado pelo valor xi, chamado atividade do neurô-
nio (que correponde à taxa mØdia de disparos dos potenciais de açªo do neurônio biológico)
e pelo valor σi, chamado nível de ativaçªo do neurônio. No modelo de McCulloch e Pitts, o
nível de ativaçªo Ø denido da seguinte maneira:
σi 
n
∑
j S 1
wi jx j (B.2)
onde wi j ff ℜ Ø o peso atribuído àquela entrada do neurônio i cuja origem Ø a atividade
do neurônio j. Assim como no caso biológico, tambØm para as redes neuronais articiais
hÆ dois tipos de sinapses: as excitadoras e a inibidoras. Pesos positivos correspondem a
sinapses excitadoras, enquanto que pesos negativos indicam sinapses inibidoras. A atividade
de um neurônio i Ø dada por xi  f ! σi # . A funçªo f , chamada funçªo de ativaçªo ou de
transferŒncia, adotada no modelo, Ø a funçªo degrau:
f ! x #T U
VXW 0 se x Y α
1 se x P α

(B.3)
onde α Ø o limite de disparo. A maior limitaçªo do modelo de neurônio de McCulloch e Pitts
Ø sua natureza binÆria.
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Mesmo com este modelo rudimentar de neurônio, McCulloch e Pitts foram capazes de
provar que uma rede neuronal Ø equivalente a uma mÆquina de Turing e, logo, capaz de
calcular qualquer funçªo computÆvel (Bittencourt, 2001).
B.2 Função de Ativação
Em um modelo genØrico de um neurônio, a funçªo de ativaçªo f , que determina a ati-
vidade de um neurônio, Ø generalizada e passa a ser uma funçªo limitada qualquer. É inte-
ressante que esta funçªo seja nªo linear, pois neste caso as restriçıes do modelo binÆrio de
McCulloch e Pitts desaparece. É introduzido um valor de polarizaçªo θ ff ℜ, de modo que a
atividade de um neurônio passa a ser calculada por
xi  f ! σi  θ #
 (B.4)
Na maioria dos modelos, a funçªo f Ø, da mesma maneira que no modelo de McCulloch e
Pitts, simplesmente a soma ponderada, embora existam modelos onde Ø utilizado o produto,
o mínimo ou o mÆximo. As funçıes f mais utilizadas, alØm da funçªo degrau, sªo:
  funçªo semi-linear:
f ! x #(
UZ
Z
Z
Z
V
Z
Z
Z
Z
W
0 se x O αmin
mx  l se αmin Y x Y αmax
fmax sex P αmax

(B.5)
  funçªo sigmoidal:
f ! x #( fmax
1  e ' x
(B.6)
B.3 Aprendizado em Redes Neuronais
O aprendizado conexionista Ø em geral um processo gradual e iterativo. Diversos mØto-
dos para treinamento de redes foram desenvolvidos, podendo estes serem agrupados em dois
paradigmas principais. O Aprendizado Supervisionado Ø o mais comum no treinamento das
RNAs, recebe este nome pois durante o aprendizado, a saída desejada para um dado exem-
plo Ø fornecida por um supervisor (professor) externo. O objetivo Ø ajustar os parâmetros da
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rede, de forma a encontrar uma ligaçªo entre os pares de entrada e saída fornecidos. A Figura
B.1 ilustra o mecanismo de aprendizado supervisionado. O professor indica, explicitamente,
um comportamento bom ou ruim para a rede, visando direcionar o processo de treinamento.
A rede tem sua saída corrente (calculada) comparada com a saída desejada, recebendo infor-
maçıes do supervisor sobre o erro da resposta atual. A cada padrªo de entrada submetido
à rede compara-se a resposta desejada (que representa uma açªo ótima a ser realizada pela
rede) com a resposta calculada, e os pesos das conexıes sªo ajustados para minimizar o erro.
A minimizaçªo da diferença Ø incremental, jÆ que pequenos ajustes sªo feitos nos pesos à
cada etapa de treinamento, de tal forma que estes caminhem, se possível, para uma solu-
çªo. A desvantagen do aprendizado supervisionado Ø que, na ausŒncia do professor, a rede
nªo conseguirÆ aprender novas estratØgias para situaçıes nªo cobertas pelos exemplos do
treinamento da rede.
       Professor
   RNA
+
-
Entrada
Erro
Figura B.1: Aprendizado Supervisionado.
No Aprendizado Nªo Supervisionado, como o próprio nome sugere, nªo hÆ um professor
ou supervisor para acompanhar o processo de aprendizado. Este mØtodo Ø ilustrado na Figura
B.2. Para este tipo de aprendizado, somente os padrıes de entrada estªo disponíveis para a
rede, ao contrÆrio do aprendizado supervisionado, cujo conjunto de treinamento possui pares
de entrada e saída. Este tipo de aprendizado, só se torna possível, quando existe redundância
nos dados de entrada. Sem redundância seria impossível encontrar quaisquer padrıes ou
características dos dados de entrada. A desvantagem deste mØtodo, estÆ intimamente ligada
ao conjunto de dados para treinamento, que deve ser redundante para que a rede consiga
abstrair características em seu treinamento.
Meio Externo RNA
Estado do 
Meio Externo Resposta
Figura B.2: Aprendizado Não Supervisionado.
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B.4 Principais Modelos de Redes Neuronais
Uma rede neuronal Ø caracterizada pela topologia da rede, pelo valor do peso da conexªo
entre os pares de neurônios, pelas propriedades dos nós, e pelas regras de atualizaçªo de
estado. A deniçªo da arquitetura de uma RNA Ø um parâmetro importante na sua concep-
çªo, uma vez que ela restringe o tipo de problema que pode ser tratado pela rede. Fazem
parte da deniçªo da arquitetura os seguintes parâmetros: nœmero de camadas da rede (re-
des de camada œnica ou redes de mœltiplas camadas), nœmero de nodos em cada camada,
tipo de conexªo entre os nodos (acíclica ou cíclica). As redes tambØm podem ser classi-
cadas de acordo com a conectividade (rede fracamente ou fortemente conectada) Existem
muitos modelos conexionistas, e uma quantidade razoÆvel de publicaçıes que se dedicam a
classicÆ-los. Dentre este modelos serªo expostos a seguir os 5 principais.
B.4.1 Perceptron
Este modelo foi proposto por F. Rosenblatt em 1975. O perceptron de duas camadas
que pode ser usado com valores contínuos foi o primeiro modelo conexionista desenvolvido.
Suas principais características sªo:
  Classe de tarefas: reconhecimento de padrıes;
  Propriedade dos neurônios: possuem entradas binÆrias e saídas que assumem os valores
+1 ou -1;
  Funçªo de ativaçªo: funçªo degrau;
  Propriedades da rede: rede acíclica de duas camadas;
  Aprendizado: Aprendizado por Reforço.
Esta rede gerou muito interesse pela habilidade de aprender a reconhecer padrıes linear-
mente separÆveis. Contudo, como a grande maioria dos problemas prÆticos relevantes nªo
sªo linearmente separÆveis, o perceptron nªo tem uso generalizado. O aprendizado por re-
forço aprendizado por reforço o desempenho Ø baseado em qualquer medida que possa ser
fornecida ao sistema. No aprendizado por reforço, a œnica informaçªo de realimentaçªo for-
necida à rede Ø se uma determinada saída estÆ correta ou nªo, isto Ø, nªo Ø fornecida a rede a
resposta correta para o padrªo de entrada. O Aprendizado por Reforço Ø ilustrado na Figura
B.3.
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Crítico
RNA
Reforço/Penalidade
Ação
Figura B.3: Aprendizado por Reforço.
B.4.2 Perceptrons Multi-Camadas
Foram desenvolvidos no começo da dØcada de 70, sªo redes acíclicas com uma ou mais
camadas de neurônios intermediÆrios entre as camadas de entrada e saída. Um algoritmo
capaz de treinar os perceptrons multi-camadas Ø o backpropagation (Rumelhart et al., 1986).
Suas principais características sªo:
  Classe de tarefas: reconhecimento de padrıes;
  Propriedades dos neurônios: sªo do mesmo tipo utilizado no perceptron e possuem
valores contínuos;
  Funçªo de Ativaçªo: funçªo sigmóide;
  Propriedades das redes: rede acíclica de trŒs camadas (no mínimo);
  Aprendizado: utiliza a tØcnica de correçªo de erros (aprendizado supervisionado que
ajusta os pesos das conexıes entre nós, na proporçªo da diferença entre os valores
desejados e computados de cada neurônio da camada de saída).
O algoritmo backpropagation foi testado em uma sØrie de problemas clÆssicos, e em pro-
blemas relacionados com reconhecimento de padrıes visuais. Na maioria dos casos, ele
encontrou boas soluçıes para os problemas propostos.
B.4.3 Classificador de Carpenter-Grossbert (Sistema ART)
No nal da dØcada de 70, Carpenter e Grossberg projetaram uma rede capaz de formar
aglomerados de informaçıes, e de ser treinada sem supervisªo, chamada de sistema ART.
Suas principais características sªo:
  Classe de tarefas: reconhecimento de padrıes e processamento de imagens;
B. Redes Neuronais 60
  Propriedades dos neurônios: possuem entradas binÆrias, podendo assumir valores con-
tínuos;
  Funçªo de ativaçªo: funçªo sigmóide;
  Propriedades das redes: rede acíclica de trŒs camadas;
  Aprendizado: utiliza tØcnica de aprendizado por competiçªo;
A idØia deste aprendizado Ø, dado um padrªo de entrada, fazer com que as unidades
de saída disputem entre si para serem ativadas. Existe, portanto, uma competiçªo entre
as unidades de saída para decidir qual delas serÆ a vencedora e, consequentemente, terÆ
a sua saída ativada e seus pesos atualizados no treinamento. As unidades de entrada sªo
diretamente conectadas às unidades de saída, sendo que estas œltimas tambØm podem estar
ligadas entre si via conexıes laterais inibitórias, ou negativas. A unidade de saída com maior
ativaçªo inicial terÆ mais chance de vencer a disputa com as outras unidades, que perderªo o
poder de inibiçªo ao longo do tempo sobre as unidades de maior ativaçªo. A unidade mais
forte ca ainda mais forte e seu efeito inibidor sobre as outras unidades de saída torna-se
dominante. Com o tempo, todas as outras unidades de saída carªo completamente inativas,
exceto a vencedora.
B.4.4 Rede de Kohonen
No começo da dØcada de 80 este tipo de rede, proposta por Kohonen em 1982, colaborou
com os estudos teóricos sobre a organizaçªo dos caminhos de sensoriamento na mente. Se-
gundo a teoria de Kohonen, o cØrebro humano Ø uma coleçªo estruturada de neurônios. Com
isto, foi admitida uma ordem espacial das unidades de processamento que permitiu elaborar
uma rede neuronal dotada de mecanismos que permitem formar representaçıes estrutura-
das dos estímulos de entrada (Kohonen, 1982). A seguir sªo apresentadas suas principais
características.
  Classe de tarefas: reconhecimento de padrıes e aprendizado da distribuiçªo de proba-
bilidades dos dados;
  Propriedades dos neurônios: possuem entradas contínuas;
  Funçªo de ativaçªo: funçªo sigmóide;
  Propriedades das redes: rede cíclica de duas camadas;
  Aprendizado: utiliza tØcnica de SCA, que foi introduzida pelo próprio Kohonen.
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B.4.5 Rede de Hopfield
Apresentada por Hopeld em 1982 (Hopeld, 1982), estas redes sªo mais indicadas
quando representaçıes binÆrias permitem modelar a situaçªo desejada. Por exemplo, ima-
gens branco e preto, onde os elementos de entrada podem ser representados pelos valores de
cada ponto da imagem, 0 para branco e 1 para preto. Suas características sªo:
  Classe de tarefas: reconhecimento de padrıes e memória associativa;
  Propriedades dos neurônios: possuem entradas binÆrias e saídas que assumem valores
+1 ou -1.
  Funçªo de ativaçªo: funçªo sigmóide;
  Propriedades das redes: rece cíclica de uma camada;
  Aprendizado: os padrıes sªo armazenados no começo.
Pelo fato da rede de Hopeld ser do tipo binÆria, a primeira atitude a ser tomada antes do
aprendizado e tambØm da fase de reconhecimento da rede, Ø converter os valores binÆrios
(0,1) em bipolares (-1,1), para que o valor 0 nªo cause problemas quanto o cÆlculo das
saídas.
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