ABSTRACT Face alignment is a crucial step in face recognition. Through making the position of face consistent, face alignment reduces intra-class variability due to factors such as lighting, background, pose, and perspective transformation, and further facilitating the recognition tasks. In this paper, we propose a new face alignment method for pose-invariant face recognition, called adaptive pose alignment (APA), which can greatly reduce the intra-class difference and correct the noise caused by the traditional method in the alignment process, especially in unconstrained settings. Instead of aligning all faces to the predefined, uniform frontal shape, we adaptively learn the alignment templates according to the facial poses and then align each face of training or testing sets to its related template. To further improve face recognition performance, we propose a simple, yet effective feature normalization method which can generate more discriminative feature representation of a face or a set of faces (template) combined with the APA method. Furthermore, we introduce a pose-invariant face recognition pipeline that sequentially applies APA-based alignment, deep representation by softmax or ArcFace loss function, and the effective feature normalization procedure. We empirically show that APA-based images can accelerate the training of deep face recognition model by aligning all the images to the optimal templates. Moreover, experimental results show that the proposed method achieves the state-of-the-art performance on popular challenging face datasets including IJB-A, IJB-C, and CPLFW datasets.
I. INTRODUCTION
Face recognition is one of the most active research topics in computer vision and attracts more and more researchers to study it in recent years [1] - [3] . With years of efforts, promising results have been achieved for face recognition in both controlled and uncontrolled environments, whether using traditional methods [4] , [5] or deep learning methods, especially convolutional neural networks (CNNs) [6] , [11] , [13] , [17] . However, face recognition remains significantly affected by the wide variations of pose, illumination, and expression which can be often encountered in real world images. The pose problem in particular is still one of the biggest challenges.
A typical conventional face recognition pipeline usually consists of four stages: face detection, facial landmarks detection and face alignment, feature extraction (a.k.a feature learning), and final feature comparison [6] , as illustrated in Fig.1 , where face alignment is a crucial step for recognition performance, especially in unconstrained condition with large facial pose. In this case, the obtained faces are often different on shape due to factors such as pose, perspective transformation and so on, which will lead to a serious decline on recognition performance. For example, for the same model based CNNs, compared to the accuracy on Labeled Faces in the Wild dataset (LFW) [7] , the accuracy drops about 12%-20% on Cross-Pose LFW (CPLFW) database [8] , IARPA Janus Benchmark A (IJB-A) dataset [9] , or IARPA Janus Benchmark C (IJB-C) dataset [10] . The main reason for this result is that faces in IJB-A or CPLFW databases are much more unconstrained in head pose, background, and perspective transformation, causing large difference within each subject, even larger than the inter-subject variance. Fig.2 shows some face images sampled from LFW, IJB-A, IJB-C, and CPLFW datasets and their corresponding pose distribution (yaw angle). We can see that faces in LFW dataset have near-frontal bias, while faces in other three datasets have full pose distribution, and even some of them can not be detected by Viola Jones Face Detector [14] that is a quite classical and popular face detector. Under this condition, face alignment is an effective approach to alleviate this issue, and further facilitating the recognition tasks [11] - [13] . Through making the position of face consistent, face alignment reduces intraclass variability so that the designed algorithms can learn more discriminative features. Some works [16] , [17] have already indicated that face alignment can efficiently improve the recognition performance. Before the feature extraction step, in both training or evaluation, a proper face alignment will reduce the intra-class difference of each subject, and help improve the robustness of recognition.
Taking aligned faces as input, many approaches have been designed for face recognition. Previous approaches mainly employ hand-crafted feature, e.g. Gabor [24] , Local Binary Patterns (LBP) [25] and so on. In recent research, deep learning methods have shown great superiority over previous ones by learning highly non-linear models [11] , [13] . In these approaches, faces are usually aligned to the canonical one by a 2D transformation, for example pre-defined frontal template. In most cases, it is an effective method for face recognition. However, when meeting the condition of large pose variance (Fig.2) , such kind of alignment method will cause geometric deformation and further bring some noise into the image, which is unfavorable for face recognition. Fig.3 shows the aligned images of the same person in different poses using the traditional face alignment method. [15] .
Another way to deal with the problems caused large pose difference is to directly discard the alignment step and perform face recognition with unaligned detected faces, such as FaceNet [17] . However, they used an extremely large training dataset consisting of 200 million images of 8 million identities to realize highly pose-invariant facial feature extraction. But in practical applications, downloading and labeling so many faces is more than just financially challenging. Nevertheless, Schroff et al. [17] still found that adding additional face alignments during the testing stage may further increase the recognition accuracy. In recent, Jaderberg et al. [19] proposed a Spatial Transformer Network (STN), which is a learnable module and allows spatial manipulations, e.g. affine transformation. Therefore, some researchers proposed an end-to-end framework that adds alignment process to the deep network. Usually, the STN module is added to the front of the entire deep network structure to play the role of alignment. However, as the network structure deepens, it is very difficult to optimize the STN module and requires longer time to train model, for example, adding STN module to ResNet-50 or ResNet-101 [50] .
In this paper, we propose a new face alignment method, namely adaptive pose alignment (APA), to reduce the intra-class difference and boost the recognition performance. It not only takes into account the difference between poses, but also requires very little time to align faces. The APA method is an improvement of the traditional face alignment method. In addition, aligning faces based APA method requires less time than alignment with STN network. The core of our method is to adaptively learn the optimal matching templates according to the facial pose information of the reference dataset and then align each face to its related template based on its pose. The APA has three advantages over traditional alignment methods. (i) We take into account pose variability by adaptively learning multiple pose-specific templates, and exploiting those templates to reduce the intraclass difference, especially for faces containing extreme pose. Moreover, this method can effectively alleviate the noise caused by the alignment process. (ii) It is easy to implement and can be used for training on any network. (iii) The network only needs to learn fixed-position face information of few templates, therefore it will converge more easily and the time required to train the network can be greatly reduced. Furthermore, we propose a simple, yet effective feature normalization method. Through combining with the APA, face recognition performance can be further improved.
We evaluate the proposed methods in four challenging face datasets. And we observe consistent margins, including the LFW, IJB-A, IJB-C, and CPLFW datasets, compared to baseline and other competing methods. In summary, this work contributes to the following aspects:
• We propose a new face alignment method, called APA.
It can greatly reduce the intra-class difference. Moreover, it corrects the noise caused by the traditional method in the alignment process, especially in unconstrained settings. The resulting compact, and yet discriminative face representation enhances the recognition performance of advanced deep face recognition models, even for the recently proposed VGGFace2 model [18] that are known to be invariant to face alignment.
• We empirically show that APA based images can accelerate the training of the deep face recognition model by aligning all the images to the optimal template.
• We propose a pose-invariant face recognition pipeline that sequentially applies APA based alignment, deep representation by Softmax loss or Arcface loss [37] , and the effective feature normalization procedure. Experimental results show that this pipeline achieves the state-of-the-art performance on popular challenging face databases including IJB-A, IJB-C and CPLFW datasets, exceeding the previous state-of-the-art by a large margin. The remainder of this paper is organized as follows. Section II summarizes some common face alignment methods, and analyzes their advantages and disadvantages. In section III, we first analyze the purpose of large pose face alignment. Next, we detail the proposed APA method, feature normalization and pose-invariant face recognition pipeline. Experimental results of the proposed methods are presented in Section IV. Finally, we conclude the paper in Section V.
II. RELATED WORK
The term alignment almost always appears in the titles of papers [23] , [26] - [29] and so on, which presents facial landmarks detection and attempts to localize facial landmarks for a given face images [29] . Also sometimes the two terms are used interchangeably. It reflects an interpretation of alignment as forming correspondence between particular spatial locations in one face image and another. A different interpretation of alignment, and the one used in this paper, refers not only establishing these correspondences (for instance eye centers, nose tip, mouth corners, etc.) but also aligning these points into the same position for every image to improve recognition performance.
Currently, most of the face alignment methods can be divided into two categories: template-based face alignment and STN-based alignment, as shown in Fig. 4 . Templatebased methods align faces to one frontal face template by similarity transformation, and STN learns a light-weighted CNN and aligns faces to one view that is favorable for recognition.
Template-based Face alignment: Template-based face alignment can be divided into 2D alignment and 3D alignment.
2D alignment can also be called in-plane alignment. Images are aligned in plane with a 2D non-reflective similarity that compensates scale, in-plane rotation and translation [30] . In [31] - [33] , researchers learn pose-robust representations by improving 2D face alignment accuracy. Ding et al. [34] use both similarity transformation and affine transformation to align faces. In most deep learning based face recognitions, the inputs to the deep model are aligned face images during both training and testing [35] . Parkhi et al. [16] report a 1.0% recognition accuracy improvement on the LFW dataset when the alignment is adopted in the testing stage. Schroff et al. [17] find that adding additional face alignment during the testing stage may further increase the recognition accuracy. In [36] - [38] , researchers use five facial landmarks (eye centers, nose tip and mouth corners) [39] for similarity transformation to normalize the face images during both training and testing. In the aforementioned 2D alignment methods, almost all of the images are aligned to pre-defined uniform template. This alignment method is easier to implement and can improve the performance of face recognition. However, when we process the faces containing extreme poses, this alignment method is not conducive to face recognition, for example IJB-A and CPLFW datasets. In this case, aligning all faces to a unified template, the images will undergo geometric deformation, and further bringing some noise (Fig.3) . Recently, a new approach that builds pose-aware or partbased models to handle face images of specific poses [30] , [40] , [42] is proposed. Different from our proposed method, they use pose-aligned faces to train different pose-specific CNNs separately and perform face similarity comparisons using only same pose CNNs. This method can effectively handle faces with large pose, but they need to train multiple CNNs. Dong et al. [43] propose a pose-aware alignment method. All faces are divided into four subsets along with the hard-assignment. Next, they select the first image of each subset as the reference template to align faces. This method can effectively handle the problem of pose variability. However, template still comes from artificial settings. We call it 'hard alignment'.
3D alignment is known as out-of-plane alignment, which is explicitly compensated by rendering images at a specific yaw angle to adjust the pose and remove pose variations. The method based on 3D face recognition has been studied for many years. Faces will be synthesized to frontal face views, which is called 'frontalization' [44] , [45] . To the best of our knowledge, 3D face alignment was used one of the breakthrough paper in [13] . However, most of time, 3D alignment does not work better than 2D alignment because of higher level of interpolation (like piecewise-affine transformation). Furthermore, it relies on the 3D face model, for instance 3D Morphable Model (3DMM) [21] and 3D generic face model. In addition, this method is also very difficult to implement.
STN-based Face Alignment: Fig.6 depicts an end-to-end face recognition method, where STN plays the role of face alignment. Chen et al. [46] use STN to warp face proposals to canonical view with detected facial landmarks. Wu et al. [20] use STN and introduce a Recursive Spatial Transformer (ReST) module into CNN, allowing face alignment to be jointly learned to face recognition in an end-to-end fashion. Zhong et al. [35] also propose an end-to-end trainable framework in which the face alignment and the facial feature extraction can be jointly trained only using the personal identities as the supervising signal. The recent work [22] propose a GridFace to reduce facial geometric variations.
The above alignment methods have achieved good performance on face recognition. However, there are some disadvantages about them. First, for traditional 2D alignment, it will bring in more noise for faces with large pose, due to the artifacts from the transformation (geometric deformation or information loss). And it can be seen as a special case of APA. For 3D alignment, its implementation is more complicated, which is difficult for real-time face recognition. Second, for end-to-end face recognition (add STN module to network), as the network structure deepens, network training becomes difficult. It will require more time to train the network. In addition, when the training data is relatively small, it is still difficult to make the network convergence. Different from the above methods, the APA is a simple, yet effective face alignment method, and it is easy to implement. It can not only implement the basic functions of alignment (reducing intra-class variability), but also correct the noise caused by alignment process (alleviating geometric deformation and reducing information loss), and it makes network convergence easier.
III. THE PROPOSED METHODS
In this section, we first describe the proposed APA method, which mainly consists of three parts: pose estimation, adaptive templates generation, and alignment process (Sec.III-A). Then, we introduce the proposed feature normalization method that can be combined with the APA method to further result discriminative face representation (Sec.III-B). Finally, we propose a pose-invariant face recognition pipeline that sequentially applies APA based alignment, deep representation by Sofxmax or Arcface loss function, and the effective feature normalization procedure (Sec. III-C).
A. ADAPTIVE POSE ALIGNMENT (APA)
Instead of aligning all faces to near-frontal shape, we propose to adaptively learn multiple pose-specific templates as opposed to a single template to align faces, adaptive pose alignment (APA), which indicates reducing the intra-class difference, and preserving the face appearance with little artifact and information loss. The proposed method is briefly summarized in Fig. 5 . The APA consists of three steps: 1) Facial pose estimation; 2) Generating the optimal reference templates adaptively. 3) Faces in training or testing dataset are adaptively aligned based on the optimal reference templates.
1) POSE ESTIMATION
The face is a three-dimensional structure, so the face can rotate in three dimensions (pitch, yaw and roll), as shown in Fig.7a . Assuming having detected landmarks on an image, we observe that it is easy to compensate for roll through the position of the two eyes, and for pitch, when the face is near profile by just using in-plane alignment [30] . Therefore, in this paper, we only focus our method to compensate mainly for yaw variations.
Specifically with faces, the success of the proposed APA method is highly dependent on face pose estimation. Similar to [30] , we calculate the facial pose using the correspondence between the 2D face and the 3D face model. We use the Multitask Cascaded Convolutional Networks (MTCNN) [39] to obtain the 2D labeled landmarks p i = [x i , y i ] of a face image. The points are eye centers, corners of mouth, and tip of the nose as illustrated in Fig.7b . Then, we mark the corresponding (Fig.7d) . Thus, a sparse correspondence between 3D and 2D space can be constructed. Weak perspective projection [49] is used to estimate external camera parameters, assuming the principal point in the image center. Finally, we refine the focal length by minimizing landmark reprojection error
where f is the scale factor, A is the orthographic projection matrix, R is the 3 × 3 pose matrix constructed with pitch angle, yaw angle and roll angle, t 3d is the translation vector.
The projection result is shown in Fig.7c . From the projec-
, we extract the pose matrix R. By decomposing R, we obtain the yaw angle θ of the faces across all the dataset.
2) ADAPTIVE TEMPLATE GENERATION
The main purpose of face alignment is to remove the undesired intra-class variability by aligning images to some canonical shapes or configurations. In unconstrained settings, face pose distribution is not dominated by near-frontal faces. Therefore, we need to not only consider intra-class variability, but also reduce the noise caused by the alignment process such as the artifacts from similarity transformation or affine transformation. Suppose we define the intra-class difference loss as d(k), the artifact loss of aligned face as a(k), so the total loss of alignment is
where k represents the number of alignment templates. For a training dataset, as the number of templates increases, the intra-class difference d(k) is increasing ( Fig.8 left) , especially for faces with large pose. But, artifact of aligned face will become smaller ( Fig.8 middle) . The intra-class similarity is the greatest when all images are aligned to the frontal shape. However, the noise introduced by alignment process is also the largest on this condition. Therefore, we need to find an appropriate number of alignment templates to balance the intra-class difference and information loss, so that the aligned images are most favorable for face recognition ( Fig.8 right)
Loss(k)
where N represents the number of faces. Different from approaches that use just a single, frontal template to align all faces [11] - [13] , our idea is to learn the alignment templates according to pose distribution. Firstly, we need to find a dataset that covers all the possible poses. In each pose, there are as many people as possible that come from different races. Secondly, it is necessary to consider that the generalization power of CNN is usually proportional to the training data size [30] , thus we need to trade-off data partitioning and clustering when determining the number of reference templates k. Through the method of pose estimation, we can obtain the pose of all faces. We assume that the maximum angle (yaw) of the face is +90• and the minimum angle is −90•. Therefore the pose distribution is −90• to +90•. We exploit the symmetry property of face to mirror all face to one direction of yaw distribution. In this way we can consider only one side of the distribution, for example left side, which reduces the number of templates we need to learn. However, it is still difficult to determine the optimal k * by mathematical derivation. But we can cluster all poses {θ} N i of reference dataset adaptively using k-means algorithm to find the main k * templates:
where represents the collection of clustering centers, the maximum K is 9. The object of k-means clustering is to encourage the sum of distances between features and cluster centers to be the lowest, so that the average loss of transforming faces with different poses to their nearest clustering center template is the lowest.
How to choose the optimal number of k to make the clustering result best? In this paper, we use the elbow method to find the optimal k. The core of the elbow method is the sum of the squared errors (SSE) [41] 
where C i is the ith cluster, m i is the centroid of C i (the mean of all samples in C i ) and p is the sample point in C i . From k = 1 to 9, we generate nine different groups of reference templates. Then we calculate the corresponding SSE value (Fig.9) . Obviously, the k value of the elbow is 4, so for the clustering of this reference dataset, the optimal number of clusters should be 4. After obtaining the number of cluster centers, we use Equ.(3) to cluster all images (Fig.10a) . Then we average face images and corresponding landmark points with the same index. Thus, we will get four average face images (Fig.10c ) and we use them as our reference templates. The clustering center is {6. 
3) ALIGNMENT PROCESS
Once the optimal alignment templates are determined, every image in training or testing set are aligned to the template that is associated with it. The overall alignment process is shown in Fig.12 . Given an image of the training or testing dataset, we first use the MTCNN algorithm to detect five facial landmarks and then estimate facial pose by pose estimation method. Thus, we find the optimal alignment template for it using the resulting pose
where X represents a face and R is reference template, N is the maximum number of reference templates. In this paper, we set N to 4. After finding the optimal template, we mark landmarks on reference template (lmd(R)). Finally, we seek similarity FIGURE 11. The visual comparison between the APA and other prior alignment methods on probe and gallery. The average 'moving' distance after alignment by our method is the smallest because we use clustering method to adaptively learn the template angles. transformation T to align a face image to the optimal reference template, such that:
where [lmd(X )|1] is simply an expansion of lmd(X ) by adding an all-one vector 1, and T is a homogeneous matrix defined by rotation angle θ, scaling factor s, and translation vector [t x , t y ], as shown in Equ. 7
Through the above process, all faces will be aligned to its related template, and all faces are considered only one side. Fig.13 lists some aligned examples using APA (k = 4) sampled from four different datasets.
4) DISCUSS
In addition, we compare the relationship between the proposed APA method and other alignment methods (Fig.14) . And we perform a qualitative comparison on two aspects: intra-class similarity and information preserving during alignment. In the Fig.14 we list three prior alignment methods, prior1: no alignment, prior2: align to one frontal pose, prior3: hard alignment. From the figure we can clearly see when we decrease N from 4 to 1, the proposed method degenerates to prior art 2 and when increase N from 4 to infinity, the proposed method degenerates to prior art 1. Furthermore, we find that the proposed APA method is significantly better than the hard alignment (prior art 3) on the intra-class similarity and information preservation. The APA method is always looking for an optimal number of alignment templates to optimize the recognition. Moreover, the traditional face alignment method can be seen as a special case of the APA method.
B. FEATURE NORMALIZATION
The proposed feature normalization method is based on following two observations. First of all, for most deep networks, the image will be flipped randomly along vertical axes for data augmentation during training. Second, because the face is symmetrical, all faces are aligned to one side when using APA method (Fig.13) . In the ideal state, the extracted facial features should also be symmetrical, which provides us a new idea. Suppose we extract the features of left and right faces of a person, so the feature of frontal face of the person can be obtained. We use f l to represent the feature of the original aligned image, and f r represents the image feature after mirroring during testing. Therefore, the feature of a face can be expressed as:
Note that for set-to-set face recognition (for instance IJB-A dataset), f l and f r represent a feature vector after template fusion. In addition, for real world applications, there always exist a dataset bias between the training dataset and testing dataset. In this paper, we use a simple, yet effective method to alleviate the bias for boosting face recognition accuracy, that is, centralizing the facial features that need to be verified or identified to the origin of the reference space during testing. For each feature of testing dataset, we define a new feature to replace the original feature:
where f ref represents the mean feature of the reference data. By doing this, all features are distributed on same reference space. In this space, each feature has the same mean, and comparison between features is more fair. 
C. POSE-INVARIANT FACE RECOGNITION PIPELINE
The proposed APA method can be used for training dataset or testing dataset. Through experiments, we find that if faces are aligned during training and testing simultaneously, the recognition performance is the best. Therefore, we propose a pose-invariant face recognition pipeline (Fig.15) . During training, we first use the proposed APA method to align all the faces in the training dataset. Then, all aligned images are used to train deep network, for example VGG network [65] or ResNet network [50] . The loss function can choose Softmax or Arcface [37] . After the model is trained, we can evaluate it using the same aligned images. During the testing phase, we first align the images of probe set in the same manner. We then flip the corresponding images along the vertical axes. Thus, everyone will obtain two aligned images. And we feed them into the trained network to extract features. Finally, the features are normalized using the proposed feature normalization method. The normalized features are used to calculate the similarity of the two faces.
IV. EXPERIMENT AND EVALUATION
This section evaluates the performance of the proposed methods for face recognition task. We mainly verify our methods on IJB-A dataset. Additionally, we also report results on other three face recognition datasets including LFW, IJB-C, and CPLFW datasets. Note that our proposed methods can be used on any CNNs based face recognition. We evaluate our method in two ways. One is that we directly extract features based on existing face models, for example VGGFace model [16] . The other is that we train the model from scratch. Next, we will first describe the model we trained in detail.
A. MODELS AND TRAINING DETAILS
In this paper, we choose two classic networks to evaluate our method, SE-ResNet-50 [54] (SENet50 for short) and LResNet100-IR [37] . To the best of our knowledge, Cao et al. [18] achieved the state-of-the-art results on IJB-A dataset using SENet50 and VGGFace2 dataset [18] . LResNet100-IR is an advanced version of the ResNet network [50] , proposed by Deng et al. [37] , which get stateof-the-art performance in the MegaFace Challenge. Two datasets, VGGFace2 [18] and MS-Celeb-1M (referred to as MS1M) [51] , are selected as training dataset. The images in the VGGFace2 have a wide range of pose, age, illumination and ethnicity variations of human faces. It includes over nine thousand identities with between 80 and 800 images for each identity, which is called dataset of depth. And MS1M dataset contains 100k celebrities with 10 million images, which is called dataset of breadth [2] . Loss function uses Softmax and Arcface [37] . Combining the above networks, loss functions, and training datasets, we mainly train eight models (Table 1) . These models can be divided into three types based on network architecture, training data and training type. During training, the mean value of each channel is subtracted for each pixel. Transformation to monochrome augmentation is used with a probability of 20% in order to reduce over-fitting on colour images. Stochastic gradient descent (SGD) is used with mini-batches of size 256 on four GPUs. The initial learning rate is set to 0.1 for the models learned from scratch, and this is decreased twice with a factor of 10 when errors plateau. The weights of the models are initialized by Xavier method. The learning rate for models fine-tuning starts from 0.003 and decrease to 0.001.
B. DATA PROCESSING WITH APA METHOD
The choice of reference dataset is important for APA method. Inspired by Masi et al. [30] , we choose the CASIA-WebFace [47] dataset that contains 10,575 subjects with a total of 494,414 images as our reference dataset. The CASIA-WebFace dataset is a relatively large known public dataset for face recognition. Most of the faces in CASIA-WebFace are centered on the image, which does not require to detect the bounding boxes of faces. Moreover, accurate facial landmarks can be detected. The size of each face is 250 × 250.
During both training and testing, we use MTCNN [39] to detect face and landmarks. The bounding box is then extended by a factor of 0.3 to include the whole head and cropped. All cropped faces are resized to 250 × 250, which is consistent with the size of the reference template. For faces that MTCNN cannot detect, we use the bounding box and landmarks provided by the dataset. Then, all faces are aligned by the proposed APA method. Finally, a center region of 200 × 200 pixels is cropped from each well-aligned face and resized to fit the input of the network. In this paper, we resize it to 224×224×3 (SENet50) or 112×112×3 (LResNet100-IR) respectively (Fig. 13 ).
C. EXPERIMENTS ON IJB-A DATASET 1) JANUS BENCHMARK A (IJB-A)
The IJB-A dataset is a publicly available challenging face dataset proposed by IARPA and spread by NIST to push frontiers of face recognition in the wild. Faces in IJB-A dataset are much more unconstrained in head pose, illumination, and expressions, causing large variations within each subject, even much larger than the inter-class difference. It contains 500 subjects with a total of 25791 images (5396 still images and 20395 video frames), 11.4 images and 4.2 videos per subject on average. In this dataset, each training and testing instance is called a 'template', and comprised of a mixture of still images and sampled video frames. Each still image or a set of video frames from the same source is called a media. The number of images in a template ranges from 1 to 190 with approximately 10 images per template on average. There are 10 training and testing splits. Each training split contains 333 subjects, and its corresponding testing split takes the other 167 subjects. In the original IJB-A database, bounding box around a face in an image or video frame is provided and the location of the center of each eye (if visible) and the base of the nose are annotated for the person of interest in each image and video. Because of the widely range of pose variation, many images and frames exist with only one eye visible.
2) PROTOCOLS AND METRICS
The IJB-A dataset contains two types of protocols, namely 1:1 face verification and 1:N face identification. VOLUME 7, 2019 For verification, the performance is reported using the true accept rates (TAR) vs. false positive rates (FAR) (i.e. receiver operating characteristics (ROC) curve). For identification, the protocol which measures the accuracy of opened-set and closed-set search among N gallery templates is terms of the true positive identification rate (TPIR) vs. false positive identification rate (FPIR) (equivalent with decision error trade-off (DET) curve) as well as the Rank-N (i.e. the cumulative match characteristic (CMC curve)). The IJB-A dataset carefully designs challenging template pairs by ensuring that subjects of templates have the same gender, and that their skin colors do not differ more than one level.
In all experiments, except for special instructions, results on the IJB-A average over 10 splits. Template encodings are constructed by averaging media encoding over a template, and media encodings are constructed by averaging features across a video [16] , [52] , [53] , then unit normalizing. Therefore, a template is represented by a single vector. The similarity between two subjects is computed by the cosine distance between the vectors representing each template.
3) THE EFFECT OF K
The k is a key in the APA method. In this subsection, we investigate the effect of k through extensive experiments on IJB-A dataset. By varying k from 1 to 9, we use APA method to align nine groups of images of IJB-A dataset. After alignment, we use the off-the-shelf VGG-Face [16] model to extract the 4096-d features of the penultimate layer directly. The VGG-Face descriptors are extracted using the off-the-shelf CNN model based on the VGG-Very-Deep-16 CNN architecture. There are three main reasons for using this trained model. First, training nine models is burdensome and time-consuming. In addition, VGG-Face descriptor has reported fairly good results on the face verification task of LFW benchmark. Moreover, it used over 2.6M faces without alignment to train network, which is suitable for challenging face datasets, like IJB-A. Therefore, we directly extract features using VGG-Face model rather than training new network from scratch. Fig. 16 shows the comparison of the recognition results on TAR@FAR=0.1% and Rank-1 on IJB-A using different alignment templates. We can see that when k=4, both two results achieve the best performance. In the following content, we mainly compare three processing methods: without APA (no alignment), APA (k = 1), and APA (k = 4).
4) THE EFFECTIVENESS OF APA
To evaluate the effectiveness of APA, we compare the following four aspects.
Accuracy on IJB-A. We evaluate the effectiveness of APA by comparing three groups of experiments. (i) We directly extract features of IJB-A dataset using VGGFace model [16] . (ii) We train SENet from scratch using different aligned images with Softmax loss. (iii) As with the above method, the difference is the network and loss function. The results are reported in Table2. Note that the data were processed in the same method during training and testing for the same experiment. We can observe that (i) whether using the existing model (VGGFace model) or the retrained model (model-A∼ E), the performance is better when alignment is performed; (ii) the proposed APA (k = 4) can obtain more better performance in three types experiments; (iii) the APA method does not rely on network architecture. Specially, it achieves TAR ∼ 5.7% improvement on FAR=0.001 using VGGFace model and ∼ 1.5% using SENet with softmax.
Change of intra-class similarity The main purpose of the APA is to remove the undesired intra-class variability and increase the intra-class similarity. We design an experiment to verify changes of the intra-class similarity. We select all images of one person whose Subject_ID is 6 from the IJB-A dataset and extract their features using the model-A and model-B. Then, we calculate the cosine distance between a frontal face and other faces. We select nine groups of images as an example, where their pose is changing from small to large. Fig.17 shows the relationship of similarity changes. It can be seen that after using the APA, the intra-class similarity is significantly improved. In particularly, when the face is more profile, the greater the change is in similarity. The most obvious change of reducing the intra-class variability is that all features of the person will become more compact. It can be seen from the variance between individuals within 
The variance of the two sets of features is 0.0067 and 0.0052 respectively, which is obviously reduced, illustrating that APA does increase the intra-class similarity.
From set-to-set to image-to-image. For set-to-set face recognition, APA does improve recognition performance. So, for image-to-image face recognition, is APA still effective? We design an experiment to verify this idea. For 1:1 face verification, we choose the first image of each template of IJB-A to form a new verification pairs of 10 splits. All features are L2 normalized, and the similarity between two images is then computed using cosine distance. Evaluation method is the same as mentioned above. Fig 18 shows the results of TAR on 10 splits when FAR=0.01. Obviously, for image-to-image face recognition, APA still keeps the same conclusion.
Analysis of APA. Why APA improves the performance of face recognition? The purpose of APA is to reduce the intraclass differences so that the scores of the same subject that need to verify pairs become more larger and the scores of the different subjects become more smaller. Thus, the accuracy will be improved. Fig.19 shows the frequency distributions of the similarity scores for image-to-image and set-to-set face verification on split1 of IJB-A based on model-A and model-B. Whether it is image-to-image face verification or set-toset face verification, they all show the same trend. On the one hand, the scores of the positive pairs are improved. For example, the number of positive pairs with a threshold less than 0.4 is significantly reduced. On the other hand, the scores of the negative pairs are greatly reduced.
5) THE EFFECT OF FEATURE NORMALIZATION
Further improvement is obtained by applying our proposed feature normalization method. After aligning all faces using APA method, we flip them along the vertical axes. Thus, each template will have two representations. We encode each template to a vector, and then fuse them to represent this template. In this experiment, the mean feature of IJB-A training set of each split is selected as the central reference feature f ref . In table 3, we report the improvement for three types of CNN models that we used (VGGFace [16] , model-B and model-E). It is evident that performance obtain significant improvement after the APA combine with the feature normalization, especially for VGGFace model. In the next experiment, we will discuss the impact of the selection of the central reference feature f ref on the recognition rate.
6) THE EFFECT OF REFERENCE FEATURE F ref
For the proposed feature normalization, the choice of reference feature f ref is crucial. In this section, we will discuss the impact of the selection of the central reference feature f ref on the recognition rate. The comparative results are reported in Table 4 .
In this paper, we choose three reference features f ref to study its effect on recognition performance, which need to use three types of data. In our experiments, we select all images of VGGFace2 dataset, training set of IJB-A dataset, and testing set of IJB-A dataset as reference dataset. We extract the . From this table we can see that the closer the reference center feature is to the mean feature of the real testing data, the better the recognition performance is, just as f ref 3 . However, in real applications, we are unlikely to know the testing data in advance. But we may extract the features of the training data to calculate the mean feature as the central reference feature, or find the same data with the distribution of testing data as a reference dataset. For example, for video face recognition, we can obtain many unlabeled video faces as reference datasets, and then extract their features to compute mean feature.
7) THE EFFECT OF TRAINING SET
In this paper, we also investigate the effect of different training sets based on the same architecture LResnet100-IR. All results are reported on Table 5 . Based on the same network configuration (learned from scratch), we can observe that the model-D trained on VGGFace2 significantly outperforms the model-F of MS1M which has 10 times subjects over the VGGFaces when these two datasets are aligned by the APA with k = 1. When using VGGFace2 aligned by APA with k = 1 to fine-tune the model-F to get the model-G, we can observe that the results outperform the one obtained using only VGGFace2 except for some slight differences. However, when using VGGFace2 aligned by APA with k = 4 to finetune the model-F to get the model-G, the results outperform the one obtained using VGGFace2 aligned by APA with k = 1 by a large margin. This result shows that the APA (k = 4) significantly superior to the APA (k = 1), and further indicating that the proposed APA is very effective alignment method. Specially, we observe that the differences of results between model-H and model-E is very small although the model-E is trained using only VGGFace2 aligned by APA (k = 4).
8) TRAINING TIME
The APA method can not only improve the quality of trained CNN based face recognition model, but also shorten the training time of the CNN. In this section, we compare the training process of the model-C and model-E. Fig.20 shows the loss curve and training time comparison of the two models. They are trained with a mini-batch size of 256 on four GPUs. We start with a learning rate of 0.1, divide it by 10 at 9K and 13K iterations, and terminational iteration is set to 14.6K. Note that the convergence of the model-C is very slow, so we only iterate 12k. It has been shown that using APA method converges much faster than randomly cropping images method (no alignment), which suggests that a good alignment method can simplify the optimization. Specially, The training time of model-E is 1.5 times faster than the model-C.
9) DISCUSS: APA VS. HARD ALIGNMENT
What is the most closest to our method is the alignment methods in [30] , [40] , and [43] . They align faces to a certain mode along with hard-assignment, which can be called 'hard alignment'. In Fig.21 , we show some example images that are aligned by the two different alignment methods. Obviously, the images aligned using the APA are superior to the hard alignment method. In order to indicate that our proposed APA method is more effective than hard alignment, we use this two methods to align IJB-A dataset respectively. Then, we extract features using the VGG-Face model. The results are reported in Table 6 . It can be seen that the recognition performance has been improved after the alignment is used. Furthermore, when APA is used, the recognition performance is significantly improved compared to hard-assignment alignment.
10) COMPARISON WITH STATE-OF-THE-ART RESULTS
In Table 7 , we report a comparison with the state-of-the-art results on IJB-A dataset. Note that our results are reported by using APA method combined with feature normalization. It is clear to see that no matter which network architecture we use, the recognition performance can be improved after using the proposed APA method. Moreover, recognition performance outperforms state-of-of-art results on both face verification and face identification. In particular, when we use MS1M dataset to pretrain the LResNet100-IR network and fine-tune it using the VGGFace2 of APA, TAR reached 97.50% at FAR=0.001, which improve over [18] of about 5.4% and about 3% compared to the state-of-the-art result [37] . Overall, we have significantly improved the recognition rate on IJB-A verification and identification and obtain the state-of-the-art results.
11) ERROR ANALYSIS
Finally, we visualize identification and verification examples based on model-H that achieves the state-of-the-art recognition performance on IJB-A dataset, in order to gain insight into template-based face recognition. This analysis provides a better understanding of the error template pairs to better inform future template-based face recognition. We choose the split1 of IJB-A dataset as representation to perform error analysis. Fig. 22 contains two types of analysis results: face verification and closed-set face identification. For verification, after computing the similarity for all verification templates of split1, we sort the resulting list and illustrate four results: the best scoring mated pairs; worst scoring mated pairs; best scoring non-mated pairs; and worst scoring nonmated pairs. Each row represents a probe and gallery template pair. The template contains from one to dozens of media. Up to seven individual media are shown with the last space showing a mosaic of the remaining media in the template. For face identification, we compute the similarity for all pairs of probe and gallery templates of split1 and sort the results between each probe template and all gallery templates. For model-H, recognition accuracy is 99.5% for rank-5 of split1 on IJB-A dataset, so there are five groups of error quarry results, as shown in Fig. 22 (bottom) . Fig. 22 (top left) shows the highest mated similarities. In the twenty highest scoring correct matches, we immediately note that every gallery template and probe template contain dozens of media. Moreover, faces in each template have good quality. Fig. 22 (top right) shows the lowest twenty mated template pairs, representing failed verification. It is clearly seen that faces of template from probe set are low contract, low resolution, or extremely pose. Fig. 22 (middle left) showing the worst non-mated pairs highlights very understandable errors, where each impostor in probe set and the one in gallery set are very similar, especially for black people. Fig. 22 (middle right) showing the best nonmated similarities shows the most certain non-mates, where faces have good quality. Furthermore, we find that, for a template contains only one face with extreme pose in the probe set, cosine distance is still very low. This result further demonstrates the effectiveness of the APA.
We illustrate the error query samples of rank-5 in Fig. 22  (bottom) . The first column shows the query images from the probe templates. The remaining five columns show the corresponding top-5 queried gallery templates (i.e. rank-1 means the most similar one, rank-2 the second most similar. etc.). For the first two rows, the query template only contains one images. For the third, the query template contains faces with extreme pose and low resolution. In the corresponding gallery template for the same subject, image quality is still not good. Thus, it fails to find the subject within the top-5 matches.
From the above results we can see that, after using the APA method, pose-based problem has clearly improvement. To further improve recognition performance, one possible solution is to remove the blurred image from a template. We leave it for the future work.
D. EXPERIMENTS ON IJB-C DATASET
The IJB-C dataset [10] is an extension of the IJB-A dataset [9] . The IJB-C dataset contains 3,531 unique subjects with a total of 31,334 still images (21,294 face and 10,040 non-face), averaging to ∼ 6 images per subject, and 117,542 video frames collected in unconstrained settings, averaging to ∼ 33 frames per subject and ∼ 3 videos per subject. Included with the protocols are two disjoint galleries, gallery 1 (G1) and gallery 2 (G2). Each gallery contains one template per subject, created by randomly selecting half of the subject's still imageries. The remaining 1,772 media instances are reserved for the probe set. G1 includes 1,772 subjects with 5,588 still images, and G2 includes 1,759 subjects with 6,011 still images. These galleries are disjoint from each other so that opened-set identification scenarios can be tested. The verification protocol contains 19,557 genuine comparisons and 15,638,938 impostor comparisons. This allows us to evaluate the performance at very low FARs of 10 −6 and 10 −7 . Since the dataset contains two set of galleries G1 and G2, we report the average performance of both the gallery sets.
Note that in the following experiments, we first use the trained model, provided by Cao et al. [18] to evaluate the APA method. The ResNet-50 (with and without Squeeze-and-Excitation blocks [54] ) is trained on VGGFace2 dataset, on MSCeleb-1M dataset, and on their union. Networks are learned from scratch on VGGFace2 (_scratch); Networks are first pretrained on MS1M and then fine-tuneed on VGGFace2 dataset (_ft) and the trained model downloaded from the Internet: http://www. robots.ox.ac.uk/ vgg/data/vgg_face2/. Next, we evaluate performance on model-B and model-E. All experimental results are shown in Table 8 and Table 9 . We observe the similar behavior as in the IJB-A evaluation. The performance obtained on model-B significantly surpass the ones that directly evaluated using off-the-shelf models [18] . In addition, LResNet100-IR's superiority over SENet50 is evident in both verification and identification with the same training dataset. Moreover, we can see that for two different baselines, after using the APA method, recognition performance have been significantly improved, especially for 1:1 face verification. 
E. EXPERIMENTS ON LFW AND CPLFW DATASETS
Furthermore, we evaluate our proposed method with recently reported face verification methods [18] on LFW [7] and CPLFW [8] datasets. The LFW dataset contains 13,233 web-collected images from 5749 different identities. We evaluate our methods following the standard protocol of unrestricted with labeled outside data. The Cross-Pose LFW (CPLFW) dataset is a renovation of LFW dataset. It deliberately searches and selects 3,000 positive face pairs with pose difference to add pose variation to intra-class variance. Negative pairs with same gender and race are also selected to reduce the influence of attribute difference between positive/negative pairs. The CPLFW dataset is more focused on cross-pose face recognition, and is more challenging than LFW dataset. Table 10 reports the results of the comparison using different alignment methods on the published face recognition methods [18] . After using the APA method, performance is improved on both LFW and CPLFW datasets. Furthermore, we compare our proposed method with some recent state-of-the-art methods on LFW and CPLFW datasets (Table 11 ). We can see that the proposed methods obtain stateof-the-art performance, achieving an accuracy of 99.80% on LFW dataset and 92.95% on CPLFW dataset.
V. CONCLUSION
In this paper, we propose a new face alignment method, called APA, which can be used for data processing in face recognition or face analysis tasks to improve performance. The APA method can not only reduce intra-class variability (increasing intra-class similarity) but also correct the noise caused by alignment process. Furthermore, we also propose a simple, yet effective feature normalization method. It can be used by combining with the APA method to generate more discriminative feature representation of a face or template. Experiments on LFW, CPLFW, IJB-A, and IJB-C datasets show that the proposed methods provide significant and consistent improvements and achieve state-of-the-art results.
In conclusion, the APA is an effective data processing method for pose-invariant face recognition. YUYING ZHAO is currently pursuing the bachelor's degree in telecommunication engineering with the Beijing University of Posts and Telecommunications, Beijing, China. Her future research interests include computer vision and pattern recognition, image processing, and retrieval technology.
