In this paper we show that there is a close relationship between the energy complexity and the depth of threshold circuits computing any Boolean function although they have completely different physical meanings. Suppose that a Boolean function f can be computed by a threshold circuit C of energy complexity e and hence at most e threshold gates in C output ''1'' for any input to C . We prove that the function f can also be computed by a threshold circuit C 
In this paper, we investigate a relationship between the energy complexity and the depth of threshold circuits computing any Boolean function and obtain the following result as a main theorem: if a Boolean function f can be computed by a threshold circuit C of energy complexity e, then f can also be computed by a threshold circuit C ′ of the depth d
Moreover, if C has size s, then C ′ has size s ′ = 2es + 1. Thus, if a Boolean function f can be computed by a polynomial-size threshold circuit C of energy complexity e, then f can also be computed by a polynomial-size threshold circuit C ′ of the depth d ′ = 2e + 1. Since the proof of the main theorem is constructive, a threshold circuit C ′ of small depth can be immediately obtained from a circuit C of small energy complexity. An early version of the paper was presented at a symposium [11] .
The rest of the paper is organized as follows. In Section 2, we first define some terms on threshold circuits, and then present the main theorem and a corollary. In Section 3, we first present a lemma on C ′ , which provides a guideline of our construction of C ′ . We then describe how to construct C ′ from C and prove the main theorem. In Section 4 we prove the lemma. In Section 5, we give some remarks on a relationship between the energy complexity and the depth of logic circuits other than threshold circuits, such as ''unate circuits'' and ordinary logic circuits consisting of AND, OR and NOT gates.
Definitions and main theorem
In this section, we first define some terms on threshold circuits, and then present our main theorem and a corollary. A threshold gate in the paper is the so-called linear threshold logic gate and can have an arbitrary number k of inputs. For every input z = (z 1 , z 2 , . . . , z k ) ∈ {0, 1} k to a threshold gate g with weights w 1 , w 2 , . . . , w k and a threshold t, the output g(z) of the gate g for z is defined as follows:
0 otherwise.
We assume that the weights w 1 , w 2 , . . . , w k and the threshold t are arbitrary real numbers.
A threshold (logic) circuit C is a combinatorial circuit consisting of threshold gates and is represented by a directed acyclic graph. We denote by n the number of inputs to C , and by x = (x 1 , x 2 , . . . , x n ) the input variables to C . The underlying directed acyclic graph of C has n nodes of in-degree 0, each of which corresponds to one of the n input variables and is called an input node. The size s of a threshold circuit C is the number of threshold gates in C .
Let C be a threshold circuit of size s, and let g 1 , g 2 , . . . , g s be the s gates in C . Then, the input z i to a gate g i , 1 ≤ i ≤ s, either consists of the inputs x 1 , x 2 , . . . , x n to C and the outputs of the gates other than g i or consists of some of them. However, we denote by
Let f : {0, 1} n → {0, 1} be a Boolean function of n variables. Let g s be a gate of out-degree 0 in C , and let the output
n . The gate g s is called the output gate of C .
A threshold circuit C computes a Boolean function f : {0, 1}
We say that a gate g i , 1 ≤ i ≤ s, is in the lth layer of a circuit C if there are l gates (including g i ) on the longest path from an input node to g i in the underlying graph of a circuit C . The depth d of C is the number of gates on the longest path to the output gate g s .
For each input x ∈ {0, 1} n to a circuit C , we denote by e C (x) the number of gates fired by x, that is,
We then define the energy complexity e C of C as
Thus, the energy complexity e C is the maximum number of gates outputting ''1'' over all inputs x ∈ {0, 1} n . Obviously 0 ≤ e C ≤ s. We often denote e C (x) and e C simply by e(x) and e, respectively.
We are now ready to present our main result as the following theorem, whose proof will be given in the next section. , g 2 , . . . , g s are topologically ordered with respect to the underlying acyclic graph of C . Thus, for each i, 1 ≤ i ≤ s, the input z i to a gate g i consists of all the n inputs x 1 , x 2 , . . . , x n to C and the outputs of all the i − 1 gates g 1 , g 2 , . . . , g i−1 preceding g i , where weights may of course be 0. We denote the weights of g i for inputs x 1 , x 2 , . . . , x n by w i,1 , w i,2 , . . . , w i,n , respectively, and denote the weights of g i for the outputs of g 1 , g 2 , . . .
The circuit C ′ which we are going to construct has the depth d Intuitively speaking, each pair of consecutive layers of C ′ ''finds'' the next gate with output 1 in C . More precisely, the circuit C ′ satisfies the following lemma, whose proof will be given in the next section. 
, g a e(x) be the e(x) gates outputting ''1'' for x, and let
and
(b) For every integer l, e(x) + 1 ≤ l ≤ e, and every index i,
We now show how to construct C ′ by separating the 2e + 1 layers into the following four sets of layers.
⟨1⟩ First layer
Each gate g
in the first layer of C ′ has the same threshold t i as g i in C and receives inputs only from the input nodes x 1 , x 2 , . . . , x n with the same weights as g i . Thus, the output g
for every input x ∈ {0, 1} n . From Eqs. (1) and (6), we have
If e(x) ≥ 1, then the gate g a 1 fires first for x in C and hence we have from (7)
Thus, Eq. (2) holds for l = 1. If e(x) = 0, then g i [x] = 0 for every i, 1 ≤ i ≤ s, and hence by (7)
for every i, 1 ≤ i ≤ s. Thus, Eq. (4) holds for l = 1.
⟨2⟩ Even-numbered layers
We design gates g 
for every input x ∈ {0, 1} n . Therefore, (8) and (11) imply
Thus, Eq. (3) holds for l = 1. If e(x) = 0, then Eqs. (9) and (11) imply that g 
⟨3⟩ Odd-numbered layers
We now define gate g 
We thus have
Hence, g 
C ′ computes f
In the section, we prove that the circuit C ′ constructed in Section 3.1 computes f , that is, C
n . We separate the proof into two cases, f (x) = 1 and f (x) = 0, as follows. 
Case 2: f (x) = 0. In the case, f (x) = C (x) = g s [x] = 0 and hence a 1 , a 2 , . . . , a e(x) < s. Therefore, by Eqs. (3) and (5), we have
Eqs. (15) and (20) imply that
Proof of Lemma 1
In the section, we prove Lemma 1 by induction on l. 
We prove Lemma 1(a) in Section 4.1 and Lemma 1(b) in Section 4.2.
Proof of Lemma 1(a)
We have already proved in ⟨1⟩ and ⟨2⟩ of Section 3.1 that Eqs. (2) and (3) hold for l = 1. Let l be an integer such that 2 ≤ l ≤ e(x), and assume that Eqs. The second term in the parentheses on the right-hand side of Eq. (14) can be expanded as follows:
Since we assume that Eq. (3) holds for every integer m,
Therefore, the mth term on the right-hand side of Eq. (22) is
Since 1 ≤ i ≤ a l , the equation a m ≤ i − 1 implies m ≤ l − 1. Therefore, Eqs. (22) and (23) imply that
By Eqs. (14) and (24), we have
We separate the proof of Eq. (2) into two cases, i ̸ ∈ A and i ∈ A, as follows.
In this case, we have 1 ≤ i ≤ a l − 1 because 1 ≤ i ≤ a l and i ̸ ∈ A. Therefore, we shall prove that g 2l−1 i
[x] = 0. Since i ̸ ∈ A, the gate g i in C does not fire for x and hence by Eq. (21)
Since i ̸ ∈ A and we assume that Eq. (3) (25) and (27), we have
Eqs. (26) and (28) imply that g
In this case, we shall prove that
We first prove Eq. (29). Substituting i = a l in Eq. (21), we have
Since Eq. (3) holds for every integer m, 1 ≤ m ≤ l − 1, we have
Substituting i = a l in Eq. (25) and then using Eq. (32), we have
Eqs. 
Proof of Lemma 1(b)
Eq. (5) immediately follows from Eqs. (4) and (11). We thus prove only Eq. (4) by induction on l.
(1) Induction basis
We prove that Eq. (4) holds for the integer l = e(x) + 1 ≤ e. Consider first the case where e(x) = 0. In this case, we have l = e(x) + 1 = 1. Since e(x) = 0, Eq. (1) implies that
for every index i, 1 ≤ i ≤ s. By Eqs. (6) and (38), we have g 
for every index i, 1 ≤ i ≤ s. Substituting l = e(x) + 1 in Eq. (14) and then using Eq. (39), we have
We separate the proof of Eq. (4) for l = e(x) + 1 to the following two cases. 
Eq. (3) and i ∈ A imply that g
, and hence we have
By Eqs. (40)- (42), we have
and hence Eq. (4) holds for l = e(x) + 1.
By Eqs. (44)- (46) 
Eqs. (40) and (48) imply that g 2e(x)+1 a r
[x] = 0, and hence Eq. (4) holds for l = e(x) + 1.
(2) Induction hypothesis
Let l be an integer such that e(x)+2 ≤ l ≤ e, and assume that Eqs. (4) and (5) 
Using Eqs. (14), (49) and (50) and then applying the induction basis, we have
and hence Eq. (4) hold for l.
Remarks and conclusions
In this paper, we prove that if a Boolean function f can be computed by a threshold circuit C of energy e and size s, then the function f can also be computed by a threshold circuit Our result can be applied to a more general class of circuits, called ''unate circuits''. A function g(z 1 
