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Abstract
In this work, we propose a new Gaussian process regression (GPR)-based multifidelity
method: physics-informed CoKriging (CoPhIK). In CoKriging-based multifidelity methods,
the quantities of interest are modeled as linear combinations of multiple parameterized sta-
tionary Gaussian processes (GPs), and the hyperparameters of these GPs are estimated from
data via optimization. In CoPhIK, we construct a GP representing low-fidelity data using
physics-informed Kriging (PhIK), and model the discrepancy between low- and high-fidelity
data using a parameterized GP with hyperparameters identified via optimization. Our
approach reduces the cost of optimization for inferring hyperparameters by incorporating
partial physical knowledge. We prove that the physical constraints in the form of determin-
istic linear operators are satisfied up to an error bound. Furthermore, we combine CoPhIK
with a greedy active learning algorithm for guiding the selection of additional observation
locations. The efficiency and accuracy of CoPhIK are demonstrated for reconstructing the
partially observed modified Branin function, reconstructing the sparsely observed state of
a steady state heat transport problem, and learning a conservative tracer distribution from
sparse tracer concentration measurements.
Keywords: physics-informed, Gaussian process regression, CoKriging, multifidelity, active
learning, error bound.
1 Introduction
Gaussian processes (GPs) are a widely used tool in applied mathematics, statistics, and machine
learning for regression, classification, and optimization [14, 40, 44]. GP regression (GPR), also
known as Kriging in geostatistics, constructs a statistical model of a partially observed process
by assuming that its observations are a realization of a GP. A GP is uniquely described by its
mean and covariance function (also known as kernel). In standard (referred to here as data-
driven) GPR, usually parameterized forms of mean and covariance functions are assumed, and
∗xiu.yang@pnnl.gov
†david.barajas-solano@pnnl.gov
‡guzel.tartakovsky@pnnl.gov
§alexandre.tartakovsky@pnnl.gov
1
ar
X
iv
:1
81
1.
09
75
7v
1 
 [s
tat
.M
L]
  2
4 N
ov
 20
18
the hyperparameters of these functions (e.g., variance and correlation length) are estimated
from data by maximizing the log marginal likelihood of the data. GPR is also closely related
to kernel machines in machine learning, but it provides a richer characterization in the result,
as it provides uncertainty estimates [48]. GP is also connected to infinite neural networks, that
is, networks with an infinite number of hidden units [29].
There are several variants of GPR, including simple, ordinary, and universal Kriging [21].
Ordinary Kriging is the most widely used GPR method. It assumes stationarity of the random
field, including constant mean and variance, and a prescribed stationary covariance function.
The stationarity assumption reduces the number of hyperparameters and the model complex-
ity. For example, in universal Kriging, the mean is modeled as a linear combination of basis
functions [1], which increases the number of unknown parameters and may lead to non-convex
optimization problems. Although the assumption of stationarity may not be suitable for some
application problems, it is often necessary as there are usually not enough data to compute
accurate estimates of non-stationary mean and covariance functions. Progress have been made
at incorporating physical knowledge into kernels, e.g., [42, 18, 6, 7, 38, 39] by computing kernels
for systems governed by linear and weakly nonlinear (allowing accurate linearization) ordinary
and partial differential equations. Such kernels are computed by substituting a GPR approx-
imation of the system’s state variables into the governing equation and obtaining a system of
equations for the kernel hyperparameters. For complex linear systems, computing the kernel in
such a way can become prohibitively expensive, and for strongly nonlinear systems, it may not
be possible at all.
In our previous work [52], we proposed the physics-informed Kriging method (PhIK) that
incorporates (partial) physical knowledge into GPRs. In modeling complex systems, it is com-
mon to treat unknown parameters and fields as random parametrs and fields, and the resulting
realizations of the state of the system are employed to study the uncertainty of the model or
the system. The goal of PhIK is to exploit the information of the system provided by these
realizations to assimilate observations. In PhIK, such random realizations are used to compute
the prior mean and covariance. A similar idea is used in the ensemble Kalman filter (EnKF) [13]
and the formula of the “filtering step” is equivalent to the PhIK prediction Eq. (2.13). Whereas
EnKF introduces uncertainty mainly from the observation noise and evolves an ensemble of
state variables drawn from the posterior distribution of the previous time step, PhIK utilizes
the stochasticity in models and directly uses simulation outputs for prediction without redraw-
ing the ensemble in each time step. Not only does PhIK provide prediction or reconstruction
in the form of posterior mean, it also performs uncertainty reduction (UR) in the form of pos-
terior variance. More importantly, PhIK posterior mean satisfies linear physical constraints
with a bounded error [52], which is critical for guaranteeing the predictive value of the method.
The main drawback of PhIK is that it is highly dependent on the physical model, because the
prior mean and covariance are determined entirely by the model and are not informed by data.
Therefore, convergence of PhIK to the true solution with the increasing number of available
observations is slower than in the data-driven GPR if the physical model is incorrect.
In this work, we propose a physics-informed CoKriging (CoPhIK) method, an extension
of the CoKriging-based multifidelity framework [20, 15] to physics-informed Kriging. In this
context, the direct observations of a physical system are considered as high-fidelity data and
the stochastic physical model outputs are treated as low-fidelity data. CoPhIK uses PhIK to
construct a GP YL that regresses low-fidelity data, and uses another parameterized GP Yd to
model the discrepancy between low- and high-fidelity data by assuming a specific kernel; then
it infers hyperparameters of the GP model for Y
d
via optimization. Subsequently, CoPhIK uses
a linear combination of YL and Yd to represent high-fidelity data. The mean and covariance in
CoPhIK integrate physical model outputs and observation data; therefore, CoPhIK is expected
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to have better accuracy than PhIK in some applications (e.g., the first two numerical examples
in Section 3). On the other hand, due to the introduction of the GP Yd, CoPhIK may lose some
capacity for satisfying physical constraints with respect to PhIK, as will be shown in the error
estimate provided by Theorem 2.2.
This work is organized as follows: Section 2 summarizes the GPR framework and physics-
informed Kriging (Sections 2.1 to 2.3), and introduces the CoPhIK method (Section 2.4). Sec-
tion 3 provides three numerical examples to demonstrate the efficiency of the proposed method.
Conclusions are presented in Section 4.
2 Methodology
We begin this section by reviewing the general GPR framework [48], the ordinary Kriging
method based on the assumption of stationary GP [14], and the PhIK method [52]. Then, we
introduce the modified PhIK and CoPhIK methods.
2.1 GPR framework
We consider the spatial dependence of a scalar state of a physical system. Let D ⊆ Rd, d ∈ N,
be the spatial domain, y : D→ R denote the state of interest, and let y(1), y(2) . . . , y(N), denote
N observations of y collected at the observation locations X = {x(i)}Ni=1, where x(i) ∈ D ⊆
Rd, y(i) ∈ R. The observations are arranged into the observation vector y = (y(1), y(2), . . . , y(N))>.
We aim to predict y at any new location x∗ ∈ D. The GPR method assumes that the observa-
tion vector y is a realization of the N -dimensional random vector with multivariate Gaussian
distribution
Y =
(
Y (x(1), ω), Y (x(2), ω), . . . , Y (x(N), ω)
)>
,
where Y (·, ·) : D × Ω → R is a GP defined on the probability space (Ω,F , P ). Of note, the
observation coordinates x(i) can be considered as parameters for the GP Y such that Y (x(i), ·)
is a Gaussian random variable for any x(i) ∈ D. For brevity, we denote Y (x, ·) by Y (x). The
GP Y is usually represented using GP notation as
Y (x) ∼ GP (µ(x), k(x,x′)) , (2.1)
where µ(·) : D→ R and k(·, ·) : D× D→ R are the mean and covariance functions
µ(x) = E {Y (x)} , (2.2)
k(x,x′) = Cov
{
Y (x), Y (x′)
}
= E
{
[Y (x)− µ(x)] [Y (x′)− µ(x′)]} . (2.3)
The variance of Y (x) is k(x,x), and its standard deviation is σ(x) =
√
k(x,x). The covariance
matrix of the random vector Y is then given by
C =
k(x
(1),x(1)) · · · k(x(1),x(N))
...
. . .
...
k(x(N),x(1)) · · · k(x(N),x(N))
 . (2.4)
When the functions µ(x) and k(x,x′) are parameterized, their hyperparameters are identified
by maximizing the log marginal likelihood of the observations (see examples in Section 2.2) [48]
lnL = −1
2
(y − µ)>C−1(y − µ)− 1
2
ln |C| − N
2
ln 2pi, (2.5)
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where µ = (µ(x(1)), . . . ,x(N))>.
The GPR prediction at x∗ consists of the posterior distribution y(x∗) ∼ N (yˆ(x∗), sˆ2(x∗)),
with posterior mean and variance given by
yˆ(x∗) = µ(x∗) + c(x∗)>C−1(y − µ), (2.6)
sˆ2(x∗) = σ2(x∗)− c(x∗)>C−1c(x∗), (2.7)
and c(x∗) is the vector of covariances
c(x∗) =
(
k(x(1),x∗), k(x(2),x∗), · · · , k(x(N),x∗)
)>
. (2.8)
In practice, it is common to employ the posterior mean yˆ(x∗) as the prediction. The vari-
ance sˆ2(x∗) is often called the mean squared error (MSE) of the prediction because sˆ2(x∗) =
E
{
(yˆ(x∗)− Y (x∗))2} [14]. Consequently, sˆ(x∗) is called the root mean squared error (RMSE).
To account for observation noise, one can model the noises as independent and identically
distributed (iid) Gaussian random variables with zero mean and variance δ2, and replace C in
Eqs. 2.5 to 2.8 with C + δ2I. In this study, we assume that observations of y are noiseless. If C
is not invertible or its condition number is very large, one can add a small regularization term
αI, where α is a small positive real number, to C such that it becomes full rank. Adding the
regularization term is equivalent to assuming there is iid observation noise with variance α.
2.2 Stationary GPR
In the widely used ordinary Kriging method, a stationary GP is assumed. Specifically, µ is set as
a constant µ(x) ≡ µ, and k(x,x′) = k(τ ), where τ = x− x′. Consequently, σ2(x) = k(x,x) =
k(0) = σ2 is a constant. Popular forms of kernels include polynomial, exponential, Gaussian
(squared-exponential), and Mate´rn functions. For example, the Gaussian kernel can be written
as k(τ ) = σ2 exp
(−12‖τ‖2w), where the weighted norm is defined as ‖τ‖2w = ∑di=1 (τi/li)2,
The constant σ and the correlation lengths along each direction, li ∈ R, i = 1, . . . , d are the
hyperparameters of the Gaussian kernel.
For the stationary kernel, the covariance matrix of observations, C, can be written as C =
σ2Ψ, where Ψij = exp(−12‖x(i) − x(j)‖2w) for the Gaussian kernel. In the maximum likelihood
(MLE) framework, the estimators of µ and σ2, denoted as µˆ and σˆ2, are
µˆ =
1>Ψ−1y
1>Ψ−11
, σˆ2 =
(y − 1µ)>Ψ−1(y − 1µ)
N
, (2.9)
where 1 is a vector of 1s. The hyperparameters li are estimated by maximizing the log marginal
likelihood, Eq. (2.5). The prediction of y at location x∗ is
yˆ(x∗) = µˆ+ψ>Ψ−1(y − 1µˆ), (2.10)
where ψ is a vector of correlations between the observed data and the prediction, given by
ψ = ψ(x∗) =
1
σ2
(
k(x(1) − x∗), · · · , k(x(N) − x∗)
)>
,
and the MSE of the prediction is
sˆ2(x∗) = σˆ2
(
1− ψ>Ψ−1ψ
)
. (2.11)
A more general approach to GPR is to employ parameterized nonstationary covariance
kernels. Nonstationary kernels can be obtained by modifying stationary covariance kernels,
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e.g., [41, 27, 32, 37, 4, 28], or from neural networks with specific activation functions, e.g., [29,
34], among other approaches. Many of these approaches assume a specific functional form for the
correlation function, chosen according to expert knowledge. The key computational challenge
in these data-driven GPR is the optimization step of maximizing the (log marginal) likelihood.
In many practical cases, this is a non-convex optimization problem, and the condition number
of C or Ψ can be quite large. Another fundamental challenge is that parameterized models
for mean and covariance usually don’t account for physical constraints, and therefore require a
large amount of data to accurately model physics.
2.3 PhIK
The recently proposed PhIK method [52] takes advantage of existing expert knowledge in the
form of stochastic physics-based models. These stochastic models for physical systems include
random parameters or random fields to reflect the lack of understanding (of physical laws)
or knowledge (of the coefficients, parameters, etc.) of the real system. Monte Carlo (MC)
simulations of the stochastic physical model can be conducted to generate an ensemble of
state variables, from which the mean and covariance are estimated. This mean and covariance
estimates are then employed to construct a GP model of the state variables. As such, there is
no need to assume a specific parameterized covariance kernel or solve an optimization problem
for the hyperparameters of the kernel.
Given M realizations of a stochastic model u(x;ω), x ∈ D, ω ∈ Ω, denoted as {Y m(x)}Mm=1,
we build the following GP model:
Y (x) ∼ GP(µMC(x), kMC(x,x′)), (2.12)
where µMC and kMC are the ensemble mean and covariance functions
µ(x) ≈ µMC(x) =
1
M
M∑
m=1
Y m(x),
k(x,x′) ≈ kMC(x,x′) =
1
M − 1
M∑
m=1
(Y m(x)− µMC(x))
(
Y m(x′)− µMC(x′)
)
.
(2.13)
The covariance matrix of observations can be estimated as
C ≈ CMC =
1
M − 1
M∑
m=1
(Y m − µMC) (Y m − µMC)> , (2.14)
where Y m =
(
Y m(x(1)), . . . , Y m(x(N))
)>
and µMC =
(
µMC(x
(1)), . . . , µMC(x
(N))
)>
. The pre-
diction and MSE at location x∗ ∈ D are
yˆ(x∗) = µMC(x
∗) + cMC(x
∗)>C−1
MC
(y − µMC), (2.15)
sˆ2(x∗) = σˆ2
MC
(x∗)− cMC(x∗)>C−1MCcMC(x∗), (2.16)
where σˆ2
MC
(x∗) = kMC(x
∗,x∗) is the variance of the set {Y m(x∗)}Mm=1, and
cMC(x
∗) =
(
kMC(x
(1),x∗), . . . , kMC(x
(N),x∗)
)>
.
It was demonstrated in [52] that PhIK predictions satisfy linear physical constraints up
to an error bound that depends on the numerical error, the discrepancy between the physical
model and real system, and the smallest eigenvalue of matrix C. Linear physical constraints
include periodic, Dirichlet or Neumann boundary condition, and linear equation Lu = g, where
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L is a linear differential or integral operator. For example, let u(x;ω) be a stochastic model of
the velocity potential for a incompressible flow, i.e., ∇ · (∇u(x;ω)) = 0; then PhIK guarantees
that ∇yˆ(x) is a divergence-free field.
In PhIK, MC simulation of the stochastic physical model for computing µMC and kMC can be
replaced by more efficient approaches, such as quasi-Monte Carlo [30], multi-level Monte Carlo
(MLMC) [17], probabilistic collocation [49], Analysis Of Variance (ANOVA) [50], compressive
sensing [51], the moment equation and PDF methods [45, 3], and the bi-fidelity method [53].
Linear physical constraints are preserved if µMC(x) and kMC(x,x
′) are computed using a linear
combination of the realizations {Y m(x)}Mm=1. As an example, we present the MLMC-based
PhIK [52] in Appendix A.
Further, the matrix C and vector µ are fixed in Eq. (2.5) for a given ensemble {Y m}Mm=1.
Thus, the log marginal likelihood is fixed. We can modify PhIK by adding a correction term to
µMC(x) to increase the likelihood. Specifically, we replace µMC(x) by µMC(x) + ∆µ, where ∆µ
is a constant. Then, taking the derivative of lnL with respect to ∆µ and setting it to be zero
yields
∆µ =
1>Ψ−1(y − 1µ)
1>Ψ−11
. (2.17)
This modification has a potential to increase the accuracy of the prediction, but it may also
violate some physical constraints, e.g., the Dirichlet boundary condition. We name this method
modified PhIK, and provide the following theorem on how well it preserves linear physical
constraints.
Theorem 2.1. Assume that a stochastic model u(x;ω) defined on D × Ω (D ⊆ Rd) satisfies
‖Lu(x;ω) − g(x;ω)‖ ≤  for any ω ∈ Ω, where L is a deterministic bounded linear opera-
tor, g(x;ω) is a well-defined function on Rd × Ω, and ‖ · ‖ is a well-defined function norm.
{Y m(x)}Mm=1 are a finite number of realizations of u(x;ω), i.e., Y m(x) = u(x;ωm). Then, the
prediction yˆ(x) from modified PhIK satisfies
∥∥∥Lyˆ(x)− g(x)∥∥∥ ≤ + [2√ M
M − 1 + σ (g(x;ω
m))
]
·
∥∥∥C−1
MC
∥∥∥
2
∥∥∥y − µMC −∆µ1∥∥∥
2
N∑
i=1
σ(Y m(x(i))) +
∥∥∥L∆µ∥∥∥, (2.18)
where σ
(
Y m(x(i))
)
is the standard deviation of the data set {Y m(x(i))}Mm=1 for fixed x(i), g(x) =
1
M
M∑
m=1
g(x;ωm), and σ (g(x;ωm)) =
(
1
M − 1
M∑
m=1
∥∥∥g(x;ωm)− g(x)∥∥∥2)
1
2
.
Proof. The modified PhIK prediction can be written as
yˆ(x) = µMC(x) + ∆µ+
N∑
i=1
a˜ikMC(x,x
(i)), (2.19)
where a˜i is the i-th entry of C
−1
MC
(y − µMC −∆µ1). According to Theorem 2.1 and Corollary
6
2.2 in [52],∥∥∥Lyˆ(x)− g(x)∥∥∥ ≤∥∥∥∥∥L(µMC(x) +
N∑
i=1
a˜ikMC(x,x
(i))
)
− g(x)
∥∥∥∥∥+ ‖L∆µ‖
≤+
[
2
√
M
M − 1 + σ (g(x;ω
m))
]∥∥C−1
MC
∥∥
2
‖y − µMC −∆µ1‖2
N∑
i=1
σ
(
Y m(x(i))
)
+
∥∥∥L∆µ∥∥∥.
For ∆µ = 0, the bound (2.18) reverts to the bound in [52] and the modified PhIK method
reverts to PhIK. In some cases, the term ‖L∆µ‖ = 0, e.g, when L is a differential operator such
as the Neumann boundary condition operator.
2.4 CoPhIK
CoKriging was originally formulated to compute predictions of sparsely observed states of phys-
ical systems by leveraging observations of other states or parameters of the system [43, 22].
Recently, it has been employed for constructing multi-fidelity models [20, 25, 35], and has been
applied in various areas, e.g., [24, 5, 33]. In this work, we propose a novel multi-fidelity method,
CoPhIK, that integrates PhIK and CoKriging by combining numerical simulations and high-
fidelity observations. Our multi-fidelity method is based on Kennedy and O’Hagan’s CoKriging
framework presented in [20, 14].
We briefly review the formulation of CoKriging for two-level multi-fidelity modeling in
[15]. Suppose that we have high-fidelity data (e.g., accurate measurements of states) yH =(
y(1)
H
, . . . , y(NH)
H
)>
at locations XH = {x(i)H }NHi=1, and low-fidelity data (e.g., simulation results)
yL =
(
y(1)
L
, . . . , y(NL)
L
)>
at locationsXL = {x(i)L }NLi=1, where y(i)H , y(i)L ∈ R and x(i)H ,x(i)L ∈ D ⊆ Rd.
By concatenating the observation locations and data respectively, i.e., X˜ = {XL ,XH} and
y˜ =
(
y>
L
,y>
H
)>
, we can construct a multivariate GP via Kriging as detailed in [2]. Kennedy
and O’Hagan proposed an alternative formulation of CoKriging based on the auto-regressive
model for YH
YH (x) = ρYL(x) + Yd(x), (2.20)
where ρ ∈ R is a regression parameter and Yd(x) is a GP that models the difference between
YH and ρYL . This model assumes that
Cov
{
YH (x), YL(x
′) | YL(x)
}
= 0, for all x′ 6= x, x,x′ ∈ D. (2.21)
It was shown in [31] that the assumption of Eq. (2.21) implies the auto-regressive model of
Eq. (2.20). The covariance of observations, C˜, is then given by
C˜ =
(
CL(XL ,XL) ρCL(XL ,XH )
ρCL(XH ,XL) ρ
2CL(XH ,XH ) + Cd(XH ,XH )
)
(2.22)
where CL is the covariance matrix based on GP YL ’s kernel kL(·, ·), and Cd is the covariance
matrix based on GP Y
d
’s kernel k
d
(·, ·). One can assume parameterized forms for these kernels
(e.g., Gaussian kernel) and then simultaneously identify their hyperparameters along with ρ by
maximizing the following log marginal likelihood:
lnL˜ = −1
2
(y˜ − µ˜)>C˜−1(y˜ − µ˜)− 1
2
ln
∣∣∣C˜∣∣∣− NH +NL
2
ln 2pi. (2.23)
Alternatively, one can employ the following two-step approach [15, 14]:
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1. Use Kriging to construct YL using {XL ,yL}.
2. Denote y
d
= yH − ρyL(XH ), where yL(XH ) are the values of yL at locations common to
those of XH , then construct Yd using {XH ,yd} via Kriging.
The posterior mean and variance of YH at x
∗ ∈ D are given by
yˆ(x∗) = µH (x
∗) + c˜(x∗)>C˜−1(y˜ − µ˜), (2.24)
sˆ2(x∗) = ρ2σ2
L
(x∗) + σ2
d
(x∗)− c˜(x∗)>C˜−1c˜(x∗), (2.25)
where µH (x
∗) = ρµL(x
∗) + µd(x∗), µL(x) is the mean of YL(x), µd(x) is the mean of Yd(x),
σ2
L
(x∗) = kL(x
∗,x∗), σ2d(x
∗) = kd(x∗,x∗), and
µ˜ =
(
µL
µH
)
=
( (
µL(x
(1)
L
) · · · , µL(x
(N
L
)
L )
)>(
µH (x
(1)
H
) · · · , µH (x
(N
H
)
H )
)>
)
, (2.26)
c˜(x∗) =
(
ρcL(x
∗)
cH (x
∗)
)
=
((
ρkL(x
∗,x(1)
L
), · · · , ρkL(x∗,x
(N
L
)
L )
)>(
kH (x
∗,x(1)
H
), · · · , kH (x∗,x
(N
H
)
H )
)>
)
, (2.27)
where kH (x,x
′) = ρ2kL(x,x
′) + k
d
(x,x′). Here, we have neglected a small contribution to sˆ2
(see [14]).
Now we describe the CoPhIK method. We set XL = XH to simplify the formula and
computing, and denote N = NH = NL . We employ PhIK to construct GP YL using realizations
{Y m(x)}Mm=1 of a stochastic model u(x;ω) on D × Ω. Specifically, we set µL(x) = µMC(x)
and kL(x,x
′) = kMC(x,x
′), where µMC and kMC are given by Eq. (2.13). The GP model Yd
is constructed using the same approach as in the second step of the Kennedy and O’Hagan
CoKriging framework. In other words, CoPhIK replaces the first step of their framework with
PhIK, and follows the same procedure for the second step.
We proceed to describe the construction of Y
d
in more detail. First, we set y
d
= yH −
ρµL(XL). The reason for this choice is that µL(XH ) is the most probable observation of the GP
YL . Next, we need to assume a specific form of the kernel function. Without loss of generality, in
the following theoretical analysis and computational examples, we use the stationary Gaussian
kernel model and constant µ
d
. Once y
d
is computed, and the form of µ
d
(·) and k
d
(·, ·) are
decided, Y
d
can the constructed as in ordinary Kriging. Now that all components in ln L˜ are
specified except for the yL in y˜ . We set yL as the realization from the ensemble {Y m}Mm=1 that
maximizes ln L˜. The algorithm is summarized in Algorithm 1.
Next, we analyze the form of C˜. Recalling the choiceXL = XH and introducing the notation
C1 = CL(XL ,XL) and C2 = Cd(XH ,XH ) in Eq. (2.22), we can write the inverse of C˜ as
C˜−1 =
(
C−11 + ρ
2C−12 −ρC−12
−ρC−12 C−12
)
. (2.28)
Thus,
C˜−1(y˜ − µ˜) =
(
C−11 + ρ
2C−12 −ρC−12
−ρC−12 C−12
)(
yL − µL
yH − µH
)
=
((
C−11 + ρ
2C−12
)(
yL − µL
)− ρC−12 (yH − µH)
−ρC−12
(
yL − µL
)
+ C−12
(
yH − µH
) )
=
(
C−11
(
yL − µL
)− ρC−12 ((yH − µH )− ρ(yL − µL))
C−12
(
(yH − µH )− ρ(yL − µL)
) )
=
(
C−11
(
yL − µL
)− ρC−12 (yH − ρyL − 1µd)
C−12
(
yH − ρyL − 1µd
) ) ,
(2.29)
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Algorithm 1 CoPhIK using stochastic simulation model u(x;ω) on D × Ω (D ⊆ Rd), and
high-fidelity observation yH = (y
(1)
H
, . . . y(N)
H
)> at locations XH = {x(i)H }Ni=1.
1: Conduct stochastic simulation, e.g., MC simulation, using u(x;ω) to generate realizations
{Y m}Mm=1 on the entire domain D.
2: Use PhIK to construct GP YL on D × Ω, i.e., µL(·) = µMC(·) and kL(·, ·) = kMC(·, ·) in
Eq. (2.13). Compute µL(XL) =
(
µL(x
(1)
L
), . . . µL(x
(N)
L
)
)>
, and CL(XL ,XL) whose ij-th
element is kL(x
(i)
H
,x(j)
H
). Set CL(XL ,XH ) = CL(XH ,XL) = CL(XH ,XH ) = CL(XL ,XL)
(because XL = XH ).
3: Denote yd = yH − ρµL(XL), choose a specific kernel function kd(·, ·) (Gaussian kernel in
this work) for the GP Yd, and identify hyperparameters via maximizing the log marginal
likelihood Eq. (2.5), where y,µ,C are specified as y
d
,µ
d
,C
d
, respectively. Then construct
µ˜ in Eq. (2.26), and C
d
whose ij-th element is kd(x
(i)
H
,x(j)
H
).
4: Iterate over the set {Y m}Mm=1 to identify Y m that maximizes ln L˜ in Eq. (2.23), where
yL = (Y
m(x(1)
H
), · · · ,x(N)
H
)> is used in y˜ .
5: Compute the posterior mean using Eq. (2.24), and variance using Eq. (2.25) for any x∗ ∈ D.
where µ
d
=
(
µd(x
(1)
H
), . . . , µ
d
(x(N)
H
)
)>
= 1µ
d
. Therefore, the posterior mean at x∗ ∈ D, given
by Eq. (2.24), can be rewritten as
yˆ(x∗) = µH (x
∗) +
(
ρcL(x
∗)>, cH (x
∗)>
)(C−11 (yL − µL)− ρC−12 (yH − ρyL − 1µd)
C−12
(
yH − ρyL − 1µd
) )
= µH (x
∗) + ρcL(x
∗)>C−11
(
yL − µL
)
+
(
cH (x
∗)− ρ2cL(x∗)
)>
C−12
(
yH − ρyL − 1µd
)
= ρ
(
µL(x
∗) + cL(x
∗)>C−11
(
yH − µL
))− ρcL(x∗)>C−11 (yH − yL)
+ µ
d
+
(
cH (x
∗)− ρ2cL(x∗)
)>
C−12
(
yH − ρyL − 1µd
)
,
(2.30)
which indicates that the posterior mean is of the functional form
yˆ(x) = ρ
[
µL(x) +
N∑
i=1
aikL(x,x
(i))
]
︸ ︷︷ ︸
S1
− ρ
N∑
i=1
bikL(x,x
(i))︸ ︷︷ ︸
S2
+µ
d
+
N∑
i=1
qikd(x,x
(i))︸ ︷︷ ︸
S3
,
(2.31)
where ai, bi, qi are the ith entries of C
−1
1 (yH − µL),C−11 (yH − yL),C−12 (yH − ρyL − 1µd), re-
spectively. Here, S1 is the PhIK prediction multiplied by ρ, and (−S2 + S3) can be considered
as the CoPhIK correction term. Furthermore, we note that
S1 − S2 = ρ
[
µL(x) +
N∑
i=1
(ai − bi)kL(x,x(i))
]
, (2.32)
has the same form as the PhIK prediction multiplied by ρ. This indicates that the error bound in
preserving the physical constraints for this part is similar to the PhIK’s error bound. Therefore,
using notations in Eq. (2.31), we extend Theorem 2.1 in [52] for CoPhIK as the following.
Theorem 2.2. Assume that a stochastic model u(x;ω) defined on D × Ω (D ⊆ Rd) satisfies
‖Lu(x;ω) − g(x;ω)‖ ≤  for any ω ∈ Ω, where L is a deterministic bounded linear opera-
tor, g(x;ω) is a well-defined function on Rd × Ω, and ‖ · ‖ is a well-defined function norm.
{Y m(x)}Mm=1 are a finite number of realizations of u(x;ω), i.e., Y m(x) = u(x;ωm). Then, the
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prediction yˆ(x) from CoPhIK satisfies∥∥∥Lyˆ(x)− g(x)∥∥∥ ≤ ρ+ (1− ρ)∥∥∥g(x)∥∥∥
+ ρ
[
2
√
M
M − 1 + σ (g(x;ω
m))
]
· ∥∥C−11 ∥∥2 ‖yL − µL‖2 N∑
i=1
σ
(
Y m(x(i))
)
+ ‖Lµd‖+
∥∥C−12 ∥∥2 ‖yH − ρyL − 1µd‖2 N∑
i=1
∥∥∥Lkd(x,x(i))∥∥∥ ,
(2.33)
where σ
(
Y m(x(i))
)
, g(x), σ (g(x;ωm)) are defined in Theorem 2.1.
Proof. According to Eq. (2.31) and Eq. (2.32),∥∥∥Lyˆ(x)− g(x)∥∥∥ ≤ ∥∥∥L(S1 − S2)− g(x)∥∥∥+ ‖LS3‖
≤ ρ
∥∥∥LµL(x)− g(x)∥∥∥+ (1− ρ) ∥∥∥g(x)∥∥∥+ ρ
∥∥∥∥∥L
( N∑
i=1
a˜ikL
(
x,x(i)
))∥∥∥∥∥+ ‖LS3‖ .
Following the same procedure outlined in Theorem 2.1 of [52], we have∥∥∥LµL(x)− g(x)∥∥∥ ≤ ,
and∥∥∥∥L( N∑
i=1
a˜ikL
(
x,x(i)
))∥∥∥∥ ≤
[
2
√
M
M − 1 + σ(g(x;ω
m))
]
·∥∥C−11 ∥∥2 ‖yL−µL‖2 N∑
i=1
σ
(
Y m(x(i))
)
.
Moreover,
‖LS3‖ ≤ ‖Lµd‖+
N∑
i=1
|qi|
∥∥∥Lkd(x,x(i))∥∥∥ ≤ ‖Lµd‖+ max
i
|qi|
N∑
i=1
∥∥∥Lkd(x,x(i))∥∥∥,
where qi is defined in Eq. (2.31), and
max
i
|qi| = ‖C−12 (yH − ρyL − 1µd)‖∞ ≤ ‖C−12 (yH − ρyL − 1µd)‖2 ≤ ‖C−12 ‖2‖yH − ρyL − 1µd‖2.
Similar to Theorem 2.1, the upper bound includes ‖Lµ
d
‖, where µ
d
is a constant. This term
may disappear for some choices of L, e.g., when L is a derivative operator. The norm ‖Lk
d
‖
depends on the selection of k
d
and on the properties of L. Therefore, it follows that carefully
selecting a kernel for Y
d
according to the properties of the system would result in a smaller
error in preserving the corresponding physical constraints. Of note, Kennedy and O’Hagan’s
framework can be improved by using a more general nonlinear form of relation between low-
and high-fidelity data (see, e.g., [36]). Consequently, a nonlinear relation between low- and
high-fidelity data will change the upper bound in Theorem 2.2.
Furthermore, in Step 4 of Algorithm 1, if we set yL = µL(XL), then the posterior mean will
be
yˆ(x∗) = µH (x
∗) +
(
ρcL(x
∗)>, cH (x
∗)>
)(−ρC−12 (yH − ρµL − 1µd)
C−12
(
yH − ρµL − 1µd
) )
= µH (x
∗) +
(
cH (x
∗)− ρ2cL(x∗)
)>
C−12
(
yH − ρyL − 1µd
)
= µH (x
∗) + c
d
(x∗)Cd(XH ,XH )
−1(yd − 1µd),
(2.34)
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where c
d
(x∗) = cH (x
∗) − ρ2cL(x∗). In this form, the model information is included into µH
and y
d
, but not into the covariance matrix C
d
explicitly. The error bound of preserving linear
physical constraints can be derived from Theorem 2.2 by setting a˜i = 0. In practice, we can
modify Step 4 of Algorithm 1 as identifying yL via iterating over the set {Y m}Mm=1 ∪ {µL}.
Finally, we summarize this section by presenting in Figure 1 a spectrum of GP-based data-
driven and physics-driven methods. In general, methods closer to the physics-driven end result
in predictions that better enforce physical constraints, while methods closer to the data-driven
end may results in more accurate posterior mean (e.g., smaller difference between posterior
mean and the ground truth). The standard kriging and cokring methods are at the data-driven
end of the spectrum. PhIK, modified PhIK and CoPhIK assign different “weights” to data
and model, and thus can be considered as placed along the spectrum between the data-driven
and the physics-driven ends. The performance of the physics-driven methods depends on the
selection of stochastic model, and so as the physics-informed methods. In general, we expect
that adequate domain knowledge will lead to a good selection of stochastic models, which will
result in good accuracy of physics-informed GP methods. Moreover, as we point out in the
introduction, physical knowledge can also be incorporated directly into GP kernels, especially
for linear or linearized deterministic systems, which is an alternative approach for data-model
convergence under the GP framework.
Figure 1: Spectrum of Physics-informed GP methods.
3 Numerical examples
We present three numerical examples to demonstrate the performance of CoPhIK for recon-
structing spatially distributed states of physical systems from sparse observations and numer-
ical simulations. All numerical examples are two-dimensional in physical space. We compare
CoPhIK against ordinary Kriging (referred to as Kriging) and PhIK. For each example, the
two-dimensional reference field and the reconstructed field (posterior mean) are discretized and
presented in matrix form. We denote by F the reference field in matrix form, and by Fr the
reconstructed field in matrix form. We employ the RMSE sˆ, the point-wise difference Fr − F
and the relative error ‖Fr − F‖F /‖F‖F (where ‖ · ‖F is the Frobenius norm) to compare the
performance of different methods. We use the Gaussian kernel in Kriging and CoPhIK because
the fields in the examples are smooth. The kriging code employed in this work is based on the
scripts in [14]. We also compare the CoPhIK, PhIK and Kriging performance for adaptively
identifying new observations in order to reduce the uncertainty of the field reconstruction. For
this purpose we employ the active learning algorithm outlined in Appendix B.
3.1 Branin function
Here, we reconstruct a function with unknown coefficients based on sparse measurements of the
function. Specifically, we consider the modified Branin function [14]
f(x) = a(y¯ − bx¯2 + cx¯− r)2 + g(1− p) cos(x¯) + g + qx, (3.1)
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where x = (x, y)>,
x¯ = 15x− 5, y¯ = 15y, (x, y) ∈ D = [0, 1]× [0, 1],
and
a = 1, b =
5.1
4pi2
, c =
5
pi
, r = 6, g = 10, p =
1
8pi
, q = 5.
The contours of f , together with eight randomly chosen observation locations are presented in
Figure 2. The function f is evaluated on 41 × 41 uniform grids, so that the resulting discrete
field F is a 41 × 41 matrix. In this example, the stochastic model u(x;ω) : D × Ω → R is
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Figure 2: Contours of modified Branin function (on 41 × 41 uniform grids) and locations of
eight observations (black squares).
obtained by modifying the second g in f , and treating the unknown coefficients b and q in f(x)
as random fields:
fˆ(x;ω) = a(y¯ − bˆ(x;ω)x¯2 + cx¯− r)2 + g(1− p) cos(x¯) + gˆ + qˆ(x;ω)x, (3.2)
where gˆ = 20,
bˆ(x;ω) = b
{
0.9 +
0.2
pi
3∑
i=1
[
1
4i− 1 sin((2i− 0.5)pix)ξ2i−1(ω) +
1
4i+ 1
sin((2i+ 0.5)piy)ξ2i(ω)
]}
,
qˆ(x;ω) = q
{
1.0 +
0.6
pi
3∑
i=1
[
1
4i− 3 cos((2i− 1.5)pix)ξ2i+5(ω) +
1
4i− 1 cos((2i− 0.5)piy)ξ2i+6(ω)
]}
,
and {ξi(ω)}12i=1 are iid Gaussian random variables with zero mean and unit variance. This
stochastic model includes unkown “physics” (bˆ and qˆ) and incorrect “physics” (gˆ). We compute
M = 300 realizations of u(x;ω), denoted as {Fˆm}Mm=1, by generating M = 300 samples of
{ξi(ω)}12i=1 and evaluating u(x;ω) on the 41 × 41 uniform grids for each of them. Of note,
function f is not a realization of u(x;ω).
Figure 3 compares the purely data-driven reconstruction (i.e., Kriging) and purely “physics”-
based reconstruction (i.e., mean and variance obtained from the stochastic model Eq. (3.2)
without conditioning on data). The first row in Figure 3 presents Kriging results obtained using
the eight observations shown in Figure 2. The second row shows the ensemble mean (denoted
as µ(Fˆm)), standard deviation (denoted as σ(Fˆm)) of {Fˆm}Mm=1, and µ(Fˆm)− F. The relative
error is more than 50% for Kriging and 19% for the ensemble mean. In kriging, sˆ is large in
the upper left subdomain where no observations are available. On the other hand, the standard
12
deviation of the realizations is large in the upper right region because of the randomness in the
“physical” model. Similarly, |Fr−F| is large in the upper left region, while |µ(Fˆm)−F| is large
in the upper right region. These results demonstrate that the data-driven and physics-based
methods have significantly different accuracy in reconstructing the entire field and result in
different estimates of uncertainty of the reconstruction.
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(e) σ(Fˆm)
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(f) µ(Fˆm)− F
Figure 3: Reconstruction of the modified Branin function by Kriging (first row) and statistics
of the ensemble {Fˆm}Mm=1 (second row).
Figure 4 presents results obtained using PhIK and CoPhIK. In this case, CoPhIK outper-
forms PhIK in the accuracy, and both methods are significantly more accurate than Kriging.
However, PhIK shows smaller sˆ than CoPhIK, and sˆ in both PhIK and CoPhIK is significantly
smaller than in Kriging. This is because the prior covariance of PhIK is decided by the realiza-
tions, and it doesn’t account for the observation. Therefore, the uncertainty of the PhIK result
(sˆ of PhIK) is bounded by the uncertainty of the stochastic model (σ(Fˆm)). Also, the pattern
of sˆ in PhIK is similar to that of σ(Fˆm) in Figure 3(e), i.e., it is large in the right subdomain
and small in the left subdomain. On the other hand, CoPhIK incorporates the observation in
the posterior mean and kernel as we illustrate in Section 2, and its sˆ pattern is more similar to
Kriging’s in Figure 3(b) as we use the Gaussian kernel for both kriging and CoPhIK.
We use Algorithm 2 in combination with kriging, PhIK, and CoPhIK to perform active
learning by adding one by one new observations of f at the global maximum of sˆ. Figure 5
presents the reconstructions of the modified Branin function with eight new observations added
using active learning. In this figure, the first, second and third row corresponds to Kriging,
PhIK and CoPhIK, respectively. The initial eight observations are marked by squares, and
added observations are marked by stars. By comparing to Figures 3 and 4 it can be seen that
reconstruction accuracy increases as more observations are added, and the uncertainty in the
reconstruction is reduced. It can also be seen that the additional observation locations identified
by CoPhIK are similar to that of kriging. In contrast, most of the additional observations
identified by PhIK are on the right boundary.
Figure 6 compares the relative error ‖Fr − F‖F /‖F‖F as a function of the total number
of observations for active learning based on kriging, PhIK, modified PhIK and CoPhIK. For
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(f) CoPhIK Fr − F
Figure 4: Reconstruction of the modified Branin function by PhIK (first row) and CoPhIK
(second row).
the original eight observations, the largest error is in Kriging (over 50%) followed by PhIK
and modified PhIK errors (about 8%), with the smallest error in CoPhIK (less than 3%). As
more observations are added by the active learning algorithm, the error of Kriging decreases
to approximately 1.5% at 24 observations. The error of PhIK is reduced from around 8%
to approximately 4% at 12 observations. Adding 12 more observations doesn’t improve the
accuracy. The error of modified PhIK is reduced from 8% to 2% at 12 observations, then
it changes very slowly with additional observations. With 24 observations, the accuracy of
Kriging and modified PhIK is approximately the same. CoPhIK has the best accuracy among
all the methods and, in general, its error decreases with additional measurements. The error in
CoPhIK reduces to less than 0.1% with 24 observations in total, which is more than one order
of magnitude better than the other three methods.
Finally, this example also illustrates that smaller uncertainty (sˆ) doesn’t lead to smaller
error in the posterior mean. In particular, in this case, PhIK has the smallest sˆ, but CoPhIK
posterior mean is the most accurate.
3.2 Heat transfer
In the second example, we consider the steady state of a heat transfer problem. The dimen-
sionless heat equation is given as
∂T
∂t
−∇ · (κ(T )∇T ) = 0, x ∈ D, (3.3)
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(f) PhIK Fr − F
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Figure 5: Reconstruction of the modified Branin function via active learning. Black squares are
the locations of the original eight observations. Stars are newly added eight observations based
on the actively learning algorithm.
subject to the boundary conditions:
T = −30 cos(2pix) + 40, x ∈ Γ1,
∂T
∂n
= −20, x ∈ Γ2,
T = 30 cos(2pi(x+ 0.1)) + 40, x ∈ Γ3,
∂T
∂n
= 20, x ∈ Γ4,
∂T
∂n
= 0, x ∈ Γ5.
(3.4)
Here, T (x, t) is the temperature and κ(T ) is the temperature-dependent heat conductivity.
The computational domain D is the rectangle [−0.5, 0.5]× [−0.2, 0.2] with two circular cavities
R1(O1, r1) and R2(O2, r2), with O1 = (−0.3, 0), O2 = (0.2, 0), r1 = 0.1, r2 = 0.15 (see Figure 7).
The reference conductivity is set as
κ(T ) = 1.0 + exp(0.02T ), (3.5)
which results in the reference steady state temperature field shown in Figure 8. This solution
was obtained by solving Eq. 3.3 and 3.4 using the finite element method with unstructured
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Figure 6: Relative error of reconstructed modified Branin function ‖Fr − F ‖F /‖F ‖F using
Kriging (“◦”), PhIK (“”), modified PhIK (“∗”) and CoPhIK (“”) with different numbers of
total observations via active learning.
triangular mesh implemented by the MATLAB PDE toolbox. The number of degrees of freedom
is 1319, with a maximum grid size of 0.02. Observations of this exact profile are collected at
six locations, marked by black squares in Figure 8.
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Figure 7: Heat transfer solution (steady state) computational domain.
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Figure 8: Contours of heat transfer solution (steady state) and locations of six observations
(black squares).
Now we assume that the conductivity model (3.5) is unknown and an “expert knowledge”
of κ is expressed as
κ(T ;ω) = 0.1 + ξ(ω)T, (3.6)
where ξ(ω) is a uniform random variable U [0.0012, 0.0108]. Note that this example represents a
biased expert knowledge that systematically underestimates the heat conductivity and assumes
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an incorrect functional dependence of κ on T . We sample the stochastic model by generating
M = 400 samples of ξ(ω) and then solving Eq. (3.3) for each realization. We denote the resulting
ensemble of temperatures solutions by {Fˆm}Mm=1.
The first row in Figure 9 presents the posterior mean, RMSE and pointwise reconstruction
error of Kriging regression obtained with six measurements whose locations are also shown in
this figure. The relative error is large (about 27%). The second row in Figure 9 shows the mean
and standard deviation of the ensemble {Fˆ}Mm=1 and the difference between the ensemble mean
and the exact field. In this case, the relative error of the ensemble average is 8%, which may be
acceptable in some application. For the selected number and locations of observations, Kriging
performs worse than the unconditional stochastic model.
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(f) µ(Fˆm)− F
Figure 9: Reconstruction of the steady state solution for heat transfer problem by Kriging (first
row) and statistics of the ensemble {Fˆm}Mm=1 (second row).
Next, we use PhIK and CoPhIK to obtain prediction of T . Figure 10 shows the results for
PhIK in the top row and for CoPhIK in the bottom row. CoPhIK outperforms PhIK as it
results in smaller reconstruction errors. The relative errors of the reconstruction are 4.8% for
CoPhIK and 7.8% for PhIK. As before, sˆ in PhIK is smaller than in CoPhIK. Both, PhIK and
CoPhIK are more accurate and certain than Kriging.
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Figure 10: Reconstruction of the steady state solution for heat transfer problem by PhIK (first
row) and CoPhIK (second row).
Finally, we employ active learning to identify additional observation locations. Figure 11
displays Kriging, PhIK, and CoPhIK predictions obtained with 14 observations. Eight new
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observations are marked with stars and original six observations are denoted with squares.
These three methods place additional observations at different locations. Kriging suggests new
observation locations mostly along the external boundaries as there are no original observations
on the boundaries and extrapolation in Kriging is the most uncertain in these subdomains. PhIK
identifies additional observation on the Neumann boundaries Γ2 and Γ4. CoPhIK identifies
new observations locations on boundaries in a manner similar to Kriging, but also adds an
observation location in the interior of D. Figure 12 presents a quantitative study of the relative
error as a function of the total number of observations for the three methods. It shows that
CoPhIK is more accurate than Kriging and PhIK for a given number of observation points. As
more observations are available, the errors in Kriging and CoPhIK decrease while the error of
PhIK reaches a constant value after the first few observations. In this case, when 22 observations
are used (six original ones plus 14 added ones through active learning), the relative errors are
3%, 4%, and less than 1% for Kriging, PhIK and CoPhIK, respectively. We also used the
modified PhIK method to model the data and found that the relative error in this method is
slightly smaller than in PhIK. However, the modified PhIK reconstruction does not satisfy the
Dirichlet boundary condition on Γ1 and Γ3. Therefore, we do not report the modified PhIK
results.
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Figure 11: Reconstruction of the heat transfer via active learning. Black squares are the
locations of the original six observation. Stars are newly added eight observations based on
the actively learning algorithm.
3.3 Solute transport in heterogeneous porous media
In this example, we consider conservative transport in a steady-state velocity field in hetero-
geneous porous media. Let C(x, t) (x = (x, y)>) denote the solute concentration. We assume
that measurements of C(x, t) are available at several locations at different times. The flow and
transport processes can be described by conservation laws. In particular, the flow is described
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Figure 12: Relative error of reconstructed steady state solution for heat transfer problem ‖Fr−
F‖F /‖F‖F using Kriging (“◦”), PhIK (“”) and CoPhIK (“”) with different numbers of total
observations via active learning.
by the Darcy flow equation 
∇ · (K∇h) = 0, x ∈ D,
∂h
∂n
= 0, y = 0 or y = L2,
h = H1 x = 0,
h = H2 x = L1,
(3.7)
where h(x;ω) is the hydraulic head, D = [0, L1]× [0, L2], L1 = 256, L2 = 128 is the simulation
domain, H1 and H2 are known boundary head values, and K(x) is the unknown hydraulic
conductivity field. This field is modeled as a random log-normally distributed field K(x;ω) =
exp(Z(x;ω)), where Z(x;ω) is a second-order stationary GP with known exponential covariance
function Cov{Z(x), Z(x′)} = σ2Z exp(−|x − x′|/lz), variance σ2Z = 2, and correlation length
lz = 5. The solute transport is governed by the advection-dispersion equation [12, 26]:
∂C
∂t
+∇ · (vC) = ∇ ·
[(
Dw
τ
+α‖v‖2
)
∇C
]
, x in D,
C = Qδ(x− x∗), t = 0,
∂C
∂n
= 0, y = 0 or y = L2 or x = L1,
C = 0, x = 0.
(3.8)
Here, C(x, t;ω) is the solute concentration defined on D× [0, T ]×Ω; v is the fluid velocity given
by v(x;ω) = −K(x;ω)∇h(x;ω)/φ, where φ is the porosity; Dw is the diffusion coefficient; τ is
the tortuosity; and α is the dispersivity tensor with the diagonal components αL and αT . In
the present work, the transport parameters are set to φ = 0.317, τ = φ1/3, Dw = 2.5 × 10−5,
αL = 5, and αT = 0.5. Finally, the solute is instantaneously injected at x
∗ = (50, 64) at t = 0
with the intensity Q = 1.
We are interested in reconstructing the concentration field at T = 192 (eight days) from
sparse observations collected at t = T . We generate M realizations of Z(x) using the SGSIM
(sequential Gaussian simulation) code [11], and solve the governing equations for each realization
of K(x) = exp(Z(x)) using the finite volume code STOMP (subsurface transport over multiple
phases) [47] with grid size 1 × 1. The ground truth Ce(x, T ) is randomly selected from the
M realizations of C(x, T ); this Ce is excluded from the ensembles used in PhIK or CoPhIK.
19
Figure 13 shows Ce(x, T ) with sparse observation locations marked by black squares. We assume
that six uniformly spaced observations are available near the boundary of the simulation domain,
and nine randomly placed observations are available in the interior of the domain. As Kriging
is known to be less accurate for extrapolation, it is a common practice to collect data near the
boundary of the domain of interest (e.g., [10]).
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Figure 13: Ground truth of the solute concentration when T = 192 and observation locations
(black squares).
The first row in Figure 14 shows the reconstruction results obtained using Kriging with
Gaussian kernel. The relative error is nearly 50% because a stationary kernel is not capable of
resolving the reference field accurately. The second row displays the ensemble mean, standard
deviation and the difference of mean and the ground truth, estimated from the stochastic
flow and advection-dispersion equation without conditioning on data. Solving these stochastic
equations with standard MC requires a large number of simulations. To reduce computational
cost of MC, we use MLMC (described in Appendix A) to compute mean and variance of C as
in [52]. Later, we also use MLMC to compute the covariance of C. In MLMC, we use MH = 10
high-resolution simulations (grid size 1× 1) and ML = 150 low-resolution simulations (grid size
4 × 4). The MLMC mean is almost symmetric which does not reflect the real pattern of the
ground truth, which is not symmetric). The relative error of using ensemble mean to estimate
the ground truth is 30%. This figure shows that Kriging prediction is less accurate and have
larger predictive uncertainty except for the neighborhoods of the observations.
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Figure 14: Reconstruction of the solute concentration by Kriging (first row) and statistics of
MLMC combining the ensemble {FˆmL }MLm=1 and {FˆmH}MHm=1 (second row).
Figure 15 shows Fr, sˆ, and Fr − F obtained with PhIK and CoPhIK. In this case, PhIK is
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more accurate than CoPhiK. The reconstructed field Fr from both methods are closer to the
ground truth than the Kriging results, as evident from smaller sˆ and Fr − F .
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(f) CoPhIK Fˆr − F
Figure 15: Reconstruction of the solute concentration field using PhIK (first row) and CoPhIK
(second row).
Finally, we employ the active learning algorithm 2 to identify additional observation loca-
tions. Figure 16 presents 15 additional observation locations, indicated by black stars, iden-
tified using Kriging, PhIK and CoPhIK, and the resulting field reconstructions. Both PhIK
and CoPhIK outperforms Kriging, which can be seen qualitatively in terms of the structure of
the reconstructed plume and quantitative from the pointwise difference Fr −F. It can be seen
that the additional observations identified by PhIK cluster around the plume, where the con-
centration is high, while Kriging distributes additional observations more uniformly throughout
the entire simulation domain. The behavior of CoPhIK is between that of Kriging and PhIK,
placing additional observations around the plume less tightly than PhIK but less spread out
than Kriging.
Figure 17 presents the relative error as a function of the number of additional observation
locations identified via active learning. It can be seen that PhIK is more accurate than CoPhIK,
especially when number of observations is small. The difference between these two methods
becomes smaller as more observations are introduced. The error of Kriging decreases in general
with increasing number of observations, but is much larger than that of PhIK and CoPhIK.
For modified PhIK, the magnitude of ∆µ is O(10−6), so that its behavior is similar to that of
PhIK.
This example is different from the previous two in that a stationary kernel is not suitable
for reconstructing the reference solute concentration field. Similarly, a stationary kernel is
not adequate for modeling the GP Yd in CoPhIK. In addition, in this case PhIK outperforms
CoPhIK because the ground truth is a realization of the stochastic model, i.e., the stochastic
model in this case is accurate. This is different from the previous two examples where we use
incorrect stochastic physical models. A carefully chosen non-stationary kernel function would
be necessary to improve the accuracy of Kriging and CoPhIK.
4 Conclusion
In this work, we propose CoPhIK, a CoKriging-based multifidelity method that uses the PhIK
method to combine numerical simulations of physical systems with accurate observations. The
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Figure 16: Reconstruction of the solute concentration field via active learning using Kriging
(first row), PhIK (second row) and CoPhIK (third row). Black squares are the locations of the
original 15 observation. Stars are 15 newly added observations.
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Figure 17: Relative error of reconstructed solute concentration ‖Fr − F‖F /‖F‖F of Kriging
(“◦”), PhIK (“”) and CoPhIK (“”) using different numbers of total observations via active
learning.
CoPhIK method first constructs a “low-fidelity” GP YL via PhIK by estimating its mean and
covariance function from the output of a stochastic physical model reflecting partial knowledge
of the system; then, it models the discrepancy between high-fidelity data (e.g., observations
of the system) and the low-fidelity GP using auxiliary GP Y
d
. Whereas in PhIK the (prior)
mean and covariance function are entirely defined by the stochastic model outputs, CoPhIK
incorporates high-fidelity data in constructing the prior mean and covariance. In addition, we
propose a modified version of PhIK by introducing a correction term to the prior mean. We
also provide upper bounds for the error in enforcing physical constraints using CoPhIK and
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modified PhIK. Finally, we demonstrate that an active learning algorithm in combination with
Kriging, PhIK and CoPhIK suggests very different locations for new observations, and the
two physics-informed methods result in significantly more accurate predictions with reduced
uncertainty.
The CoPhIK method presented in this work consists of a non-stationary part YL , and a
stationary part Y
d
, in contrast with the “data-driven” Kriging method, for which the prior mean
and covariance are estimated from data only, usually requiring an assumption of stationarity.
The accuracy of CoPhIK predictions and of enforcing physical constraints depends both on
the accuracy of the physical model and the selection of the kernel for Y
d
. One can further
improve CoPhIK by employing a non-stationary model for Y
d
, thus rendering the GP YH fully
non-stationary. The choice of non-stationary kernel for Y
d
is problem dependent, and it may be
achieved by exploiting additional physical information whenever available.
The presented physics-informed methods are nonintrusive, and can utilize existing domain
codes to compute the necessary ensembles. Therefore, these methods are suitable for large-scale
complex applications for which physical models and codes are available.
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Appendices
A. Constructing GP Y (x) in PhIK using MLMC
For simplicity, we demonstrate the idea via two-level MLMC [52]. We use um
L
(x) (m = 1, ...,ML)
and um
H
(x) (m = 1, ...,MH) to denote ML low-accuracy and MH high-accuracy realizations of
the stochastic model u(x;ω) for the system. In this work, um
L
are simulation results on coarse
grids DL, and umH are simulations results on fine grids DH . We denote u(x) = uH (x) − uL(x).
Here, when computing u, we interpolate uL from DL to DH . The mean of Y (x) is estimated as
E {Y (x)} = µ(x) ≈ µMLMC(x) =
1
ML
ML∑
m=1
um
L
(x) +
1
MH
MH∑
m=1
um(x). (A.1)
which is the standard MLMC estimate of the mean [17]. The covariance function of Y (x) is
estimated as:
Cov
{
Y (x), Y (x′)
} ≈ kMLMC(x,x′)
=
1
ML − 1
ML∑
m=1
(
um
L
(x)− 1
ML
ML∑
m=1
um
L
(x)
)(
um
L
(x′)− 1
ML
ML∑
m=1
um
L
(x′)
)
+
1
MH − 1
MH∑
m=1
(
um(x)− 1
MH
MH∑
m=1
um(x)
)(
um(x′)− 1
MH
MH∑
m=1
um(x′)
)
.
(A.2)
Finally, the MLMC-based PhIK model takes the form
yˆ(x∗) = µMLMC(x
∗) + c>
MLMC
C−1
MLMC
(y − µMLMC), (A.3)
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where µMLMC =
(
µMLMC(x
(1)), . . . , µMLMC(x
(N))
)>
. The matrix CMLMC and vector cMLMC are
approximations of C in Eq. (2.4) and c in Eq. (2.8) using kMLMC in Eq. (A.2). The MSE of this
prediction is
sˆ2(x∗) = σ2
MLMC
(x∗)− c>
MLMC
C−1
MLMC
cMLMC , (A.4)
where σ2
MLMC
(x∗) = kMLMC(x
∗,x∗). If i.i.d. Gaussian noise is assumed in the observation,
replace CMLMC with CMLMC + δ
2I, where δ2 is the variance of the noise.
B. Active learning
In this work, active learning is a process of identifying locations for additional observations
that minimize the prediction error and reduce MSE or uncertainty, e.g., [8, 19, 46, 9]. We use
a greedy algorithm to add additional observations, i.e., to add new observations at the maxima
of s(x), e.g., [14, 38]. Then, we can make a new prediction yˆ(x) for x ∈ D and compute a new
sˆ2(x) to select the next location for additional observation (see Algorithm 2). This selection
Algorithm 2 Active learning based on GPR
1: Specify the locations X, corresponding observations y, and the maximum number of obser-
vations Nmax affordable. The number of available observations is denoted as N .
2: while Nmax > N do
3: Compute the MSE sˆ2(x) of MLE prediction yˆ(x) for x ∈ D.
4: Locate the location xm for the maximum of sˆ
2(x) for x ∈ D.
5: Obtain observation ym at xm and set X = {X,xm},y = (y>, ym)>, N = N + 1.
6: end while
7: Construct the MLE prediction of yˆ(x) on D using X and y.
criterion is based on the statistical interpretation of the interpolation. More sophisticated sensor
placement algorithms can be found in literature, e.g., [19, 23, 16], and PhIK or CoPhIK are
complementary to these methods.
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