Abstract. Head movement during high resolution Positron Emission Tomography brain studies causes blur and artifacts in the images. Therefore, attempts are being made to continuously monitor the pose of the head and correct for this movement. Specifically, our method uses a structured light scanner system to create point clouds representing parts of the patient's face. The movement is estimated by a rigid registration of the point clouds. The registration should be done using a robust algorithm that can handle partial overlap and ideally operate in real time. We present an optimized Iterative Closest Point algorithm that operates at 10 frames per second on partial human face surfaces.
Introduction
High resolution medical imaging modalities are highly sensitive to patient movement during image acquisition. The effect of patient movement during a dynamic Positron Emission Tomography (PET) recording is shown in Fig. 1 . Acquisition times vary from several minutes to a few hours.
Since the invention of PET in the 1970's [1] , resolution has been ever increasing. Our motion tracking method is targeted at the Siemens High Resolution Research Tomograph (HRRT), which features a spatial resolution below 2 mm [2] . This is well below the average drift that is observed in healthy subjects during a 45 min period [3] . The problem of patient movement is often mitigated by the use of thermoplastic head restraints or vacuum pillows. However, it is not possible to completely avoid motion using these methods [4] .
A popular method for real time motion tracking is the use of an optical tool tracker such as Polaris Vicra [5] . The difficulty with such systems is to keep the optical tool well attached to the patients head, and in the field of view (FOV) of the tool tracker. This is particularly cumbersome in the narrow gantry of the HRRT PET scanner. Fig. 1 . A simulation of the effect of patient movement on a dynamic PET recording with radioactive tracer [11-C] Verapamil. Notice the white regions of no diagnostic value that appear with increased motion. Modified from [6] .
Increasing motion
We have previously presented a structured light system for motion tracking [7] . In contrast to the optical tool tracker, our method 1) does not need any optical tool and preparation of the subject, 2) fits into the narrow gantry of the HRRT PET scanner and 3) can potentially be built into future medical scanners.
In this paper, we focus on the registration of surfaces emerging from the current system. Ideally such registrations should be performed in real time, enabling online motion correction. In a clinical PET environment, this has many advantages over post processing, in that it allows for interventions based on the results, and improves clinical work flow.
The standard framework for rigid registration of point clouds is the Iterative Closest Point (ICP) algorithm. It was introduced by Chen and Medioni [8] and in a similar version by Besl and McKay [9] . It has gained wide spread popularity due to its simple formulation and low complexity. Besl and McKay use a point to point error metric. They also propose an extrapolation scheme to reduce the number of necessary iterations.
Several authors have proposed enhancements to the speed and robustness of the algorithm. Most of these are usage specific. An overview of ICP variants is given by Rusinkiewicz and Levoy in [10] . In the same paper they introduce the concept of normal space sampling to emphasize feature rich regions of the surfaces. This paper demonstrates the usefulness of such feature extraction methods.
For partial surfaces, Turk and Levoy suggested to reject point pairs that match to a mesh boundary [11] . A similar effect might be achieved by rejecting point pairs that are far apart [10] . In most real world situations, including our own, one of these techniques is necessary, because the algorithm would otherwise create correspondences between points that are not present in both surfaces.
As several authors have noted, the determination of nearest neighbors is by far the most time consuming step in the algorithm. Different acceleration structures are employed to reduce computation time. These can be grouped into space partitioning structures such as quad-trees [12] , kD-trees [13] or Voronoi diagrams and data partitioning like Elias algorithm and bucket sorting into a uniform grid. Using these methods, the complexity of nearest neighbor searches can be reduced from the O(N 2 ) of brute force searching to an expected O(N log N ) in kD-trees [13] and O(N ) for the uniform grid. They do, however necessitate a single computation of the search structure for each ICP run. Greenspan and Yurick show, that in many cases, approximate neighbors are sufficient for the ICP algorithm to converge [14] . In kD-trees such approximate lookups can be done using the highly optimized ANN library by Mount and Arya [15] . A caching kD-tree implementation by Nüchter et al. was reported to halve computation times in ICP [16] .
The use of both kD-trees and the uniform grid is discussed in this paper. We finally present an optimized version of the ICP algorithm that is particularly well suited for fast and robust registration of human face scans.
Methods
Our structured light scanner uses two cameras and a Pico projector that are mounted just above the patient tunnel. The setup is shown in Fig. 2 . A sequence of patterns is projected onto the patient's face. Based on the distortion of these patterns, and using a Phase Shifting Interferometry (PSI) algorithm, point clouds are created. The scanner's FOV is set to cover the region around the eyes, which in most cases is free of soft tissue deformations during image acquisition.
The system creates point cloud representations of a part of the patient's face. These are reconstructed to surfaces and inter frame motion is estimated using a rigid registration with the ICP algorithm.
We process our data to create a single polygonal surface from the input of the two cameras. The reconstruction and merging of the two point clouds is done in one step using the Markov Random Field surface reconstruction algorithm [17] . This reconstruction method extracts an isosurface from a regularized distance field, and has been shown to be particularly well suited for human surface scans [18] . We call one such reconstructed surface a single frame. The frames contain approximately 50 k triangles and 30 k points To perform motion tracking, every frame must be registered to some reference frame. To evaluate our algorithm, we use the simulated registration problem shown in Fig. 3 . It shows a surface resembling part of a mannequin head and it was preprocessed as described above. We transform the same surface using known parameters and add Gaussian noise individually to the target and reference. This way, we know the correct point correspondences, and we evaluate the registration results objectively as they are compared to ground truth, instead of the value of the objective function. For some experiments we remove parts of both surfaces, as shown, to create partial overlap. We state the problem of aligning the point set P = {p i } for i = 1 . . . N p , to another point set, Q = {q j } for j = 1 . . . N q , where individual point correspondences are not known.
In order to address the issue of missing point correspondence, the ICP algorithm iteratively performs the following steps until convergence 1. Matching: every data point in P is matched to a point in the model point set Q to form the nearest neighbor pair (p i ,q i ). 2. Minimization: the error metric is minimized. 3. Transformation: data points are transformed using the minimization result.
The point to point error metric is
where R is an orthogonal rotation matrix and T is a translation vector. The minimization of E has several closed form solutions, using either quaternions [19] , orthonormal matrices [20] or the singular value decomposition (SVD) [21] . We use the SVD because it results in the fewest calculations.
We consider sub sampling of the surfaces for two reasons. Firstly, it reduces the overall computational cost of ICP registration. Most time is spend on nearest neighbor searches with a complexity of at most O(N 2 ) for the brute force approach, and we expect that halving the number of points can quarter computation times at best. The other reason is, that an appropriate sampling strategy will improve ICP convergence.
By bucketing the points according to their normal direction, and sampling across these buckets, the relative sampling density in feature rich regions is increased. A reasonable choice is to divide the unit sphere into 27 equally sized regions to obtain the normal buckets. A similar exploitation of differential properties is sampling across points of different curvature values. We use a method for curvature estimation on point clouds due to Pauly et al. [22] . The authors demonstrate, that the variance in a point's neighborhood can be used to approximate the surface mean curvature. For our surfaces a local neighborhood size of 100 points divided into 10 buckets works well.
For point clouds that have only partial overlap, point pairs involving the border of the target might be rejected [11] . This is illustrated conceptually in Fig. 4 . Border points are identified as those defining edges that are only part of one triangle. With our data, this is easy to implement, because connectivity information is available for the data. Also, the computational cost is very low.
Fig. 4.
In surfaces with partial overlap, many erroneous matches to the border of the target might occur. In border rejection, these pairs are discarded. Modified from [10] .
Statistical approaches to remove erroneous matches require no triangulation of the target. Albeit, we don't consider them as robust as the border point rejection, because the latter will let surfaces slide in place even if the degree of overlap is small.
An important observation concerning the algorithm is that, in many iterations, it will make small updates in approximately the same direction. This will in some cases allow us to extrapolate the results of preceding iterations to move quicker.
Using unit quaternions to represent the current rotation, the transformation may be represented by a seven dimensional vector with six degrees of freedom:
Letting q k denote the total transformation state vector at the kth iteration, one may define the change in every iteration as
The angle between the last two directions is
If the angles θ k and θ k−1 are small, extrapolation might be considered. It is noteworthy that the computational overhead of extrapolation is insignificant and that, it can be combined with all other ICP modifications presented here. Details of the technique are described in the paper of Besl and McKay [9] .
As noted before, the most time consuming part of ICP is the determination of nearest neighbors. The points on the reconstructed surfaces are close to equally spaced, which is the result of re-meshing in our surface reconstruction. For this reason, we consider bucket sorting the points into a uniform grid as an alternative to the popular kD-tree approach. Naturally, bucketing works best, when the data points are distributed uniformly such that every cell is occupied by exactly one point, in which case the algorithm provides O(N ) complexity. Point matches are made by spiraling out from the query point cell and calculating the distances to all points encountered. When the closest point so far is closer than all unvisited cells, the search is terminated. It should be noted that the performance of bucketing can rapidly decrease in the case of outliers, which cause the data bounding box to grow. For our data, this does not present an issue, because the Markov Random Field surface reconstruction removes outliers in the data.
Results and Discussion
Results for uniform sampling, normal-space sampling and curvature sampling are shown in Fig. 5 . For this evaluation the scene shown in Fig. 3 is used with full overlap. Therefore the results converge towards zero. It is seen, that normal space and curvature space sampling perform well and yield faster convergence than normal uniform sampling. Because normal sampling requires fewer computations in our case, we use it in our implementation.
We compare the border rejection scheme with dynamic rejection of all pairs whose distance is either in the upper 10% or more than 2.0 times the standard deviation. Here we use the scene depicted in Fig. 3 in which model and data have only partial overlap. The results of using these rejection methods are seen in Fig.  6 . It is observed, that for this scene, a rejection strategy is absolutely necessary. Whilst the border rejection converges slower than the statistical methods we consider it more robust because of its parameter independence.
The result of using quaternion extrapolation on our registration problem is shown in Fig. 7 . Extrapolation occurs at several instances throughout the registration, and it reduces the number of iterations significantly. Because extrapolation introduces basically no overhead, we use it in our implementation. Nearest neighbor search methods are compared in Fig. 8 . We use the ANN library by Arya and Mount for exact kD-tree searches. Both target and reference contain the full surfaces. It is seen that bucketing in a uniform grid results in nearest neighbor search times lower than what is achieved with the highly optimized ANN library. Both methods are much faster than the brute force approach.
Our custom registration algorithm builds upon the preceding discussion and results of sampling, border rejection and extrapolation. It samples 1/4 of the points from across 27 normal buckets. Point pairs involving the model border are rejected. Extrapolation in quaternion space is performed to speed up the algorithm. Matching is done using bucketing in a uniform grid. The custom registration algorithm is run 100 times with different transformations. In every run, the rotation axis and angle are drawn from a uniform distribution. Rotation angles vary from −5 to +5 degrees. Translations are also uniformly distributed in the interval −5 mm to +5 mm. In every run, the algorithm is terminated when the change in RMS value is below 1 μm. Measurements are performed on a 2.16 GHz machine. The results are seen in Fig. 9 . The registration times have mean 0.1 s and standard deviation 0.03 s. This makes our implementation suitable for real time motion tracking in our PET application.
Conclusion
We have presented a method for motion tracking during PET scans. It builds upon a structured light system, surface reconstruction and a highly optimized version of the ICP algorithm. The algorithm is specifically designed for fast alignment of facial scans. Quantitative experiments show that it is able to run at approximately 10 fps. This makes our implementation suitable for real time motion tracking in a clinical situation. In the future, this will result in much fewer artifacts on high resolution PET. Our system may be easily adapted to other imaging modalities in which motion artifacts are a major source of error. For the optimized ICP algorithm, we see many other applications that reach beyond the medical imaging field.
