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Standard “a priori” methods of evaluation of approximation do not take Iilto 
account useful information that approximate solutions might contain themselves. 
Here we set up an “a posterior? analysis of performances of some approximation 
algorithms for the following NP-complete problem. 
BIN PACKING. Given a finite list U = {b,, . . . , b,) of rational number (sizes of 
items) from the range (0, 11, parcel out U into the fewest number m* of disjoint 
sets (bins) I&,. . . , &L such that the sum of the elements in each set is less than 
or equal to one (the capacity of each bin). 
In what follows we simplify the formalism using always the same symbols for 
items and their sizes. 
Approximate solution of BIN PACKING will be my packing of the given items 
into the bins, which does not exceed the capacity of the bins. The number of bins 
employed gives an absolute measure of goodness of solutions. ‘Thereafter m will 
always denote the absolute measure of a solution given by an approximation 
algorithm (it can even be optimal) while m* refers always to the measure of the 
corresponding optimal solution (the fewest number of bins which are necessary). 
Relative measures of approximate solutions will be given by the ratios m/m*. 
Concrete computational procedures operate sequentially and it is convenient o 
use notations which are related with this fact: thereafter the subscripts of the bins 
indicate the order in which during the computation they begin to be filled; after 
having been assigned to a bin, an item takes two subscripts: the first indi::ating the 
bin and the second indicating its position in the bin (one plus the number of items 
placed into the same bin before it). For example, Bi = { bi.1, . . . , b,,} denotes that 
the items on the right have been put in the same bin Bi and that they are 
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sequentially written one after the other in the same order in which they arrived 
into I3i. 
The simplest sensible, although scarsely far-sighted, rule of economy one can 
follow, in designing an approximation algorithm for solving BIN PACKING, is 
that, during the filling of the bins, it is better to avoid placing items in empty bins, 
every time it is possible. 
Another rule to adopt may be that of “the priority of the largest items” 
according to which it is better to rearrange the items in non-increasing order 
before to begin the filling of the bins. The algorithms which adopt the two 
foregoing rules are named Any Fit Decreasing algorithms. 
Let 58={&,..., B,} be an approximate solution given by an MD-algorithm 
for a BIN PACKING problem. We will show that the knowledge of the size II,,,~ 
of the first item placed in the last bin employed B,, enable us to evaluate upper 
bounds on the ratio nr/m* which can be lower than $: the well-known “a priori” 
upper bound given in [3] for the AFD-algorithms. Such a possibility depends on 
the occurrence of the following three disjoint and exhaustive cases: bnr,i E [i, 11, 
b,., E (0, $19 b,l.* E 01f). 
According to their occurrences we will say that approximate solutions belong 
respectively to the lst, the 2nd and the 3rd class of performance of the AFD- 
algorithms. After that, an “a posteriori” evaluation of the goodness of the 
solutions yielded by an AFD-algorithms can be stated by the following two 
theorems: 
Theorem 1. First class solutions are optimal. 
Theorem 2. For second and third class solutions the following inequality hokb: 
m”>(L--6m,l)m+2b,,,,- 1. 
Unfortunately from Theorem 2 no “a posterior? evaluation for third class 
solutions better than the “a priori” one, namely m/m*<:, can be obtained. So 
the range of usefulness of Theorem 2 is restricted to the second class solutions. 
The proof of Theorem 1 comes out easily from the following reasoning. An 
AFD-algorithm places one at a time items in the bins taking them in non- 
increasing order. Suppose we had stopped the computation when the first item 
b,,, was put into B,, the last bin in the eventual solution. At that moment, since 
&l is not smaller than 3, all the m bins were occupied by items not smaller than 
f. It is easily recognizable that the provisional solution can be schematized by the 
following suite of bins: Bi, . . . , l$, Bf, . . . , Bi,, BT, . . . , Bz,, {&,,} where the 
superscript indicate the number of items contained in each bin. When this number 
is 3, each item has size 3. According to the AFL) rules 
(i) 1-+;,cb, 1. This implies that the empty spaces above the B”s Vi 6 m, (if 
any) can never be occupied by a second item. 
(ii) If for some j b$ = f, then 1 - b& < b& Vk s m2. This excludes the possibil- 
ity of packing three by three the items equal to 4 which could be contained in the 
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bins B*‘s and at the same time to pack two by two the previous room-mate they 
should leave alone. Actually we have proved that AFD-algorithms pack sets of 
items not smaller than 4 in optimal way. Consequently, at the moment we had 
stopped the algorithm, the items already placed could not have been packed in a 
fewer number of bins. Even more accomplishing the procedure, any solution 
obtained placing in some way the other items after 6m,l (if any), in the same bins 
previously engaged, employs the fewer possible number of bins. That is, first class 
solutions are optimal. 
For what concerns Theorem 2, suppose 9 ={I&, . . . , B,,,*, . . . , B,} be a solu- 
tion of second class (b,, E (0, $1), provided by an AFD-algorithm. Here m* is the 
number of bins of the corresponding optimal solution. Theorem 2 follows from 
the following consideratibns: 
(i) Starting from 48 an optimal solution may be obtained rearranging the items 
in the first m* bins, in order to get enough space for receiving all the items 
contained in the bins I?,,,*+,, . . . , IS,,,. 
(ii) According to the AFD-algorithm procedure each empty space above the 
bins B1,. . . , B,,,_1 is less than &,,* (in the opposite case the first item placed in the 
last bin could have find enough room in some partially filled already engaged bin, 
avoiding to cause the opening of a new bin). This implies, for the total empty 
space VI at disposal in the first m* bins, the bound V, < m*b,.l and for the total 
occupied space V2 in the remaining bins the bound V, > (m - m* - 1) (1 - b,,J + 
b rn.1. 
(iii) The existence of an optimal solution employing m* bins implies V, 2 V2 
from which, applying trivial substitutions, Theorem 2 follows. 
In conclusion, we have shown how, by means of simple inspection, approximate 
solutions of BIN PACKING given by AFD-algorithm can be put in classes of 
performance. Belongings to the first class of performance imply really optimality 
of solutions; those happy events could remain unsuspected if one clings only to 
the 3 bound, as forecast by “a priori” evaluations. Similarly, belongings to the 
second class of performance may involve notable revaluations of solutions in 
hand. In fact, in correspondence of the extreme values of b,,l, Theorem 2 gives 
the following asymptotical bounds: m/m*- 1 if bm,I -0; m/m" (5 if b,,, ri. 
Note that for II-~ smaller than 6, Theorem 2 gives the bound 9 which is just 
the worst-case valuation of the overall performance of both First Fit and Best Fit 
Decreasing algorithms [33. 
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