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Over the last ten years, Oosterhof and Todorov’s valence-dominance model 
has emerged as the most prominent account of how people evaluate faces on 
social dimensions. In this model, two dimensions (valence and dominance) 
underpin social judgments of faces. To which world regions this model applies 
is a critical, yet unanswered, question. We will address this question by 





To Which World Regions Does the Valence-Dominance Model of Social 
Perception Apply? 
 People quickly and involuntarily form impressions of others based on 
their facial appearance1-3. These impressions then influence important social 
outcomes4,5. For example, people are more likely to cooperate in 
socioeconomic interactions with individuals whose faces are evaluated as 
more trustworthy6, vote for individuals whose faces are evaluated as more 
competent7, and seek romantic relationships with individuals whose faces are 
evaluated as more attractive8. Facial appearance can even influence life-or-
death outcomes. For example, untrustworthy-looking defendants are more 
likely to receive death sentences9. Given that such evaluations influence 
profound outcomes, understanding how people evaluate others’ faces can 
provide insight into a potentially important route through which social 
stereotypes impact behavior10,11. 
 Over the last decade, Oosterhof and Todorov’s valence-dominance 
model12 has emerged as the most prominent account of how we evaluate 
faces on social dimensions5. Oosterhof and Todorov identified 13 different 
traits (aggressiveness, attractiveness, caringness, confidence, dominance, 
emotional stability, unhappiness, intelligence, meanness, responsibility, 
sociability, trustworthiness, and weirdness) that perceivers spontaneously use 
to evaluate faces when forming trait impressions12. From these traits, they 
derived a two-dimensional model of perception: valence and dominance. 
Valence, best characterized by rated trustworthiness, was defined as the 
extent to which the target was perceived as having the intention to harm the 
viewer12. Dominance, best characterized by rated dominance, was defined as 
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the extent to which the target was perceived as having the ability to inflict 
harm on the viewer12. Crucially, the model proposes that these two 
dimensions are sufficient to drive social evaluations of faces. As a 
consequence, the majority of research on the effects of social evaluations of 
faces has focused on one or both of these dimensions4,5. 
 Successful replications of the valence-dominance model have only 
been conducted in Western samples13,14. This focus on the West is consistent 
with research on human behavior more broadly, which typically draws general 
assumptions from analyses of Western participants’ responses15. Kline et al.  
recently termed this problematic practice the Western centrality assumption 
and argued that regional variation, rather than universality, is likely the default 
for human behavior16.  
 Consistent with Kline’s notion that human behavior is best 
characterized by regional variation, two recent studies of social evaluation of 
faces by Chinese participants indicate different factors underlie their 
impressions17,18. Both studies reported that Chinese participants’ social 
evaluations of faces were underpinned by a valence dimension similar to that 
reported by Oosterhof and Todorov for Western participants, but not by a 
corresponding dominance dimension. Instead, both studies reported a second 
dimension, referred to as capability, which was best characterized by rated 
intelligence. Furthermore, the ethnicity of the faces rated only subtly affected 
perceptions17. Research into potential cultural differences in the effects of 
experimentally manipulated facial characteristics on social perceptions has 
also found little evidence that cultural differences in social perceptions of 
faces depend on the ethnicity of the faces presented19-21. Collectively, these 
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results suggest that the Western centrality assumption may be an important 
barrier to understanding how people evaluate faces on social dimensions. 
Crucially, these studies also suggest that the valence-dominance model is not 
necessarily a universal account of social evaluations of faces and warrants 
further investigation in the broadest set of samples possible. 
 Although the studies described above demonstrate that the valence-
dominance model is not perfectly universal, to which specific world regions it 
does and does not apply are open and important questions. Demonstrating 
differences between British and Chinese raters is evidence against the 
universality of the valence-dominance model, but it does not adequately 
address these questions. Social perception in China may be unique in not 
fitting the valence-dominance model because of the atypically high general 
importance placed on status-related traits, such as capability, during social 
interactions in China22,23. Indeed, Tan et al. demonstrated face-processing 
differences between Chinese participants living in mainland China and 
Chinese participants living in nearby countries, such as Malaysia24. Insights 
regarding the unique formation of social perceptions in other cultures and 
world regions are lacking. Only a large-scale study investigating social 
perceptions in many different world regions can provide such insights.  
 To establish the world regions to which the valence-dominance model 
applies, we will replicate Oosterhof and Todorov’s methodology12 in a wide 
range of world regions (Africa, Asia, Australia and New Zealand, Central 
America and Mexico, Eastern Europe, the Middle East, the USA and Canada, 
Scandinavia, South America, the UK, and Western Europe; see Table 1). Our 
study will be the most comprehensive test of social evaluations of faces to 
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date, including more than 9,000 participants. Participating research groups 
were recruited via the Psychological Science Accelerator project25-27. Previous 
studies compared two cultures to demonstrate regional differences17,18. By 
contrast, the scale and scope of our study will allow us to generate the most 
comprehensive picture of the world regions to which the valence-dominance 
model does and does not apply.  
 
We will test two specific competing predictions. 
 
Prediction 1. The valence-dominance model will apply to all world regions. 
 
Prediction 2. The valence-dominance model will apply in Western-world 
regions, but not other world regions.  
 
Table 1 
World Regions, Countries, and Localities of Planned Data Collection  
 
World region Countries and Localities 
Africa Kenya, South Africa 
Asia China, India, Malaysia, Taiwan, 
Thailand 
Australia and New Zealand Australia, New Zealand 
Central America and Mexico Ecuador, El Salvador, Mexico 
Eastern Europe Hungary, Lithuania, Poland, Russia, 
Serbia, Slovakia 
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The Middle East Iran, Israel, Turkey 
The USA and Canada Canada, the USA 
Scandinavia Denmark, Norway 
South America Argentina, Brazil, Chile, Colombia 
The UK England, Scotland, Wales 
Western Europe Austria, Belgium, France, Germany, 
Italy, the Netherlands, Portugal, 
Spain, Switzerland 
Note. We will collect data from a minimum of 350 raters per world region 




Each research group has approval from their local Ethics Committee or 
IRB to conduct the study, has explicitly indicated that their institution does not 
require approval for the researchers to conduct this type of face-rating task, or 
has explicitly indicated that the current study is covered by a preexisting 
approval. Although the specifics of the consent procedure will differ across 
research groups, all participants will provide informed consent. All data will be 
stored centrally on University of Glasgow servers. 
Procedure 
Oosterhof and Todorov derived their valence-dominance model from a 
principal components analysis of ratings (by US raters) of 66 faces for 13 
different traits (aggressiveness, attractiveness, caringness, confidence, 
dominance, emotional stability, intelligence, meanness, responsibility, 
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sociability, trustworthiness, unhappiness, and weirdness)12. Using the criteria 
of the number of components with eigenvalues greater than 1.0, this analysis 
produced two principal components. The first component explained 63% of 
the variance in trait ratings, strongly correlated with rated trustworthiness (r = 
.94), and weakly correlated with rated dominance (r = -.24). The second 
component explained 18% of the variance in trait ratings, strongly correlated 
with rated dominance (r = .93), and weakly correlated with rated 
trustworthiness (r = -.06). We will replicate Oosterhof and Todorov’s method12 
and primary analysis in each world region we examine. 
 Stimuli in our study will come from an open-access, full-color, face 
image set28 consisting of 60 men and 60 women taken under standardized 
photographic conditions (Mage = 26.4 years, SD = 3.6 years, Range = 18 to 35 
years). These 120 images will consist of 30 Black (15 male, 15 female), 30 
White (15 male, 15 female), 30 Asian (15 male, 15 female), and 30 Latin 
faces (15 male, 15 female). As in Oosterhof and Todorov’s study12, the 
individuals photographed posed looking directly at the camera with a neutral 
expression, and all of background, lighting, and clothing (here, a grey t-shirt) 
are constant across images. 
 In our study, adult raters will be randomly assigned to rate the 13 
adjectives tested by Oosterhof and Todorov using scales ranging from 1 (Not 
at all) to 9 (Very) for all 120 faces in a fully randomized order at their own 
pace. Because all researchers will collect data through an identical interface 
(except for differences in instruction language), data collection protocols will 
be highly standardized across labs. Each participant will complete the block of 
120 face-rating trials twice so that we can report test-retest reliabilities of 
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ratings; ratings from the first and second blocks will be averaged for all 
analyses (see CODE 1.5.5 in the Supplemental Materials). 
Raters will also complete a short questionnaire requesting 
demographic information (sex, age, ethnicity). These variables were not 
considered in Oosterhof and Todorov’s analyses but will be collected in our 
study so that other researchers can use them in secondary analyses of the 
published data. The data from this study will be the largest and most 
comprehensive open access set of face ratings from around the world with 
open stimuli by far, providing an invaluable resource for further research 
addressing the Western centrality assumption in person perception research. 
 Raters will complete the task in a language appropriate for their country 
(see below). To mitigate potential problems with translating single-word 
labels, dictionary definitions for each of the 13 traits will be provided. Twelve 
of these dictionary definitions have previously been used to test for effects of 
social impressions on the memorability of face photographs19. Dominance 
(not included in that study) will be defined as “strong, important.”  
Participants 
Simulations determined that we should obtain at least 25 different 
raters for each of the 13 traits in every region (see https://osf.io/x7fus/ for 
code and data). We focused on ratings of attractiveness and intelligence for 
the simulations because they showed the highest and lowest agreement 
among the traits analyzed by Oosterhof and Todorov, respectively. First, we 
sampled from a population of 2,513 raters, each of whom had rated the 
attractiveness of 102 faces; these simulations showed that more than 99% of 
1,000 random samples of 25 raters produced good or excellent interrater 
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reliability coefficients (Cronbach’s αs >.80). We then repeated these 
simulations sampling from a population of 37 raters, each of whom rated the 
intelligence of 100 faces, showing that 93% of 1,000 random samples of 25 
raters produced good or excellent interrater reliability coefficients (Cronbach’s 
αs >.80). Thus, averages of ratings from 25 or more raters will produce 
reliable dependent variables in our analyses; we plan to test at least 9,000 
raters in total. 
 In addition to rating the faces for the 13 traits examined by Oosterhof 
and Todorov, 25 participants in each region will be randomly assigned to rate 
the targets’ age in light of Sutherland et al.’s results showing that a 
youth/attractiveness dimension emerged from analyses of a sample of faces 
with a very diverse age range30. Age ratings will not be included in analyses 
relating to replications of Oosterhof and Todorov’s valence-dominance model, 
but analyzed only in additional exploratory analyses. 
Analysis Plan 
The code to be used for these analyses is included in the 
Supplemental Materials and publicly available from the Open Science 
Framework (https://osf.io/87rbg/). To facilitate assessment of the Stage 1 
Registered Report, the specific sections of code are cited below as (CODE 
x.x.x). 
 Ratings from each world region will be analyzed separately and 
anonymous raw data will be published on the Open Science Framework. Our 
analyses will directly replicate the principal component analysis reported by 
Oosterhof and Todorov to test their theoretical model in each region sampled 
(CODE 2.1). First, we will calculate the average rating for each face 
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separately for each of the 13 traits (CODE 2.1.2). We will then subject these 
mean ratings to principal component analysis with orthogonal components 
and no rotation, as Oosterhof and Todorov did (CODE 2.1.3). Using the 
criteria reported they reported, we will retain and interpret components with 
eigenvalues greater than 1.0 (CODE 2.1.3.1).  
 Criteria for replicating Oosterhof and Todorov’s valence-
dominance model. We will use multiple sources of evidence to judge 
whether Oosterhof and Todorov’s valence-dominance model replicated in a 
given world region. First, we will examine the solution from the principal 
components analysis conducted in each region and determine if Oosterhof 
and Todorov’s primary pattern replicated according to three criteria: (i) the first 
two components have eigenvalues greater than 1.0, (ii) the first component 
(i.e., the one explaining more of the variance in ratings) correlates strongly 
with trustworthiness ( > .7) and weakly with dominance ( < .5), and (iii) the 
second component (i.e., the one explaining less of the variance in ratings) 
correlates strongly with dominance ( > .7) and weakly with trustworthiness ( 
< .5). If the solution in a world region meets all three of these criteria, we will 
conclude that the primary pattern of the model replicated in that region (CODE 
2.1.3.3).  
In addition to reporting whether the primary pattern was replicated in 
each region, we will also report Tucker’s coefficient of congruence31,32. The 
congruence coefficient, ϕ, ranges from -1 to 1 and quantifies the similarity 












   
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where xi and yi are the loadings of variable i (i = 1, …, n number of indicators 
in the analysis) onto factors x and y. For the purposes of the current research 
we will compare the vector of loadings from the first component from 
Oosterhof and Todorov to the vector of loadings from the first component 
estimated from each world region. We will repeat this analysis for the second 
component. This will produce a standardized measure of component similarity 
for each component in each world region that is not sensitive to the mean size 
of the loadings34. Further, this coefficient is fitting for the current study 
because it does not require an a priori specification of a factor structure for 
each group, as would be needed if we were to compare the factor structures 
in a multiple-group confirmatory factor analysis. Following previous 
guidelines34, we will conclude that the components in Oosterhof and Todorov 
are not similar to those estimated in a given world region if the coefficient is 
less than .85, are fairly similar if it is between .85 - .94, and equal if it is 
greater than .95. (CODE 2.1.4.2). 
 Thus, we will report whether the solution has the same primary pattern 
that Oosterhof and Todorov found and quantify the degree of similarity 
between each component and the corresponding component from Oosterhof 
and Todorov’s work. This connects to our competing predictions: 
Prediction 1 (The valence-dominance model will apply to all world 
regions) will be supported if the solution from the principal components 
analysis conducted in each region satisfy all of the criteria described above. 
Specifically, the primary pattern is replicated and the components have at 
least a fair degree of similarity as quantified by a ϕ of .85 or greater. 
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Prediction 2 (The valence-dominance model will apply in Western-world 
regions, but not other world regions) will be supported if the solutions from the 
principal components analysis conducted in Australia and New Zealand, The 
USA and Canada, Scandinavia, The UK, and Western Europe, but not Africa, 
Asia, Central America and Mexico, Eastern Europe, The Middle East, or 
South America, satisfy the criteria described above.  
 
Exclusions. Data from raters who fail to complete all 120 ratings in the 
first block of trials or who provide the same rating for 75% or more of the 
faces will be excluded from analysis (CODES 1.5.1,1.5.3, and 1.5.5).  
 Data-quality checks. Following previous research testing the valence-
dominance model12-14, data quality will be checked by separately calculating 
the interrater agreement (indicated by Cronbach’s α and test-retest reliability) 
for each trait in every world region (CODE 2.1.1). A trait will only be included 
in the analysis for that region if the coefficient exceeds .70. Cases in which 
the coefficient does not exceed .70 will be reported and discussed. Test-retest 
reliability of traits will be reported but not used to exclude traits from analysis. 
 Power analysis. Simulations show we have more than 95% power to 
detect the key effect of interest (i.e., two components meeting the criteria for 
replicating Oosterhof and Todorov’s work, as described above). We used the 
open data from Morrison et al.’s replication13 of Oosterhof and Todorov’s 
research to generate a variance-covariance matrix representative of typical 
interrelationships among the 13 traits that will be tested in our study. We then 
generated 1,000 samples of 120 faces from these distributions and ran our 
planned principal components analysis (which is identical to that reported by 
 21 
Oosterhof & Todorov) on each sample (see https://osf.io/87rbg/ for code and 
data). Results of >99% of these analyses matched our criteria for replicating 
Oosterhof and Todorov’s findings. This demonstrates that 120 faces will give 
us more than 95% power to replicate Oosterhof and Todorov’s results.  
 Robustness analyses. Oosterhof and Todorov extracted and 
interpreted components with an eigenvalue greater than 1.0 using an 
unrotated principal components analysis. As described above, we will directly 
replicate their method in our main analyses but acknowledge that this type of 
analysis has been criticized.  
 First, it has been argued that exploratory factor analysis with rotation, 
rather than an unrotated principal components analysis, is more appropriate 
when one intends to measure correlated latent factors, as is the case in the 
current study35,36. Second, the extraction rule of eigenvalues greater than 1.0 
has been criticized for not indicating the optimal number of components, as 
well as for producing unreliable components37,38.  
 To address these limitations, we will repeat our main analyses using 
exploratory factor analysis with an oblimin rotation as the model and a parallel 
analysis to determine the number of factors to extract. We will also recalculate 
the congruence coefficient described above for these exploratory factor 
analysis results (CODE 2.2.1).  
We will use parallel analysis to determine the number of factors to 
extract because it has been described as yielding the optimal number of 
components (or factors) across the largest array of scenarios35,39,40 (CODE 
2.2.1). In a parallel analysis, random data matrices are generated such that 
they have the same number of cases and variables as the real data. The 
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mean eigenvalue from the components of the random data is compared to the 
eigenvalue for each component from the real data. Components are then 
retained if their eigenvalues exceed those from the randomly generated 
data41. 
 The purpose of these additional analyses is twofold. First, to address 
potential methodological limitations in the original study and, second, to 
ensure that the results of our replication of Oosterhof and Todorov’s study are 
robust to the implementation of those more rigorous analytic techniques. The 
same criteria for replicating Oosterhof and Todorov’s model described above 
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