We consider the effects of velocity shear on the resonance absorption of incompressible magnetohydrodynamic surface waves. We find that there are generally values of the velocity shear for which the surface wave decay rate becomes zero. In some cases, the resonance absorption goes to zero even for very small velocity shears. We also find that the resonance absorption can be strongly enhanced at other values of the velocity shear. The presence of flows may therefore be generally important in determining the effects of resonance absorption, such as might occur in the interaction of p-modes with sunspots, for example. The most interesting result of our work is the fact that there can exist resonances which lead to instability of the global surface mode, and that instability can occur for velocity shears significantly below the Kelvin-Helmholz threshold. These instabilities may play a role in the development of turbulence in regions of strong velocity shear in the solar wind or the Earth's magnetosheath, but an extension of our work to include compressibility is required before we can say anything definitive about those regions. Subject headings: hydromagnetics -Sun: solar wind -wave motions I. INTRODUCTION Wave mechanisms for heating the solar atmosphere require rapid dissipation of the waves. Following the work of lonson (1978), resonance absorption of magnetohydrodynamic surface waves has been recognized as a suitably efficient damping mechanism, and much recent work has been devoted to this process (Davila 1987; Grossman and Smith 1988; Hollweg 1987a, b; Hollweg and Yang 1988; Lee 1980; Lee and Roberts 1986; Mok and Einaudi 1985; Poedts, Goossens, and Kerner 1989; Poedts, Kerner, and Goossens 1989; Pritchett and Canobbio 1981; Rae and Roberts 1982; Steinolfson 1985) . Resonance absorption has also been studied in other contexts; see Hollweg and Yang (1988) and Kivelson and Southwood (1986) for references.
I. INTRODUCTION
Wave mechanisms for heating the solar atmosphere require rapid dissipation of the waves. Following the work of lonson (1978) , resonance absorption of magnetohydrodynamic surface waves has been recognized as a suitably efficient damping mechanism, and much recent work has been devoted to this process (Davila 1987; Grossman and Smith 1988; Hollweg 1987a, b; Hollweg and Yang 1988; Lee 1980; Lee and Roberts 1986; Mok and Einaudi 1985; Poedts, Goossens, and Kerner 1989; Poedts, Kerner, and Goossens 1989; Pritchett and Canobbio 1981; Rae and Roberts 1982; Steinolfson 1985) . Resonance absorption has also been studied in other contexts; see Hollweg and Yang (1988) and Kivelson and Southwood (1986) for references.
Prior studies of resonance absorption have assumed that there is no background velocity shear in the plasma; it was thus possible to work in a frame in which V 0 = 0, where V denotes the velocity and the subscript "0" denotes a background quantity. In this paper, we introduce velocity shear and investigate its effects on the rate of resonance absorption. As a preliminary illustration of the general effects of velocity shear, we will consider here an incompressible fluid. The solar atmosphere is not incompressible, but we investigate this case because it is much simpler mathematically and because it allows comparison with a number of other incompressible studies which did not include velocity shear. Moreover, prior experience has shown that there are many qualitative similarities between the incompressible and compressible results. Of course, we plan to extend our analysis to compressible cases, but this will be done in a future paper. In this paper, we also assume that the waves are supported by thin " surfaces."
This allows us to obtain analytical results, whereas numerical methods are required if the " surfaces " are not thin.
We will find that velocity shear can either increase or decrease the resonance absorption rate and that there are generally certain values of the velocity shear for which the absorption rate is zero. However, we will also find that there can be resonances which do not absorb energy from the surface wave, but rather give energy back to it, leading to instability even at velocity shears which are below the threshold for the KelvinHelmholz instability (Cadez and Gakovic 1988) . These resonant instabilities are physically distinct from the Kelvin-Helmholz instability, which is nonresonant Pu and Kivelson 1983a, b) .
The plan of the paper is as follows : In the next section, we present the basic analytical results and demonstrate the possibility of unstable resonances when there is velocity shear. In §111, we consider cases where the density (p 0 ), the magnetic field (B 0 ), and V 0 all vary linearly across the " surface," and we evaluate numerically the properties of the resonances for a broad range of parameters. Results are summarized and discussed in § IV.
II. ANALYSIS
We employ the same coordinate configuration used by Hollweg and Yang (1988) . The unperturbed " surface " is taken to lie parallel to the x-z plane, and all background quantities vary only in the y-direction. The background magnetic field is B 0 = (B 0x , 0, B 0z ), and similarly V 0 = (V 0x , 0, V 0z ). The background is in static equilibrium, so p 0 + Bl/Sn = const 335 where p is thermal pressure. Without loss of generality, we take the waves to propagate in the x-direction, so d/dz = 0. Fourier analysis is used from the start, so that the x and t dependences of all fluctuating quantities are exp (ik x x -icot), where k x is wavenumber and co is (angular) frequency. Dissipation is ignored, and all units are in cgs units.
Holl weg and Yang used the linearized equations of mass, momentum, and energy conservation with V 0 = 0. We have carried out an exactly parallel analysis for the case where V 0 ^ 0, and we obtain the following two equations, which correspond to their equations (29) and (30) :
and
where the prefix "<5" denotes a fluctuating wave quantity, p iot = p + B 2 /Sn is the total pressure, p is mass density, and we have defined equation (13), we have
where and c 2 are constants, and k = \ k x \. Note that we are restricting attention to surface waves which decay away from the " surface " in -a < y < a. As in Hollweg (1987a, b) and Hollweg and Yang (1988) , we assume that the " surface " is thin so that SP tot is nearly constant across it. Equation (12) then yields 
vlx = Box/*xPo »
Vs = yPo/Po »
with y the usual specific heat ratio so that v s is the sound speed. When A = 0, we have the " Alfvén singularity," and when C = 0 we have the " cusp singularity." Equation (1) can be rewritten as
where £ is the y-displacement of a fluid parcel, i.e., ^ = idVJQ. Combining equations (2) and (9) then gives and d i ppAC a A dy \Q 2 -k^C dy) + PoAÇ = 0 ,
Equations (1)- (11) are valid for a compressible plasma. We obtain the incompressible limit by letting v 2 ^ co. There results
where e = /c 2^4 ;i.e.,
Let the region y > a be denoted by subscript " 1 " and the region y < -a be denoted by subscript "2," and assume that the plasma is uniform in each of those regions. Then, from
We now use the boundary conditions that both £ and dP Xot are continuous at y = -a and at y = a; the latter implies that p 0 €dÇ/dy is continuous, by virtue of equation (12). These conditions imply that
where D = p^! + p 2 e 2 +p 1 p 2 e 1 e 2 kj (p 0 e)~ldy
(we have dropped some " 0 " subscripts to save writing). Equations (18) and (19) can be thought of as a dispersion relation for the surface wave, but we will have more to say about this later. If a = 0, we recover the standard dispersion relation for a surface wave on a true discontinuity; i.e., Pl^l = Pl ^2 ■
If we work in the frame in which V 0x2 = 0, we have
where r = + p 2 ), v xl = V 0xl /V KH , and F KH is the magnitude of the velocity shear required to drive the KelvinHelmholz instability given by
Equation (22) is valid only for the incompressible plasma. We will henceforth confine our attention to | i; xl | < 1, so that the Kelvin-Helmholz instability does not occur. If " a " is small, then the dispersion relation is still approximately given by equations (20) or (21), but co acquires a small (proportional to " a ") imaginary part due to poles in the integrand in equation (19).
Our analysis is very similar to the derivation of Landau damping in plasma physics. We develop a Taylor series for D(co, k x ) about co = co r :
In calculating D(co r , k x ), we have to deal with the poles in the integrand in equation (19) 
where V sx = V 0x + v Ax and V dx = V 0x -v Ax . The poles occur where co/k x -V 0x = ± v Ax , and the surface wave is then locally in resonance with slow-mode waves. To follow a specific case, assume that we are dealing with a single pole for which oe r -KKx = 0. Since V sx is a function of y, we can regard all quantities as implicit functions of V sx9 rather than of y. Then in the vicinity of that pole, we rewrite the integral as L_ f dVJ\dVJdy\
where the integral is to be carried out in the sense of increasing V sx . The integral will consist of a real principal part, plus an imaginary part which is given by the Landau prescription for going around the pole on the real axis. From this procedure, we obtain
where " PP " stands for the (real) principal part and the quantity in brackets is to be evaluated at the location of the resonance where V sx = co r /k x . If the pole is one for which oe r -K Vdx = 0, then we simply interchange the s and d subscripts in equation (26). If there is more than one pole, we simply add up their respective contributions to equation (26). Consider next the second term on the right-hand side of equation (23 
Equating the real and imaginary parts of equation (23) (30) where £ denotes a sum over the resonances and (/, m) denotes (s, d) or (d, s), depending on whether co -k x V sx = 0 or co -k x V dx = 0, respectively. Since co* is small if a is small, we drop the last term in equation (29), which is proportional to cúíü. Similarly, the principal part appearing in equation (29) will be small if ka is small, and we drop the second term in equation (29). Equation (29) then yields the same value of oe r as was obtained for a surface wave on a true discontinuity; see equations (20) and (21). The growth rate is given by equation (30). Taking D r = {p 1 e 1 + p 2 e 2 ) oe=0)r then yields (31) where (co/k x ) c m is the phase velocity in the center-of-mass frame; i.e.,
where
and the " ± " here represents the same choice as in equation (21). If there is no velocity shear, then we can always find a frame in which V 0x (y) = 0 and equation (31) yields the result that is negative, implying decay of the surface wave. In this case, we have verified that equation (31) yields precisely the same decay rates obtained previously by Lee and Roberts (1986) for a special case and by Hollweg (1987a) for more general situations. However, it is important to recall that those papers showed that -eo,-cannot be thought of as the decay rate of a normal mode, which would imply by definition that everything decays everywhere at the same rate. Rather, -was shown to represent the rate at which energy is transferred from the surface wave (in | y | > a) into thin " energy-containing layers " in the vicinity of the resonant field lines, with energy being conserved globally. Thus, even though we have been treating equations (18) and (19) as a dispersion relation, it should be borne in mind that -really represents the rate of transfer of energy from the global surface wave to the vicinity of the resonant field lines.
If there is a velocity shear, then equation (31) shows that the resonances can make a positive (unstable) contribution to a> h as pointed out by Cadez and Gakovic (1988) . (Lau and Liu 1980 considered a similar problem for B 0 = constant but concluded that there was no shear-flow-generated instability relevant to tokamak conditions.) For example, if we take ((o/k x ) cm > 0, then an unstable contribution results if Vox> oe/k x on the resonant field line. Evidently, energy is then extracted from the flow in the vicinity of the resonant field line. If the sum over all the resonances in equation (31) yields a positive value for co i9 then the global surface wave will be unstable. If the sum yields a negative value for oe h then the surface wave decays. In both cases, the individual resonant field lines gain or lose energy depending on whether they make a negative or positive contribution to co i9 respectively. This completes the analytical discussion. We should mention, however, that our analysis fails if the pole in integral (25) is of second order; i.e., if V sx = V dx , implying v Ax = 0 on the resonant field line. In that case, lo^-l as given by equation (31) becomes infinite (because V 0x -co/k x = ± v Ax on the resonant field line), and so too does the principal part in equation (29), because the lead term in a Taylor expansion for e is proportional to (y -y res )
2 . The fact that our analysis fails when v Ax = 0, i.e., when k • B 0 = 0, means that we cannot treat effects related to magnetic tearing, which occurs in the presence of electrical resistivity in the vicinity of layers where k • B 0 = 0. Our work is thus complementary to previous studies of the effects of velocity shear on the tearing mode, but these studies did not consider the instability found in our work, which ignores effects of resistivity (or viscosity) (see Einaudi and Rubini 1986; Hofmann 1975; Paris and Sy 1983; Wang, Lee, and Wei 1988, and references therein) .
Our analysis also fails if dV sx /dy = 0 or dV dx /dy = 0 on the resonant field line, in which case the pole is again second order. Inspection of equation (31) shows that IcoJ becomes infinite, and again the principal part does so also. In both situations, our original expansion (eq. [23] ) and the assumptions used in simplifying equation (29) fail. However, we will not deal explicitly with these special cases here. Instead, we will merely note that we can force our analysis to apply arbitrarily close to these special points if we take ka small enough. Finally, we note that our analysis also fails, and | co^ becomes infinite in equation (31), when (co/k x ) c m = 0. Equations (32) and (33) show that this occurs as the Kelvin-Helmholz instability threshold is approached. However, we can in principle maintain the validity of the analysis below threshold by keeping ka sufficiently small.
However, if viscosity or resistivity are introduced, we cannot always maintain the validity of our analysis by making ka arbitrarily small. The reason for this is that the singular behavior in the vicinity of the poles is then governed by the dissipation over a finite range of y which is proportional to ?/ 1/3 , where rj denotes the viscosity or resistivity (Davila 1987) . If the poles get so close together that these regions overlap, then the individual contributions of the poles to C0i cannot be simply added together, and a more sophisticated analysis is needed. This is precisely what happens when the poles are second order, because a second-order pole results from the merging of two simple poles.
III. NUMERICAL EXAMPLES
In this section, we consider some numerical examples for the special case where p 0 , V 0x , and B 0x all vary linearly with y in the "surface" -1 < y/a < 1. We have found it convenient to work in the frame in which V 0X 2 = 0, and without loss of generality we take p 01 > p 02 . We can also without loss of generality take the " + " sign in equation (21); i.e., the waves always propagate in the + x-direction when viewed in the center-ofmass frame; if we take the minus sign in equation (21), then the results are the same except for a sign change on Von, and poles corresponding to zeros of co r -k x V sx become zeros of co r -K v dx , and vice versa. We have also found it convenient to use the dimensionless parameters r = p 0 i/(poi + P02) an d b = Boxi/fiLi + £o*2) 1/2 ; thus 0.5 < r < 1 and 0 < h < 1. We take B 0xl > 0 without loss of generality (changing the sign of B 0xl again leads only to an interchange between V sx and V dx ), but we will consider cases where B 0x2 has the same or opposite sign ofß 0xl .
We consider first the locations of the resonant field lines in -1 < y/a < 1. These are computed by calculating co r from Pi€i+p 2 e2 = 0 and using the result to determine where 6 = 0. For the linear profiles, it is easily shown that there are either one or three resonant field lines. Figures la-Id show the resonant values of y/a as functions of Vq^/V^ for four combinations of r and b for the case where B 0xl and B 0x2 have the same sign; these figures are generally illustrative of the results obtained for other parameter combinations. The thin curves represent stable contributions to co i9 and the heavy curves represent unstable contributions. In all cases, the stable resonances correspond to zeros of co r -k x V sx and the unstable resonances are zeros of (co r -Kvj.
Note first that there are always certain values of v 0x i which give resonances at y/a = ± 1, where e = or € = 6 2 . Since the resonances occur where 6 = 0, these cases correspond to 6i = 6 2 = 0. The total pressure fluctuations in the external surface wave are then zero (eq. [12]), and the damping rate is then zero also (eq. If B 0xi = 0 (i.e., h = 0) or if B 0x2 = 0 (i.e., b = 1), then the minimum value of I ^Oxll leading to instability is the Alfvén speed on the side containing the magnetic field.
Figures 2a-2d display the normalized damping rate, F, defined by
which is calculated from equation (31). In some cases, such as Figure 2d , the damping rate can be very small over a considerable range of velocity shear. Table 2 gives the ranges over which F is less than 0.01 ; we omit ranges lying wholly within 5% of the Kelvin-Helmholz instability threshold. Note that in some cases, such as Figure 2b , the resonance absorption becomes very small for very small values of the velocity shear; Table 2 indicates that this situation is favored by large values of b. However, these cases imply large values of dT!dV 0xl near V 0xl = 0, and F can become quite large at neighboring values of V 0xl /V KH , as shown in Figure 2b . In some extreme cases, the damping or growth rates can become quite large, and care must be taken to assure that ka is small enough to assure the validity of our approximations, as discussed previously. We now turn our attention to cases where B 0xl and B 0x2 have opposite signs, so that B 0x = 0 and v Ax = 0 somewhere in the " surface." As discussed in the last section, this introduces the possibility of a second-order pole in integral (25). (25) is of second order; our analysi^/fails at that point, as discussed in the previous section. ThisTs a rather general feature when B 0xl and B 0x2 have opposite signs. Consider, for example, Figure  3a . The nature of the failure can be seen in Figure 4a Figures 3a-3d , respectively. It can again be seen that the damping rate can be zero for certain values of ^Oxl/^KH* Table 4 gives the ranges over which F is less than 0.01, again omitting ranges within 5% of the Kelvin-Helmholz instability threshold.
This completes our discussion of the case where Fox? B 0 x, and p 0 vary linearly in the region -1 < y/a < 1. Other configurations are possible. One example has been suggested by Cadez and Gakovic (1988) , who took p 0 and B 0x to be discontinuous at y/a = +1 or at y/a = -1, but allowed Vox to vary smoothly in the region -1 < y/a < 1. Discontinuities are not handled conveniently by our numerical code, but we have considered the following two cases which are similar in spirit to the case suggested by Cadez and Gakovic.
First, we take V 0x to vary linearly in -1 < y/a < 1, but B 0x and p 0 vary linearly only in 0.8 < y ¡a < 1 and are constant elsewhere. Fig. 1 , but in this case V 0x varies linearly in the range -1 < y/a < 1, while B 0x and p 0 vary linearly only in the range 0.8 < y/a < 1 and are constants elsewhere. We have chosen values of (r, b) which lead to a low instability threshold. r = b = 0.95, with B 0x2 and B 0xl having the same sign; the format is the same as in Figures 1 and 3 . This case has been chosen because it yields unstable resonances for relatively small values of J'Ojcl/J'kH* Second, we again take Vox to vary linearly in -1 < y/a < 1, but now B 0x and p 0 vary linearly in -1 < y/a < -0.8. Figure  6 displays the results for r = 0.95 and b = 0.32; B 0x2 and B 0xl again have the same sign. This case yields unstable roots for particularly low values of F 0xl /F KH .
IV. CONCLUSIONS
We have considered the effects of velocity shear on the resonance absorption of MHD surface waves in an incompressible plasma. In order to provide a straightforward analytical discussion, we have considered only thin "surfaces" across which ôP tot « constant. This allowed us to drop the second term in equation (13), which is of order {k x a) 2 within the surface. This allowed us to follow a familiar procedure akin to the calculation of Landau damping, and we obtained equation Fig. 1 , but in this case Vo, varies linearly in the range -1 < y/a < 1, while B 0x and p 0 vary linearly only in the range -1 < y/ a < -0.8 and are constants elsewhere. We have chosen values of (r, b) which lead to a low instability threshold.
We have found that there can exist resonances within the surface which make a negative contribution to the decay rate, and the surface wave can in fact become unstable for velocity shears significantly below the usual Kelvin-Helmholz instability threshold. This effect may have been operative in a study by Goldstein et al. (1987) , who performed numerical simulations of " turbulence " generated by velocity shear in an incompressible magnetized fluid. They found that instabilities were generated even when the velocity shears were below the threshold for the Kelvin-Helmholz instability. The resonant instability discussed here may have been responsible for the instability found in their numerical study.
It should be noted that even when the global surface mode is resonantly unstable, there can still exist resonances within the " surface " which gain energy, but those energy gains are overwhelmed by the resonances which lose energy and lead to overall instability.
We have also found that the total pressure fluctuations in the global surface wave can be precisely zero for certain values of the velocity shear. In those cases, the surface wave decay rate is also zero. Tables 2 and 4 show the ranges of the velocity shear in which the surface wave decay rate is less than 1% of the decay rate when there is no velocity shear. In some cases, the resonance absorption vanishes even for very small velocity shears.
There are also cases where the decay rate is larger than when there is no velocity shear. Although our incompressible analysis cannot address the issue directly, it appears reasonable to expect that velocity shear may significantly affect the resonance absorption rate of p-modes by sunspots and magnetic flux tubes; this will be investigated in future work.
Finally, we note that Ryutova (1988) has considered a closely related problem, viz. resonant instability due to velocity shear in a solar magnetic flux tube, with = 0 outside of the flux tube. She suggests that the resonant instability can be interpreted in terms of negative energy waves. This is a promising idea deserving of further study. However, her work contains an inconsistency. She derives an instability criterion using the negative energy wave concept. She also derives an expression for coi for a special case equivalent to taking p 0 e to vary linearly across the " surface " of the tube. The expression for cOf can also be used to derive an instability criterion. The two criteria in her paper do not agree, and it thus appears that the negative energy wave development presented in her paper is not the whole story. (In fact, if we use the technique in this paper, we find that the surface wave is always damped if p 0 e is linear across the surface, and there is no instability in that case.)
