Beyond the resolution of front-back confusions, little is known about the mechanisms by which head movement enables listeners to perform a broad range of auditory scene analysis tasks. In this experiment, an attempt was made to look at one of these tasks: how well listeners can track a source's azimuth location by head movement. A three-talker paradigm was utilized in a headphone-based head-tracked virtual environment spatialized with head-related transfer functions (HRTFs). The task involves a target that moves from trial to trial with two stationary interferers (male target, two female interferers, all speaking phonetically-balanced sentences). The listener is prompted to move her head such that she believes she is facing the target. The two independent conditions are three levels of reverberation (anechoic, low reverberance (recording room), and high reverberance (parking garage)) and seven target azimuth angles (from +90 to -90 degrees in steps of 30 degrees), while the measured responses include facing accuracy in terms of deviation from the target and number of times the playback button is hit before each trial is completed (to indicate task difficulty). Results are discussed within the context of both room acoustics and perception.
INTRODUCTION
The primary modus operandi of researchers conducting critical listening tests relies on a fixed-head paradigm; that is to say, experiment participants typically have their heads fixed using a head-rest, clamp, or bite bar. It is known that head movement is a confounding variable in such experiments, since the spatial perception of an auditory field relies in part on three primary cues: the arrival times and amplitudes of the incoming signals at both ears (in the determination of the azimuth (horizontal axis), in addition to spectral cues provided by the transfer functions of the pinnae (in the determination of median (the vertical positioning of a sound source)). In the case of head movements, these cues fluctuate. So for an experimenter interested in the effects of a particular playback configuration (delay, filtering, etc.) on a particular measure of hearing (localization, speech intelligibility, depth perception), head movement can confound results, so it must be controlled for in the research design phase.
However, this does not mean that head movements within the context of human audition are not of sufficient merit to be studied. It has been shown that listener head movements are utilized for a variety of auditory scene analysis tasks, such as the resolution of front/back confusions [1] , sound source localization [2] , timbre, reverberance, spatial impression [3] , listener envelopment and apparent source width [4] . But we don't yet understand the perceptual apparatus by which head movements enable us to perform this task. Therefore, one goal of this study is to provide the psychophysical foundation for a binaural model that can account for head movements. Such work has already begun with the author in conjunction with Braasch on a model that can resolve front-back confusions [5] , [6] .
One of the more challenging spatial listening tasks for both humans and machines is the archetypal 'cocktail party scenario': multiple sources, background noise, and room reflections combined to create an auditory scene, while the listener is faced with the task of selectively and attentively listening to one particular source. [7] Within a complex auditory scene, there are several regularities that the human auditory system exploits to perceive salient auditory information. One, the spatial separation of the sources facilitates selectively attentive listening (spatial release from masking) [8] . Two, the human auditory system can robustly localize in the presence of room reflections through the inhibitory mechanism of the precedence effect, where the first arriving wavefront of the ears provides the dominant localization cues [9] . Three, the human auditory system attends to regularities in pitch, onset, timbre, and dynamics in order to form percepts of auditory objects [10] .
This study broadly seeks to analyze head movements in the context of the cocktail party scenario in order to provide the psychophysical basis for a binaural model that can account for head movements for the general problem of cocktail party listening.
The first purpose of this study is to measure how closely listeners can track the location of a source using head movements alone. This study will be used to evaluate the spatial realism of the virtual auditory environment, which will be used for subsequent studies on the role of head movement in speech intelligibility and distance perception. The second purpose of this study is to measure cognitive load, in order to determine the sequence of step-wise head movements as it relates to the difficulty of the task. In other words, this experiment asks how precisely can human listeners track virtual sources using head movements, and furthermore, how much effort does it take orient onself to face the listener in a three-talker scenario under various conditions of azimuth presentation and reverberation. It is a performance-based test.
The following hypotheses will be tested:
There are no differences in azimuthal head movement error (defined as the difference in angle between the final position of the listener and the position of the target within the virtual auditory space) between populations subjected to anechoic, low reverberance, and high reverberance conditions when asked to orient the face towards the target speaker.
The number of times the listener clicks the play button doesn't depend on any of the presentation conditions.
METHODS

Participants
The study involves normal hearing listeners from the program in architectural acoustics at Renssealer Polytechnic Institute (7 males, 2 females, ages 21 -35). Participation was elicited through e-mail and verbal communication. Participants are not compensated for their time. All participants were self-reported as having normal hearing and requiring no assistive listening devices.
Materials
The testing appartus consists of several components. 1) a head tracker for capturing angular head motion, 2) an interactive software system for head-tracked stimulus processing and participant response, and 3) close-backed headphones for stimulus presentation (Sennheiser HD 215). Each of these are described within.
A Polhemus isoTrak II head rotation tracker is used in the study, herein referred to as the tracker. The tracker uses a head mounted sensor (in this case mounted onto the top of headphone) to transmit head movement data to the receiver, which sends information over a serial port connection to the interactive software system (described below). The tracker reports azimuth, elevation, and roll angles of the head. Azimuth angle is the angle under investigation. The dry recordings of two interfering talkers are of two different adult females. The list of sentences drawn for the female talker age 20 is different from the list drawn for the female talker age 22, to ensure no overlap. Dry recordings of the target talker (adult male, native English speaker) are drawn from the Indiana University Sentence Database [11] . The list of sentences for the target is different from the list of interfering sentences. The sentences are all phonetically-balanced Harvard sentences. The HRTF catalog used for filtering speech samples to place the samples within a virtual space come from departmental archives. The catalog has single-degree resolution sampled at 48 kHz.
According to a study conducted by Wersényi, a conservative estimate of the minimum audible angle for broadband noise (content akin to speech) is on the order of 10 degrees [12] . To this end, attempts are made to make the differences in azimuth at least twice the JND. Seven angles ranging from -90 to +90 in steps of thirty degrees are used for presentation of the target stimulus. The interferers are fixed at +-45 degrees.
In addition to the seven azimuth conditions for the target, there are three different conditions of reverberation. To create reverberant environments, playback sample (three talkers) is convolved with one of three impulse responses. One, there is the dry sample with no reverberation (convolution with the unit sample sequence). Second, there is a modeled impulse response of a recording room. (http://www.voxengo.com/impulses/) The third condition is the highly reverberant condition: an impulse of a parking garage (see source for second impulse response). Using a program designed by the PI in Max/MSP, the virtual sources are presented for a given azimuthal angle by convolving the source sample with the desired angle from the generalized HRTF database and then subsequently convolving the sample with the desired impulse response.
When the head is turned, the Max/MSP program compensates for the movement by considering the values of the head angle the virtual angle. It then decides whether to add or subtract absolute values of the angles to keep the virtual source at a constant position in the virtual space. The process is not simply subtraction for all angles and depends on whether or not the head is rotated at a positive or negative azimuth and if the virtual source is to be positioned at a positive or negative azimuth.
Loudness is one perceptual cue for auditory scene analysis. Because the primary interest here is motivated by azimuth angle and reverberation, all speech samples are presented at the same loudness. Using Brian Moore's loudness model (through the Genesis Loudness Toolbox and a custom matlab script), all files are calibrated to be within one-tenth of a Sone of each other.
Listeners are presented with a computer screen and a mouse. The interface consists of a Play button, a Next button, and a progress counter to show how far the participant is into the test. Behind this interface (and invisible to the participant) is the sound playback, head tracking, spatial rendering, and data collection framework. This framework is constructed from a series of Max/MSP subpatches that all communicate with each other.
Design
This study utilizes a 7x3 factorial ANOVA repeated design. The independent variables are azimuth (7 levels) and reverberation (3 levels). The two dependent variables measured are: 1) Head movement trajectory from playback to playback 2) Number of playbacks needed before moving on to the next trial.
Procedure
Participants will be given a pre-test to check for normal hearing and to ask for their primary spoken language. They will then be instructed into how to use the interface and will be read the following prompt: "You will be presented three with talkers over headphones. Your task is to rotate your head such that you believe the male talker is positioned right in front of your face. The male talker will change position from trial to trial. For each time you play back the scenario, keep your head still and judge where the male talker is. Then, position your head to where you think the talker is. Hit play again. If you believe that the male talker is positioned in front of your face, hit NEXT. If you think you're not quite there, hit play again and make the appropriate adjustment to your head position." Additionally, the prompt: 'Face the male talker.' appears towards top of the user interface. Participants will conduct one trial for each condition for a total of 21 trials per participant. This study is double-blind. The experimenter will not observe the listener. Neither the participant nor the experimenter will know during the course of the experiment the azimuth angle, level of reverberation, or the sentences presented, so as to minimize researcher bias. The data will be evaluated at the 0.05 significance level using a factorial ANOVA repeated-measures procedure. The samples have been taken independently and counterbalanced via randomization to minimize order and learning effects. Least significant difference (LSD) will be used for post-hoc analysis, considering the large number of possible groups (21 in total) (Under Bonferroni's correction, such a number of comparisons would adjust the .05 alpha-level to a prohibitively stringent alpha-level (.002)). 
DISCUSSION
The finding that, as a source's position increases in terms of absolute value of its azimuth, so does the absolute value of head movement errors. First, this implies that for extreme lateral presentation angles, head movement does not provide additional cues for localization. This is corroborated by evidence of spatial release from masking (as discussed in the introduction). However, what is interesting is that when the sources are close to the center, even small head movements provide a noticeably greater amount of information, leading to smaller errors in judgment. This makes sense, because as a source moves closer to 0
• , there are greater changes in ITD and ILD when the head is turned.
Additionally, it is interesting to note that listeners were consistent in the number of times each trial was played back over the headphones. This finding could possibly inform a step-wise head movement model that takes 'snapshots' of angles instead of relying on a more complicated time-variant analysis of the movements effect on spatial cues.
That the reverberation didn't change performance much is perhaps explained in terms of of the listener's distance to the source. In each case, each reverberant condition had the same direct-to-reverberant ratio (dB), with each speaker 1 m away from the microphone. A follow up experiment could investigate the effect of direct-to-reverberant (DTR) ratio on head-tracked localization performance, which may also tell us something about distance perfection, since DTR is known to be one metric that correlates with auditory distance perception.
However, there are some limitations of this study. All of the participants were experienced with critical listening tasks so it is difficult to demonstrate the validity of this test to un-trained listeners. Additionally, there was no time-based information given due to the limitations of the rendering system, so it is unrecorded how long each listener paused between judgment attempts. Future work should aim to present the HRTF convolutions in real-time to maximize ecological relevance of the stimuli.
Head movement is a still relatively unexplored domain in spatial hearing research, and in particular, binaural modeling. Researchers conducting listening tests should take into account that head movements can provide additional information, so they should not necessarily be excluded from a study simply based on the fact that it adds 'noise' to the data. Noise can carry information too. Additionally, researchers working on binaural models, in particular on cocktail party scenarios, may wish to include adaptive stages for head movement in their models to enhance performance in cocktail party scenarios where there is a lot of competing information towards the front of the listener.
