This paper is concerned with estimating unknown multidimensional frequencies from linear compressive measurements. This is accomplished by employing the recently proposed atomic norm minimization framework to recover these frequencies under a sparsity prior without imposing any grid restriction on these frequencies. To this end, we give a rigorous derivation of an iterative scheme called alternating direction of multipliers method, which is able to incorporate multiple compressive snapshots from a multi-dimensional superposition of complex harmonics. The key result here is how to formulate the objective function minimized by this scheme and its partial derivatives, which become hard to manage if the dimensionality of the frequencies is larger than 1. Moreover we demonstrate the performance of this approach in case of 3D line spectral estimation and 2D DOA estimation with a synthetic antenna array.
I. INTRODUCTION AND SIGNAL MODEL
Direction of Arrival (DOA) estimation has been a field of active research for several decades [1] with a wide range of applications such as radar, sonar, communications, or channel sounding. Conventional techniques either exploit some algebraic structures of the underlying array manifolds or employ iterative solutions of the underlying non-convex maximum likelihood estimation problem [1] .
Later, connections between the DOA estimation problem and the field of compressed sensing (CS) have been discovered [2] . Since the observed signals are sparse in the angular domain, algorithms from the field of sparse signal recovery (SSR) can be applied for DOA estimation [3] , [4] . Since the angle is a continuous parameter and its discretization introduces an unwanted model mismatch [5] , grid-free SSR methods are of particular interest.
However, up until recently it has not been clear how to derive recovery guarantees for compressive measurements that are more general than just randomly subselecting elements from the samples acquired in the scenario of grid-free multidimensional line spectral estimation. Moreover, these methods only allow to estimate directions of arrival from idealized arrays using measurements from uniform linear antenna arrays.
We have recently shown [6] that the DOA estimation problem with realistic antenna arrays and spatial compression can be reformulated as a line spectral estimation problem [7] , where the dimensionality of the frequencies to be estimated is equal to the dimension of the angular domain. Moreover, one can formulate even higher dimensional frequency domain models, where one also aims to estimate Doppler shifts or time delays of arrival. So high dimensional frequency estimation problems with a sparsity prior arise naturally in many fields of signal processing. A popular approach within this sparsity based framework is to formulate an optimization problem in order to retrieve the unknown frequencies, which is called atomic norm minimization (ANM). This is a direct generalization of the well studied 1 minimization, where very efficient algorithms for exact or approximate solutions exist. ANM itself is an optimization in an infinite dimensional space and as such it is infeasible to solve it directly. Instead one formulates an appropriate dual problem, which is a problem with semidefinite side constraints, for which in theory algorithms with polynomial runtime exist. In the single dimensional case, these algorithms perform well enough, but with increasing dimensions the dual problem becomes infeasibly large for these solvers, so an iterative approach, which delivers reasonable accuracy after a few steps is of high interest.
To this end an, Alternating Direction of Multipliers Method (ADMM) type [8] of optimization algorithm has already been proposed [9] , [10] to solve the one dimensional line spectral estimation problem, but the derivations lack detail and explanation. Moreover, it is unclear how to generalize it to higher dimensions while also incorporating a compression step together with the multiple measurement scenario. Here we address this issue by presenting a general ADMM scheme for multi-dimensional line spectral estimation from multiple compressive measurements and we demonstrate its applicability to 2D DOA estimation.
I-A. Notation
The inner product of two matrices A, B ∈ C n×m is defined via A, B = tr A H B, the Kronecker product of two matrices A ∈ C n×m and B ∈ C k×l is denoted by A⊗B, A B on the other hand denotes the column-wise Kronecker product, A F denotes the Frobenius norm of a matrix A ∈ C n×m and x p denotes the p norm for p 1 and x ∈ C n . Moreover, we use the abbreviation for so called
and (z) and (z) denote the real and imaginary part of a complex number z ∈ C, whereas z ∈ C denotes the complex conjugate, which we also use for vectors or higher order tensors element wise. For a given x ∈ C n 1 ×···×n d we define vec(x) ∈ C n 1 ...n d as the rearrangement of all elements of x into a single vector.
I-B. Data Model
We observe a superposition of complex d-dimensional narrow-band harmonics with unknown amplitudes, where d 1. This results in a model which read as
so that a(f ) ∈ C M ×1 we get
If we now collect multiple measurements at K points in time z(t k ), we can write
In order to model a compressive sensing scenario, we assume that in stead of observing Z directly, we model our observations as a collection of linear measurements applied to Z. These are represented by a combining matrix Φ ∈ C m×M for some m M and thus our final model reads as
where N ∈ C m×K accounts for additive measurement noise. For this scenario it has already been shown in [7] that sparse recovery techniques like ANM can recover the underlying frequencies from compressive measurements with high probability when imposing a separation condition and in case of a suitably generated compression matrix Φ, i.e. where the entries are drawn i.i.d. from a sub-Gaussian distribution.
I-C. Application to DOA estimation
The above model for frequency estimation can be used to cast the problem of 2-d DOA estimation with realistic antenna elements. To this end, let r(θ)
M model the response of an array comprising of M antennas for a planar wave impinging from azimuth and elevation angle θ = (θ1, θ2). Naturally, each element rm(θ), m = 1, . . . , M is a periodic function in θ1 and most importantly can be measured in practice for a specific antenna array geometry. Moreover, since beam patterns are typically quite smooth functions, they can be very well approximated by a truncated Fourier series [11] given by
where we have considered odd numbers of L1 and L2 terms respectively. Rewriting above formula in matrix form yields
, where the matrix Gm collects the Fourier coefficients of rm(θ). If we now observe S plain narrowband waves from the far field of the array with unknown time varying amplitudes s1(t), . . . sS(t) and unknown directions of arrival θ1, . . . , θS and define
and A = A(θ1, . . . , θS) we arrive at the following model for the measurements we collect at the M ports of the antenna array z(t) = GAs(t) ∈ C M ×1 . If we now also take snapshots z(t1), . . . , z(tK ) for K ∈ N, apply spatial compression as was recently proposed in [6] for the one-dimensional case, we get
where again N accounts for additive measurement noise. So we arrive at a 2-dimensional line spectral estimation problem from multiple compressed snapshots as in (3) if we set Φ = ΨG and any technique to recover the unknown frequencies in (3) is suitable to recover the unknown directions of arrival. This task and means to tackle it by using a sparse recovery approach are subject of the next section.
II. GRID-FREE RECONSTRUCTION
In the recent literature [12] , [13] it has been put forward to use ANM as a generalization of the conventional 1 -norm minimization in compressive sensing when one aims at recovering parameters, which are not constrained to be resided on a discrete grid but rather on a continuous manifold. The next section introduces the notion of the atomic norm in the multiple snapshot d-dimensional line spectral estimation scenario and the corresponding optimization problem for estimating these unknown frequencies from compressive measurements.
Definition II.1 (atomic norm). Let A ⊂ C N be an arbitrary set. Then, the atomic norm · A :
As it turns out, this is a direct generalization of the conventional 1 norm u A = x 1 of a vector u = Ax if one takes A to be the set of columns of A. Next, following [14] we specialize the general atomic set from above such that it fits the structure of d-dimensional line spectral estimation from K measurements:
In some way the above set captures the model in the sense that it represent all possibly occuring harmonics in the multiple snapshot case, so our signal in (2) is comprised of a sparse and linear superposition of elements in above atomic set. To extract the parameters corresponding to these atoms we aim at solving a grid free sparse recovery problem, where we minimize the atomic norm for the above defined set A.
So, the problem for atomic norm minimization as proposed in [10] and extended to compressive measurements in [6] reads as min
for suitably chosen ε, where we additionally employ a compression matrix Φ ∈ C m×M as before, which we can choose freely. Now, still following [10] and [14] we aim at posing the equivalent dual problem, since directly minimizing the atomic norm is an infinite dimensional optimization problem. For this we need the concept of specially structured matrices, which are defined as follows. 
Toeplitz matrix is defined with above notation and again u ∈ C 2·n 1 −1×2·n 2 −1×···×2·n d −1 being the tensor of defining elements via
  
With these structured matrices at hand, we can reformulate the calculation of the atomic norm in the line spectral estimation case.
Theorem II.1 ([15], [13] ). With A given as in Definition II.2 the following equality holds:
The above theorem transforms the infinite dimensional problem of calculating the atomic norm of multiple snapshots X into a semidefinite optimization program, which can be solved efficiently in theory. With this result at hand, we can now pose the dual problem of atomic norm minimization for generalized line spectral estimation with the model in (3) via min
which can for instance be found in [16] . The key point here is now that the resulting T H (n,d) (u * ) for a dual optimal u * is an estimate of the covariance of the underlying signal. So the final step would be to apply any covariance based spectral estimator, like MUSIC, ESPRIT or a Vandermonde decomposition to T H (n,d) (u * ). Although we succeeded in reducing the original problem complexity significantly, for larger dimensions, so d 2 the explicit solvers for semidefinite programs take prohibitively many iterations to deliver feasible results if one is able to provide it with the side constraints in a reasonable way at all. So a more direct and iterative approach would be advantageous, which is also specifically tailored to the semidefinite program at hand. To this end, we aim at providing an ADMM type algorithm, which approximates a solution to above problem reasonably well and reasonably fast.
III. DERIVATION OF THE ADMM
Next, we formulate the iterative update steps of the ADMM in order to approximate a solution to (8) . To this end and following [8] , we make use of the augmented Lagrangian of the problem in (3), which reads as min
where
where τ > 0 and ρ > 0 are suitably chosen constants. Here τ plays the role of a regularizing parameter between data fitting and the magnitude of the atomic norm of Z. We also partition the matrices Λ and V such that they match the partitioning of the blocks in T :
The objective of the next paragraphs is to calculate the partial derivatives of L, which has to be handled carefully, since we have to consider the fact that the variables L depends on are complex valued and highly structured.
III-A. Wirtinger Calculus
To calculate the partial derivatives of functions which depend on complex variables and map to R we make use of the so called Wirtinger calculus. To this end, let f be a function f : where y = Re {x} and z = Im {x}. Since we have specifically structured functions and matrices in L, we need only the following three simple rules
and
All three of them can easily be extended to the case where a and b are matrices, since both the inner product of matrices we use here and the Frobenius norm induced by it treat matrices as if they were vectors realigned into matrices.
III-B. Special Derivatives
Taking a close look at L we see that the only derivatives which are not straightforward to calculate are those with respect to u, since it is the defining tensor of the multilevel Toeplitz structure. In this case the expressions of interest are 
For a shorter notation we define the operator
. This operator results in a tensor with the same dimensions as u and each entry at position i ∈ N represents the sum of the elements in A which occur at the same position as u i in T H (n,d) (u). Now for some i ∈ N and u = v + w we can also calculate (Note that here we identify the multi-index i with the the tensor of order d which has zeros everywhere except a single 1 at position i.): With this intuition at hand, we can easily infer that (fn(i)) i∈N = D n,d (1), where 1 ∈ C M ×m is a matrix with all entries equal to 1. Now, these rules together with (10) and (11) can be used to establish the following results about the partial derivatives of L which read as:
where i1 is the tensor of the same dimension as u with entries all equal to 0 except at the position of u [1,...,1] . With these three derivatives at hand we can proceed to formulate the explicit update steps for the ADMM iteration.
III-C. Update Steps
This section gives the explicit updates rules for the alternating updates of the ADMM. In general and according to [10] the iteration after step k can be expressed as
) By using the derivatives of the previous section in equations (17) , (18) and (19) we can compute above updates in closed form by setting the respective derivatives to 0, thus satisfying the necessary conditions for optimality, and solving for the variable of interest. Finally, they read as follows
where Φ H Φ − ρI −1 can be precomputed in advance to avoid repeatedly solving a linear system. Furthermore we also update T iteratively from the current variables according to
whereas we finally can also update V via
where P is the orthogonal projection onto the positive cone of the positive semi-definite matrices, which can be realized numerically by an eigendecomposition and is the computationally most expensive step during the iterate updates. With this we have completed the iterations for ADMM which now only consists of initializing
and iteratively carrying out the steps in (20), (21), (22), (23) and (24). With the operators defined as above, which can be implemented recursively for arbitrary dimensions, one can create a very general implementation as well. Next, we proceed with the numerical evaluation.
IV. NUMERICAL SIMULATIONS
To quantify the performance of our estimator, we compare it to the deterministic Cramér-Rao Bound (CRB). With the proposed spatial compression, the deterministic CRB for the d-dimensional case with K snapshots can be computed via [17] 
with
H being the sample covariance and we have set
First, we carry out the atomic norm minimization for 3D line spectral estimation with uncompressed measurements, so Φ = I in (3) and also compressed measurements, where the entries of Φ are drawn i.i.d. from a zero-mean Gaussian distribution and then we project the columns to the complex unit sphere in C m , thus normalizing the columns independently. Here, we chose m = ρ · M according to some compression rate ρ ∈ (0, 1]. In case of Φ = I, so ρ = 1, we also run 3D-Standard-ESPRIT [18] directly on Y as a comparison, which is only applicable in this case, since ESPRIT is not able to deal with compressive measurements of the kind employed here. In any case, we choose τ = σ 0.8 and ρ = 0.05 to run the ADMM and we initialized the state variables (W 0 , u 0 , Z 0 , V 0 , Λ 0 ) by sampling the real and imaginary parts from standard Gaussian distributions.
The results in Figure 1 , where we plot the reconstruction error versus the noise variance σ 2 , show that the derived ADMM approach is able to replicate the performance predicted by the CRB for the case ρ = 1, thus delivering the same performance as 3D-Standard-ESPRIT.
In the case ρ = 0.75 we see that the ADMM algorithm's performance highly depends on the number of steps carried out to estimate the covariance T H (n,d) (u * ), since the error floor decreases when iterating for 1000 steps instead of 100. In conclusion, this means that the ADMM approach also achieves the CRB after a suitable amount of iterations.
Moreover, we use the derived algorithm's flexibility and apply it to the 2D DOA estimation problem with a 12 × 3 stacked circular array, where the stacks are aligned in the x-y-plane with distance dz = 0.375λ and diameter 12/16λ = 0.75λ and λ is the wavelength of the impinging wave. We use the Fourier coefficients of this (synthetic) array to formulate the DOA problem into a line spectral estimation problem as in (5) for Ψ = I. A single scenario is depicted in Figure 2 where the noise variance is σ 2 = 0.001 and we recover these locations in the 2D angular domain from K = 100 snapshots. It is worth noting that these results can also be obtained from realistic arrays described by measured data and also if Ψ actually carries out a compression step.
Summarizing, we have demonstrated that the derived ADMM iteration scheme is capable of recovering the unknown multidimensional frequencies from a very general model and how it can be applied to 2D DOA estimation using arbitrary antenna arrays.
