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Abstract
A collaborative distributed binary decision problem is considered.
Two statisticians are required to declare the correct probability mea-
sure of two jointly distributed memoryless process, denoted by Xn =
(X1, . . . , Xn) and Y
n = (Y1, . . . , Yn), out of two possible probability
measures on finite alphabets, namely PXY and PX¯Y¯ . The marginal
samples given by Xn and Y n are assumed to be available at different
locations. The statisticians are allowed to exchange limited amount
of data over multiple rounds of interactions, which differs from pre-
vious work that deals mainly with unidirectional communication. A
single round of interaction is considered before the result is general-
ized to any finite number of communication rounds. A feasibility result
is shown, guaranteeing the feasibility of an error exponent for general
hypotheses, through information-theoretic methods. The special case
of testing against independence is revisited as being an instance of this
result for which also an unfeasibility result is proven. A second spe-
cial case is studied where zero-rate communication is imposed (data
exchanges grow sub-exponentially with n) for which it is shown that
interaction does not improve asymptotic performance.
1. Introduction. The field of hypothesis testing (HT) is comprised of
different problems, in which the goal is to determine the probability measure
(PM) of one or more random variables (RVs), based on a number of available
observations. Considering binary HT problems, it is assumed that this choice
is made out of two possible hypotheses, denoted the null hypothesis H0
and the alternative hypothesis H1. In this setting, two error events may
occur: An error of Type I, with probability αn (dependent on the number
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Figure 1. Collaborative Distributed Hypothesis Testing model.
of observations n), occurs when the alternative hypothesis H1 is declared
while H0 is true. Conversely, an error of Type II with probability βn, occurs
when H0 is declared despite H1 being true. Often, for fixed 0 <  < 1, the
goal is to find the optimal error exponent:
(1) E() := lim inf
n→∞ −
1
n
log βn() ,
for a constrained error probability of Type I: αn ≤ .
Let {Xi}∞i=1 be an independent and identically distributed (i.i.d) process,
commonly refereed to as a memoryless process, taking values in a countably
finite alphabet X equipped with probability measures P0 or P1 defined on
the measurable space (X ,BX ), where BX = 2X . Denote Xn = (X1, . . . , Xn)
the finite block of the process following the product measures Pn0 or P
n
1
on (X n,BXn). Let us denote by P(X ) the family of probability measures in
(X ,BX ), where for every µ ∈ P(X ), fµ(x) := dµdλ (x) = µ({x}) is a short-hand
for its probability mass function (pmf). The optimal error exponent for the
Type II error probability of the binary HT problem is well-known and given
by Stein’s Lemma (see e.g., [15, 7]) to be:
(2) E() = D(P0||P1) , ∀ 0 <  < 1
where P0 and P1 are the probability measures implied by hypotheses H0
and H1, respectively, and D(·||·) is the Kullback-Leiber divergence satisfying
P0  P1. The optimal exponential rate of decay of the error probability of
Type II does not depend on the specific constraint over the error probability
of Type I. This property is referred to as strong unfeasibility.
In many scenarios, the realizations of different parts of a random process
are available at different physical locations (with different statisticians) in
the system (see Fig. 1). Assuming that exchanging data between the statisti-
cians is possible but costly, a new question arises –for a given constraint over
the total amount of data exchange between the nodes, what is the optimal
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error exponent to the error probability of Type II, under a fixed constraint
over the error probability of Type I? In this paper, we compose together two
stories. One is from statistics concerning binary HT originating in the works
of Wald [24, 25]. The other story is from information theory concerning the
case of unidirectional data exchanges where only one statistician can share
information with the other one due to [2, 11]. We focus on bidirectional col-
laborative binary HT problem. It is assumed that the available resources for
interaction can be divided between the statisticians in any way that would
benefit performance, and that without loss of generality no importance is
given to the location at which the decision is made – as the decision can
always be transmitted with sub-exponential resources. First, we concentrate
on a special case where only one “round of interaction” (only a query and its
reply) is allowed between the statisticians, i.e., a decision is made after each
statistician communicates one statistics, which will be commonly referred
to as a message. This scenario was first studied in [26] for a special case
called testing against independence. While the scenario studied in this paper
borrows ideas from [26], the mathematical tools are fundamentally different
since these rely on the method of types [8], as it was the case to deal with
general hypothesis in [11]. We then extend our result for any finite number
of interaction rounds, before showing that this new result for general hy-
potheses implies the special case of testing against independence, for which
optimality is proven via an unfeasibility property.
The remainder of this paper is organized as follows. We finish this in-
troduction with a short summary of related results, before presenting the
considered statistical model in Section 2. In Section 3, we present and prove
our first result, being a feasible error exponent for the case of general hy-
potheses and interactive exchanges, under the assumption of a single com-
munication round. Section 4 extends this result to any finite number of in-
teraction rounds. In Section 5, we revisit the special case of testing against
independence and show that the known exponent for this case is indeed fea-
sible through our general exponent result. Then, we show an unfeasibility
property (thus proving optimality, at least in a “weak” sense) for the case
of a single communication round. In Section 6, we give the optimal error
exponent when communication is constrained to be of zero rate, meaning
that the sizes of the codebooks grows sub-exponentially with the number of
observations n.
1.1. Summary of related works. Some of the first contributions on binary
HT are due to Wald [24, 25] where an optimal course of action is given by
which a sequential probability ration test (SPRT) is used. It was shown that
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the expected number of observations required to reach a conclusion is lower
than by any other approach, when a similar constraint over the probabilities
of error is enforced. Stein’s Lemma takes an information-theoretic form since
by considering the limit where the number of observations n → ∞, it is
shown that the optimal error exponent for the error probability of Type II,
under any fixed constraint over the error probability of Type I, is given by
the KL divergence. Later [5] proves an important property by which when
αn ≡ exp(−nc) → 0 as n → ∞, then βn → 0 or βn → 1, exponentially
depending on the rate of decay c > 0.
Among the first works that started enforcing constraints on the basic HT
problem, which are independent from the statistical nature of the data, are
references [6, 12]. The single-variable HT is considered, and the enforced
constraint is related to the memory of the system, rather than to commu-
nication between different locations. It is assumed that a realistic system
cannot hold a large number of observations for future use, and thus at each
step a function must be used that would best encapsulate the “knowledge”
gained from the new observation, combined with the compressed represen-
tation of previous observations. This problem was then revisited in [27, 4],
which are motivated by new scenarios in which memory efficiency is an im-
portant aspect, such as satellite communication systems. [4] focuses on the
case where both probabilities of error simultaneously decay to zero.
Distributed HT with communication constraints was the focus of the sem-
inal works [2, 11]. Both of them investigated binary decisions in presence of
a helper, i.e., unidirectional communication, and propose a feasible error
exponent for βn while enforcing a strict constraint over αn. Although both
of these approaches achieve optimality for the case of testing against in-
dependence, where it is assumed that under the alternative hypothesis H1
the samples from (X,Y ) are independent with the same marginal measures
implied by H0, optimal results for the case of general hypotheses remain al-
lusive until this day. Improving these results by using further randomization
of the codebooks, referred to “random binning”, was first briefly suggested
in [22] and analyzed thoroughly in [14]. In [1] a similar scenario is consid-
ered for parameter estimation with unidirectional communication. This is a
generalization of the binary HT problem where the mean square-error loss
was considered instead of exponential decay of the error probability.
A special case referred to as HT under “complete data compression” was
studied in [11]. In this case, it is assumed that node A is allowed to communi-
cate with node B by sending only one bit of information. A feasible scheme
was proposed and its optimality proved. The much broader scenario, by
which codebooks are allowed to grow with n, but not exponentially fast,
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was studied in [21]. Interestingly, it was shown that this scenario does not
offer any advantage, with relation to complete data compression. This set-
ting, referred to as zero-rate communication, was recently revisited in [28]
where both αn and βn are required to decrease exponentially with n.
Interactive communication was considered for the problem of distributed
binary HT within the framework of testing against independence in [26]. In
the present paper, we further study this problem in the framework of general
hypotheses, as well as revisit the special case of testing against independence
via a strong unfeasibility proof. Other works in recent years evolve the prob-
lem of HT in many different directions. Two interesting examples are [17]
(see references therein), which assumes a tighter control by the statistician
throughout the process, allowing him to choose and evaluate the testing
procedure through past information, and [18] which investigates HT in the
framework of quantum statistical models.
2. Statistical Model and Preliminaries.
2.1. Notation. We use upper-case letters to denote random variables
(RVs) and lower-case letters to denote realizations of RVs. Vectors are de-
noted by boldface letters, with their length as a superscript, emitted when
it is clear from the context. Sets, including alphabets of RVs, are denoted
by calligraphic letters. Throughout this paper we assume all RVs have an
alphabet of finite cardinality. PX ∈ P(X ) denotes a probability measure
(PM) for the RV X ∈ P(X ) defined on the measurable space (X ,BX ),
that belongs to the set of all possible PMs over X ; X −
− Y −
− Z denotes
that X, Y and Z form a Markov chain. We shall use tools from informa-
tion theory. Notations generally comply with the ones introduced in [8].
Thus, for a RV X, distributed by X ∼ PX(x), the entropy is defined to be
H(X) = H(P ) := − ∑
x∈X
PX(x) logPX(x). Similarly, the conditional entropy :
H(Y |X) = H(V |P ) := −
∑
x∈X
∑
y∈X
PX(x)V (y|x) log V (y|x)
for a stochastic mapping V : X 7→ P(Y). The conditional Kullback-Leiber
(KL) divergence between two stochastic mappings PY |X : X 7→ P(Y) and
QY |X : X 7→ P(Y), is:
(3) D(PY |X‖QY |X |PX) :=
∑
x∈X
∑
y∈Y
PX(x)PY |X(y|x) log
PY |X(y|x)
QY |X(y|x)
,
satisfying that PY |X  QY |X a.e. wrt PX . For any two RVs, X and Y ,
whose measure is controlled by XY ∼ PXY (x, y) = PX(x)PY |X(y|x), the
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following is defined to be the mutual information between them: I(X;Y ) :=
D(PXY ‖PXPY ). Given a vector x = (x1, . . . , xn) ∈ X n, let N(a|x) be the
counting measure, i.e., the number of times the letter a ∈ X appears in the
vector X. The type of the vector x, denoted by Qx, is defined through its
empirical measure: Qx(a) = n
−1N(a|x) with a ∈ X . Pn(X ) denotes the set
of all possible types (or empirical measures) of length n over X . We use
type variables of the form X(n) ∈ Pn(X ) to denote a RV with a probability
measure identical to the empirical measure induced by x. The set of all
vectors x that share this type is denoted by T (Qx) = T[Qx]. Main definitions
of δ-typical sets and some of their properties, are given in Appendix A. All
exponents and logarithms are assumed to be of base 2.
2.2. Statistical model and problem statement. In a system comprising
two statisticians, as depicted in Fig. 1, each of them is assumed to observe
the i.i.d. realizations of one random variable. Let XnY n = (X1, Y1), . . . ,
(Xn, Yn) be independent random variables in (X n × Yn,BXn×Yn) that are
jointly distributed in one of two ways, denoted by hypothesis 0 and 1, with
probability measures as follows:
(4)
{
H0 : PXY (x, y) , ∀ (x, y) ∈ X × Y ,
H1 : PX¯Y¯ (x, y) , ∀ (x, y) ∈ X × Y .
Communication between the two statisticians is assumed to be done in
rounds, with node A starting the interaction. These interactions are lim-
ited, however, by a total (exponential) rate R bits per symbol. That is, if
each of the nodes sees n realizations, the total amount of bits allowed to
exchange data between the nodes before the decision is made is exp(nR).
The data exchange is assumed to be perfect, meaning that within the rate
limit no errors are introduced by the communication. It is assumed that the
total rate can be distributed by the two statisticians in any way that is ben-
eficial to performance. Moreover, we assume that it does not matter where
the decision is finally made, as its transmission can be done at no cost.
As is the case in the standard centralized HT problem, we consider two
error events. An error of the Type I, with probability αn, occurs when H1
is declared despite H0 being true, while an error event of Type II, with
probability βn, is the opposite error event. The goal is to find the exponential
rate: − 1n log βn (n being the number of samples) s.t. βn → 0 as n→∞, while
fixed constraints are enforced on αn and the total exchange rate R.
Definition 1 (K-round collaborative HT). A K-round decision code
for the two node collaborative hypothesis testing system, when each of the
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statisticians is allowed to observe Xn and Y n realizations of X and Y , re-
spectively, is defined by a sequence of encoders and a decision mapping:
f[k] : X n ×
k−1∏
i=1
{1, . . . , |g[i]|} −→ {1, . . . , |f[k]|} , k = [1 : K](5)
g[k] : Yn ×
k∏
i=1
{1, . . . , |f[i]|} −→ {1, . . . , |g[k]|} , k = [1 : K](6)
φ : X n ×
K∏
i=1
{1, . . . , |g[i]|} −→ {0, 1} ,(7)
where f[k] and g[k] are encoder mappings with image sizes satisfying log |f[i]| ≡
O(n) and log |g[i]| ≡ O(n), respectively, while φ is the decision mapping. The
corresponding Type I and II error probabilities are given by
αn(R |K) := Pr
[
φ
(
Xn, g[1:K]
)
= 1 |XnY n ∼ PXY
]
,(8)
βn(R |K) := Pr
[
φ
(
Xn, g[1:K]
)
= 0 |XnY n ∼ PX¯Y¯
]
.(9)
An exponent E to the error probability of Type II, constrained to an error
probability of Type I to be below  > 0 and a total exchange rate R, is said
to be feasible, if for any ε > 0 there exists a code satisfying:
− 1
n
log βn(R,  |K) ≥ E − ε ,(10)
1
n
K∑
k=1
log
(|g[k]||f[k]|) ≤ R+ ε , αn(R |K) ≤  ,(11)
provided that n is large enough. The supremum of all feasible exponents for
given (R, ) is defined to be the optimal error exponent.
3. Collaborative Hypothesis Testing with One Round. In this
section, we present and prove a feasible error exponent − 1n log βn(R,  |K =
1) to the error probability of Type II, under any fixed constraint  > 0 on
the error probability of Type I for a total exchange rate R. Here, we only
consider one round of exchange whereby each of the nodes exchanges one
statistics (or message) before a decision is made. The extension to the case
with multiple exchanging rounds is relegated to the next section.
Proposition 1 (Sufficient conditions for one round of interaction). Let
S (R) ⊂ P(U × V) and L (U, V ) ⊂ P(U × V × X × Y) denote the sets of
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probability measures defined in terms of corresponding RVs:
S (R) :=
{
UV : I(U ;X) + I(V ;Y |U) ≤ R(12)
U −
−X −
− Y , V −
− (U, Y )−
−X , |U|, |V| < +∞} ,
L (U, V ) :=
{
U˜ V˜ X˜Y˜ : PU˜ V˜ X˜ = PUV X , PU˜ V˜ Y˜ = PUV Y
}
.(13)
A feasible error exponent to the error probability of Type II, when the total
exchange rate is R (bits per sample), is given by
lim
→0
lim inf
n→∞ −
1
n
log βn(R,  |K = 1) ≥(14)
max
UV ∈S (R)
min
U˜ V˜ X˜Y˜ ∈L (U,V )
D(PU˜ V˜ X˜Y˜ ||PU¯ V¯ X¯Y¯ ) .
Proof. We start by describing the random construction of codebooks, as
well as encoding and decision functions. By analyzing the asymptotic prop-
erties of such decision systems, we aim at implying a feasibility (existence)
result of interactive functions and decision regions that satisfy, for any given
, ε > 0, the following inequalities:
1
n
log
(|f[1]||g[1]|) ≤ I(U ;X) + I(V ;Y |U) + ε , αn(R |K = 1) ≤  ,(15)
− 1
n
log βn(R,  |K = 1) ≥ min
U˜ V˜ X˜Y˜ ∈L (U,V )
D(PU˜ V˜ X˜Y˜ ||PU¯ V¯ X¯Y¯ )− ε ,(16)
provided that n is large enough and for any given pair of random variables
(U, V ) ∈ S (R), where |f[1]| and |g[1]| denote the number of codewords in
the codebooks1 used for interaction.
Codebook generation. Without loss of generality, we assume that node A is
the first to communicate. Fix a conditional probability PUV |XY (u, v|x, y) =
PU |X(u|x)PV |UY (v|u, y) that attains the maximum in Proposition 1. Let
PU (u) ≡
∑
x∈X
PU |X(u|x)PX(x) , PV |U (v|u) ≡
∑
y∈Y
PV |UY (v|u, y)PY (y).
For this choice of RVs, set the rates (RU , RV ) to be
I(U ;X) + (δ) := RU , I(V ;Y |U) + (δ′) := RV
with (δ) → 0 as δ → 0. By the definition of the set S (R), it is clear
that RU +RV ≤ R+ (δ) + (δ′). Randomly and independently draw 2nRU
1Note that feasibility is defined in the information-theoretic sense which implies the
random existence of interactive and decision functions with desired properties.
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sequences u = (u1, . . . , un), each according to
∏n
i=1 PU (ui). Index these
sequences by mU ∈ [1 : MU := 2nRU ] to form the random codebook Cu :={
u(mU ) : mU ∈ [1 : MU ]
}
. As a second step, for each word u ∈ Cu,
build a codebook Cv(mU ) by randomly and independently drawing 2nRV
sequences v, each according to
∏n
i=1 PV |U (vi|ui(mU )). Index these sequences
by mV ∈ [1 : MV := 2nRV ] to form the collection of codebooks Cv(mU ) :={
v(mU ,mV ) : mV ∈ [1 : MV ]
}
for mU ∈ [1 : MU ].
Encoding and decision mappings. Given a sequence x, node A searches
in the codebook Cu for an index mU such that (u(mU ),x) ∈ T n[UX]δ (note
that this notation denotes the δ-typical set with relation to the probability
measure implied by H0). If no such index is found, node A declares H1. If
more than one sequence is found, node A chooses one at random. Node A
then communicates the chosen index mU to node B, using a portion RU
bits of the available exchange rate. Upon receiving the index mU , node B
checks if (u(mU ),y) ∈ T n[UY ]δ′ . If not, node B declares H1. If the received
sequence u and y (the observed sequence at node B) are jointly typical,
node B looks in the specific codebook Cv(mU ), for an index mV such that(
u(mU ),v(mU ,mV ),y
) ∈ T n[UV Y ]δ′ . If such an index is not found, node B de-
claresH1. If node B finds more than one such index, it chooses one of them at
random. NodeB then transmits the chosen indexmV to node A. Upon recep-
tion of the index mV , node A checks if
(
u(mU ),v(mU ,mV ),x
) ∈ T n[UV X]δ′′ .
If so, it declares H0 and otherwise, it declares H1. The relation between
δ, δ′ and δ′′ can be deducted from Lemma 5. It is, however, important to
emphasize that δ′(δ)→ 0 as δ → 0, and δ′′(δ′)→ 0 as δ′ → 0 with n→∞.
Analysis of αn (Type I). The analysis of αn is identical to the one proposed
in [26], for the case of testing against independence. We give here a short
summary of the analysis available in [26]. Assuming that the measure that
controls X and Y is PXY , and denoting the chosen indices at nodes A and
B by mU and mV respectively, the error probability of the Type I can be
expressed as follows
(17) αn ≡ Pr(E1 ∪ E2 ∪ E3) ≤ Pr(E1) + Pr(Ec1 ∩ E2) + Pr(Ec1 ∩ Ec2 ∩ E3) ,
where E1, E2 and E3 represent the following error events:
E1 ≡
{
(U(mU ),X) /∈ T n[UX]δ ∀mU ∈ [1 : MU ]
}
,(18)
E2 ≡
{
(V(mU ,mV ),U(mU ),Y) /∈ T n[V UY ]δ′ ∀mV ∈ [1 : MV ](19)
and the specific mU selected at node A
}
,
E3 ≡
{
(V(mU ,mV ),U(mU ),X) /∈ T n[V UX]δ′′ ,(20)
for the specific mU and mV previously chosen
}
.
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Analyzing each of the probabilities in (17) separately, Pr(E1) → 0 as n →
∞ by the covering lemma [10], provided that RU ≥ I(U ;X) + (δ), with
(δ) → 0 as δ → 0. Pr(Ec1 ∩ E2) → 0 when n → ∞ by the conditional
typicality lemma [10], in addition to the covering lemma, provided that RV ≥
I(V ;Y |U)+(δ′). Finally, the third term in (17) can be shown to tend to zero
through the use of the Markov lemma (see Lemma 6), as well as Lemma 4
and Lemma 5 in Appendix A. Thus, as all three components tend to zero
with large n, we may conclude that αn ≤  for any constraint 0 <  < 1 and
n large enough.
Analysis of βn (Type II). The error probability of Type II is defined by
(21) βn(R,  |K = 1) ≡ Pr
(
decide H0|XY ∼ PX¯Y¯
)
.
Thus, we assume that PX¯Y¯ controls the measure of the observed RVs through-
out this analysis. We use similar methods to what was done in [11], although
we choose to work with random codebooks. The influence of this choice is
on the analysis of αn only, as seen above, and not on βn.
For a given pair of sequences (x,y) with type variablesX(n)Y (n) ∈ Pn(X×
Y), we count all possible events that lead to an error. We notice first, that
given a pair of vectors (x,y) ∈ X n × Yn the probability that these vectors
will be the result of n i.i.d. draws, according to the measure implied by H1,
is given by Lemma 4 to be:
(22)
Pr{X¯nY¯ n = (x,y)} = exp
[
−n
(
H(X(n)Y (n)) +D(X(n)Y (n)||X¯Y¯ )
)]
,
where X(n)Y (n) ∈ Pn(X ×Y) are the type variables of the realizations (x,y)
(see Appendix A). For each pair of codewords ui ∈ Cu and vij ∈ Cv(i), we
define the set:
(23) Sij(x) := {ui} × {vij} × Gij × {x} ,
where Gij ⊆ Yn is the set of all vectors y that, given the received message ui,
will result in the message vij being transmitted back to node A. Denoting by
Kij(x) the number of elements (ui,vij ,x,y) ∈ Sij(x) whose type variables
coincide with U (n)V (n)X(n)Y (n), we have by Lemma 3 that:
(24) Kij(x) ≤ exp
[
nH(Y (n)|U (n)V (n)X(n))
]
.
Let K(U (n)V (n)X(n)Y (n)) denote the number of all elements:
(u,v,x,y) ∈ Sn :=
MU⋃
i=1
MV⋃
j=1
⋃
x∈T n
[X|uivij ]δ′′
Sij(x)
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that have type variable U (n)V (n)X(n)Y (n) ∈ Pn(U × V × X × Y), then
(25)
K(U (n)V (n)X(n)Y (n)) ≤
MU∑
i=1
MV∑
j=1
exp
[
nH(Y (n)|U (n)V (n)X(n))
]∣∣T n[X|uivi,j ]δ′′ ∣∣
≤ exp
[
n
(
H(Y (n)|U (n)V (n)X(n))
+ I(U ;X) + I(V ;Y |U) +H(X|UV ) + µn
)]
,
where MU and MV are the sizes of the codebooks Cu and Cv(·). The first
and second additional terms in the final expression come from the size of the
codebooks and the third is a bound over the size of the delta-typical set (see
Lemma 7). The resulting sequence µn is a function of δ, δ
′, δ′′ that complies
with µn → 0 as n→∞. The error probability of Type II satisfies:
(26)
βn(R,  |K = 1) ≤
∑
U(n)V (n)X(n)Y (n)∈Sn
exp
[
−n
(
k(U (n)V (n)X(n)Y (n))− µn
)]
,
where the function k(U (n)V (n)X(n)Y (n)) is defined by
(27)
k(U (n)V (n)X(n)Y (n)) := H(X(n)Y (n)) +D(X(n)Y (n)||X¯Y¯ )
−H(Y (n)|U (n)V (n)X(n))−H(X|UV )
− I(U ;X)− I(V ;Y |U) .
We deliberately made an abuse of notation in (26) to indicate that the
sum is taken over all possible type-variables U (n)V (n)X(n)Y (n) ∈ Pn(U×V×
X×Y) formed by empirical probability measures from elements (u,v,x,y) ∈
Sn.
From the construction of Sn, it is clear that if (u,v,x,y) ∈ Sn, then at
least (u,v,x) ∈ T n[UV X]δ′′ and (u,v,y) ∈ T
n
[UV Y ]δ′
. Thus, the summation in
(26) is only over all types satisfying:
(28)
|PU(n)V (n)X(n)(u, v, x)− PUV X(u, v, x)| ≤ δ′′ ,
|PU(n)V (n)Y (n)(u, v, y)− PUV Y (u, v, y)| ≤ δ′ ,
for all (u, v, x) ∈ supp(PUV X) and (u, v, y) ∈ supp(PUV Y ). In addition, it
follows by Lemma 2 from the total number of types of length n that:
(29)
βn(R,  |K = 1) ≤ (n+ 1)|U||V||X ||Y|
× max
U(n)V (n)X(n)Y (n)∈Sn
exp
[
−n
(
k(U (n)V (n)X(n)Y (n))− µn
)]
.
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By (28) and the continuity of the entropy function as well as the KL diver-
gence, we can conclude that
k(U (n)V (n)X(n)Y (n)) = H(X˜Y˜ ) +D(X˜Y˜ ||X¯Y¯ )−H(Y˜ |U˜ V˜ X˜)(30)
−H(X˜|U˜ V˜ )− I(U˜ ; X˜)− I(V˜ ; Y˜ |U˜) + µ′n ,
with U˜ V˜ X˜Y˜ ∈ L (U, V ) and µ′n → 0 when n→∞. We can further simplify
the expression of k(U (n)V (n)X(n)Y (n)) by observing that:
k(U (n)V (n)X(n)Y (n)) = H(X˜Y˜ ) +D(X˜Y˜ ||X¯Y¯ )−H(Y˜ |U˜ V˜ X˜)
(31)
−H(X˜|U˜ V˜ )− I(U˜ ; X˜)− I(V˜ ; Y˜ |U˜) + µ′n
= H(X˜Y˜ ) +D(X˜Y˜ ||X¯Y¯ )−H(X˜Y˜ |U˜ V˜ )− I(U˜ ; X˜)− I(V˜ ; Y˜ |U˜) + µ′n
= I(X˜Y˜ ; U˜ V˜ ) +D(X˜Y˜ ||X¯Y¯ )− I(U˜ ; X˜)− I(V˜ ; Y˜ |U˜) + µ′n
= I(X˜Y˜ ; U˜) + I(X˜Y˜ ; V˜ |U˜) +D(X˜Y˜ ||X¯Y¯ )− I(U˜ ; X˜)− I(V˜ ; Y˜ |U˜) + µ′n
(a)
= D(U˜X˜Y˜ ||U¯X¯Y¯ ) + I(X˜Y˜ ; V˜ |U˜)− I(Y˜ ; V˜ |U˜) + µ′n
= D(U˜X˜Y˜ ||U¯X¯Y¯ ) + I(X˜; V˜ |U˜ Y˜ ) + µ′n ,
where equality (a) stems from the identity [11]:
I(X˜Y˜ ; U˜) +D(X˜Y˜ ||X¯Y¯ )− I(U˜ ; X˜) = I(U˜ ; Y˜ |X˜) +D(X˜Y˜ ||X¯Y¯ )(32)
= D(U˜X˜Y˜ ||U¯X¯Y¯ ) ,
which holds the case on unidirectional communication. Note that the fol-
lowing Markov chain: X −
− (U, Y )−
− V holds under both hypotheses (i.e.,
the same chain can be written with a bar over all variables), but not for the
auxiliary RVs, marked with a tilde.
Finally, we conclude our development of k(U (n)V (n)X(n)Y (n)) as follows:
k(U (n)V (n)X(n)Y (n)) = D(U˜X˜Y˜ ||U¯X¯Y¯ ) + I(X˜; V˜ |U˜ Y˜ ) + µ′n
(33)
=
∑
∀(u,v,x,y)
PU˜ V˜ X˜Y˜ (u, v, x, y)×
× log
(
PU˜X˜Y˜ (u, x, y)
PU¯X¯Y¯ (u, x, y)
PX˜V˜ |U˜ Y˜ (x, v|u, y)
PX˜|U˜ Y˜ (x|u, y)PV˜ |U˜ Y˜ (v|u, y)
)
+ µ′n
(b)
=
∑
∀(u,v,x,y)
PU˜ V˜ X˜Y˜ (u, v, x, y) log
(
PU˜ V˜ X˜Y˜ (u, v, x, y)
PU¯X¯Y¯ (u, x, y)PV¯ |U¯ Y¯ (v|u, y)
)
+ µ′n
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=
∑
∀(u,v,x,y)
PU˜ V˜ X˜Y˜ (u, v, x, y) log
(
PU˜ V˜ X˜Y˜ (u, v, x, y)
PU¯ V¯ X¯Y¯ (u, v, x, y)
)
+ µ′n
= D(U˜ V˜ X˜Y˜ ||U¯ V¯ X¯Y¯ ) + µ′n ,
where the sums are over the supp(PU˜ V˜ X˜Y˜ ); and (b) is due to the definition
of the set L (U, V ) that implies PV˜ |U˜ Y˜ (v|u, y) = PV |UY (v|u, y). In addition,
as coding (at each side) is performed before a decision is made, it is clear it
is done in the same way under both hypotheses. Thus, while PUV Y (u, v, y) 6=
PU¯ V¯ Y¯ (u, v, y), it is true that PV¯ |U¯ Y¯ (v|u, y) = PV |UY (v|u, y) = PV˜ |U˜ Y˜ (v|u, y).
As µn, µ
′
n are arbitrarily small, as a function of the choices of δ and δ
′
provided that n is large enough, this concludes the proof of Proposition 1.
4. Collaborative Hypothesis Testing with Multiple Rounds. We
now allow the statisticians to exchange data over an arbitrary but finite
number of exchange rounds, and investigate the extension of Proposition 1
to this more general case. The corresponding result is stated below.
Proposition 2 (Sufficient conditions for K-rounds of interaction). Let
S (R) and L
(
U[1:K], V[1:K]
)
denote the sets of probability measures defined
in terms of corresponding RVs:
S (R) :=
{
U[1:K]V[1:K] : R ≥
K∑
k=1
[
I(X;U[k]|U[1:k−1]V[1:k−1])(34)
+ I(Y ;V[k]|U[1:k−1]V[1:k−2])
]
,
U[k] −
− (X,U[1:k−1], V[1:k−1])−
− Y , |U[k]| < +∞ ,
V[k] −
− (Y,U[1:k], V[1:k−1])−
−X , |V[k]| < +∞ ,∀ k ∈ [1 : K]} ,
L
(
U[1:K], V[1:K]
)
:=
{
U˜[1:K]V˜[1:K]X˜Y˜ :(35)
PU˜[1:K]V˜[1:K]X˜ = PU[1:K]V[1:K]X , PU˜[1:K]V˜[1:K]Y˜ = PU[1:K]V[1:K]Y
}
,
where U[1:k] := (U[1], . . . , U[k]) and V[1:k] := (V[1], . . . , V[k]) represent the ex-
changed data between nodes A and B until round k. A feasible error exponent
to the error probability of Type II, when the total (over K-rounds) exchange
rate is R (bits per sample), is given by
lim
→0
lim inf
n→∞ −
1
n
log βn(R, |K) ≥(36)
max
S (R)
min
L
(
U[1:K],V[1:K]
)D(PU˜[1:K]V˜[1:K]X˜Y˜ ∣∣∣∣PU¯[1:K]V¯[1:K]X¯Y¯ ) .
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This proposition is very clearly an extension of Proposition 1 to allow
multiple rounds of interaction. The implication of this result is as follows.
Given a limited budget of rate R for data exchange, which the nodes can
divide as they choose into any finite number of K exchange rounds, the gain
of interaction attained through the different characteristics of the underlying
Markov process between the RVs comes at no cost in terms of the form of
the expression for the error exponent.
Proof of Proposition 2. The proof of this proposition is very similar
to the one presented above for Proposition 1. Codebook construction, as
well as encoding and decision mappings remain similar. At each round, a
codebook is built based on any possible combination of the previous mes-
sages. Given previous messages, each node chooses a message in the relevant
codebook and communicates its index to the other statistician. The process
continues until a message cannot be found, which is jointly typical with
all previous messages as well as the observed sequence, in which case H1
is declared. Otherwise, until the end of round K in which case H0 is de-
clared, provided that all the messages are jointly typical with the observed
sequence. We next provide a sketch of the proof to this simple extension.
The analysis of αn applies similarly to the previous case, as long as a finite
number of rounds is considered. Regarding the analysis of βn, the following
important changes are needed:
• The set Sij(x) is now defined by using all exchanged messages:
(37)
Sij(x) := {u[1],i1}×{v[1],i1j1}×· · ·×{u[K],iK}×{v[K],iKjK}×Gij×{x} ,
where (i, j) := (i1, j1), . . . , (iK , jK) and u[k],ik is the ik-th message in
the codebook Cu[k] , similarly for the other random variables.
• Similarly, Sn is now defined by the union over the codewords of all
auxiliary RVs.
• The bound over Kij (analogues to expression (24) before) writes:
(38) Kij(x) ≤ exp
[
nH
(
Y (n)|U (n)[1:K]V
(n)
[1:K]X
(n)
)]
.
• Finally,K(U (n)[1:K]V (n)[1:K]X(n)Y (n)), i.e., see (25), is now calculated through
the summation over the codebooks of all messages, considering the car-
dinality of the conditional set:
∣∣T n[X|u[1:K],iv[1:K],ij]δ ∣∣.
• As more steps are performed, each of which requires encoding, we also
need to define new δ’s for each of these steps. We refrain from this for
the sake of readability, as all of these δ’s go to 0 together, as was seen
in the case of a single round.
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Considering these differences, after k rounds of interactions, k
(
U
(n)
[1:k]V
(n)
[1:k]
)
can be shown to be equal to (e.g. see (27)):
k
(
U
(n)
[1:k]V
(n)
[1:k]
)
= D(PU˜[1:k−1]V˜[1:k−1]X˜Y˜ ||PU¯[1:k−1]V¯[1:k−1]X¯Y¯ )(39)
+ I(Y˜ ; U˜[k]|U˜[1:k−1]V˜[1:k−1]X˜) + I(X˜; V˜[k]|U˜[1:k]V˜[1:k−1]Y˜ ) + µ′n .
By continuing in the same manner as in (33), we show:
k
(
U
(n)
[1:k]V
(n)
[1:k]
)− µ′n = ∑
∀
PU˜[1:k−1]V˜[1:k−1]X˜Y˜ log
PU˜[1:k−1]V˜[1:k−1]X˜Y˜
PU¯[1:k−1]V¯[1:k−1]X¯Y¯
+
∑
∀
PU˜[1:k]V˜[1:k−1]X˜Y˜ log
PU˜[k]Y˜ |U˜[1:k−1]V˜[1:k−1]X˜
PU˜[k]|U˜[1:k−1]V˜[1:k−1]X˜PY˜ |U˜[1:k−1]V˜[1:k−1]X˜
+
∑
∀
PU˜[1:k]V˜[1:k]X˜Y˜ log
PV˜[k]X˜|U˜[1:k]V˜[1:k−1]Y˜
PV˜[k]|U˜[1:k]V˜[1:k−1]Y˜ PX˜|U˜[1:k]V˜[1:k−1]Y˜
=
∑
∀
PU˜[1:k]V˜[1:k]X˜Y˜ log
[
PU˜[1:k]V˜[1:k]X˜Y˜
PU¯[1:k−1]V¯[1:k−1]X¯Y¯ PU˜[k]|U˜[1:k−1]V˜[1:k−1]X˜PV˜[k]|U˜[1:k]V˜[1:k−1]Y˜
]
(c)
=
∑
∀
PU˜[1:k]V˜[1:k]X˜Y˜ log
[
PU˜[1:k]V˜[1:k]X˜Y˜
PU¯[1:k−1]V¯[1:k−1]X¯Y¯ PU¯[k]|U¯[1:k−1]V¯[1:k−1]X¯PV¯[k]|U¯[1:k]V¯[1:k−1]Y¯
]
=
∑
∀
PU˜[1:k]V˜[1:k]X˜Y˜ log
[
PU˜[1:k]V˜[1:k]X˜Y˜
PU¯[1:k]V¯[1:k]X¯Y¯
]
= D(PU˜[1:k]V˜[1:k]X˜Y˜ ||PU¯[1:k]V¯[1:k]X¯Y¯ ) ,
where all sums are over all the alphabets of the relevant RVs. Here, (c), much
like in the case of single-round exchange above, is due to the definition of the
set L (U[1:k], V[1:k]) and to the fact that encoding occurs without knowledge
of the PM controlling the RVs, and thus behaves the same under each of the
hypotheses. Thus,
PU˜[k]|U˜[1:k−1]V˜[1:k−1]X˜ = PU[k]|U[1:k−1]V[1:k−1]X = PU¯[k]|U¯[1:k−1]V¯[1:k−1]X¯ ,
and similarly for the messages V[k] at node B. Pursuing this until round K,
the proposition is proved.
Remark 1. For reasons of brevity and clarity, we chose in this paper to
concentrate on scenarios where the interactions begins and ends at node A.
However, it is easy to see that this does not necessarily need to be the case.
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The process could start or end at node B, implying that the final round of
exchange is in fact only half of a round, without any significant changes to
the theory or our proofs.
5. Collaborative Testing Against Independence. We now concen-
trate on the special problem of testing against independence, where it is
assumed that under H1 the n observed samples of the RVs (X,Y ) defined
on (X × Y,BX×Y) are distributed according to a product measure:
(40)
{
H0 : PXY (x, y) ,∀ (x, y) ∈ X × Y ,
H1 : PX¯Y¯ (x, y) = PX(x)PY (y) , ∀ (x, y) ∈ X × Y ,
where PX(x) and PY (y) are the marginal probability measures implied by
PXY (x, y). Testing against independence was first studied, for a unidirec-
tional communication link [11] (see also [2]). It was shown that the optimal
rate of exponential decay to the error probability of Type II is:
lim inf
n→∞ −
1
n
log βn(R, |K = 1/2) =(41)
max
PU |X : X 7→ P(U)
s.t. I(U ;X) ≤ R
I(U ;Y ) , ∀ 0 <  < 1 ,
where R is the available exchange rate from node A to node B. Note that
much like the case of centralized HT, the optimal error exponent does not
depend on  and thus a strong unfeasibility (converse) result holds.
Testing against independence in a cooperative scenario was first studied
in [26], for the case of a single round of interaction. It was shown that a
feasible error exponent to the error probability of Type II is given by
(42) lim
→0
lim inf
n→∞ −
1
n
log βn(R, |K = 1) ≥ E(R)
subject to a total available exchange rate R, where:
(43) E(R) := max
PU |X : X 7→ P(U)
PV |UY : U × Y 7→ P(V)
s.t. I(U ;X) + I(V ;Y |U) ≤ R
[
I(U ;Y ) + I(V ;X|U)] .
While the proof of feasibility inspired the approach taken in Proposition 1
for general hypotheses, unfortunately, the auxiliary RVs identified in the
weak unfeasibility proof in [26] do not match the required Markov chains
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to lead to a feasible exponent (the reader may refer to [23, 13] for further
details).
In this section, we revisit the problem of characterizing the reverse in-
equality in (42). We prove a weak unfeasibility result, determining necessary
and sufficient conditions to the optimality of the error exponent (43) satis-
fying αn ≤  for any 0 <  < 1 (i.e., we prove that the exponent in (43) is
optimal in the case where we constrain αn to go to 0 with n). We first show
that Proposition 1 implies the feasibility part, i.e., inequality (42), and then
follow with a new proof for the unfeasibility (for  arbitrarily small) of any
higher exponent.
Theorem 3 (Necessary and sufficient conditions for testing against inde-
pendence with K = 1). The optimal error exponent to the error probability
of Type II for testing against independence is given by
(44) lim
→0
lim inf
n→∞ −
1
n
log βn(R, |K = 1) := E(R) , ∀ 0 <  < 1 ,
where E(R) is defined in (43), and R denotes the available rate of interaction
between the statisticians and  is the error probability of Type I.
Remark 2. In a similar manner to Theorem 3, a feasible error exponent
to the error probability of Type II with K rounds is given by
lim
→0
lim inf
n→∞ −
1
n
log βn(R, |K) ≥(45)
max
U[1:K]V[1:K]∈S (R)
K∑
k=1
[
I
(
U[k];Y |U[1:k−1]V[1:k−1]
)
+ I
(
V[k];X|U[1:k]V[1:k−1]
)]
.
The proof of the feasibility of (45) follows largely the same path as the one
for the feasibility part provided below for Theorem 3. However, for K > 1
our unfeasibility proof does not hold and this feasible exponent result may
not longer be optimal.
5.1. Proof of Theorem 3. We first enunciate and prove some preliminary
results from which the proof of Theorem 3 will easily follow.
Lemma 1 (Multi-letter representation for testing against independence
with K = 1 [26]). The error exponent to the error probability of Type II
for testing against independence with one round satisfies:
lim
→0
lim inf
n→∞ −
1
n
log βn(R,  |K = 1) ≤ 1
n
[
I(IA;Y
n) + I(IB;X
n|IA)
]
,(46)
R ≥ 1
n
[
I(IA;X
n) + I(IB;Y
n|IA)
]
,(47)
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where IA := f1(X
n) and IB := g1
(
f1(X
n), Y n
)
for any mappings (f1, g1), as
given in Defintion 1.
Proof. The proof follows [2, 26] and is given in Appendix C.
Proof of Theorem 3. We start showing the feasibility, followed by a
proof of the unfeasibility part.
Feasibility. In order to show the feasibility to the exponent (43) through
the general result stated in Proposition 1, it is convenient to use the form
of the last expression in (31):
lim inf
n→∞ −
1
n
log βn(R, |K = 1) ≥(48)
max
UV ∈S (R)
min
U˜ V˜ X˜Y˜ ∈L (U,V )
[
D(PU˜X˜Y˜ ||PU¯X¯Y¯ ) + I(X˜; V˜ |U˜ Y˜ )
]
.
We analyze each of these components separately:
(49)
D(PU˜X˜Y˜ ||PU¯X¯Y¯ )
(d)
= D(PU˜ Y˜ ||PU¯ Y¯ ) +D(PX˜|U˜ Y˜ ||PX¯|U¯ Y¯ |PU˜ Y˜ )
(e)
= I(U ;Y ) +D(PX˜|U˜ Y˜ ||PX¯|U¯ |PU˜ Y˜ )
= I(U ;Y ) +D(PX˜|U˜ Y˜ ||PX˜|U˜ |PU˜ Y˜ ) +D(PX˜|U˜ ||PX¯|U¯ |PU˜ )
(f)
≥ I(U ;Y ) +D(PX˜|U˜ Y˜ ||PX˜|U˜ |PU˜ Y˜ ) ,
where (d) is due to the chain rule and D(PX˜|U˜ Y˜ ||PX¯|U¯ Y¯ |PU˜ Y˜ ) is the con-
ditional KL-divergence; (e) stems from the assumption of testing against
independence, as well as the Markov chain U¯ −
− X¯ −
− Y¯ and the fact
that PU˜ Y˜ = PUY ; and (f) is due to the fact that the KL-divergence is
non-negative. To conclude the analysis, we note that:
D(PU˜X˜Y˜ ||PU¯X¯Y¯ ) ≥(50)
I(U ;Y ) +
∑
(u,x,y)∈U×X×Y
PU˜X˜Y˜ (u, x, y) log
(
PX˜|U˜ Y˜ (x|u, y)
PX˜|U˜ (x|u)
)
= I(U ;Y ) +
∑
(u,x,y)∈U×X×Y
PU˜X˜Y˜ (u, x, y) log
(
PX˜Y˜ |U˜ (x, y|u)
PX˜|U˜ (x|u)PY˜ |U˜ (y|u)
)
= I(U ;Y ) + I(X˜; Y˜ |U˜) .
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As for the second term in (48), we express it as follows:
(51) I(V˜ ; X˜|U˜ Y˜ ) = I(V˜ Y˜ ; X˜|U˜)− I(X˜; Y˜ |U˜) ≥ I(V˜ ; X˜|U˜)− I(X˜; Y˜ |U˜) .
This allows us to conclude through (48) that
(52)
lim inf
n→∞ −
1
n
log βn(R,  |K = 1) ≥ max
UV ∈S (R)
min
U˜ V˜ X˜Y˜ ∈L (U,V )
[
I(U ;Y ) + I(V˜ ; X˜|U˜)
]
= max
UV ∈S (R)
[I(U ;Y ) + I(V ;X|U)] ,
which completes the proof of feasibility through Proposition 1.
Weak unfeasibility. We are now ready to complete the proof of weak
unfeasibility (converse) to Theorem 3. From Lemma 1, it follows that:
lim
→0
lim inf
n→∞ −
1
n
log βn(R,  |K = 1)(53)
≤ lim sup
n→∞
1
n
[I(IA;Y
n) + I(IB;X
n|IA)] := lim sup
n→∞
∆n ,
where IA is the message sent from node A while IB is its reply from node
B. In order to derive a single-letter expression, we expand (53) as follows:
(54)
∆n
(g)
=
1
n
n∑
i=1
[
I(IA;Yi|Y ni+1) + I(IB;Xi|IAXi−1)
]
(h)
=
1
n
n∑
i=1
[
I(IAY
n
i+1;Yi) + I(IBY
n
i+1;Xi|IAXi−1)− I(Y ni+1;Xi|IAIBXi−1)
]
=
1
n
n∑
i=1
[
I(IAX
i−1Y ni+1;Yi)− I(Xi−1;Yi|IAY ni+1) + I(Y ni+1;Xi|IAXi−1)
+I(IB;Xi|IAXi−1Y ni+1)− I(Y ni+1;Xi|IAIBXi−1)
]
(i)
=
1
n
n∑
i=1
[
I(Uˆi;Yi) + I(Vi;Xi|Uˆi)− I(Y ni+1;Xi|IAIBXi−1)
]
,
where Xi denotes the first i samples and Xni = (Xi, . . . , Xn); (g) stems from
the chain rule and (h) from the assumed i.i.d. nature of the sources. In (i),
the following identity is used [9]:
(55)
n∑
i=1
I(Ai−1;Bi|C,Bni+1) =
n∑
i=1
I(Bni+1;Ai|C,Ai+1) ,
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where C can be arbitrarily dependent to the vectors A and B, as long as
it does not change with i, and the following auxiliary RVs are defined on
measurable spaces (Ui × Vi,BUi×Vi) by setting:
(56) Uˆi := (IA, X
i−1, Y ni+1) and Vi := IB , ∀ i = [1 : n] .
It is important to emphasize that the required Markov chains in (43) are
verified for each i = [1 : n] (see Appendix B). Let Q be a RV uniformly
distributed over [1 : n], then:
(57)
∆n ≤ I(UˆQ;YQ|Q) + I(VQ;XQ|UˆQ, Q)− 1
n
n∑
i=1
I(Y ni+1;Xi|IAIBXi−1)
= I(U ;Y ) + I(V ;X|U)− T ,
where U := (UˆQ, Q). We now bound the required rate, from the size of the
mappings, we have
(58) nR ≥ I(IA;Xn) + I(IB;Y nIA) ≥ I(IA;Xn) + I(IB;Y n|IA) .
For convenience, we analyze each of these terms separately:
(59)
I(IA;X
n)
(j)
=
n∑
i=1
I(IAX
i−1;Xi)
=
n∑
i=1
[
I(IAX
i−1Yi+1n ;Xi)− I(Y ni+1;Xi|IAXi−1)
]
,
where (j) is due to the i.i.d nature of samples. The second term writes as:
(60)
I(IB;Y
n|IA) =
n∑
i=1
[
I(IBX
i−1;Yi|IAY ni+1)− I(Xi−1;Yi|IAIBY ni+1)
]
=
n∑
i=1
[
I(Xi−1;Yi|IAY ni+1) + I(IB;Yi|IAXi−1Y ni+1)− I(Xi−1;Yi|IAIBY ni+1)
]
=
n∑
i=1
[
I(IB;Yi|IAXi−1Y ni+1) + I(Xi;Y ni+1|IAXi−1)− I(Xi−1;Yi|IAIBY ni+1)
]
,
where the final step is due to identity (55). These inequalities lead to
nR ≥
n∑
i=1
[
I(IAX
i−1Yi+1n ;Xi) + I(IB;Yi|IAXi−1Y ni+1)(61)
− I(Xi−1;Yi|IAIBY ni+1)
]
.
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Using the same definitions for the auxiliary RVs as above, this result can be
expressed as follows:
(62) R ≥ I(UˆQ;XQ|Q) + I(VQ;YQ|UˆQ, Q)− T ,
and thus, the following region is an outer bound:
(63)
{
∆n ≤ I(U ;Y ) + I(V ;X|U)− T ,
R ≥ I(U ;X) + I(V ;Y |U)− T ,
where (U, V ) are auxiliary RVs that respect the required Markov chains
in (43). It is left to show that (63) is equivalent or stricter than:
(64)
{
∆n ≤ I(U ;Y ) + I(V ;X|U) ,
R ≥ I(U ;X) + I(V ;Y |U) .
That is, all pairs (R,∆n) that are forbidden in the region in (63) are also
forbidden in (64). In order to do so we use Fourier-Motzkin elimination [20]
over T ≥ 0. By removing T , we get:
(65)
{
∆n ≤ I(U ;Y ) + I(V ;X|U) ,
R ≥ I(U ;X) + I(V ;Y |U)− I(U ;Y )− I(V ;X|U) + ∆n ,
and using the Markovian relations between the different RVs we obtain:
(66)
{
∆n ≤ I(U ;Y ) + I(V ;X|U) ,
R ≥ I(U ;X|Y ) + I(V ;Y |UX) + ∆n .
In order to show the equivalence between the two regions, we need to check
the extremal points. The point where ∆n = 0 is trivial, as R = 0 is optimal
under both regions. When checking ∆n = I(U ;Y ) + I(V ;X|U) we have:
R ≥ I(U ;X|Y ) + I(V ;Y |UX) + I(U ;Y ) + I(V ;X|U)(67)
= I(U ;X) + I(V ;Y |U) ,
which completes the proof of the weak unfeasibility.
Remark 3. We conjecture that in contrast to the unidirectional testing
problem [2], the strong unfeasibility property –implying that the error expo-
nent does not depend on – does not hold for the collaborative hypothesis
testing problem. A possible reason for this failure is that such a property
heavily relies on the Blowing Up lemma (see Lemma 9) which does not hold
conditioned on arbitrary probability events (e.g. the corresponding event in-
duced from the first information layer).
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6. Collaborative Hypothesis Testing with Zero Rate. We now
consider another special case of Proposition 2, whereby testing is done over
two general hypotheses, but the total exchange rate is zero. It is worth men-
tion that zero-rate does not mean that no information exchange is possible,
but rather that the size of the codebook grows slower than exponentially
with the blocklength n, as stated in the following proposition.
Theorem 4 (Necessary and sufficient conditions under zero-rate). Let
PXY and PX¯Y¯ be any probability measures such that supp(PX¯Y¯ ) = supp(PXY )
= X × Y. Assume the total exchange rate R = 0, that is:
(68)
K∑
k=1
log |f[k]|+
K∑
k=1
log |g[k]| ≡ o(n) ,
the optimal error exponent to the probability of Type II is given by
lim
n→∞−
1
n
log βn(R = 0,  |K) =(69)
min
X˜Y˜ ∈L0(X,Y )
D(PX˜Y˜ ‖PX¯Y¯ ) := E(R = 0) , ∀ 0 <  < 1 ,
where L0(X,Y ) :=
{
X˜Y˜ : PX˜ = PX , PY˜ = PY
}
.
It is worth mentioning that the same expression (69) was proven in [11] to
be feasible based on unidirectional one bit exchange, i.e., |f[1]| = 2, |g[1]| =
0. This observation implies that when zero-rate is enforced, not only data
exchanges do not help, but only one bit of exchange is enough. In addition,
note that this is a strong unfeasability result, as the optimal exponent for
βn is not dependent on the constraint  over the error probability of Type I.
Proof of Theorem 4. From the expression of the error exponent in (69),
it is clear that it is enough to show the result for K = 1, since it is feasible
with one round and the extension of the unfeasibility proof is straightfor-
ward. We start by proving the feasibility of the error exponent in (69) and
then, we prove the unfeasibility result using methods similar to the ones
in [21] for the case of a unidirectional exchanges.
Feasibility. As the error exponent in (69) is feasible with single-side ex-
change, we use Proposition 1 setting V = φ. Thus, a feasible error exponent
for zero-rate, as defined in Theorem 4:
(70) lim inf
n→∞ −
1
n
log βn(R = 0,  |K) ≥ max
S (R=0)
min
L (U,X,Y )
D(PU˜X˜Y˜ ||PU¯X¯Y¯ ) ,
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where S and L are the sets defined in Proposition 1. Using the chain rule
for KL divergence, this exponent can be bounded as follows:
(71)
max
S (R=0)
min
L (U,X,Y )
D(PU˜X˜Y˜ ||PU¯X¯Y¯ )
= max
S (R=0)
min
L (U,X,Y )
[
D(PX˜Y˜ ||PX¯Y¯ ) +D(PU˜ |X˜Y˜ ||PU¯ |X¯Y¯ |PX˜Y˜ )
]
= max
S (R=0)
min
L0(X,Y )
[
D(PX˜Y˜ ||PX¯Y¯ ) + minPU˜|X˜Y˜
D(PU˜ |X˜Y˜ ||PU¯ |X¯Y¯ |PX˜Y˜ )
]
≥ min
L0(X,Y )
D(PX˜Y˜ ||PX¯Y¯ ) .
Here, the minimum over PU˜ |X˜Y˜ is such that U˜X˜Y˜ ∈ L (U,X, Y ), and the
final inequality is due to the non-negativity of the KL divergence.
Strong unfeasibility. We now prove the optimality of Theorem 4, by
showing that the error exponent of βn(R = 0, ) does not depend on  ∈
(0, 1), and that (69) cannot be beaten. We follow a similar approach to [21],
which addressed this proof for the case of unidirectional exchanges.
Let f[1] : X n → {1, . . . , |f[1]|} and g[1] : Yn×{1, . . . , |f[1]|} → {1, . . . , |g[1]|}
be the encoding functions at nodeA andB, respectively, and let φ
(
Xn, g[1](Y
n,
f[1](X
n))
) ∈ {0, 1} be the decoding function at node A. Define sets:
Cij :=
{
x ∈ X n : f[1](x) = i and φ(x, j) = 0
}
, Ci :=
|f[1]|⋃
i=1
Cij ,
Fij :=
{
y ∈ Yn : g[1](y, i) = j
}
, (i, j) ∈ {1, . . . , |f[1]|} × {1, . . . , |g[1]|} .
Note that Cij (respectively, Fij) cannot be said to be pairwise disjoint in
X n (respectively, Yn) while the sets Ci are pairwise disjoint. Similarly, for
each index i0, the sets Fi0j are disjoint. The acceptance set of H0 can be
expressed by
(72) An :=
|f[1]|⋃
i=1
|g[1]|⋃
j=1
Cij ×Fij .
That is, if (x,y) ∈ An, φ
(
x, g[1](y, f[1](x))
)
= 0 and otherwise, the result is
H1. By the definition, P
n
XY (Acn) ≤ , or equivalently
(73) PnXY (An) = PnXY
|f[1]|⋃
i=1
|g[1]|⋃
j=1
Cij ×Fij
 > 1−  .
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Since the sets Bi :=
|g[1]|⋃
j=1
Cij ×Fij are disjoint, by relying on (73) and on the
size |f[1]|, there exists an index i0 such that
(74) PnXY
|g[1]|⋃
j=1
Ci0j ×Fi0j
 ≥ 1− |f[1]| .
As the sets Fi0j are disjoint, there exists an index j0 such that
(75) PnXY (Ci0j0 ×Fi0j0) ≥
1− 
|f[1]||g[1]|
.
Letting C ≡ Ci0j0 and F ≡ Fi0j0 , we rewrite this as:
(76) PnXY (C × F) ≥
1− 
|f[1]||g[1]|
≡ exp(−nδn) ,
with δn ≡ 1n log
(|f[1]||g[1]|) − 1n log(1 − ). As the log-function is mono-
tonic and both |f[1]| and |g[1]| are non-negative, expression (68) implies that
log |f[1]| = o(n) and log |g[1]| = o(n) and thus δn = o(1).
Having shown that there exist sets C and F , such that C × F ∈ An, and
the probability PXY (C × F) does not approach 0 exponentially with n, the
rest of the proof follows along the lines in [21]. For the sake of completeness,
this proof is completed in Appendix D.
APPENDIX A: TECHNICAL DEFINITIONS AND LEMMAS
In this appendix, we revise fundamental notions and properties of method
of types [8], which are extensively used through this paper.
Definition 2 (Types [9]). The type of a sequence x ∈ X n is the measure
PˆX on X defined by PˆX(a) := 1nN(a|x) , ∀a ∈ X , where N(a|x) is the
counting measure of the letter a in x. The joint type of a pair (x,y) ∈
X n × Yn is the empirical measure PˆXY on X × Y such that
(77) PˆXY (a, b) :=
1
n
N(a, b|x,y) , ∀(a, b) ∈ X × Y ,
where N(a, b|x,y) is the joint counting measure of the pair (a, b) in (x,y).
Definition 3 (Conditional Types [9]). The vector y ∈ Yn is said to
have conditional type V : X 7→ Pn(Y) given x ∈ X n if
(78) N(a, b|x,y) = N(a|x)V (b|a) , ∀(a, b) ∈ X × Y ,
where V is a stochastic mapping.
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Lemma 2 (Type Counting). Let Pn(X ) be the set of all possible types of
sequences in X n. Then, |Pn(X )| ≤ (n+ 1)|X | .
Proof. Refer to reference [9, Lemma 2.2].
Lemma 3. For any type Pˆ ∈ Pn(X ) of sequences in X n, denote by T[Pˆ ]
the set of all sequences with this type. Then,
(79) (n+ 1)−|X | exp
[
nH(Pˆ )
] ≤ |T[Pˆ ]| ≤ exp [nH(Pˆ )] .
In a similar fashion, for every x ∈ X n and stochastic mapping V : X 7→
Pn(Y), let T[V ](x) be the set of all sequences y ∈ Yn with the conditional
type V given x. Then,
(80) (n+ 1)−|X ||Y| exp
[
nH(V |Pˆ )] ≤ |T[V ](x)| ≤ exp [nH(V |Pˆ )] ,
where H(V |Pˆ ) is the conditional entropy function,
(81) H(V |Pˆ ) =
∑
x∈X
Pˆ (x)H(V (·|x)) .
Proof. Refer to reference [9, Lemma 2.3, Lemma 2.5].
Lemma 4 (Inaccuracy). Let Pˆ ∈ Pn(X ) be the type of x ∈ X n (X(n) ∼ Pˆ
is referred to as the type variable). Then, for any RV X on (X ,BX , PX),
(82) PnX(X
n = x) = exp
{
−n
[
H(Pˆ ) +D(Pˆ‖PX)
]}
.
Proof. Refer to reference [11, Lemma 3],[9, Lemma 2.6].
Definition 4 (δ-Typicality [11]). Let δ > 0, an n-sequence x is called
δ-typical, denoted by T[X]δ , if |N(a|x) − nPX(a)| ≤ O(δ), ∀a ∈ X , and
PˆX  PX . Jointly δ-typical T[XY ]δ and conditionally δ-typical sequences
T[Y |X]δ(x) are defined in a similar manner.
Lemma 5. Let T[X]δ , T[XY ]δ and T[Y |X]δ denote the sets of typical, jointly
typical and conditionally typical sequences, respectively. For any x ∈ T[X]δ
and y ∈ T[Y |X]δ′ , then (x,y) ∈ T[XY ]δ+δ′ . Moreover, y ∈ T[Y ]δ′′ , with δ′′ :=
(δ + δ′)|X |.
Proof. Refer to reference [9].
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Lemma 6 (Generalized Markov Lemma). Let pUXY ∈ P (U × X × Y) be
a probability measure that satisfies: U −
−X −
−Y . Consider (x,y) ∈ T n[XY ]′
and random vectors Un generated according to:
(83) Pr
{
Un = u
∣∣Un ∈ T n[U |X]′′ (x),x,y} = 1
{
un ∈ T n[U |X]′′ (x)
}
∣∣T n[U |X]′′ (x)∣∣ .
For sufficiently small , ′, ′′ > 0,
(84) Pr
{
Un /∈ T n[U |XY ](x,y)
∣∣∣Un ∈ T n[U |X]′′ (x),x,y} ≡ O (c−n)
holds uniformly on (x,y) ∈ T n[XY ]′ where c > 1.
Proof. Refer to reference [19].
Lemma 7. For every probability measure PX ∈ P(X ) and stochastic
mapping W : X 7→ P(Y), there exist sequences (εn)n∈N+ , (ε′n)n∈N+ → 0 as
n→∞ satisfying:
(85)
∣∣∣∣ 1n log |T[X]δ | −H(X)
∣∣∣∣ ≤ εn , ∣∣∣∣ 1n log |T[Y |X]δ(x)| −H(Y |X)
∣∣∣∣ ≤ εn ,
for each x ∈ T[X]δ where εn ≡ O(n−1 log n), and
(86) PnX
(T[X]δ) ≥ 1− ε′n , Wn(T[Y |X]δ(x)|Xn = x) ≥ 1− ε′n ,
for all x ∈ X n where ε′n ≡ O
(
1
nδ2
)
, provided that n is sufficiently large.
Proof. Refer to reference [9, Lemma 2.13].
APPENDIX B
As a part of the weak unfeasibility part of the proof of Theorem 3, two
Markov chains are necessary:
(87)
{
Uˆi −
−Xi −
− Yi , ∀ i = [1 : n]
Vi −
− (Uˆi, Yi)−
−Xi , ∀ i = [1 : n].
Using the chosen RVs from (56), these Markov chains are represented by
(88)
{
(IA, X
i−1, Y ni+1)−
−Xi −
− Yi , ∀ i = [1 : n]
IB −
− (IA, Xi−1, Y ni )−
−Xi , ∀ i = [1 : n].
In order to check this, we use the next lemma.
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Lemma 8. Let A1, A2, B1, B2 be RVs with joint probability measure PA1A2B1B2 =
PA1B1PA2B2 and assume that {f i}ki=1, {gi}ki=1 are any collection of P -measurable
mappings with domain structure given by:
f1(A1, A2); f
2(A1, A2, g
1); . . . ; fk(A1, A2, g
1, . . . , gk−1) ,(89)
g1(B1, B2, f
1); g2(B1, B2, f
1, f2); . . . ; gk(B1, B2, f
1, . . . , fk) .(90)
Then,
(91) I(A2;B1|f1, f2, . . . , fk, g1, g2, . . . , gk, A1, B2) = 0 .
Proof. Refer to reference [13, Lemma 1].
In order to prove the first Markov chain, we simply let:
(92)
{
A1 := Xi, B1 := Yi ,
A2 := (X
i−1, Xni+1, Y
n
i+1) , B2 := Y
i−1 .
It can be easily verified that PA1A2B1B2 = PA1B1PA2B2 , which stems directly
from the i.i.d. nature of the samples. Thus, according to Lemma 8:
(93)
0 = I(Xi−1Xni+1Y
n
i+1;Yi|XiY i−1)
= I(Xi−1Xni+1Y
i−1Y ni+1;Yi|Xi)− I(Y i−1;Yi|Xi) ,
which shows the Markov chain:
(94) (Xi−1, Xni+1, Y
i−1, Y ni+1)−
−Xi −
− Yi , ∀ i = [1 : n].
As IA := f[1](X
n), the following Markov chain is also true:
(95) (IA, X
i−1, Y ni+1)−
−Xi −
− Yi , ∀ i = [1 : n]
which proves the first Markov chain in (88). As for the second one, we let:
(96)
{
A1 := X
i−1 , B1 := Y i−1 ,
A2 := (Xi, X
n
i+1) , B2 := (Yi, Y
n
i+1) .
Under this choice, IA := f[1](A1, A2) and thus,
(97) I(XiX
n
i+1;Y
i−1|IAXi−1YiY ni+1) = 0 , ∀ i = [1 : n].
The later identity proves the following Markov chain:
(98) (Xi, X
n
i+1)−
− (IA, Xi−1, Yi, Y ni+1)−
− Y i−1 , ∀ i = [1 : n].
As IB := g[1](IA, Y
n), it also holds that:
(99) Xi −
− (IA, Xi−1, Y ni )−
− IB , ∀ i = [1 : n]
which yields the desired Markov chain.
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APPENDIX C
Proof of Lemma 1. For block-length n, given a code characterized by
the encoding mappings f[1], g[1] at nodes A and B respectively, and a decod-
ing mapping φ at node A. Let the acceptance region be denoted by
(100)
An :=
{
(x, j) ∈ X n×{1, . . . , |g[1]|} : g[1]
(
y, f[1](x)
)
= j, y ∈ Yn, φ(x, j) = 0} .
Let P and Q denote the probabilities measures on X n×{1, . . . , |g[1]|} induced
by H0 and H1, respectively. From the log-sum inequality [9], we have:
D (PXnIAIB‖QXnIAIB ) = D (PXnIB‖QXnIB )(101)
≥ (1− αn) log 1− αn
βn(R,  |K = 1) + αn log
αn
1− βn(R,  |K = 1) ,
where IA := f[1](X
n), IB := g[1](IA, Y
n), αn(R|K = 1) := P (Acn) ≤  and
βn(R,  |K = 1) := Q(An). Through some algebra this yields:
(102) D (PXnIAIB‖QXnIAIB ) ≥ (1− αn) log
1
βn(R,  |K = 1) − h2(αn) ,
where h2(p) := −p log p − (1 − p) log(1 − p) is the binary entropy function.
By assumption → 0 as n→∞, one conclude that for n large enough
(103) − 1
n
log βn(R,  |K = 1) ≤ 1
n
D (PXnIAIB‖QXnIAIB )− δn ,
with δn → 0 as n→∞. Using the chain rule, we continue to get:
D(PXnIAIB‖QXnIAIB) (k)= I(IB;Xn|IA) +D (PIB |IA‖QIB |IA |PIA)
(l)
≤ I(IB;Xn|IA) +D (PY nIAIB‖QY nIAIB )
(m)
= I(IB;X
n|IA) +D (PY nIA‖PnY PIA)
= I(IB;X
n|IA) + I(IA;Y n) .
Here, (k) and (l) stem from the chain rule for the KL-divergence, and (m)
is due to the fact that we consider the case of testing against independence.
With this, the weak unfeasibility proof is completed.
APPENDIX D
Complementary proof of Theorem 4. We now complete the proof
of the strong unfeasibility to Theorem 4. To this end, we recall that we
showed there exist sets C ⊂ X n and F ⊂ Yn such that C × F ∈ An, and
PnXY (C × F) ≥ exp(−nδn), with δn → 0 as n → ∞. We now evoke the
“Blowing-Up” Lemma:
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Lemma 9 (Blowing-up Lemma). Let Y n = (Y1, . . . , Yn) be independent
random variables in (Yn,BYn) distributed according to Wn(Y n|Xn = x) for
some fixed vector x ∈ X n and a stochastic mapping W : X 7→ P(Y) and let
δn → 0 be a given sequence. There exist sequences kn ≡ o(n) and γn ≡ o(1),
such that for every subset An ⊂ Yn:
(104) Wn(An|Xn = x) ≥ exp(−nδn) implies Wn
(
ΓknAn|Xn = x
) ≥ 1−γn
where ΓknAn denotes the Γkn-neighborhood of the set An defined by
(105) ΓknAn :=
{
yˆ ∈ Yn : min
y∈An
ρn(yˆ,y) ≤ kn
}
,
where ρn(yˆ,y) :=
n∑
i=1
1{yˆi 6= yi} and 1{yˆ 6= y} = 1 if yˆ 6= y or = 0 otherwise.
Proof. Refer to references [16, 3].
The rest of the proof follows closely the steps taken in [21]. As PnXY (C ×
F) ≥ exp(−nδn), clearly PnX(C) ≥ exp(−nδn) and PnY (F) ≥ exp(−nδn).
Using the non-conditional version of Lemma 9, there exist sequences kn =
o(n) and γn = o(1) s.t.:
(106) PnX
(
ΓknC) ≥ 1− γn , PnY (ΓknF) ≥ 1− γn ,
where kn, γn only depend on |X |, |Y| and δn, but not on PXY . Equation (106)
holds true if we change PX to PX˜ and PY to PY˜ , for some X˜Y˜ ∈ L0. As
we wish to analyze the error probability for fixed n, during most of this
proof we take the liberty to dismiss the subscript n from kn, for the sake of
readability.
Using the fact Pr(A ∩B) ≥ Pr(A) + Pr(B)− 1 and (106), we obtain:
(107) Pn
X˜Y˜
(
ΓkC × ΓkF) ≥ Pn
X˜
(
ΓkC)+ Pn
Y˜
(
ΓkF)− 1 ≥ 1− 2γn .
Consider the set of η-typical sequences defined by PX˜Y˜ . By Lemma 7,
(108) Pn
X˜Y˜
(T[X˜Y˜ ]η) ≥ 1−O
(
1
nη2
)
= 1−O
(
n−
1
3
)
,
where the last equality is a result of the choice η ≡ ηn := n− 13 . Combin-
ing (107) and (108), it is clear that for sufficiently large n,
(109) Pn
X˜Y˜
(
ΓkC × ΓkF) ∩ T[X˜Y˜ ]η
) ≥ 1
2
.
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By the definition of the η-typical set (see Definition 4), we have:
(110) T[X˜Y˜ ]η =
⋃
PXˆYˆ ∈Pn(X×Y)
|PXˆYˆ −PX˜Y˜ |≤η , PXˆYˆPX˜Y˜
T[XˆYˆ ] ,
where |PXˆYˆ − PX˜Y˜ | ≤ η refers to the maximum over all the arguments in
X × Y. As all elements of T[XˆYˆ ] are equiprobable under an i.i.d measure,
(109) can be rewritten as
(111)
∑
PXˆYˆ ∈Pn(X×Y)
|PXˆYˆ −PX˜Y˜ |≤η , PXˆYˆPX˜Y˜
Pn
X˜Y˜
(T[XˆYˆ ]) |(ΓkC × ΓkF) ∩ T[XˆYˆ ]η ||T[XˆYˆ ]η | ≥ 12 .
As Pn
X˜Y˜
(T[XˆYˆ ]) ≤ 1, by using the bound over the size of the set Pn(X × Y)
in Lemma 2, there must be at least one type T[XˆYˆ ], for which
(112)
|(ΓkC × ΓkF) ∩ T[XˆYˆ ]η |
|T[XˆYˆ ]η |
≥ 1
2
(n+ 1)−|X |Y| =
1
2
exp(−nn) ,
with n = O(n−1 log(n + 1)) → 0 as n → ∞. The equiprobability property
is also true for the probability measure implied by H1, that is PX¯Y¯ . Thus,
(113)
PnX¯Y¯
(
ΓkC × ΓkF) ≥ PnX¯Y¯ (ΓkC × ΓkF) ∩ TXˆYˆ )
= PnX¯Y¯ (TXˆYˆ )
|(ΓkC × ΓkF) ∩ TXˆYˆ |
|TXˆYˆ |
≥ 1
2
exp(−nn)PnX¯Y¯ (TXˆYˆ ) ,
where the final inequality stems from (112).
Consider now an arbitrary element (u,v) ∈ ΓkC × ΓkF . By definition,
there exist an element (x,y) ∈ C ×F , such that (ui, vi) 6= (xi, yi) at most in
2k locations. Thus,
(114)
PnX¯Y¯ (u,v) =
n∏
i=1
PX¯Y¯ (ui, vi) ≤ ρ−2k
n∏
i=1
PX¯Y¯ (xi, yi) = ρ
−2kPnX¯Y¯ (x,y) ,
with ρ = min
(x,y)∈X×Y
PX¯Y¯ (x, y), and we assume that ρ > 0 (which complies
with the preliminaries of Theorem 4). As (u,v) range over ΓkC × ΓkF ,
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each element (x,y) ∈ C × F will be chosen as the closest neighbor at most
|Γk(x)| × |Γk(y)| times. Thus,
(115) PnX¯Y¯
(
ΓkC × ΓkF) ≤ ρ−2k|Γk(x)| × |Γk(y)|PnX¯Y¯ (C × F) .
From [9, Lemma 5.1] we have:
(116) |Γkn(x)| ≤ exp
[
n
(
h2
(
kn
n
)
+
kn
n
log |X |
)]
≡ exp(nζ ′n) ,
with h2(·) being the binary entropy function and ζ ′n → 0 as n → ∞. This
implies that
(117) PnX¯Y¯
(
ΓkC × ΓkF) ≤ exp(nζn)PnX¯Y¯ (C × F) ,
with ζn := 2h2
(
kn
n
)
+ knn log(|X |Y|) − 2knn log ρ → 0 as n → ∞. Combining
this with (113), we finally get
PnX¯Y¯ (C × F) ≥ exp(−nζn)PnX¯Y¯
(
ΓkC × ΓkF)(118)
≥ 1
2
exp [−n(ζn + n)]PnX¯Y¯ (TXˆYˆ )
≥ (n+ 1)
|X |Y|
2
exp
[−n(D(PXˆYˆ ‖PX¯Y¯ ) + ζn + n)]
≥ exp [−n(D(PXˆYˆ ‖PX¯Y¯ ) + µn)] ,
and µn ≡ µn(ρ, ,Mn, Nn, |X |, |Y|)→ 0 as n→∞.
The previous conclusion is true for some type PXˆYˆ over the range of all
types that are η-typical for the measure PX˜Y˜ . As the divergence functional
D(·‖·) is convex and bounded, it is also uniformly continuous. It follows that
we can find a sequence µ′n ≡ µ′n(ρ, |X |, |Y|) such that |PXˆYˆ − PX˜Y˜ | ≤ η =
o(n−
1
3 ) implies that |D(PXˆYˆ ‖PX¯Y¯ )−D(PX˜Y˜ ‖PX¯Y¯ )| ≤ µ′n. Hence
(119) PnX¯Y¯ (C × F) ≥ exp
[−n(D(PX˜Y˜ ‖PX¯Y¯ ) + µn + µ′n)] ,
and consequently
− lim inf
n→∞
1
n
logPnX¯Y¯ (An) = − limn→∞
1
n
log βn(R = 0,  |K = 1)(120)
≤ D(PX˜Y˜ ‖PX¯Y¯ ) ,
and the RVs X˜Y˜ are chosen from the set L0, which concludes the proof.
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