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The Renyi entropy as a "free entropy" for omplex
systems.
A. G. Bashkirov
1
Abstrat
The Boltzmann entropy S(B) is true in the ase of equal probability of all mi-
rostates of a system. In the opposite ase it should be averaged over all mirostates
that gives rise to the BoltzmannShannon entropy (BSE). Maximum entropy prini-
ple (MEP) for the BSE leads to the Gibbs anonial distribution that is inompatible
with powerlow distributions typial for omplex system. This brings up the ques-
tion: Does the maximum of BSE orrespond to an equilibrium (or steady) state of
the omplex system? Indeed, the equilibrium state of a thermodynami system whih
exhange heat with a thermostat orresponds to maximum of Helmholtz free energy
rather than to maximum of average energy, that is internal energy U . Following
derivation of Helmholtz free energy the Renyi entropy is derived as a umulant av-
erage of the Boltzmann entropy for systems whih exhange an entropy with the
thermostat. The appliation of MEP to the Renyi entropy gives rise to the Renyi dis-
tribution for an isolated system. It is investigated for a partiular ase of a powerlaw
Hamiltonian. Both Lagrange parameters, α and β an be eliminated. It is found
that β does not depend on a Renyi parameter q and an be expressed in terms of
an exponent κ of the powerlaw Hamiltonian and U . The Renyi entropy for the
resulting Renyi distribution reahes its maximal value at q = 1/(1 + κ) that an be
onsidered as the most probable value of q when we have no additional information
on behavior of the stohasti proess. The Renyi distribution for suh q beomes a
powerlaw distribution with the exponent −(κ + 1) . Suh a piture orresponds to
some observed phenomena in omplex systems.
KEYWORDS: Stability ondition, Helmholtz free energy, Renyi entropy, Tsallis
entropy, esort distribution, powerlaw distribution.
1 Introdution
The wellknown Boltzmann formula defines a statistial entropy, as a logarithm of number
of states W attainable for the system
S(B) = lnW (1)
Here and below the entropy is written as dimensionless value without the Boltzmann on-
stant kB .
This definition is valid not only for physial systems but for muh more wide lass of
soial, biologial, ommuniation and other systems desribed with the use of statistial
approah. The only but deisive restrition on the validity of this equation is the ondition
that all W states of the system have equal probabilities (suh systems are desribed in
statistial physis by a miroanonial ensemble). It means that probabilities pi = pW =
1/W (for all i = 1, 2, ...,W ) that permits to rewrite the Boltzmann formula (1) as
S(B) = − ln pW . (2)
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When the probabilities pi are not equal we an introdue an ensemble of miroanonial
subsystems in suh a manner that all Wi states of the i -th subsystem have equal prob-
abilities pi and its Boltzmann entropy is S
(B)
i = − ln pi . The simple averaging of the
Boltzmann entropy S
(B)
i leads to the GibbsShannon entropy
S(G) = 〈S
(B)
i 〉p ≡ −
∑
i
pi ln pi. (3)
Just suh derivation of S(G) is used in some textbooks (see, e. g. [1, 2℄). This entropy
is generally aepted in statistial thermodynamis and onventional in a ommuniation
theory.
Aording to maximum information priniple (MEP) developed by Jaynes [3℄ for a
GibbsShannon statistis an equilibrium distribution of probabilities p = {pi} must pro-
vide maximum of the GibbsShannon information entropy S(B)(p) = −kB
∑
i pi ln pi upon
additional onditions of normalization
∑
i pi = 1 and a fixed average energy
U = 〈H〉p ≡
∑
i
Hipi, (4)
where H =
∑
iHi is the Hamiltonian of the system.
Then, the distribution {pi} is determined from the extremum of the funtional
LG(p) = −
W∑
i
pi ln pi − α0
W∑
i
pi − β0
W∑
i
Hipi, (5)
where α0 and β0 are the Lagrange multipliers. Its extremum is ensured by the Gibbs
anonial distribution
p
(G)
i = Z
−1
G e
−β0Hi, (6)
in whih β0 is determined by ondition of orrespondene between Gibbs thermostatistis
and lassial thermodynamis as β0 = 1/kBT0 where T0 is the thermodynami tempera-
ture.
However, when investigating omplex physial systems (for example, fratal and self-
organizing strutures, turbulene) and a variety of soial and biologial systems, it appears
that the Gibbs distribution does not orrespond to observable phenomena. In partiular,
it is not ompatible with a power-law distribution that is typial [4℄ for suh systems.
Introduing of additional restritions to a sought distribution in the form of onditions of
true average values 〈X(m)〉p of some physial parameters of the system X
(m)
gives rise
to a generalized Gibbs distribution with additional terms in the exponent (6) but does not
hange its exponential form.
2 Helmholtz free energy and Renyi entropy
There is no doubts about the MEP as itself, beause of it is a kind of "a maximum honesty
priniple" aording to whih we demand a maximal unertainty from the distribution apart
from true desription of presribed averages. In the opposite ase we risk to introdue a
false information into the desription of the system.
Thus, it only remains for us to throw doubt on the information entropy form. To seek
out a diretion of modifiation of the GibbsShannon entropy we onsider first extremal
properties of an equilibrium state in thermodynamis.
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A diret alulation of the average energy of a system gives the internal energy (4), its
extremum is harateristi of an equilibrium state of rest for a mehanial system, other
than a thermodynami system that an hange heat with a thermostat. An equilibrium
state of the latter system is haraterized by extremum of the Helmholtz free energy F .
To derive it statistially from the Hamiltonian without use of thermodynamis we introdue
generating funtion [5℄introdue generating funtion for the random value H = −
∑
iHi
ΦH(λ) =
∑
i
eλHi , (7)
where λ is the arbitrary onstant, and onstrut a umulant generating funtion
ΨH(λ) = lnΦH(λ) (8)
that beomes the Helmholtz free energy F when devided by λ that is hosen as λ =
−1/kBT0 .
Now we return to the problem of a generalized entropy for open omplex systems.
Exhange by both energy and entropy is harateristi for them. As an illustration, there
is a desription by Kadomtsev [6℄ of self-organized struture in a plasma sphere: "The
entropy is being born ontinuously within the sphere and flowing out into surroundings.
If the entropy flow had been bloked, the plasma would 'die'. It is neessary to remove
ontinuously 'slag' of newly produed entropy".
That is the reason why the GibbsShannon entropy, derived by the simple averaging
of the Boltzmann entropy an not be à funtion of whih extremum haraterizes a steady
state of a omplex system whih exhange entropy with surroundings, just as the minimum
of the internal energy does not haraterize an equilibrium state of the thermodynami
system being in heat ontat with a heat bath.
An effort may be made to find a "free entropy" of a sort by the same way that was used
above for derivation of the Helmholtz free energy. The generating funtion is introdued
as
ΦS(λ) =
∑
i
eλS
(B)
i
(9)
Then the umulant generating funtion is
ΨS(λ) = lnΦS(λ) = ln
∑
i
p−λi . (10)
To obtain the desired generalization of the entropy we are to find a λ -dependent numer-
ial oeffiient whih ensures a limiting pass of the new entropy into the GibbsShannon
entropy. Suh the oeffiient is (λ+ 1) . Indeed, the new λ -family of entropies
S(λ) =
1
1 + λ
ln
∑
i
p−λi . (11)
inludes the GibbsShannon entropy as a partiular ase when λ→ −1 .
Thus, it has appeared that the desired "free entropy" oinides with the known Renyi
entropy [7℄. It is onventional to write it with the parameter q = −λ in the form
S(R)(p) =
1
1− q
ln
∑
i
pqi (12)
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The same result an be obtained with the use of a KolmogorovNagumo [8, 9℄ generalized
averages of the form
〈x〉φ = φ
−1
(∑
i
piφ(xi)
)
(13)
where φ(x) is an arbitrary ontinuous and stritly monotoni funtion and φ−1(x) is the
inverse funtion. It had been just this kind of average that was used by Renyi [10℄ to define
his new entropy as a generalized average of the Boltzmann entropy (1). As a result of hoie
of the KolmogorovNagumo funtion in the form φ(x) = e(1−q)x he obtained (12). Suh
the hoie of φ(x) appears aidental until it is not pointed that the same exponential
funtion of the Hamiltonian provides derivation of the free energy that is extremal at an
equilibrium state of a thermodynami system whih exhange heat with a heat bath. This
fat permits to suppose that the Renyi entropy derived in the same manner is extremal
at a steady state of a omplex system whih exhange entropy with its surroundings very
atively.
Different properties of the Renyi entropy are disussed in partiular in Refs. [7, 11, 12℄.
It is positive ( S(R) ≥ 0 ), onvex at q ≤ 1 , passes into the GibbsShannon entropy
limq→1 S
(R) = SG and into Boltzmann entropy (1) for any q in the ase of equally probable
distribution p .
In the ase of |1 −
∑
i p
q
i | ≪ 1 (whih, in view of normalization of the distribution
{pi} , orresponds to the ondition |1 − q| ≪ 1 ), one an restrit oneself to the linear
term of logarithm expansion in the expression for S(R)(p) over this differene, and S(R)(p)
hanges to the Tsallis entropy [13℄
S(T )(p) = −
kB
1− q
(1−
W∑
i
pqi ). (14)
The logarithm linearization results in the entropy beoming nonextensive, that is, S(W1W2) 6=
S(W1)S(W2) . This property is widely used by Tsallis and by the international sientifi
shool that has developed around him for the investigation of diverse nonextensive systems
(see web site [14℄). In so doing, the above-identified restrition |1− q| ≪ 1 is disregarded.
As a result of nonextensivity the Tsallis entropy inompatible with the Boltzmann entropy
(1) beause of the latter was derived by Plank in suh the form just from the extensivity
ondition S(W1W2) = S(W1)S(W2) .
3 MEP for Renyi entropy
If the Renyi entropy is used in MEP instead of the GibbsShannon entropy, the equilibrium
distribution is to be looked for from the maximum of the funtional
LR(p) =
1
1− q
ln
W∑
i
pqi − α
W∑
i
pi − β
W∑
i
Hipi, (15)
where α and β are Lagrange multipliers. It an be notied that LR(p) passes to LG(p)
in the q → 1 limit.
We equate a funtional derivative of LR(p) to zero, then
δLR(p)
δpi
=
q
1− q
pq−1i∑
j p
q
j
− α− βHi = 0. (16)
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To eliminate the parameter α we an multiply this equation by pi and sum up over i ,
taking into aount the normalization ondition
∑
i pi = 1 . Then we get
α =
q
1− q
− βU (17)
and
pi =

(1− β q − 1
q
∆Hi)
W∑
j
pqj


1
q−1
, ∆Hi = Hi − U. (18)
Using one more the ondition
∑
i pi = 1 we get
W∑
j
pqj =
(
W∑
i
(1− β
q − 1
q
∆Hi)
1
q−1
)−(q−1)
and, finally, we get [15, 16℄ the Renyi distribution
pi = p
(R)
i = Z
−1
R
(
1− β
q − 1
q
∆Hi
) 1
q−1
(19)
Z−1R =
∑
i
(
1− β
q − 1
q
∆Hi
) 1
q−1
. (20)
When applying MEP to the Tsallis entropy it is neessary to take into aount that all
average values in the last version of nonextensive thermostatistis [17℄ are alulated with
the use of an esort distribution Pi = p
q
i/
∑
i p
q
i that ontradits to the main priniples
of probability desription. Indeed, at q > 1 ( q < 1 ), the importane of pi with the
maximal (minimal) values inreases. In view of this, it is evident that use of the esort
distribution in statistial thermodynamis does not lead to true average values of dynamial
variables. Nevertheless, the additional ondition of a fixed mean energy in nonextensive
thermostatistis is written as U = 〈H〉es ≡
∑
iHi Pi and the esort Tsallis distribution is
found in the form
P
(Ts)
i = Z
−1
Ts (1− β
∗(1− q′)∆Hi)
q′
1−q′
(21)
where β∗ = β/
∑
i p
q
i and β is the Lagrange multiplier.
It should be notied that both Renyi and esort Tsallis distributions, Eqs. (19) and
(21), are idential if q′ = 1/q . In reality, in this ase
1− q′ =
q − 1
q
,
q′
1− q′
=
1
q − 1
(22)
and β∗ is determined by the same seond additional ondition (4) of MEP as well as β .
Thus, not always justified linearization of the logarithm in the Renyi entropy and ques-
tionable use of the esort distribution leads to the same Renyi distribution if q and q′ are
onsidered as free parameters.
Therefore, numerous works (see [14℄) onfirming orrespondene of the Tsallis esort
distribution (with fitted q′ ) with distributions in omplex physial, biologial, soial and
other systems ount rather in favor more justified Renyi entropy than nonextensive Tsallis
entropy.
When q → 1 the distribution {p
(R)
i } beomes the Gibbs anonial distribution and
β/q → β0 = 1/kBT0 . Suh behavior is not enough for unique determination of β , as in
general, it may be an arbitrary funtion β(q) whih beomes β0 in the limit q → 1 .
5
To find an expliit form of β , we return to the additional ondition of the pre-assigned
average energy and substitute there the Renyi distribution (19). Then we obtain the integral
equation for β
U =
W∑
i
Hip
(R)
i , (23)
where U is onsidered as a known value. This equation was solved [16℄ for a partiular
ase of a power-law dependene of the Hamiltonian on a parameter x
Hi = Cx
κ
i . (24)
This type of the Hamiltonian orresponds to an ideal gas model in the Boltzmann-Gibbs
thermostatistis and it seems reasonable to say that it may be useful in onstrution of
thermostatistis of omplex systems. Moreover, in most soial, biologial and humanitarian
sienes the system variable x an be onsidered (with κ = 1 ) as a kind of the Hamiltonian
(e.g. the size of population of a ountry, effort of a word pronouning and understanding,
bank apital, number of sientifi publiations of an author, size of an animal et.).
For the power-law Hamiltonian the onvergene ondition for the sum in Eq. (23) in
the limiting ase W →∞ is
q > qmin = 1/(1 + κ) (25)
As a result of solution of equation (23) the parameter β is found as
β =
1
κU
(26)
Independene of this relation from q means that it is true, in partiular, for the limit ase
q = 1 where the Gibbs distribution takes a plae and, therefore,
β = β0 ≡ 1/kBT for all q. (27)
When H = p2/2m (that is, κ = 2 ) we get from (26) and (27) that U = 1
2
kBT0 , as
would be expeted for one-dimensional ideal gas.
The Lagrange parameter β an be eliminated from the Renyi distribution (19) with
the use of Eq. (26) and we have, alternatively,
p
(R)
i = Z
−1
(
1−
q − 1
κq
(Cux
κ
i − 1)
) 1
q−1
, Hi = Cx
κ
i , Cu = C/U. (28)
The problem to be solved for a unique definition of the Renyi distribution is determi-
nation of a value of the Renyi parameter q . This will be the subjet of the next setion.
4 The most probable value of the Renyi parameter
An exellent example of solution of this problem for a physial non-Gibbsian system was
presented by Wilk and Wlodarzyk [18℄. They took into onsideration flutuations of both
energy and temperature of a minor part of a large equilibrium system. This is a radial
differene of their approah from the traditional Gibbs method in whih temperature is a
onstant value haraterizing the thermostat. As a result, their approah led (see [19℄) to
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Figure 1: The entropies S(R)[p(R)(q, κ)] (top) and S(B)[p(R)(q, κ)] (bottom) for the power
law Hamiltonian with the exponent κ within the range 3 > κ > 0.5 and q > 1/(1 + κ) .
the Renyi distribution with the parameter q expressed via heat apaity CV of the minor
subsystem
q =
CV − kB
CV
. (29)
The approah by Wilk and Wlodarzyk was advaned by Bek [20℄ and Bek and Cohen
[21℄ who offered for it a new apt term "superstatistis". In the frame of superstatistis, the
parameter q is defined by physial properties of a system whih an exhange energy and
heat with a thermostat. As a result, q 6= 1 but |q− 1| ≪ 1 , beause of exhange entropy
is not taken into aount by superstatistis.
In general, when we have no information about nature of a stohasti proess the pa-
rameter q is onsidered as a free parameter. So, the proposed further extension of MEP
onsists in looking for a maximum of the Renyi entropy in a spae of the Renyi distributions
with different values of q .
In reality, maximum of the RE is ensured by the Renyi distribution funtion (28)
for any fixed q fulfilling the inequality (25). The next step onsists of substitution of
the Renyi distribution p(R)(q, κ) into the definition of the Renyi entropy, Eq. (13), and
variation of the q -parameter. The resultant piture of S(R)[p(R)(q, κ)] as a funtion of q
is illustrated in Fig. 1 (left). It is seen that S(R)[p(R)(q, κ)] attains its maximum at the
minimal possible value q = qmin . For q < qmin , the series (23) diverges and, therefore,
the Renyi distribution does not determine the average value U = 〈H〉p , that is a violation
of the seond ondition of MEP.
The similar proedure is applied to the Gibbs-Shannon entropy S(B)(p) , as well. Substi-
tuting there p = p(R)(q, κ) we get the q -dependent funtion S(B)[p(R)(q, κ)] illustrated in
Fig. 1 (right). As would be expeted, the Gibbs-Shannon entropy S(B)[p(R)(q, κ)] attains
its maximum value at q = 1 where p(R)(q, κ) beomes the Gibbs anonial distribution.
Thus, it is found that the maximum of the Renyi entropy is realized at q = qmin and
it is just the value of the Renyi parameter that should be used if we have no additional
information on behavior of the stohasti proess under onsideration.
Reall that the Renyi entropy was derived above as a funtional whih attain its max-
imum value at the equilibrium state (or steady state) of a omplex system just as the
Helmholtz free energy for a thermodynami system. (The kind of extremum, that is, max-
imum or minimum is determined by the sign definition for the onstant λ .) Then, a
radially important onlusion follows from omparision of these two graphs:
In ontrast to the GibbsShannon entropy the Renyi entropy inreases as a system
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omplexity (departure of the q value from 1) inreases that permits to explain an evolution
of the system to self-organization from the point of view of thermodynamial stability.
It ounts in favor of suh the onlusion that a powerlaw distribution harateristi
for self-organizing systems [4℄ is realized when the Renyi entropy is maximal. Substitution
of q = qmin into Eq. (28) does lead to
p = Z−1x−(1+κ) (30)
Thus, for q = qmin the Renyi distribution for a system with the powerlaw Hamiltonian
beomes powerlow distribution over the whole range of x .
For a partiular ase of the impat fragmentation where H ∼ m2/3 the power-law
distribution of fragments over their masses m follows from (21) as p(m) ∼ m−5/3 that
oinides with results of our previous analysis [22℄ and experimental observations [23℄.
For another partiular ase, κ = 1 , powerlow distribution is p ∼ x−2 . Suh a form
of the Zipf-Pareto law is the most useful in soial, biologial and humanitarian sienes.
The same exponent of powerlow distribution was demonstrated [24℄ for energy spetra
of partiles from atmospheri asades in osmi ray physis and for distribution of users
among the web sites [25℄.
I aknowledge fruitful disussions of the subjet with A. V. Vityazev.
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