The aim of this paper is to develop a flexible framework capable of automatically recognizing phonetic units present in a speech utterance of any language spoken in any mode. In this study, we considered two modes of speech: conversation, and read modes in four Indian languages, namely, Telugu, Kannada, Odia, and Bengali. The proposed approach consists of two stages: (1) Automatic speech mode classification (SMC) and (2) Automatic phonetic recognition using mode-specific multilingual phone recognition system (MPRS). In this work, vocal tract and excitation souce features are considered for speech mode classification (SMC) task. SMC systems are developed using multilayer perceptron (MLP). Further, vocal tract, excitation source, and tandem features are used to build the deep neural network (DNN)-based MPRSs. The performance of the proposed approach is compared with mode-dependent MPRSs. Experimental results show that the proposed approach which combines both SMC and MPRS into a single system outperforms the baseline mode-dependent MPRSs.
Introduction
The objective of the phone recognition system (PRS) is to convert a speech signal into a sequence of phones. The PRS can be developed using data from single language ✩ Fully documented templates are available in the elsarticle package on CTAN.
* Kumud Tripathi: kumudtripathi.cs@gmail.com 1 Indian Institute of Technology Kharagpur, Kharagpur, West Bengal 721302, India. [1, 2] , or multiple languages [3, 4, 5] . A PRS trained with data from more than one language is known as multilingual PRS (MPRS). In the literature, there are very few studies on multilingual phone recognition. Schultz et al., proposed multilingual acoustic models for read speech recognition [3, 4] . Here, large vocabulary speech recognition systems are investigated for 15 languages. In [6] , a unified approach for the development of the hidden Markov model (HMM) based multilingual speech recognizer is proposed. The study considered two acoustically similar languages, Tamil and Hindi along with an acoustically very different language, American English. Here, Bhattacharyya distance measure is used to group the acoustically similar phones across the considered languages. In [7] , a syllable-based multilingual speech recognizer is developed using 3 Indian languages: Telugu, Tamil, and Hindi. Here, vowel onset points are used as anchor points to derive the syllable-like units. Similar consonant-vowel units across the considered languages are merged to train a multilingual speech recognizer.
Mohan et al. [8] developed a small vocabulary multilingual speech recognizer using two linguistically similar Indian languages: Marathi and Hindi. Here, the multilingual speech data collected over mobile telephones are used for training a subspace Gaussian mixture model. The speaker variations are handled by employing a cross-corpus acoustic normalization technique. In [5] , deep neural network (DNN)-based MPRS is developed using MFCC and tandem features, for read speech. The study considered speech utterances from 4 Indian languages, namely, Telugu, Kannada, Odia, and Bengali. Here, the acoustically similar units from various languages are grouped by using the international phonetic alphabet (IPA) transcription for training the MPRS.
In general, speech can be broadly classified into two modes, namely, read and conversation modes [9, 10, 11] . Read mode is a formal mode of speech where a person speaks in a constrained environment, for example, news broadcasts from television. On the other hand, conversation speech is spontaneous, informal, unstructured, and unorganized. Generally, an MPRS is trained and tested using data from the same speech mode (read or conversation), viewed as mode-dependent MPRS. The performance of mode-dependent MPRS will be affected when input utterance belongs to a different mode of speech. The reason for this is the mismatch in the acoustic characteristics of speech signals across various modes of speech. The Indian TV news channel such as News 18, Zee News, etc. may represent the real-time scenario where read and conversation modes come together. The read speech is delivered by a single speaker such as newsreader and whereas the conversation speech is delivered by a group of people discussing the issues on a particular topic. Whenever the data is captured for this scenario, these two modes of speech come together and will reduce the accuracy of phone recognition task. To improve the accuracy of phone recognition system in multimode speech signals, a framework is required to decode both the modes (read, conversation)
accurately. It is also observed from a renowned video-sharing website: YouTube that the speech transcription is auto-generated for the English news channel; however, no speech transcription produced for news channel based on Indian languages. So, the current study is motivated by the recognition of speech for Indian languages in read and conversation modes.
There exists no previous work related to MPRS, which accepts speech utterances from multiple modes at the input and generates a sequence of phonetic units at its output. In this work, we develop a framework for automatically recognizing phonetic units present in a speech utterance of any language spoken in any mode. The proposed approach combines the speech mode classification (SMC) system and MPRS into a single framework. The SMC system is used as a front-end to recognize the mode of the input speech utterance, which is then given as input to corresponding mode-specific MPRS to decode the phonetic units. Previous studies have explored the characteristics of various speech modes, such as neutral (read), soft, loud, whispered, shouted, etc. Hansen et al. [12] have analyzed the characteristics of neutral mode and further compared it with loud, soft, and stressed mode. Rostolland has presented the phonetic structure and acoustic information of shouted mode in [13, 14] , respectively. Zhang et al. [15] have studied and compared the vocal characteristics of neutral, whispered, soft, shouted, and loud speech modes. However, no previous work has explored the conversation speech mode. An utterance in conversation mode may include other speech modes such as neutral, soft, loud, whispered, shouted, etc. Hence, it's important to study the acoustic characteristics of conversation mode as well as the acoustic difference between the conversation and read modes for recognizing speech in some real-life applications. Therefore, read, and conversation modes are considered in this study for developing the speech mode classification systems. As multilayer perceptron (MLP)
is standard classifier for various speech applications [16, 17, 18] , thus, the SMC systems are developed using MLP in this work. The vocal tract and excitation source information have been investigated for developing SMC system. While Mel-frequency cepstral coefficients (MFCCs) represent the vocal tract information, supra segmental level epoch strength contour (ESC) and pitch contour (PC) represents the excitation source information. Further, the scores of the vocal tract and excitation source systems are combined to improve the performance of the SMC system. The mode dependent
MPRSs are developed using DNNs. The MPRSs are trained using a combination of MFCCs, tandem features, and excitation source features. In this work, the development of SMC systems and MPRSs is carried out using data from four Indian languages:
Telugu, Kannada, Odia, and Bengali. The significance of the proposed framework is
shown by comparing the performance with two mode-specific MPRSs.
The workflow of the paper is as follows. Section 2 provides the details about the speech corpora used in this work. Feature extraction techniques are described in Sec- 
Speech corpus
In this work, speech corpora of four Indian languages: Telugu, Kannada, Odia, and Bengali is considered for developing both speech mode classification models and
MPRSs. The speech corpora are collected as a part of consortium project titled Prosodically guided phonetic engine for searching speech databases in Indian languages supported by DIT, Govt. of India. The corpora contain speech data in read and conversation modes. In this study, read speech is collected from news reading, and the conversational speech is collected from news interview. Complete details of speech corpora are given in [19, 20] . The speech signals are sampled at a rate of 16 KHz with 16 bits per sample. The duration of each wave file varies between 6 to 8 sec. For all the speech signals, the phonetically and prosodically rich transcription is derived using the International Phonetic Alphabet (IPA) chart. An IPA transcription provides one symbol for every unique sound unit independent of the language information. As a pre-processing step for SMC, we have removed silence regions from the speech sig-nals, and each speech file is chopped to have a fixed duration of 5 sec. Table 1 details the number of male and female speakers used for training and testing. The first column contains the name of the languages, and the corresponding mode name is listed in the second column. Next two columns show the number of male and female speakers for training the models. Last two columns depict the number of male and female speakers for testing the models. Altogether, there are 12 distinct speakers for each mode of a language for training and 6 distinct speakers for each mode of a language for testing.
Each training speaker has spoken 150 utterances whereas; each testing speaker has spoken 50 utterances. Note that speakers considered for training and testing are different as well as randomly selected. 
Features for Speech Mode Classification
In this work, SMC models are developed using vocal tract and excitation source features. The 13-dimensional MFCCs along with ∆ and ∆∆ coefficients are used to capture the vocal tract information. The ∆ and ∆∆ coefficients corresponds to the first and second order derivative of MFCCs, respectively. The vocal tract parameters are extracted at frame level by considering a frame size of 25 ms and a frame shift of 10 ms using the Hamming window.
The excitation source features describe the variations in the vibration of the vocal folds while producing voiced segments of speech. In this work, the speech signal is parametrized for 100 ms frame at the supra-segmental level to capture the modespecific excitation source information. Pitch contour (PC) and epoch strength contour (ESC) represent the supra-segmental level excitation source information. Pitch represents the vibration frequency of the vocal cords during the speech production. Speakers utilize pitch to demonstrate the salience of words such as a higher pitch implies that the word is more vital than other words in a speech utterance. In this work, the pitch and epoch strength contours are calculated using zero frequency filtering (ZFF) approach [21] . The ZFF method tries to estimate the pitch and epoch strength by finding epoch locations in the speech.The interval between two successive epochs represents the pitch period (t 0 ). The reciprocal of pitch period (t 0 ) will give the pitch (p 0 = 1 t0 ) [22] . The epoch strength corresponds to the slope around the positive zero crossings corresponding to the epoch locations present in the ZFF signal. The slope is estimated as the difference between the successive samples of ZFF signal around the zero crossings [21] .
The vocal tract and source features are extracted at the frame level. The processing of excitation source features at frame level may get similar variation in considered speech modes. However, its pattern at the sentence level is almost different among the speech modes, and also not dependent on the speaker, for mode classification. This justification can be validated by visualizing the pitch patterns given in Figure 1 . Hence, it's significant to process excitation source details at the sentence level and vocal tract details at the frame level. Therefore, in this work, mode discriminative characteristics of the vocal tract and source features are studied separately. The model developed using MFCCs are trained and tested at the frame level. Afterward, majority voting [23] is applied for taking decision at sentence level. In the excitation source model, training and testing are done at sentence level. Further, the scores generated at sentence level from the vocal tract and excitation source models are combined using a weighted score fusion technique for enhancing the total performance of the SMC model.
Features for Multilingual Phone Recognition System
In this work, the multilingual phone recognition system is trained using the vocal tract, excitation source, and tandem features. To capture the vocal tract information for MPRS, a 13-dimensional MFCCs along with ∆ and ∆∆ coefficients are extracted at a frame size of 25 ms with an overlap of 10 ms. Tandem features are the phone posteriors generated after training a classifier using spectral features. Tandem features also known as discriminative features as they are produced from a discriminative classification model. In this work, we have followed the same procedure as discussed in [5] for extracting the tandem features. The spectral feature MFCCs are used for training the discriminative classifier deep neural network (DNN) for extracting the phone posteriors. The dimension of the feature vector is 44, which represent the total number of unique phones present in the considered speech corpus (discussed in Section 2).
Significance of excitation source features for mode classification
The importance of pitch and epoch strength contours for mode classification task is presented by their respective correlation coefficients (CCs) [24] for within and between modes across the languages, in Table 2 . Correlation coefficients calculate the strength of relationships among the speech signals. Assume R, and Q are two finite duration speech signals. The CC between the R and Q can be calculated as follows:
Where µ R and σ R are mean and standard deviation of R, respectively, and µ Q and σ Table   2 denote the CCs within the modes (WM) and between the modes (BM) using pitch contour. Similarly, the values in the sixth and seventh columns of the Table 2 denote the CCs within the modes (WM) and between the modes (BM) using epoch strength contour. For computing the average CC within the mode of a language, 50 distinct utterances spoken by speaker-1 of a mode is correlated with 50 distinct utterances spoken by speaker-2 of a mode. However, the average CC between the mode is computed using 50 distinct utterances from each mode of a language. In ID: 1 of Table 2 , the first value of the fourth and sixth columns presents the average CC of within conversation (abbreviated as conv) mode of Bengali language using PC and ESC, respectively.
However, the first value of the fifth and seventh columns represents the average CC of conversation mode with respect to read mode of Bengali language using PC and ESC, respectively. A low average CC value indicates high dissimilarity and a high average CC value indicates high similarity between pitch or epoch strength contours. From the table, it can be seen that the average CC values within a mode of any language are much higher compared to the CC values with respect to other modes. This depicts that the pitch and epoch strength contours have significant mode discrimination capability.
In Table 2 , ID: 5 (K-T-B-O) shows the correlation coefficients within and between modes, across the languages. In ID: 5, the last value of the fourth and sixth columns represents the average CC within the read mode of multilingual speech using PC and ESC, respectively. However, the last value of the fifth and seventh columns presents the average CC of read mode with respect to conversation mode of multilingual speech using PC and ESC, respectively. The average CC value of read mode with respect to conversation mode (0.12) is less as compared to the CC value of the same mode (0.35) using PC. Similar trends can be observed for conversation mode. Hence, both the PCs and ESCs are highly similar within modes and highly dissimilar between modes, across the languages. This analysis confirms that the pitch and epoch strength contours contain mode discriminating information.
Development of Multilingual Phone Recognition System
A PRS trained with data from multiple languages is called as Multilingual PRS.
The open-source speech recognition Kaldi toolkit (Povey et al. 2011 ) [25] is used for building the speech recognizers. The important components in building the phone recognition system using Kaldi toolkit are feature extraction, acoustic and language modeling, and decoding of phone sequence. The vocal tract, excitation source, and tandem features (discussed in Section 3.2) are used for developing the multilingual phone recognition systems. DNNs are trained as in Zhang et al. [26] for acoustic modeling. For language modeling (LM), the prior probability of a phone sequence (also known as LM score) is estimated by learning the relation between phones from the training data. The language model will generate a more accurate score, in case of having prior information about the speech task [27] . In this work, the effect of LM is also analyzed on the performance of the MPRS. The speech corpus described in Section 2 is considered for training MPRSs.
The objective of an MPRS is to find the sequence of phonesĤ, whose likelihood to a given sequence of feature vectors A is maximum. The Eq. 2 shows the mathematical formulation for estimating the decoded phone sequence:
The term P (H|A) can be interpreted by applying Bayes' rule as,
The acoustic modeling is used for calculating the P (A/H) likelihood, whereas P (H) the prior probability of phone sequence is computed using language modeling.
P (A) shows the prior probability of the feature vector. It can be avoided in the equation (2) as it is independent of the acoustic and linguistic results. In the current work, the bi-gram language model [28] is used for determining the P (H). The final decoding sequence can be computed as follows:
Where α is the LM scaling factor which is applied to balance between the acoustic and language model scores.
Baseline MPRS
The block diagram of the baseline MPRS is shown in Figure 2 . The MPRS explored in [5] , is considered as our baseline MPRS which includes MFCC and tandem features for developing MPRS using four Indian languages, namely, Telugu, Kannada, Odia, and Bengali. In [5] , authors have developed MPRS for read mode speech, we referred it as read-baseline MPRS. In this work, we have developed separate MPRS for conversation mode and named it as conversation-baseline MPRS. The conversation-baseline and read-baseline MPRSs are developed in the same manner (as discussed in [5] ).The read-baseline MPRS is trained using read mode, and conversation-baseline MPRS is trained using conversation mode of speech from Telugu, Kannada, Odia, and Bengali languages. Table 3 , shows the recognition accuracies of read-baseline MPRS, and conversationbaseline MPRS for both read and conversation modes of speech. The read-baseline and conversation-baseline MPRSs are mode dependent systems. The baseline MPRSs are and Bengali as discussed in Section 2. For evaluating the performance of these systems, the test data is considered from both the modes of given languages in Section 2.
In Table 3 , we can see that read-baseline MPRS is giving better accuracy when tested with read mode (64.45%) as compared to conversation mode (33.50%). Similarly, conversation-baseline MPRS is giving better performance when tested with conversation mode (64.23%) than the read mode (30.30%). This indicates that the performance of mode-specific MPRSs degrades when there is a mismatch in the modes of train and test utterances. As we have seen in introduction Section 1 that the speech from Indian news TV channels may contain read and conversation mode simultaneously. In such realistic cases, the baseline systems will fail in successfully recognizing speech from different modes. Hence, for achieving optimal performance, we need to process the speech signal associated with a particular mode through the corresponding modespecific MPRS. One way to achieve this is by manually tagging the mode of each input utterance. However, this is complex and not feasible in a real-time scenario. Hence, it is required to develop a system which can automatically identify the mode of the input speech. This can be more advantageous if such a system is language independent. This necessity motivated us to develop a speech mode classification (SMC) system that can automatically detect the mode of input speech of any language. It is noticed from the literature survey that there is no work related to multilingual speech mode classification. In further section, we will discuss the proposed approach which integrates the SMC system and MPRSs into a single framework. 
Proposed Framework
The block diagram of the proposed two-stage phone recognition system is shown in Figure 3 
Development of Proposed Multilingual Speech Mode Classification Model
The objective of multilingual speech mode classification (SMC) model is to identify either read mode or conversation mode of speech which is spoken in any Indian language. Multilingual SMC model is a language-independent SMC model. 
Multilayer Perceptron
In this work, MLP is explored for mapping a given speech signal into a speech mode by calculating invariant and discriminant features using its nonlinear processing. MLP is a feed-forward neural network [29] with one or more hidden layers between its input and output layer. There are various parameters to tune in MLP, such as the number of hidden layers, the number of nodes in each layer, and learning rate. Finding these parameters is a necessary task for optimizing the MLP. According to [30] , an MLP with a single hidden layer can approximate any nonlinear function with optimal accuracy.
However, the required number of neurons in the hidden layer is not stated in [30] .
Hence, in this work, we have explored a three-layer multilayer perceptron. The threelayered MLP is initialized with 0.005 learning rate. The tanh non-linear function and the softmax activation function are used at the hidden and output layers, respectively.
In this work, we have explored various network structures for both excitation source and vocal tract based speech mode classification tasks. For each model, the number of nodes at the input layer p is equal to the dimension of input feature vectors. The number of nodes at the output layer is equal to the number of classes in a classification problem. The number of nodes at the output layer r = 2 will be the same for all models because this is a two class problem. The number of units in the hidden layer q for each model is decided after performing experiments on huge training datasets. The explored network structure for excitation source and vocal tract based SMC models are specified in stage-1 and 2 (see Section 6.2 and 6.3), respectively. Further, Standard back-propagation algorithm (stochastic gradient descent) [31] is used for training the MLP to minimize the root mean squared error between the actual and the predicted outputs. The classification accuracy of the speech modes is analyzed by calculating the objective measure, such as root mean square error.
Development of SMC models at Stage-1
The goal of stage-1 is to build separate SMC model for excitation source features.
The excitation source features are captured from pitch and epoch strength contours of speech signals. Each feature contains distinct mode-related information. Therefore, two different SMC models are developed using MLP at stage-1: (i) SMC using pitch contour is denoted as PC-SMC model, and (ii) SMC using epoch strength contour is represented as ESC-SMC model. The number of nodes at the input and hidden layers for developing the SMC models using the pitch contour are p 1 = 500 and q 1 = 56, respectively. The similar, network structure is followed for epoch strength contour based SMC model. These two MLP models are trained and tested at sentence level.
The training process of PC-SMC and ESC-SMC models is terminated after 200 epochs
as there is no substantial decrement in the error when the number of epochs is further increased.
Development of SMC models at Stage-2
The target of stage-2 is to design the SMC model using excitation source features and examine the mode discrimination details present in the excitation source and vocal tract features. Hence, at this stage, two separate SMC models are developed using After testing, majority voting is applied for generating scores at the sentence level. The number of epochs required for training the VT-SMC model is 600. The number of nodes at input, and hidden layers are p 2 = 39, and q 2 = 21, respectively.
Development of SMC models at Stage-3
The objective of stage-3 is to design the single integrated SMC model. Here, the integrated model is developed by combining the scores of the excitation source and vocal tract based SMC models of stage-2 and denoted as Src-VT-SMC model. It is worth noting that the integrated model (Src-VT-SMC model) outperform the SMC models developed using stand-alone features at almost the same computation time.
Score Level Fusion
The score is an estimate of the relationship between the feature vectors of training and testing utterances. The score is represented in terms of the posterior probability corresponding to each class for a speech frame. Evidence generated from classifiers is dependent on the initial features. In order to reduce the significance of less efficient features and to increase the impact of more significant features, the scores can be weighted. This is known as weighted score level fusion. Adaptive weighted combination scheme [32] has been used for combining the scores of speech mode classification (SMC) models. In this work, weights are derived by seeking the range of weights for each model present in a respective stage (see Figure 4 ) on the development set and the final optimal weights are used for evaluation. The idea behind the weighted score fusion is to reduce the total error on the evaluation set. The fused score is calculated as
Where, i={1,2,..,c} represents the number of models c, for development set x score generated from ith model is shown as S i (x). Figure 4 is used for developing the monolingual and multilingual SMC models. In Table 4 , we have shown the average classification performance of SMC 
Evaluation of SMC models at Stage-1
At the stage-1, two different models are developed for each monolingual and multilingual speech corpora using two excitation source features at the suprasegmental level.
The fourth and fifth columns of the Table 4 shows the mode classification performance achieved by using suprasegmental features: pitch contour (PC) and epoch strength contour (ESC). From the results, we can see that the average classification accuracies obtained with the epoch strength contour are better than those achieved with the pitch contour for each baseline and proposed multilingual models. The similar observation is also noted while analyzing the correlation coefficients in view of mode discrimination.
This represents that the epoch strength contour has better mode discrimination power than the pitch contour.
Evaluation of SMC models at Stage-2
The aim of stage-2 is to develop two different speech mode classification mod- Figure 4 . Further, the average classification performance of the SMC model developed using full excitation source features is less than the models developed using MFCC+∆+∆∆. This indicates that the vocal tract features contain significantly higher mode specific information than excitation source.
Evaluation of SMC models at Stage-3
At this stage, two integrated speech mode classification models are developed by concatenating scores from (i) Src-SMC and MFCC-SMC models (labelled as Int-1-SMC) and (ii) Src-SMC and MFCC+∆+∆∆-SMC models (labelled as Int-2-SMC).
In Table 4 , the average mode classification accuracies determined from the integrated models are displayed in the ninth and tenth columns. The performance of integrated models is better compared to the models based on the individual feature. For example, the accuracy of the Int-2 SMC model is better than the accuracies of the Src-SMC and MFCC+∆+∆∆-SMC models. Among the two integrated models, the performance of Int-2-SMC model is better than that of Int-1-SMC model. Please note that the integrated models are developed using score fusion instead of feature fusion.
From the results of the Table 4 , it is observed that the developed multilingual SMC models (see ID: 5-8) are providing similar results as compared to the monolingual SMC models (see ID: 1-4). Thus, a single MSMC model can replace multiple monolingual SMC models for mode classification of the speech samples belongs to any language.
Further, it can be noticed that the MSMC models perform equally well for all the considered languages, and they are not biased towards any language. The results portray that the Int-2-SMC model has better average classification accuracy across the languages. Hence, this integrated SMC model can be used as a front end of multilingual PRS for optimally recognizing the phonetic units present in the input speech signal of any mode spoken in any language.
Performance analysis of integrated model
The improved performance of the integrated model (Int-2-SMC) can be better understood from Figure 5 . The mode classification using VT-SMC, Src-SMC and Int-2-SMC models are shown in Figure 5 for 25 random utterances from the multilingual test dataset (discussed in Section 2). The selected utterances belong to read mode. In which results in better classification accuracy with Int-2-SMC model.
Performance comparison of two speech modes
In this section, we have analyzed the classification accuracies for conversation and read modes of each monolingual and multilingual speech corpora. Here, we have considered the best SMC model (labeled as the Int-2-SMC model) for calculating the performance for individual modes of each language in Table 5 . In the first column of the Table 5 , mode performances of monolingual models are shown with IDs: (1-4) and for multilingual models are shown with IDs: (5-9). The second and third columns of Table   5 depicts the various languages involved in training and testing the models. The fourth and fifth column shows the performance of conversation and read modes speech data.
From the results, it can be observed that the classification performance for read mode is better than the conversation speech mode throughout the monolingual and multilingual models. In this work, read speech contains TV news reading style, and the conversa- where these modes have similar acoustic characteristics.
From the Table 5 , it can be observed that the multilingual SMC model (labeled as K-T-B-O) is performing similar to the monolingual SMC model (labeled as Bengali, Odia, Telugu, and Kannada) for classifying speech modes. Hence, the proposed multilingual SMC model can be significantly used for determining mode of input speech spoken in Indian languages which is used for developing the model. 
Evaluation of phone recognition systems
In this section, we have evaluated the performance of the baseline and the proposed MPRSs. The baseline and proposed MPRSs are trained and tested using data from the four Indian languages: Telugu, Kannada, Odia, and Bengali discussed in Section 2. In this work, two separate baseline MPRSs are developed one for each read and conversation modes and named as read-baseline and conv-baseline MPRSs, respectively. The baseline mode-dependent MPRSs are developed using MFCCs and tandem features.
On the other hand, two separate proposed MPRSs are developed one for each read and conversation modes and named as read-proposed, and conv-proposed MPRSs. A twostage system is proposed named as a COMB-MPRS, this includes a speech mode classifier (with maximum performance of 91.10% as shown in Table 4 ) at the first stage, which acts as a switch between the mode-dependent MPRSs (read-proposed MPRS and conv-proposed MPRS) present in the second stage (see Figure 3) . The proposed mode-dependent MPRSs is developed using a combination of MFCCs, tandem, and two excitation source features: MPDSSs and RMFCCs. The detailed description of the development of the SMC model is discussed in Section 6.
For performance evaluation, the decoded transcription is matched with the original transcription, and the given Equation (7) is used for computing the Phone Error Rate (E).
Where N represents the total number of phones in the original transcription, D accounts for the number of deletion errors, S represents the number of substitution errors and I accounts for the number of insertion errors in the decoded output. Table 6 depicts the phone recognition accuracies of baseline and proposed systems. The first column of Table 6 represent the various features used for developing the MPRSs. The second column shows the name of the recognition systems. In this work, the recognition accuracy of each system is computed at a detailed and finer level.
When a system is tested without the knowledge of speech mode, it will provide detailed analysis which is shown in column fifth. When a system is tested separately for read and conversation mode speech, it will provide finer level information which is shown in column third and fourth. The first and third rows contain the phone recognition accuracies for read-baseline and read-proposed MPRSs, which are trained with read mode data. In the second and fourth rows, the performance of conv-baseline and convproposed MPRSs are shown, which are trained using conversation mode of speech corpora. The fifth row is depicting the accuracy of the COMB-MPRS, which includes read-proposed and conv-proposed MPRSs, therefore, read, and conversation speech corpora are used for training the mode-specific proposed MPRSs.
From Table 6 , it is observed that the average performance of the proposed MPRSs In Table 6 , the average accuracies for read-proposed and conv-proposed MPRSs are depicting that the testing data processed through the systems without the knowledge of the mode of input speech. For analyzing the accuracy at the finer level, we have computed the recognition accuracy for each mode separately using the read-proposed and conv-proposed MPRSs. Since the prior knowledge about the modes of the testing data is given, thus, we have recognized the accuracy at a finer level. It can be observed that the read-proposed MPRS is providing a significantly better result for read mode as compared to conv-proposed MPRS. For the conversation mode, the significant result is provided by conv-proposed MPRS than the read-proposed MPRS. Hence, the best performance for read and conversation modes that could be achieved using the COMB-MPRS in an ideal case (100% MSMC accuracy) are 68.15% and 66.53%, respectively.
Therefore, the average of best accuracies achieved for read and conversation modes will represent the overall accuracy that could be attained by the COMB-MPRS in an ideal case, which is 67.34%. However, the achieved performance for the COMB-MPRS hav-ing an MSMC model with maximum performance (91.10%) is 60.19%, which is 7.15%
smaller than the ideal case. This is because the MSMC model is not accurately classifying the modes of some utterances. But, on an average, the COMB-MPRS is performing much better than the mode-dependent baseline and proposed MPRSs. The overall improvement of 11.22%, 12.93%, 6.96%, and 9.5% are achieved with the COMB-MPRS compared to read-baseline, conv-baseline, read-proposed, and conv-proposed MPRSs, respectively. The reason is that the input speech in COMB-MPRS is processed through the corresponding mode-specific MPRS. Here, the mode of the speech utterance is identified using the speech mode classification model placed at the front end. This shows the importance of the MSMC. Therefore, incorporating MSMC is important, and also in the future, we have to make it more closer to ideal accuracy. In Table 6 , it is analyzed that the recognition accuracy achieved using the proposed system for read mode (61.02%) is better than the conversation mode phones (59.37%). This is because the multilingual SMC model at the front end of MPRS is giving better classification performance for read mode (92.28%) than the conversation mode (89.97%) as shown in Table 4 . The overall result indicates that combining mode-specific MPRSs and MSMC into a single framework can better decode the phonetic units present in a speech utterance of any language spoken in any mode.
Conclusion
In this work, a system has been proposed for automatically recognizing phonetic units present in speech utterances from multiple languages spoken in multiple modes.
In this study, the considered modes of speech are conversation and read modes in four Indian languages, namely, Telugu, Kannada, Odia, and Bengali. The proposed method is explored at two-stage. In the first stage, the mode of input speech is identified using a multilingual SMC system (K-T-B-O) developed using vocal-tract and suprasegmental level excitation source features. The vocal-tract information provides better SMC accuracy (82%) compared to excitation source information (69%). Experimental analysis indicates that there exists distinct mode-specific information between vocal-tract and excitation source features. Hence, the scores of excitation source based models are further combined with the scores obtained from vocal tract based model to improve the SMC accuracy (91%). In the second stage, speech utterance will be routed to the MPRS of the mode identified in the previous stage, and the phonetic units present in the speech signal are determined. The evaluation of phone recognition shows that the proposed two-stage system significantly outperforms the baseline mode-dependent
MPRSs. In the future, we intend to investigate other speech features to improve MSMC accuracy as it is required to have an ideal MSMC system with 100% SMC accuracy in the first-stage. We will also explore articulatory features with vocal tract details for further improving the performance of MPRS. In this work, we have focussed on Indian languages; however, in further study, other languages will be explored for analyzing the significance of the proposed system.
