ABSTRACT
INTRODUCTION
The planted motif problem (PMP) is a fundamental search problem with applications in computational biology, especially in locating regulatory sites [1] , [2] . The ( , ) planted motif problem can be defined as: "Given a set of DNA sequences, each of length , find , the set of sequences(or motifs) of length-which have at-least one -neighbor in each of the sequences". A -neighbor is a sequence of length that differs from the motif in at most positions.
We refer to a sequence of length as an -mer in the rest of the paper.
Sequential algorithms for this problem have been extensively studied in the literature [2] . A number of these algorithms find the approximate motif [1] , [3] , [4] and others find the exact motif [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . In this paper, we focus on the exact motif finding problem. The drawback of these algorithms is that they have been designed to work on serial computers and are not suitable for straightforward parallelization on current multicore architectures. One of the issues we need to be aware on multicore architectures is that caches are shared by different cores and a cache line that is updated by different cores generates a lot of memory traffic. Therefore it is desirable to have a parallel algorithm that works, where different cores update different portions of the storage area. To understand this better, consider the original exact algorithm of Waterman et al. [15] , which we have modified for multicore implementation. The original algorithm maintains a table of size 4 . For each subsequence, , of length in a sequence of length , generate the ( , )-neighborhood which is all patterns (sequences) of size that differ from in at most positions. For each of the pattern in the ( , )-neighborhood, we increment the corresponding entry in the 4 -size table. Once we have processed all the subsequences of size , we can use the score to find the planted motif. One straightforward approach to parallelize this algorithm is to assign a sequence of length to each core for processing and updating a common table of size 4 that is shared by all cores. This results in false sharing on multicore architectures [16] . False sharing occurs when threads on different cores write to different locations on the same cache line. Assume core 1 loads a cache line for the first time and it is marked as "Exclusive" (Here, we are assuming that the multicore architecture implements MESI cache coherency protocol [16] ). If core 2 loads the same cache line, it is marked as "Shared." If core 2 writes into location X on the cache line, the line is marked as "Modified". Once core 2 has a cache line in a modified state, it snoops all reads to this cache line. Now if core 1 reads location Y (different from X, the one modified by core 2 ) on the same cache line, the read will be intercepted by core 2 . Typically, core 2 then forces the read to retry and writes the line to main memory and mark it as "Shared." This results in increase in memory traffic that can have a significant impact on the performance.
To address this problem we use a bit based approach where at the expense of some additional storage we avoid any increase in memory traffic due to false sharing. We allocate one array of size 4 -bits for each sequence of size . This enables every core to update its own bit-array without any interference from the other cores. The basic bit based approach finds the -neighborhood of the -mers in each input sequence, and sets the bits corresponding bits in the bit array. It then finds the motifs by performing logical AND on the bit arrays. In addition to this modification to the original algorithm [15] , we suggest three major modifications to address memory issues and enhance performance of the parallel algorithm: incremental support, limiting motif search space, and filtering.
Incremental support: To address the memory issue and further enhance the runtime performance, we propose a parallel incremental approach, which is based on the incremental approach suggested in the context of sequential implementation by [9] . To solve ( , ) instance, the incremental approach works by solving the ( ′ , ) instance, where ′ ≤ , and then extending it to ( , ). The advantage of the incremental approach is that it is easily parallelizable as opposed to tree-based approaches, graph based that are difficult to parallelize.
Iterative approach: Recall that the basic kernel in the proposed algorithm is that for each of the -mer in theneighborhood, we set the bits in the 4 size bit array. Here, if we limit the motif search space by considering specific -mers in the -neighborhood, say all the -mers with nucleotide at the first position, we need to work with only 4 −1 size bit array. However, this requires that we repeat this kernel computation four times corresponding to four nucleotides in the first position of the -mer in theneighborhood.
Filtering: In this approach we work with a smaller set, ′ where ′ ≤ , of input sequences to find the candidate motifs and filter the candidate motifs by finding if they have -neighbors in rest of the input sequences. The key observation here is that the number of candidate motifs falls exponentially as we increase the number of sequences in the smaller set. This enables us to work with a small number of candidate motifs during the filtering phase. As finding candidate motif is the most expensive operation, this enhances the overall running time. The serial version of this approach is discussed in [9] .
In this paper, we propose a parallel algorithm that incorporates all the above ideas to solve the challenge problem [1] . There are many instances of PMP that become challenging for various approaches, the reason is given in [1] . Some of the challenging ( , ) instances for = 20 and = 600 are (13, 4), (15, 5) , (17, 6), (19, 7). The proposed algorithm has a number of parameters such as the value of ′ for the incremental approach, and the number of sequences( ′ ) to consider for selecting candidate motifs. The values we assign to these parameters have a significant impact on the performance of the algorithm. The optimum values for these parameters depend on the resources available on the target machine, and the growth rate of candidate motifs. We have developed a set of rules based on our experimentation and theoretical analysis to derive the values of various parameters for optimum performance. For example, if we are trying to solve (20, 5) problem on a multicore architecture with 4 cores and 1-GB memory, we first solve (15, 5) and then use incremental approach to solve (20, 5). We work with 8 sequences to identify candidate motifs and then filter the candidate motifs to find the motifs for 20 sequences. The theoretical analysis and our experiments that help us in deciding the parameter values are discussed later in section 3.
THE BITBASED APPROACH
Let = { | = 0 to − 1} be the set of input sequences. { }, = 0 to − + 1, denotes the -mer in sequence starting at location . Let , { } be the set of -neighbors of { } and let
, { }. It is easy to see that the set of planted motifs, is
As in PMS1, BitBased approach also first generates , for the input sequences and then performs the intersection to generate . PMS1 first sorts the -mers in , and then merges the sorted output to find . Our BitBased approach represents , using bit arrays which allows us to directly perform the intersection using ANDing of bit arrays. We observe that, one can potentially use a single integer array, and increment operation instead of using bit arrays potentially saving space [15] . However, this presents difficulties when one tries to make use of parallelization. For simplicity of understanding we present our algorithm modularly. The basic approach is presented in subsection 2.1. We then present the iterative approach in subsection 2.2 which is applied in the cases where the memory required is not available. The iterative approach would reduce the space complexity but also would increase the time complexity. The basic algorithm is improved by using incremental motif computation in subsection 2.3. The algorithm is further improved in subsection 2.4 using the idea that computing motifs for a subset of sequences and then filtering out spurious motifs is faster. Throughout, our methods are driven by the desire to efficiently make use parallelism.
The Basic Approach
The basic approach is divided into two phases. The first phase presented in subsection 2.1.1 sets bits in the bit arrays, the second module presented in subsection 2.1.2 performs intersection of the bit arrays to find the motifs.
Setting Bits
In setting bits phase an array of size 4 bits is allocated for each input sequence. Let be the bit array corresponding to the input sequence , where = 0 to − 1. Each bit in the bit array corresponds to an -mer. For example, for = 7, the index 0 corresponds to the 7-mer AAAAAAA, index 1 corresponds to AAAAAAC, similarly index 4 7 − 1 corresponds to TTTTTTT, assuming = 0, = 1, = 2 and = 3. Each -mer { }, = 0 to − + 1, is enumerated to generate its -neighborhood set , { }.
The bits corresponding to the -mers in , { } are set in for = 0 to − 1. We represent each residue using 2 bits. i.e. A is represented by 00, C by 01, G by 10 and T by 11. The index of the bit corresponding to an -mer can be easily obtained by replacing the residues with the 2 bits that represent the residue. For example, the index of the sequence GACCTG is 100001011110. The procedure for setting bits is given in algorithm 1. Figure 1 shows an example of how the bits are set for a given sequence.
After SetBits is executed, a bit array has a bit set to 1 at index only if the -mer corresponding to is present in , . It is worth noting that SetBits is very amenable to parallelization.
Finding Motifs
In finding motifs phase, the motifs are found using the bit arrays generated in the setting bits phase. The required planted motifs are the ones which correspond to the indices at which all the bit arrays have the bits set. The indexes can 
Generate , the set of all -neighbors of { } 4: for each -mer in do Figure 2 shows an example of finding motifs for = 2. The procedure for finding motifs is given in algorithm 2. The output of this algorithm is , the set of all planted motifs.
Algorithm 2 FindMotifs
let be the -mer that corresponds to index 6:
end if 8: end for
The two phases can be easily parallelized. Let be the number of processors. In setting bits phase the input sequences can be divided among processors. Each processor is assigned / sequences. Each processor only sets the bits in the arrays corresponding to the input sequences assigned to it and thus will not result in any conflicts be- tween processors. If the number of processors is more than the number of input sequences, then all the processors can be utilized by assigning a single sequence to multiple processors. Conflicts can be avoided in this case by dividing the bit arrays among the processors. For example, if a single input sequence is assigned to four processors, then the bit array corresponding to the input sequence is divided among the four processors. Each processor enumerates the -mers in such a way that it only sets the bits in the part of the bit array assigned to it. The finding motifs phase can also be easily parallelized. The th processor is assigned indexes from 4 / ⋅ to 4 / * ( +1)−1 of all the bit arrays. Each processor performs logical AND operation on the part of bit arrays assigned to it to find the planted motifs.
The main issue with this approach is the memory requirement, which grows exponentially with . For example for = 20, = 600 the (15, 4) instance would require 2.5GB of memory and the (17, 6) instance would require 40GB of memory. The memory requirements for using this simple scheme directly become prohibitive for problem instance (19, 7) on commonly available multicore or parallel machines. However, this approach is very flexible and it can be parametrized to work with only the memory available to it. In other words, it is possible to use this approach to trade off space for time. The iterative approach in section 2.2 explains how to solve the ( , ) instances for which the memory requirement is higher than the available memory.
Iterative Approach
The basic BitBased approach fails if the memory required for the bit arrays cannot be allocated. The iterative approach, which works by reusing the memory that is available, can be applied to such instances. Notice that if 4 bit array(that is constructed using the method that was explained in section 2.1.1) is divided into four parts, each part of size 4 −1 , all the mers corresponding to the bits in first part start with residue A second part start with C, third with G and fourth with T. Similarly, if the bit array is divided into 4 parts, each part of size 4 − , the first residues are same for all the -mers corresponding to the bits in the same part. Iterative approach works by virtually breaking the 4 bit space into 4 − parts, where 4 is the maximum number of bits that can be allocated for each bit array. It iteratively performs the set bits and find motifs operation. In ℎ iteration, it sets the bits and finds motifs only in the ℎ part, which is of size 4
. Note that while finding the index of the bit corresponding to a sequence, we only need the trailing residues as the starting − residues are the same in each part. Algorithm 3 shows the procedure for the iterative approach.
Increment Motifs
This modification significantly improves the performance of the approach along with improving the space complexity. Given the set of motifs of ( − 1, ) instance, their -neighbors in all the input sequences and their corresponding distances from the motifs, we can find the motifs for ( , ) instance in ( ) time. This can be done by using the following lemma.
Algorithm 3 IterativeApproach
Input: , , Output:
get the sequence of length that corresponds to 4: {setting the bits in ℎ part} 5: for = 0 to − 1 do 6:
get distance ′ between and { } 8:
for each -mer in To solve ( , ) instance, we first find the planted motifs for ( ′ , ) instance, where ′ <= , and then apply the incremental algorithm iteratively to obtain the planted motifs for ( , ) instance. The procedure for this modification is given in Algorithm 4.
′ , the set of planted motifs for ( ′ , ) instance, is input to the increment motifs phase and , the set of motifs for ( , ) instance is generated.
The lower the value of ′ , the less time it takes for setting bits and finding motifs and also less memory is required. But if the value of ′ is too low, the number of ( ′ , ) motifs would be very high and so the time spent in increment motifs phase would be high. So an optimal value of ′ needs to be chosen. Finding an optimal value of ′ is discussed in section 3.1.
Filtering Motifs
This modification also improves the performance of the approach and reduces the space requirement. To solve planted motif problem for ( , ) instance in input sequences, we first find the planted motifs only for ′ input sequences, where ′ ≤ . We call these motifs candidate motifs. These candidate motifs are then filtered to find the motifs for sequences by checking if each of the candidate motifs is present in the remaining ( − ′ ) input sequences. The lower the value for ′ , the less time it takes for setting the bits, which is the dominating part as discussed earlier. But if ′ is too low, the number of candidate motifs is high and so is the time spent in filtering motifs. Therefore, it is important to choose an optimum value for ′ which balances the time spent in setting bits and the time spent in filtering motifs. Finding an optimum value for ′ is discussed in detail in section 3.1.
The Combined Algorithm
The BitBased approach works by combining all the phases discussed so far. First the optimum value of ′ is calculated. Then the optimum value of ′ for ( ′ , ) instance is calculated. If there is enough memory available for ′ bit arrays each of size 4 ′ then the candidate motifs are found using the basic approach. Otherwise the candidate motifs are found using the iterative approach. Once the candidate add to 38: end for motifs are obtained, they are filtered to find the motifs for ( ′ , ) instance. The resultant motifs then go through the incremental phase to obtain the motifs for ( , ) instance.
We now discuss the time and space requirements of these methods. Recall that we have sequences each of length and that we are trying to find motifs of size with at most errors. The time complexities of SetBits, FindMotifs, Fil- 
EXPERIMENTAL RESULTS
We obtained our results on a 4 quadcore 2.67 GHz Intel Xeon X5550 machine. Our program is coded in C using openMP directives for parallelizing the code. We have performed our experiments on random data with motifs planted at random positions. We have taken = 20 and = 600 for all our experiments. We compare our results with PMSPrune [5] which is the most recent exact approaches developed for PMP to the best of our knowledge. Table 1 compares our results with PMSprune. In the table, the algorithm BitBased-[n] represents the bit based algorithm using processors. '-' in the table indicates that the the value cannot be computed or it takes more than 10 hours. We have used a maximum of 1GB of memory for bit arrays for all our experiments. For (17, 6), (19, 7) and (21, 8), we used the iterative approach mentioned in section 2.2. BitBased scales well with the number of processors. Figure 3 shows the scalability results for the BitBased approach. Because the time taken for the incremental phase is minimal, BitBased takes approximately the same time for any ( , ) instance as for ( ′ , ) instance, where ≥ ′ . For example, for (20, 4) instance, it takes same time as for (13, 4) instance. 
where is the probability that an -mer has a neighbor at a given position in a random sequence of length . is calculated using the below equation
The value of ′ is chosen to be the smallest value of , that has ( , ) less than some threshold value, say 100. The approximate estimate of number of ( ′ , ) motifs for different values of ′ and are given in table 2. From the table it can be seen that the optimum values for ′ when = 4, = 5 and = 6 are 13, 15 and 17 respectively. In other words, to solve an ( , 4) instance where ≥ 13 one should first solve (13, 4) instance and use incremental motif computation thereafter.
Finding the optimal value for ′ is relatively complex. First an estimate of , the number of candidate motifs, for different values of , 1 ≤ ≤ are calculated using the equation 1. To find the optimum value of ′ , one needs to take into consideration, , the available memory and 
CONCLUSION
We presented a simple, efficient, parallel and parametrized approach for solving the planted motif problem. We first introduced the basic approach and then added different modifications which improve the performace of the algorithm and also decrease the memory requirement. BitBased was able to solve instances upto error 5 within a quarter of a minute using 1GB of memory. The iterative approach was able to solve the (17, 6), (19, 7) instances. It was also able to solve (21, 8) instance using 16 processors and 1GB memory in 6.9 hrs. (21, 8) was not reported as solved in the literature so far.
