In this paper we study new stochastic approximation (SA) type algorithms, namely, the accelerated SA (AC-SA), for solving strongly convex stochastic composite optimization (SCO) problems. Specifically, by introducing a domain shrinking procedure, we significantly improve the large-deviation results associated with the convergence rate of a nearly optimal AC-SA algorithm presented in [4] . Moreover, we introduce a multi-stage AC-SA algorithm, which possesses an optimal rate of convergence for solving strongly convex SCO problems in terms of the dependence on, not only the target accuracy, but also a number of problem parameters and the selection of initial points. To the best of out knowledge, this is the first time that such an optimal method has been presented in the literature. From our computational results, these AC-SA algorithms can substantially outperform the classic SA and some other SA type algorithms for solving certain classes of strongly convex SCO problems.
Introduction
In this paper, we consider a class of strongly convex stochastic composite optimization (SCO) problems given by Ψ * := min x∈X {Ψ(x) := f (x) + X (x)}, (1.1) where X is a closed convex set in Euclidean space E, X (x) is a simple convex function with known structure (e.g. X (x) = 0, X (x) = x 1 ), and f : X → R is a general convex function such that for some L ≥ 0, M ≥ 0 and µ ≥ 0,
Here, f (x) ∈ ∂f (x) and ∂f (x) denotes the subdifferential of f at x. We assume that the first-order information of f is available via subsequent calls to a stochastic oracle (SO). More specifically, at the t-th call, x t ∈ X being the input, the SO outputs the quantity F (x t , ξ t ) and a vector G(x t , ξ t ), where {ξ t } t≥1 is a sequence of independently and identically distributed (i.i.d) random variables such that E[F (x, ξ t )] = f (x) and E[G(x, ξ t )] ≡ g(x) ∈ ∂f (x) for any x ∈ X. We make the following assumption throughout the paper.
A1:
For any x ∈ X and t ≥ 1, we have E G(x, ξ t ) − g(x) 2 * ≤ σ 2 . In some cases, Assumption A1 for the SO is augmented by the following stronger "light-tail" assumption (see, e.g., [4] ).
A2:
For any x ∈ X and t ≥ 1, we have E exp{ G(x, ξ t ) − g(x) 2 * /σ 2 } ≤ exp{1}. Since the parameters L, M, µ, σ can be zero, problem (1.1) covers several important classes of convex programming (CP) problems. In particular, if f is a general Lipschitz continuous function with constant M f , then relation (1.2) holds with L = 0, µ = 0 and M = 2M f . If f is a strongly convex smooth function in C 1,1 L/µ (e.g., [16] ), then (1.2) is satisfied with M = 0. Clearly, relation (1.2) also holds if f is given as the summation of certain smooth and nonsmooth convex functions. Moreover, problem (1.1) covers different classes of deterministic CP problems if σ = 0. To subsume all these different possible combinations, we refer to the aforementioned class of CP problems as F X,X (L, M, σ, µ).
In this paper, we focus on the strongly convex case where µ > 0. By the classic complexity theory for convex programming (see, e.g., Theorems 5.3.1 and 7.2.6 of [14] , Theorem 2.1.13 of [16] , [26] and [6] ), to find an -solution of (1.1), i.e., a pointx ∈ X s.t. E[Ψ(x) − Ψ * ] ≤ , the number of calls (or iterations) to SO cannot be smaller than
where x 0 denotes an initial point, x * is the optimal solution of problem (1.1) and O(1) represents an absolute constant. However, it is not clear if such a lower complexity bound is achievable or not. We study stochastic approximation (SA) type algorithms for solving the aforementioned strongly convex SCO problems. The classic SA method mimics the gradient descent method and was first proposed by Robbins and Monro [20] . After that the SA algorithms were widely used in stochastic optimization (see, e.g., [1, 2, 3, 8, 17, 21, 24] and references therein). An important improvement of the SA method was developed by Polyak [18] and Polyak and Juditsky [19] , where longer stepsizes were suggested with consequent averaging of the obtained iterates. Recently, Nemirovski et al. [13] demonstrated that a properly modified SA method based on iterate averaging, namely, the mirror-descent SA, can be competitive and even significantly outperform the Sample Average Approximation (see, e.g., [7, 10, 22] ) method for a certain class of stochastic optimization problems. They demonstrated that the mirror descent SA exhibits an unimprovable expected rate of convergence for solving general stochastic convex programming problems without assuming strong convexity. They also show that the iteration complexity for the classic SA for solving F X,0 (L, 0, σ, µ) is given by
whereḠ 2 := sup x∈X E[G(x, ξ)] 2 . Note that, in our setting, M = 0 andḠ 2 is in the order of σ 2 + L 2 max x∈X x − x * 2 (see Remark 1 of [9] ). Clearly, bound (1.4) is substantially worse than (1.3) in terms of the dependence on L, µ and x 0 − x * , although both of them are of O(1/ ). As a result, the classic SA method of this type is very sensitive to these problem parameters and the selection of the initial point x 0 . More recently, by properly modifying Nesterov's optimal method for smooth CP [15, 16] , Lan [9] presented an optimal method for solving F X,0 (L, M, σ, 0), which appears to be the first unified optimal method for smooth, nonsmooth and stochastic convex optimization. Motivated by this work, different variants of Nesterov's method have been studied for solving stochastic CP problems and most of these methods were designed for solving problems with a regularization term added into the objective function, i.e., F X,X (L, M, σ, 0) (see, e.g., [4, 5, 11, 12, 25] ). In [4] , Ghadimi and Lan presented a generic accelerated stochastic approximation (AC-SA) algorithm, which, when employed with proper stepsize policies, can yield optimal or nearly optimal algorithms for solving different classes of problems in F X,X (L, M, σ, µ). In particular, they show that, if µ > 0, then the iteration complexity for finding an -solution of (1.1) can be bounded
This bound is significantly better than the bound in (1.4) for the classic SA method applied to F X,0 (L, 0, σ, µ) in terms of the dependence on L, µ, σ and x 0 − x * (note that M = 0 for this comparison). They also presented an effective validation procedure to assess quality of the solutions generated by the AC-SA algorithm. Note however, that the complexity bound (1.5) is still significantly worse than the lower bound in (1.3) in terms of the dependence on x 0 − x * . Hence, this algorithm is nearly optimal for solving strongly convex SCO problems with µ > 0. While the aforementioned complexity results evaluate, on average, the performance of the SA-type algorithms over many different runs, the large-deviations associated with these complexity results estimate the performance of a single run of these algorithms (e.g. [4, 9, 13] ). In particular, under Assumption A2, Ghadimi and Lan [4] investigated the iteration-complexity of the AC-SA algorithm for finding an ( , Λ)-solution of (1.1), i.e., a pointx ∈ X s.t. Prob{Ψ(x) − Ψ * > } ≤ Λ, for a given confidence level Λ ∈ (0, 1). They showed that, under Assumption A2, the iteration-complexity of the AC-SA algorithm for finding an ( , Λ)-solution for F X,X (L, M, σ, µ) with µ > 0, after disregarding a few constant factors, is bounded by
Note, however, that this bound is significantly worse than the one in (1.5) in terms of the dependence on . Our contribution in this paper mainly consists of the following aspects. Firstly, observing that a single-run of aforementioned nearly optimal AC-SA algorithm for strongly convex SCO has significantly worse theoretical performance guarantee than the average one over many runs, we develop ways to improve the former iteration-complexity results so that they become comparable to the latter ones. The basic idea we used is to properly "shrink" the feasible set of (1.1) once in a while during the execution of this algorithm. By incorporating such a domain shrinking procedure, we show that the iteration complexity of the above-mentioned nearly optimal AC-SA algorithm for finding an ( , Λ)-solution for F X,X (L, M, σ, µ) can be significantly improved to
Secondly, by properly restarting the AC-SA algorithm for solving SCO problem without assuming strong convexity with certain stepsize policy, we present an optimal algorithm with the iteration complexity bounded by (1.3) for solving strongly convex SCO problems with µ > 0. Hence, this multi-stage AC-SA algorithm possesses an optimal rate of convergence in terms of the dependence on, not only the target accuracy, but also a number of problem parameters and the selection of initial points. To the best of out knowledge, this is the first time that such an optimal method has been presented in the literature. Moreover, we develop ways to improve the large-deviation properties associated with this iteration complexity by using the aforementioned domain shrinking procedure. Finally, we demonstrate through our numerical experiments that the aforementioned optimal or nearly optimal AC-SA algorithms for strongly convex SCO can substantially outperform the classic SA and some other SA type algorithms. We also compare different variants of AC-SA algorithms and point out the situations when one would outperform another.
The paper is organized as follows. In Section 2, we review the nearly optimal AC-SA algorithm for solving F X,X (L, M, σ, µ) with µ > 0 and develop a domain shrinking procedure to improve its iteration complexity for finding an ( , Λ)-solution of (1.1). Section 3 is devoted to the optimal algorithms for solving F X,X (L, M, σ, µ) with µ > 0 and their convergence results. Finally, we present some promising numerical results for the AC-SA algorithms in Section 4.
Notation
• E is endowed with inner product ·, · and an arbitrary norm · (not necessarily the one induced by the inner product ·, · ).
• For the random process ξ 1 , ξ 2 , ..., we set ξ [t] := (ξ 1 , ..., ξ t ), and denote by E |ξ [t] the conditional expectation., ξ [t] being given.
2 Nearly optimal AC-SA algorithms for strongly convex SCO
In this section, we review a nearly optimal AC-SA algorithm for solving strongly convex SCO problems presented in [4] . Moreover, we introduce a domain shrinking procedure that can improve the large-deviation results associated with the convergence rate of this algorithm.
The AC-
In this subsection, we first review the generic AC-SA algorithm developed in [4, 9] and then show that it can yield a nearly optimal algorithm for solving F X,X (L, M, σ, µ) with µ > 0. Similarly to how the classic SA evolves from the gradient descent method, the AC-SA algorithm is obtained by replacing the gradients with stochastic (sub)gradients in Nesterov's method for smooth CP [15, 16] . Let ω be a continuously differentiable and strongly convex function with modulus ν with respect to · , i.e.,
We define the prox-function associated with ω as
We assume that V (x, z) is chosen such that the solution of
is easily computable for any g ∈ E * and x ∈ X. Moreover, if there exists a constant Q such that V (x, z) ≤ Q x−z 2 /2 for any x, z ∈ X, then we say that V (·, ·) is growing quadratically [4] . Without loss of generality, we assume throughout this paper that Q = 1 for the prox-function V (x, z) if it grows quadratically, i.e.,
We are now ready to describe the generic AC-SA algorithm.
A generic AC-SA algorithm
Input: x 0 ∈ X, prox-function V (x, z), stepsize parameters {α t } t≥1 and {γ t } t≥1 s.t. α 1 = 1, α t ∈ (0, 1) for any t ≥ 2, and γ t > 0 for any t ≥ 1.
0) Set the initial points x ag 0 = x 0 and t = 1; 1) Set
2) Call the SO for computing G t ≡ G(x md t , ξ t ). Set
3) Set t ← t + 1 and go to step 1.
The following theorem, whose proof can be found in [4] , summarizes the main convergence properties of the generic AC-SA algorithm.
Theorem 1 Consider the generic AC-SA algorithm for F X,X (L, M, σ, µ) and suppose that condition (2.4) holds whenever µ > 0. Also assume that {α t } t≥1 and {γ t } t≥1 are chosen such that
8)
where
(2.10)
Then, a) under Assumption A1, we have
for any t ≥ 1, where x * is an arbitrary optimal solution of (1.1); b) under Assumption A2, we have 12) for any λ > 0 and t ≥ 1, where
, (2.13)
By properly specifying the selection of stepsize parameters α t and β t , t ≥ 1, we present in Proposition 2 a nearly optimal algorithm for solving strongly convex SCO problems. The proof of this result can be found in Proposition 9 of [4] .
If µ > 0 and condition (2.4) holds, then under Assumption A1, we have
For the sake of future reference, we call the above AC-SA algorithm with stepsize policy (2.15) the single-stage AC-SA algorithm.
We now make a few remarks about the single-stage AC-SA algorithm and its convergence properties in Proposition 2. First, in view of the lower complexity bound (1.3), the AC-SA algorithm with the stepsize policy (2.15) achieves the optimal rate of convergence for solving F X,X (0, M, σ, µ), i.e., for those problems without a smooth component. It is also nearly optimal for solving F X,X (L, M, σ, µ), in the sense that the second term 8(M 2 + σ 2 )/[νµ(t + 1)] of D e (t) in (2.16) is unimprovable. The first term of D e (t) (for abbreviation, L-component) depends on the product of L and V (x 0 , x * ), which can be as big as LV (x 0 , x * ) ≤ 2(t + 1)(M 2 + σ 2 )/µ without affecting the rate of convergence (up to a constant factor 2). Note however that the L-component of D e (t) is significantly worse than the corresponding one, i.e., the first term in the lower complexity bound (1.3).
Second, observe that the bounds D e (t) and D p (t), defined in (2.16) and (2.18) respectively, are not in the same order of magnitude, that is, D e (t) = O(1/t) and D p (t) = O(1/ √ t ). As discussed in Section 4.2 of [4] , under Assumption A1, the number of iterations for finding an ( , Λ)-solutionx ∈ X such that Prob {Ψ(x) − Ψ * < } ≥ 1 − Λ for a given confidence level Λ ∈ (0, 1) can be bounded by
Moreover, if Assumption A2 holds, then the number of iterations for finding an ( , Λ)-solution of (1.1) can be bounded by
Note, however, that the above iteration-complexity bound has a significant worse dependence on than the one in (2.19), although it only logarithmically depends on 1/Λ.
A domain shrinking procedure for the single-stage AC-SA algorithm
Our goal in this subsection is to introduce a "domain shrinking" procedure for the single-stage AC-SA algorithm presented in Subsection 2.1 in order to significantly improve the theoretical iterationcomplexity bound (2.20).
More specifically, for a given a positive constantŜ > 0 and an initial bound V 0 such that Ψ(x 0 ) − Ψ * ≤ V 0 , we replace identity (2.6) in the generic AC-SA algorithm by
Here,
Note that the notation log has a base of 2 throughout this paper. Observe that in the above variant of the AC-SA algorithm, the feasible set X t of (2.21) will be reduced once in a while as the algorithm advances. For the sake of future references, we call the algorithm described above the shrinking AC-SA algorithm for F X,X (L, M, σ, µ). Clearly, to efficiently implement this algorithm, it is necessary to assume that subproblem (2.21) can be easily solved. This assumption does hold for many practical problems, e.g., for the unconstrained problems where X = R n in Section 4. In fact, if the original subproblem (2.5) is easy to solve, one can always conveniently solve (2.21), for example, by using the Lagrangian relaxation methods, since the latter subproblem has only one more additional simple constraint than (2.5).
The remaining part of this subsection will be dedicated to the convergence analysis of the above shrinking AC-SA algorithm. Lemma 3 below describes some convergence properties for the shrinking AC-SA algorithm using general stepsize parameters.
Lemma 3 Consider the shrinking AC-SA algorithm for F X,X (L, M, σ, µ) with {α t } t≥1 and {γ t } t≥0 satisfying (2.8) and (2.9). Suppose that µ > 0 and condition (2.4) holds. Also assume that the algorithm is run for t iterations and that
24)
where S(i), R(i) and K t are defined in (2.23) and
Then, under Assumption A2,
where B e (t) is defined in (2.11),
and
Proof. It can be easily seen from the definitions in (2.23) that K τ ≤ K t for any 1 ≤ τ ≤ t. We then conclude from this observation and assumption (2.24) that
which, in view of (2.22), implies that x * ∈ t τ =1 X τ . Moreover, by using relations (3.16) and (3.27) in [4] , we have, for any
Clearly, we have
and hence that {ζ τ } τ ≥1 is a martingale-difference. Moreover, by (2.21), (2.22) and (2.28), we have
which, in view of Assumption A2, implies that 
Combining (2.29), the previous conclusion and relation (3.30) of [4] , we obtain (2.26).
We specialize in Lemma 4 the convergence properties in Lemma 3 for the the shrinking AC-SA algorithm with stepsize policy (2.15).
Lemma 4 Consider the shrinking AC-SA algorithm for F X,X (L, M, σ, µ) with stepsize policy (2.15). Suppose that µ > 0 and condition (2.4) holds. Also assume that the algorithm is run for N >Ŝ iterations. Let E k , 0 ≤ k ≤ K N , denote the event of
Then, under Assumption A2, we have, ∀λ > 0,
where D e (N ) is given by (2.16) and
Moreover, for any 1 ≤ k ≤ K N and λ > 0, we have
Proof. We first show (2.33). Let B e (t) and D e (t) be defined in (2.11) and (2.16), respectively. It is shown in the proof of Proposition 9 of [4] that B e (N ) ≤ D e (N ). Hence, in view of Lemma 3, it suffices to show that B s p (N ) ≤ D s p (N ). Clearly, by (2.10) and (2.15) we have
By (2.15), (2.27) and the above inequality, we have
To bound Θ(t) in the above relation, let us denote S k ≡ S(k) and R k ≡ R(k) for any k ≥ 0. Note that by (2.23), for any S k−1 < t ≤ S k , we have K t = k − 1 and R(K t ) = R(k − 1) = R k−1 . The previous observation together with (2.27) then imply that, for any 1
Moreover, using the fact that
Combining the previous two observations and using the definition of S(k) in (2.23), we have
where the second and third inequality follow from the facts that s i=1 i 2 ≤ (s + 1) 3 /3 and S i ≥ 1 for i ≥ 1, respectively. Using the above conclusion, the fact that N ≤ S(K N + 1) due to (2.23) and the simple observation that Θ(·) is non-decreasing, we conclude
where the last inequality follows from the fact that N ≥ S(K N ) =Ŝ2 K N −1 due to (2.23). Hence, by using the above inequality, (2.34) and (2.38), we obtain
We have thus shown that (2.33) holds. To show (2.35), we first claim that
Indeed, in view of Lemma 3, it suffices to show that B e (S k ) ≤D s e (k) and that B s p (S k ) ≤D s p (k). Note that by (2.4), (1.2) and the fact that Ψ(x 0 ) − Ψ * ≤ V 0 , we have 
We have thus shown that relation (2.41) holds. Now observe that by (2.5) and (2.25), x + t can be written as a convex combination of x ag t and x t , which, in view of the convexity of · 2 and the strong-convexity of Ψ(x) and ω(x), implies that
Using the above conclusion and (2.41), we immediately obtain (2.35).
We are now ready to establish the iteration complexity of the shrinking AC-SA algorithm with stepsize policy (2.15).
Proposition 5 Let {x ag t } t≥1 be computed by the shrinking AC-SA algorithm for F X,X (L, M, σ, µ) with stepsize policy (2.15). Assume that µ > 0 and condition (2.4) holds. Also suppose that, for a given confidence level Λ ∈ (0, 1), the number of iterations N satisfies
whereλ is chosen such that
Then under Assumptions A1 and A2, 
which, in view of (2.35), implies that for any 1 ≤ k ≤ K N ,
Hence, for any 1
Using the previous conclusion inductively and noting that Prob Ē 0 = 0, we conclude
which together with (2.33), (2.43) and the fact that 2 K N ≤ 2N then imply that
By using Proposition 5, we can estimate a bound on the number of iterations performed by the shrinking AC-SA algorithm to find an ( , Λ)-solutionx ∈ X such that Prob {Ψ(x) − Ψ * < } ≥ 1−Λ. For the sake of simplicity, let us focus on the dependence of this iteration-complexity bound on and Λ, while disregarding its dependence on other constants including V 0 , L, M , µ and σ. Clearly, by (2.43), we haveλ = Ω (log(N/Λ)). Also note that by (2.42), we haveŜ = Ω(λ 2 ). Using these two observations, (2.16), (2.34) and (2.44), we conclude that the total number of iterations performed by the shrinking AC-SA algorithm to find an ( , Λ)-solution of (1.1) can be bounded by
The above theoretical iteration-complexity bound is significantly better than the one in (2.20) in terms of its dependence on .
Optimal AC-SA algorithms for strongly convex SCO
In this section, we show that the generic AC-SA framework described in Subsection 2.1 can yield an optimal algorithm for solving strongly convex SCO problems. More specifically, we first introduce an AC-SA algorithm for solving F X,X (L, M, σ, 0) and then present an optimal algorithm for solving F X,X (L, M, σ, µ) with µ > 0 obtained by properly restarting the AC-SA algorithms for F X,X (L, M, σ, 0). We also discuss how to improve the large-deviation properties associated with the optimal expected rate of convergence for solving F X,X (L, M, σ, µ).
Observe that, if µ is set to 0 in the generic AC-SA algorithm, then the identities (2.5) and (2.6), respectively, reduce to
1)
For the sake of future reference, we call these algorithms the AC-SA algorithms for F X,X (L, M, σ, 0). The following result regarding the AC-SA algorithms for F X,X (L, M, σ, 0) has been shown in [9, 4] . 
3)
for some γ ≥ 2L. Then, under Assumption A1, we have E[Ψ(x ag t ) − Ψ * ] ≤ C e,1 (t), ∀t ≥ 1, where
We demonstrated in [4] how to properly specify the value of γ in (3.3) so as to obtain an optimal algorithm for solving F X,X (L, M, σ, 0). Below we will use the aforementioned AC-SA algorithm for F X,X (L, M, σ, 0) as a subroutine for solving F X,X (L, M, σ, µ) with µ > 0. We observe that the stepsize parameter γ in (3.3) will assume different values than the one used in [4] and that the prox-function V (x, z) in this algorithm is now assumed to grow quadratically.
A multi-stage AC-SA algorithm 0) Let a prox-function V (x, z) satisfying condition (2.4), an point p 0 ∈ X, and a bound V 0 such that Ψ(p 0 ) − Ψ(x * ) ≤ V 0 be given.
1) For k = 1, 2, . . .
1.a)
Run N k iterations of the AC-SA algorithm for F X,X (L, M, σ, 0) with input x 0 = p k−1 , V (x, z), and {α t } t≥1 and {γ t } t≥1 set to (3.3) with γ = γ k , where
is the solution obtained in Step 1.a).
We say that a stage of the algorithm described above, referred to as the multi-stage AC-SA, occurs whenever the AC-SA algorithm for F X,X (L, M, σ, 0) is called in Step 1.a) . Clearly, the kth stage of this algorithm consists of N k iterations of the AC-SA algorithm for F X,X (L, M, σ, 0), which are also called iterations of the multi-stage AC-SA algorithm for the sake of notational convenience. The following proposition summarizes the convergence properties of the multi-stage AC-SA algorithm.
Proposition 7
Let {p k } k≥1 be computed by the multi-stage AC-SA algorithm for F X,X (L, M, σ, µ). Then under Assumption A1,
As a consequence, the multi-stage AC-SA algorithm will find a solutionx ∈ X of (1.1) such that E[Ψ(x) − Ψ * ] ≤ for any ∈ (0, V 0 ) in at most K := log V 0 / stages. Moreover, the total number of iterations performed by this algorithm to find such a solution is bounded by O (T 1 ( )), where
Proof. We first show that (3.9) holds by using induction. Clearly (3.9) holds for k = 0. Assume that for some
. This assumption together with (1.2) and (2.4) clearly imply that
Also note that by the definitions of N k and V k , respectively, in (3.7) and (3.9), we have
We then conclude from Proposition 6, (3.8), (3.11), (3.12) and (3.13) that
We have thus shown that (3.9) holds. Now suppose that that the multi-stage AC-SA algorithm is run for K stages. By (3.9), we have
Moreover, it follows from (3.7) that the total number of iterations can be bounded by
which clearly implies bound (3.10).
A few remarks about the results in Proposition 7 are in place. First, in view of (1.3), the multistage AC-SA algorithm achieves the optimal expected rate of convergence for solving F X,X (L, M, σ, µ). Note that, since V 0 only appears inside the logarithmic term of (3.10), the selection of the initial point p 0 ∈ X has little affect on the efficiency of this algorithm. Second, suppose that we run the multi-stage AC-SA algorithm for K Λ := log V 0 /(Λ ) stages for a given confidence level Λ ∈ (0, 1). Then, by (3.9) and Markov's inequality, we have Prob[
which implies that the total number of iterations performed by the multi-stage AC-SA algorithm for finding an ( , Λ)-solution of (1.1) can be bounded by O (T 1 (Λ )).
Let us suppose now that Assumption A2 holds. Similar to the shrinking AC-SA algorithm in Section 2.2, we introduce a shrinking multi-stage AC-SA algorithm which has a significantly better iteration-complexity bound in terms of the dependence on Λ, for finding an ( , Λ)-solution of (1.1) than the previous multi-stage AC-SA algorithm. It is worth noting that the AC-SA algorithms for F X,X (L, M, σ, 0) with stepsize policy either (3.3) or a different stepsize policy in [4] can be used here to update iterate p k of the shrinking multi-stage AC-SA, although we focus on the former one in this paper. Also note that it is possible to relax the assumption that the prox-function grows quadratically. We make this assumption here only for the sake of simplicity.
The shrinking multi-stage AC-SA: 0) Let a prox-function V (x, z) satisfying condition (2.4), an point p 0 ∈ X, and a bound V 0 such that Ψ(p 0 ) − Ψ(x * ) ≤ V 0 be given. SetK := log(2V 0 / ) and λ := λ(K) > 0 such that exp{−λ 2 /3} + exp{−λ} ≤ Λ/K.
with input x 0 = p k−1 , V (z, x), and {α t } t≥1 and {γ t } t≥1 set to (3.3) with γ =γ k . Here,
Note that in the shrinking multi-stage AC-SA algorithm, the stage limitK is computed for a given accuracy . The value ofK is then used in the computation of λ(K) and subsequently inN k andγ k (c.f. (3.15) and (3.16) ). This is in contrast to the multi-stage AC-SA algorithm without shrinkage, in which the definitions of N k and γ k in (3.7) and (3.8) do not depend on the target accuracy .
The following result shows some convergence properties of the shrinking multi-stage AC-SA algorithm.
Lemma 8 Let {p k } k≥1 be computed by the shrinking multi-stage AC-SA algorithm for solving F X,X (L, M, σ, µ).
Proof. By the conditional assumption in (3.17), we have Ψ(p k−1 ) − Ψ * ≤ V k−1 , which together with the strong-convexity of f and the definition ofR k−1 in (3.14) imply that
Hence, the restricted problem min x∈X k {Ψ(x)} has the same solution as (1.1). We then conclude from Proposition 6 applied to the previous restricted problem that
wherê
Note that by (2.4) and (3.18),
be defined in (3.12) and (3.13), respectively. Note that by the definition ofN k in (3.15), we have
. Using the previous observations and the definition ofγ k in (3.16), we obtainĈ
Moreover, note that by (3.14) and (3.18), we have for any x ∈ X k ,
and hence that R X k (x * ) ≤ 2 2V k−1 /µ, which together with (3.15) and (3.16) then imply that
Combining (3.19), (3.20) and (3.21), we obtain (3.17).
The following proposition establishes the iteration complexity of the shrinking multi-stage AC-SA algorithm.
Proposition 9
Let {p k } k≥1 be computed by the shrinking multi-stage AC-SA algorithm for solving F X,X (L, M, σ, µ). Then under Assumption A2, we have
Moreover, the total number of iterations performed by the algorithm to find such a solution is bounded by O (T 2 ( , Λ)), where
Clearly, we have Prob(A 0 ) = 1. It can also be easily seen that
where the last inequality follows from Lemma 8 and the definition ofĀ k−1 . Summing up both sides of the above inequality from k = 1 toK, we obtain (3.22) . Now, by (3.15) , the total number of AC-SA iterations can be bounded bȳ
Using the above conclusion, the fact thatK = log(2V 0 / ) , the observation that λ = O{log(K/Λ)} and (3.23), we conclude that the total number of AC-SA iterations is bounded by O (T 2 ( , λ)).
Numerical Results
In this section, we present the results of our computational experiments carried out with the on-line Ridge regression problem, i.e.,
where ρ > 0 is a user-defined parameter. Moreover, we assume that u is uniformly distributed over [0, 1] d and v is given by v = x, u + ξ, where ξ ∼ N (0,σ) is a random variable independent of u, and x, · is the genuine linear relation between u and v. Note that, for a given training data sample
, associate with (4.1) is a batch-learning model (or sample average approximation) given by
Observe that the explicit solution of (4.2) is readily given by its first-order optimality condition. However, assembling the Hessian of the objective function of (4.2) and computing its inverse can be computationally expensive if both d and m is large. Moreover, this approach is not applicable to the on-line learning setting, see for example [23] , the theoretical comparison of on-line and batch learning.
We compare the single-stage AC-SA algorithms, the multi-stage AC-SA algorithms, the classic SA (see, e.g., [13] ), the mirror descent SA ( [9] ) and the batch-learning approach in the following way. At first, we use an initial i.i.d. sample for all the algorithms to estimate problem parameters, namely, L, σ and µ (note that M = 0 and X (·) = 0), whenever these parameters are needed. Second, fixing an i.i.d. sample (of size N ) for the random variable (u, v), we apply the aforementioned methods to obtain approximate solutions for problem (4.1), and then the quality of the solutions yielded by these algorithms is evaluated using another i.i.d. sample of size k >> N (by using the sample average approximation). Also we use ω(x) = x 2 2 /2 as the prox function in our experiments. Note that we used the enhanced version of mirror descent SA in [9] in view of the fact that the objective function of (4.1) is smooth.
Our first experiment is to compare the solution quality of these algorithms and their sensitivity with respect to the parameter ρ and noise levelσ. More specifically, we consider six different groups. Within each group, we generated three instances having the same problem size (d) and different noise levels (σ). Also, the parameter ρ is set to ρ = 1, 0.1 and 0.01 for each group. Table 1 shows these problem instances and estimation of problem parameters, namely, L and µ, for each instance, which are computed for sample average approximation problem (4.2) with m = 200. Then, we run the algorithms for each problem instance with different number of iterations N = 2, 000 and N = 4, 000 and evaluate the solution quality with K = 30, 000. Note that in these experiments, we fix the initial point x 0 = R * x for all the algorithms, where x is randomly chosen from the box [0, 1] d and R is set to 10. Our algorithms are implemented in MATLAB R2007b and the CPU times for the classic SA, the mirror descent SA and the AC-SA algorithms are all comparable. We repeated each run of the algorithms fifty times and then take the average of results as shown in Table 2 through Table 4 . The following conclusions regarding the comparison of the solution quality can be drawn from these numerical results.
• AC-SA vs. classic SA: the AC-SA algorithms substantially outperform the classic SA algorithm for all test instances. In particular, the classic SA is much more sensitive to ρ than the AC-SA algorithms. As shown in Tables 2-4 , the classic SA may actually diverge when d increases or as ρ decreases.
• AC-SA vs. mirror descent SA: the solution quality of the AC-SA algorithms is at least comparable to that of the mirror descent SA algorithm for all the test instances. It can considerably outperform the latter approach when d increases and/or ρ decreases (see Table 4 ). One possible explanation is that the AC-SA algorithm can handle more effectively the smooth component of the objective function, which plays a more significant role when d increases (the Lipschitz constant becomes larger) and/or as ρ decreases (the strong convexity vanishes). • AC-SA vs. batch-learning: the solution quality of the AC-SA algorithms are comparable to that of the batch-learning approach in many cases. When ρ is really small or the variance of noise is big, the solution quality of the AC-SA algorithms is worse than that of batch-learning approach (see Table 4 ). This can be viewed as an indication that more iterations should be run for the AC-SA algorithms. It should also be noted that the AC-SA algorithms usually outperform other SA algorithms whenever these situations happen.
• Different variants of AC-SA: Firstly, the multi-stage AC-SA algorithm is as good as the single-stage AC-SA in many cases. However, it requires the estimation of more problem parameters, such as σ and V 0 . Moreover, no significant difference between the AC-SA algorithms and their shrinking counterparts is observed except for one instance. A plausible explanation is that the iterates for the AC-SA algorithm (without shrinkage) get clustered in a smaller and smaller area. In that case, shrinking the domain does not affect the execution of the algorithms in practice, although it does help to significantly improve the theoretical complexity bounds. Finally, by increasing number of iterations, one can improve in the solution quality of the AC-SA algorithms. Such improvement is most noticeable in Table 4 , where the obtained solutions are still not too close to the optimal ones since d is relatively large.
In the second experiment, we investigate the sensitivity of different algorithms with respect to the selection of the initial solution. We set the initial point x 0 = R * x as before, but change R from 10 to 5, 000. A group of test results for the instance Reg-42 with N = 2, 000 is shown in Figure  1 , where the vertical axis represents the final objective value and the horizontal axis displays the values of R. As it can be easily seen, there is no significant difference in final solutions of multi-stage AC-SA algorithms when the initial solution changes. For single stage algorithms, the final solutions become worse when R increases. Both the classic SA and mirror descent SA are very sensitive to Figure 1 : Stability of algorithms with respect to initial solutions the selection of the initial solution. In particular,the classic SA does not even converge in the case of bad initial solutions. It should be mentioned that such phenomenon has been consistently observed for all the test instances in Table 1 , although we only show the results of one representative instance.
In the third experiment, we compute the online lower bounds for the optimal value according to the validation analysis presented in [4] . Table 5 shows these lower bounds for the single stage AC-SA algorithm at the t = 1, 000, 2, 000, 3, 000 and 4, 000 iteration. As it can be seen for this table, these lower bounds converge to the optimal values. Moreover, Figure 2 shows the convergence of online lower and upper bounds (see Section 5 of [4] ) for the single stage AC-SA algorithm applied to two representative instances. It should be noted that we have not used a trivial lower bound, i.e., 0, on the optimal value of (4.1) in order to demonstrate the convergence behaviour of these online lower and upper bounds. 
