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Abstract
The power cost of running a data center is a signiﬁcant portion of its total annual operating budget. With the aim of reducing power
bills of data centers, “Green Computing” has emerged with the primary goal of making software more energy eﬃcient without
compromising the performance. Developers play an important role in controlling the energy cost of data center software while
writing code. In this paper, we show how software developers can contribute to energy eﬃciency of servers by choosing energy
eﬃcient APIs (Application Programming Interface) with the optimal choice of parameters while implementing ﬁle reading, ﬁle
copy, ﬁle compression and ﬁle decompression operations in Java; that are performed extensively on large scale servers in data
centers. We performed extensive measurements of energy cost of those operations on a Dell Power Edge 2950 machine running
Linux and Windows servers. Measurement results show that energy costs of various APIs for those operations are sensitive to the
buﬀer size selection. The choice of a particular Java API for ﬁle reading with diﬀerent buﬀer sizes has signiﬁcant impact on the
energy cost, giving an opportunity to save up to 76%. To save energy while copying ﬁles, it is important to use APIs with tunable
buﬀer sizes, rather than APIs using ﬁxed size buﬀers. In addition, there is a trade oﬀ between compression ratio and energy cost:
because of more compression ratio, xz compression API consumes more energy than zip and gzip compression APIs. Finally, we
model the energy costs of APIs by polynomial regression to avoid repeated measurements.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of The 2015 International Conference on Soft Computing and Software
Engineering (SCSE 2015).
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1. Introduction
The total electricity used by data centers in 2010 was about 1.3% of all electricity consumed in the world, and about
2% of all electricity used in the United States1. To reduce the cost of data centers, much progress has been made in
improving the energy eﬃciency of hardware and operating systems2,3. However, in the last few years researchers
started paying attention to the energy impact of software because software activities have a direct inﬂuence on the
energy consumption of hardware underneath4,5. Many opportunities for power optimization exist at the application
design and coding stages6 but developers generally do not consider the energy cost of their code while making im-
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portant design decisions. With the growth in cloud computing, data-intensive computing has emerged which involves
processing large volumes of data, commonly referred to as big data. The increasing demand for high performance
reading and writing of big data leads to the high usage of computing resources in data centers which results in high
power bills.
In this paper, we analyze the various APIs available in Java programming language to implement common op-
erations, namely, ﬁle reading, ﬁle copy, ﬁle compression and ﬁle decompression on large servers from the energy
viewpoint. There are some APIs in Java which have a tunable parameter, buﬀer size, which developers can change
according to their choice and use the APIs to perform those operations. By measuring the energy cost of the tun-
able APIs with diﬀerent buﬀer sizes, we show much energy can be saved by choosing a particular buﬀer size. For
the comparison, we measured the energy cost of those APIs which do not have any tunable parameter. Speciﬁcally,
we evaluate: (i) ﬁle reading with three APIs, namely, traditional FileInputStream and BuﬀeredInputStream and the
latest Java 7, FileChannel with diﬀerent buﬀer sizes; (ii) ﬁle copy by Streams (FileOutputStream and BuﬀeredOut-
putStream) with diﬀerent buﬀer sizes; (iii) comparison of minimum and maximum energy costs of ﬁle copy by using
Streams at a particular buﬀer size with the energy cost of other available copy methods including Java 7 Files.copy
method, Apache FileUtils.copyFile and FileChannel transfer method in which buﬀer size is ﬁxed; and (iv) ﬁle com-
pression in zip, gzip and xz formats and their decompression by using Java APIs on both Linux and Windows servers
running on the same hardware platform. Our measurement results show that the energy costs of various Java APIs,
for those operations are sensitive to a developer choice of buﬀer size. In reading a 20GB ﬁle, a particular choice of
API with diﬀerent buﬀer sizes has signiﬁcant impact on the energy cost, giving an opportunity to save up to 76%.
For ﬁle copy, choosing APIs with tunable buﬀer sizes is more energy eﬃcient than APIs using ﬁxed size buﬀers. xz
compression API has more compression ratio than that of zip and gzip APIs, thereby consuming more energy. Finally,
we model the energy costs of APIs by polynomial regression to avoid repeated measurements.
The rest of the paper is organized as follows. In Section 2, we brieﬂy present the related work and comment on the
importance of our work. In Section 3, ﬁrst explain the reasons for choosing ﬁle reading, ﬁle copy, ﬁle compression and
decompression operations in our study. Next we describe various input/output APIs in Java for implementing those
operations. The experiment details and the energy cost behaviour of all the APIs for those operations are discussed in
Section 4. In Section 5, we provide a mathematical model for ﬁnding the energy cost of an API at a particular buﬀer
size by means of polynomial equation. Some concluding remarks are provided in Section 6.
2. Related Work
To reduce the power bills of large data centers, researchers have proposed a wide range of energy saving techniques.
These techniques include reducing cost at: (i) hardware level by using power eﬃcient cores, eﬃcient memory and
cache redesigning2; (ii) operating System level by reducing the operating voltage and frequency for executing a
particular task, known as Dynamic Voltage and frequency scaling (DVFS)3; and (iii) power management level by
decreasing the number of active servers to consolidate workload7. Workload consolidation is an eﬀective way of
saving power by turning oﬀ spare servers. Research on the eﬀects of software activities on the energy consumption
of servers is gaining momentum4,5,8, because it is the software activities that drive the operational cost of hardware,
leading to varying dynamic power cost. Software applications designed with power cost in mind consume 40% less
energy than other applications with the same functionality8.
Ardito et al. 9 introduced the concept of energy eﬃciency into SQALE (Software Quality Assessment Based on
Lifecycle Expectations), one of the software quality models to monitor the impact of software on energy consumption
during its development. Our work is diﬀerent from them as we mainly focus on reducing energy cost in the coding
stage of the software life-cycle. In a similar work4, the authors claimed that greater use of external libraries and
application development environments would lead to higher energy cost of large scale applications. Their results
show that open source Java ERP system “Adempiere” (using Java Hibernate as an external library) consumes more
energy than its counterpart “OpenBravo” (using plain SQL instructions), even though both the systems have same
functionality. Therefore, developer’s choice of API’s and libraries in implementing a particular functionality has
much impact on the energy cost of the software. Adel et al. 10 measured the energy cost of diﬀerent implementations
of Tower of Hanoi problem in C, C++, Java, Perl and Prolog and showed that implementation in C is most energy
eﬃcient among all. However, it is not practical for the developers to implement a feature in various programming
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Fig. 1. System Model
languages and evaluate their energy cost, because it needs much expertise and IT companies might not aﬀord this. We
focus on exploring diﬀerent ways of energy savings in a particular programming language.
3. Methodology
We have used the same automated test bench developed as part of our previous work11, for measuring the energy
cost of an application running on a sever. We measure the total AC (Alternating Current) power cost of a server as the
power lines to individual subsystems, namely, hard disk, CPU and memory cannot be identiﬁed on commercial large
scale servers. The system model of the test bench is shown in Figure 1. From the recorded current and voltage values,
energy cost of running an application on Server is computed by using the expression: Energy cost =
∑
∀i V(i).I(i).Δt
where V(i) and I(i) are the ith voltage and current samples, respectively, and Δt is the sampling interval.
3.1. Choosing key operations on Servers
Key operations on Cloud based software systems in data centers include: (i) Reading and processing huge data
from ﬁles. Several thousands of Hadoop job instances are required for reading a big database index ﬁle to memory,
and do a run-time look up to base the index. Therefore, energy eﬃcient IO is required to reduce energy cost. 12,13;
(ii) Transfer (Copy) big ﬁles from one server to another; (iii) Data compression to save disk space and to improve
performance which in turn saves energy14; and (iv) Data decompression to process and analyse the compressed data.
In this study, we choose to explore various APIs and methods available in Java to carry out these operations. We
analyzed these operations from the energy viewpoint by reading, copying, compressing and decompressing large ﬁles
on a large scale server by using the appropriate APIs in Java. Java is chosen because the most commonly used big data
frameworks are either written in Java or they have the support for Java to perform IO operations, data compression
and decompression.
3.2. Various Input/Output API’s in Java for File Reading and File Copying
In Java programming, IO has been carried out using Streams (standard input/output) until new input/output (NIO)
library (block oriented) was introduced with JDK 1.4. The most important distinction between the original IO library
(found in java.io.*) and NIO has to do with how data is packaged and transmitted. A stream-oriented IO system deals
with the movement of data one or more bytes at a time, through an object called a Stream. A single byte or multiple
bytes of data can be explicitly read from or written to streams by a programmer deﬁned byte array. This array can be
called a buﬀer which improves the energy eﬃciency by reducing the disk access operations, whereas in block-oriented
IO system, all data that goes from anywhere (or comes from anywhere) must pass through a Channel object instead
of streams. By default, all data is handled with buﬀers. But this buﬀer is more than just an array; its contents occupy
the same physical memory used by the underlying operating system for its native IO operations, thus enabling the
most direct transfer mechanism and eliminating the need for any additional copying. In standard input/output, when
one thread invokes a read() or write(), that thread is blocked until there is some data to be read or the data is fully
written. On the other hand, in asynchronous NIO, a thread does not wait for data to be fully written to channel, and can
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Table 1. Various File Reading and File Copy APIs in Java
I/O
System
API(s) Notation API Usage in a Program
java.io.* FileInputStream.read() M1
1 InputStream ﬁs = new FileInputStream(ﬁleName);
2 byte[] buﬀer = new byte[buﬀerSize];
3 int b,cnt = 0;
4 while ((b = ﬁs.read(buﬀer)) != 1){ cnt++; }
5 ﬁs.close();
File
Reading
java.io.* BuﬀeredInputStream.read() M2
1 InputStream ﬁs = new FileInputStream(ﬁleName);
2 byte[] buﬀer = new byte[buﬀerSize];
3 InputStream bis =
4 new BuﬀeredInputStream(ﬁs);
5 int b,cnt = 0;
6 while ((b = bis.read(buﬀer))!= 1){ cnt++; }
java.nio.* FileChannel.read() M3
1 RandomAccessFile ﬁle =
2 new RandomAccessFile(ﬁleName, ”r”);
3 FileChannel inChannel = ﬁle.getChannel();
4 ByteBuﬀer buﬀer =
5 ByteBuﬀer.allocate(buﬀerSize);
6 while(inChannel.read(buﬀer) > 0){
7 buﬀer.ﬂip(); buﬀer.clear(); }
java.io.*
FileInputStream.read()
FileOutputStream.write()
MC1
1 File source = new File(srcFile);
2 File dest = new File(destFile);
3 OutputStream os = new FileOutputStream(dest);
4 InputStream is = new FileInputStream(source);
5 byte[] buﬀer = new byte[buﬀerSize];
6 int length;
7 while ((length = is.read(buﬀer)) > 0){
8 os.write(buﬀer, 0, length); }
File
Copy
java.io.*
BuﬀeredInputStream.read()
BuﬀeredOutputStream.write()
MC2
1 File source = new File(srcFile);
2 File dest = new File(destFile);
3 OutputStream dst = new FileOutputStream(dest);
4 InputStream src = new FileInputStream(source);
5 BuﬀeredOutputStream os = new
6 BuﬀeredOutputStream(dst);
7 BuﬀeredInputStream is = new
8 BuﬀeredInputStream(src);
9 byte[] buﬀer = new byte[buﬀerSize]; int len;
10 while ((length = is.read(buﬀer)) > 0){
11 os.write(buﬀer, 0, len); }
java.io.* Files.copy() MC3
1 File src = new File(srcFile);
2 File dest = new File(destFile);
3 Files.copy(src.toPath(),dest.toPath());
java.io.* apache.FileUtils.copyFile() MC4
1 File src = new File(srcFile);
2 File dest = new File(destFile);
3 apache.commons.io.FileUtils.copyFile(src,dest);
java.io.* FileChannel.transferFrom() MC5
1 File src = new File(srcFile);
2 File dest = new File(destFile);
3 FileChannel srcChan =
4 new FileInputStream(src).getChannel();
5 FileChannel destChan =
6 new FileOutputStream(dest).getChannel();
7 destChan.transferFrom(srcChan,0,srcChan.size());
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Table 2. Various Compression and Decompression APIs in Java
Format API(s) Notation API Usage in a Program
zip ZipOutputStream MCOM1
1 OutputStream os = new FileOutputStream(compFile);
2 ZIPOutputStream zos = new ZIPOutputStream(os);
3 InputStream ﬁs = new FileInputStream(srcFile);
4 byte buﬀer[] = new byte[buﬀerSize]; int bytes read;
5 while((bytes read = ﬁs.read(data,0,buﬀerSize)) != −1)
6 { zos.write(buﬀer, 0, bytes read); }
7 ﬁs.close(); zos.close();
File
Compression
gzip GZipOutputStream MCOM2
1 OutputStream os = new FileOutputStream(compFile);
2 GZIPOutputStream gos = new GZIPOutputStream(os);
3 InputStream ﬁs = new FileInputStream(srcFile);
4 byte[] buﬀer = new byte[buﬀerSize]; int bytes read;
5 while((bytes read = ﬁs.read(buﬀer)) > 0) {
6 gos.write(buﬀer, 0, bytes read); }
7 ﬁs.close(); gos.ﬁnish(); gis.close();
xz
org.tukaani.xz
.XZOutputStream
MCOM3
1 InputStream ﬁs = new FileInputStream(srcFile);
2 OutputStream fos = new FileOutputStream(compFile);
3 InputStream bis = new BuﬀeredInputStream(ﬁs);
4 LZMA2Options opts = new LZMA2Options();
5 opts.setPreset(5);
6 XZOutputStream xzos =
7 new XZOutputStream(fos,opts);
8 byte[] buﬀer = new byte[buﬀerSize]; int bytesRead;
9 while((bytesRead = bis.read (buﬀer))!= −1){
10 xzos.write (buﬀer, 0, bytesRead); }
ZipInputStream MDECOM1
1 ZipFile zipﬁle = new ZipFile(zipﬁle);
2 ZipEntry entry = ZipEntry.nextElement();
3 InputStream is = new BuﬀeredInputStream
4 (zipﬁle.getInputStream(entry));
5 OutputStream fos = new
6 FileOutputStream(entry.getName());
7 OutputStream bos = new BuﬀeredOutputStream(fos);
8 byte[] buﬀer = new byte[buﬀerSize]; int count;
9 while((count = is.read(buﬀer)) != −1) {
10 bos.write(buﬀer, 0, count); }
File
Decompression
GZipInputStream MDECOM2
1 InputStream ﬁs = new FileInputStream(gzipFile);
2 GZIPInputStream gis = new GZIPInputStream(ﬁs);
3 OutputStream fos = new FileOutputStream(newFile);
4 byte[] buﬀer = new byte[buﬀerSize]; int len;
5 while((len = gis.read(buﬀer)) != −1) {
6 fos.write(buﬀer, 0, len); }
org.tukaani.xz
.XZInputStream
MDECOM3
1 InputStream ﬁs = new FileInputStream(xzFile);
2 OutputStream fos = new FileOutputStream(output);
3 InputStream bis = new BuﬀeredInputStream(ﬁs);
4 XZInputStream xzIn = new XZInputStream(bis);
5 OutputStream bos = new BuﬀeredOutputStream(fos);
6 byte[] buﬀer = new byte[buﬀerSize]; int bytesRead;
7 while((bytesRead = xzIn.read(buﬀer)) != −1) {
8 bos.write(decoded, 0, bytesRead) ; }
9 xzIn.close();
390   Jasmeet Singh et al. /  Procedia Computer Science  62 ( 2015 )  385 – 394 
proceed on performing IO on other channels. Table 1 shows the various APIs available in Java based on standard IO
and NIO system for ﬁle reading and ﬁle copy operations. The third column of the table shows the main API(s) being
used to perform an operation, the fourth column contains the notation that we use to represent the usage of these APIs
by means of Java methods, and the ﬁfth column (API usage in a Program) contains the actual implementation of the
programs to carry out ﬁle reading and ﬁle copy operations. All M1, M2 (from standard Java IO) and M3 (from NIO)
can read a large ﬁle in chunks (buﬀer) of size equal to buﬀerSize but buﬀer in M1 and M2 is diﬀerent fromM3’s buﬀer
as explained in the ﬁrst paragraph. Line #2 of M1 and M2 and Line #4 of M3 from the ﬁfth column of Table 1 show
the deﬁnition of buﬀer. Line #4, #6 and #5 of M1, M2 and M3, respectively, show that in one call, read operation
reads several bytes of data of size buﬀerSize. Therefore, in all ﬁle reading methods (M1, M2 and M3), buﬀerSize is a
tunable parameter which developers can change according to their choice. The ﬁle copy methods MC1 and MC2 also
use the same APIs as M1 and M2, respectively. On the other hand, MC3, MC4 and MC5 do not have any parameter
which can be varied in contrast to MC1 and MC2 where the size of the buﬀer can be deﬁned by a developer. In
addition, MC3 is a part of NIO introduced in JDK 1.7; it uses platform’s File System providers to copy ﬁles from one
location to another. MC5 uses NIO ﬁle Channels to transfer ﬁles. Further, Apache FileUtils library method is used in
MC4 which in turn uses NIO ﬁle Channels similar to that of MC5. This library method has a simpler interface for ﬁle
copy operation as compare to that of ﬁle Channel.
3.3. Data Compression and Decompression APIs in Java
The Java platform has mainly two APIs for compressing data: (i) ZipOutputStream writes the data out in a
compressed zip format; and (ii) GZipOutputStream compresses data in the gzip format. Both the APIs are part of
java.util.zip package and use Deﬂate as a data compression algorithm. The Deﬂate algorithm is a combination of the
LZ77 algorithm and Huﬀman coding. The third compression API that we studied is XZOutputStream, which can
compress data in xz format. This API is based on open source LZMA SDK and is a part of XZ Utils project15. It uses
the LZMA compression algorithm. Table 2 shows the details of all the above Java compression APIs, MCOM1 (zip),
MCOM2 (gzip) and MCOM3 (xz) along with their respective decompression APIs, MDECOM1, MDECOM2 and
MDECOM3.
4. Experiments and Results
In this section, we show how developer’s choice of APIs along with choosing an appropriate buﬀer size in per-
forming ﬁle reading, ﬁle copy and ﬁle compression operations can impact the energy cost of the server. First, the
energy cost of M1, M2, and M3 is measured with varying buﬀer sizes for reading a large ﬁle. Next, we evaluate the
energy performance of MC1 and MC2 with diﬀerent buﬀer sizes by copying a large ﬁle from one location to another.
Then, we measure the energy cost of ﬁle copy by MC3, MC4, and MC5, and compare their energy costs with the the
minimum and maximum energy costs of MC1 and MC2 at particular buﬀer sizes. Each buﬀer size in all the experi-
ments is kept as a power of 2. The reason behind this as the most ﬁle systems are conﬁgured to use disk block sizes
of 4096 or 8192. That is why, most buﬀers sized as a power of 2 and generally larger than (or equal to) the disk block
size. Then, the energy costs of MCOM1, MCOM2, and MCOM3 are compared by compressing a large pdf document.
Finally, we measure the energy costs of decompression methods, MDECOM1, MDECOM2, and MDECOM3. All
the experiments are performed on a Windows Server and a Linux Server. Dell PowerEdge 2950 Server with Intel
Xeon 3 GHz, 4*2 cores processor, 1.7TB SAS Hard Disk, 32GB RAM, Ubuntu 14.04 LTS and Windows 2008 Server
operating systems.
4.1. File Reading
We measure the total AC energy cost of a server for reading a 20 GB video ﬁle from a disk by using M1, M2 and
M3 with diﬀerent buﬀer sizes. A buﬀer size has been varied from 1KB (Kilo Byte) to 1 GB (Giga Byte). For every
buﬀer size, each method is run 5 times and the average is taken to represent the energy cost for that particular buﬀer
size. In each call, we use diﬀerent ﬁles to avoid any beneﬁt to later methods because of caching. Figure 2 shows
the energy cost of all the methods versus buﬀer size on both the platforms, Linux and Windows. It is clear from the
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Fig. 2. Energy cost of File Reading Methods M1, M2 and M3 with diﬀerent buﬀer sizes
graph, that all the methods follow the same trend in energy cost for the diﬀerent buﬀer sizes on both the platforms.
The energy cost started decreasing signiﬁcantly from buﬀer size 1KB to 64KB, because with the increase in buﬀer
size, a ﬁle will be read in big chunks thereby reducing the number of disk accesses. And in the range 1KB–32KB,
M3 consumes more energy than M1 followed by M2. However, there is a sharp rise in the energy cost from 256KB
to 4MB minimizing the eﬀect of increased buﬀer size on energy cost. Then it remains constant till the buﬀer size
is increased to 1GB. In the range 256KB–1GB, M2 consumes much more energy than M1 and M3. As the ﬁgure
shows, at 64KB, all the methods consume almost equal and minimum energy. This energy cost patterns of all the
File access methods are the same on both the operating systems. The reason behind the sharp rise in energy cost after
128KB is that the data from the disk is ﬁrst copied into RAM, then into L2 cache, next into L1 cache and ﬁnally from
L1, data is read by the CPU. For the large buﬀer sizes, the data of the buﬀer from one read call does not ﬁt into L1
cache. Therefore it takes extra calls to transfer complete data from L2 to L1 cache in one read operation, increasing
the waiting time between the consecutive read calls. However, the small buﬀer sizes ﬁt into L1 cache; decreasing the
latency between L2 and L1 caches.
4.2. File Copy
Figure 3(a) shows the energy performance evaluation of ﬁle copy methods, MC1 and MC2 at buﬀer size ranging
from 1KB to 1GB. Energy cost is measured to copy a 20GB video ﬁle. The energy cost behaviour of MC1 and MC2
is similar to ﬁle reading methods, M1 and M2, respectively, as both are based on similar APIs (FileInputStream and
BuﬀeredInputStream, respectively). However, the minimum energy cost of MC1 and MC2 is at 256KB buﬀer size
on both the operating systems. Next, we use the methods MC3, MC4 and MC5 to copy the same video ﬁle and
measure the energy cost. A developer does not have any control over these methods as they do not have any tunable
parameter which can be changed. Figure 3(b) shows a bar graph which compares the energy cost of MC3, MC4 and
MC5 with the minimum and maximum energy costs of MC1 and MC2. It is clear from the results that although it is
easy for developers to use MC3, MC4 and MC5 to perform ﬁle copy operation, they consumes more energy than MC1
and MC2 with optimal buﬀer size, 256KB. After reading the source code of MC3 and MC5, it was found that these
methods internally use buﬀers of ﬁxed size of 2MB and 8MB, respectively, while copying ﬁles. This is the reason
behind their more energy costs than the minimum energy cost of MC1 and MC2 at 256 KB.
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Fig. 3. (a) Energy cost of ﬁle copy methods MC1 and MC2 with diﬀerent buﬀer sizes on both Windows and Linux; (b) Comparsion of maximum
and minimum energy cost of MC1 and MC2 at 256KB and 1GB buﬀer sizes, respectively, with the energy cost of MC3, MC4 and MC5.
4.3. File Compression and Decompression
Energy costs of compressing a 1.2 GB pdf document by using MCOM1, MCOM2 and MCOM3 with diﬀer-
ent buﬀer sizes on both Windows and Linux servers are measured but the graphs are not shown because of space
constraints. The change in the energy cost of MCOM1 and MCOM2 with varying buﬀer size is similar to that of
ﬁle reading and ﬁle copy methods. In addition, the energy cost is maximum for MCOM3. Energy consumption
mainly depends on the eﬀectiveness of compression, which is typically measured by Compression Ratio (CR) which
is CR = Original f ilesize/Compressed f ilesize. The compression ratios of all the three compression APIs, MCOM1,
MCOM2 and MCOM3 are 1.22,1.22 and 1.47, respectively. MCOM1 and MCOM2 have the same compression ratio.
That is why they have same energy costs. In contrast, MCOM3 has a better compression ratio, which is the reason for
more energy cost. Similarly, the energy costs of decompression methods MDECOM1, MDECOM2 and MDECOM3
for decompressing the zip, gzip and xz ﬁles, respectively with diﬀerent buﬀer sizes are measured and the graphs are
not shown because of space constraints. Decompressing a zipped ﬁle (MDECOM1) is most energy eﬃcient on both
the platforms. Even though MCOM1 and MCOM2 has almost the same energy cost, their respective decompression
methods MDECOM1 and MDECOM2 have a large energy diﬀerence.
Then we calculate the percentage variation in the energy costs of all the methods with respect to buﬀer size by
using the expression: variation = (Emax − Emin)/Emax ∗ 100 where Emax and Emin are the maximum and minimum
energy costs of a certain ﬁle reading method, respectively, at particular buﬀer sizes. Table 3 shows the calculated
variation in the energy costs of all the APIs that we studied on both the platforms. The variation in the energy cost of
ﬁle reading method, M2 is more as compare to methods, M1 and M3. For ﬁle copy, the energy cost of MC1 is more
sensitive to the buﬀer size selection than of MC2. Next, from all the compression methods, the variation in energy
cost with respect to buﬀer size is more for MCOM1 than for MCOM2 and MCOM3. Similarly, decompression by
Table 3. Perecntage variation in the energy costs of ﬁle reading, copy, compression and decompression methods
Method
%variation
Windows
%variation
Linux
Method
%variation
Windows
%variation
Linux
Method
%variation
Windows
%variation
Linux
M1 73% 74.2% M2 73.2% 76.4% M3 73% 69.8%
MC1 73.2% 37% MC2 69% 41.33% X X X
MCOM1 6.6% 6.1% MCOM2 4.5% 3.4% MCOM3 4.2% 6.23%
MDECOM1 79.6% 41.5% MDECOM2 3.9% 8.7% MDECOM3 33% 7.8%
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MDECOM1 is more sensitive to the choice of buﬀer size. It is evident from the Table 3, that developers need to be
careful in selecting the buﬀer size while using methods, having high variation in energy costs with respect to buﬀer
size.
We close this section by noting that in the real world, these operations (ﬁle reading, ﬁle copy, data compression and
decompression) are being used million times on the data centers and choosing the right API with appropiate buﬀer
size for a particular operation can lead to energy savings.
5. Modelling the energy costs of APIs with diﬀerent buﬀer sizes
In this section, we estimate the energy costs of APIs with diﬀerent buﬀer sizes on a particular platform by means
of regression modelling. As explained in the previous section, to ﬁnd the energy cost of any API at a particular buﬀer
size, the developers can measure the same using our automated test bench. But in future, if other developers want
to know about the energy cost of the same API, they have to repeat the measurement process. Therefore, by using
polynomial regression modelling, we develop an equation to estimate the energy cost of an API for a particular buﬀer
size.
Polynomial regression is a form of multiple regression technique in which the relationship between the independent
variable x and the dependent variable y can be modelled as an nth degree polynomial. For x and y, the polynomial
equation can be written as:
y = C0 +C1x +C2x2 +C3x3 +C4x4 + . . . +Cnxn,
where n is the degree of the polynomial and Ci, 0 ≤ i ≤ n, is a constant In our case, the independent variable is buﬀer
size and dependent variable is energy cost. Therefore, in terms of buﬀer size (b), the energy cost can be modelled as:
EnergyCostb = C0 +C1b +C2b2 +C3b3 +C4b4 + . . . +Cnbn.
We use the Matlab function poly f it to compute the constants in the polynomial equation.
Function polyval(p, x) returns the value (energy cost) of a polynomial (p) of degree n evaluated at x (buﬀer size). To
apply the polynomial regression to the energy cost data, we try with diﬀerent degrees of polynomials to ﬁt the data
and we ﬁnalize the model whose norm (error) is the minimum. Norm indicates the distance of the entire set of data
from the ﬁtted curve. We predict the energy cost of ﬁle reading method M1(FileInputStream) for diﬀerent buﬀer sizes.
Fig. 4. Energy Cost Estimation of M1 (File Reading Method) on Linux Server by Polynomial of degree 10 with norm(error)=1276.5
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Figure 4 shows measured energy costs as well as predicted energy costs along with polynomial equation of degree 10
for ﬁle reading method M1(FileInputStream) with buﬀer size ranging from 1K to 512MB.
6. Conclusion and Future Work
In this paper, ﬁrst we showed by means of experiments that developers can make coding decisions to reduce
the energy cost of software by choosing energy eﬃcient APIs with optimal choice of parameters for performing a
particular operation. We performed actual power measurements of various APIs available in Java to carry out four
categories of operations, ﬁle reading, ﬁle copy, ﬁle compression and decompression, on a real server Dell Power
Edge 2950, using our automated test bench. These operations are prevalent in large-scale data-intensive computing
applications running in modern data centers. For all the methods, which have buﬀer size as tunable parameter, energy
cost is measured with diﬀerent buﬀer sizes.
Our results show that: (i) The choice of a particular API for ﬁle reading only matters for the buﬀer size ranges, 1KB–
32KB and 128KB–1GB because at 64KB buﬀer size, all the ﬁle reading APIs, FileInputStream, BuﬀeredInputStream
and FileChannel, consume minimum energy. In addition, the energy costs of all the methods are sensitive to the buﬀer
size selection because the variation in their energy costs lie in the range 73%–76.4% with respect to buﬀer size; (ii)
a developer choice of BuﬀeredOutputStream (MC2) at 256 KB buﬀer size for ﬁle copy is more energy eﬃcient than
FileOutputStream (MC1) and methods using ﬁxed size buﬀers, namely, Java 7 Files.Copy, Apache FileUtils.copyFile,
and FileChannel transfer method; (iii) the compression ratio of xz compression is larger than the compression ratios of
zip and gzip, thereby consuming more energy. Similarly, decompression from xz ﬁle is least energy eﬃcient. However,
the energy costs of zip compression and its decompression are more sensitive to a particular choice of buﬀer size.
Second, we showed how developers can estimate the energy cost of an API at a particular buﬀer size by means of
regression modelling to avoid repeated direct measurements. In this paper, our main focus is on studying the impact
of developer choices on the energy costs of software applications. More work to be done to study the impact of ﬁle
system and CPU cache on the energy costs of all the APIs.
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