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0. INTRODUCTION 
The problem of measuring real things has many facets. Psychological, 
physical, and mathematical features are involved in it. For some kinds of 
things which can be precisely delimited between all the other things of the 
same nature, the problem of measuring them can be approached using the 
mathematical apparatus of the classical theory of measures (see [ 1, 71). In 
this way, the length of a well-defined curve, the area of a well-defined 
figure, (...), can be measured,” because a well-defined curve, a well-defined 
figure, (...), is precisely delimited between all the curves, figures, (...), of the 
same space; mathematically speaking, this means that bivalued criteria 
needed to decide if a point is or is not contained in the curve, figure, (...), 
can be given. However, in many real situations, the human being must 
evaluate the measures of things whose delimitation between the other 
things of the same nature is not so clear as well as the delimitation of a 
given triangle in a specified plane is. 
For example, let us consider a square S whose sides are of a cm and 
whose surface is dark, i.e., from the surface of S very little light is reflected. 
Since perfect blackness is a very rare attribute of the objects, a point x in S 
can be considered to be more or less black according to the percentage 
B(x) of the reflected light from it. We want to evaluate the area occupied by 
the black points in S. In this case there is not a precise delimitation between 
the thing whose area we want to evaluate and the other things of the same 
nature (the dark portions of S); that because we have not a criterion to 
decide if a point x in S is or is not a black point. Thus, it is natural to ask: 
“What the area occupied by black points in S means? How can be it 
evaluated?” Also, a natural question is the next: “If C is a curve contained 
in S, what is the length of C contained into the black region of S?” 
Of course, the previous example seems to be of little practical impor- 
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tance, but it must be observed that many practical problems have a very 
similar nature. For example: How the damages produced by a cerebral 
hemorrage in the occipital area of the brain can be evaluated, when it is 
known that each point of it is affected with a different intensity? In what 
extent the trajectory of the optic nerve is affected? 
It is remarkable that in the previous examples the measures of some 
fuzzy determined objects must be evaluated, because in each case the 
degree of participation (membership) of any element x of the universe to 
the measured object is known (specifically, the percentage B(x) in the first 
example and the intensity in the second). The problem of measuring “fuzzy 
(determined) objects” is not new, but the first attempt to construct an ade- 
quate mathematical apparatus to solve it is due to L. A. Zadeh [lo]. 
Zadeh’s idea is studied by E. Klement in [6]. A different conception view- 
ing the fuzzy measures is due to M. Sugeno [9] whose interesting theory is 
completed by the results of D. Ralescu and G. Adams [8]. Also, the actual 
literature contains some significant approaches of the problem due to other 
authors (for a review see [S]). 
The aim of the present work is to explain a new theory concerning the 
problem of measuring fuzzy objects. The bases of it were presented in [4], 
but some essential questions which have remained open there are solved in 
this paper. Precisely, in this paper the continuity of the a-additive functions 
over a a-additive class qf ,fuzq sets is proved using a kind of “Jordan 
decomposition theorem”; also, an extension of the concept of fuzzy integral 
introduced in [4] is given; the fact that the sum of any two fuzzy-Bore1 
functions is a fuzzy-Bore1 function is argued for reduced fuzzy Bore1 spaces; 
a method for computing fuzzy integrals (in the sense of [4]) using classical 
integrals is described; some new open problems of the theory of fuzzy 
measures and integrals are mentioned. 
The present paper is constructed in a manner so that it can be read 
independently from [4]. However, these two papers are complementary, 
because the proofs and some important results contained in [4] in the 
present paper are omitted and some open questions mentioned in [4] are 
partially solved here. 
I. FUZZY MEASURES 
1. Disjoint Fuzzy Sets and Fuzzy Partitions 
In this section some notions and elementary results are presented. Some 
of the notions discussed here-such as the sums, the conjunctions, and the 
fuzzy partitions-were approached in a different context by other authors 
(see [S, Chap. II.11 for a review). Also, the countable sums and con- 
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junctions of fuzzy sets are studied in detail in [4]. However, for a good 
understanding of the further explanation, a unified system of terms and 
notations must be introduced and this is our aim in the present section. 
On the whole, in the paper, we shall consider X to denote an unvoid set 
called space and whose elements are called points. Let L(X) be the class of 
fuzzy susets of X; its elements are called fuzzy sets. If A is a fuzzy set and x 
is any point, then A(x) will denote the membership degree of x to A and the 
function x + A(x): X+ L = [0, l] is the membership function of A (see 
[ 11 I). Thus, we do not make notational distinction between a fuzzy set and 
its membership function. Let P(X) be the class of the fuzzy sets whose mem- 
bership functions have all their values in (0, 1 }. W denote the same letter 
the fuzzy set A contained in P(X) and the the subset of X whose charac- 
teristic function is exactly A(x); so, the notations “A(x)” and “x E A” make 
sense. Also, P(X) can be viewed as the class of the subsets of X. 
Similarly as in the infnitary Luckasiewicz Logic, the next operations can 
be introduced in L(X): 
DEFINITION 1.1. Let A and B be two fuzzy sets. (a) The sum of A and B 
is the fuzzy set A 0 B whose membership function is 
(A 0 B)(x) = min( 1, A(x) + B(x)) (x E X). (1.1) 
(b) The difference between A and B is the fuzzy set A@B whose 
membership function is 
(AOB)(x) = max(O, A(x) - B(x)) (x E X). (1.2) 
(c) The conjunction of A and B is the fuzzy set A & B defined by 
((A & B)(x)=max(O, A(x)+ B(x)- 1) (x E X). (1.3) 
(d) The product of A and B is the fuzzy set A B defined by 
(A. B)(x) = A(x). B(x) (x E X). (1.4) 
The sum A 0 B is conceived to be the fuzzy set of the points contained in 
at least one of the fuzzy sets A and B. The difference A 0 B is conceived to 
be the fuzzy set of the points contained at most in A but not in B. The con- 
junction A & B means the fuzzy set of the common points for A and B. The 
product A. B is the fuzzy set of the points which can not be contained in A 
without to be contained in B and conversely. There are some difficulties for 
understanding these nonstandard interpretations. To avoid them, an 
intuitive example is constructed in [4, Sect. 11. 
In the classical paper [ 111, L. A. Zadeh have introduced the union 
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A u B, the intersection A A B and the complementary A’ of A. A u B is con- 
ceived to be the fuzzy set of the points contained in A or in B; A A B is con- 
ceived as the fuzzy set of the points contained in A and in B; A’ is the fuzzy 
set of the points which are not contained in A. 
It is not difficult to see that A @B, A & B, A B are associative and com- 
mutative operations and that the next result holds: 
PROPOSITION 1.2. Let A and B he two fuzzy sets. Then (a) A’ = X@A; 
(b) AuB=(A’@B)‘@B; (c) AnB=((A@B)‘@B’)‘; (c’) A&B= 
(A’@B’)‘;(d)(A@@)=A;(e)A@A’=X;(f)A@X=X;(g)A&A’=@; 
(h)A&QI=@;(i)A&X=A;(j)A@A=@;(k)XQA’=A;(l)AQB= 
(A’@B)‘; (m) A&B~A~BE{~}~AuBGA@B, where “c” is the 
inclusion of the ,fuzzy sets. 
Now, let (AAtN be a sequence of fuzzy sets. Then, we denote u,,, NA,l 
and n nt ,,,A,! the union and the intersection of these fuzzy sets, respectively. 
un t NAn is the fuzzy set of the points contained in A, or in A, or in A, or 
n,,, NA,, is the fuzzy set of the points contained in A, and A, and in A, 
and Let us denote @;=, A, the sum A, @A, 0 A, 0 ... @A,, and 
&;!=,A, the conjunction A, &A, &A, & ... & A,,. 
PROPOSITION 1.3. For any point x is true that (a) (@:=,Ai)(x) = 
min(1, I:= i Ai(x (b) (&;=, Ai) = max(0, -C:=, A:(x) + 1); (c) 
&;=,A;=(@:=,A:)‘. 
Since for any point x we have that (@;= i Ai) and (&:= 1 Ai) (n E N), 
are more monotonic sequences in L = [0, 11, it follows that their limits 
exist. Thus the next notions make sense: 
DEFINITION 1.4. The sum of the sequences (A,,),,, N is the fuzzy set 
0 ,, E N A,, whose membership function is defined by 
(1.5) 
The conjunction of the sequence (A,,),,. ,+, is the fuzzy set & nc NA,, whose 
membership function is 
(1.6) 
0 nE NAn is the fuzzy set of the points contained in at least one A,. 
& nE NA,, is the fuzzy set of the points which are common points for all the 
fuzzy sets A,. The countable sums and conjunctions of fuzzy sets have the 
next important properties: 
FUZZY INTEGRABILITY 389 
PROPOSITION 1.5. (a) ‘(aneN A,)(x) = min(1, C,“=, A,(x)), 
(b) (&EN A,)(x) = (O,cNKl)‘, (c) AOU.EN4 = Un,N(AOAnh 
(d) AOr)..,4,=fL.,(~OA.), (e) A&U,,,A,=U,,,(A&A,~), 
(f) A & fLN A, = n,ENwk). 
The proof is given in [4]. 
DEFINITION 1.6. The fuzzy sets A, ,..., A, are said to be disjoint iff 
(Of=IAi)&Ak+l = QI for k = 1, 2 ,..., (n - 1). If A r ,..., A, are disjoint fuzzy 
sets for each n in N, n > 2, then (A,),, N is said to be a disjoint sequence of 
fuzzy sets. 
PROPOSITION 1.7. (a) The fuzzy sets AI,..., A, are disjoint zff 
C:=,A,(x)61, (xEX); (b) (An)nc,v is a disjoint sequence of fuzzy sets iff 
C,“= 1 A,(x) < 1 (XE X); (c) if A I ,...> A,, are disjoint, then for any indices 
l<i,< ... < i, <n, the fuzzy sets Ail,..., A, are also disjoint; (d) any sub- 
sequence of a disjoint sequence of fuzzy sets is a disjoint sequence of fuzzy 
sets. 
DEFINITION 1.8. Let A be a fuzzy set. A finite (irrespectively infinite) 
fuzzy partition of A is a finite (coutable) family of disjoint fuzzy sets whose 
sum is equai to A. 
It is proved in [4] that: 
PROPOSITION 1.9. Zf A E L(X), A, ,..., A,, is a finite fuzzy partition of A, 
and for each Ai the family B, = {Bj,l,..., Bi,k(i)} is a finite fuzzy partition of 
Ai, then B = IJ:= 1 Bi is a finite fuzzy partition of A. 
2. Additive Classes, o-algebras of Fuzzy Sets and Fuzzy Measures 
In this section we try to explain the fundations of a theory of fuzzy 
measures. This theory includes the classical theory of (nonfuzzy) measures 
as a special case. The basic concepts of our theory are constructed taking 
into account the exigencies of using them in solving some game theoretical 
problems (see [2, 31). Here, our explanation is restricted to some 
definitions and results which will be referred to later. More results and 
comments concerning the consistency of our theory can be found in [4]. 
The most important idea of our theory is that of constructing fuzzy 
measures using additive classes of fuzzy sets. 
DEFINITION 2.1. (a) We say that C is an additive class of fuzzy sets iff 
C c L(X), XE C and for any two fuzzy sets A and B which are contained in 
C, we have that A @BE C and A@ B E C. (b) We say that C is a a-additiue 
class of fuzzy sets iff is true that (1) XECEL(X); (2) AQBEC for any 
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A, BEC; (3) If A, EC, (V~EN), then OneNAn EC. (c) A a-additive class 
of fuzzy sets which is closed under finite products of its elements is called 
a-algebra of fuzzy sets. 
Remark 2.2. (a) Any o-additive class is an additive class of fuzzy sets. 
(b) Let C be an additive class of fuzzy sets. If A, BE C, then we have that: 
(~)A’EC;(~)A&BEC;(~)@=X~XEC;(~)AUBEC;(~)A~BBCC; 
(6) If C is a a-additive class of fuzzy sets and A, E C, (Vn E N), then 
& naNAn E c. 
Remark 2.3. (a) If C is an additive class (a-additive class) of fuzzy sets 
and C G P(X), then C is an algebra (a-algebra) of fuzzy sets, because in this 
special case there is no distinction between conjunctions and intersections 
and products. (b) An additive class (a-additive class) C G P(X) is exactly 
an “algebra” (a-algebra) of subsets in X in the sense given in [7] to this 
term. 
The next result is proved in [4, Proposition 2.91. 
PROPOSITION 2.4. (a) An additive class of,fuzzy sets is a-additive #‘it is 
closed under countable unions and countable intersections of monotonic 
sequences of ,fuzzy sets contained into it. (b) Any o-additive class qf fuzzy 
sets is closed under countable unions and intersections. 
Now we are going to say what a fuzzy measure means. To this end, let us 
denote by R the real line and let us consider R* to be R u { + co, --n3 f. 
Let C be an additive class of fuzzy sets and m be a function from C to R*. 
DEFINITION 2.5. The function m is said to be additive iff ( 1) m(D) = 0 
and (2) m(A @B) = m(A) + m(B), for each pair A, B of disjoint fuzzy sets 
in C. We denote by C* the class of the additive functions over C. Also, we 
denote by C*, the class of the nonnegative functions contained in C*. 
Remark 2.6. (a) If mEC*,, then m is monotonic, i.e., for any two fuzzy 
sets A, BEC with A c B, it is true that m(A),<m(B). (b) If mEC* is 
monotonic, then it is contained in C*, . (c) If m E C*, , then it is subadditive, 
i.e., m(A @B) <m(A) + m(B), for any two fuzzy sets A, BE C. (d) If m E C* 
and A, B are disjoint fuzzy sets in C, then m(A@ B) = m(A) + m(B) = 
m(A u B) + m(A n B). 
From Remark 2.6(d) it can be seen that our additive functions have 
similar properties with the “probability measures for fuzzy events” 
introduced by L. A. Zadeh in [lo]. However, it can be shown that there 
are additive functions m: L(X) -+ L = [0, l] so that they are not 
“probability measures” in Zadeh’s sense. 
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DEFINITION 2.7. Let C be a-additive class of fuzzy sets and m: C -+ R* 
be a function. We say that m is a-additive iff we have that (1) m(0) =O, 
and (2) for any disjoint sequence of fuzzy sets (An)nsN c C is true that 
m @A 
( > 
= ,,%, m(A,). (2.1) 
ntN 
Let C” be the class of the o-additive functions over C. A fuzzy measure 
ouer C is a nonnegative o-additive function defined over C. The family of 
the fuzzy measures over C is denoted by Cy . A o-additive function over C 
is said to be bounded iff sup{ Im(A) I; A EC> < + co. It is said to befinite iff 
m(A) E R for each A in C. 
Clearly, any o-additive function over C and any fuzzy measure over a 
a-algebra C E P(X) is a measure in the classical sense of this term [ 1, 71. 
To show some important properties of the o-additive functions, let us 
consider C to be a a-additive class of fuzzy sets and rnEC=. Let (.4n)neN 
be a sequence in C. We denote 
lim SUP A, = n u A, and 
HEN 
lim inf A,, = u n A,. (2.2) 
ntNk>n IlEN n E N k t ,I 
It is clear that lim, E N sup A, and lim, E N inf A, are contained in C and the 
first includes the second. If Em,, N sup A,, = lim,,. N inf A,, = A, then 
(An)neN is said to be a convergent sequence of fuzzy sets and A is denoted 
by lim,, N A,. The monotonic sequences are clearly convergent. Now we 
can enounce a characteristic property of the a-additive functions, namely 
their “continuity” theorem: 
PROPOSITION 2.8. (a) Zf mECOO and A, c A,,+, (n E N), then 
m(lim,~,A~)=lim,., m(A,). (b) ZfmeCy, A, zA,,+~ (nEN), and there 
exists a p in N so that m(A,) < + 00, then m(lim,. N A,,) = lim,,. N m(A,). 
The property ennounced in Proposition 2.8(a) is characteristic of the 
o-additivity of any additive function over C, i.e., we have 
PROPOSITION 2.9. Zf C is a o-additive class of fuzzy sets and m E C*, then 
m is o-additive iff for any sequence (A,),, N c C with A,, c A,, + , (n E N), we 
have that m(lim, E ,,, A,) = lim, E N m(A,). 
The proofs of these results are given in [4]. Also in [4], we have proved 
that any finite fuzzy measure is equivalent to a fuzzy measure in Sugeno’s 
sense [9], but the converse of this assertion is false. 
Using the previous results we prove the a-subadditivity of the fuzzy 
measures: 
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PROPOSITION 2.10. If m is a fuzzy measure over C and (A,,),, E N is a 
sequence in C, then 
m 
( ) 
@ A, 6 ‘f m(A,,). (2.3) 
nsN n=l 
Proof Let us denote B, = 0 and B, = @ ;:= l A,. Then ( B,),a O is an 
increasing sequence in C. Let us consider C,, = B,, -B, , (n E N). Then 
C, E C and C, c A, (n E N). Indeed, C, is contained in C because it is a dif- 
ference of elements of c; since C,(x) = min( 1, C;: =, Ak(x)) - 
min(1, C;= ‘, Ak(x)), it follows that 
C,(x) = A,(x) if kg, Ak(x) 6 1, 
n-l II ~ I 
= l- 1 Ak(x) if 1 Ak(x)< 1 and ‘$ A,(x)> 1, 
k=l k=l k=l 
II ~ I
=o if ,c, A,(x)> 1 and i A,(x)> 1, 
k=l 
and, consequently, C,(x) 6 A,(x) (Vx E X). 
Since C, E A, (n E N), we deduce that m(C,) < m(A,) (n E N). 
For each n in N, we have that @ ;: =, Ck = B,, because 1; =, C,(x) = 
C; =, (Bk(x) - B, ~ i(x)) = B,(x) (Vx E X). Hence, C, ,..., C,, is a finite fuzzy 
partition of B, (by Proposition 1.7) and (C,r)nEN is a disjoint sequence of 




=m(B,)=m & Ck 
k=l ( ) k=l 
=kc,m(Ck)G ? m(Ak) (VnEW 
k=l 
Using the Proposition 2.8(a), we obtain 
< lim c m(A,)= 1 m(A,,) 
“ENk=, ,I = I 
and the proposition is proved. 
3. The Jordan Decomposition Theorem for Finite u-Additive Functions 
An immediate consequence of the Proposition 2.8 is the “continuity of 
the finite fuzzy measures,” i.e., the fact that they preserve limits. In this sec- 
tion we want to prove that any finite a-additive function is also “con- 
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tinuous” in the same sense. To this end, we shall consider C to be a (T- 
additive class of fuzzy sets and m: C -+ R* a function. If A EC, then we 
denote by C(A) the class of fuzzy sets BE C such that B c A. Clearly, 
Qr E C(A) and the next notions make sense: 
DEFINITION 3.1. (a) We call superior variation of m the function m + : 
C -+ R* defined by 
m+(A)=sup{m(B); BEC(A)}. (3.1) 
(b) We call inferior variation of m the function m ~ : C -+ R* defined 
by 
m-(A)= -inf{m(B); BEC(A)}. (3.2) 
(c) The function 1 m 1 = m + + m is called a variation of m. 
Remark 3.2. (a) Ifm(QI)=O, then mf(@)=mp(lZ()=O and m+, m- 
are nonnegative functions; (b) m ~ = ( - m) + , (c) m + and m ~ are 
monotonic functions over C; (d) m+(A)>m(A) and m- > -m(A) for 
each A in C. 
PROPOSITION 3.3. If m E C*, then m +, m and I m I are additive 
functions over C. 
Proof. First, let us prove that m + is an additive function over C. It is 
clear that m(0) = 0. Let E and F be two disjoint fuzzy sets in C. Let B be a 
fuzzy set in C(E@ F) and let us denote C = B n E and D = BOC. It is 
clear that B = C @ D, C&D = 0 and C E E. Since 
D(x) = B(x) - E(x) if E(x) < B(x) 
=o if E(x) > B(x) (VXEX) 
it follows that D c F. Hence C E C(E) and DE C(F). Consequently, we have 
that 
m(B)=m(C)+m(D)<mf(E)+mp(E). 
Since B is arbitrary choosen in C(E@ F), it follows that m + (E@ F) < 
m + (E) + m ~ (F). Now, let E be a fixed real and positive number. There exist 
an A in C(E) and an B E C(F) such that 
m+(E)<m(A)+i and m+(F)im(B)+i. 
409/I 17/2-l 
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Since A & BEE & F= 0, it follows that A and B are disjoint fuzzy sets 
and 
Thus, we deduce that m + (E) + m +(F) d m +(E@ F), because E is 
arbitrarily chosen. So, it results that m + is additive. Consequently, m ~ is 
an additive function by Remark 3.2(b) and 1 m 1 is additive as a sum of two 
additive functions. The proposition is proved. 
PROPOSITION 3.5. Zf mECZ, then m+, rn-, Irnl EC:. 
Proof: Let (AnLEN be a disjoint sequence of fuzzy sets contained in C. 
Let us denote B, = @;=,Ak, (VHEN). Clearly, (Bn)ntN is an increasing 
sequence in C and we have that 
m+(B,,)= i m+(Ak) (Vn E NJ, 
k=l 
by Proposition 3.4. Thus, we obtain lim,,. ,,, m + ( B,I) = x:1, m + (A,,). Since 
B, s OnsN A, (V’k E N), and m + is monotonic (see Remark 3.2(c)), it 
follows that: m + ( Bk) 6 m + (@,,, ,y A,,) (Vk E N), implicitly, this gives: 
x 
1 m+(A,)= limm+(B,,)<m+ 
,, = 1 ,,e N 
Let A be in C(@,,.,A,,). Then 
A=An(~NA~)=An(,l!“~)=,~N’AnB~‘=f~~(RnB.). 
Since A n B, E A n B,, + , (n E N), it follows that 
= lim m(A n B,,), 
HCN l7EN 
by Proposition 2.8(a). Clearly, m(A n B,) <m + (B,) (Vn E N). Hence, 
m(A)Q!irrm+(B,)= 2 mt(AH) 
?I=1 
(VA E C(f/$. 
Consequently, using (*), we deduce that 
(*I 
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i.e., m + is o-additive function over C. By Remark 3.2(c) it results that m - 
is also o-additive because ( -m) is o-additive. Also, 1 m 1 is a-additive by its 
definition. The proposition is proved. 
PROPOSITION 3.6. Zf m E C”, then m is bounded iff 1 m ) is bounded. 
Proof Since (ml(A)=m+(A)+m-(A)>Im(A)I (VAEC), it results 
that m is bounded when 1 m 1 is bounded. Conversely, let us consider that m 




for any A in C. So, it follows that m + and m - are bounded and con- 
sequently (m 1 is also bounded. The proposition is proved. 
Now we are able to prove the Jordan decomposition theorem for bounded 
a-additive functions. 
PROPOSITION 3.7. If m is a bounded a-additive function over C, then 
m(A)=m+(A)-m-(A) (VA EC). (3.3) 
ProoJ Since m is bounded, then m + and rn- are bounded and the 
right member of (3.3) makes sense. Let A be in C and M be in C(A). Then 
m(M)=m(A)-m(A@M). Since AOMEC(A), it results that 
m+(A)Bm(AQM) and m (A)> -m(AGM). 
Consequently, we obtain that 
m(A)-m+(A)<m(A)-m(A@M)<m(A)+m--(A), 
for any M in C(A), i.e., 
m(A)-m+(A)<m(M)<m(A)+m-(A) (VME C(A)), 
This implies that 
m+(A)=sup{m(M);MEC(A)}Qm(A)+m-(A) 
and 
m-(A)=sup{ -m(M);MeC(A)) <m+(A)-m(A). 
Thus the proposition is proved. 
396 DANBUTNARIU 
We intend to show that in the previous proposition the boundness con- 
dition can be replaced by a finiteness condition. To this end, we prove the 
next result: 
PROPOSITION 3.8. Let m be in C”. Then m is bounded iff it is finite. 
Proof: The necessity condition clearly holds. Let us prove the suf- 
ficiency condition. To do that, we shall use 
LEMMA 3.9. The following assertions are equivalent: 
(a) Any finite a-additive,function over C is bounded. 
(b) For any finite a-additive function m over C, the set (m(A); A EC} 
has a finite upperbound. 
Indeed, if (a) is true, then (b) clearly holds. If (b) is assumed to hold 
and m is a finite a-additive function over C, then ( -m) is also finite and 
o-additive over C. Thus, we have 
sup{m(A); AEC} =K, < + x and sup{ -m(A); AEC} =K, < + co. 
It follows that sup { Im(A) 1; A E C} <max(K,, K,) < + co, i.e., m is 
bounded and the lemma is proved. 
According to the previous lemma, to prove the sufficiency of our 
proposition, it suffices to show that sup{m(A); A EC} < + 00, for any 
finite a-additive function m over C. 
Let us assume that there exists a finite o-additive function m in C” so 
that 
sup{m(A); A EC} = + co. (3.4) 
A fuzzy set ME C is said to be unbounded iff sup{m(A); A E C(M)} = + cc. 
The space X is unbounded (by (3.4)). The proof is divided in three parts. 
I. We prove that, for any unbounded fuzzy set ME C, there is a 
sequence (An)ncN _ c C(M) of unbounded fuzzy sets so that m(A,) >n, for 
any n in N. 
Let M be an unbounded fuzzy set in C. Let us suppose that a positive 
integer n, can be found, so that m(A) <n,, for any unbounded fuzzy set A 
in C(M). Since M is unbounded, there is a fuzzy set M, in C(M) so that 
m(M,)2n,, but M, cannot be unbounded (according to the previous 
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assumption). Hence sup{m(A); A E C(M,)} < + co. If BE C, then 




Let B be in C(M), B, =BnM, and B, =B@B,. Then B, EC(M,), 
B, EC(MQM,), B, & B, = @ and B, @B, = B. By (3.5) we deduce that 
sup{mW; B~WEM)) 
>sup(m(B)-sup{m(C); CM&V,)}; BEC(M)} 
= sup{m(B); BE C(M)} - sup{m(C); CE C(M,)} 
= +co, 
i.e., MOM, is unbounded. Consequently, we have 
NMGM,) -=I no and 3A, EC(M@M,) so that m(A,) > 1. (3.6) 
Let us denote M2 = M, @A,. Then M, & A, c M, & (MOM,) = @ and 
m(M,)=m(M,)+m(A,)~n, + 1. (3.7) 
By our assumption, it follows that Mz is bounded. Puting M, instead of 
M, in the previous reasoning, we deduce that MOM, is unbounded. 
Hence 
m(MOM,) <no and 3A, E:C(MQM~) so that m(A,)> 1. (3.6’) 
Let us denote M3=Mz@Al. Since MZ&A1 c-M2&(MGM2)#0, it 
follows (by (3.7)) that 
m(M,) = m(M,) + m(A ,) 3 no + 2. (3.7’) 
Consequently, M3 is bounded. Putting M3 instead of M2 in the previous 
reasoning it results that MOM3 is unbounded, and 
m(MOM,) 2 no and 3A, E C(MOM,) so that m(A,)>, 1. (3.6”) 
Now the fuzzy set A, can be constructed and so on. In this way, we obtain 
a sequence A,, A, ,..., of fuzzy sets contained in C, so that m(A,) > 1 
(n E N). The fuzzy sets A,, A,, A, ,..., have the next property 
i~oAiwwwx) (VxEn (3.8) 
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for each n in N. Indeed, if n = 0, then (3.8) clearly holds by (3.6). If (3.8) is 
supposed to be true for n 6 k - 1, then 
Ak(x) 6 max(0, M(x) - Mk + ,(x)) 
= max(0, M(x) - Mk(x) + A, ,(x))) 
=max(O,M(x)-(M,-,(~)+A~~,(x)+A,~,(x))) 
hence, Cc,,A,(?c),<M(x)-M,(x), i.e., the formula (3.8) is true. From 
(3.8) we deduce that A,, A,, AZ,..., is a disjoint sequence of fuzzy sets con- 
tained in C (see Proposition 1.7). So, we have 
= c m(A,,)> f I= +CO. 
II = I ,I= I 
This implies that m is not a finite a-additive function, i.e., our assumption 
conducts to a contradiction (m is finite by hypothesis). 
(II) If MEC and M is unbounded, then there is a decreasing 
sequence ( U,), E N of unbounded fuzzy sets contained in C(M), so that 
m( U,) 3 n (Vn E N). 
Indeed, according to part I of our proof, it follows that there exists an 
unbounded fuzzy set U, E C(M) so that m( U, ) 2 1. Also, by part I, there 
exists UZ E C( U,) an unbounded fuzzy set so tat m( U,) b 2, and so on. So, 
we obtain the required sequence. 
(III) If m is a finite a-additive function, then (3.4) is false. 
We intend to show that the assumption that (3.4) is true conduct to a 
contradiction. First, we observe that if (3.4) is true, then there is an 
unbounded fuzzy set M in C. Thus, taking into account the result of the 
second part of the proof, we can construct a sequence (Un)nsN of unboun- 
ded fuzzy sets in C(M) so that U, 1 U,,+, and m(U,J 2n (VIE N). Let us 
consider p, q E N, p < q. We denote 
4-l 
BP,,= 0 (u,Ou,-,). 
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It is clear that BJx) has the value B,,(x) = U,(x) - U,(X), for any x in X. 
Consequently, we deduce that 
(BP,, 0 U,)(x) = mint6 U,(x) - U,(x) + U,(x)) = up(x), 
for any point x. Hence B,,, 0 U, = UP (V p, q E N, p < q). Since U, and B,,, 
are disjoint fuzzy sets in C, it follows that 
m(up) = W,,,) + m(u,) (VP> qEN> p<q). 
The sequence of fuzzy sets (U,),, N is decreasing; consequently, 
qPJp+l~ up+loup+zY.~ uq-,w, are disjoint fuzzy sets in C. Then 
4- 1 
k=P 
for any p, q in N, p < q. Thus, we have 
4-l 
c m(UkOUk+l)=m(U,)-mm(U,) b’p,qEN, p<q), 
k=P 
because m is finite. According to this formula, we have 
f m(Uk@Uk+l)= m(U,)- lim m(Uy)=m(UP)-m 
k=P q’P 
for any fixed p in N. Since (U, 0 U, + ,),, E ,,, is a disjoint sequence and m is 
a o-additive function, it follows that 
k=p 
k+d) (VPEN). 





k+d)~p-m(~p uq)=P-m(,!! %) (VPPEN) 
and this conducts to the next: 
m n & (Uk8Uk+l) = . 
PeNk=p 
) fErn(jp (“k@ak+l))= + Oov (3.9) 
because (@km_p(Uk@Uk+I))pEN is a decreasing sequence and m is finite. 
Since ripe N OF= p ( Uk @ uk+ r) E C, it results that m is not finite (by (3.9)) 
and this is a contradiction. Hence (3.4) is false. The theorem is completely 
proved. 
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Now, sumarizing the results presented in this section, we deduce the next 
“Jordan decomposition theorem” for finite a-additive functions: 
THEOREM 3.10. If m is a finite a-additive function over C, then 
(3.10) 
where m + and m ~ are finite fuzzy measures over C. 
Proof: It results by Proposition 3.7 and 3.8. 
COROLLARY 3.11. If m is a finite o-additive function over C, then m is 
“continuous,” i.e., ,for any convergent sequence (A,,),,. N c C we have that 
m(lim A,) = lim m(A,). (3.11) 
HEN n E N 
ProoJ According to the Theorem 3.10, it suffices to prove the 
Corollary 3.11 for finite fuzzy measures only. Let m be a finite fuzzy 
measure over C. Then, the formula (3.11) holds for any monotonic 
sequence (A,),, N (by Proposition 2.8)). Now, let (A.),,.N be an arbitrary 
sequence in C. We have that 
m(femN infAn) 6 FGmN infm(A,,) < !icrnN sup m(A,) <m(?‘f”, sup A,,). (3.12) 
Indeed, the second inequality clearly holds and 
because (nnGk Ak)neN is monotonic and fikan A, CA, (VnEN); 
similarly, we have that 
because (Ukan Ak)neN is monotone and Uka,, A,?A, (VnEN). If the 
sequence (A,),, N is convergent, then lim,. N A, = lim,, N inf A,, = 
lim itEN sup A, and (3.11) results by (3.12). 
The Theorem 3.10 and the Corollary 3.11 have a great importance in 
proving the consistency of a concept of solution for fuzzy games with 
infinitely many players. (‘) 
’ An application of the fuzzy measures will be found in our paper [Z] (which is now in 
publication). 
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II. THE FUZZY INTEGRALS 
4. Bore1 Functions over a o-algebra of Fuzzy Sets and Their Integration 
In the classical theory of integration, a simple function is described as a 
function s from X to R with card{s(x); XE X) EN. Some theoretical 
reasons explained in the third section of [4] impose to reconsider this 
definition when fuzzy integrals are approached. In this section we shall 
present a new concept of “simple function” to be used as basis for the 
theory of integration relative to a fuzzy measure. To this end, let C be a O- 
algebra of fuzzy sets and let m be a fuzzy measure over C. The pair 
98 = (X, C) is called Bore1 space. 
DEFINITION 4.1. A simple ftdnction is a pair s = (A, a), where A = 
(A, ,..., A,) is a finite fuzzy partition of X and a = (a, ,..., a,) E R”. The real 
number s(x) = C:=, ai . Ai is called value of s in x. The function x -+ s(x) 
is called value-function of s. If A,,... A,, are contained in C, then s is called 
simple @-function. 
To simplify the notations, the simple function s = (A, a) is denoted 
S=C;=, ai . A ;, but this sum represents only a formal symbol. 
We observe that for any two finite fuzzy partitions A and B of X, the 
family of fuzzy sets A. B = {A . B; A E A and BE B) is also a finite fuzzy 
partition of X. When A and B are included in C, then A. B is also included 
in C. Thus, the class of simple $functions is closed under the next 
operations: 
DEFINITION 4.2. Let sr = Cp=, ai . Ai and s2 = J$!=, bj . B, be two sim- 
ple functions. We call sum of s, and s2 the simple function s1 + s2 = 
CL, c,“= I (ai + bj). (Ai . Bj). We call product of s1 and s2 the simple 
function s, .s2 = C+‘= i cJ= I (a; . b,)(A, . B,). 
It is easy to see that the sum and the product of the simple functions are 
commutative and associative operations and 
and 
(s, + d(x) = s,(x) + &) wx 6 J-3, (4.1) 
(s1 . SAX) = SI(X). dX)> (Vx E X). (4.1’) 
DEFINITION 4.3. Let s, = Cp=, ai. A, and s2 = CT= I b, * Bj be two sim- 
ple functions and let A be a fuzzy set contained in C. We say that sI 
dominates s2 relative to A and we denote s, +A s2 iff 
(a; -bj)‘Aj(x). Bj(x)kO, (4.2) 
402 DAN BUTNARIU 
for any point x with ,4(x) # 0 and for any pair of indices i, j with 1 d i < p 
and 1 < j<q. If si +A s2 and s2+A si, then s1 and s2 are said to be 
equivalent relative to A and we denote s, -A s2. The simple function s, is 
called nonnegative iff si +A O=Cf=, 0. Aj. 
Remark 4.4. (a) If s, +A s2 and Ai. B, #@, then a, 2 bj. (b) If 
s, Bxs2, then s,(x)bs2(x) (VXEX). (c) If s~-~s~, then s,(x).A(x)= 
s2(x). A(x) (Vx E X). 
Now the next basic concept is introduced: 
DEFINITION 4.5. Let s = Cr= , ai . Ai be a simple &?-function and let A be 
a fuzzy set in C. We say that s is m-integrable over A iff is true thatc2) 
m(A;A)= +co implies that ai = 0. 
If s is m-integrable over A, then we denote 
(4.3) 
i sdm= i a;m(A;A) A ,=I 
and we call it m-integral qf’s over A. When A = X we write j s dm instead of 
ix s dm. 
Remark 4.6. (a) If s- A 0, then s is m-integrable over A. (b) If 
m(X) < + co, then any simple B-function is m-integrable. (c) If s, +A s2, 
then lA s, dm 2lA s2 dm. (d) Ifs, kA s2, then jA s, dm = jA s2 dm. 
Some significant example of m-integrable simple functions are presented 
in [4, Sect. 31. Also in [4], the next results are proved: 
PROPOSITION 4.7. Let s = Cf= , ai A, and s’ = I;= , b, Bi be two simple 
a-functions. Let A, B, A,, (k E N) be elements of C. 
(a) Zf A c B and s is m-integrable, over B, then s is m-integrable over 
A; ifs +.AO, then Jasdm6Jesdm. 
(b) rf B, ,..., Bk is a finite fuzzy partition of B and s is m-integrable 
over B, then Se s dm = Cf=, Se, s dm. 
(c) Zf A, (k E N) is an increasing sequence and A = lim,, N A,, then 
we have that JA s dm = lim, t ,,, JAk s dm. 
(d) Zf A, (k E N) is a decreasing sequence, A = lim,, N A, and m is 
finite, then JA s dm = lim, E N JA,, s dm. 
(e) If s and s’ are m-integrable over A, the s + s’ and s. s’ are also 
m-integrable over A and JA s dm + JA s’ dm = jA (s + s’) dm. 
’ The convention “0. co = 0” is accepted 
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The similarities and the differences between the integration of the simple 
functions in the classical theory of integration and the integration of “sim- 
ple g-functions’ in our theory are discussed in [4, Sect. 3.A]. 
In that which follows we introduce the notion of integral for a real 
function. To this aim, let us consider f: X -+ R : be a function and let A be 
an element in C. 
DEFINITION 4.8. Let s = C;= I ai . A, be a simple B-function. We say 
that s is a dominion off relative to A and we denote f +A s, iff we have 
(f(x)-ai)*A,(x).A(x)>O (VxEX, i= l,..., n). (4.5) 
The class of all the dominions off over A is denoted @(f, A). The class of 
all the nonnegative dominions off over A is denoted W + (f, A). 
It is clear that 0 E @ + (S, A). 
DEFINITION 4.9. We say that f is a Bore1 function over A relative to 93, 
or simply that it is a &?-function over A iff there exists a sequence (s,), E N of 
nonnegative dominions off over A so that 
s n+l>Asn (VnEN) and lim s,,(x). A(x) = f(x). A(x) (Vx E X). 
IIEN 
(4.6) 
It is shown in [4] that the B-functions over X relative to a o-algebra 
C c_ P(X) are exactly the “Bore1 functions” in the classical sense of this term 
(see C71). 
Replacing X by A in the proof of the theorem 4.9 in [4], we obtain the 
next result: 
THEOREM 4.10. If A E C, (s,),,, N and (s;),, N are sequences in 99 + (A A) 
and 
(4 s~+,+~s, (VnEN)ands~+,+,s~ (VnEN); 
(b) s, and s; are m-integrable over A (Vn E N); 
tc) limnEN S,(X). A(x) = lim,. ,,, s;(x). A(x) = f(x). A(x) (Vx E X); 
then lim, E N JA s, dm and lim,, N JA sk dm exist in R ,* and 
si dm. (4.7) 
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Let A be in C and let s = C;=, ai . A, be a simple %?-function. We con- 
sider s to be nonnegative. Then aj .m(A, A) >O (i= l,..., n). Consequently, 
the sum x7=, ai . m(A i . A) makes sense in R ,!. It is denoted by JA s dm. Ifs 
is m-integrable, then this sum is exactly the m-integral of s over A. 
Let us consider (s,),~ N be a sequence of simple g-functions so that 
s,, 1 &A s, (Vn E N). Then, the sequence ( j1 s, dm)neN is increasing and 
his limit exists in R,*. Thus, the next definition makes sense: 
DEFINITION 4.11. Let f: X + R : be a B-function over A E C. If (s,), 6 N 
is a sequence in B + (f, A) so that (4.6) holds for it, then we denote 
f dm = lim 1 .F,, dm (4.8) 
r1eN.A 
and we call it m-integral of,f‘over A. If JA ,f‘ dm is finite, then we say that j’is 
m-integrable over A. 
Now, let f: X-, R* be a function. It can be represented as a difference of 
two nonnegative functions ,f+ and ,f defined as follows: 
.f+ C-x) = max(f(x), 0) and .f-. t-u) = mad -.f(x), 0) (Vx E X). 
DEFINITION 4.12. We say that f is a W-function over A E C iff,f+ and ,f 
are W-functions over A. Iff’, andf are m-integrable G$-functions over A, 
then f is said to be m-integrable over A. And the real number 
1 f‘ dm = 1 f + dm - j,A ,f’ dm 
A A 
(4.9) 
is called m-integral off over A. 
Relative to the m-integral over A, the next results are proved in 14, 
Sect. 4 1: 
PROPOSITION 4.13. Let f: X -+ R ,* he a nonnegative function and A E C. 
(a) If f is m-integrable over A, then jA f dm 2 0. 
(b) rf A E BE C and f is m-integrable over B, then f is m-integrable 
over A and jA f dm<l, f dm. 
(C) If (An)tieN SC, A = OnsN A, andf is m-integrable over A, then 
s A 
fdm6 c i fdm. 
neN A 
(4.10) 
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PROPOSITION 4.14. Let A be contained in C and let f, g:X -+ R* be two 
9#-functions over A. 
(a) If c E R, then c * f is a g-function over A, iff is m-integrable over 
A, then c ’ f is m-integrable over A and JA c. f dm = c’ fA f dm. 
(b) If f and g are nonnegative functions, then f + g and f. g are also 
35functions over A; if f and g are m-integrable over A, then f + g is 
m-integrable over A and JA (f + g) dm = jA f dm + jA g dm. 
(c) The ~-function f is m-integrable over A iff 1 f 1 is m-integrable 
over A; iff is m-integrable over A, then jA 1 f 1 dm = JA f t dm + fA f ~ dm. 
According to Proposition 4.14(b), we deduce that the sum and the 
product of two nonnegative 9?-functions is also a S&function over the same 
fuzzy set in C. However, if f and g are not restricted to be nonnegative 
functions, then we do not know if f + g and/or ,f. g are also .9&functions. 
In the next section we prove that this problem can be solved when C 
accomplishes some specified restrictions, We remind the reader that in 
the classical case (when CG P(X)), the sum and the product of any two 
&Y-functions are &functions (see [7, Sect. 231). 
The previous considerations in this section are consistent for fuzzy 
measures only. However, the Theorem 3.10 allows us to extend the concept 
of integral so that its consistency to be guaranteed for finite B-additive 
functions. Precisely, the next definition makes sense: 
DEFINITION 4.15. Let f: X + R* be a g-function over A E C. We say 
that f is integrable over A relative to the finite a-additive function m or, 
simply, that f is m-integrable over A iff f is m + and m - -integrable over A. 
In this case, the real number jA f dm + - jA f dm - is called m-integral off 
over A and it is denoted by JA f dm. 
An immediate consequence of Proposition 4.14 is the linear dependence 
of the integral relative to a a-additive function upon the function f: This 
extended concept of integral will be of use when fuzzy games will be 
studied. 
5. Measurability and Integrability Relative to a o-Algebra of Fuzzy Sets 
In this section we try to elucidate the relationship between the notions of 
the ‘Y&function” and of the “@-measurable function.” Implicitely, the 
relation between the “g-measurability” and the “m-integrability” is 
approached. A method for computing fuzzy integrals for B-measurable 
functions is given. 
First, we introduce some terms and notations. 
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DEFINITION 5.1. (a) Let c be in L. The fuzzy set E is defined by E(x) = c 
(Vx E X) and it is called constant fuzzy set. (b) A a-algebra C is said con- 
stunt containing iff ? E C, for any c E (4, 1). 
Remark 5.2. If C is a constant containing a-algebra, then ? E C, for any 
c in L. Indeed, T = XE C; since c”,, = (Fi) E C (n > 2), it follows that f = 
lim n E N t, E C; if c E (0, t), then c” = (7)’ E C. 
DEFINITION 5.3. (a) Let f: X-+ R* be a function and E be a fuzzy sub- 
set of R*. The fuzzy setf-‘(E) is defined byf-‘(E)(x)= E(f(x)) (VXEX). 
(b) Let s = C:=, ai . A, be a simple function and E E L(R*). The fuzzy set 
s-‘(E) is defined by s-‘(E)(x)= E(s(x)) (VXEX). The fuzzy set s+‘(E) (is 
defined by s”(E)(x)=x;,, E(a,).Ai(x) (VXEX). 
Remark 5.4. (a) s”(E)=@;=, E(a,).A,. (b) If EEP(R*), then 
s”(E)= @o,tEA,. (c) If E, Ai P(R*) (i= l,..., n), then ss’(E)=s+‘(E). 
(d) In general, s ‘(E) and s+ ‘(E) are not coincident. For example, if 
~={1,2},A,(x)=l/x,A~(x)=(x-l)/x(x=1,2)ands=1~A,+5~A,, 
then s-‘(E)=0 and s+‘(E)=A* ~0, for E= [S, + KI). 
In that which follows, we denote C a o-algebra and 98 = (X, C), its 
associated Bore1 space. Also, we denote by TO the usual topology of R and 
by T,* the usual topology of R*. A fuzzy subset E of R* is said to be closed 
iff its membership function is (T,, * T,)-upper semicontinuous. Clearly, if 
EE P(R*), then E is closed iff E is T,*-closed. 
PROPOSITION 5.5. Let s = C:‘= , a, . A i he u simple,function. The following 
assertions are equivalent: 
(a) s is a B-function. 
(b) s+‘(E) E C, for any EE P(R*). 
(cl s +‘(E) E C, ,for any closed set EE P(R*). 
IfC is constant containing, then (a), (b), ( c ar also equivalent o the next ) 
assertions: 
Cd) s ‘l(E)EC,for any EEL(R*). 
(e) s+‘(E)~C,,for any closedfizy set EEL(R*). 
The proof is based upon Remrk 5.4(a). It is left to the reader. 
The next notion is introduced by analogy with the classical theory of 
integration: 
DEFINITION 5.6. (a) Let f: X-t R* be a function. We say that ,f is 9& 
measurableifff~~‘([a, +co])~C,foranya~R*.(b)Lets=~~=,a;A~be 
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a simple function. We say that s is B-measurable iff s- ‘([a, + CO]) E C, for 
any aE R*. 
Some important results of the classical theory of integration are essen- 
tially based upon the equivalency between the measurability of the simple 
functions and their G&functionality, which holds for Cc P(X), by 
Remark 5.4(c). In general, this equivalence does not hold. In consequence, 
the relation between the “.%measurability” and the “g-functionally” seems 
to be different when C is an arbitrary B-algebra of fuzzy sets. We intend to 
elucidate this relation. To this end, we denote C, = C n P( A’); this is a G- 
algebra. Let 9&, = (X, C,) be its associated Bore1 space. Clearly, 9$ is also a 
Bore1 space in the classical sense ( [7]). 
PROPOSITION 5.7. Zf f: X -+ R* is a function, then the next assertions are 
equivalent: 
(a) f is a 22-measurable function. 
(b) f is a &$-measurable function. 
(c) f is a 9?O-function. 
ProofI It is clear that f is a-measurable iff it is go-measurable, because 
f-‘([a, +cc])~C iff f-‘([a, +co])~&. It suffices to prove that 
(b)o (c), for nonnegative functions. Thus, let f be a nonnegative function. 
If f is .!&,-measurable, it results that it is an “extended nonnegative real- 
valued Bore1 function on the Bore1 space 9,,” (in terms of [7, Chap. 31). In 
consequence, according to [7, Proposition 23.131, a sequence (t,), l N of 
real valued nonnegative 990-measurable functions can be found, so that 
each t, has finitely many values only, t,,+](x) > t,(x) (Vn E N, XE X) and 
lim nE ,,, t,(x) = f(x) (x E X). Let us consider that a; < a; < . . . < a;,,, are 
the values of t, and Al = t;‘( (al)), (i= l,..., k(n)) (nE A’). Then s, = 
((A; ,..., A;,,,), (a: ,..., a&,,)) is a simple $&-function, f bxs,, 
s,+, +Xs, +,O (V~EN) and lim,,, s,(x)=limneN t,(x)=,f(x) (VXEX). 
Hence, f is a 9?,,-function. 
Conversely, if f is a 990-function, then there exists a sequence (s,),,~ N of 
simple 9?0-functions o that lim,,, n s (x) = f(x), (Vx E X). Since any value 
function s,(x) is 9J0-measurable (see Remark 5.4(c)), it follows that fis the 
pointwise limit of a sequence of @,-measurable functions. Hence, according 
to the Corollary 23.7 in [7], we deduce that j-is a &?O-measurable function. 
The proposition is proved. 
COROLLARY 5.8. If f: X + R* is a g-measurable function, then f is a 
$&function. 
Proof: It suffices to prove this result for f: X-, R,*. If f is 
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a-measurable, it results that f is a Z&,-function (by Proposition 5.7). Then, 
a sequence of nonnegative simple %,-functions (s,,),~~ can be found, so 
thatft--,s,, s “+i +Xs, (VneN), and lim,,, ~,(x)=f(x) (VXEX). Since 
any simple ~&,-function is a simple L&function, because C, c C, it follows 
that f is a B-function and the corollary is proved. 
Now, let us consider m: C + R* to be a fuzzy measure. The restriction of 
f to C,, denoted m, is also a fuzzy measure. It can be considered as a 
“measure” in the sense of [7] because C, is a a-algebra in the classical 
sense. 
PROPOSITION 5.9. If f: X -+ R* is a a-measurable function, then s f dm 
exists iff j S dm, exists and, in this case 
/fdm=[fdm,. (5.1) 
Proof It suffices to prove for ,f: X + R,*. The existence of the two 
integrals is a consequence of the Corollary 5.8 and of the Proposition 5.7. 
Let bnhE N be a sequence of simple B-functions so that s, = ~~~~ a;. A:, 
ft--XS,, .y n+l ?=xs,,+xO (VIEW, and limnGNS,!(X)=f(X) (VxEX). 
Then, 
1 f dm,,=/izjs,, drn”=~~~~‘a:.rn(A:)=!~~/s, dm=jfdm, 
I=1 
because any simple B-function is a simple B-function. 
COROLLARY 5.10. Zf f: X -+ R* is a B-measurable function, then f is 
m-integrable iff f is m,-integrable. 
It is easy to see that the m,-integrals are classical integrals. So, the 
Proposition 5.9 and its corollary, reduce the problem of the m-integrability 
of the B-measurable functions to a usual problem of integrability (in the 
classical sense). Also, the problem of computing m-integrals is reduced to 
that of computing classical integrals, where some standard technics can be, 
eventually, used. The reader may ask if the m-integral of any g-function 
can be reduced to a classical integral. In general, we do not known the 
answer of this question. However, we shall prove that this answer is aflir- 
mative when C is a “reduced” a-algebra. This fact is important for some 
applications. 
DEFINITIONS 5.11. The a-algebra is said reduced iff for any A E C, the 
membership function A(x) is B&-measurable. 
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Remark. 5.12. (a) Using a result contained in [a], it can be shown that 
C is reduced iff it is generated by Co. (b) C is a reduced o-algebra iff any 
simple &function is &&-measurable. Indeed, if C is reduced and 
S=Cyzl ai. A, is a simple L&function, then Ai are 6Y0-measurable 
functions and s(x) is a finite sum of L&,-measurable functions. According to 
[7, Corollary 22.121, it follows that s(x) is 910-measurable and, by 
Proposition 5.7, we deduce that it is also a-measurable. Conversely, if 
A EC, and any simple %I-function is Z&,-measurable, then A(x) = 
1 . A(x) + 0. A’(x), (Vx E X) and s = 1 . A + 0. A’ is a 9$,-measurable simple 
function, i.e. A(x) = s(x) is g-measurable. 
PROPOSITION 5.13. If C is a reduced a-algebra, then any W-function is 
9-measurable and conversely, Moreover, if f: X + R* is an integrable 
B-function, then (5.1) holds. 
Proof The converse of the first part holds by Corollary 5.8. If f is a ?& 
function, then f(x) = lim nE N s,(x) (Vx E X), where (s,),~ N is a sequence of 
simple ?&functions. In consequence, f is the pointwise limit of a sequence of 
go-measurable functions (see Remark 5.12(b)). Thus f is 9&,-measurable 
(by Corollary 23.7 in [7]). Hence, f is %-measurable and the Proposition 
is proved. 
It is interesting to observe that the minimal a-algebra B which contains 
all the closed fuzzy subsets of the real line is a reduced a-algebra whose 
intersection with P(R) is exactly the family of the Bore1 subsets of R. This 
fact allows us to compute some fuzzy integrals using Lebesgue integrals. 
For reduced a-algebras, an open problem announced in [4] can be 
solved: 
PROPOSITION 5.14. Zf C is a reduced a-algebra, then the sum and the 
product of any two g-functions f, g: X + R are also ST-functions. 
Proof Since f + g and f. g are %$,-measurable functions (by 
Proposition 5.7 and [7, Proposition 22.121) it follows that they are also 
9%functions (by Corollary 5.8). 
6. CONCLUSIONS 
The theory whose basic ideas we have previously explained, is an exten- 
sion of the classical theory of measures and integrals. We have proved that 
some fundamental results of this classical theory can be carried over to the 
general fuzzy case, but it must be mentioned that there exist significant dif- 
ferences between our theory and the classical theory (see [4]). 
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An interesting question is the next: “Can any fuzzy integral be reduced to 
an usual integral? How this reduction can be realized?” The answer of this 
question seems to be positive, because there are significant situations when 
such a reduction can be realized. 
The reader may ask about the heuristical meaning of the fuzzy measures 
and integrals. A detailed approach of this topic is given in the series of 
papers [4]. Let us suggest some ideas. The classical measures are usually 
conceived to represent functions which give “areas,” “volumes,“..., of well- 
delimited objects. The fuzzy measures can be conceived to represent also 
areas, volumes,..., but the objects which are evaluated by fuzzy measures 
are “fuzzy determined” analogously with the surface occupied by the black 
points discussed in Introduction. When m(X) = 1, the fuzzy measure m can 
be conceived as a fuzzy probability measure. In this case, the fuzzy sets 
contained in C must be seen as “fuzzy events;” if A EC, them m(A) can be 
interpreted to be the probability for a point x to have the membership 
degree ,4(x) to the fuzzy set A. 
In this moment, we have in mind applications of the previously 
explained theory to study fuzzy games and to medical diagnosis. However, 
we hope that this theory will be of use in many other domains where fuz- 
ziness is involved. 
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