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1. LE CONTEXTE DE LA THESE 
1.1. Systèmes de multiprogrammation. 
En des termes tout à fait généraux, un système informatique 
peut ~tre décrit comme un certain ensemble structuré de ressour-
ces. Chacune de ces ressources est spécifiquement conçue et/où 
déctiée à une fonction particulière. Un programme est un proces-
sus demandeur de res s o u rces : son exécution est constituée d'une 
séquence d'opérations élémentaires, chacune desquelles requérant 
l'utilisation de certaine(s) ressource(s) pendant une cert~ine 
durée de temps. 
Parmi ces ressour~es, les processeurs son_t les unités qui 
"traitent" les informations. Chaque traitement élémentaire (0 11 
instruction) nécessite un accès à certaines informations, comme 
le code de l'instruction et les opérandes. On utilise le terme 
générique de mémoire pour désigner les supports physiques sur 
lesquels sont stockées les informations. 
A proprement parler, il n'existe pas · une eeule ·mémoire, 
mais plutôt plusieurs types, ou niveaux, de mémoire. Les infor-
mations ne sont accessibles du processeur qu'à partir de niveaux 
appelés, pour cette raison, centraux. La mémoire centrale, coft-
teuse pour des raisons technologiques, est, par ce fait m~me, 
relativement limitée. Elle est alors prolongée par des mémoires 
périphériques ou secondaires, à la fois beaucoup plus vastes et 
moins coftteuses. Une telle hiérarchie de mémoires est générale-
utilisée de la f'açon suivante: la mémoire centrale sert au 
' 
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stockage du code objet des programmes, tandis que les informa-
tions d'un usage occa.sionnel (f'ichiers de données, pa1' exemple) 
sont mises sur lea niveaux périphériques. 
Afin de permettre une utiliaation . rationnelle et efficace 
des différentes ressources, un tel système travaille générale-
ment en multiprogrammation. Rappelons que ce terme désigne un 
mode de fonctionnement selon lequel plusieurs programmes peuvent 
être simultanément pris en charge par le système. Une ressource 
momentanément non utilisée par un programme peut alors &tre al-
louée à tm autre programme. Cette utilisation en parallèle•des 
ressources améliore leurs taux d'activité individuels, et, par 
conséquent, les ·performances du système tout entier. 
La gestion d'un système de multiprogrammation pose des 
problèmes décisionnels complexes dont la plupart sont loin d'ê-
tre maitrisés. D'une façon informelle, il s'agit d'allouer les 
ressources aux programmes de manière à optimiser certaines me-
sures de la performance du système. 
Un des problèmes clés est l'allocation de la mémoire cen-
trale. D'une part, étant elle-m6me limitée, la mémoire centrale 
limite la taille et le nombre de programmes pouvant être exécu-
tés simultanément; elle restreint donc la capacité de multipro-
grammation du système. D'autre part, les performances propres à 
'.)' 
l'allocation de la mémoire conditionnent étroitement celles g1o-
bales du système. 
Parmi les techniques permettant wi usage partagé de la 
mémoire centrale, celle de la mémoire virtuelle est de plus en 
l.J 
plus utilisée dans les systèmes actuels. Le paragraphe suivant 
en décrit les principes de base. 
1.2. Mémoire virtuelle. 
Cette technique doit son nom au fait qu'elle permet de re-
culer, "virtuellement", les limites physiques de la mémoire 
centrale . Contrairement aux méthodes d'allocation selon les-
quelles le code objet des programmes est chargé entièrement en 
mémoire centrale, et y est maintenue statiquement jusqu'à la 
fin, il s' agit d'une méthode d'allocation qu'on peut qualifier 
de pa rtielle et dynamique. 
La raison d'~tre de la mémoire virtuelle est essentielle-
,_ 
ment la suivante. Au cours de l'exécution d'un -~ _rogramme, les 
informat i ons accédées sont généralement concentrées dans cer-
taines zo n es spécifiques du code objet. Du fait de cette loca-
lisa tion des références, les besoins instantanés en espace des 
programmes sont assez réduits, comparativement à la taille to-
tale de leur code objet. Pour chacun des programmes, il est donc 
r a iso nnable de n'en garder en mémoire centrale que les parties 
momentanément requises. Les par'ties ·re~tantes : so.n t mises sur 
11ne mémoire secondaire et chargées en mémoire centrale seulement 
en f on ction des besoins. 
Ce mode d'utilisation de la mémoire peut ~tre sous lares-
pon s abilité du programmeur: celui-ci découpe lui-m~me son pro-
gramme et spécifie au système les moments opportuns pour charg er 
ou d écharger telles ou telles parties; c'est la méthode dite 
de s ove r l ays. A11 contraire, la mémoire virtuelle réf~re au cas 
1.4 
où cette allocation partielle et dynamique de la mémoire est 
entièrement à la charge du système. 
Le découpage des programmes se fait alors au moment de la 
compilation. Leur code objet est partitionné en blocs contigus 
appelés segments, ou pages lorsqu'ils sont tous de m~me taille. 
Chaque information est identifiée par une adresse virtuelle de 
la forme : (identité du segment, déplacement à partir du début 
du segment). Les transferts d'informations entre la mémoire 
centrale et son prolongement virtuel se feront toujours par 
segment entier, d'un seul tenant. Pour convertir une adresfle 
virtuelle en adresse physique (emplacement actuel d'une infor-
mation), il suffit alors d'une table des segments, comme il 
est illustré à la figure 1. 
Tout au long de l'exécution des programmes, le système 
doit également décider de la répartition dynamique des segments 
d'informations, et par conséquent de leurs mouvements, entre 
les différents niveaux de la mémoire. Les segments requis par 
le processeur doivent ~tre présents en mémoire centrale, Par ~ 
conséquent, lorsqu'un programme encoure un d~f~ut dë segment 
(référP.nce à un segment absent de la mémoire centrale), il est 
interrompu au moins jusqu'à ce que le segment fautif soit chargé 
en mémoire centrale. Les décisions d'illocation sont donc une 
fonction cruciale : chaque programme devrait ~tre interrompu 
le moi~s souvent possible par ces attentes de transferts. 
1.5 
Table de conversion 
Identités 
des segments 
1 i Adresses phys. 
1 début des seg. 
~------------------------------
~------------------------------
' 1 
,----~,~------X ______ J ______ a 7x~---c-_ 
' 7 1 \ ; ' 
anresse logique : ( x,d) ~--------------;---------------- · 
x identit~ du segment 
d déplacement à partir 
ctu <iJbut du segment 
1 
1 j 
+ L ___ ... 
r 
adresse physique a( x) + d 
Fi~. 1. Conversion d'une adresse logique en adresse physique. 
1.6 
1.J. Plan de la thèse. 
L'objet de cette thèse est l'analyse des problèmes de con-
tr8le et de décision qui se posent dans la gestion dynamique 
<l'un système à mémoire virtuelle paginée. Grosso modo, ces pro-
blèmes se situent à 2 niveaux 
- d'une part, l'allocation de l'espace · en mémoire centrale à 
chacun des programmes, considéré individuellement, et 
- d'au:tre part, l'allocation des ressources du réseau à un·en-
semble de proF,rammes, c :•est-à-dire les interactions entre les 
dif'f'érents programmes au niveau global du système. 
Le premier problème sera essentiellement formulé comme un 
problème d'allocation dynamique d'une mémoire centrale, considérée 
comme un ensemble de cadre~ de page disponibles, à des programmes, 
considérés comme des processus générateurs de demandes de pages. 
Ce problème de décision est en avenir non déterministe : prati-
quement, les réf'érences des programmes ne sont jamais connues à 
l'avance. Toute stratégie d'allocation de la mémoire repose donc 
sur 11ne méthode de prévision : au f'ur et à mesure du déroulement 
d'un programme, son comportement passé est mémorisé pour estimer 
celni à venir, conf'ormément à certaines idées que l'on a sur les 
propriétés corrélatives de ce comportement. Intuitivement, l'in-
cidence de ces estimations dynamiques et instantanées sur chacune 
des décisions élémentaires d'allocation devrait être la suivante 
les pa~es estimées comme probablement requises dans un avenir 
proche sont maintenues (ou chargées) en mémoire centrale, tandis 
que celles peu probables sont laissées _(.ou ~déc:!.a~gê_,s) sur la 
mémoire secondaire. Un thème central de cette thèse est préci-
sément de justifier l'efficacité de ce principe heuristique. 
Préalablement à l'analyse des processus d'allocation 
d'espace, le chapitre 2 étudie les processus des demandes de 
pages générées par un programme au cours de son exécution. 
- -;-; 
Les modèles de prévision du comportement sont :formulées comme 
des r~gles d'estimation des références :futures sur la base de 
celles passées. Ensuite, nous discuterons de la modélisation 
des programmes de :façon à refléter leur tendance à la locali-
sation. Nous terminerons ce chapitre par des exemples de ~odè-
les les plus utilis,s. 
Le chapitre J est consacré aux algorithmes de pagination 
à partition fixe. Sous ce mode d'allocation, chaque programme 
ne peut jamais occuper qu'une zone de taille :fixe de la mémoire 
centrale. Lorsqu'une ~age doit ~tre chargée alors que le pro-
' . 
gramme occupe déjà le nombre maximum de cadres qui lui est 
alloué, il :faut choisir une page du programme à remplacer de 
la mémoire. Pour des programmes localisés, nous justifierons le 
remplacement de la page la moins susceptible d'être requise l 
la ré:férence suivante. Les performances de ce· critè~-e "à terme 
immédiat" seront également analysées à travers quelques modèles 
de comportement originaux, inspirés des méthodes dites de lissa-
ge utilisées dans la prévision des séries chronologiques. 
Les stratéRies d'allocation à partition variable, sous 
lesquelles aucune limite :fi.xe n'est imposée quant à la quantité 
d'espace allo11ée à chacun des programmes, font l'objet du cha-
1.8 
pitre 4. Les stratégies d'allocation devraient alors réaliser 
un certain compromis entre la minimisation du nombre de dé:fauts 
de page et la minimisation de l'espace alloué au programme. 
En nous inspirant du principe de l'o:f:fre et de la demande, nous 
énoncerons une :formulation générale des stratégies à l'ensemble 
d'activité (working set) pour chaque instruction élémentaire, 
on n'allouera que les pages dont la probabilité n'être référen-
cées dans l'immédiat excède un certain niveau fixé a priori. 
Ce principe d'allocation sera particularisé à divers modèles 
de comportement, et justi:fié dans le cas des comportement& 
localisés. 
Le chapitre 5 présente l'analyse de quelques problèmes de 
contrôle <l'un système de multiprogrammation à mémoire virtuelle. 
D'une façon in:formelle, étant donné un certain ensemble de pro-
grammes à exécuter, il s'agit de déterminer les règles de partage 
de la mémoire centrale et les règles de priorité à chacune des 
unités du système, cela de :façon à ce que certaines unités fon-
damentales du système, les processeurs et les entrées-sorties 
par exemple, soient utilisées le plus possible. 
TJne première question se pose à propos de la "charge opti-
male à imposer au système. Une approche classique, basée sur 
la théorie des réseaux d'attente, permet de mettre en évidence 
l'ex istence d'un degré de multiprogrammation (nombre de proerammes 
dans le système) optimal. D'autres approches, plus expérimentales, 
préconisent une régularisation auto~atique de la charge basée . 
sur l'utilisation de l'unité de pagination (Leroudier et Potier 
LÏ:eP7§/) ou sur la durée moyenne de temps virtuel entre 2 dé:fauts 
... 
-- -~ 
de page (Denning et Kahn LneK7.§/.) : l'i.mité de pagination trop 
souvent sollicitée, ou des défauts de page trop rapprochés, •.-~on-
st~tuent souvent des critères indiquant une surcharge possible 
d11 système, tous les progr~mmes s'étranglant au niveau de l'unité 
de pagination (thrashing). La caractérisation de la charge opti-
male reste un problème ouvert, au stade des recherches actuelles. 
Le problème du partage de la mémoire centrale, assez com-
plexe, sera illustré rtans le cas de 2 programmes. Dans ce cas, 
la partition optimale peut ~tre déterminée par une simple pro-
cérlnre récursive. Cette procédure conduit généralement à a.es 
partitions biaisées, c'est-à-dire favorisant fortement un pro-
gram~e au détriment de l'autre. 
La coordination temporelle des programmes à l'intérieur du 
système sera finalement traitée comme un problème de proeramma-
tion dynamique. Une conclusion importante est alors qu'il faut 
accorder la priorité aux programmes les moins sujets à des défauts 
de page . 
2.1 
2. MODELISATION DU COMPORTEM!!;NT DE PROGRA.'1ME 
DES REFERENCES 
2.1. Présentation dn chapitre. 
LOCALISAT.ION 
Ce chapitre est consacré à l'étude du comportement de pro-
grawme. Par cette expression, on entend toutes les propriétés 
de la séquence des pages référencées par un programme tout au 
long de son exécution. Ces propriétés, intrinsèques au program~ 
me considéré, ne servent pas seulement à une description stati-
que du programme. La connaissance de la façon dont les prpgram-
mes se comportent en général est un préalable indispensable à 
la conception des règles ef'r~caces d'allocation de la mémoire. 
Pl11t8t qu'un ensemble de postulats probabilistes sur un · . 
certain processus aléatoire, nous considérerons essentiellemt 
un modèle de comportement de programme comme une méthode adap-
tative de prévision de ce comportement. Une telle méthode ~st.-. 
. - . •. . -
donnée sous une forme explicite lorsqu'elle foµrnit des esti-
mations d'une façon précise, et sous une forme implicite qnand 
elle génère seulement un ordre sur l'ensemble des · pages. 
Une attention particulière sera accordée à la modélisation 
des programmes de façon à r.ef'léter une tendance communément 
observ~e, la localisation des références. Nous présenterons des 
conditions de localisation à laquelle satisfont la plupart des 
modèles considérés dans la littérature: lru, lfu, ••• 
Nous présenterons enfin un test général permettant de vali-
der des modèles sur la base d'un comportement observé. 
2.2 
2.2. Formulation des méthodes de prévision du comportement. 
Le but d'une stratégie d'allocation de la mémoire centrale 
est de satisfaire, "au mieux", les be!loins dynamique!! en pages 
des proaramme!I. Elle nécessite donc, de la part du !lystème, une 
certaine connaissance de ces besoins. Considérons une exécution 
particulière d'un progrannne déterminé ; soit alor!I 
s = 
la séquence des pages successivement référencées (rt désigne la 
page contenant les informations requises pour la ti~me opération 
élé:nentaire). Cette séquence re:flète l'écriture du programme et 
l a façon dont les pages sont découpée!!. Néanmoins, elle peut 
différer d'une exécution à l'autre, lee "données" à traiter 
n'étant pas toujours les mAmee. Considérons la population idéa-
lisée constituée de tot1tes les !l,quences particuliàres générées 
par tous les passages possibles du même programme ; soit Pr la 
distribution de probabilité qui caractérise cette population. 
Une séquence spécifiques peut alors être conl!lidérée comme une 
réalisation particulière d'un processus stochal!ltique 
s = 
à temps discret (seul l'ordre dans lequel les pages l!lont réfé-
rencées nous intéresse), et à états également dil!lcretl!l (chaque 
référence est un élément <le l'ensemble :fini X de toutel!l les pages 
d 11 programMe). 
Cette distribution de probabilité, intrinsèque au programme, 
peut @tre estimée à partir d'un grand nombre d'exécutions anté-
rieures du programme. Pour chacune d'elles, la trace des page~ 
eRt relevée, ce qui permet alors d'estimer certains paramètre~ 
statistiques importants. Cependant, une telle méthode e~t évidem-
ment très lourde à supporter par le système, et ne eaurait se 
justifier que pour certains programmes d'un usage très :fréquent. 
En fait, puisque chaque décision élémentaire d'allocation 
n'est prise qu'au fu r et à mesure du déroulement du programme, 
il ne s'agit p&s tellement de connaitre les ré:férences globalement 
et pr~alablernent à l'ex~cution, mais surtout de disposer d'une 
:néthode adaptative de µrévision du comportement. Nous nous limi-
terons dans cette thès e l 1 1 1tude de ce genre de méthodes. Nous 
appellerons une telle méthode un modèle . de prévision du co~por-
tement. Un modèle est donné soul'! une :forme explicite quand il 
permet de quantifier les estimations d'occurrence des pages. 
Sons une :forme implicite, il :fournit simplement un ordre de 
pr6férence sur les différentes pages du programme. 
2.:!.l. }fodèles explicites. 
Ce sont des méthodes adaptativel'I qui, sur la base d'infor-
mation relatives au compo rt ement passé, g6nèrent des pr6visions 
de références pour chacune des pages. Plus formellement, appelons 
X l'ensemble des pages du programme, 
état passé tout couple (t, st_ 1 ), 
Cl l'espace des états passés, 
avec t-1 t = 1,2, ••• et st-1 ex , 
vecteur rle prévi5ion tout ensemble de réels {a(x); xex} tel que 
a(x) E [o, 1], ~ x ~ X et L a(x) = 1, 
xex 
A l'e~pace deR vecteur5 de prévi~ions. 
/" 
2.4 
Définition 2.1. 
Un modèle explicite est une application: 
Nous appellerons pt{x, st_1 ) la prévision de ré:férence de la 
page x i l'ins t ant t, étant donné le passé st-l" 
lln modèle p sera dit vrai pour un programme si ées prévisions 
concordent avec le comportement intrinsèque du programme. Plus 
précisément : 
T)éfinition ~.2. 
~ous dirons qu'un Modèle p est vrai pour une chaine S, QU encore 
que S obéit à p, si, quels que soient t, st-l' et x 
pt(x, 5 t-l) = Pr[Rt=x 15 t-l=st-l] 
(st-l = H1 ••• Ht-l désigne la séquence des t-1 premiers élé-
ments de S). 
2.2~2. Modèles implicites ou de rangement. 
Un modèle de prévision du comportement est sous une :forme 
implicite lorsqu'il ne spécifie pas les prévisions de réf'érence 
d'une :façon précise, mais :fournit seulement l'ordre de grandeur 
relatif' de ces pr~visions. Bien que moins riche que la :formula-
tion pr~cédente, une :formulation implicite permet quand-même la 
validation des modèles (§ 2.¼), et surtout la conception et 
l'analyse <l'un grand nombre d'algorithmes de pagination (chap. J). 
Appelons tout d'abord : 
n = IXI le nombre de pages nu programme, 
rangement de X toute bijection b : X-, {1, ... ,n}, 
B l'ensemble de tous le8 rangements de X. 
2.5 
Nous avons alors la 
Déf'inition 2.J. 
Un 'llodèle implicite ou de rangement est une application 
m: Q ~ B : (t, st-1) ~ mt(., st-1). 
, Pour .· toµte , page x et pour tout état passé (t, st_1 ), nous 
appellerons mt(x, st_ 1 ) le rang de x à l'instant tétant 
donné le passé st-l" 
Il faut maintenant spécifier le ~critère" selon lequel les pages 
sont rangées. Nous adopterons la 
néf'inition 2.4. 
Nous dirons qu'un modèle implicite m est vrai pour une chaine 
s, ou encore que S obéit à m, si, pour tout couple de pages 
x et y et pour tout état passé (t, st_1 ), nous av~ns l'impli-
cation 
mt(x, st-1) ~ mt(y, st-1) 
~ Pr[Rt==x 1 5 t-l=st-l] ~ Pr[Rt=y 1 5 t-l==st-l] 
Un modèle implicite vrai range donc les pages dans l'ordre dé-
croissant de leur probabilité d'occurrence à la prochaine étape, 
la pa~e la plus probable recevant le rang 1, ••• , celle la moins 
probable, le rang n. 
Supposons maintenant que nous disposons d'un modèle expli-
cite. Alors, en ordonnant les pages selon leur prévision de ré-
férence, nous obtenons un modèle implicite, dit induit par le 
modèle explicite original. O'une façon plus précise 
Déf'inition 2.5. 
T~ modèle implicite m est induit par un modèle explicite p 
si, pour tout couple de pages x et y et pour tout état passé 
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l ( t ' st-1), nous avons l'implication mt(x, st-1) ~ mt(y, st-1) 
1 =} pt(x, 8 t-l) ~ pt(y, st-1). 
Avec ces défini.tions, il est évident que tout modèle de range-
ment induit par un modèle explicite vrai est également vrai. 
- Des modèles explicites différents peuvent induire un m~me 
modèle de rangement , pourvu que les ordres induits par les pré-
visions de référenc e des pages soient constamment les mêmes. 
- Un modèle explicite n'induit pas toujours un modèle de range-
ment d'une façon univoque. Nous pouvons convenir de départager 
deux pages de prévisions égales en accordant le rang le plus 
élevé à la page dont le rang à l'étape précédente était le plus 
plus élevé (un rangement initial de X est supposé donné). 
- A partir d'un modèle explicite p, au lieu d'ordonner les pages 
suivant leur prévision pour la prochaine étape, on peut envisa-
ger d'autres critères de rangement. Notannnent, le délai moyen 
de récurrence des pages peut ~tre déterminé de la façon suivante. 
Pour toute page x et pour tout état passé (t, st_1 ), définissons : 
(2.1) 
et, d'une façon récursive, pour tout entier h supérieur à 1 
(h-1) 
st-1).qt+l (x, 5 t-l.r). (2.2) 
( h) ( Si le modèle p est vrai, alors qt x, st_ 1 ) est la probabilité 
pour que x ne ;~lt pas réfJrencé avant h étapes : 
q~h) (x, st_ 1 ) = Pr:Rt-l+j°'x, :Y: .j=l, ••• ,h I St_1 =st_ 1], (2.'}) 
de sorte que, dans ce cas, le délai moyen de récurrence de x vaut 
(2.4) 
2.3. Modèles reflétant la localisation. 
Après ces définitions assez formelles des modèles de pré-
vision du comportement, une question fondamentale se pose en ce 
qui concerne le choix d'un "bon" modèle. Un modèle réaliste per-
met tout d'abord d'analyser les processus de demande et d'allo-
cation d'espace avec un maximum de vraisemblance. Mais surtout, 
d'un point de vue plus pratique, chaque - décision instantanée d' 
allocation repose essentiellement sur des estimations du compor-
tement à venir des programmes~ Les performances du processus d' 
allocation exigent donc que ces estimations soient les plu~ fia-
bles possibles. 
En plus de son adéquation à des comportements réela, la 
méthode de prévision doit aussi ~tre aussi simple que possible. 
En et'fet, une · méthodè , qui exige la mémorisation et la mise à 
jour rt•un trop grand nombre d'informations, et/ou des procédures 
de calcul trop complexes, risque, par ces charges qu'elle impose 
an système, rl'en rtétériorer les performances. La procédure de 
prévision doit encore être autonome et adaptative : elle ne peut 
se baser que sur le comportement passé observé dee programmes 
pour estimer, au fur et à mesure, leur comportement :futur. 
Le comportement des programmes a fait l'objet de nombreu-
ses éturles expérimentales. Toutes ces études con:firment, à des 
rlegrAs divers, une caractéristique commune à la plupart des pro-
grarrmes, à savoir leur tendance à la localisation. 
f. ., t-· 
-~-
L 
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2.J.l. nescription de la localisation. 
Lorsqu'on suit l'exécution d'un programme au cours du 
temps, on constate généralement que les informations accédées 
ne s 'éparpillent pas au hasard, r.:.ni de f'açon uni:forme, dans 
l'espace des adresses. Au contraire, cette exécution est cons-
tituée d'une séquence de "phases" plus ou moins longues, au 
cours de chacune desquelles les références sont rortement con-
centrées dans certaine~ parties spéci:fi,ques du code objet LBrG68, 
Den68a-b, BeK69, Say69, Hat72, LeB75, MaB76, BaM76, CoV7§.Ï. 
Cette propriété du comportement, connue sous le nom de. 
localisation des références, peut s'interpréter en termes de 
"logique" des programmes. Chacune de ces phases correspond à 
l'exécution d'unP. certaine unité logique de calcul, routine, ou 
procédure du programme. Une telle procédure comporte généralement 
de nombreuses itérations sur certaines séquences d'instructions 
spécifiques, et accède à des données généralement voisines 
(61éments consécutifs d'un tableau, par exemple). 
A cause du quasi-déterminisme dans certaines boucles, les 
affinités séquentielles antre pages sont souvent l'un ou l'autre 
de ces extrêmes : certaines pages sont :fort liées logiquement 
entre elles, tandis que d'autres s'excluent presque tout à :fait. 
La matrice des fréquences de transition inter-pages est donc 
presque complètement décomposable, et cette propriété a permis 
une analyse approchée de certains modèles markoviens LC0V7§/. 
2.1.2. Conditions explicite et implicite de localisation. 
Après cette description du phénomène de la localisation des 
références, il s'agit maintenant de concevoir des méthodes adap-
tatives permettant de détecter, pour chacune des phases d'un pro-
, gramme, ses pages mo mentanément privilégiées. _ La plupart des me-
thodes utilisées (lru, lfu, etc ••• ; voir§ 2.3.3) reposent sur 
les considérations suiva ntes. 
Supposons que n o u s soyons au milieu d'une phase de localisa-
tion, caractérisé e n otamment par un ensemble de pages privilé-
giées. Comment nous y prendrions-nous · pour déterminer cet ensem-
ble, sur la base du comportement passé du programme.? Les pages 
les plus susceptibles d'une grande utilisation jusqu'à la fin de 
la phase sont précisément celles-là mêmes les plus souvent réfé-
rencées depuis le début d~ cette phase. Ceci nous amàne à consi-
dé re r le "prin cipe" de prévision suivant : les pages fréquemment 
utilisées (resp. rarement sollicitées) dans un passé récent 
sont prévues comme probablement réutilisées (resp~ vraisem-
blablement non requises) dans un futur proche. 
Dans le cadre d'un modèle explicite du comportement, la 
pr6vision instantanée de référence d'une page devrait donc &tre 
une certaine mesure de l'utilisation récente de cette page. En 
d'autres termes, l ' effet d'une référence doit ~tre d'augmenter 
la prévision d e la page référencée, et de diminuer celle des au-
• 
tres pages. Ces consid~ratibn~ sont formalis6cs par la 
Déf'init:i.on 2.6 . 
l~ mod ~l e explicite p satis~ait ~ la condition explicite de 
localisation (CEL) si, quels que soient (t, st_ 1 ) € Q, et r, 
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1 
XE X 
x Fr • Pt+l(x, st-l"r) ' · pt(x, st-1). (2.5) 
Notons que, puisque la sormne des prévisions doit valoir 1, celle 
de la page ré:f'érencée r est non décroissante. 
Une adaptation de la CEL au niveau des rangements conduit à la 
Définition 2.7. 
TTn modèle de rangement m satis-fait à la condition implicite 
de localisation (CIL) si, quels que soient . (t, st_ 1 ) 6 Q, 
et r, x E X : 
x-/ r ~ mt+l(x, st_1 .r) ~ mt{x, st_1 ). (2.6) 
Hemarquons que ces conditions, bien que similaires, ne sont pas 
éq11ivalentes. 
Ce genre de modèles vise essentiellement la détection 
adaptative des pages localement privilégiées, et n•a pas la 
prétention de rc:f'léter, le plus :fidèlement possible, le compor-
tement intrinsèque des programmes. Par exemple, après qu'un 
prograrnTTJe a itéré 11n grand nombre de :fois dans une certaine bou-
cle, les pages de la boucle pos.séderont bien des prévisions ins-
tantanées plus élevées qne celles restantes ; néanmoins, parmi 
les pages privilégiée~, ce sont bien au contraire celles qui 
viennent d'~tre référencées qui seront, ipso :facto, les dernières 
à l'~tre de no11veau. 
Ces méthodes peuvent encore être prises en dé:f'aut au 
d6but de chaque phase de localisation ou au cours d'une période 
de trans:J.tion. nes études expérimentales récentes LMaB76, BaM7.§/ 
révèlent q ue ces changements peuvent Atre :fort brusques, mais 
que les périodes transitoires ne constituent qu'une petite frac-
tion de l a vie d'un programme. 
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Pour une description plus fidèle et plus global~ du compor-. 
tereent , on pourrait imbriquer di:ff'érents modèlee à court terme, 
du genre de ceux cités en exemple au§ 2.J.J, dane des ~odèlee 
de transition inter-phase. Ce genre d'approche n'a pu être ana-
lysP-e d'une façon satisfaisante que soue certaines hypothèses de 
preirsque clécomposabilité LCoV7§/. En tant que méthode de prévision, 
un tel modèle est évidemment plus lourd, et exige l'estimation 
préalable de plus de paramètres, que des modèles C'SL ou .C:IL. 
- - - ---
2.J.J. Exemples de ~odèles de comportement. 
1) Le modèle à ré~érences indépendantes Lir>u7y. 
11 s'agit tout•simplement d'un modèle explicite pour lequel 
les prévisions de référence de chacune des pages restent inva-
riantes, quel que soit le comportement passé du programme: 
(2.7) 
oà a(.) désigne un vecteur de prévision fixé. Ce modèle doit son 
nom au fait que, pour les chaines obéissant à un tel modèle, les 
références successives sont indépendantes entre elles (et ont 
toutes la même distribution). Basé sur des estimations statiques, 
ce morte de prévision ne permet pae de détecter les sauis brusques 
de phase ; il peut raisonnablement décrire le comportement à l'in-
térieur d'une phase Lcov7§7. En raison de sa relative·.· si.mplicité 
analytique, ce modèle est l'un des plus -étudiés. 
2) Le modèle lru LtrGST?O, ShT7i]. 
Nous appellerons mod~le lru (least recently used) tout mo-
dèle de rangement qui classe les pages suivant la chronologie 
passée oe leur occurrence, la page utilisée la plue réc~mment 
recevant le rang 1, celle la moins récemment, le rang n. D'une 
façon pl4s précise, les rangem~nts d'un tel modàle satisfont à 
la condition -suivante 
, 
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t-1 quels que soient t, st-l = r 1 ••• rt-l EX , et x, y e X: 
si max{u f u ~ t-1 et r = x} ~ max{u} u ~ t-1 et r = Yl, 
u u '{2.8) 
alors mt(x, st_ 1) ~ mt(y, st_1 ). 
Le .. rangement mt (., st-l) est souvent appelé •;. la pile lru 
(étant donné le passé (t, st_1 )), et mt(x, st_ 1 ), la distance 
ou position de x dans la pile. La procédure de mise à jour de 
la pile lru a été décrite en détail dans LMGST7Q/ : à chaque 
ré:férence, la page ré:férencée est amenée en haut de la pile ( po-· ·· 
sition 1), et les a utres pages conservent leur rang relatif. 
Contrairement au modèle à références indépendantp~, le ·moqèle · 
lru est très adaptati:f, et peut convenir pour la prévision des 
chaines :fortement localisées. 
Un modèle explicite pouvant induire le modèle lru· est le 
modèle à liste lru ( lru-sta~k mod.el) LShT7Y : quels que soient 
t, S t-l, et X : 
pt(x, st-1) = b ( )' 
mt x, st-1 
où {bi; i = 1, ••• , n} est un vecteur de probabilité :fixé, et où 
mt(x, st_1 ) est la position de x dans la pile lru. Pour des chai-
nes obéissant à un tel modèle, les positions dans la pile des 
pages consécutivement ré:férencées sont donc indépendantes entre 
elles et identiquement distribué~s. A:fin de tenir compte de la 
localisat~on, on consid~re souvent les bi non croissants 
bi ~ bi+l' i = 1, ••• , n-1. ( 2. 10·) 
nans ce cas, le modèle induit est trivialement un modèle lru. 
Dans la pratique, ce genre de modèles semble aasez sati•faisant 
pour un grand nombre de comportements réels LSpD72, Leâ7{1. 
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1) Le modèle lfu. 
Les modèles lru de l'exemple précédent, qui supposen~. que 
les pages utilisées les plus récemment sont toujours celles les 
plus probablement réutilisées, peuvent surestimer la localisa-
tion des programmes. Un premier exemple de modèles qui accordent 
moins de "poids" aux références récentes peut ~tre fourni par le 
modèle lfu. Il s'agit d'un modèle explicite pour lequel (à par-
tir d'un certain i ns tant) les prévisions de référence des pages 
"° ••. 
ne sont autres que l es ··fréquences relatives de leur occurrence 
passée. En d'autres termes, pour toute réalisation particu}ière 
oà nous avons posé 
{ 
1, 
n(x, y)= 
0' 
avons : 
t-1 L d(., r ), 
u;;:l ._ u 
si les pages x et y sont les m~mes~ 
dans le cas contraire. 
(2.11) 
(2.12) 
Signalons la relation suivante entre des prévisions consécutives: 
(2.lJ) 
Des généralisations de ces modèles triviaux, satisfaisant 
à la CEL et/ou à la CIL seront analysées plus en détail dans .les 
chapitres suiva nts. 
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2.4. Un test non paramétrique pour la validation des modèles. 
Nous terminerons ce chapitre par {: ·~n résûi~-~ ;~, _ _< - , ' 
concernant la validation des modèles de comportement, consi-
dérés comme des hypothèses statistiques sur des propriétés 
corrélatives des chaines de références. Le test de validation 
présenté est non paramétrique, en ce sens qu'il est applicable 
à tout modèle, même donné sous une forme implicite. Son prin-
cipe est tout à fait trivial: puisqu'un modèle mvrai range 
les paRes par ordre décroissant de leur probabilité d'occurrence, 
on doit alors s'attendre à ce que les rangs mt(Rt, St_1 ) soient 
constamment assez peu élevés. Le test consistera tout simple-
ment à calculer les rangs moyens observés 
= 
1 
T (2.14) 
qui mesurent l'inadéquation du modèle m à la chaine observée Si 
et à rejeter m si~ excède (n+l)/2, n désignant le nombre to-
tal de pages du programmes. Nous montrerons en effet que l'er-
reur de première espèce, c'est-à-dire la probabilité de rejeter 
un modèle vrai, tend vers zéro lorsque T tend vers l'infini. 
Lemme 2.1. 
Soit p = {Pi} un . vecteur de probabilité -
n 
pi ~ o, 'lr i 1 et r pi = 1. 
i=l 
Supposons de plus les pi non croissants 
Pi~ Pi+l' pour tout i = 1, ••• , n. 
Nous avons alors les inégalités : 
S U~: "fl ·· a: {1, ••• ,n} . .. 
(2.15) 
I 
i~k 
u.' 
. 1 
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quel que soit k entier (positif, négatif, ou nul), où le 
vecteur u correspond à la distribution uniforme sur N: : 
u. 
1 
= { 
1/n, si i E N, 
O, dans le cas contraire. 
(2.16) 
(2.17) 
La dé monstration de ce lemme trivial sera laissée au lecteur. 
Théorème 2.1. 
Si un modèle d e rang ement m est vrai pour une cha1ne S, 
a lors, pour tout Tet pour tout k: 
a' 
' ou 
uitO 
k 
u°"T 
k 
déf 
les 
= 
= 
T UieT Pr[ L mt(llt' 5 t-l) ::. k] ~ 
t=l 
k 
uiél' sont définis récurrentiellement k 
par 
{ 
1, si k L O, 
O, dans le cas contraire; 
,, 
I lJ'Jél'. - 1 u r 'I' '!:ii. O • k . , pou J -J 
(2.18) 
(2.19) 
(2.20) 
j 
iél' Notons que Uk n'est autre que la probabili·té pour que la somme 
VT de T variables aléatoires indépendantes et uniformément dis-
tribuées sur N soit supérieure à k. 
n é ,nonstra tion. 
Nou~ avo ns tout d'abord 
= L Pr[ 
j 
T-1 
r mt("t' 5 t-l) = J] 
t=l 
• Pr[rr1,_.(RT, ST-l) ~ k-j 
en vertu du Lemme 2.1. 
J] 
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En d'autres termes : 
(2.21) 
où U désigne une variable aléatoire distribuée unit'ormément · .. ,. 
T-1 
sur N, et indépendante de L mt(Rt' St_1 ) _. t=l 
Cela étant, nous allons démontrer le théorème par induction. 
L'inégalité (2.18) est triviale pour T s o. Supposons-la vraie · 
pour T-1 (~ o). La majoration (2.21) de«' peut encore s'écrire: 
~ E u~-1 uk-j 
' 
par induction 
j j 
= 
u~ 
k . ' en veru de . (2 ~20) ~ C.Q.F.D. 
Ce théorème conduit au 
Corollaire, 
Si .m est vrai, alors, pour tout T et pour tout e 'li. 0 
ctff Pr[ · - (n+l)/2 J ~ 2 2 q 11\r - ~ 8 cr / Te, 
' ou 0-2 désigne la variance d'une variable unit'ormément 
distribuée 
(1'2 = 1 
il: 
Démonstration. 
sur N 
n 
L (i - (n+l)/2) 2 • 
i=l 
T 
a = Pr[ L mt(Rt, st_1) ~ T(n+l)/2 + Te] t=l 
~ Pr[ VT ~ T(n+l)/2 + Te] 
• ...,,t' 
:, ,_· 
.. 
(2.22) 
. (2.23) 
où, en vertu du théorème 2.1, VT représente la 
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somme de . T variable• indépendantes uni~ormément 
distribuées sur N, 
= Pr[ VT - ll(v;J ,. Te] 
~ Pr[ (vT - l![v;J)2 ~ T2•2J 
~ _2/ 2 é é 
- v Te , en vertu de l'in galit classique de 
Markov-Tchebitchev. C.Q.F.D. 
Notons que,· pour de grandes valeurs de T, une borne supé-
rieure plus fine de d peut ltre obtenue grâce au théorème de 
tendance normale de Lévy-Lindeberg: 
où FG est la fonction de répartition gaussienne. 
Etant donné une chaine de ré~érences observée, le test 
présenté peut permettre une première •décantation" dans le 
choix d'un modèle de comportement : 
(2.24) 
1) on rejettera les modèles conduisant à un rang moyen observé 
supérieur à (n+l)/2; 
2) entre plusieurs mod~les, on préférera celui pour lequel ce 
rang moyen est le plus petit. 
Ainsi, avec les comportements observés par Lenfant LLen74y, 
le modèle lru semble être un bon modèle: il conduit à un rang 
moyen très faible, inférieur en tout cas à n'importe quel mo-
dèle à références indépendantes. Ces observations peuvent cons-
tituer 1.me confirmation de l'existence d'une forte corrélation 
entre les réf'érehces . consécutives. Cependant, on se gardera d·' · ~ 
en concl11re que le modàle lru est le meilleur: il peut en exis-
ter d'autres conduisant à un rang moyen moindre. 
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2.5. Conclusions. 
Pour qui veut analyser l'allocation d'espace dans un sys-
tème à mémoire virtuelle paginée, lea programmes sont eaaen~ 
tiellement des processus demandeurs de pages. Un programme a 
ainsi été identi.fié à la séquence des pages qu'il référence 
lors de son exécution. Une vision plus générale du comporte-
ment de programme pourrait inclure les aspects suivants: 
1) Les processus de demandes de page sont considérés comme des 
processus à temps continu. Une page est demandée pendant 
tme certaine durée {durée d'exécution de l'instruction·) 
variable d'une instruction à l'autre. Un "modèle" à temps 
continu assez général est le modèle à réseau de retards 
LLen71,.w. Une page est requise pendant une durée considérée 
comme le temps de passage du programme dans un réseau d'at-
tente, dont chaque noeud retarde la demande d'une durée 
distribuée exponentiellement. 
2) Chaque ré.férence élémentaire ne porte pas nécessairement 
sur une et une seule page. Le code de l'instruction et les . 
opérandes peuvent en e.ffet se trouver sur plusieurs pages 
distinctes. Une extension du :formalisme de ce chapitre au 
cas des références à pages multiples a été :faite dans LTQT76'JJJ. 
En dépit de ces lacunes, le .formalisme présenté est suffisant 
pour l'analyse d'un grand nombre de problèmes relatifs à l'al-
location optimale de la mémoire, comme nous le verrons aux 
chapitres suivants. 
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En ce qui concerne la prévision des références, signalons 
encore les approches suivantes: 
1) Avec le rieque d'alourdir les procédures d'eatimation, on 
peut envisager l'utilisation de deux modèle• de prévision sé-
parés, l'un pour la sou• -chalne de• .instructions, l' •utre 
pour la sous-chaine des données. En ~~_:f:fet, · au . sei,n d'un 
programme donné, les propriétés corrélatives de ces deux , 
sous-chaines peuvent ne pas être su:f:fisamment semblables 
pour pouvoir &tre modélisées par un ~eul et même modèle. 
Certains résultats expérimentaux semblent indiquer une plus 
forte localisation au niveau de la séquence des instructions 
qu'au niveau des adresses des données LLeB72/. 
2) Plutôt que des modèles localisés (satisfaisant aux conditions 
CIL et/ou CEL), on peut r~chercher des méthodes de prévision 
visant à la détection des boucles de programmes. Ce genre 
de méthodes, utilisé dans les premiers systèmes à mémoire 
paginée (Atlas, LKELS6Y), est en général fort complexe et 
coftteux à implémenter. Plus récemment, les algorithmes most 
recently used et_ most f'requently used, "inverses" de lru et 
lf'tt, ont été envisagés LThI7y. Dien qu'ils puissent &tre 
justit'iés pour des programmes à larges boucles, les bonnes 
perf'ormances généralement observées · pour l'algorithme lru 
constituent une preuve a contrario de leur inefficacité. 
Nous avons proposé un algorithme ad•pt~~i:f :~ermettant de , me-
morisér la boucle de programme la plus récente LTQT75y. Sa 
:fiabilité doit encore ~tre testée éxpérimentalement. 
' ; 
l j 
J.l 
'}. ALGORITHMES DE PAGINATION A PARTITION FIXE 
J.l. Présentation du chapitre. 
Ce chapitre étudie les principes, les propriétés, et les 
performances des règles décisionnelles qui gouvernent l'alloca-
tion de la mémoire centrale à des programmes, dans un contexte 
où chacun de ces derniers est astreint, tout au long de son exé-
cution, à une zone fixe délimitée de la mémoire centrale. On 
peut certes reprocher une certaine rigidité à une telle méthode 
de partage de la mémoire centrale, qui limite d'une façon sta-
tique l'espace alloué à chacun des programmes. Ainsi, un pro-
gramme ne peut pas céder (acquérir) de l'espace au profit (aux 
dépens) d'un autre. Néanmoins, c'est une méthode de sécurité 
parmi les plus simples garantissant à chaque programme· actif 
une zone d'espace suffisant à son bon déroulement. 
Considérons un programme s'exécutant dans un tel environ-
nement. Initialement, toutes ses pages résident sur une mémoire 
secondaire, et, lors d'une premiàre "phase", les pages sont char-. 
gées au fur et à mesure en mémoire centrale jusqu'à ce que la 
limite maximale d'espace alloué au programme soit atteinte. Puis, 
à partir de ce moment, le programme ne peut remplacer que ses 
propres pages. On donne le nom d'algorithme de pagination à l'en-
semble des règles dynamiques qui décident, à tout instant, des 
pages du programme à résider en mémoire centrale, et par consé-
quent, des pages à charger ou à remplacer. 
Au paragraphe 3.2, nous commencerons par définir ie co~t 
de la pagination d'un programme comme étant le nombre de char-
gements de pages encourus pendant son exécution, chaque charge-
ment provoquant une attente de transfert qui retarde le temps 
de réponse du programme. Il a alors été démontré que, dans la 
recherche des algorithmes optimaux, on peut se limiter aux al-
gorithmes dits "à la demande" LMGST?O, ADU7!/. Sous ce genre 
d'algorithmes, une page n'est chargée que lorsqu'elle est deman-
dée par le processeur, et un remplacement de page n'est requis 
que lorsque le programme occupe déjà son nombre maximum de cadres. 
La caractéristique d'un tel algorithme réside alors dans le choix 
de la page à remplacer, et le problème fondamental est de recher-
cher des "critères" de remplacement qui soient, sinon optimaux, 
du moins réalisables, simples et efficaces. 
F,n s'inspirant notamment de l'algorithme MIN de Balady LBel6.Q/ 
optimal dans le cas où les références sont connues a priori, Den-
ning a proposé le remplacemëlit ,..- de ~.; la .. ·p~~"·de.ilt~-1~ ~:d·é1ai,:uioyQn __ ,.'.-" à-
jUsqut-à:• .. sa pi;ochaine référence . ~s".t :l~ :-plus lOJlfr:~L:Q~n70, _:.p • .-1,7y.!> 
- - - - . . . . - --,. 
Un cri tèro ~Qnc.epti,l_~ilemeni•·:·p1_ù_s sitnp'i:,,i co~si~të·. _à .,.:ceru~!,~Y la 
page la moins susceptible d'~tre requise à la référence suivante; 
c'est le critère 11 à terme immédiat". 
L'efficacité de ce critère sera justifiée, pour des progranm~~ 
qui localisent leurs références dans le temps, au paragraphe J.J. 
Nous y montrerons que, opérant avec une capacité de c cadres de 
pages, il génère un taux de défauts de page moindre que tout al-
gorithme non prospectif travaillant avec c-1 pages. 
Enfin, aux paragraphes 3.·~ et 3.5, nous analyseroris les 
performances de ce critère à travers deux modèles de comporte-
ment assez généraux inspirés de la prévision économétrique : 
le modèle de lissage exponentiel, et le modèle de lissage sur 
les rangs. Pour ces modèles, q11i généralisent ceux, classiques, 
à références indépendantes et à liste lru, le critère à terme 
immédiat est d'ailleurs équivalent au critère du plus long dé-
lai moyen de récurrence. Pour le modèle de lissage sur les rangs, 
no11s dériverons 1~ taux de défauts de page pour diverses valeurs 
de la mémoire allouée. Pour le modèle de lissage exponentiel, 
nous établirons l'optimalité de ce critère, après en avoir donn~ 
une approximation par excès du taux de défauts de page. 
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3.2. Formulation des algorithmes de pagination. -
3.2.1. Le problème du remplacement. 
De :façon informelle, un algorithme de pagination,r i7Pêra11t 
avec une capacité-mémoire de c cadres de pages et sur une chai-
ne de ré:férences~- ~~R1 ••• Rt•••• est une certaine règle de déci-
sion AP qui génère une séquence d'états-mémoire: 
..: 
{ Et ( c , AP) ; t =O , 1 , 2 .' •• · • } (3.1) 
Chaque Et(c, AP), qui représente l'ensemble des pages en mémoi-
, ième 
re centrale lors de l'execution de lat - opération élémen-
taire, est une partie de X, l'ensemble des pages du programme. 
Cette séquence doit évidemment satis:faire aux conditions sui-
vantes: 
IEt(c, AP)I ~ c, ~ t ~ o, et 
Et(c, AP) 3 Rt' ~ t ~ o. 
(3.2) 
(J.J) 
Un AP est dit réalisable (APR), ou non prospectif, si, pour tout 
t~ Et(c, AP) ne dépend que de St c R1 ••• Rt (et de l'état initial 
E0 (c, AP)). Pour une définition plus formelle des algorithmes 
de pagination à partition :fixe, on pourra se référer à LADU71/. 
Dans ce paragraphe, le co(lt d'un AP sera pris comme le 
nombre de chargements de pages encourus pendant une certaine 
période de temps (par exemple, la durée d'exécution du program-
me). Raisonnablement, on peut s'attendre à ce que les perfor-
mances globales du système {taux d'utilisation du processeur, 
temps de réponse moyen des programmes, ••• ) sont d'autant meil-
leures que chacun des programmes est rarement interrompu par 
des attentes de transfert de pages. 
J.5 
Le coOt d'un AP, encouru pendant une période [t, T], ~· . , •:. 
1.•état <de ia mémoire à l'instant t-1 étant Et_1 (c, AP) = e, 
~era noté : 
F (e, c, AP) [t, T] 
T 
= r IEu(c, AP) - Eu-l(c, AP)I. 
u=t 
Cette fonction de co~t permet une grande simplification dans 
la recherche des algorithmes optimaux: on peut limiter ses 
investigations à une classe d'algorithmes de pagination dits 
"à la demande" (demand paging). 
Définition J.l. 
(J.4) 
Un algorithme de pagination est dit à la demande (APD) _si, 
pour tout t, e' = Et(c, APD) est relié à e = Et_1 (c, APD) 
par une relation de la forme 
r + Rt si Rt E e, e' = si Rt f/. e et le 1 ~ C' 
e + R - zt(c), si Rt i e et 1 e I = C' t 
zt(c) désignant une certaine page dans e (+ est mis pour l'u- · 
nion d'ensembles disjoints, et les crochets sont omis pour 
les ensembles à un seul élément). 
Théorème :i. 1. (LMGST70, ADU7.!/) · 
Pour tout algorithme de pagination AP, il existe un algorithme 
à la demande APD tel que 
F (e, c, APD) 
[t, T] 
~ F (e, c, AP), [t, T] 
quels que soient S, e, c, t, et T. 
ne plus, si AP est un algorithme réalisable, ~l en sera de 
m~me pour APD. 
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Notons que, sous une pagination à la demande, le nombre de 
chargements de page s'identifie au nombre de défauts de page 
(IEt(c, APD) - Et_ 1 (c, APD)J ne peut valoir que O ou 1, selon 
que Rt appartient à Et_ 1 (c, APD) ou non). 
Il est évident que la définition ).1 ne surfit pas pour 
caractériser complètement un APD : il reste à spécifier l'iden-
tité de la page à remplacer zt(c). Pour un grand nombre d'algo-
rithmes, ce choix se :fait par l'intermédiaire d'un certain 
"ordre de préférence" sur X: la page à remplacer est alors la 
"dernière" dans cet ordre. Ce genre d'algorithmes sera pré~enté 
au§ 3.2.2. Un problème :fondamental de ce chapitre est de déter-
miner des algorithmes de remplacement sinon optimaux, du moins 
assez efficaces. Ce problème sera discuté, en relation avec le 
comportement de programme, a~§ 3.2.3. 
J.2.2. Algorithmes déduits d'un modèle de rangement. 
Tout d'abord, un ordre de préférence sur X peut être spé-
cifié par un modèle de rangement. Avec les notations de la dé-
finition J.l, nous adopterons la terminologie suivante. 
né:finition J.2. 
l~tant donné 11n modèle de rangement m, nous désignerons par 
M l'APD pour lequel la page à remplacer z = zt(c) est celle 
danse de rang le plus élevé 
mt+l(z, St) = max mt+l(y, St). 
yee 
Des exemples triviaux de ces algorithmes non prospectifs peuvent 
être obtenus à partir des modèles du§ 2.3.3. Ainsi 
Pour le modèle à références indépendantes, le modèle de 
rangement induit m est stationnaire : mt( •. , st~l) ne dépend 
pas de (t, st_1 ). M est l'algorithme -Ao d'Aho et al ' LADU7y. 
Sous cet algorithme, la page à remplacer est la dernière d'une 
liste de priorité statique. 
Le modèle lru conduit à l'algorithme LRU. La page à rempla-
cer est celle utilisée la moins récemment. 
Sim est induit par un modèle lfu, alors M remplace la 
page utilisée la moins fréquemment; c'est l'algorithme LFU 
(least frequently used). 
Ces algorithmes de pagination à la demander déduits à par-
tir d'un modèle de rangement, et encore appelés algorithmes à 
liste de priorité, ont fait · l'objet d'une étude remarquable de 
Nattson et al LMGST?Q/. Le théorème suivant y a été établi: 
Théorème 1.2. 
Tout algorithme M déduit d'un modèle de rangement m est un 
algorithme à pile (stack algorithm), c'est-à-dire possède 
la propriété d'inclusion 
Et(c-1, M) C Et(c, M), Y c ~ 1, t ~ o. 
Désignons par . . 
yt(c) = Et(c~ M) - ~t(c-1, M). 
La page zt(c) à remplacer de Et_ 1 (c, M) (cfr déf. J.1) 
satisfait : 
(3.5) 
(J.6) 
mt+l(zt(c), St) = max {mt+l(zt(c-1), St), mt+l(yt(c), St)}. 
(J.7) 
J.8 
Nous terminerons ce paragraphe en signalant qu'il existe 
des APD qui, bien que reposant sur un "critère de préférence", 
ne satisfont pas à la définition J.2, et par conséquent pas au 
théorè~e J.2 non plus. Il en est ainsi notamment de l'algorithme 
FIFO (first in first out) : la page à remplacer est celle ayant 
séjo,irné depuis le plus longtemps en mémoire centrale. On peut 
en efÎet exhiber des chaines de références particulières pour 
lesquelles cet ordre F IFO ne dépend pas uniquement des référen-
ces passées comme d ans le cas d'un modèle de rangement, mais 
aussi du nombre c de cadres alloués. D'ailleurs, pour ces chai-
. 
nes, on peut constater l'anomalie suivante : sous l'algorithme 
FIFO, le taux de défauts de page ne décroit pas nécessairemen t 
avec c LBNS62J. Notons que cette anomalie est impossible sous 
les algorithmes à liste de p~iorité, en vertu de l'inclusion 
(1.5 ) . 
.-
D'autres exemples d'algorithmes q~i ~e sont pa~ ;à : 
liste de priorité peuvent ~tre fournis par lès algorithmes pour 
lesquels la pa~e à remplacer est choisie d'une manière non dé-
terministe (c'est-à-dire selon une certaine distribution de pro-
babilité) parmi les pages en mémoire. Il en e st notamment ainsi 
de l'algorithme RAND de Belady LBel6f/, et plus généralement 
des algorithme s de remplacement aléatoires à préchargement par-
tiel introduit s par Gelenbe LGel?Jy. 
3.2.3. Critères de remplacement. 
Un problème clé dans la conception des algorithmes de 
pagination (à la demande) est de choisir un critère spécifiant 
la page à remplacer, et cela en vue de minimiser le co~t (J.4). 
Ce problème a d'abord été étudié dans le cas déterministe 
où le processus des références est connu avec certitude à l'a-
vance. Belady LBe16Y avait suggéré le remplacement de la page 
qui sera référencée en dernier lieu. C'est l'algorithme MIN, 
ou OPT, dont l'optimalité a été établie par Mattson et al LMGST?Q] 
et par Aho et al LAou7l7. 
Dans le contexte stochastique, le problème de la recherche 
des algorithmes réalisables optimaux peut ~tre formulé comme 
un p·t-oblème de programmation dynamique LADU7l/. Pour un proces..: 
sus des références obéissant à un modèle explicite p, les cofits 
moyens optimaux 
= min 
APR 
E [F (e, c, APR) 1 St. 1 =st 1] (3.8.1 [ 7 - - '· t, T ..... 
(cet Tétant fixés) doivent satifaire, en vertu du principe 
d'optimalité et de l'optimalité des AP à la demande (théorème 
J.1), aux équations fonctionnelles suivantes, lorsque lel = c 
'F\( e, 5 t-l) = I pt(r, st-l)Ft+l (e, st-1.r) 
ree (J.9) 
+ I pt(r, st-1){1 + min ~t+l(e+r-y, st-1•r)}, 
rie yee 
pour t ~ T, et 
îl"T(e, 5 T-l) = I 
rie 
pT( r, 5 T-l·) • (J.10) 
'3 .10 
Ce problème est en général assez complexe, et n'a été .ré-
solu que pour certaines structures probabilistes particulières. 
Ainsi, pour le modèle à références indépendantes, l'algorithme 
optimal est l'algorithme A0 sous lequel la page à remplacer est 
est celle ayant la plus petite probabilité de référence LADU71/, 
tandis que pour le modèle à liste lru, l'algorithme optimal est 
1 1 algorithme LHU LCoD7_l, chap. '2./. 
En se contentant d e règles raisonnables plutôt qu'optimales, 
Denning LDen70, p. 17y suggère la transposition suivante du 
critère déterministe .·MIN : la page à remplacer est choisie com-
me celle ayant le plus long délai moyen de r,currence. Yl ~st 
à noter que ce critère conduit à l'algorithme A0 . sous un modèle 
à références indépendantes, et à l'algorithme LRU sous un modèle 
à liste lru. Néanmoins, il est assez complexe du point de vue 
opérationnel. La donnée d'un modèle de comportement de programme 
sous une forme explicite est nécessaire; les délais moyens de 
récurrence des pages sont alors estimés par la procédure décrite 
par les équations (2.1-4). 
Nous avons proposé une alternative bien plus simple con-
sistant à remplacer la page la moins susceptible d'~tre requise 
à la référence suivante LTQT76E.J. A première vue, ce critère 
présente, comparativement au critère de la page à plus long dé-
lai moyen de récurrence ou à tout autre critère "raisonnable", 
les caractéristiques suivantes : 
- à chaque instant, il vise une (sousl)optimisation à très court 
terme, voire m~me à une seule étape, alors que le problème d'op-
timisation est à horizon déterminé; 
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- à partir d'un modèle explicite du comportement, ce critère à 
terme immédiat est direct, tandis que les autres critères néces-
sitent généralement des calculs auxiliaires plus ou moins com-
plexes; dans ce sens, c'est peut ~tre le critère le plus simple 
qui soit; 
- un modèle quantifiant explicitement les chances de référence 
de chacune des pages n'est même pas nécessaire; il suffit d'un 
modèle de rangement, tel que ceux définis au§ 2.2.2, permettant 
de générer un ordre dynamique sur l'ensemble des pages. 
Si la simplicité du critère à terme immédiat peut déjà pal-
lier ' a son inefficacité éventuelle, il reste à déterminer des 
conditions pratiques sous lesquelles on peut s'attendre à de 
bonnes performances de la part de ce critère. Dans le restant 
de ce chapitre, nous tenterons principalement de justifier l'ef-
ficacité de ce critère, pour des comportements de programme sa-
tisfaisant aux conditions de localisation du§ 2.J. 
Signalons que, avec la définition ).2, si un modèle de 
rangement m est vrai, alors M remplace la page la moins sus-
ceptible d'être requise à la prochaine étape, conformément au 
critère à terme immédiat. Pour la commodité, nous adopterons la 
Définition 1.2-bis. 
1 
.si m est induit par un modèle explicite p, nous dirons que 
M est un APD induit par p. 
nans ce cas, M remplace la page possédant la plus petite pr,vi-
sion de référence à la prochaine étape, prévision générée par p. 
i 
(' 
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J.J. Pagination sous des modèles de rangement localisés. 
Nous analysons dans ce paragraphe les performances de 
l'algorithme M dans le cas où m satisfait à la CIL. Le théorème 
J.J présente une justification du critère à terme immédiat : 
si m est vrai, alo r s M est sous-optimal en ce sens que, opérant 
avec une capacité de c cadres, il est meilleur que n•i~porte .i•quel 
algorithme réalisable qui ne dispose que de c-1 cadres. En ef'f'et, 
dans ce cas, à parti r d'un certain instant, les c-1 pages de 
rangs les moins élevés, donc les plus susceptibles d'~tre pro-
chainement référencées, sont toutes en mémoire centrale. 
Définition 3-l• 
l~tant donné un modèle de rangement m pour une chaine S, les 
localités instantanées sont constituées, à chaque instant, 
des pages de rangs les moins élevés : 
·•Lt(c') = {x t xe X et mt+l(x, St)~ c'}, (3.11) 
t = 0, 1, • • • , et C 1 = 0, 1, • • • 
Avant de démontrer le théorème J.J, examinons comment ces 
localités varient sous la CIL: 
Lt+l(c') - Lt(c') = {x t mt+ 2 (x, St+l) ~ c ' ~ mt+l(x, St)} 
c {Rt+ll, (J.12) 
en vertu de la CIL. Ainsi, Lt+l(c') ne peut différer de Lt(c') 
que de la page référencée Ht+l tout au plus. De plus, si 
R 1 e L (c'), alors l'inclusion précédente implique t+ t 
Lt+l(c') = Lt(c'), 
puisque ces deux ensembles ont le même cardinal c'. 
J.l'.} 
D'une façon imagée, nous pouvons donc di~e que la CIL sup-
pose que les variations des localités d'une étape à l'autre 
sont assez progressives. Des renouvellements brusques des loca-
lités .!'réelles" (pages momentanément privilégiées) ne peuvent 
~tre détectés qu'après plusieurs références. Notons encore que 
cette dynamique des Lt(c') est analogue à celle des états de la 
m~ moire générés sous des algorithmes à la demande (définition '.}.1) 
Après cette défin ition préliminaire, la démonstration de 
la sous-optimalité de M repose essentiellement sur le lemme 
suivant. 
Lemme J.l. 
Soient Sune chaine de références et m un modèle implicite 
satisfaisant à la CIL. L'~lgorithme M jouit alors de la pro-
priété suivante l'inclusion 
(J.l'.}) 
Ast vérifiée pour tout t = O, 1, ••• et pour tout c = 1, 2, ••• ; 
Ut représente l'ensemble des pages ayant été référencées au 
moins une fois jusqu'à l'instant t 
t 
ut = u nv. 
v=l 
Démonstration. 
Pour t = o, l'inclusion à démontrer est triviale pour tout 
c p11isque u0 = ~. Supposons-la vraie à t-1, c'est-à-dire que 
Ut-ln Lt_ 1 (c-1) C Et_ 1 (c, M), V- c = 1, 2, •.• 
8n 11tilisant cette hypothèse d'induction, il faut montrer que, si 
x E nt et x e Lt ( c-1) , (1.Il~) 
alors x E Et( c , M), pour tout x et pour tout c. 
J.14 
Pour établir cette implication, plusieurs cas sont à distinguer. 
1. x e Et_ 1 (c, M). 
1.1. Si aucun remplacement n'a lieu à l'instant t, alors, 
en invoquant le fait que M est "à la demande", nous 
avons x E Et(c, M) aussi. 
1.2. Si un remplacement a lieu, la page remplacée z est de 
rang maximal dans Et-l ( c, M) • -~ft~ pui~qu.é·.•M _ est à J.a 
demande, _ Et~i ( è, M) çont_i~~t .:.~c:.;pages . _.,Par conséquent 
mt+ l ( Z, St) ~ C -; · 
x n'est donc pas z, puisque, en vertu de ().14), 
mt+l(x, St) ~ c-1. 
x reste par conséquent en mémoire à l'instant t 
x E Et(c, M). 
2. x ~ Et_ 1 (c, M). 
L'hypothèse d'induction implique alors que x ~ Ut-l ou 
x~ Lt_ 1 (c-1). 
2.1. Six - Ut-l' alors x = Rt (puisque, en vertu de (J.14) 
x eut)' et x doit être chargée dans Et(c, M). 
2.2. Six~ Lt_ 1 (c-1), alors mt(x, St_1 ) ~ c-1. 
Or, en vertu de (3.14) : mt+l(x, St)~ c-1. 
Donc : mt+l(x, St)~ mt(x, St_ 1 ). 
Puisque m satisfait à la CIL, x ne peut donc être que 
la page référencée Rt' et x e Et(c, M). C.Q.F.D. 
Notons que l'inclusion déterministe (J.lJ) exige seulement 
quo m satisfasse à la CIL. Si, de plus, m est vrai pou~ S, alors 
nous avons le 
J.15 
Théorème 3.3. 
Si un modèle m, satis~aisant à la CIL, est vrai pour une 
chaine S, alors, pour tout algorithme réalisable APR, et pour 
tout c = 2, J, ••• , nous avons: 
pour tout t . ~ v, v étant un instant tel que 
L (c-1) C U. 
V V 
Démonstration. 
();16) 
L'inégalité (1.15) est immédiate si, à l'instant t, nous 
avons : 
(3.17) 
En ef~et, dans ce cas, l'inclusion du lemme J.l se réduit à 
(J.18) 
de sorte que 
(3.19) 
Mais4 m étant vrai pour S, Lt(c~l), fonction de St seulement, 
est constitué précisément des c-1 pages de probabilités de ré-
férence (à l'instant t+l) les plus élevées. Par conséquent, 
puisque Et(c-1, APR) ne peut contenir que c-1 pages tout au plus : 
Pr[Rt+lt Lt(c-1)] ~ Pr[Rt+lÉEt(c-1, APRil. (3.20) 
L'inégalité (J.15) résulte alors de (3.19) et (J.20). 
Il reste seulement à établir l'inclusion (J.17) pour tout 
t ~ v. Par hypothèse, elle est vraie à l'instant v. Supposons-la 
vraie à t-1 .~ v. 0 Alors 
Lt(c-1} =-(Lt(o~l) ~ - ~t-l(~~~))u (Lt(c-1) n Lt-l(c-1)) 
c Rt U Lt_ 1 (c-1), en vertu de (3.12) 
c Rt U Ut-l' par induction 
= Ut• C.Q.F.D. 
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J.4. Pagination sous le modèle à rangs · indépendants. 
Nous considérons dans cette section un modèle de compor-
tement qui généralise à la fois le modèle à références indé-
pendantes et le modèle à liste lru. Ce modèle sera appelé mo-
dèle à rangs indépendants car, pour des chaines obéissant à ce 
modèle, les rangs des pages consécutivement référencées sont 
indépendants entre eux et identiquement distribués. Nous mon-
trerons d'abord que, pour ce genre de modèles, le critère à 
terme immédiat est équivalent à tout autre critère "raisonnable" 
les pages de rangs les plus élevés sont aussi oe+l•a · les · moins 
susceptibles d'~tre requises jusqu'à tout horizon h, et possè-
dent les plus longs délais moyens de récurrence. Nous donnerons 
également le taux de défauts de page sous l'algorithme induit. 
En particularisant ce résultat au modèle à références indépen-
dantes ou à celui à liste lru, on retrouve les expressions bien 
connues du taux de défauts de page sous les algorithmes A0 ou LRU. 
J.4.1. Le modèle. 
Considérons d'abord un modèle de rangement satisfaisant 
aux conditions suivantes : 
Cl. A tout instant, le rangement actuel et le rang de la page 
référencée sufI'isent à déterminer le rangement à l'instant 
suivant. En d'autres termes, pour tout (t, st_ 1 ) e Q et r e X 
soit : 
k = mt(r, st_ 1 ); 
le rangement mt+l(., st_ 1 .r) se déduit de mt(., st_1 ) par 
une permutation pk ne dépendant que de k 
mt+l(x, st_ 1 .r) = pk(mt(x, st_ 1 )), ~ x e X. 
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C2. Le rang de la page ré:férencée ne crott jamais : 
f3k(k) ~ k, y k = l, ••• ,n, 
CJ. Les autres pages conservent leur rang relatif' 
pour i, j' kE {l, ••• ,n}, !..l':!> .... 
si i F k, j F k et i L j, alors f3k( i) ~ f3k ( j) • 
Le modèle à rangs indépendants est alors dé:fini en ajoutant à 
ces conditions la condition suivante: 
C4. Les prévisions d'occurrence des pages ne dépendent que de 
leur rang actuel. En d'autres termes, pour tous (t, st_ 1 ) E Q 
et x E X : 
pt(x, st_ 1 ) =a ( )·::i.o, mt x, st-1 
où a= {a1 , ••• , an} est un vecteur de probabilité :fixé. 
La localisation des ré:férences peut être tenue compte en s'im-
posant, en plus, la condition 
C5. ai~ ai+l' pour tout i = 1, ••• , n-1. 
Trivialement, les conditions 02 et 03 impliquent la CIL. 
Il est également évident que les conditions Cl-C4 dé:finissent 
un modèle explicite qui se réduit, par exemple, à 
un mod~le à références indépendantes si pk(k) = k, Y k, 
un modèle à liste lru si fjk(k) = 1, V- k. 
En faisant varier les valeurs des fjk(k) dans [1, k], on peut 
obtenir toute une gamme de modèles re:flétant d •·autant mieux la 
localisation que les ~k(k) sont plus petits. 
Notons également que, si de plus la condition C5 est satis:faite, 
alors le modèle à rangs indépendants p induit précisément le 
modèle m. 
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'3.IJ.2. Equivalence rles critères de remplacement. 
Avant d'analyser les performances de l'algorithme induit, 
montrons d'abord que, pour des modèles satisfaisant aux condi-
tions Cl-CS, la page à remplacer sous l'algorithme induit 
est aussi celle possédant le plus long délai moyen de récurrence. 
La démonstration utilise le 
Lemme 1.2. 
Tout modèle satisfaisant à C2 et CJ satisfait aussi à 
C2' i ~ j ~ [j/i) ~ f}i{j), V- i, j = 1, ••• , n. 
Ce lemme sera démontré dans l'annexe à ce chapitre. 
Théorème J.4. 
Pour un modèle satisfaisant aux conditions Cl, C2 1 , CJ-C5; 
• 
alors, quels que soient {t, st_1 ) E Q, x, y EX, et h=1~2,.;., 
nous avons l'implication: 
( ) ( ) (h)( ) ~ {h)( ) mt x, 8 t-1 ~ mt y, st-1 ~ qt x, st-1 - qt Y, 8 t-l 
.. 
Démonstration. 
Pour un tel modèle, il est clair que les prévisions 
(h) ( ( ) qt ' (x, st_ 1 ), définies par les équations 2.1) et 2.2 , ne 
dépendent que du rang mt(x, st_1 ) et de h. Pour tous (t, st_1 ), 
x eth, posons : 
q(h)(mt(x, st-1)) = 
Il faut et il suffit de démontrer que, pour tout h: 
i ~ j ~ q(h)(i) ~ q(h)(j). 
Cette dernière propriété est triviale pour h = 1, puisque 
( 1) q ' (i) = 1 - ai. En la supposant vraie pour h-1 (hypothèse 
d'induction), nous devons l'établir pour h. En vertu de (2.2) 
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= L ~{q(h-l)(~k(i)) - q(h-l)(pk(J))} 
kFi, j 
(h-1) (h-1) 
-. + aj,q {f3J{i)) - ai.q (~i{J)) ·. 
En vertu de C3, puisque i ~ j, nous avons également ~k(i) ~ ~k{J) 
pour tout k Fi, j. Les termes entre accollades sont alors né-
gatifs ou nuls, par induction. 
Les deux derniers termes conduisent également à une valeur non 
positive 
- d'une part, en vertu de C$: aj ~ ai; 
d'autre part, ~n vertu de 02 1 ; ~j(i) ~ pi(J), d'où: 
q(h-l)(~j{i)) ~ q(h-l)(~i(J)), par induction. C.Q.F.D. 
Remarquons que ce théorème, qui requiert 02' plut&t que C2, 
peut s'appliquer à des modèles pour lesquels le rang de la page 
référencée peut croitre. Il en est ainsi, notamment, du modèle 
"à liste mru" qui satisfait à Cl, CJ-05, et tel que 
~k(k) = n, pour tout k = 1, ••• , n. 
(la condition 02 1 est en effet satisfaite 
3.4.J. Taux de défauts de page. 
pour i ~ J, 
Considérons maintenant une chaine de références S = R1 ••• Rt. ·, 
-
obéissant à un modèle explicite qui satisfait aux conditions 
Cl-C4. Désignons par M l'algorithme qui remplace la page de 
rang le plus élevé (les rangements satisfont au conditions Cl-CJ 
Nous allons étudier les taux de défauts de page sous M: 
f(c) = lim P.r(Rt ~ Et_1(c, M)], c = 1, 2, ••• , n. 
t+oo 
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Théorème 3.5. 
l'algorithme Mau cour$ d~ la pagination de cette chaine 
valent 
:r(c) = 
n L . ai.(1 - g(j\ . è)), c = 1, 2, ••• , n, 
. i=c 
oà les g sont donnés par 
/ n g(c, c) = ktf3k(kt~c~k ~ r ak, k=c 
et, pour i ~ C 
/ 
n 
g(i, c) = 
kt~ :, fk)=i ak 
r a .• . 
k=c k .' K· . 
Démonstration. 
Pour tous t et c, nous avons . . 
= 
n 
I 
i=l 
r -1( Pr_Rt = mt i, 5 t-1)] 
(J.22) 
(J.2J) 
( '3. 24) 
x Pr[m~1 (i, st-1) t Et-l(c,M)= 
n 
= L ai.(1 - gt(i, c)), 
i=l 
(3.25) 
oà gt(i, c) désigne la probabilité pour que la page de rang i 
à l'instant t soit dans Et_ 1 (c, M) 
gt(i, c) = Pr[m;1(i, St-l) E:: Et_ 1 (c, M)]. 
Tout d'abord, puisque tous les a 1 sont strictement positifs, 
lim Pr[ut = x] = 1. Comme C2 et CJ impliquent la CIL, nous avons 
t.+oo 
en vertu du Lemme '3 .1 : lim Pr[Lt ( c-1) c Et ( c, M)] = _1. Autre-
ment dit, en régime asymptôtique, toutes les pages de rang 
inférieur à c sont en mémoire avec la probabilité 1 : 
lim gt(i, c) = 1, pour i ~ c. 
t->oo 
( '.3. 26) 
; ·r 
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(3.25) et (J.26) justifient_ la forme (3.22) "de f"(c). 
Soit maintenant un instant t tel que: ·1 
Lt_ 1(c-1) C Et_1(c, H) _ 
(un tel instant existe et est fini avec la probabilité 1). 
Désignons par k le rang de la p~ge référencée à l'instant t 
:; 
.. ½ 
(3.27) 
(3.28) 
Le lemme ).J qui va suivre établira les équivalences suivantes . . 
-1 ( 
mt+l c, St) E Et(e, M) 
{m;l(c, St-1) E Et-l(c, 
~ ou 
f:Jk(k) ~ c ~ k; 
et, pour i ~ C . . 
-1 ( 
mt+l i' St) E Et(c, M) 
1 . 
{ m; ( 1, s t-l) e 
<=) ou 
fik(k) = i (et 
De (3.29), nous tirons 
-
Et-l(c, 
k ~ c). 
M) et k '- c, 
M) et k " c, 
gt+l(c, c) = gt(c, r.). k~c a(k) + k+fjk(kt~c~k· a(k) .,!.,'i -
et, de (1.Jo), pour i::.. c : 
(3.29) 
(3.30) 
De ces deux dernières formqles, il résulte qu e , pour tout i . ~ c, 
les limites 
g(i, c) = lim gt(i, c) 
t+oo 
existent, et sont données par les expressions (3.23) et (J.24). 
C.Q.F.D. 
Lemme 3.'.}. 
1 
Sous Cl-CJ, et si t satisfait à (J.27), alors nous avons les 
équivalences (3.29) et (J.JO), où k est donné par (J.28). 
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La démonstration de ce · lemme · • sera donnée en annexe. 
Notons les particularisations suivantes du théorème 3.5. 
Pour un modèle à références indépendantes, ~k(k) = k pour 
tout k. Nous avons alors: 
h 
g(i, c) = ai/ L ak, pour tout i = c, c+l, ••• , n, 
ksc 
et les taux de défauts de page sous M, qui n'est autre que 
l'algorithme A0 , valent 
n 
f( C) = r 
i=c 
- Si ~k(k) ~ c, pour tout k, alors : 
g(c, c) = 1, et g(i, c) = 0 pour tout i ~ c. 
Les taux de défauts de page sous M sont donnés par 
n 
f'(c) = L ai. 
i=c+l 
Cette expression est aussi celui du taux de défaut de page 
sous l'algorithme LRU pour le modèle à liste lru LëoD7J/. 
Notons également que le théorème 3.5 ne requiert pas la~ 
condition C5 selon laquelle les ai sont non croissants. Si C5 
est vraie, le modèle de rangement induit l'est également. 
M est alors sous optimal, en vertu du théorème J.J. En fait, 
l'optimalité de Ma été établie pour les modèles à références 
indépendantes et à liste lru LADU71, CoD?J/. 
3.23 
1.5. Pagination sous le modèle de lissage exponentiel. 
Nous présentons dans cette section un modèle explicite de 
prévision du comportement de programme, inspiré des méthodes 
de lissaF,e 11tilisées dans la prévision des séries chronologi-
ques, le modèle de lissage exponentiel. Ce modèle contient, 
comme cas particuliers, certains modèles classiques comme le 
modèle à références indépendantes, le modèle lfu, et le modèle 
lru. Un premier résultat démontre que, pour ce modèle, les pa-
~es possédant les plus petites prévisions de référence dans l' 
immédiat sont aussi celles dont les délais moyens de récurr~ncc 
sont les plus longs. Ensuite, nous analyserons les performances 
d e l' n l gorithme induit par ce modèle. Nous établirons alors 
une approximat i on par excès du taux de défauts de page qui per-
me tt ra u ne discussion du taux de défauts de page en fonction du 
no mb re rle cadres alloués et de la taille des pages. Nous dé-
montrerons enfin l'optimalité de l'algorithme induit. 
1.j.l. Le modèle. 
Soient {p1(x'; x Ex} un vecteur de prévision initial, et 
a a a une !--Ui te de coeîf'icients réels tels que Qt E ro, 1] 1· 2··· t··· L.: 
pour tout t = 1, 2, ••• Les prévisions consécutives sont alors 
données par l'expression récurrentielle : 
pt+ 1 (X' S t-1 • r) = (J.JJ ) 
quels 'lue soient x, r, t, et st-l • 
Ce mod~le satisfait trivialement~ CEL, et induit des modèles 
de r a ngement satisfaisant à la CIL. 
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Les coefficients de lissage at peuvent ~tre interprétés 
comme des mesures instantanées de la tendance à la localisation. 
Plus on veut accorder de "poids" aux références récentes dans 
la méthode de prévision, plus on choisira ces coefficients élevés. 
Notamment 
- Si ct = 0 pour tout t, alors les prévisions instantanées de t 
chaque page restent invariantes dans le temps, et le modèle est 
to11 t s impl emen t un morlèl e à référenc·ês indépendantes. 
Si at = 1/t, alors (J.13) se réduit à (2.lJ), et le modèle, 
à un morlèle l~u. 
Si ex ~ t 1/.l pour tout t, alors on peut facilement démontrer 
l' im plication (2.8), et le modèle induit est un modèle lru. 
T>an s c e dernier cas, une autre propriété du modèle, en relation 
avec l'ensemble d'activité (working set), sera examinée au cha-
pitre suivant. Nous nous limiterons ici à l'étude des propriétés 
et des perI'ormances de l'algorithme induit par ce genre de 
modèles. 
3 .5.~. ~uivalence des critères. 
Pour le modèle de lissage défini par (J.JJ), montrons éga-
lement qt1e les pages les moins susceptibles d 1 Atre référencées 
à la prochaine ~tape le sont aussi jusqu'à tout horizon h. Il en 
r é sulte notamment que la page à remplacer sous l'algorithme in-
duit est aussi celle à plus long délai moyen de récurrence~ 
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Théorème 1.6. 
Pour un modble de lissage d~fini par (J.JJ), alors, quels 
que soient {t, st_ 1 ) E Q, x, y E~, eth= 1, 2, ••• , nous 
avons l'implication: 
Démonstratiotl. 
Pour ce modèle, {h) il est clair que les prévisions qt (x, st_1 ) 
ne dépendent que de pt(x, st_1 ) et de h. Pour tous {t, st_1 ), 
x, eth, posons 
= 
Il f a ut et il su~fit de démontrer que, quels qt1e soient h et t, 
q~h)(rr) est une fonction non croissante avec n-, c'est-à-dire que 
d 
d rr 
( h \ 
q ' (rr) t ~ · 0, lf n-, t, eth. 
( 1) 
Cette propriété est triviale pour h = 1 (en effet qt ·(n) = 1-rr). 
Supposons-la vraie pour h-1, quels que soient rr et t {hypothèse 
d 'induction). 
Sn dérivant µar rapport à n l'expression 
qih)(n) = (1-rr)q~:il)((l-Qt)n), 
nous obtenons, après avoir posé n' = (1-qt)n 
d 
<hr = 
( h-1) ( , ) 
- qt-+ l TT ' + ( ) ( ) 
d ( h-1) ( , ) 
1-n . 1-at drr' qt+l TT , • 
nans cette dernière expression, qi1i 1 )(n•), qui représente une 
probabilit~, est positif ou nul. Quant au second terme, il est 
né gatif' ou n ul, par induction. c.,,i.F.D. 
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1.5.3. Taux de défauts de page. 
Considérons maintenant 1me chaine de références S obéissant 
à un modèle de lissage. Les_ deux propriétés suivantes seront 
utiles pour une discussion du taux de défauts de page sous l'al-
gorithme induit M, en fonction de l'espace alloué au programme 
et de la taille des pages. 
Propriété 1. 
Considérons une partition .X'= fx1, ... ,x~,} de X {les xj 
sont des sous-ensembles -disjoints de X, et leur union donne X). 
Au niveau de cette partition X', considérons la chaine des• 
références : S' ' ou, pour tout t~ Rt G x' si et 
seulement si Rt ~ x'. 
Les prévisions de référence pour chacun des x' sont évidemment : 
Pt'(x', st-1) = L pt(x, st-1). 
· xex• 
Si ~ satisfait à ('J.JJ), alors nous avons trivialement : 
{ 
at, si rex' 
0, · si r~x'. 
, 
(3.34) 
Il en résulte que . S~ :· obéi t -- égarement à un modèle de lissage de 
m~mes coefficients {at) que le modèle p. 
Propriété 2. 
Cette propriété est une particulà:risation de l'identité 
(J.7) du théorème 1.2 au cas oà m est induit par un mod~le ex-
plicite p. nans ce cas, (1.7) devient 
pt+l (zt(c), St) = min {Pt+l (zt(c-1), St), pt+l (yt{c), St)} 
(J.J5) 
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'T'héorème 3.7. 
Pour · une chaine de références obéissant à un modèle de 
lissage homogène p de coefficient «•. · poson~r' J ·, ~ ' -- = · ·1-~ • 
. ,· 
Sous l 1 algo~itbm1i induit M, nous avons les majorations : 
f(c) = lim Pr(Rt 'Et_1 (c, M)] ~ a•c, 
quels que soient c, Q, et p1 (.). 
Démonstration. 
Cette inégalité est triviale pour c: 1. En effet, en vertu 
de (J.13), la probabilité de référence d'une page qui vient d' 
~tre référencée vaut au moins a, ne sorte que 
Pr[Rt e Et-1(1, M)] = Pr[Rt = Rt-1] :!I: a, Y t~ 
Supposons-la vraie ' pour c-1, c'est-à-dire que: 
f(c-1) ~ cx•c-l. 
Posons : 
où 
ft(c) = 1-ft(c) = L 
st-1 
Montrons tout d'abord que : 
fi+ 1 (c, st_1 .r) ~ a'fi(c-1, st_1 ) + a, Y c, r, (t, .st-ll~ 
(3.36) 
Trois cas sont à distinguer, suivant la réalisation r de Rt. 
1. r E Et_ 1 (c, M). 
Dans ce cas : Et(c, M) = Et_ 1 (c, M), puisque M est à la demande; 
et nous avons 
ft+l(c, st_ 1 .r) = a'ft{c, st_1 ) + a 
~ a'fi(c-1, st_1 ) + ct. 
2. r l Et_ 1 (c, M) et 1Et_1 (c, M)I ~ c. 
Dans ce cas : Et_(c, M) = Et_ 1{c, M) + r, et nous avons 
f't+l(c, 8 t-1.r) = ~'f't(c, 8 t-l) + Pt+l{r, 8 t-1.r) 
~ a'f''(c-1 s ) + N• t ' t-1 "" 
'3. r i Et-1 ( C' M) et I Et-1 ( C' M) 1 = C. 
Dans ce cas : Et(c, M) = Et_ 1 (c, M) + r - zt{c), et : 
f''t+l(c, 8 t-l"r) = a'f't(c, 8 t-1) + Pt+l(r, 8 t-l.r) 
- Pt+l(zt{c), st-1.r). 
Mais, en vertu de (J.'35) . : 
Pt+l(zt{c), 5 t-l.r) ~ Pt+l{yt{c), 8 t-l"r) 
= f't+l(c, st-1.r) - ft+l(c-1, st-1.r) 
= a'(ft{c, st_1 ) - ft(c-1, st_1)). 
La..dernière expression de ft+l(c, st_ 1 .r) sa:tisf'ait donc égale-
ment à l'inégalit, (J.16). 
Cela étant, cette inégalité implique : 
Pr[Rt+l E Et(c, M)I St_ 1=st_ 1] = L pt(r, st_1 )f't+l(c,st-l•r 
rEX 
~ a'f'i(c-1, st_1 ) + a, 
et, "inconditionnellement~: 
ft+l(c) = Pr[Ht+l E: Et(c, M)] 
~ L _ rr[st-l = st_1] (ct'f'i(c-1, st_ 1 ) + a) 
8 t.:.1 
= a'f'i(c-1) + a. 
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D'où, pour t ~ ~ 
f(c) = 1 - lim f''(c) t ' 
= 1 a a'lim 
l, a'lim ft(c-1) 
f'(c-1) t 
~ 1 C ex ' par induction. C.~.F.D. 
Si, en premi~re approximation, nous identifions f(c) à sa 
borne s11périeure a•c, alors nous pouvons faire les remarques 
suivantes. 
Pour c fixé, un taux de défauts de page faible est obtenu 
pour de programmes à rorte localisation (a grand). 
Pour un programme donné (ex fixé), f(c) décroit exponentiel-
lement avec c. D'autres approximations de f(c), basées sur cer-
tains résultats expérimentaux, ont été proposées par Belady et 
Kuehner LBeK62.Ï et par Chamberlin, Fuller, et Liu LCFL7iÏ• 
Les résultats précédents permettent également une discussion 
de l'incidence de la taille des pages sur le taux de défauts. 
Supposons que, au niveau de la plus petite unité de code adres-
sahle (mot), le processus des références obéit à un mod~le de 
lissage homog~ne de coefficient a. Alors, pour to11te partition 
du code en pages, le processus des références de pages obéit 
aussi h un morl~le de lissage homog~ne de coefficient ex, en vertu 
de la propriété 1. D'autre part, lorsque le nombre Q ·de mots de 
m~moirn centrale allou~s au programme est fixé, la taille Z des 
pages est inversément proportionnelle au nombre c de cadres 
alloués Q = c.Z. Avec ce mod~le de comportement, il résulte 
donc que, pour Q fixé, le taux de défauts cte page croit (expo-
nentielle~ent) avec z. A premi~re vue, ce résultat ne choque pas 
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l'intuition: une partition f'ine (z petit) permet des processus 
de prévision et d'allocation f'ins et précis également. Cette 
croissance du taux de défauts de page avec Z est confirmée, du 
moins pour de grandes valeurs de z, par de nombreuses études 
expérimentales LKuL69, Hat72, LeB7i/. Cependant, on observe 
que ce taux comT.ence généralement par décro1tre avec z. A notre 
avis, ce f'ait peut être interprété de la f'açon suivante il 
existe aussi une affinité entre les informations voisines, et 
les pages ne doivent pas être trop petites sous peine de détruire 
cette affinité. 
Le choix de la taille des pages doit également tenir compte 
de beaucoup d'autres facteurs tels que l'espace de mémoire perdu 
par arrondi à l'intérieur des pages (fragmentation interne), ou 
celui requis par les diverses tables de conversion d'adresses 
du système. Pour une analyse plus détaillée de ce problème, on 
pou;ra se référer à LÏ<uL69, Hat72, GTB7J, LeB7j]. 
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1.5.4. Optimalité de l'algorithme induit. 
Pour des chaines de références obéissant à un modèle de 
lissage exponentiel, nous allons montrer que l'algorithme induit, 
qui remplace la page la moins susceptible d'~tre référencée dans 
l'irmnédiat, est optimal, et cela quels que soient la taille de 
mémoire allouée au programme et l'horizon d'optimisation. Vu la 
grande diversité des structures probabilistes particulières qu'on 
peut obtenir selon les valeurs accordées aux coefficients de lis-
sage, c'est un résultat assez puissant. Ainsi, il contient non 
seulement, comme cas particulier, l'optimalité de l'algorithme 
A0 d'Aho et al pour des modèles à références indépendantes, mais 
permet également de conclure, par exemple, à l'optimalité de 
l'algorithme LFU dans .le cas où les probabilités de référence 
de chaque page sont égales à ·1eur fréquence d'utilisation passée. 
Supposons désormais le modèle de lissage (3.33) vrai. Lee 
résu~tats suivants s'appliquent pour tou- :·· 
t et T, t ~ T, 
C = 1' 2 ' ••• ' 
e C X, tel que le 1 = C' 
r ~ e, 
st-1 e 
t-1 
X • 
Théorème J.8. 
L'algorithme induit est optimal. Autrement dit, 
'.Y déf ,.., ( ) et ( ) D~ = Ft e+r-y, st-l - ~t e+r-z, st-l ~ O, 
pour z tel .que 
pt(z, st_ 1 ) = min pt(x, st_1 ), 
xee 
et pour tout y danse. 
nous avons 
( J. J 7) 
(J.J~}: 
'.3. '.32 
Un premier lemme utilisé dans la démonstration de ce théo-
rème a été établi dans LAnu7JJ. Il est d'ailleurs valable quelle 
que soit la distribution de probabilité Pr intrinsèque à S. 
Lemme J. 4 .• 
~ ~ 1 DF - , pour tout y e e. (3.39) 
Ensuite, si l'inégalité (3.37) est triviale pour t = T 
{ a uquel cas DF = pT(y, sT_ 1 ) - pT(z, ~T-l) ~ O), elle n'est pas 
suffisante pour pouvoir s'induire elle-m~me dans une démonstra-
tion par récurrence. Les deux lemmes suivants, dont la démons-
tration sera donnée en annexe, constituent un renforcement·du 
théorème J.8 dans le cas où pt(z, st_ 1 ) ~ pt(r, st_ 1 ). 
Lemme 1-2.: 
Supposons l'inégalité (3.37) vraie pour T, T-1, ••• , t+l. 
Soient y et z deux pages de e telles que : 
pt(z, st-1) = min pt(x, 5 t-1), 
·• xee+r 
pt{y, 5 t-l) = min pt(x, st-1). 
xee+r-z 
i ibrs n, peut se mettre sous la forme 
où: 
a= pt(y, 5 t-l) - pt(z, 
b = P~(e+r-y-z, st_ 1 ), 
S ) ~ 0' t-1 
et où ft est définie récursivement par 
ÎT{b) = 1, 
fi(b) = aibft+l(a~b+at) + 1, pour t ~ T 
... ~r 
.. , 
-- -----· ·- -----
( 1. 40) 
(J.42) 
(3.43) 
(J.44) 
(J.45) 
(J.46) 
. : ~·· .. 
).JJ 
ft possède en outre la propriété suivante 
les réels non négatifs a, b, c, et d, 
quels que soient 
(J.47) 
Lemme 1.0. 
Si l'inégalité (1.J7) est vraie pour T, T-1, ••• , t+l, et si 
z satisfait à (J.40), alors : 
r.~ :=.. (b) !!I. 0 
:.> l• - a• f t , - ' 
la fonction ft ayant été définie au lemme précédent. 
Nous sommes maintenant en mesure de donner la 
Démonstration du théorème J.f3. 
L'inégalité (J.J7) est triviale pour t = T. Supposons-la 
vraie pour t+l. Si z satisfait à (J.40), alors (3.37) est vraie 
à l'instant t, en vertu du lemme J.6. Il reste donc à considérer 
le cas : 
pt(r, s t_ 1 ) = min _pt(x, st_i)• (J.49) 
xee+r 
Notons alors que, d'après la définition (J.J8), la pagez est, 
apr~s r, celle de plus petite probabilité de référence dans e+r. 
l)ans ce cas, la f'ormule · ( J. 9) donne, en vertu de 1 1 hypothèse 
d'incluction 
~ DF = 
+ 
+ 
L pt(rt,st-l){Ft+l(e+r-y,st-l•rt)-Ft+l(e+r-z,st-l•rt)} 
r tee+r-y-z 
~ pt(rt,st-l){Ft+l(e+rt-y'st-l•rt)-Ft+l(e+rt-z'st-l•rt)} 
rt,::e+r 
pt(y,st_ 1 ){1+Ft+l(e,st_ 1 .y)-Ft+l(e+r-z,st_1 .y)} 
Par induction, les termes correspondant au cas rt ~ y, z sont non 
négati fs, puisque pt+l(z,st_ 1 .rt) = min pt+l(x,st_ 1 .rt) aussi. 
xe.e 
'}.J4 
Quant aux deux derniers termes (ddt), ils peuvent s'écrire 
ddt = a - · pt{y,st-l)Dy + pt{z,st-l)Dz, 
où a a été défini par (J.43), et où: 
Dy= Ft+l(e+r-z,st-i•Y) - ft+l(e,st-i•Y) 
= c'ît+l(d'), en vertu du lemme J.5, où nous avons posé 
c' = Pt+ l (z,st-l.y)-1 Pt+i(r,st-l•Y) 
= «i(ft(z,st-1) - pt(~, 8 t-l)), 
d' = P~+ 1{e-z,st_1 .y) = atPt(e-z,st-l) + at; 
Dz = Ft+l(e+r-y,st_ 1 .z) - 1t+l(e,st_1 .z) 
~ a'ît+l(b'), en vertu du lemme 3.6, où nous avons posé 
a' = Qt(pt(y,st-1) ~- pt(r,st-1)), 
b' = cttP~(e-y,st-l) + dt. 
En vertu du lemme J.i {propriété (J.47)) 
a'ft+l(b') ~ c'Ît+l(d')~ 
D'où f'inallement 
• ddt ~ a(l - Dy) 
~ o, en vertu du lemme 1.4. C.Q.F.D. 
'3. J5 
J.6. Conclusions. 
En prenant comme objectif' d'une pagination à partition 
fixe la minimisation du nombre de chargements de pages encou-
rus pendant l'exécution d'un programme, nous avons ramené le 
problème d'allocation à un problème de remplacement. Dans ces 
quelques pages, nous espérons avoir explicité un aspect des 
relations qui devraient exister entre le comportement des 
programmes et l'algorithme de remplacement. Pour mathématiques 
qu'elles puissent être, la plupart de ces relations u'en sont 
pas moins conformes à l'intuition. 
D'une façon heuristique, pour que le risque de défaut de 
· r page soit constamment faible, l'idéal serait évidemment d'avoir 
toujours en mémoire centrale les pages les plus susceptibles 
d'être prochainement référencées. Or, une pagination à la de-
mande ne permet qu'une variation relativement lente des états-
.. 
mémoire, deux états consécutifs ne différant, tout au plus, 
que de la page référencée. La CIL, qui implique une évolution 
semblable de la part des localités instantanées(§ J.J), devrait 
être satisfaite pour que le programme ne . subisse que de rares 
défauts de page. Au contraire-, , . imaginons un programme qui épar-
pille ses références de façon telle que, fréquemment, les loca-
lités instantanées soient totalement distinctes d'un instant 
à l'autre. Rarement, les pages en mémoire seront aussi les plus 
probables, et les défauts de page, m~me sous le meilleur algo-
rithme, risquent d'être tellement fréquents que la pagination 
mAme rle tels programmes devrait être remise en question. 
De façon à améliorer la localisation des programmes, une 
attention particulière doit être accordée au style de program-
mation même. Les expériences de Brawn ete Gustavson LBrG6.§./ 
't 
montrent même que, en ce qui concerne les performances des 
programmes dans une mémoire paeinée, le style de programmation 
est souvent plus important que tout autre facteur, tel que 
l'architecture du système ou l'algorithme de remplacement. 
Divers conseils de programmation visant à développer des pro-
grammes à forte localisation ont également été formulés dans 
LRaK68, Say69, Hor?J_/. La localisation est également· 
affectée par la façon dont les "modules" du programme sont 
groupés en pages. Le problème théorique du partitionnement 
(en anglais : pagination) optimal n'a été résolu que dans cer-
tains cas particuliers LKer6'1Ï. Dans la pratique, on groupera, 
autant que possible, les modules par affinité LCom67, HaG7l/. 
Après avoir f'ormulé ce q11e doit être un "bon" comportement 
de programme, et en supposant ce comportement connu, il reste 
?t en ctéctuire les principes d'un "bon" algorithme de pagination. 
Si !P.s pages les plus probables à un instant donné le restent, 
en toute vraisemblance, à l'étape suivante, et ainsi de suite, 
alors, vn cette stationnarité, un objectif à court terme ne de-
vrait pas conLred.ire un objectif à long terme. De la sorte, une 
stratcieie optimale à terme immédiat pourrait rester optimale, 
011 presq11e, quel que soit l'horizon d'optimisation. 
3.37 
Les principes d'un remplacement e:f:ficace sont beaucoup 
ino in s , · simples pour d'autres types de comportement de program-
me. Ainsi, pour <les programmes obéissant à des modèles du type 
chaine de ~larkov, la méthode itérative de Howard peut être uti-
lisée pour déterminer le~ stratéeies de remplacement optimales, 
pourvu que le nombre a'états (pages du programme) ne soit pas 
trop élevé LinK7!±Ï• 
Signalons pour terminer quelqUb~ variantes du problème 
d'optimisation dynamique considéré dans ce chapitre. En prenant 
comme col'1t d'une pagination le nombre <le chargements de pagés 
requis pendant l'exécution d'un pro~ramme, nous avons implici-
tement a,-Jmis que les durées de transf'ert des pages entre les 
deux niveaux cte la mé~oire sont toujours les mêmes, pour tou-
tes lP.R pages. 
Hne généralisation possible consiste à considérer la du-
rée de trans:fert d'une page comme dépendante de l'emplacement 
rle la pa~e sur la mémoire auxiliaire par rapport à la position 
actuelle de la tête ·de lecture/écriture. Les décisions de rem-
placement doivent alors tenir compte également de ces positions 
relatives LGLP?!±/. Le problème de l'arrangement des pages sur 
une mémoire auxiliaire à bulles magnétiques, de :façon à mini-
miser les mouvements de la tête de lecture, a été traité dans 
L~li t7!!_/. 
Lorsqu'il est plus avantageux de charger plusieurs pages 
d I un coup que ne les charger w1e à une, certains algorithmes 
à préchar~ement (prepaging) méritent ct•~tre considérés LSpa71:±7. 
3.7. Annexe démonstration des lemmes. 
Démonstration du lemme J.2. 
Ce lemme découle directement du leinme suivant : 
Lemme ' j • 2 - b i s • 
Sous les conditions C~ et CJ, les permutations pk sont 
i pour i L. pk(k), 
i+ 1 pour (.3k(k) 
' 
i L. k, 
~k ( i) 
-
~k(k) pour i 
-
k, 
i pour i ~ k. 
l~n cf:fct, si i ~ j, alors 1 e lemme J. 2-bis implique 
(• .( i) ~ i+l, et 
.1 
(3 i ( .i) - j. 
Ceci achève la démonstration du lemme J.2. 
némonstration du lemme J.2-bis. 
~k ~tant une permutation de {1, ... ,n}, nous avons pour tout i: 
i + i 
+ - i ' 
où i est le nombre d'indices j supérieurs à i mais dont l'image 
+ 
rk(j) P.st inrérieure à celle dei : 
i+ = l{j of j ~ i et t~k(j) ~ pk(i)} 1 
et ' ou: 
i = 1 { j f .i ~ i et (3 k ( j ) ~ (3 k ( i)} 1 • 
Le lemme étant trivial pour i = k, examinons le cas i /. k. 
Dans ce cas, i est toujours nul : 
i = 0. 
J.)9 
~n ef':fet, en vertn de CJ, il ne peut exister tout au plus qu'un 
seul dl6mBnt j satisfaisant à la condition "j ~ i et pk(j) ~ pk(i)" 
à savoir j = k. Par conséquent : i ~ 1. 
S11pposons, par l'absurde, que i = 1. k satis:fait donc à : 
k Li et ~k(k) ~ ~k(i). Or, 1 1 in,galit, pk(k) ~ pk(i) équivaut 
à pk(i) 4 pk(k)-1. D'autre part, en ~ertu de C2 : pk(k) ~ k ~ i, 
c'est-à-dire : pk(k) ~ i-1. Par conséquent : pk(i) ~ i-~, et : 
i ~ 2, ce qui contredit i = 1. 
Notons que 1 1 égalit6 i = 0 qui vient d'~tre démontrée implique 
la CIL 
Tl reste à démontrer que, pour i F k 
1 
i + = { (\ 
En 11 t i 1 i s an t C 1 , 
rlans le cas contraire. 
on peut montrer, comme pr,cédemment, que i '1, 
+ 
et que i+ = 1 si et seulement si k ~ i et pk(k) L pk(i). Cette 
dernière condition équivaut précisément à f)k(k) ~ i ~ k, puisque 
rk ( i) = i + i + - i = i + 1 - O = i+ l. C.Q.F.D. 
J.40 
Démonstration du lennne J.J. 
En vertu de (3.27), l'ensemble Nt-l = m; 1 (Et_1 (c, M), St_1 ) 
des rangs des pages dans E (c, M) est de la :forme: t-1 
Nt l = C + I, 
- ! 
où C = {1, ••• ,c J 1}, et où I est soit~, soit réduit à un seul 
élément i ~ c. 
:rontrons d'abord que Nt= m;!1 (Et(c, M), St) vaut 
{
C + \I, si k ~ c, 
N = t 
En effet : 
1. k ~ c. 
pk( ~ ) + pk(k), dans le cas contraire, 
Tl n'v a donc pas de défaut de paRe, et Et(c, M) . - Et_ 1 (c, M). 
1 Kous avons alor~ : 
1 
Nt= ~k(Nt-1) = pk(C) + ~k(I) = C + I. 
I~n effet : 
- L'identité entre les ensembles Cet ~k(C), de m~me cardinal, 
peut être établie de la façon suivante. S'il existait un ~l~ment 
j E C - pk(c), alors nous avons simultanément 
j, c, et j = pk(j'), pour un certain j' ~ c. 
Or k ~ c, donc j' F k, et, en vertu de la CIL, rk(j') ~ j'. 
Par conséquent 
c ~ j = pk(j') ~ j' ~ c, 
ce qui est absurde. 
D'autre part, pour i ~ c ~ k 
en vertu du lemme J.2-bis. 
J.41 
2. k ~ c. 
2.1. Si I = 0, alors il y a défaut de page mais ne nécessi-
-1( ) tant pas de remplacement. La page mt k, St-l est 
chargée et son rang devient ~k(k). 
2.2. Si I = {i}, avec i ~ c, alors 2 sous-cas so~t à distinguer ! 
2.2.1. Ou bien k = i, alors il n'y a pas de defaut, et : 
2.2.2. Ou bien k ~ i, et il y a un défaut de page requérant 
un -1( ) remplacement. En vertu de CJ, la page mt i, St-l 
reste celle de rang le plus petit, et est donc· 
remplacée. 
Ceci achève la démonstration de (3.50). De cette égalité, il 
résulte que, pour tout i ~ c 
{ 
i € Nt-l et k ~ c, 
011 
i E pk(c) + ~k{k) et k ~ c. 
Particularisons la condition" i e pk{c) + ~k(k) et k ~ c" 
au cas oà i ~ c. Dans ce cas, il est impossible que i € Jk(c). 
En effet, pour tout j ~ c, et pour tout k: 
(3k(j) = j+l ~ c, 
en vertu du lemme J.2-bis. Donc i ~ ~k(j), pour tout j E c. 
La condition examinée équivaut -alors à" i = ~k(k) et k ~ c "• 
Il en résulte alors l'équivalence (J.JO).' 
riuant à la condition " c e, pk(C) + pk{k) et k ~ c ", elle éq11i-
v a 11t à " (Jk(k) ~ c ~ k ", en conformité avec (1.29) (en effet, 
mê 1ne si rk(k) ~ c, nous avons c = pk(c-1) € Jk(C)). C.Q.F.D. 
J. ,~2 
némonstration du lemme 1.J. 
Notons tout d'abord que supposer que l'inégalité (1.37) 
est vraie pour t+l, ••• , T, implique que, à l'instant t+l, l'al-
gorithme optimal doit remplacer la page de plus petite probabi~ 
lité cte référence. Cela ~tant, commenQons par établir la forme 
(1.¼2) den~, par induction. Les équations fonctionnelles (1.8) 
' 
donnent, compte tenus de (1.40) et (J.41) 
DF = L pt(rt,st~1 ){Ft+l(e+r-y,st-l.rt)-Ft+l(e+r-z,st-l•rt)} 
r Ee+r-y-z · t • 
+ pt(y,st-1) - pt(z,st-1). 
Or, pour rt e e+r-y-z, nous avons, en vertu de (J.JJ) 
Pt+l(z,st-l•rt) = qtpt(z,st-1) 
= min pt+l(x,st-l.rt)' 
xee+r 
Pt+l(y,st-l"rt) = Qtpt(y,st-1) 
= min pt+l(x,st-l.rt), 
xee+r-y 
pt+l(e+r-y-z,st-l•rt) = ~tpt(e+r-y-z,st-1) + qt. 
Par induction, chaque terme entre accollades vaut 
Ft+l(e+r-y,st-l"rt)-1t+l(n+r-z,st-l"rt) = ~taÎt+l(qtb+~t)' 
avec a et b définis par (1.4J) et (3.44). Par conséquent 
DF = b.cttaft+l(cttb+Qt) + a 
= af t ( b) ' 
' 
, 
ou nous avons pose 
Ît(b) = qtbft+l(cttb+Qt) +l, 
conformément à (1.46). 
Pour établir (J.47), nous utiliserons la propriété suivante: 
a+b ~ 1 aft) ( b) ~ 1 \ t , • (1.51) 
J.4J 
Cette propriété, qu'on peut rapprocher du lemme 1.4, peut se 
vérifier facilement par induction. En effet: 
aft(b) =a+ b«taft+l(atb+at), en vertu de (3.46) 
~a+ b, par induction 
~ 1. 
La démonstration de (J.47) se fait également par induction. 
En vertu de (1.46) 
aft(b) - cft(d) = 
= (a-c)(l - atcft+l(cttd+Qt)) 
+ b(dtaft+l(Qtb+ctt) - cttcÎt+l(cttd+at)) 
(puisque d = (a-c) + b). 
Le premier terme est non négatif, en vertu de (1.51), et le se-
cond est aussi non négatif, par induction. C.Q.F.D. 
Démonstration du lemme J.6. 
Sous les hypothèses du lemme, nous avons : 
DF = ~ pt(rt'st_ 1 ){il\. 1 (e+r-y,st-l•rt)-'i,'\+ 1 (e+r-z,st-l•rt)} 
r tee+r-y-z ' 
+ pt(y,st-1) + pt(z, st-l)(Dz - l) 
+ L pt(rt'st_1 ). n , 
rtée+r rt 
' ou 
~ o, en vertu du choix non nécessairement optimal z' = y; 
~ O, 11n choix possible pour z' étant y. 
~ En vertu rie ces deux dernières inégalités, DF majore une expres-
, , ~ 
sion qni est precisement la valeur de OF dans le cas du lemme 
précédent. On pourra invoquer des arguments similaires à ceux 
du lemme 1.5 pour terminer la démonstration du lemme '}.6. C.<i..F.D. 
4.1 
!~. ALLûCA1'ION A PARTITION VARIABL~ 
,~.l. p.ré~entation dn chapitre. 
Par opposition à l'allocation à partition fixe examinée au 
·chapitre précédent, sous une allocation à partition variable, 
aucune limite fixe n'est imposée quant à la quantité d'espace 
allouée à chacun des programmes. Moins contraignante, un tel mode 
d'allocation permet de gérer la mémoire centrale comme un pot 
commun dans lequel chaqu~ proeramme peut pt1iser selon ses besoins 
propres et instantanés. Le paragraphe 4.2 présente une stratégie 
d'allocation comme des r~gles décisionnelles permettant de géné-
rer, tout au long de l'exécution de chacun des programmes, une 
séquence d'ensembles résid~pts (pages en mémoire centrale). La 
taille de ces ensembles n'est ·pas contrainte par une borne supé-
rieure; néanmoins, à côté du coOt temporel qu'un programme en-
court suite aux attentes de transferts de pages, nous considé-
rons é~alement un co~t spatial mesurant la quantité d'espace al-
louée au programme. Cette pénalisation de l'occupation spatiale 
d'un pro~ramme peut se justifier par le fait que, la mémoire to-
tHle ~tant limitée, l'espace alloué à un programme l'est toujours 
au détriment des autres programmes. 
lTne allocation "efficace" devrait donc réaliser un certain 
compromis entre ces deux objectifs, contradictoires à premi~re 
vue. lTne façon de concilier ces deux critères a été proposé par 
T)enninF, sous le nom de principe de l'ensemble d'activité LDen68a, 
T)en 68bÏ. Conceptuellement, è~est un principe de l'offre selon 
les besoins. A tout moment de l'exécution d'un programme, on doit 
4.2 
allouer à ce dernier toutes ses pages qui sont très vraisembla-
blement requises dans un futur proche~ . et ces pages-là seule-
ment. D'un point de vue pratique, une telle allocation exige que 
le système d'exploitation dispose d'une certaine méthode pour 
estimer les besoins instantanés des pr9grammes sur la base de 
leur comportement passé. 'La plupart de ces méthodes se basent 
sur les références récentes des programmes pour estimer leur be-
soin actuel, tenant compte ainsi de ,la localisation des référen-
ces. Ainsi, l'ensemble d'activité temporel (time-window working 
set) LDen68a, Den68_.!v d'un programme est constitué, à chaque 
instant, de ses pages qui ont été référencées au moins une ~ois 
depuis une certaine durée fixe de temps virtuel. Les propriétés 
et les performances des stratégies à l'ensemble d'activité tem-
porel seront analysées au paragraphe 4.J, à travers, notamment, 
certains modèles de comportement des chapitres précédents. 
Le paragraphe 4.4 formalise diverses méthodes pour comparer 
des politiques d'allocation sur la base à la fois de leur coftt 
spatial et de leur coftt temporel (comparaison hi-critère). Cha-
cune cte ces .néthodes est définie par une structure de domination 
LYu72, Yu?i] spécifiant dans quels cas une politique sera pré-
férée à une autre. Une structure de domination particulière ré-
flète la quantité et la précision des informations dont l'analyste 
de système dispose pour quantifier l'importance relative de cha-
cune des deux fonctions rie coftt. 
Les straté~ies h · 1•ensemble d'activité potentiel (probabi-
lity working set) sont définies au paragraphe 4.5. Sous ce genre 
de stratégies, une page de programme ne doit résider en mémoire 
4.J 
centrale à un instant donné que si elle est actuellement requise 
par le proceRseur ou si sa probabilité d'être référencée dans 
l'immédiat excède un certain niveau fixé. Des exemples de ces 
stratégies sont ensuite analys6s pour divers modèles de compor-
tement de programme. Nous établirons enfin que, pour diverses 
structures de domination envisagées au paragraphe précédent, les 
stratégies à l'ensemble d'activité potentiel sont des stratéF,ies 
non dominées : il n'existe pas d'autres stratégies qui puissent 
leur être préférées. 
Signalons que ce genre d'optimalité a été pressentie pa~ 
Denning lorsqu'il énonçait la non domination (au sens de Pareto) 
des stratégies à l'ensemble d'activité temporel pour des pro-
grammes exhibant une certaine localisation dans leur comporte-
ment Lnen68b, pp. 7'3-72/. Cette proposition peut être réfutée 
par un contre-exemple simple {modèle à liste lru). Récemment, 
l'analyse hi-critère des stratégies d'allocation a été abordée 
rlans le cas déterministe {alF,orithme GOPT LDeS?§Ï, algorithme 
V~lIN LPrF?Y). Nous nous limiterons essentiellement au cas d'un 
avenir non déterministe LTQT75c, DeS76, DeT76, TQT76.W. 
4.4 
4.2. Formulation du problème de l'allocation de la mémoire. 
En toute généralité, les méthodes permettant une utilisa-
tion dynamique et partagée de la mémoire centrale d'un système 
de multiprogrammation à mémoire virtuelle sont à la fois diffi-
ciles à formuler et à analyser. Il s'agit de déterminer, à tout 
instant (réel), les transferts de pages à entreprendre, et cela 
en vue d'optimiser certaines mesures de la perfor~ance globale 
du système. Il est alors évident que, l'allocation de la mémoire 
centrale, en tant que fonction particulière du système d'exploi-
tation en général, doit ~tre conçue "en concordance" avec les 
autres fonctions telles que la gestion du processeur ou celle 
des mémoires périphériques de pagination. On est alors amené à 
modéliser le système comme un réseau de files d'attente plus ou 
moins complexes. La résolution de ce eenre de modèles peut per- · 
~ettre de dégager certains aspects ayant trait à la coordination 
et aux interactions entre les diverses composantes du système 
Lnuz71, Cou71, Gel73b,Bra74, DGLP75, LeP76, DeK76, •• ~. 
Notre problème est quelque peu différent. Nous ~oulons met-
tre en évidence les r~l~tion~ qui devraient exister entre l'allo-
cation de la mémoire et le comportement intrinsèque des program-
mes. Bn d'autres termes, à partir d'une certaine connaissance 
cles besoins en espace des programmes, il s'agit de déterminer 
les principes d'une allocation raisonnable et efficace. 
La formulation suivante s'inspire notam."Ilent des premiers 
travaux de nenning LDen68a, Den68!J'. Fixons notre attention sur 
un certain progra mme caractérisé par une chaine de références : 
S = H1 ••• Ht ••• i t = 1, 2, ••• 
Rn ce qui concerne ce programme, une stratégie d'allocation de 
la mémoire centrale peut être décrite par la séquence de~ états 
A = A0 • Al • • • At • • • ; t = 1 , 2 , • • • (lLl) 
At représente l'ensemble des pages du programme pour lesquelles 
, ième 
un cactre de mémoire centrale est alloue, lors de lat - opé-
ration élémentaire du programme. N'imposant pas de limite au 
nombre de cadres que ~ e programme peut occ11per, nous exigerons 
simplement que : 
.(4.2) 
Comme coBts d'une stratégie d'allocation (générant une sé-
quence d'ensemble résidents) A, nous considérons d'abord le nom-
bre de chargements de pages encourus jusqu'à un certain instant T 
(4.J) 
où 
(4.4) 
Le coftt spatial mesure la quantité totale d'espace alloué au 
pro~ramme : 
T-1 
I (4.5) 
t=O 
' ou 
( 4. 6) 
Avec ces fonctions de coftts, comme dans le contexte d'une 
allocation à partition fixe, nous pouvons énoncer l'optimalité" 
des strat~gies d'allocation à la domande, sous lesquelles les 
pages ne sont chargées en mémoire centrale que lorsqu'elles sont 
requises par le processeur et jamais anticipativement. Dans ce 
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chapitre, nous définirons ces stratégies de la :façon suivante 
Dé:finition 4.1. 
1 
Une stratégie 
At+l - At C 
d'allocation A est à la demande si 
( 4. 7) 
Evidemment, sous les stratégies à la demande, le nombre de char-
gements de pages est identique au nombre de défauts de pages : 
{
1, siHt+l~At 
:ft(A) = 
O, dans le cas contraire 
Théorème 4.1. 
, '1r t ~ o. (4.8) 
1 Pour toute stratégie d'allocation A, il existe une stratégie 
à la demande A2 , qui commence : avec le même "état initial" : 
2 1 Ao = Ao, 
et qui est uniformément meilleure que A1 : 
FT(A2 ) ~ FT(A1 ), ~ T ~ O, 
et 
(4.9) 
( 4. 10) 
(4.11) 
Ce théor~me est intuitivement évident et sera démontré en annexe. 
Il nous permet de limiter nos recherches aux stratégies à la de-
mande. Notons que, sous ces stratégies, en vertu de (4.7) et de 
la contrainte d'allocation (4.2), deux états consécutifs de la 
mémoire sont liés par une relation de la forme: 
(4.12) 
où Zt désigne un certain sous-ensemble de pa~es à libérer de At. 
Denning a proposé de libérer les pages n'ayant plus été utilisées 
depuis une certaine durée :fixe de temps virtuel. C'est la stra-
tégie à l'ensemble d'activité temporel LDen68a, Den68.è./ qui est 
impl~mentée, à quelques variantes près, sur de nombreux systèmes. 
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4.J. Stratégies à l'ensemble d'activité temporel. 
Nous commençons ce paragraphe par rappeler et justifier 
les principes de l'allocation -à l'ensemble d'activité temporel. 
Puis, nous présenterons diverses · propriétés des conta moyens 
spatial et temporel encourus sous ce genre de stratégies. Un 
premier résultat, dô à nenning et Schwartz Lnes7y, permet d' 
exprimer ces conts moyens en fonction de la distribution rle 
probabilité d~ l'inter-référence des pages. Une propriété de 
convexité du taux de défauts de page, énoncée par Denning p_our 
des programmes localisés . LDen68b, p. 6C:_Ï, sera établie rigou-
reusement. Nous renvoyons le lecteur aux travaux de Lenfant 
LLen?ha/ pour une étude plus détaillée de la distribution de 
probabilité de la taille de l'ensemble d'activité temporel. 
4.'j.l. Principes de l'ensemble d'activité temporel. 
Définition 4.2. 
Soit S = n1 ••• Rt••• la c~a1ne de références d'un programme. 
A l'instant virtuel t, son ensemble d'activité temporel 
de fenêtre arrière h, h étant un paramètre entier positif, 
est constitué des pages ayant été référencées au moins une 
~ois durant les h dernières références du pro~ramme: 
t 
T~St{h) = U Rv. (4.lJ) 
v=t-h+l 
Une stratéflie d'allocation A est une stratégie à l'ensemble 
d' a ctivité temporel de fenêtre h si, pour tout t 
( li • 14) 
' Cette stratégie sera notée TWS(h). 
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Les quelques commentaires suivants peuvent aider à mieux 
expliciter certains aspec~s{ du · :fonctionnement'' de ces stratégies. 
·--."" 
. i) L'équation (4.14) exprime notamment qu'un programme ne peut 
e:f:fectuer une opération élémentaire que si l'entièreté de son 
ensemble d'activité temporel réside actuellement en mémoire. 
A11trement dit, en termes de gestion du processeur, ce dernier 
ne peut jamais ~tre alloué . qu'aux programmes ayant tout leur en-
semble d'activité temporel en mémoire. Cette exigence peut ~tre 
interprétée comme une ex~gence de sécurité. Les pages utilisées 
dans 11n passé récent, estimées comme probablement réutilisée•s 
ciéms un :futur immédiat, ctevraient donc résider en mémoire centrale 
afin d'assurer au programme un déroulement sans <l'exccssi:fs dé-
:fauts de pa~es. 
2, Ces stratégies sont des stratégies à la demande, au sens de 
la définition 4.1. Les pages n'appartenant à aucun ensemble d'ac-
tivité temporel des programmes acti:fs peuvent &tre libérées, en 
ce sens qu'elles sont éligibles pour &tre remplacées. Physique-
ment, ces pages peuvent parfaitement ~tre présentes en mémoire, 
bien qu'aucun cadre ne leur soit e:f:fectivement .alloué. 
'J) Jlour chaque programme, les ensembles résicients inst.antanés 
sont déterminés sur la base de leur comportement intrinsèque 
passé uniquement. On peut dire que l'allocation d'espace à chacun 
des programmes se :fait d'une :façon indépendante de celle des 
autres programmes. 
li) Les besoins instantanés des programmes en pages sont estimés 
par leur besoins e:f:fecti:fs dans un passé récent. C'est une méthode 
de 1,révision adaptative justifiée par la localisaiion des réiéren-
ceé. Des gén,ralisations de cette règle "de la fen~tre arrière" 
ont été considérées récemment par Denning et Slutz LDeS7§/. 
Nous les formulerons, à partir de modèles explicites de compor-
tement de programme, au p~ragraphe 4.5. 
4.J.2. I~valuation des co(Hs encourus sous les stratégies TWS(h}. 
Depuis les travaux originaux de Denning LDen68a, Den68!v7, 
l'évaluation des coOts moyens 
(4.15) 
et 
. 
( l~. 16) 
a fait l'objet de nombreuses recherches. 
Tout d'abord, une relation entre ces deux coOts peut être 
obtenuP. à partir de la relation déterministe suivante: 
= { 
Rt' si Rt ~ TWSt_ 1 (h-1) TWSt 1 (h-1) U 
- ~, dans le cas contraire. 
Il en résulte alors que la taille de TWSt(h) peut se mettre 
sous la forme 
ITWSt(h) 1 = jTWSt-1 (h-1) 1 + Bt-1 (h-1) 
h . 
= I Bt-i(h-i), 
i=l 
où les Bt-i(h-i) désignent les variables booléennes 
{ 1, si Rt-i+l .ftSt-i(h-i) 
O, dans le cas contraire. 
Bt-i(h-i) = 
( ,~ .1 7) 
(4.18) 
( 4 .19) 
8n prenant alors les espérances mathématiques des deux membres 
de (4.18), nous obtenons la relation suivante 
h 
= L ~t-i(h-i). 
i=l 
(4.20) 
4.10 
' . 
', 
Denning et Schwartz ?DeS7Y ont exprimé ces co~ts en fonc-
tion de la distribution de probabilité de l'inter-référence des 
pages (intervalle de temp~ entre deux références successives à 
une même page). Un raisonnement intuitif peut être le suivant. 
Tl'apr~s la définition 4.2, une page référencée à un instant 
donné n'appartient pas à l'ensemble d'activité de fenêtre h si 
et seulement si elle n'a plus été référencée depuis au moins h 
références, c'est-à-dire si son inter-référence excède h. Les 
hypothèses probabilistes .de LDeS7,Y permettent d'obtenir la 
distribution de l'inter-référence en régime permanent. La .chaine · 
de références S est supposée ~tre une chaine (au sens de la 
théorie des processus stochastiques) homogène dans le tempe et 
récurrente non nulle : 
Pr[Ht+k~x pour k=l, ••• ,j-1, et Rt+j=xf Rt=x] · = px(j), 
~ x et~ j, indépendamment de t; (4.21) 
I Px( J) = 1, ~ x; (4.22) j~l 
r ,jp X ( ,i) -= r j~l X ~ 00 ' J,/- x. (4.23) 
Sous ces hypothèses, la distribution asympt8tique de l'inter-
référence est donnée par: 
p ( j) = lim Pr[Rt+kFRt pour k=l, ••• , j-1, et Rt+j=Rt] 
t • oo 
= I Px(j)/rx' ~ j' (4.24) 
xex 
et nous avons le 
Théorème 4.2. Lnes7y 
Pour des chaines satisfaisant aux conditions (4.21-23), nous 
avons, lorsque t • ~, et pour tout h: 
4.11 
6t(h) -} h( h) = r j~h p ( j) t et 
(li.25) 
·h 
o-t(h) • o-( h) = I b(h-i). (4.26) 
i=l 
Ce théorème peut s'appliquer à un grand nombre de modèles de 
comportement, notamment aux modèles à références indépendantes 
et à liste lru pour lesquels (4.21-23) sont vérifiées. 
Notons que, en vertu de (4.25), si la séquence p~j) décroit 
avec j, alors b(h) est une fonction convexe de h. Intuitivement, 
une telle convexité provient de la localisation des références 
on s'attend en effet à c~ que les pages qui n'ont plus été ~é-
férencées depuis longtemps deviennent deviennent de !llOins en 
moins susceptibles de l'être à nouveau ffien68b, p. 6Q]. 
Cette intuition est formalisée par le 
Théorème 4.1. 
Pour des chaines de références obéissant à un modèle qui 
satisfait à la CEL (définition 2.5), la différence 
~bt(h) d~f ôt(h) - bt(h-1) 
satisfait à l'inégalité 
(4.27) 
(li. 28) 
Ce théorème implique évidemment que, si les ~(h) = lim ~;(h) 
existent, alors les différences secondes de O(h) sont non né-
gatives, d'où la convexité de Ô(h). 
Démonstration. 
Partons de l'équivalence triviale 
Ht+l 'i= TWSt(h-1) si et seulement si 
ou bien Rt+l ~ TWSt(h-1) et Ht+ 1 =Rt-h+ 1' 
{ 011 bien Rt+l ~ 1'WSt( h). 
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Les différences premi~re~ de &t{h) valent d6nc 
,1ôt(h) = - Pr[Rt+liTWSt(h-1), Rt+l=Rt-h+l] 
= - L Pr[Rt-h+l~x, TWSt-l(h-2)~x, ntrx, Rt+l~xJ 
xex 
= - L Lx .pr[st-1= 5 t-l].Pr[Rt#x, Rt+l=xj st-1], 
xex st-l est-l . 
où s;_1 dé~igne le sous-ensemble suivant de xt-l 
s;_ 1 = {st-l= R1 ••• Rt-l} Rt-n+l=x et TWSt_ 1 (h-2)jx}. 
Nais, pour tout st-l et ~our tout x: 
prfRt#x, Rt+l=xl 8 t~l] = ~ pt{y, 5 t-1).pt+l(x! 8 t-1•Y) 
y,-x 
6 pt(x, _st_1 ), en vertu de la CEL. 
Par conséquent : 
~ - L Lx pr(st_l=st-1].pt{x, 8 t-1) 
xex st_ 1es t-l 
= - Pr[RtiTWSt_ 1 (~-2), Rt=Rt-h+l], par définition 
X 
de St-l 
A propos de cette propriété, si~nalons un~ célàbre conjec-
ture de Denning LDen68b, pp ?'J-72/ : 
Si 6(h) est convexe, alors les stratégies TWS{h) sont , meil-
leures que toute autre stratégie : à coft~ spatial égal, elles 
génèrent le moins de défauts de page. 
Une réponse à cette proposition sera donnée à la fin du§ 4.5.3. 
Au stade actuel de l'exposé, l'analyse critique d'une proposition 
de ce genre peut inspirer les démarches suivantes . : 
1) Définition de méthodes permettant de comparer des stratégies 
sur la base des deux coBts F et G (• § 4.4). 
2) Recherche des "mriilleures" stratégies possibles(• § 4.5). 
4.lJ 
4.4. Comparaison entre strat2,_gies d'allocation. 
• 
Au paragraphe 4.2, nous avons associé à . tout processus d' 
allocation deux fonctions de coüt, l'une, F, mesurant le nombre 
de chargements de pages, l'autre, G, pénalisant l'occupation spa-
tiale. TTn probl~me essentiel dans l'étude des stratégi~s d'allo-
cation (à partition variable) est de se définir des méthodes qui 
permettent la comparaison de différentes stratégies, sur la base 
de ces deux fonctions de coüts. 
On peut évidemment envisager un seul coOt global, défini 
. 
comme étant la somme {ou plus généralement, une combinaison li-
néaire à coe~ficients connus) des deux coüts F et G; entre plu-
sieurs stratégies, on préférera celle conduisant au plus petit 
coftt global. Cette méthode de comparaison, uni-critère, a été 
considérée notamment par Prieve et Fabry dans l'analyse, dans un 
contexte déterministe, de leur stratégie VMIN LPrF7§7. Dans la 
pratique, l'utilisation d'une telle méthode de comparaison n'est 
pas toujours possible. ~n effet, même si l'on se limite à des 
' 
mesures de l'efficacité d'une allocation qui sont des combinai-
sons linéaires de F et G, les coefficients d'une telle combinai-
son ne peuvent pas toujours être quantifiés avec précision: ce 
sorit des paramètres faisant intervenir l'architecture logique 
du systàme aussi bien que des caractéristiques technologiques du 
matériel, et pour lesquels on ne dispose pas de moyens analyti-
ques ou expérimentaux d'évaluation. 
Pour représenter ce genre de situations oà un ~critère de 
comparaison unique peut ne pas être spécifié d'une façon précise, 
nous ferons appel au formalisme des structures de domination 
4.14 
introduit par Yu pour des problèmes de comparai~on multi-critè-
res {Yu71/ • 
4.4.1. Stratégies non dominées. 
1 2 Considérons deux stratégies d'allocation A et A qui opè-
rent sur une même chaine de références. Pour alléger les nota-
tions, nous désignerons leurs coBts moyens par 
( -1 -1) F , G (4.29) 
et 
respectivement. 
Soit d 12 le vecteur dif:férence : 
= (F
l -2 -1 -2 . 
- F, G - G ). 
né:finition 11-.2. 
Une méthode de comparaison est définie lorsque, pour tout 
, 1 2 é couple de strategies A et A, on se sp ci:fie les valeurs 
' 
(1~ • Jl) 
1 11 1 , , , , 2 de ct 12 pour esque es A sera pre:feree a A. L'ensemble de 
ces valeurs, noté n, est appelé la structure de domination 
de la méthode de comparaison. 
Lorsque d 12 ED, on dit aussi que A
1 domine A2 sous . la struc-
ture D; 
Une stratégie est dite non dominée sous D si elle n'est do-
minéP. par auc11ne autre stratée=ie sous D. 
Pour une étude plus rigoureuse des structures de domination, 
on se re:férera aux travaux originaux de Yu LYuTiJ ~ Ainsi que 
no11s allons le voir à travers quelques exemples, chaque struc-
ture de domination particulière dépend de la quantité et de la 
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précision des informations dont le décideur dispose pour spéci-
fier ses préférences. 
4.4.2. Exemples de structures de domination. 
Supposons d'abord que nous puissions quantifier avec exac-
titude l es deux cotlts élémentaires suivants : 
~ = coOt de stockage tj'une page en mémoire par unité de temps, 
~ = coOt du chargement d' 1me page en mémoire. 
Dans ce cas, les stratég ies d'allocation peuvent ~tre comparées 
sur la base d'un seul critère : une stratégie A1 sera préférée 
à une autre A2 si et· seu+ement si : 
2 -2 
~F + oG • 
En d'autres termes, la structure de domination correspondant à 
cette situation est le demi plan 
n (o-, 'C) = {(df', dg) ,} ~.dt'+ O'.dg ~ o}. 
Sous cette structure, les stratégies non dominées sont tout 
simplement celles minimisant le co(lt moyen global ~F ·+ oG. 
Considérons maintenant la situation opposée où l'analyste 
de système est incapable de quantifier l'importance relative à 
accorder à cha cun des cofits F et G. De la sorte, si une stra-
tégie rait mi e 11x qu'une autre stratéeie pour ce qui concerne 
l'un d& ces deux coôts, mais fait moins bien en ce qui concerne 
l'autre coBt, l' a nalyste est également incapable de dire laquelle 
de ces deux stratégies est "meilleure" .que l'autre. Il ne pourra 
pré~érer une stratégie A1 à 
et 1 -2 êj' · ~ G , 
2 
une autre A que lorsque 
ou et 
7 
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La structure de domination correspondant à cette situation est 
donc le quadrant : 
n0 = {(df, dg) 1 df i ~ o et dg~ o} - (o, o). (4.33) 
cette structure est géné:ralement connue sous le nom de structure 
de Pareto . LPar9§]. par définition, étant donné une stratégie non 
dominés sous n0 , il n'existe pas de stratégie généran~ des coüts 
F et G simultanément moindres que cette stratégie non : dominée. 
Autrement dit, parmi toutes les stratégies conduisant à un coüt 
i (resp. G) au plus égal à celui d'une stratégie non dominée sous 
n0 , cette derniàre minimise G (resp. F). 
Entre ces deux cas extrêmes, on peut facilement concevoir 
ciiverses structures intermédiaires. Ainsi, le concepteur de sys-
t~me peut regarder la mémoire .centrale comme une "disponibilité 
spatiale" qu'il "investit" à des programmes pour obtenir un cer-
tain "proI'it temporel" en retour. Supposons alors que, lorsqu'il 
compare deux 
1 ,, 
stratéF,ies A et A~, 1 telles que A requiert davan-
tage d'investissement spatial que A2 {G1- G2 ~ o), notre inves-
,. -1 , -2 
tisseur préférera quand-meme A a A pourvu que l'amélioration 
-2 -1 , 
temporelle F -F excede une certaine fraction (J' du déficit spa-
tial G1 -G2 • Ce point de vue conduit à ctns structures de domina-
tion de la forme 
Dl(o-) = no + { (df, dg) t dg~ O et -df' ~ o-.dg}, O'~O. (1.-..'.34) 
En intervertissant "espace" et "temps" dans le raisonnement 
heuristique précédent, nous obtenons les str11ctures : 
02(~) = n(' + { (rt.f, dg) t df ~ O et -dg~ "'h.clf'}, '?!~O. (4.J5) 
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Une illustration géométrique du concept de non domination 
peut ~tre donnée. Considérons une politique A2 qui est non do-
minée sous une certaine ~tructure o. Par définition, il n'existe 
1 
aucune politique A pour laquelle d 12 ED. En d'autres termes, 
aucune polique ne peut g?nérer un "point" eftué dans la région 
{(F2+d:f, G2 +dg) 1 (ct:f, dg)€ D}. 
Par exempi'e, dans le cas de la structure n1 {o-), cette région 
d'exclusion est présentée à la :figure ci-dessous. 
collt 
moyen 
spatial 
G 
~Il/;; / 
j 
/ 
/ 
/ 
région Î d • exclusion 
1/ 
Î, 
1/;; //Ill! 
-1 pente -o-
!; j 
/ 
1/ I 
/ 
coO.t moyen 
temporel F 
4.18 
lJ.5. Stratégies à l'ensemble d'activité potentiel. 
Nous formulons dans ce paragraphe un principe d'allocation 
conduisant à des stratégies non dominées : les stratégies à l' 
ensemble d'activité pote~tiel (ou probabiliste). A tout instant, 
~ part la page actuellem~nt référencée, seules celles .dont la 
probabilité d'~tre prochainement référencée excède un certain 
seuil Q sont résidentes en mémoire. Il est évident que chaque 
modèle de comportement peut conduire à une stratégie à l'ensem-
ble d'activité potentiel particulière. Ainsi, nous verrons que, 
sous un modèle à références indépendantes, une partie fixe de 
l'ensemble des pages réside en permanence en mémoire. Le modèle 
à liste lru conduit tout simplement aux algorithmes LRU à par-
tition fixe, tandis qu'on retr.ouve les stratégies à 1 'ensemble 
d'activité temporel sous certains modèles de lissage exponentiel. 
Nous établissons enfin la non domination de ces stratégies à 
l'ensemble d'activité potentiel, sous les différentes structures 
rie domination du§ 4.2.2, et pour tout comportement de programme 
satisfaisant à la CEL (définition 2.6). 
4.5.1. Principes rte l'ensemble d'activité potentiel. 
Dé f' in i t ion l~ • '} • 
Soient S la chaine de références d'un programme, et p un 
modèle explicite de prévision de son comportement. A tout 
instant t, son ensemble d'activité potentiel de niveau 9, 
~ étant un paramètre positif, est constitué de la page ac-
tuellement référencée plus toutes celles dont la prévision 
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à l'instant prochain est supérieure à Q 
(4.J6) 
Une stratégie d'allocation A est une stratégie à l'ensemble 
d'activité pote11tiel de niveau Q ·(et déduite du modèle p) si, 
pour tout t : 
At = PWS t ( Q ) • (4.)o/) 
Cette stratégie sera notée PWS(O). 
Ces stratégies sont conceptuellement similaires aux stra-
tégies à l'ensemble d'activité temporel, et la plupart des re-
marques du§ 4.1.1 peuvent ~tre transposées ici, mutatis mutandis. 
Signalons toutefois que 
1) Les stratégies à l'ensemble d'activité potentiel sont· définies 
à partir d'un modèle explicite . de comportement de programme, et 
peuvent s'appliquer à n'importe quel modèle de.comportement. Par 
conséquent, on peut qualifier la présente formulation d'ouverte, 
en ce sens qu'elle présente un principe pour déduire des règles 
d'allocation à partir d'une certaine connaissance du comportement 
de programme, plutôt qu'une certaine règle bien ·spécifique. 
2) Le critère selon lequel les pages résidentes sont déterminées 
peut, ici aussi, être qualifié de critère à terme immédiat. En 
effet, à chaque instant, à part la page actuellement requise, 
seules ~elles assez susceptibles d'être référencées à l'étape 
suivantes sont résidentes. Comme dans le contexte d'une allocation 
à partition fixe, on peut espérer que, pour certains comportements 
localisés, ce critère est quand-même assez efficace, en dépit de 
sa simplicité conceptuelle. 
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1) Pour certains comportements de programme, les stratégies à 
l'ensemble d'activité pot~ntiel peuvent ne pas ~tre à la demande, 
au sens de la définition 4.1. Des chargements anticipatifs peu-
vent avoir lieu au début de chaque nouvelle phase de localisation 
1 
où les ensembles de pages :momentanément privilégiées subissent 
de brusques renouvellements (voir§ 2.).1)! Cependant, si on mo-
délise le comportement à l'intérieur d'une phase par un modèle 
satisfaisant à la condition explicite de localisation (déf. 2.5), 
alors les char~ements sont à la demande. D'une façon plus précise: 
Proposition 4.1.. 
Si le modèle de prévision p satisfait à la CEL, alors toute 
! 
straté~ie à l'ensemble d'activité potentiel est à la demande 
(4.J8) 
Cette proposition se démontre trivialement. En effet, d 4 après la 
définition 4.J, pour toute page x appartenant à PWSt+i(Q) - PWSt(g), 
(i) ou bien x = H,t+l' (ii) ou bien x F Rt+l et Pt·+ 1 (x, St) ~ 0 ~ 
pt+ 2 (x, St.Rt+l). Le cas (ii) est impossible, en vertu de la CEL. 
Nous nous limiterons essentiellement à des modèles satis-
faisant à cette condition, pour lesquels donc les stratégies à 
l'ensemble d'activité potentiel sont dee stratégies à la demande. 
Dans ce cas, signalons leur analogie avec les stratégies généra-
les à l'ensemble d'activité formulées par Denning et Slutz Loes75]. 
On associe à chaque page x une fonction de rétention Qt(x} qui 
est remise ' , a zero après chaque référence, et qui est non déQrois-
sante en fonction du temps jusqu'à la prochaine référence à x. 
L'ensemble d'activité général, à un niveau Q 1 , est constitué, à 
chaque instant t, de toutes les pages x pour lesquelles Qt(x) ~ O'. 
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I•• J • .! • Particulurisat;ion a quelyuei:s mod~lei:s ùe cuw~~!Ett=ut_~• 
1) Le_modèle_à_référen~es_inrlépendantes. 
Rappelons que sous ce modèle, la prévision. de référence 
de chacune des pages reste toujours constante, indépendamment 
du passé. En d'autres terrues, quels que soient t, St' et x : 
où {a(x); x Ex} est un certain vecteur de prévision donné. 
Tl est trivial que les pages de l'ensemble suivant : 
résident en permanence sous une stratégie à l'ensemble d'activité 
potentiel de uiveau Q. 
De plus, si le modèle est vrai pour la chaine considérée, alors, 
à t o t1 t :i n s tan t t , 
ou bien Ht E A(Q), événement de probabilité ")"" a( x), 
xei°[Q) 
auquel cas nous avons 
ou bien Rt = y, y t A(O), événements de probabilités respecti-
ves a(y), auquel cas 
et 
La stratégie PWS(~) est donc une stratégie à partition variable, 
sous laq11elle une par 1tie fixe A(Q) de l'ensemble <les pages réside 
en permanence en mémoire centrale, les autres pages étant libér6es 
anssitP>t qu'elles ne sont plus requises par le processeur. 
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2) Le modèle à liste lru. 
------- .-------------
de chacune des pa~es est :fonction uniquement de la position ac-
tuelle de la pa~e dans la pile lru. Quels que soient t, St, et x 
pt+l(x, St) = hi, 
où i = mt+l(x, St) est le rang de la page x dans la pile lru 
{voir§ 2.1.1), et où {bi; i = 1, ••• , n} est un vecteur de pro-
babilitP- :fi.xé. 
ConsirlJrons l'ensemble des rangs des pages résidentes sous une 
straté~ie à l'ensemble d'activité potentiel de niveau O : • 
{mt+l(x, St) t x E PWSt{Q)} -
= {mt+l(Ht' St)} U {mt+l(x, St) t bmt+l(x, St)~ Q} 
= fl} lT {i t bi ~ QJ, 
ind~pendamment de t et de St. 
Cet ensemble étant :fixe, il en résulte notamment que PWS(O) est 
une stratP.gie à. partition :fixe opérant avec 
cadres. 
t;upposons cie plus que les bi sont monotones non croissants 
Hvec i. Dans ce cas, le modèle satis:fait à la CEL; de plus : 
{ 
1, si b 1 ~ g 
max{i t bi ~ Q}, dans le cas contraire 
et r~,rs(Q) n'est alors autre que l'al~orithme LRU qui opère avec 
c(g) cadres. 
4.2) 
1) ~~-~~~~!~-~~-!!~~~~~-~~r~~~~~!~!· 
Consid,rons le cas d'un mod~le homogène pour lequel, quels 
que soient x~ t, et St : 
ot 
Pt+l(x, st) == (1-a)pt(x, st-1) + {o six== Rt 
si X 'F Rt 
le pardmètre rle lissage a étant un réel compris entre O et 1. 
Nous allons montrer les propriétés suivantes, en relation avec 
les straté~ies à l'ensemble d'activité temporel. Pour tout t 
TWS t ( h) C P1vS t ( Q) , 
TWSt(h) ~ PWSt(Q), 
pOllr Q 
pour O 
~ _a( 1-ct) h-1' 
:!!i: (1-ot)h. 
et 
Ces inclusions impliquent notamment l'identité PWSt(Q) == TWSt(h) 
pour (1-ot)h ~ Q ~ d(l-ot}h-l (cela n'est possible que si ~ ~ 1/2). 
~~n e.ffet, à tout instant t, désignons 1 1 instant de la dernière 
r(~férence h toute page x par : 
t == max {u • u ~ t et R == x}. X U 
No11s avons, à partir de l'expression récurrentielle qui dé:finit 
le modèle: 
t-t 
pt+l(x, St) == (1-ot) X Pt +l(x, St) 
X X 
t-t 
== ( 1-o) x ((1-o)pt (x, St -1) + d ). 
X X 
Le8 inclusions à démontrer sont alors imm6ctiates puisque 
pour x E TWS (h) t 
Pt+l(x, St)~ 
pour x ft TWSt(h) 
: t-t ~ 
X 
h-1, de sorte que 
( ) h-1 1-o., d; 
: t-t ~ h et 
X ' 
Pt+l(x, St) ~ (1-a)h • 
J 
.~ t: .~,· 
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~.5.3. Non domination de ces stratégies. 
Nous considérons dans ce paragraphe un programme obéissant 
à un modèle explicite de comportement qùi satis:fait à la CEL. 
Sous les diverses structures de domination envisagées au§ 4.2.2, 
nous montrons alors qu'il est chaque fois possible de choisir 
le niveau"' pour que la stratégie à l'ensemble d'activité poten-
tiel correspondante soit non dominée. 
Dans ce qui va suivre, A~ désigne une stratégie à l'ensem-
1 d'activité potentiel à 11n certain niveau Q, et A une stratégie 
quelcon'lue. Comme au§ 4.4, les quantités définies pour chaéune 
de ces deux stratégies seront indicées par "1" ou "2" selon qu' 
' 1 elles se rapportent a A Ainsi : 
Nuns surmonterons également une variable d'une barre pour repré-
sent,~r son espérance mathématique. 
Avec ces couventions d'écriture, nous avons alors le 
Théorème 4.4. 
Soit une chaine de références obéissant à un modèle explicite p 
qui satisfait à la CEL. Alors, pour toute stratégie A1 et 
pour tout 11iveau Çl, nous ave>ns 
:"1émo11stration. 
Il su:f.fit de dumontrer que 
-1 -2 -1 - ·.> ~ ft - f t ~ -~(gt - g;)' -y. t 
Notons que, en vertn de la Prop. 
à la demande, de sorte que 
o. 
4.1 
(4.39) 
(4.40) 
(p • . 20), A2 (::: PWS(Q)) ··est 
= 
{ 1, si Ht+l 
0, dans le 
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·.> t A;, 
cas contraire. 
~l ~tant quelconque, la contrainte d'allocation (4.2) implique 
1 i l -J. ~l { ' s {t+ 1 ,c .nt 
O, dans le cas contraire. 
Cela étant, conditi~nnellement ~ des réalisations spécifique~: 
a l et 2 I S Al t •2 ti t a ce . t' te ~t respec vemen, nous avons 
-2 déf 2 
f t ( s t ) = E[ f t I S t = s t] = Pr[Ht+l ~ a21 St=st], 
fl( )ct~fE[fl I S =. ] 
t 5 t ' t t 
8
t 
~ J->r[Ht+l ~ all St=st]. 
D'où 
~ Pr[Ht+l t a 1 j St=st] 
- Pr[nt+l ~ a21 St=st] 
= 
Or, en vertu de la définition de l'ensemble d'activité potentiel 
( i) pour x E 2 1 a -a 
(i ·) 1 2 1 pour x E a -a 
Par conséquent : 
= PWSt(G)-A! : pt+l(x, st) ~ O, et 
= A!-PwSt(o) : Pt+l(x, st) ~ Q. 
Q( la2 -a~ 
= -~( jall 
lal-a21 ) 
- !a21 ) .,. 
d'où l'inégalité {4.40). C,Q.F.D. 
! 
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Le théoràme pr~cédent peut encore s'énoncer comme suit. 
Si A2 dési~ne une straté~ie d'allocation à l'ensemble d'activité 
potentiel à un niveau Q, 'alors, pour toute stratégie 
~?, ~ 
- r;.- - o. 
• I 
Autrement <lit, nous avons toujours 
' 011 
n = {(dt', dg) • df +~.dg~ o}. Q 
Un premier r.orollaire du théorème ~.1 est clone 
Goro llai.r-e 1. 
1 
.~ : 
( 4 • ,,-i) 
0;ous les conditions du théorème l~.'.J, la stratégie à l'ensem-
h]n d'activité potenti.el au niveau Q : o/~ minimise le co'1t 
111oyen gloLal ~F + 0G. 
gn ce 4ni concerne maintenant la structure de Pareto, no-
tons l'inclusion : 
nn c n~, lf Q ~ o . 
Le théorème implique donc, a :fortiori, que 
1 pour tonte stratégie A • l~n d'autres termes, nous avons le 
Corollaire 2. 
1 
Sons les co11rlitions rlu théorème 1i.J, toute stratégie à 
semble d'activit~ potentiel est non dominée sous 0 0 • 
(4.42) 
l'en-
Le th,or~me préc6dent se particularise tout aussi :facile-
ment aux structures n1 (a) et n2 (c) du§ 4.4.2. Ainsi, nous 
avons 
(4.4J) 
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( f~n e:ft'et, en vertu de ( !i .J4), si ( df, dg) e n1 ( o-) , alors 
Oil bien (i) (df, dg) e DlJ, 
Oll bien ( i i) 
-d:f ~ a-. d~--; et dg '::),. o. 
Délns le cas ( i) ( df, dg) E D~, en vertu 
J)ans le cas (ii), , nous avons, pour ~ ~ O' : 
d.f + Q.dg ~ d.f + CT.dg ~ O, 
et (df, dg) E n0 égal~ment). 
D'oÜ le 
Corollaire ·,. 
de (4.42). 
~ous les conditions du théorème 1i.'), la stratégie PWS(Q)· est 
' 
non dominée sous les · structures D1 ( o-), pourvu que Q ~ o-. 
T>'une :façon similaire, l'inclusion 
(4.44) 
conduit au 
~orollaire 1J. 
Sous les conditions du théorème 1i.'.}, la stratégie PWS(~) est 
non dominée sous les structures n2 (1::), pourvu que Q ~ 1/'t:. 
Ce théor~me nous permet également de donner une réfutation 
constructive tl la conjecture mentionnée à la :fin du § ,~.'.}.~L 
Coni;;idérons en e:f:fet une chaine de rérérer..cos obéissant à un 
modèle à liste lru dont les probabilités de référence b. sont 
]. 
non croissantes. Ce mod~lc satis.fait à la CEL, et 6(h) est con-
vexe, en vertu du théorème h. ~J. n 'autre part, nous avons vu à 
l'exemple 2 du 9 ~ . .5.~ que les stratégies à l'ensemble d'acti-
vité potentiel sont alors les stratéF,ies LHU à partition fixe, 
qui sont alors non dominées. 
4.6. Conclusions. 
Tntuitivement, on peut justi:fier l'allocation à partition 
variable de la façon suivante. Les besoins en espace d'un pro-
gramme sont loin d'être constants au cours du temps. Au con~ 
traire, il existe des ph~ses oà les références sont plus dis-
pf'rsées fllle dans ri'autres, et vice versa. Dès lors, plutôt que 
d 'allo ,1er ;\ chaq11e prograrnrne une zone d I espace fixe, il vau<lrai t 
:·1ie11x permettre 11ne util~sation moins rigide de la mémoire cen-
tral e , oii chacun des programmes peut acquérir ou céder de 1 1 es-
pace selon ses besoins propres et instantanés. 
l,es premi~res stratégies~ partition variable étudiées 
expéri ·"leutalcrnent sont probablement les stratégies de rempla-
cern,rnt biaisées LDel61/. On favorise alternativement chacun des 
1irOf~rarnmes en li.li allouant davantage de cadres de mémoire pen-
rlant certaines périodes choisies tout à :fait arbitrairement. 
Les bonnes performances observées pour ces stratégies peuvent 
s' expliq11er par certaines propriétés de convexité du taux de 
dnfauts ne page en fonction de l'espace alloué LneK69, DeS717 • 
Ce Renre da strat~~ies ne refl~te pas un principe fonda-
me11t al de toute allocation à partition variable, qui doit être, 
.\ 11otre avis, une allocation en fo1 ,ctio11 des hesoins des pro-
r-~T'd'l! •: ·es. Pne des formulations les plus connuer, de ce principe 
<ist pP.11t être cel11i de l'ensemble d I activité temporel de Den-
11ing à tout moment de l'ex6cution d'un programme, les pages 
"nécessaires", q1.ti doivnnt donc résicler en m6moire centrale, 
i I I sont cons <lerees comme celles ef'f'ectivement requises durant 
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un passé récent, en conformité avec la localisation des réfé-
rences Lnen68a, nen68W. Une autre stratégie à partition va-
riable est la stratégie PF1'"' de Chu et Opderbeck LCh072, 0Ch7~/. 
Ce · ~cmre <le stratégies se base sur la f'réquence des déf'auts de 
pap;e passés de chacun des programmes pour estimer leurs besoins 
ar.tuels en espace. · Ainsi, les programmes ayant subi de îré-
qnerts dé .fants de page pe11vent acquérir des cadres supplémen-
taires a11 détriment des autres· programmes. 
Comparativement à ces stratégies, les stratéeies à l'en-
semble ct'activité potentiel f'ormulées dans ce chapitre repré*-
senteJ1t davantage un "principe" d 1 allocatio.n plntôt que des 
rè~ t~ les opératoires bien déterminées. v;11es suggèrent C01111'1ent 
le principe rte l'offre en fonction rte la demande devrait être 
transposé dans le contexte de la gestion d'une mémoire vir-
tnel 1 e. ;\, c;~nse de leur simplicité conceptuelle, la f'orr.1Ula-
tion m~ t:l û de ces stratégies peut TP.S~embler à une lapalif'5::lcle 
à to11t 111or>1ent,scules doivent être en mémoire centrale les pa-
ges s11:ffisarrw.ent probaLles d I être prochainement référencées. 
ne la sorte, on vise, :\ to11t instant 
:i rernplir la mér.1oire centrale d I information s les plus utiles 
actnel lerr.ent, e1 , prévention des demandes f'ut11res; 
iL permettre cl 1 11ti.liser to11te cette mEirnoire comme un pot com-
1T11 in dans leq11el chaque programme petit puiser selon ses be-
soi1 , s du n orne11t. 
J. 1 a p proche r. 1 oisie po11r analyser les stratégies d 'alloca-
tion ,~st :.m•? a;)u ror.he marginale. L'allocation d'espace est 
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analys,e séparément pour chaq11e programme, et, pour chaque pro-
gramme, séparc?rnent pour chaque instruction élémentaire. De plus, 
l' a llocation de la mémoire est dissociée des autres fonctions 
du s_vstène d 'exr,loi tation, telles que l'ordonnancement des µro-
gr,11n.r:es au 1: iveau du processeur ou au niveau de la mémoire auxi-
1 iair e rle paRination. Oe la sorte, une critique majeure qu'on 
pe11t -f .:~ ire ,\ propos de cette aµproche est qu'elle ignore les 
aspects ayant trait à la coordination temporelle de ces diverses 
fonctions. 
Les interactions entre ces fonctions, les efI'ets de la· 
concurrence entre programmes sur les performances du système 
ont <~té modélisés par des réseaux d'attente plus ou moins com-
plexes Liiuz71, Cou71, rrel7Jb,Bra74, BCMP74, HeK75, TQT76a, •• .:7. 
La résol11tion de ce eenrc de modèles devrait permettre une 
'Ttei lleure compréhension des principes de contrôle optimal des 
systèmes informatiques LDGLP75, LeP76, DeK76, •• .:7. 
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l.7. Annexe démonstration du théorème 4.1 (p. 6). 
né~onstration du théorème 4.1. 
A partir de la stratégie d'allocation A1 = 
2 
nous d~finirons A de la raçon suivante: 
l 1 A = A . , 
lJ l : 
et, d 'une manière récursive 
où 
. ., 
6 ... 
t' 
Il est évident que la st:r:-atéeie A2 ainsi cté:finie est une stra-
té~ie à la demande. Notons également que si A1 est non prospec-
tive, c'est-à-dire si chacun de~ états A! ne dépend que du passé 
2 St' alors il en sera de :n~mo po11r A. 
i\Tous poserons, pour allé~er les notations 
:t-:ous a llo·ns démontrer les iné~alités suivantes, qui impliquent 
les inégalités ( ,~ • lCl ) et (4.11) 
2 ta: Fl IA! A~ 1 , . V- t ~ O; Ft -t ., 
2 Gl IA;_l 
·> 1 
Gt ~ - - At-1 ' V- t = 0. t 
l)é!"1ons trat ion de (4. 49). 
-----------------------
Cette iné~alité est triviale pour t = ü (F~ =Fi= o). 
:..;upposons-la vraie pour t ~ 0. Nous avons alors : 
( '+ • 5c' 
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1''2 
') 
1 2 21 ( li • '.} ) (4.lt) 
= 
F ... + At+l - At ' 
en vertu de et 
t+l t 
Fl IA! 
2 2 A~I, ~ 
-
- At 1 + IAt+l - par 
induction 
t 
1 
IA!+l A
1 1 !Al A~I 
2 A!I 
= Ft+l - - - -
+ IAt+l -t . t 
1 
1 ""!+ 1 A!I 2 
2 
~ F t+ 1 - -
+ 1 At+l - Atl. 
Au 1 µ,mme 'i • 'J ' nous dét11ontrerons l'identité 
suivante 
1 2 ( 1 2 ) ( \ 2 A2) , = · t.' . :!! 
At+l - At= At+l - At+l + ~ t+l - t T O 
( 11 + 11 est :nis pour la réunion ci' ensembles disjoints). Il en ré-
sulte alors l'identit, entre les cardinaux 
1 1 2 I I 1 21 2 ?I At+l - At+l = At+l - At - IAt+l - A; ' 
~ e qui termine la déruonstra t ion par induction de ( 4. li9) • 
nJmonstration_de_(li.50}. 
Cette in~galité est triviale pour t = O (G~ = G~ = o). 
Supposons-la vraie pour t ~ o.· Nous avons alors : 
Le 
Il 
., 
G ... l 
t+ 
2 1 IAt , en vertu de (4.5) ~t {li.6) 
21 IAt , par induction 
1 1 21 At 1 + 1 At • 
- .. , • ... s11 vre e a ra ne usion suivante lern-e h.-~ qu~ va i 't bli l'i 1 
.:.. l 
At C At, V- t ~ 0. 
en résult e alors : 
= 
ce qui termine la démonstration par induction de (4.50). 
C.Q.F.D. 
Lemme •~.:!. 
? 1 Si A- est définie à partir de A par les équations (l~.45-41), 
alors 
Démonstration. 
Cette inclusion est triviale pour t = o. Pour tout t ~ o, 
J1 0 l.l S avons 
. , 1 (A2 '> 1 
At+l - At+l :c u Ht+l -
:,c) 
- At+l t t 
' ) ? 1 . 1 
= (A; - ·•-) - At+ l' car Ht+l E At+l L, t . 
'.> ~ 1 
= At - ( z- u .At+ 1) t 
'.> '.> 
= 
A- A. 
t t' 
en vertu ci e ( 4. 'i 7) 
= y1 • C • Q • J<' • D • 
Le 'Time l~ • '3 • 
'.> 1 Si A- est définie à partir de A par les équations (4.45-47), 
alors 
1 }\. 
t+ 1 
') 
A ... 
t 
Démonstration. 
( . 1 : 1-l -t+ 1 
·:> l 
Comme At+l c At+l en vertu du lemme 4.2 : 
1 2 1 2 ,, ,, ') 
At+l - At= ((At+l - At+l) - At)+ (At+l - A;). 
11 sn:f fit alors de ctémor. trer que 
) 
- ..i.. ' · 
t 
· ) 
~•est-h-rlire que~; est 
~ 1 2 
At n ( .\ t+l - At+l) 
= A.~+l - A~+l . 
' ) 
- A";+ 1. 
A. l 
t+ 1 
Nous avons 
= z! n A!+l' en vertu de (4.46) 
= y'$, en verta de (\.1~7). C.Q.F.D. 
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5. ASPEC'T'S DU CONTROLE GI,013.AL DES SYSTEMES A MEMOIRE VIRTUELLE 
5.1. Présentation du chapitre. 
Aux chapitres précédents, nous avons étudié le processus 
<le pagination d'un programme avec comme objectifs des critères 
de performance propres au programme considéré. Ainsi, sous 
une allocation à partition fixe, nous avons recherché les 
principes des stratégioi de remplacement minimisant le taux 
de défa11t1=1 de paF,e, et, sous une allocation à partition varia-
ble, nous avons introduit un second critè~e, la minimisation 
de l'espace alloué au programme. Nous nous proposons maintenant 
d'analyser les interactions de ces performances marginales sur 
l'e~ficacité globale du système, mesurée par le taux d'utilisa-
tion de certaines unités "essentielles" du système, le processeur 
central par exemple. Nous présenterons également diverses règles 
de contrôle optimal du système. 
TTn nouveau progr:amme qui arrive réside d I abord sur _une 
file <l'attente externe jusqu'à ce qu'il soit admis dans le 
système. Le système est constitué d'une mémoi r e centrale (MC) 
<le t a ille fixée, , I , . et d'un reseau d'unites de service. Ce reseau 
comprend un proceHseur central (PC), un disque de pagination 
(nP), prolonffement de la MC, et un certain nombre d'unités d' 
entrée-sortie ( r:~S ). Pendant son exécution, chaque .pro grannne 
boucle dans le réseau de la façon suivante il nécessite une 
certaine dur,e de traitement au PC jusqu'à ce qu'il subit un 
défant de pap.;e ou requiert une entrée-sortie; il reviendra 
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alors au PC lorsque la page manquante est chargée ou l'entrée 
sortie effectuée (Fig. 1). 
,rne approche fréquente pour modéliser la concurrence entre 
les programmes au niveau de la MC suppose un équipartage tel 
q11e chacun des programme a le m@me taux de défauts de page ; 
évidemment, ce taux auemente avec le nombre de programmes dans 
le système, puisque chacun d'eux dispose de moins d'espace. 
En résumé, le modèle étudié est un réseau ouvert de files 
d'attente dans lequel les caractéristiques opérationnelles des 
programmes (notamment leur taux de défauts de page) varient 
avec le nombre total de programmes dans la mémoire. 
A cause de cette dépendance, le réseau considéré n'est pas 
un réseau de Jackson LJac6lJ où la durée de service à chaque 
station ne peut dépendre que de la longueur de la file à cette 
station. Néanmoins, son analyse peut se ramener à celle de 
réseaux de Jackson par l'intermédiaire d'une méthode de décom-
position due' à Courtois LCou7.!Ï• 
D'une façon informelle, et dans le contexte du problème 
partic11lier qui nous intéresse, la décomposition du problème 
peut se justifier par le fait que les événements (changements 
d'état du système) se décomposent naturellement en deux classes 
suivant leurs :fréquences relatives : 
- d'une part, ceux provoquant un changement du nombre n de 
pro~rarwnes dans le système, c'est-à-dire les entrées de nouveaux 
pro~rammes ou les départs de programmes arrivés à leur fin; 
ces événements sont relativement espacés, un ordre de grandeur 
PC o) 
DP 
f' 
ES 2) 
e2 
. 
ES{ m+ l) 
~ 1 < e m+l 
. • ... • " . • s>·· -
-· 
1-"'ig. 1. Conf'i~uration du système. 
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de leur espacement étant généralement la minute; 
- d'autre part, les transitions des programmes à l'intérieur 
du Rystème, c'est-à-dire les passages des programmes d'une 
:file interne~ une autre ; ces événements, consécutifs à des 
fins de traitements élémentaires à une unité _ du ~y~t~me (PC, DP, 
ou BS) se passent généralement à l'échelle de la seconde, voire 
de la milliseconde. 
A cause de cette disproportion entre ces deux types de 
phénomènes, le comportement interne ctu · système pendant une 
période 
mettons 
' ou 
n, 
le nombre de programmes dans le système est con~tant, 
peut être approximé par le comportement en ~é~ime 
permanent d'un système fermé den program~es. L'analyse des 
performances rlu système sous une chare;e fixe na été e:f:fectuée 
par de nombreux auteurs, et les principaux résultats seront 
rappelés au~ 5.2. On observe généralement que, lorsque le 
rlegré de multiprogrannnation n augmente, les taux d'utilisation 
du PC et des ES commencent d'abord par croitre, puis atteignent 
leur ma ximum pour une certaine valeur n 0 den, et en:fin se 
détériorent très rapidement. Bien que l'évaluation numéri~ue 
du degré de nmltiprogrammation optimal n 0 ne présente générale-
ment a ucune di:ff'iculté majeure, son évaluation analytique n'a 
pu être obtenue que dans certains cas particuliers LBGLP71/. 
Dn point <ie vue pratique, le problème de la caractérisation 
rl'une charge optimale consiste à rechercher des critères "mesu-
r a bles'' permettant d'inférer si un système est actuellement sur-
cha rgé 0 11 sous utili5é. Parmi de telles approches, signalons 
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notamment celle de Leroudier et Potier préconisant une régulati.on 
adaptative de la charge basée sur le taux d'utilisation du DP 
(LÏ.eP?f:], règle des 50 ~;,), et celle de Denning et Kahn, basée 
sur la durée moyenne de temps virtuel entre 2 défauts de page 
(LDeJ<7f2_/, règle L=S) une forte utilisation de l'unité de pagi-
nation, ou des défauts cte page trop fréquents peuvent constituer 
des critères indiquant une surcharge d11 système, et impliquent 
la dé~activation de certains programmes du système. 
L'analyse effectuée au : p ,aragra.phe_ 5.~•2 ,bien que permettant 
. 
de dégager certains aspects d'nne multiprogrammation optimale, 
et rie mettre en évidence le phénom~ne de l'écroulement (thrasing) 
comme conséquence de l'insuffisance de l'espace en MC alloué 
aux programmes, n'en escamote· pas moins certains niveaux dé-
cisionnels cruciaux. Notamment, lorsque les programmes ont des 
caract~ristiques op~rationnelles différentes, il se pose le 
problème de l'affectation des disciplines de priorité (schedul-
in~) aux diverses unités cte service ou système. Dans un réseau 
fermé, la recherche des règles de priorité maximisant le taux 
d'11tilisation du CP conduit généralement à l'optimisation d'une 
fonction rationnelle de plusieurs variables ; comme le fait 
ren1arquer Spirn LSpi7§/, le nombre de ces variables croit pro-
portionnellement avec le nombre d'unités de service du réseau, 
et exponentiellement avec le nombre de programmes dans le sys-
tème. A cause de cette extr~me complexité, les politiques d' 
ordonnancement optimales n'ont pu &tre détermin~es que dans 
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des cas fort simples. Ainsi, Spirn LSpi7§/ considère le cas 
de 2 programmes bouclant alternativement entre un PC et un DP. 
Nous présenterons au§ 5.4 un modèle similaire, mais où le DP 
représente le principal goulot d'étranglement du système. 
L'analyse de ces modèles permet d'inférer que la règle de prio-
rité optimale a11 DP est d'accorder la priorité préemptive aux 
programmes les moins fréquemment sujets à des dé.f'auts de page, 
tandis que la règle de priorité au PC n'a généralement que 
trè8 _ peu d'influence sur l'efficacité du système. Nous donnerons 
également une procédure permettant de partitionner d'une f'âçon 
optimale une MC de taille donnée entre 2 programmes. Cette pro-
cédure conduit généralement à des partitions inégales, ce qui 
est en accord avec d'autres études antérieures LBeK69, DeS?.1/. 
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5.2. Le modèle de multiprogrammation classigue. 
Pour analyser l'effet de la charge sur les performances 
globales du système, le modèle suivant a été utilisé, à quel-
ques variantes près, par la plupart des auteurs. 
Un nombre fixe n de programmes circule dans le réseau 
fermé de la Fig. 1. Rappelons que ce réseau comprend un PC, 
encore appelé serveur central Lnuz7l/ ou serveur d'échange LBra7,J, 
un nP, et m unités d'ES. Les n programmes sont supposés avoir 
des caractéristiques opérationnelles identiques. Ces caractéris-
tiques sont 
1/~1 = durée moyenne d'un transfert de page 
1/~i = durée moyenne d'un échange à l'unité d'ES i, 
i = 2, ••• , m+ 1 
1/f = durée moyenne de temps virtuel entre 2 défauts 
de page ; 
= durée moyenne de temps virtuel entre 2 demandes 
de l'unité d'ES i. 
Désignons par A0 , A1 et Ai (i=2, ••• ,m+l) les taux d'utilisation 
en rJgime permanent du PC, du DP et des unités d'ES respect!-
vement. 
Tout d'abord, en utilisant un théorème dB à Chang et Laven-
berg LChL7,Y, on peut montrer les relations suivantes entre ces 
dif'f'érents taux d'utilisation 
(5.1) 
(5.2) 
Ces relations, généralement appelées lois de conservation LBuz71, 
Bl1z7_&, expriment qu ' en régime permanent, le nombre moyen de 
pro~rammes arrivant à chaque serveur par unité de temps est 
é~al a11 nombre moyen de programmes quittant ce serveur par unité 
rle temps. Ces lois permettent trivialement le calcul de tous les 
taux d'ntilisation à partir de l'un d'entre eux. 
La solution anal ytique de ce modèle a été obtenue dans le 
cas où toutes les durées mentionnées au début de cette section 
sont distribu~es exvonentiellement. En effet, le modèle est 
alors un cas partict1l ier d'un réseau de Jackson LJac6.1/, et 
les µrobabilités à l ' état stationnaire : 
m+l ( L ni ~ n) 
i=l 
v a lent LBuz7.!.7 
= lim Pr [à l'instant t, 
t~cc 
nb. de prog. au DF = n 1 , .•• , 
nb. de pro~. à l'ES i =ni] 
1 
= G(n) (5.J) 
où la const a nte d e normalis a tion G(n) vaut évidemment 
G( n) = >· (5.4) 
mH~ ~ 
i=-1.l... ni - n 
I.e taux d'utilisation du PC, Ac.~' s'obtient alors en sorn:nant les 
proba bilit,s ~lémentaires (5.3) st1r tous les états pour lesquels 
rn+ 1 
le n o mbre de programmes au PC, n - ri=lni, esi positif; Buzen 
LBuz7.!/ a montré que ce taux vaut 
=~ 
et a présenté dans LBuz7J/ une vrocéd1-1re numérique pour le 
calcul de ce taux. 
(5.5) 
Dans l'étude rle l'in:fluence de la charge n sur A0 , il est 
indispensable de spécifier comment les caractéristiques des 
pro~rammes, particulièrement le taux de dé:fauts de page, varient 
avec ce nombre n. J,a méthode classique consiste à supposer que 
chacun des programmes po~sède la m&me :fonction durée de vie L 
{ 1. it'et ime func t ion LBeK62./) pour toute valeur particulière c, 
. 
L(c) représente la durée moyenne de temps virtuel entre 2 dé:fauts 
de page d'un programme lorsque c cadres de page sont alloués à 
ce dernier. La mémoire centrale, de taille C cadres, sera de 
plus supposée équipartagée entre les di:ff"érents programmes. 
De la sorte, sous une charge n, le taux de défauts de page d'un 
µroRramme vaut : 
:f = 1/L(~ ). ( 5. 6) 
Cette :fonction La fait l'objet de nombreuses études expé-
rimentales en raison du rôle central qu'elle joue dans l'analyse 
des systèmes à mémoire virtuelle, et de certaines règles heuris-
tiques de F,estion de cette mémoire (voir§ 5.2.2). Typiquement, 
Lest une fonction monotone croissante en c, ayant l'allure de 
la lettre S (voir Fig.2). Généralement, on observe que Lest 
convexe avant une certaine valeur c 8 de c, et concave après. 
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Ainsi, l'amélioration de la durée de vie, obtenue en augmentant 
l'e!'ïpace alloué aux programmes, commence d'abord par être très 
forte : un programme néces!'ïite un "minimum" d'espace. Néanmoins, 
a11 delà de ce minimum, cette amélioration devient de plus en plus 
négligeable. I,a valeur critique c est appelée, d'une façon g . 
assez suggestive, le genou (knee ; LDeG7i7). 
~ra1*1iquement, c'est le point maximisant le rapport : L(c)/c. 
Une approximation de L, dans le domaine où cette fonction 
est .cc,nvexe, a été proposée par Be lady et Kuehner LÜeK6.2/ 
L ( c) k = a.c , a~ o, k :!!: l, (5.7) 
où a est une constante liée à la vitesse du PC, et où k est 
une rne:-;uri:~ d.è .la localisation propre au. i->::C:Ogramme ; généralement, 
k est compris entre l.C et 2~0, et peut m~me excéder 2.0 
pour des programmes fortement localisés. 
Notons que l'approximation du taux de défauts de page que 
nous avons donné lors de l'étude du modèle de lissage (théorème 
·\. 7) cc:nrl11i t é~alement à une approximation convexe de L : 
L(c) « € [o, 1], (5.8) 
1 e co e îf'ic ient <~ étant aussi une mesure de la localisation. 
Chamberlin et al LëFL7i] ont proposé l'approximation: 
? 
L ( c) = b / ( l · + ( ri/ C )- ) , ( 5 • 9) 
ou h représ e nte~ la plus grande valeur possible de L, et d la 
r,1é :nnire née essaire pour que le programme ait une durée de vie 
6ga le ~ l a mo i tié de sa valeur maximale b. On peut vérifier 
tJ~è s :faciler11ent q11e cette valeur d est aussi précisément le 
p;enott de l a courbe (5.9): L(d)/d ~ L(c)/c, pour tout c. 
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5.2.2. Conclusions eipéiimentales. 
En se :fixant la :fonction durée de vie L, ainsi que les 
pararnè.tres o-i, ei, le ca~cul rle A0 , pour diverses valeurs de n, 
nu présente aucune rlif'ficulté particulière et a été effectué 
par de nombreux auteurs. Sans prétendre à l'exhaustivité, signa-
lon/'5 les travaux LCou?l, BGLP73, Bra74, LeP76, DeK?§Ï. 
Pollr L, 0-. , 
]. 
e. :fixés, on constate toujours que la courbe 
1 
représentant A0 en :fonction du degré de multiprop;rammation n 
a une forme cte cloche conme il est inrliqu~ ~ la _Fig. 3. Intui-
tivement, une telle propriété est tout à :fait évidente: l'aug-
mentation den a deux e:f:fets contradictoires sur A0 : d'une 
part, en accroissant la possibilité rte parallélisme entre les 
diversfH, llnités du système, on peut améliorer leur taux d'utili-
sation, en 1>articu]ier celui du processeur; mais, d'autre part, 
plus il va rle programmes dans le système, moins chacun d'eux 
dispose ~•espace en mé~oire centrale, d'o~ des défauts de page 
pl11s rréq 11en t s, et un p;oulo t d' étrangle:nen t a11 ni veau du rl isque 
d n par!: i na t in n • 
La détermination du degré cle multiµrogrammation optimal n0 , · 
correspondant h une utilisation ·maximale du PC, pose deux pro-
- la rnaxi,nisation analytique de·\; ' à partir des équations 
(5.4-6) ~, est généralement hors rle question, vu la complexité 
de CHS équations ; 
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- mft~e si cette ~a~imisètion est techniquement possible, par 
tabulation de A0 pour différentes valeurs den, cette approche 
suppose L non seulement connue, mais de surcroit stationnaire . · .. 
oans le temps. 
Ces jiroblèmes ont orienté les recherches actuelles vers 
de~ critères de contr8le approximatifs certes, mais plus pra-
tiq,1es et plus adaptatatifs que celui basé sur un degré de 
multiproflrammation théoriquement idéal. 
Un com1Jro,nis jJossible entre la maximisation de la durée 
~e vie rl'un programme et la minimisation de l'espace qui lui 
est alloué 1,eut inciter h accorder au progra~me un nombre c 
e 
de cadres qui maximise le rapport L(c)/c. L'utilisation d'une 
telle méthode ,i'allocation nécessite évidemment que la fonction 
L soit estimée avec la plus grande précision. D'un point de 
vne numérique, cette rP-~le a été justifiée par Dennirig et Kahn 
LneK7flÎ qui ont constaté, dans tous les cas qu'ils ont étudiés, 
que le de17,ré cte rr.ultiprogrammation préconisé par la règle du 
ia,enou, = C/c , est assez voisin de la valeur optimale n0 • e 
50 % L~eP76, "BGLP7..ï./. 
Pour diverses valeurs des paramètres, et dans le cas où 
L ei-~t donnée par l'approximation de Belaciy et Kuehner, Leroudier 
et Potier LLeP7& ont tabulé A0 et A1 (= A0 /L(.~)o-1 ) en fonction 
den. Il s'avère q11e, lorsque A0 atteint son maximum, le taux 
ri'utilisation du T>P, A1 , s'observe aux alentours de 50 %. Cela 
a conduit ces auteurs à pr6coniser la règle de contr6le suivante 
.5 • ].!4-
on active ou on désacti.ve un programme selon que le taux 
:1 1 utilisation ctu DP, mes11ré pendant une périocle de temps 
récente, est in:forieur 011 non à 0.5. 
HèRl~ L=S.LDeK7QÏ• 
r.ette ~ieuristiq11e consiste à régulariser le système de 
telle sorte que, en moyenne, la cturée de vie des pro~rammes soit 
soit un peu plus longue que la durée d'un transf'ert de page. 
Intuitivement, un taux de défauts de page pl•1s élevé que le 
taux de service é.lll DP risq11e d 'embonteiller le système au niveau 
ùu TH', tandis qu'un taux de déf'auts trop petit peut indique.r 
une sous-utilisation du système. 
Hègle de l'injection aléatoire LGeK7§/. 
Gelenbe et YLtrinckx LGeK.7§7 .ont proposé le principe de 
cont1·ôle suivant qui permet, outre une prévention des étrangle-
•r.ents, un partage équitable des ressources entre programmes 
concurrents chaque fois qu'un prog :carnme a atilisé un certain 
quant1tll't de te!'!lps procei-;seur, il est automatiquement suspendu 
et libè1·e l'espace en mémoire centrale qu'il occupait il ne 
sera r~injecté dans le système qu'apr~s un certain lapR de te~ps 
( a1,;atoire dans [GeK7§7) déterminé en fonction de la charge 
actu Hl le du sys tè ,11e. L'intuition selon laquelle la durée de sus-
p e ns ion doit t\tre d'autant plus longue que le nombre global rie 
pru g ra·mnes est élevé, a été confirmée, tant par · une analyse 
j.14 bis 
Bien qne ces méthodes de régulation de la chare,e du sys-
tème se1rJhlent assez raisonnables et généralement confirmées par 
rtes études numériques, aucune d'elles n'a pu ~tre justifiée d' 
ct'mie façon rigoureuse et précise . . A notre connaissance, le 
seul cd.s particulier où une approximation analytique de nO a 
ét~ ctonn1ie est celui d'un réseau cyclique sans unité d'ES (.m=o). 
Avec l'approximation ('j.7) de Belady et Kuehner, et pour autant 
que 1/r >> l/cr1 , Drandwajn et al LBGLP71/ ont rr.ontré que nO 
peut ~tre aµproxirr1é par : 
n ~ (aa )l/k c/e 
r 1 ' 
e désignant la base des logarithmes naturels. Avec cette appro-
ximation, il est intéressant de noter que la taille optimale 
<i 1 une partition vaut : C/nO = e(ao-1 )-l/k, et la durée de vie 
L( C/110 ' = ek/o-1 , indépendamment de la mémoire totale disponible C. 
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5.3. Parta~e optimal des ressources entre 2 programmes. 
L'analyse précédente suppose des programmes identiques, 
et par conséquent néglige les aspects décisionnels relatifs 
au partage de la mémoire centrale et à l'ordonnancement des 
proRrammes à chacune des unités du système. D'une façon plus 
précise, étant donné un ensemble de programmes à exécuter, il 
s'aRit de déterminer les règles de partage de la MC et les 
règles de priorité de service, de façon à maximiser le taux 
rl'utili~ation A0 du processeur central. 
~n ce qui concerne l'allocation de la mémoire, il a été 
con~taté qu'un partage biaisé, qui favorise arbitrairement 
certains programmes par rapport à d'autres, est généralement 
meilleur qu'un partage équitable où chacun des programmes 
reçoit la même quantité d'espace LËel67, UeK6.2./. Une interpré-
tation de ce phénomène, basée sur la concavité de la fonction 
durée de vie, mais qui ne tient pas compte des phénomènes 
d'attente à l'intérieur du système' a été donnée dans LneS7'JÏ. 
Quant au problème rle la coordination temporelle des tâches à 
l'intérieur d'un réseau fermé, il n'a pu ~tre analysé que 
po11r certaines structures particulièrement simples. 
Tl se d(l.a,age de CP-S résultats, notamment de celui de Spirn fspi7n/, 
qu'on rloit donner la priorité aux programmes les moins sujets 
à des ctéfauts <le page. Nous allons illustrer ces principes dans 
le cas de 2 programmes, de fonctions durée de vie connues, al-
ternant entre un PC et un DP. 
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5.1.1. Le mod~le. 
nésignons par L1 et L2 les fonctions durée de vie des deux 
programmes, et par C le nombre total de cadres de page disponi-
bles en mémoire centrale. Un partage de la mémoire est spécifié 
par un couple d'entiers ~c 1 , c 2 ) tel que : 
c. ( i - =. 1, 2) représente le nombre de cadres alloués au program- :, 
1 
me i. 
Etant donné un partage (c 1 , c 2 ), nous supposerons que, _.'vour 
chacun des 2 pro.grammes, les durées de temps virtuel entre 2 
déîauts cle page sont distribuées exponentiellement, de taux: . : 
respectivement. La durée d'un. transfert de page au DP est supposée 
être une exponentielle de moyenne 1/~. 
Sous un partaRe donné, l'état du système à un instant quel-
conque est spéci:fié par les programmes dans la file ciu PC à cet 
instant. Il y a évidemment 4 états, à savoir : "l", 11 2 11 , 11 1+2 11 et 
"0". Char1ue .fois que le système passe par les états "1+2 11 ou "0", 
o~ les 2 programmes sont à une m~me unité de service, il faut 
choisir lequel à être servi. Une politique d'ordonnancement est 
donc décrite par les probabilités de choix: dp(i), pç(i) i =1,2, 
d~(i) représentant la probabilité pour que le programme i soit 
servi au OP a lors que les 2 programmes sont au DP (état"~"), 
et pc(i) la probabilité pour que, le système étant dans l'état 
"l+ ~!", le programme i soit servi au PC. 
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En supposant les Li connues, nous allons déterminer les 
valeurs de c., rtp(i), pc(i) de façon à maximiser le taux 
l. 
d'utilisation du processeur central. 
5.1.2. Politiques d'ordonnancement optimales. 
Au cours du temµs, le PC est alternativement inactif et 
occuµé. Quelle que soit la politique d'ordonnancement, une pé-
riorte rl'inactivit6 dure le temps d'un transfert de page, donc 
1/a en moyenne. Le taux d'utilisation du rc vaut donc : 
A0 == B / ( B + 1 / ~) , 
T) représentant la durée moyenne d'une période d'occupation du PC. 
}!aximiser A0 revient donc à maximiser B. 
Pour S 'F V, rlésignons par B(S) le délai moyen pour que le 
syst ~me passe de 1 1 6tat S à l'état~. Une période d'occupation 
co~mence par 1'6tat "i", i == 1, 2, si et seulement si le program-
me i a été choisi pour recevoir le service au DP. Par conséquent : 
1: == op(l)B(l) + dp(2)B(2). (5.11) 
Lor~que le système est cians l'état "l", le délai jusqu'au pro-
chair. cban~ement d'état, r;iinimum entre une exponentielle de taux 
~l ~t : uJ1e ~x~onentielle de taux a, est une exponentielle de taux 
:r1+~. Ce cllanF,emeut d'état peut correspondre : 
- soit h nn défaut de par~e du programme l, auquel cas la: p~riode 
rl 'or,r,u pation dn PC se termine (événement <te prob~bilité f' 1 (~1+~\-l) 
- soit à une fin de pagination pour le programme~, et ie' nouv~l 
~ ... : . 
état sera "1+2". 
J'ar conséquent : 
(5.12) 
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D 1 uno façon similaire : 
(5.13) 
Supposons, , pour la commodité, que : 
f'l ~ f'2. (5.14) 
Il résulte alors im111éctiatement des 2 dernières équations 
n(1) ~ n(2). (5,15) 
Aini,;i, quel qne soit l'orrlonnancement au PC, il :faut accorder, 
au T)r, la priorité préemptive au proF,ramme ayant le plus petit 
,, 
taux rle rl6fauts rle page (dp(l) = 1). 
Il reste maintenant à rechercher les probabilités pc(i) qui 
maximisent Il= B(l). ~n vertu rle (5. 1zj, cela revient à maxi-
miser D( 1+2). 
Lorsrpie les 2 pro~rammes sont simultanément au PC, 
- si le pro~ramme 1 est servi, alors, apràs un temps moyen de l/f1 , 
on sera d a ns l'état "2", 
- sinon, après un temps moyen de l/f'2 , on sera dans l'état "l". 
Par conséquent 
B(l+2) = pc(l){l/f1 + D(2)) + pc(2){1/:f2 + B(l)). 
H.emplaçons dans cette équation:; B(l) et B(2) par leurs expressions 
rlonnées par (5.12) et (5.11). Nous obtenons, après quelques sim-
µlifications triviales : 
H(1+2) = l/f1 + 1/f'2 + o-/f'lf':!., 
ind~penrlamment de pc(l), pc(2). 
(5.16) 
Ainsi, le taux d I utilisation d'u PC ne dépend pas de la règle 
~•ordonnancement au PC. 
La valeur optimale de ce taux est donnée par (5.10), 
n vaut, lorsque f' 1 ~ f'2 
R = D(l) 
= (fl+o-)-1 + o-(f\+o-)-1(1/fl + l/f2 + o-j:fl:f2) 
= 
5.1.1. Partage optimal _~~_J,.a mémoire. 
' ou 
}.;n11s supposerons, ::Jour la facilité, que les 2 programmes 
ont ,nêmc fonction d11rée de vie : L 1 = L 2 = L. Naturellement, 
Lest une fonction monotone non décroissante de c : 
:r-:ouc:; supposerons également que Lest une f'onction concave, ce 
q11i est ~én~raleMent vrai pour de grandes valeurs de c : 
Par raison de symétrie, nous µouvone nou~ re:,treindre 
anx partages tels que c 1 ~ c 2 • En vertu de l'analyee :faite 
éJll ·S 5.J.2, la recherche d'un partage optimal de la mémoire ·, ,.· 
centrale consiste à trouver un entier c 1 qui maximise : 
= L(c 1 ) + Oi.,(c 1 )L(c 2 ), 
sous les contraintes : 
c ~ c = C-c ~ o. l 2 1 
(5.17) 
(5.20) 
(5.21) 
Pour une valeur donnée de C, d~signons par ~ 1 (C) -l~~a1eur 
optimale de c 1 • Nous montrerons que, lorsque la mémoire totale 
est de C-+l carlres, alors le nombre optimum de cadres à allouer 
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an programme 1 s'obtient immodiatement par l'équation de 
récurrence : 
= {
ël(c) +]' si B(ël(c)+l; C+l) ~ n(ël(C); C+l), (5.22) 
ë
1
(c', dans le cas contraire. 
Ponr alléger la ctémonstration, nous poserons ë 1 = ë1 (c). 
( L - - ) c 2 = C-c 1 - C-c 1 = c 2 
= L(c 1+1) + o-L(c 1+1)L(c2 ) 
= L ( c l) + o-L ( cl ) L ( c 2 ) + ( L ( c l + 1 ) -L ( cl ) ) ( 1 + o-L ( c 2 ) ) 
-
L(c
1
) + o-L(c 1 'L(c 2 ' ~ L(ë 1 ) + o-L(ë 1 )L(ë2 ), par définition 
L(c.,) 
. '-
de ë1 ; 
L(ë 1+1)-L(ë 1 ~, en_ vertu de (5.19) ; 
en vertu de (5.18). 
Par conséquent : . 
2) 1, onr tont ~ - (c2 ~ -
' 
cl cl . C2 , . 
TJ(cl; C+J) = L(c 1 ) + o-L(c 1 )L(c 2 +1) 
= L(c 1 ) + 0-L ( c l ) L ( c :l \ + Oi,(c 1 )(L(c 2 +1)-L(c 2 )). 
Cci1,., --:1c an point .1 ) 
L ( c l ) + c,-I, ( ~ l ) L ( c 2 ' ~ L ( c l ) + o-L ( c l ) L ( ë '.! ) 
L(c
2
+1)-J.(c
2
\ ~ L(ë 2 +1)-L(ë 2 ) 
( \ L (- ' L c 1 - L c 1 • 
') è s 1 ors : 
1.,;n vert 1t des points l) et 2) , il résulte immédiatement qne 
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max(B(ë 1+1; C+l), B(ë 1 ; C+l)) ~ B(ci; C+l), 
pour tout ci= o, .•• ,C+l, 
ce qui établit l 1 éq11ation (5.22). 
Cette- propri6té permet trivialement la détermination des 
partaRe5 optimaux de la m6moire centrale, et cela successive-
:-:-1 ent po11r C = 1, 2, 1, etc,... Les partages ainsi obtenus sont 
g é nérale:nent biaisés, n o tanment lorsqne la durée moyenne 1/o-
d 'une paF,ination est lonr.;ue comparée i1 la durée de vie. 
La condition B(ë 1+1; C+l) ~ u(ë 1 ; C+l), ~ous ~laquelle 
ë1 (c+J) = ë 1 +1, peut ~tre réécrite sous la forme : 
dL1 ~ o-(L1 dL2 - L2dL1 ), 
ou Li= r,(ëi)' 
i = 1, 2. 
Le processus de parta~e com:"!lencera donc à accorder des cadres 
(5.23) 
au proP,ramme 1 jusqu'à ce que la condition (5.23) n'est plus 
satisraite : l'amélioration dL1 est alors trop petite pour 
Jnstifier l'allocation rl'un cadre supplémentaire au programme 1. 
L' a llocation d'un cadre au programme 2 a pour e:ffet de laisser 
ctL1 jnohanr;é et de rliminuer o-(L1ctL2 - L2ctL1 ), ce qui tend à 
f a voriser de nouveau la condition (5.2~. Les cadres seront 
alors alloués au programme 1, et ainsi de suite. 
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J, 'analvsa de ce paragraphe s'étend difficilement au cas 
de plus de 2 pro13rammes. D'une façon générale, la recherche 
d'une politique d'ordonnancement stationnaire optimale peut 
~tre formulée comme un problème d'optimisation d'une fonction 
r a tionnelle de plusieurs variables. Dans le ca·s de '3 programmes, 
Il!P:.érotés cte talle sorte qne f 'f 'f , nous donnons ici 1 2 1 
la politi q ue optimale. La démonstration, beaucoup plus :fastidieùt11e · 
que clans le cas de 2 proF,rammes, est lait11sée au lecteur. 
~rrl onnancement . optimal_de_J_pro5rammes : 
An T)J>, la priorité préemptive doit ~tre accordée aux progréfmmes 
de taux <le rlé:fauts de page les plus petits. 
~ u :rc, l'ordre de service est quelconque, sauf dans les 2 cas oà 
- les programmes 1 et 2 sont au PC, et 
- les programmes 1 et J sont au :rc. 
Dans ces 2 ca~, il :faut traiter le programme 1 d'abord. 
Sous une telle politique, la valeur (maximale) de la durée 
movenne rl'une période d'occupation du PC 
B = l/f1 + 
La recherche des règles de 1:,riorité optimales dans un réseau 
:fern1é sera discutée plns en détail an paraGraphe suivant, où 
nous p roposerons une a pproche basée sur la programmation dyna-
miq 11e. 
5.2J 
'.).4. Hègles de prioritA optimales au disque de pagination 
TJne approche heuristique. 
5.4.1. Motivation d'une approche par programmation dynamique. 
Le problème de la recherche de politiques d'ordonnancement 
optimales dans un réseau fermé de serveurs exponentiels a été 
esqnissé au 0 5.1.2, et cela dans un cas des plus simples. 
nans un contexte plus g~néral, une formulation mathémàtique du 
problème peut @tre la suivante. 
Si l'on suppose les durées de service des programmes~ 
chacune des stations distribuées exponentiellement et indépen-
dantes entre elles, et ies probabilités d'acheminement (routing 
probabilities) des programmes décrites par une chaine de Markov, 
alors l'état du réseau à tout instant peut @tre spécifié par 
les identités des programmes à chaque file d'attente du système. 
S'il y a en tout rn stations et n programmes, le nombre total des 
' '· n ' '1 i etats est cv1demMent m. Pour chaque etat ou pus eurs programmes 
sont en attente à une m@me unité de service, il faut sélectionner 
le proF,ramme à pren<lre en charge par l'unité en question. Ces 
choix pe11vent Rtre spécifiés par des probabilités de choix, dont 
l'ensemble constitue une politique d'ordonnancement particulière. 
Sous une J1olique donnée, les probabilités des états du système 
en régime asymptôtique sont liées par des -relations de la forme 
(équations de balance) : P = X.P, où P représente le vecteur des 
probabilités d'état, et X est une matrice dont chaque élément 
dépend linéairement des probabilités de choix de la ~olitique. 
Pour ~ue P soit univoquement déterminé, il y a lieu d'ajouter 
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une relation exprimant que la somme des probabilités de tous les 
é tats vaut l. 
•'•. . ~ -: , , . ;_. - ., 
Prenons comme ob_jecti:f' la maximisation du J..ux~.c;l .1.'ü:~:i;~:~a.t.ion 
d'une certaine unité "fondamentale" du réseau, le PC par exemple. 
Ce taux, qui s'obtient en sommant les probabilités 3Ur tou3 le3 
états correspondants à une file non vide à l'unité en question, 
eMt clairement une fonction rationnelle des probabilités de choix 
de la politique, variabies <le notre probl~me d'optimisation. 
Une telle méthode a été . utilisée par Spirn LSpi7!i/ pour le pro-
blàme d'ordonnancement tj11 § 5.3. Pour des structures plus géné-
ral es ( plus de 2 progranirnes, par exemple), elle conduit à _ 
des équations vite insolubles analytiquement. 
Nous proposons dans ce paragraphe une approche heuristique 
basée s11r la théorie de la programmation dynamique. Traiter 1~ 
probl~me comme un problàrne d'optimisation à horizon fixe et à 
ter-,ps discret permet de déterminer les meilleurs choix instan-
tanés <l'une façon récursive. Dans le contexte du réseau décrit 
au paragraphe suivant, o~ l'accent est mis surtout sur les phé-
nomènes d'étranglement au niveau du DP, nous montreronl!I qu'il 
.t'a.ut accorder la priorité préemptive aux programmes de durées 
rle vie les plus longues. Nous montrerons également que cette 
politique minimise le taux d'utilisation du DP. 
5.4.2. Formulation de l'ordonnancement optimal dans un réseau 
Considérons un syst~me constitué, d'une part, d'un nP, et 
d'autre part, d'un certain nombre d'unités d'activité. Le DP 
1 
l 
1 
1 
1 
est considéré comme une station ne pouvant servir qu'un seul 
programme à la fois. Les autres unités du système, à savoir le 
PC et les unités d 1 ES, sont dénommées unités d'activité. Nous 
les supposerons on nombre suffisant pour que tout programrne 
actif (c'est-à-dire qui .n'est pas dan~ la file d'attente du nP) 
sc;it tou,iours pris en charge par l'une d'elles. En d'autres ter-
11,es, lP. T)P eBt considéré comme le seul goulot d'étranglement 
µossible ciu système, et 1 1 ensemble des autres unités comme 11ne 
station comportant une infinité de serveurs en parallèle. 
Dans ce réseau, circule un ensemble N de programmes, d'une 
faqon cyclique. Tous les program~es ont même <lurée moyenne de 
service au ~P, soit 1/~. Néanmoins, ils peuvent différer quant 
,\. lenr durE~e d'activité. DésiF,nons par 1/f. la durée d'activité 
. J 
movenn13 rlu pro~ramn,e j, j E N. Toutes ces durées sont supposées 
indé pendantes entre elles et distrib11ées exponentiellement. 
Nous nous proposons cie rechercher les règles de priorité 
au nivP.au ciu DP qui maxi ruisent 1 1 activité totale des programmee 
pendant une période de temps donnée. Désignons par .A.(S; T) 
l'activité moyenne maximale pendant une période (t0 , t 0 +T), 
ét a nt rlonné que les programmes appartenant à S (SC N) sont ac-
tifs à l'instant t 0 (N-S représente alors l'ensemble <les program-
":t-!s a u T'IJ' ?1 cet instant). Svictemment 
A(S; o) = o, pour tont s. 
Po11r T:::.. (' , en vert11 dn principe d'optimalité, ces activités 
satisf'ont a11x équations fonctionnelles : 
A( S ; 1') = 1s1 .<lt + o(dt) + x + Y+ z, 
(5.24) 
(5.25) 
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oti dt représente un pas temporel pos i ti.f quelconque, 
o ( ct t ) une 4 11 an t i té t e 11 e que o ( d t ) / rl t • 0 , 1 ors que dt • 0 , 
et où : 
'{ = 
y = 
z = 
{ 
O'tlt. max A(S+j; T-dt), si S / N, 
jiS 
c, siS=t-:; 
{ 
L f'idt.A(S-i; 
iE:S 
o, si S = 0 ; 
T-dt), si 
rl -( 0- + L .ri)dt,.A(S; iES (1 mit). A( V,; T-dt), si 
( 1 - - L fidt).A(N; T-dt), 
iEN 
T-dt), 
s = çl.' 
si s = 
(5.26) 
(5.27) 
si s ~Net s , 0, 
"(5.28) 
N. 
l\'o tons que le choix du prog.ramme J à servir au nP ( éq. ( 5 .• 26)) 
est ef'fectué à chaque instant, cte sorte que cette formulation 
tient co mpte ries politiq11es non stationnaires dans le temps. 
Nous s11bstituons à ce problème un problème à pas discret 
<le la .façon suivante. Nous négligerons le terme o(dt) dans (5.25), 
et prendrons T n111ltiple entier rle rlt, 1' = K.rlt. Nous poserons 
a lors : 
A(S, J-:) = A(S; T). (5.29) 
'.).h. '~. Déterrninatiol}__0_es politique~r.iaximisant l'activité. 
T.héorènie 5.1. 
Po11r tout hori:;rnn K, l'ordonnancement qui maximise l'activité 
consiste à accorder la priorit~ préemptive aux programmes 
de d11rées d'activité ?noyennes les plu~ longues. En terme~ 
pliis précis, pour tout S, si j et k désignent 2 µrogrammes 
dans N-S tels c111e 
(5.30) 
Î 
alors : 
A(S+k, K) ~ A(S+j, K), pour tout K ~ o. ... ~ . 
Démonstration. 
L'iné{;alité à démontrer est triviale pour K = 0 (S,;24). 
Supposons-la vraie jusqu'à K-1. En vertu des éq. (5 ·.25-28) et 
rJ e 1' approximation ( _'j .-29) , nous avons : 
ou 
A(S+k, K) - ~(S+j, K) = dX + dY + dZ, 
dX = odt.( .. ,m.ax A(S+k+i, K-1) -
iiS+k 
max A(S+j+i, K-1)), 
i~+j 
. 
dV = L :f.dt.A(S+k-i, K-1) L f'.dt.A(S+j-i, K-1), 
iES+k 1 ièS+j 1 
d2 = (1 - (o- + L f'i)dt).A(S+k, K-1) 
iES+k 
( 1 - ( o- + L f' i) dt) • A( S+ j, K-1) • 
iE.S+ j 
P<>ltr évaluer le si ,~ne rie ces cli-ff'érence3, nous distinguerons 
2 cas : 
max A(S+j+i, K-1) = A(S+j+k, K-1). 
itS+.i 
Dans ce cas, puisque 
max A(S+k+i, K-1) ~ A(S+k+j, K-1) 
iiS+k 
(le cho ix du programme particulier j n'est pas néce3sairement 
optimal), nous a vons clairement : 
dX ~ o. 
néécrivons dY sous la ïorme 
dY = L :f.dt.(A(S+k-i, K-1)-A(S+j-i, K-1)) 
iES 1 
+ (f'k-f'j'dt.A(S, K-1). 
Par indncti,;n : A(S+k-i, K-1) ~ A(S+j-i, K-1), poltr tout i € S. 
Par conséquent : 
(5.32) 
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1~11 ce qni concerne dZ, nous avon~ par induction 
A(S+k, K-1' ~ A(S+j, K-1), 
de sorte qne : 
dZ ~ (:fj-:fk)dt.A(S+j, K-1). 
Collectant les in6galités (5~J2) et (5 .• ]J), nous obtenons 
<lY+dZ ~ (fj-:fk)dt.(A(s+j, K-1)-A(S, K-1)). 
l,a différence fj-:fk est positive ou nulle, par hypothèse. 
(5.11) 
Au lemme 5.1, nous démontrerons que A(S+j, K-1)-A(S, K-1) ~ o. 
Tl en r~aulte donc :finalement dY+dZ ~ 0. 
2è~e cas max A(S+j+i, K-1) = A(S+j+I, K-1), I / k. 
-------- iitS+j 
Nous avons alors : 
dX ~ o-dt.(A(S+k+i, K-1) - A(S+j+i, K-1)) 
(le choix de I d a ns N-S-k est sous-optimal) 
~ 0 (par induction). 
La dér.wns t ra tio n de l' inég;alité dY+dZ ~ O se :fait exactement 
er 
co ,11me dans le 1- cas. c. •.;i..F.D . 
1 
Ponr tout S , . pour- tout j ~ S , 
A(S+j, K) - A(S, K-1) ~ O. 
nérnonstration. 
et pour tout K ~ 0 
(5.34) 
f ,a ct 6 ~onstration se fait ,galement par induction. Nous avons: 
A( S+j , K) - A(S, K-1) = l.dt + dX' + dY' + dZ', 
où 
dX' = où t. ( max A(S+j+i, K-1) - max A( S+ i, K-1)) , 
iiS+j iSS 
dY' = L f.dt.(A( S+j-i, K-1)-A(S-i, K-1)) + :f .<it.A(S, K-1 )', 
iES 1 
J 
dZ' = (1 - (o- + L fi)dt).A(S+j, K-1) 
iES+j 
(1 - (o- + L fi)dt) .A(S, K-1). 
iES 
rour démontrer que dX' est positive ou nulle, nous distinguerons 
en~nre 2 cas. 
- Si max A(5+i, K-1) = A(S+j, K-1), alors, pour tout iiS+j 
iiS 
A(S+j+i, K-1) - A(S+j, K-1) ~ O, par induction. 
T'ar conséquent dX' ~ o. 
- Si max A(S+i, K-1) = A(S+I, K-1), avec I / j, alors 
1ts 
dX' ~ odt.(A(S+j+I, K-1) - A(s+I, K-1)) 
~ n, par induction. 
n 1 a1itre part, en ce qui concerne dY', l'hypothèse d'induction 
implique trivialement que : 
dY' ~ f.~t.A (S, K-1). 
J 
(5.35) 
nans dZ', nous avo ns également A(S+j, K-1) ~ A(S, K-1), 
de sorte que : 
dZ' ~ -f.dt.A(S, K-1). 
J 
(5.36) 
Les inégalités (5.'J5) et (.'.> • 16) impliquent finalement 
dY'+dZ' ~ O. C.Q.F.D. 
5.1~.li.. nétern1ination des _~litigues rninimisan!_ ! .'utilisation 
du d isg_~~_Œ,~_~ina t ion. 
L'approche vrécéctente peut évidemment ~tre utilisée dans 
le cas rt'un objectif autre que la maximisation de l'utilisation 
di~s unités d'activité du système. Dans le cas de notre modèle 
ot'.i le seul 1•~onlot d'étranglement se situe au niveau du OP, un 
objecti~ secondaire pourrait 8tre la ~inimisation de l'utilisation 
de ce nP. Pour cet objec~if, noue allons montrer que la règle 
" d11 programme de plus lon~ue durée d'activité d'abord" eet ane!'Si 
opti"1ale. Ce résultat confirme l'intuition selon laquelle, sous 
une char~e donnée, les unités d'activité du système (PC, ES) 
sont ntilisées au miet1x lorsq u e, en contre partie, l'unité de 
pa~ ination est sollicitée le moins souvent possible. 
Comme précérlemmen t, nous subdivieons l'horizon d'optimisa-
tion en ·1)as dt !'Suffisam1nent petits pour pouvoir négliger les 
te r~es en rlt <i 1 ordre supérieur à 1. Désignons par D(S, K) l'uti-
li s ation ~ oyenne minima;e du DP sur un horizon de K pas, S·re-
présentant l'ensemble rles programmes actifs à l'instant "initial". 
En vertu du principe d'optimalité, ces D(S, K) satisfont aux 
éq 11 a tion s 
~) ( s ' 
et, po ur 
ri( s , 
0 1\ 
u = 
V = 
()) 
= 
1-: ::. (' 
K) = 
(', ' pour to11t 
Qdt + 
si N-S 
u + V 
1- f/ 
= y.<; 
{ <>dt. -n in D(S+j, 
jts 
O, s i N- S = çJ; 
{~~ f . ct t.n(s-i, 1 
0 ' si s = 0; 
s' (5.37 ) 
+ w, (5.38) 
(il existe des proRrammes au DP) 
(5.39) 
K-1), si N-S I f/' (5.40) 
K-1), si s I y! (5.41 ) 
w = 
{
(1 - ((î" + L f. )dt) .n(s, K-1), si s / N 
iES 1 (1 - ~dt).n{~, K-1), sis=~ 
(1 L ridt).n{N, K-1), si S = N . 
. iEN · 
et s / ~ 
(5.42) 
La démonstration de la propriété anoncée nécessite d'abord le 
lemme sllivant, analo~ue du lemme 5.1 : 
Le1~rne ) • 2. 
Pour tout S, pour tout j fi. S, et pour tout K ~ 0 
n(s, K' - n(s+j, K' ~ o. 
Ce lerm:1e permet alors de démontrer le 
Théorème 5.2. 
Pour . touts, pour topt couple de programmes jet k dans N-S 
tel que fk ~ fj, nous avens : 
D(S+j, K) - D(S+k, K) ~ ·O, pour tout K ~ O. 
Les raisonnenents utilisés au§ 5.4.] pour la démonstration du 
lemme 5 .1 et riu théorè1:1e 5 .1 se transposent ici sans aucune 
diffic11lté. Cette transposition sera laissée aux soins du lecteur. 
L'approche par prcgrarnmation dynamique, illustrée dans ce 
para~raphe, peut s'appliquer évide 1ument à d'autres structures de 
ré s ea11x, puur autant q11e l'objectif à optimiser soit une fonction 
additive du te :nps. Dans notre exemple particulier, l'utilisation 
t<, t ale d 1 11ne ce rtaine nnité pendant un horizon 1'ixé est additive 
en ce s ens qn'elle est la somme des utilisations sur tous les 
intervalles de te'11ps élJmentaires q ni constituent l'horizon. 
Des rec~ie rches µer s onne11es sont en co11rs dans le cas de systèmes 
o.'. les pro gran:~1es dif'fèrent entre eux rln point de vue de leurs 
c ;1ra.ctéristiq1.u~s d 'achc~minement ( routing) à 1 'intérieur du réseau. 
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5.6. Conclusions. 
Le comportement d'un système informatique peut être modé-
lisé par un réseau de files d'attente dans lequel circulent des 
proRrammes, processus de~andeurs de ressources. Depuis les tra-
vaux de ,Jackson LJac6J/ et de Gordon et Newell LGoN61/, l'étude 
analytique exacte de tels réseaux a connu de nomdreux dévelop-
pements, notamment avec Duzen LBuz71/, Heiser et Kobayashi LReK?.!!/, 
Basket et al LBCNP7l/ • .Ainsi, les probabilités à l'état station-
naire du système ont étJ obtenues dans les cas o~ chaque station 
rle service du réseau appartient à l'un des 4 types suivants 
1) La station est constituée d'un seul serveur. La durée de ser-
vice, la même pour chaque programme, est distribuée exponentiel-
lerr.ent. Le taux de service pe.11t déµendre de la longueur de la 
file à cette station. La discipline de service est FIFO. 
2) TJn senl serveur partar;e son temps uniformément entre tous ies 
programnes en file (discipline "processor sharing"). Les durées 
de service sont quelconques, et peuvent différer d'un programme 
à l'autre. 
')) La 5tation est constituée d'une infinité de serveurs• et les 
ct11r6es rie service des µrogrammes sont quelconques, comme en 2). 
!.~' Les prof~r;-u ,Hries sont traités par un seul serveur suivant une 
è.iscipline Lir,'C> préemptive. Aucune restriction n'est imposée 
anx durées de service des différents programmes. 
Pour d I a11tres structures de réseaux, diverses méthodes approchées 
ont été proposées, notamment la méthode de décomposition LCou?l, 
Dra?!!_/, et l'approxim&tion par les processus de diffusion LGav68, 
Gel?'Jb, Kob7_i/. 
A côté de ces résultats, assez généraux certes, mais 
uniquement descriptif's d11 comportement du système, se posent · 
de nombreux problèmes décisionnels relati:fs au partage optimal 
ries ressources. 
Un premier problème est d'étudier comment varie l'efficacité 
<lt1 syst~me, mesurée par le taux d'utilisation de son PC, en 
f'onction du nombre de proerammes concurrents. De nombreuses 
applications numériques des résultats généraux confirment l'in-
tuition selon laquelle le système s'étrangle au delà d'une 
charf{e optimale n0 • Au stade actuel <les recherches, il semble 
q11c seule une approche nrmérique permette de dégager certains 
crit~res approxi~atifs selon lesquels l'optimalité est atteinte. 
Hn deuxiè !ne problème concerne les règles de priorité des 
programmes, de caractéristiqu~s opérationnelles di:fférentes, 
aux diverse!'> unités du système. Généralement, la recherche 
d'une politique d'ordonnancement optimale peut être :formulée 
con,1e 1ut problème de maximisation d'une :fonction rationnelle 
de pl11sie11rs variables. Pour des modèles les plus simples, il 
s'avère qu'on doit accorder la priorité aux pro~rammes les 
moins su,iets à des défauts de page. 
Th1 dernier problème qui a été esquissé est de déterminer 
comment la mémoire centrale doit ~tre partitionnée entre un 
ense1:ible de proP,ra'.11mes. Ce niveau d'optimisation est tributaire 
du niveau précéctent puisque le taux d'utilisation du PC à 
:naxir'lis er dé 1,enct des règles de priori té ad opté es. Un partage 
biaisé pe11t ~tre meilleur qu'une équipartition. <Au stade··.ae~: 
recherches actuelles, c'est un problàme ouvert. 
Les dellx principaux niveaux de contrôle soulevés dans ce 
chapitre, à savoir le réglage de la charge du système et l'or-
donnancement des pro~rammes dans le réseau, sont essentiellement 
axaH s11r la ma ximisation de 1 1 utilisation des uni tés "effectives" 
011 systèrne : le processeur et les unités ci' entrée-sortie. Pour 
rles systèmes interactifs, une voie intéressante 1ie recherche 
pourrait être orientée vers des critères plus "humains", par ex-
emple des temps de réponse brefs ou une éq1tité de service parmi 
le s rtiff~rcnts prpgramme$. 
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