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Polynomial characterization of some idempotent algebras 
J. DUDEK 
0. Introduction. Let 91=04, F) be an algebra. By />„=/>„ (9i) we shall denote 
the number of all essentially n-ary polynomials over 91. We say that two algebras 
(A, FJ and (A, Fa) are polynomially equivalent if A(F1)—A(Fa) where A(Ft) 
( i = l , 2) denotes the set of all polynomials of (A, FJ. For such algebras we shall 
write (A, F1)=(A, Fa) (for details see [20], [30] and [31]). 
In many cases the sequence p„=p„ (91) determines the structure of the alge-
bra 91. For example, if />0=Po(9i)=0 and />„=/>„(91)=1 for all « s i , then 91 
is a nontrivial semilattice. For further nontrivial examples see, e.g., [21], [22], 
[27] and [43]. The following papers are concerned with {/?„}-sequences: [3], [4], 
[5], [21], [22], [23], [24], [25], [27], [28], [41], [42], [43], and [44]. 
An algebra 91=(A, F) is called proper if all f£F are pairwise distinct and 
every nonnullary / g F depends on its all variables. It is clear that an idempotent 
and commutative algebra (A, + , •) of type (2,2) (commutative means that both 
+ and • are commutative) is proper if and only if the polynomials + and • are 
distinct. Denote by V(+, •) the variety of all idempotent and commutative alge-
bras (A, + , •) of type (2,2). Recall that an algebra (B, + , •) of type (2,2) 
is a bisemilattice if both reducts (B, + ) and (B, •) are semilattices (for details 
see [32], [33], [38]). Denote by B(+, •) the variety of all bisemilattices. Of course, 
B(+, •) is a subvariety of V(+, •). 
Now we shall present some results concerning the above varieties. 
1. A polynomial characterization of lattices. We have 
Theorem 1.1 (cf. [8], Theorem 1). Let (B, +, •) be a bisemilattice with 
c a r d 5 s 2 . Then (B, +, •) is a lattice if and only if p2(B, +,-)=2. 
We should mention here that the assumption that (8, + , •) is a bisemilattice 
is essential. In fact, in [16] examples of idempotent commutative and nonassociative 
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groupoids (G, + ) are given such that the polynomial xy=(x+y)+y is a semi-
lattice polynomial and in addition p2(G, + ) = 2 . Now treating this groupoid as 
a proper algebra (G, + , •) from V(+ , •) we get our requirement since 
Pi(G, + , -)=p2(G, + ) = 2 and (G, + , •) is not a lattice. 
Theorem 1.2 (see [8]). There are no bisemilattices (B, +, •) for which 
p2(B, + , - )=3 . 
Let us add that bisemilattices with p2=4 are described in [17]. However the 
problem of finding all natural numbers m for which there exists a bisemilattice 
(B, +, •) such that p2{B, +, -)=m is open. Recently J A N G A L U S Z K A [19] gave 
an example of a bisemilattice with p2=6 and he also described all bisemilattices 
with 5 essentially binary polynomials. 
It is a well-known fact that any proper distributive lattice (L, +, •) (i.e., 
distributive lattice with c a r d 2 ) has 9 essentially ternary polynomials, namely: 
x+y+z, xyz, (x+y)z, (y+z)x, (z+x)y, xy+z, yz+x, zx+y and xy+yz+zx. 
As the next theorem shows this situation is exceptional for proper algebras from 
V(+, •)• 
Theorem 1.3. [12] Let (A, +, •) be a proper algebra from V(+, •)• Then 
(A, +, • ) is a distributive lattice if and only if p3(A, +, • )=9. 
We also have the following 
Theorem 1.4. [15] Let (B, +, •) be a bisemilattice. Then (B, +, •) is a non-
distributive modular lattice if and only if p3(B, + , • ) = 19. 
The proof of this theorem is rather complicated. It seems to be probable that 
this theorem would be true for proper algebras from the class V(+, •). This con-
jecture has been stated as a problem during the Problem Session of the Klagenfurt 
Conference on Universal Algebra (June, 1982). 
2. Idempotent commutative groupoids. Let V( •) be the variety of all idem-
potent commutative groupoids (G, •). Recall that a groupoid (G, • )£?"(•) sat-
isfying ( x y ) y = x is called a Steiner quasigroup (see [1]). Also recall that a groupoid 
(G, •) is distributive if (xy)z=(xz)(yz) and z(xy) = (zx)(zy) hold for all x,y,z(iG 
(i.e. the right- and the left-distributive laws hold in (G, •)). 
In [14] the following theorem has been proved. . 
Theorem 2.1. Let (G, •) be a proper groupoid from V(-). Then (G, •) is 
a distributive Steiner quasigroup if and only if p3(G, -)=3. 
A groupoid (G, •) will be called a near-semilattice (an upper bound algebra 
in the terminology of R . P A R K [34]) if (G, •) is idempotent commutative and 
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(xy)y=xy, i.e., a subgroupoid of (G, •) generated by any two elements is a semi-
lattice. 
The following can be found in [14]. 
Theo rem 2.2. Let (G, •) be an idempotent groupoid with c a rdGs2 . Then 
Pz(G, •)—1 if and only if (G, •) is a Steiner quasigroup or a near-semilattice. 
Let m be an odd positive integer. Take an abelian group (G, + ) of exponent 
m. Denote by G(m) the groupoid (G, ((m+l)/2) (*+>>)). Using the result of [40] 
we infer that G(m) is polynomially equivalent to the full idempotent reduct of the 
group (G, +) , i.e., G(m)=(G, 7(G, +)), where 7(91) denotes the set of all idem-
potent polynomials over 91. If p is prime, then the groupoid G(p) is called an affine 
groupoid and it is clear that G(p) is polynomially equivalent to an affine space over 
the Galois field GF(/>). Of course, all groupoids G(m) are idempotent commuta-
tive distributive (even medial, i.e., {xy)(uv)=(xu)(yv) holds in them) and the 
groupoid G(3) is a medial Steiner quasigroup. For such groupoids we have also 
(see [2]): 
Pn(G(m)) = ((m - 1 ) " - ( - 1 )")/m for all n. 
In the case m = 3 we have 
Pn(G(3)) = (2»-(-1)")/3 for a l l« . 
G . GRATZER and R. PADMANABHAN [22] have proved the following: 
Theo rem 2.3 ([22], Theorem 3). Let 91=(A, o) be an idempotent groupoid 
satisfying p„ (91)=(2n—(— 1 )")/3 for «=2, 3 and A. Then a binary operation + can 
be defined on A such that 
(i) (A, +) is an abelian group of exponent 3; 
(ii) for all a, b£A, we have aob=2a+2b. 
In [13] the following generalization of the above is given: 
Theo rem 2.4. Let (G, •) be a proper idempotent groupoid. Then (G, •) is 
an affine space over GF (3) (up to polynomial equivalence) if and only if p4(G, • )=5. 
A theorem similar to the above one is the following: 
Theo rem 2.5. [8] Let (G,/(x l 5 xt, x3, x4)) be a proper (idempotent) sym-
metric algebra satisfying f(x,y,y,y)—x. Then (G,/) is polynomially equivalent 
to an affine space over GF (3) if and only if pi(G,f)=5. 
3. Idempotent (noncommutative) groupoids. In this section we present two theo-
rems. The proof of the first one can be found in [7]. The proof of the second theo-
rem will be given in the last section. 
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Before formulating these theorems we need some notations. By Z0 we denote 
the variety of all semilattices, i.e., of all idempotent, commutative semigroups. 
Further notations are taken from [20] (pp. 394—395). By 0 = 1, 2, 3) we denote 
the varieties of groupoids (G, •) defined by the following identities: 
Ix: x2 = x, (.xy)z = x(yz), x{yz) = x(zy), 
Z2:x2 = x, (xy)z-(xz)y, x(jz) = xy, (xy)y = xy, 
Z3:x2 = x, (xy)z = (xz)y, x(yz) = xy, (xy)y = x. 
We say that a groupoid (G, o) is a dual groupoid to a given (G, •) if xoy—yx 
for all x,y€G. If K is a class of groupoids, then K' denotes the class of all dual 
groupoids from K. Further, we put T—HSP ({0,1}, • ¡), where xl • ¡X2=JC; ( i= 1, 2), 
i.e., Tj denotes the. variety of all left (right) zero semigroups. The variety of all 
rectangular bands (see e.g. [36]) will be denoted by A. Recall that an idempotent 
semigroup (G, •) (i.e.; a band) is called rectangular if (G, •) satisfies xyz=xz 
for all x, y, z£G. We should mention here that all the above groupoids were con-
sidered by many authors; see, e.g., [6], [18], [26], [29], [35], [41] and [42]. 
It is clear that 
(i) Z^czZ^ TiCl,- for / = 1 , 2 , 3 and Tt(zA for i = l, 2. 
We also have 
(ii) Z0<zZx, T[ = T2aZ\ ( i = l , 2 , 3 ) and A = A'. 
Recall that in [41] (see also [42]) it is shown that if a groupoid (G, •) satisfies 
p„(G, • )=« for all n, then (G, •) belongs to the variety Z{ or Z- for some i= 1 ,2,3. 
It is also not difficult to prove that if a groupoid (G, •) is neither a semilattice nor 
a singular semigroup, and (G, •) belongs to one of the classes Zt or Z't ( i=1 ,2 , 3), 
then p„(G, • )=n for all n. Thus we shall call a groupoid (G, •) an «-polynomial 
groupoid if p„(G, • ) = « for all n. Now Theorem 2 of [7] can be reformulated as 
follows: 
T h e o r e m 3.1. Let (G, •) be an idempotent distributive groupoid having at 
most two essentially binary polynomials. Then (G, •) is either a semilattice or a 
Steiner quasigroup or a rectangular band or an n-groupoid or a noncommutative Steiner 
quasigroup (or its dual). 
Now we present the last theorem of this paper with complete proof. 
Theo rem 3.2. Let (G, •) be an idempotent groupoid. Then p3(G, - ) < 6 if 
and only if (G, •) is either a semilattice or. a distributive Steiner quasigroup or a 
rectangular band or an n-polynomial groupoid. 
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4. Lemmas. In this section we formulate and prove all lemmas needed to 
prove the above theorem. 
Lemma 4.1. If (G, •) is a proper idempotent groupoid for which x(yz) is not 
essentially ternary, then (G, •) satisfies either x(yz)=xy or x(yz)=xz (the dual 
version of the lemma is also true). 
Proof . Since (G, •) is proper we infer that the fundamental polynomial xy 
is essentially binary. Using this fact and the identity x{yy)=xy we infer that x(yz) 
depends on x. Now the assertion follows from the idempotency of xy. 
Lemma 4.2. If (G, •) is em idempotent groupoid which is not a rectangular 
band and satisfies the identity x(yz)=xz, then p3(G, 
Proof . Since (G, •) is not a rectangular band we infer that (G, •) is proper 
and (xy)z^xz. If (xy)z is not essentially ternary, then using the previous lemma 
(the dual version) we get (xy)z=yz. Hence using x(yz)=xz we get xy=(xy)(xy)= 
—y{xy)=yy=y, a contradiction. Thus the polynomial (xy)z is essentially ternary 
and therefore also all the following six polynomials are essentially ternary: 
(*) (xy)z, (yz)x, (zx)y, (yx)z, (zy)x and (xz)y. 
Now we prove that all the polynomials of (*) are pairwise distinct. We give 
here only the proof for the inequality (xy)z^(yx)z (for the other inequalities the 
proof runs similarly). Assume (xy)z=(yx)z. Putting uv instead of x in this identity 
we get ((uv)y)z=(y(uv))z=(yv)z. Thus we infer that both polynomials 
((x1x2)x3)x4 and Xl(X2(X3X4)) are not essentially 4-ary. This contradicts Lemma 3 
of [3]. Hence p3(G, - )=6 . 
Lemma 4.3. If (G, •) is a proper idempotent groupoid satisfying x{yz)—xy, 
then the polynomial (xy)z is essentially ternary and the inequalities (xy)z?±(yz)x, 
(xy)z^(zx)y, (xy)z^(yx)z and (xy)z^(zy)x hold in (G, •)• 
Proof . If (xy)z is not essentially ternary, then using Lemma 2 of [3] we infer 
that (G, •) is a rectangular band. Hence xy—x(yz)=xz which gives xy=x, a 
contradiction. We prove only that (xy)z=(yx)z does not hold in (G, •)• (Anal-
ogously one can prove the remaining inequalities.) Assume that (xy)z=(yx)z. Then 
ux=u(xy)=u((xy)z)=u((yx)z)=u(yx)=uy. This proves that (G, •) is improper, 
a contradiction. 
Lemma 4.4. If (G, •) satisfies x2=x, x(yz)=xy and (xy)z=(xz)y, then 
(G, o), where xoy=(xy)y satisfies the same identities, i.e., xox—x, xo(yoz)= 
—xoy and (xoy)oz=(xoz)oy. 
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Proof . We check only the last identity. We have (xoy)oz=(((xy)y)z)z= 
=(((xz)z)y)y=(xoz)oy. 
Lemma 4.5. If (G, •) satisfies the assumption of the previous lemma and 
x oy=(xy)y is not essentially binary, then (G, • 
Proof . Since (G, •) is idempotent we infer that (xy)y=x or (xy)y=y. If 
the first case holds, then (G, »K^s- If the second identity holds, then we get xy= 
= X ( ( X . ) O J > ) = X ( X . ) > ) = X X = X . This gives y=(xy)y=xy=x and hence (G, -)€Z3 as 
a one-element algebra. 
Lemma 4.6. If (G, •) satisfies the assumption of Lemma 4.4 and card G ^ 2 , 
then (xy)^ jiyx. 
Proof . Assume that (xy)y=yx. Then we get xy=x(yx)=x((xy)y)=x(xy)= 
=xx=x. This gives x=xy=(xy)y—yx=y, a contradiction. 
Lemma 4.7. If (G, •) satisfies the assumption of Lemma 4.4, xoy=(xy)y is 
essentially binary, then (G, •) belongs to I2 or -)s6. 
Proof . If xoy—xy, then (G, • )6I2- Further, using Lemmas 4.5 and 4.6 
we can assume that xoy is essentially binary and xoy${xy, yx}. First of all 
we shall check that (G, o) is noncommutative. Applying x(yz)=xy we get the 
requirement. Indeed, if xoy=yox, then x=xx=x(xy)=x ( (xy)y)=x (x o y ) = 
=x(y ox)=x((yx)x)=x(yx)=xy, a contradiction. Consider now the algebra 
(G, s o) of type (2,2) and its ternary, polynomials 
(* *) (xy)z, (yz)x, (zx)y, (xoy) oz, (yoz)ox and (z ox) oy. 
Using Lemmas 4.1, 4.4, and the fact that both • and o are essentially binary we 
verify that these polynomials are essentially ternary. Further observe that the poly-
nomial (xy)z does not admit any permutation of its variables except the identity 
permutation and the transposition (y, z) (the same is true for the polynomial 
(xoy)oz). In fact, if the converse is true, then (xy)z is a symmetric polynomial 
and hence xy=(xx)y=(yx) x—((yy) x) x=((yx)y) x=(yx) (.yx) =yx. Hence xy= 
=x(yz)=x(zy)=xz=x, a contradiction. Now using the fact that (xy)z and(xoy)oz 
admit only the transposition (y, z) and the identity permutation of its variables 
we infer that all polynomials of (* # ) are pairwise distinct. Let us add that to prove 
this fact we also use the noncommutativity of xy, x oy and x oy$ {xy, yx}. Thus 
p3(G, - ) S 6 . 
Lemma 4.8. If (G, •) is an idempotent groupoid satisfying x(yz)=xy and 
p3(G, - )<6, then (G, •) is either a left zero semigroup or (G, •) is an n-polyi 
nomial groupoid. 
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Proof . If (G, •) is improper, then xy=x or xy=y. The first identity proves 
that (G, and the second one gives that y—yy=y(xy)=yx=x which proves 
that (G, •) also is a left zero semigroup. Assume now that (G, •) is proper. 
Using Lemma 4.3 we infer that the polynomial (xy)z is essentially ternary. If (xy)z^ 
?*(xz)y, then using Lemma 4.3 we get p3(G, •)—6, a contradiction. Assume now 
that (G, •) satisfies the identity (xy)z=(xz)y. Consider the binary polynomial 
xoy=(xy)y. If xoy is not essentially binary, then applying Lemma 4.5 we infer 
that (G, •) is an n-polynomial groupoid since (G, • If xoy=xy, then 
(G, and hence (G, •) is an n-polynomial groupoid. If xoy is essentially 
binary and xoy^xy, then applying Lemma 4.7 we get p3(G, •)—6, a contradic-
tion. The proof of the lemma is completed. 
Lemma 4.9. Let (G, •) be an idempotent groupoid. Then (G, •) is a semi-
lattice if and only if (xy)z—y(zx) holds in (G, •)• 
Proof . The necessity is obvious. Assume that (xy)z=y(zx) holds iden-
tically; then 
yx = y(xx) = (xy)x = x(yx) ' (xx)y = xy, (xy)z = (yx)z = x(zy) = x(yz), I 
.e., (G, •) is commutative and associative, as required. 
Lemma 4.10. If (G, •) is an idempotent noncommutative nonassociative 
groupoid with both polynomials (xy)z and x(yz) essentially ternary, then the groupoid 
(G, •) contains at least six essentially ternary polynomials. 
Proof . First of all observe that (G, •) is proper. Indeed, if (G, •) is improper, 
then xy—x or xy=y and hence (G, •) is associative which contradicts the assump-
tion. Using Theorem 8 of [8] we infer that the polynomials (xy)z, (yz)x and (zx)y 
are pairwise distinct. The same we have for the polynomials x(yz), y(zx) and z(xy). 
Now consider the following six essentially ternary polynomials over (G, •): 
(xy)z, (yz)x, (zx)y, x(yz), y(zx) and z(xy). 
Using the previous lemma, the noncommutativity and the nonassociativity of the 
fundamental polynomial xy we infer that the above polynomials are pairwise distinct 
which finishes the proof of the lemma. 
Lemma 4.11. Let (G, •) be a band. Then p3(G, • ) < 6 if and only if (G, •) 
is either a rectangular band or (G, •) satisfies xyz—xzy or xyz—yxz. 
Proof . Let p3(G, • )<6 . Consider two cases (1) xyz is not essentially ternary 
and (2) xyz is essentially ternary. Take into consideration the first case. If xy is not 
essentially binary, then (G, •) is a singular semigroup and hence a rectangular 
band. Further assume that (1) holds and (G, •) is proper, then using Lemma 4.1 
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we infer that xyz=xz. Thus (G, •) is a rectangular band (the same follows from 
Lemma 2 of [3]). Assume now (2). Since pa(G, -)-<6 we infer at least two among 
the essentially ternary polynomials xyz, yzx, zxy, yxz, zyx, xzy are equal. If xy is 
commutative, then xyz is a symmetrical polynomial and the assertion of the lemma 
is obvious. Now let (G, •) be noncommutative. In this case it is routine to prove that 
the considered groupoid satisfies xyz—xzy or xyz=yxz. To prove the converse 
it suffices to observe that p3(G, •)—0 for any rectangular band (see [37]). Using 
results of [41] we infer that p„(G, • ) = " for all n and all (G, •)€£iU2'i if (G, •) 
is neither a semilattice nor a singular semigroup. Thus for any groupoid (G, •) 
being a rectangular band or belonging to I ^ U w e have p3(G, • ) = 3 since for 
a semilattice we have p„=1 for all n (if card 6 s 2 ) . This proves the lemma. 
To prove the next lemma we need a result from [11]: 
Lemma 4.12 (see Theorem 8 of [11]). Let (G, •) be an idempotent commuta-
tive groupoid. Then (G, •) is a semilattice if and only if the polynomial f(x, y, z)— 
=(xz)(yz) is symmetric. 
Now we prove 
Lemma 4.13. Let (G, •) be an idempotent commutative groupoid. Then 
Pz(G, • ) < 6 if and only if (G, •) is either a semilattice or (G, •) is a distributive 
Steiner quasigroup. 
Proof . Assume that p3{G, • )<6. If (G, •) is associative, then (G, •) is a 
semilattice. If (G, •) is nonassociative, then the groupoid (G, •) is proper and 
the polynomials (xy)z, (yz)x and (zx)y are essentially ternary and pairwise dif-
ferent. Take now the polynomial f(x,y,z)=(xz)(yz). Since (G, •) is idempotent 
and commutative we infer that / is essentially ternary. Further observe that if / 
admits a permutation of its variables, except the transposition (x, y) and the identity 
permutation, then / is symmetric. Now applying Lemma 4.12 we infer that the 
polynomials (xz)(yz), (xy)(zy), (yx)(zx) are different and, of course, essentially 
ternary. Consider now the following essentially ternary polynomials: (xy)z, (yz)x, 
(zx)y, (xz)(yz), (xy)(zy) and (yx)(zx). Since p3(G, • ) < 6 we infer that at least 
two of these polynomials are equal. Using the commutativity and the nonassociativity 
of xy we deduce that (G, •) satisfies (xy)z=(xz)(yz), i.e., (G, •) is distributive. 
Consider the polynomial xoy=(xy)y. Using Theorem 1 of [10] (see also [22]) 
we infer that (xy)y ¿¿y. If xoy is not essentially binary, then and hence 
(G, •) is a distributive Steiner quasigroup. Assume now that xoy is essentially 
binary. If xoy=xy then using Theorem 8 of [10] we infer that (G, •) is a semi-
lattice, a contradiction. If xoy^xy, then the proof splits into two cases: (1) xoy 
is commutative, (2) x oy is noncommutative. If the first case holds, then using again 
Theorem 8 of [10] we infer that (G, •) is a semilattice, a contradiction (see also 
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[39]). If (2) holds, then using the main result of [4] (see also [28]) we get p3(G, 
a contradiction. This finishes the proof of the first part of the lemma. To prove 
the converse it suffices to observe that for any proper semilattice (G, • ) we have 
Pn(G, • ) = ! for all n and p3(Q, •)—3 for any proper distributive Steiner quasi-
group (6, •) (see Theorem 2.1). Thus in both cases we have p 3 <6. This completes 
the proof of the lemma. 
5. Proof of Theorem 3.2. First of all we have p„—\ («=1, 2, ...) for all proper 
semilattices, p3=3 for a proper distributive Steiner quasigroup and p3^3 for 
any «-polynomial groupoid (see [41]). Hence for all these groupoids we have p 3 <6. 
Assume now that (G, •) is idempotent and p3(G, • )<6. Now, if (G, •) is com-
mutative, then the proof follows from Lemma 4.13. If (G, •) is noncommutative, 
then we consider the polynomials gx(x, y, z)—(xy)z and g2(x,y, z)-x(yz). If 
none of gi and g2 is essentially ternary, then using Lemma 2 of [3] we infer that 
(G, • ) is a rectangular band. Further assume that ^ is essentially ternary and g2 
is not essentially ternary. Then the proof follows from Lemmas 4.1, 4.2 and 4.8 (if 
g2 is essentially ternary and gx is not essentially ternary then we apply the dual 
version of the previous lemmas). If both polynomials g1 and g2 are essentially ternary, 
then the proof follows from Lemmas 4.10 and 4.11. Thus the proof of Theorem 3.2 
is completed. 
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