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Abstract—Most existing methods of video captioning are based
on strong annotation that refers to annotating videos with
paired video-sentences, and annotating such data is both time-
consuming and laborious. It is the fact that there now exist
an amazing number of videos with weak annotation that only
contains semantic concepts such as actions and objects. In this
paper, we investigate using weak annotation instead of strong
annotation to train a video captioning model. To this end, we
propose a progressive visual reasoning method that progressively
generates fine sentences from weak annotations by inferring more
semantic concepts and their dependency relationships for video
captioning. To model concept relationships, we use dependency
trees that are spanned by exploiting external knowledge from
large sentence corpora. Through traversing the dependency trees,
the sentences are generated to train the captioning model.
Accordingly, we develop an iterative refinement algorithm to
alternate between refining sentences via spanning dependency
trees and fine-tuning the captioning model using the refined
sentences. Experimental results on several datasets demonstrate
that our method using weak annotation is very competitive to
the state-of-the-art methods using strong annotation.
I. INTRODUCTION
Deep learning-based video captioning [1]–[7] has achieved
impressive progress benefiting from strong annotation datasets
with plenty of video and sentence pairs. Yet so far, acquiring
sufficient video and sentence pairs is still a labor-intensive and
time-consuming process. It is the fact there are many video
datasets with weak annotation that only contains semantic
concepts (i.e. actions and objects), such as object classification
datasets and action recognition datasets, and we easily have
access to these data for video captioning. Also, it is much eas-
ier and less costly to annotate videos with semantic concepts
than complete sentences. In this paper, we investigate using
weak annotation datasets instead of strong annotation datasets
to train a video captioning model.
Figure 1 shows some examples of using weak annotations
to train a video captioning model, where a video recording
that A girl ties up her hair is annotated with a concept of
girl. Training a video captioning model using weak annotations
faces two problems: (1) how to infer more semantic concepts
and their relationships from a given semantic concept, and
(2) how to generate sentences1 for training videos from the
inferred semantic concepts and their relationships.
1The generated sentences in training are called pseudo sentences that are
distinguished from sentences output by a video captioning model.
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Fig. 1. Illustration of video captioning tasks using strong and weak annota-
tions.
To handle these problems, we propose a progressive visual
reasoning method that progressively refines pseudo sentences
by inferring more semantic concepts and their dependency
relationships. Specifically, the pseudo sentences are generated
by exploiting external knowledge from large sentence corpora
and these pseudo sentences are used as ground truth for
training a video captioning model. Inspired by the curriculum
learning framework [8], [9] that gradually increases the diffi-
culty of training samples in an iterative learning procedure, we
iteratively train the captioning model, mimicking the learning
strategy of human beings. For each iteration, the captioning
model infers semantic concepts and their dependency relation-
ships to generate pseudo sentences, and then the captioning
model is fine-tuned to produce new semantic concepts using
the generated pseudo sentences. Such an iterative learning en-
ables the captioning model to start with weak annotations and
progressively learn to generate and refine pseudo sentences,
guiding the captioning model to converge faster and achieve
better results [8], [9].
To model the dependency relationships between semantic
concepts of a video, we build dependency trees whose nodes
represent semantic concepts and whose edges represent the
relationships. We develop an iterative refinement algorithm
that alternates between generating pseudo sentences via span-
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ning dependency trees and fine-tuning the video captioning
model using the generated pseudo sentences. During each
iteration, the captioning model generates semantic concepts of
videos based on visual grounding, and then dependency trees
are spanned to model the dependency relationships between
semantic concepts via link prediction learned from external
knowledge. The external knowledge is represented by triplets
of semantic concepts (concept-relationship-concept) extracted
from existing sentence corpora. The semantic concepts are
described by noun phrases and verb phrases, so combining a
noun phrase and a verb phrase makes it possible to construct
a subject-predicate phrase serving as the root node of the
dependency tree. In order to decide whether to combine a noun
phrase and a verb phrase or not, we introduce the spatial con-
sistency of a subject and a predicate as a measurement based
on the observation that the predicate is the action taken by the
corresponding subject and their regions in a video are spatially
aligned. Since the dependency tree contains all the contextual
and semantic information of a sentence, a pseudo sentence can
be directly generated from the dependency tree according to
the language syntax. Finally, the generated pseudo sentences
associated with the corresponding videos are used to fine-
tune the captioning model by propagating the information
through the dependency trees and translating them into textual
descriptions. Thus the captioning model is updated and outputs
new semantic concepts for the next iteration.
The main contributions of this paper are summarized as
• We propose a progressive visual reasoning method that
progressively refines pseudo sentences by exploiting the
external knowledge to train the video captioning model.
• We make the first attempt to investigate video caption-
ing using weak annotation, and experiments on several
datasets demonstrate that our method using weak anno-
tation is very competitive to the state-of-the-art methods
with strong annotation.
II. RELATED WORK
Early methods of video captioning are mainly based on tem-
plates [10]–[12]. These methods pre-define fixed-structured
sentence templates and fill the recognized visual concepts
in the templates to generate captions. Guadarrama et al.
[10] develop a language driven method that learns semantic
relationships to build semantic hierarchies and uses a web-
scale language model to fill in novel verbs. Krishnamoorthy
et al. [11] first apply visual recognition algorithms to detect
objects and actions from videos, and then generate sentences
with the structure of subject-verb-object according to the
likelihood estimated in real-world and web corpora. Thomason
et al. [12] further add scene recognition to enrich the gen-
erated descriptions with template subject-verb-object-place by
designing a factor graph model. These template-based methods
utilize concept detectors and probabilistic knowledge of extra
sentence corpora to generate sentences based on the pre-
defined syntactic structures. In contrast, our method generates
arbitrary sentences with diverse structures via progressive
visual reasoning and guarantees more accurate captions in
two aspects: (1) the iterative learning strategy to improve the
concept recognition performance and (2) the spatial consis-
tency mechanism to reason dependency relationships between
concepts not only according to language prior but also from
visual information.
There are increasing studies [5], [13]–[16] that integrate
video encoding networks and sequence-based decoding net-
works for video captioning. Beyond encoding the entire
video into a global representation, many methods exploit
local visual features or semantic attributes to generate textual
descriptions of videos [1]–[4], [6], [17], [18]. Yu et al. [17]
use a hierarchical-RNN framework that applies spatial and
temporal attention to focus on salient visual elements for
video paragraph captioning. Wang et al. [1] bring hierarchi-
cal reinforcement learning with the attention mechanism to
capture local temporal dynamics into the video captioning
task. Both focusing on adapting LSTM frameworks, Gao et
al. [2] propose a unified framework contains an attention-
based LSTM model with semantic consistency, and Pan et
al. [3] present an LSTM that explores semantic attributes in
video with a transfer unit. For video encoding, Baraldi et al.
[4] introduce a time boundary-aware video encoding scheme
that adapts its temporal structure to the input, and Liu et al.
[18] construct a two-branch network to collaboratively encode
videos. Aafaq et al. [6] develop a visual encoding method
that utilizes both spatio-temporal dynamics and high-level
semantics from the video. Owing to the success of exploiting
semantic relationships to interpret videos, integrating relation
reasoning into video captioning models has attracted more
and more attentions recently. Zhang and Peng [7] capture
the temporal dynamics on salient object instances and learn
spatio-temporal graphs to represent video contents for caption-
ing. Zhang et al. [19] infer the relationships among objects
in videos and exploit external language model to alleviate
the long-tail problem in video captioning. Although those
aforementioned methods have achieved promising results, they
require strong annotation datasets with large amount of paired
video-sentence data to train video captioning models. Rather
than heavily relying on the complete sentences of videos, our
method uses semantic concepts as weak supervision to train
the captioning model.
In recent years, several methods have been proposed for
image captioning in unsupervised ways. Laina et al. [20] use
the idea of domain alignment to achieve the goal of unsu-
pervised image captioning by mapping images into a shared
embedding space with sentences. Feng et al. [21] propose an
unsupervised image captioning method that uses generative
adversarial networks for image and sentence reconstructions
with the guidance of semantic concepts derived from a pre-
trained detector. Instead of directly reconstructing images to
learn their descriptions, we explicitly exploit the sentence
constructions and propose the progressive visual reasoning
to gradually generate pseudo sentences to train the video
captioning model. Moreover, our method leverages easily
available semantic concepts from existing object classification
and action recognition datasets, without requiring any pre-
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Fig. 2. Overview of the progressive visual reasoning method. In training phrase, a captioning model is iteratively updated to generate not only the captions
but also the semantic concepts by exploiting external knowledge extracted from the large-scale external sentence corpus. The newly generated concepts are
fed into the next iteration to make the dependency tree grow.
trained detectors.
III. PROGRESSIVE VISUAL REASONING
Our goal is to train a video captioning model using weak
annotations, where each training video is annotated by a
semantic concept. To achieve this goal, we propose a progres-
sive visual reasoning method that progressively refines pseudo
sentences given a semantic concept annotation to fine-tune the
captioning model, as shown in Figure 2. During training, an
iterative refinement algorithm is developed to train the video
captioning model via the pseudo sentences gradually generated
by exploiting the external knowledge. During testing, given
an input video, the caption is generated by the well trained
captioning model. In the following sections, we first introduce
our model, and then describe the training policy by presenting
loss function and the detailed iterative refinement algorithm.
A. Our Model
The overall architecture of our model can be divided into
the following steps: (1) generating semantic concepts from
the input video; (2) spanning the dependency tress based on
the semantic concepts and the external knowledge; (3) visual
reasoning and captioning based on the dependency trees.
1) Generating Semantic Concept: The proposed caption-
ing model generates semantic concepts by retrieving all the
semantic concepts contained in external sentence corpora and
deciding which should be preserved. The generated semantic
concepts are used as the candidate nodes of the dependency
trees to be spanned. For simplicity, only the concepts of
objects and actions are considered, and the concepts of objects
and actions correspond to noun phrases and verb phrases
in the captions, respectively. We define an indicator vector
gk ∈ RNk×1 where k ∈ {o, a} and Nk represents the total
number of objects or actions in external sentence corpora.
“o” and “a” indicate objects and actions, respectively. For
1 ≤ i ≤ Nk, the i-th element of gk, i.e., gk[i] ∈ {0, 1},
indicates whether the video contains the i-th object (or action)
or not, and our goal is to calculate the value of gk[i]. Given
a video v, the process of generating semantic concepts is
formulated as
(go, ga) = φ1(v;M1), (1)
where M1 represent the parameters and φ1(·) represent the
semantic concept generator.
To fully discover the objects and actions within a video,
an object attention model and an action attention model are
proposed to implement φ1(·). Let fk(v) ∈ Rq×d be the
feature map of the video v, the attention models ATTk(·) are
formulated as
ATTk(v, eki ) = (α
k
i )
>fk(v), (2)
where eki ∈ Rh×1 denotes the word embedding feature vector
of the i-th object or action in external sentence corpora.
αki ∈ Rq×1 represents the corresponding attention coefficients,
calculated as
αki = softmax
(
fk(v)T keki
)
, (3)
where T k ∈ Rd×h represents a transformation matrix aiming
to transform the embedding feature into the visual space.
After learning the attention coefficients, a softmax classifier is
trained with the attended visual features as input, and outputs
Semantic concepts in language corpora: 
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0.01 0.005 0.02 0.07 0.1833 0.225 0.06 0.001 0.004
0.005 0.1047 0.0008 0.04 0.73333 0.54 0.07 0.001 0.003
0.003 0.002 0.00113 0.009 0.35 0.004 0.005 0.001 0.004
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0.012 0.022 0.053 0.07 0.0905 0.0111 0.010315 0.052 0.01725
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Fig. 3. An example of root node generation. Given a verb phase of action,
i.e., “jump”, all the candidate noun phrases in external large-scale sentence
corpora are scanned. Only the noun phrase whose corresponding object is
spatially aligned with the action is selected to form the root node, i.e., “cat
jump”.
a probability distribution pki . For 1 ≤ c ≤ Nk, let pki [c] be the
c-th element of pki , then g
k[i] is set to 1 when pki [i] is larger
than a threshold θ, defined by
gk[i] = 1(pki [i] ≥ θ), (4)
where 1(·) represents an indicator function. Only the objects
and actions with gk[i] = 1 are used as candidate nodes to span
the dependency tree. As described above, M1 consists of the
parameters of the object and action attention models and the
softmax classifier.
2) Spanning Dependency Tree: The dependency tree de-
scribes the dependency relationships among the generated
semantic concepts. Let T be the generated dependency trees,
the procedure of constructing dependency trees is represented
as
T = φ2(go, ga), (5)
where φ2(·) consists of two stages: root node generation and
link prediction.
a) Root node generation: The root of a dependency tree
is defined as a subject-predicate phrase that comes from the
semantic concept annotation. The composition of a subject-
predicate phrase is usually a noun phrase, a verb phrase, or
a noun-verb phrase. Considering that most subject-predicate
phrases (root nodes) are noun-verb phrases and the generated
semantic concept is either a noun phrase or a verb phrase, we
need to generate root nodes in the form of non-verb phrase.
Given a noun phrase or a verb phrase as a subject or a
predicate, we need to infer the other corresponding phrase that
might be contained in the subject-predicate phrase. Specifi-
cally, if a verb phrase is given, all the related noun phrases
among the generated semantic concepts are scanned to mea-
sure the compatibility between the noun phrase and the verb
phrase according to the visual contents, and only the noun
phrases with high compatibility are reserved. If a noun phrase
is given, the similar procedure is conducted on the related verb
phrases to form the complete root. Therefore, how to measure
the compatibility between a noun phrase and a verb phrase is
the core problem for generating the root node, where the noun
corresponds to an object and the verb corresponds to an action
in a video. Since an action is often taken by an actor (referred
to as an object) and has high region overlap with the actor, the
attention coefficients of the actor and the action should be as
similar as possible, which is defined as spatial consistency in
the object and action attention models of generating semantic
concept. The spatial consistency is determined by
d(αoi1 ,α
a
i2
) ≤ δ, (6)
where αoi1 represents the attention coefficient of the i1-th
object, αai2 represents the attention coefficient of the i2-th
action, d(·) represents the distance between two attention
coefficients, and δ is a threshold. Figure 3 shows that the action
of “jump and the object of “cat are spatially consistent to form
the root node.
Gathering the semantic concepts as candidate nodes and
root nodes, we construct the dependency trees by predicting
links between the candidate nodes according to the external
knowledge extracted from large-scale sentence corpora.
b) Link prediction: Knowledge graphs (KGs) are con-
structed from external sentence corpora for link prediction, by
using an open source toolkit, i.e., Standford CoreNLP [22].
The knowledge graphs are collections of triplets, each of which
represents a dependency relationship between a head entity
and a tail entity. Specifically, according to the dependency
parsing, the head and tail entities can be a noun phrase, a
verb phrase, or a noun-verb phrase, which are represented by
the nodes in dependency trees. The relationship denotes the
preposition or whether the tail entity is the object of the head
entity. If a sentence contains clauses or compound sentences,
we simply split the sentence into multiple sub-sentences and
construct multiple dependency trees accordingly.
After constructing KGs, we perform link prediction to span
the dependency trees by employing a RotatE model [23]. The
score function of the RotatE model is given by
||h ◦ r − t||1, (7)
where h and t characterize the head and tail entities, re-
spectively. ◦ is the Hadmard product operation. r represents
the relationship embedding with the constraint of |r(k)| = 1
where r(k) ∈ C denotes the k-th element of r. Considering
that some head entities in KGs might be noun-verb phrases
(i.e., composition of object and action concepts), we formulate
the head entity embedding by
h =
 h
o, without ha
ha, without ho
kh ◦ ho + (1− kh) ◦ ha, otherwise
(8)
where ho and ha represent the head entity embeddings of
object and action, respectively. kh is a gate for weighting ho
and ha, calculated as
kh = σ(W
>[ho;ha; t] + b), (9)
where σ(·) denotes the sigmoid function, W and b are pa-
rameters to be learned. [ho;ha; t] means that the embeddings
of head and tail entities are concatenated to serve as the input.
The head and tail entities are mapped into a complex domain,
and the relationship r(k) has the form of eiθ(k) corresponding
to a counterclockwise rotation by θ(k) radians about the origin
of the complex plane, which affects the mapping from the head
entity to the tail entity in the complex vector space.
3) Visual Reasoning and Captioning: Given the generated
dependency trees T as input, we use a graph convolutional
network (GCN) [24] coupled with a sequence-based language
model [25] to reason about the relationships of the dependency
trees and generate caption sentences:
C = φ3(T ;M2,M3), (10)
where C represents the output captions.M2 andM3 represent
the parameters of GCN and the sequence-based language
model, respectively. GCN contextually encodes the visual
features to generate relation-aware features, which is im-
plemented by propagating information along edges of the
spanned dependency trees. Let {a1,a2, . . . ,aS} represent the
relation-aware features, where S is the number of nodes in
the dependency tree and each relation-aware feature ac is
generated by concatenating the feature vectors of the head
entity, the relationship, and the tail entity.
To further improve the captioning performance, both the
local relation-aware features and the global video features are
used as the input of the language model. The sequence-based
language model is composed of a top-down attention LSTM
to weigh the relation-aware features and a language LSTM
to generate captions. Specifically, the input of the top-down
attention LSTM layer at time step t is the concatenation of
the global video feature x, the embedding vector ut−1 of
the previously generated words, and the previous hidden state
m2t−1 of the language LSTM layer. Then the hidden state of
the top-down attention LSTM is calculated as
m1t = LSTM([x;ut−1;m
2
t−1],m
1
t−1). (11)
m1t together with the relation-aware features {a1,a2, . . . ,aS}
are employed to derive the attention weights βt =
[βt,1, . . . , βt,S ]
>, and accordingly the attended relation-aware
feature is represented by
∑G
i=1 βt,iai. The input to the
language LSTM layer at time step t is thus obtained by
concatenating the attended relation-aware feature with m1t ,
and the output is the conditional probability over the words
in the dictionary. Finally, the word is generated by picking
the maximum probability according to the probability and is
fed into the language model together with the former input
to generate the latter word. The process is repeated until the
ending token is predicted or the maximum sentence length is
reached.
B. Training Policy
1) Loss Function: The proposed progressive visual rea-
soning alternates between generating pseudo sentences and
fine-tuning the video captioning model. During the fine-tuning
procedure of the captioning model, we update M1, M2 and
M3 to achieve an optima in general, whereM1 represents the
parameters of the semantic concept generator, M2 represents
the parameters of GCN, andM3 represents the parameters of
the sequence-based language model. M1 is initialized using
the ground truth semantic concepts, and M2 and M3 are
randomly initialized.
During each iteration of the training procedure, we recom-
pute the indicator variable gk[i] in Eq.(4) and rewrite it as
ĝk[i] to represent the generated semantic concepts. ĝk[i] is
calculated as
ĝk[i] =
{
1, i ∈ I
gk[i], otherwise (12)
where I denotes the index set of generated concepts except
for those generated by the attention models defined in Eq.(4).
Specifically, I indexes the concepts that consist of the initially
given concepts K and the concepts appeared in the captions
C generated in the last iteration. Therefore, the root node
is generated by integrating the generated semantic concepts
and the extracted subject-predicate phrases from captions of
the last iteration. After spanning the dependency trees, a
corresponding pseudo sentence is directly generated according
to the language syntax to fine-tune the video captioning model.
To train the video captioning model using weak annotations,
two cross-entropy losses are introduced. One loss Lm is
designed to train the softmax classifier that infers the semantic
concepts from the video, defined by
Lm =
1
Nv(No +Na)
Nv∑
n=1
∑
k∈{o,a}
Nk∑
i=1
ĝk[i] logpki [i], (13)
where Nv is the number of training videos. No and Na
represent the total numbers of objects and actions in external
sentence corpora, respectively. ĝk[i] is generated via Eq. (12).
The other loss Lc is introduced to train the softmax classifier
in the sequence-based language model to generate the words
in the captions, formulated by
Lc = − 1
Np
Np∑
n=1
T∑
t=1
log
(
Pr(wt|w1:t−1,x, s)
)
, (14)
where Pr(wt|w1:t−1,x,y) denotes the probability that the
prediction is the ground-truth word wt given the previous word
sequence w1:t−1, the attended feature s = ATT(v, e) of the
video v and the word embedding feature e, and the global
video feature x. Np represents the number of pairs of video
and pseudo sentence, and T is the total number of words in
each pseudo sentence. Taken together, all the loss functions
mentioned above form the complete objective:
L = λLm + Lc + ‖M‖2, (15)
where λ is a hyper-parameter and M = M1 ∪ M2 ∪ M3
represent all the parameters to be learned.
2) Iterative Refinement Algorithm: Algorithm 1 illustrates
the iterative refinement algorithm of our progressive visual
reasoning method. The training data set P is represented by
{(v, [ĝo, ĝa], y)} where v ∈ V represents a training video
and y ∈ Y represents its corresponding pseudo sentence.
[ĝo, ĝa] indicates the concatenation of ĝo and ĝa that are
calculated via Eq.(12). Initially (flag = 1), the object and
action attention models are learned using weak annotations.
Then the learned attention models infer semantic concepts to
provide candidate nodes of dependency trees, and the pseudo
sentences generated from the dependency trees are used to
fine-tune the video captioning model. Finally, the generation
of pseudo sentences and the fine-tuning of video captioning
model are alternated until reaching the convergence, i.e., no
more new pseudo sentences are generated or the evaluation
metric CIDEr on the validation set is not increasing.
Algorithm 1: Iterative Refinement Algorithm of Pro-
gressive Visual Reasoning for Video Captioning.
Input: Training videos V and annotated semantic concepts
K.
Output: Captioning model.
1 • Initializations
2 C ← ∅,Y ← ∅,M← ∅,Nv ← |V|;
3 Initialize training data P ← ∅;
4 Initialize ĝo and ĝa according to K;
5 flag ← 1;
6 repeat
7 • Generate Pseudo Sentence
8 if flag 6= 1 then
9 Generate root nodes for each tree by using ĝo, ĝa,
K, and C;
10 Predict links of trees to obtain pseudo sentences Y
for each video;
11 end
12 P ← P ∪ {(v, [ĝo, ĝa], y)|y ∈ Y ∪ C};
13 Np ← |P|;
14 • Fine-tune Video Captioning Model
15 Update M with P by minimizing Eq. (15);
16 if flag 6= 1 then
17 Calculate captions C via the updated captioning
model for each video;
18 end
19 Update gˆo and gˆa via Eq. (12);
20 flag ← 0;
21 until Convergence;
IV. EXPERIMENTS
A. Datasets and Sentence Corpora
To quantitatively evaluate our method, we conduct exper-
iments on two video captioning datasets: MSVD [26] and
MSR-VTT [27].
• The MSVD dataset comprises 1,970 videos collected
from Youtube, each of which has roughly 40 captions.
Following [15], we split the videos into three sets: a
training set of 1,200 videos, a validation set of 100 videos
and a testing set of 670 videos.
• The MSR-VTT dataset contains 10,000 video clips,
where each video is annotated with 20 captions. Follow-
ing [27], we take 6,513 videos for training, 497 videos
for validation, and 2,990 videos for testing.
We randomly extract a noun phrase or a verb phrase
that describes an object or an action from the ground-truth
sentences of each training video as the weak annotation. In
order to avoid the confusion when classifying different words
with overlapping semantics, such as words of “cat”, “dog”,
and “animal”, we use WordNet2to remove words that are
hypernyms of other words in the dictionary, such as “animal”.
By cutting down the number of words in the dictionary, the
computational complexity can be relatively reduced. In total,
videos in MSVD are labeled with 396 object classes and 168
action classes, and videos in MSR-VTT are labeled with 846
object classes and 382 action classes.
We directly use the ground-truth sentences of MSVD and
MSR-VTT to construct the different sentence corpora to avoid
the impact on the evaluation metrics caused by different
linguistic characteristics [21] of the ground-truth test sentences
in the two datasets and the sentences in the external corpus. In
addition, we conduct experiments in an unpaired manner using
the sentences in the MSCOCO dataset [28] as the sentence
corpus to simulate the realistic scenario.
B. Implementation Details
InceptionResNet-v2 [29] is used to extract visual features as
video representation, and the embedded vectors of Glove [30]
are utilized to represent words. Specifically, the feature maps
extracted from the Reduction-C layer of InceptionResNet-v2
are used as input video features to the object and action
attention models. The 300-dimensional embedded vectors in
Glove are taken as input word features to the object and
action attention models. To further improve the captioning
performance, we combine the features extracted from the
average pooling layer of InceptionResNet-v2 and the pool5
layer of C3D [31] as the global video feature x of the
sequence-based language model.
In the attention models, the dimension d of the output
attended feature is set to 512. In GCN, the parameter settings
are the same as [24], and the parameter settings of the
sequence-based language model are the same as [25]. The size
of the beam search in the sequence-based language model is
set to 5. The hyper-parameter λ in Eq. (15) is set to 0.1. The
thresholds θ in Eq. (4) and δ in Eq. (6) are set to 0.99 and
0.1, respectively. The RMSprop [32] is employed to optimize
our model and the learning rate is set to 1e−4.
We use the metrics of BLEU-4 (B@4) [33], METEOR [34],
ROUGE-L [35] and CIDEr [36] calculated by the MSCOCO
toolkit [37] for evaluation. For all the metrics, higher values
indicate better performances.
C. Effect of Knowledge from Different Sentence Corpora
To evaluate the effect of knowledge extracted from different
sentence corpora, we compare the results of our method on the
MSVD and MSR-VTT datasets using four different sentence
corpora. The sentence corpora are collected from the training
sentences in the video captioning datasets (MSVD and MSR-
VTT) and all the sentences in the image captioning dataset
(MSCOCO). The four different sentence corpora are: MSVD,
MSR-VTT, MSVD+MSR-VTT and MSCOCO.
2https://wordnet.princeton.edu
TABLE I
COMPARISON RESULTS OF DIFFERENT SENTENCE CORPORA ON THE MSVD AND MSR-VTT DATASETS.
Sentence corpora
MSVD MSR-VTT
B@4 METEOR ROUGE-L CIDEr B@4 METEOR ROUGE-L CIDEr
MSVD 47.2 33.9 70.9 68.9 33.1 26.2 59.1 38.7
MSR-VTT 46.1 29.6 62.4 62.4 39.1 27.5 59.8 40.1
MSVD+MSR-VTT 47.2 34.3 70.9 72.1 39.9 27.5 59.9 40.3
MS-COCO 32.1 29.2 60.6 36.4 28.1 25.7 58.1 35.3
Table I shows the comparison results of four different
sentence corpora on both MSVD and MSR-VTT datasets.
From the results, we can have the following observations:
(1) The larger sentence corpora from the video datasets
(MSVD+MSR-VTT) achieves the best results for most met-
rics, demonstrating that a large corpus can provide more abun-
dant dependency relationships between semantic concepts to
generate more accurate pseudo sentences for training; (2) The
corpus from the image dataset (MSCOCO) generally works
worse than other corpus from the video datasets, probably
due to that the sentences for describing still images are not
sufficient to express the motion information in videos.
In the following experiments, we collect the training sen-
tences of the MSVD and MSR-VTT datasets as the external
sentence corpora (MSVD+MSR-VTT) due to its superior
performance.
D. Effect of Different Training Data
Since there exist many public available video datasets
with weak annotations (e.g., action recognition datasets with
action class labels), we use different combinations of video
captioning datasets (MSVD and MSR-VTT with weak an-
notations) and action recognition dataset (HMDB51 [38]) as
training data. The HMDB51 dataset contains 6,766 video clips
annotated with 51 action labels, and the weak annotations for
these videos are the action class labels.
TABLE II
COMPARISON RESULTS OF DIFFERENT TRAINING VIDEOS ON THE MSVD
DATASET WHERE THE EXTERNAL SENTENCE CORPORA COMES FROM THE
TRAINING SENTENCES OF THE MSVD AND MSR-VTT DATASETS.
Training videos B@4 METEOR ROUGE-L CIDEr
MSVD 47.2 34.3 70.9 72.1
MSVD+MSR-VTT 47.3 34.1 71.1 77.2
MSVD+MSR-VTT+HMDB51 47.9 34.7 71.3 80.1
TABLE III
COMPARISON RESULTS OF DIFFERENT TRAINING VIDEOS ON THE
MSR-VTT DATASET WHERE THE EXTERNAL SENTENCE CORPORA COMES
FROM THE TRAINING SENTENCES OF THE MSVD AND MSR-VTT
DATASETS.
Training videos B@4 METEOR ROUGE-L CIDEr
MSR-VTT 39.9 27.5 59.9 40.3
MSVD+MSR-VTT 40.1 27.7 60.1 43.3
MSVD+MSR-VTT+HMDB51 40.4 27.9 60.1 45.3
For evaluation on the MSVD test set, we train our model
using the training videos of the following datasets: (1) MSVD;
(2) combination of MSVD and MSR-VTT (MSVD+MSR-
VTT); (3) combination of MSVD, MSR-VTT and HMDB51
(MSVD+MSR-VTT+ HMDB51). Table II shows the com-
parison results of our method on the MSVD test set using
these different training sets. Similarly, on the MSR-VTT test
set, we use the training videos of the following datasets:
(1) MSR-VTT; (2) MSVD+MSR-VTT; (3) MSVD+MSR-
VTT+HMDB51. The comparison results are shown in Ta-
ble III. Note that for the results shown in Table II and
Table III, the external sentence corpora comes from the
training sentences of the MSVD and MSR-VTT datasets. From
the results, it is interesting to observe that the performances
on both the MSVD and MSR-VTT datasets improve with
the increasing number of training videos, demonstrating the
feasibility and the effectiveness of training videos with weak
annotations on learning the video captioning model.
E. Analysis on Iterative Refinement
Figure 4 shows the CIDEr scores and the numbers of
generated pseudo sentences at each iteration on the MSVD and
MSR-VTT datasets. We can see that the CIDEr score grad-
ually increases, which demonstrates the effectiveness of the
iterative refinement strategy on video captioning using weak
annotation. The trend of the generated pseudo sentence number
is consistent with the trend of the CIDEr score, indicating
that it is important to generate more diverse pseudo sentences
for training. Moreover, when the number of generated pseudo
sentences grows slowly, the CIDEr score decreases, probably
due to the over-fitting problem in training the video captioning
model using limited pseudo sentences.
F. Comparison with strongly-supervised and unsupervised
methods
1) Comparison with strongly-supervised methods.: Ta-
ble IV reports results of our method and the strongly-
supervised methods [2], [5]–[7], [14], [17]–[19], [39] (i.e.,
methods using strong annotation) on the MSVD and MSR-
VTT datasets. Note that the recent state-of-the-art strongly-
supervised methods [6], [7], [19] additionally use object
detectors to further improve the captioning performance. From
Table IV, it is interesting to notice that although our method
uses merely weak annotations for training, it still achieves
promising results and is competitive to the strongly-supervised
TABLE IV
COMPARISON RESULTS OF OUR METHOD AND DIFFERENT STATE-OF-THE-ART METHODS ON THE MSVD AND MSR-VTT DATASETS.
Methods Supervision MSVD MSR-VTT
B@4 METEOR ROUGE-L CIDEr B@4 METEOR ROUGE-L CIDEr
Venugopalan et al. [14]
Strong
33.3 29.1 - - - - - -
Yao et al. [39] 41.9 29.6 - 51.7 37.1 28.4 - -
Yu et al. [17] 49.9 32.6 - 65.8 - - - -
Gao et al. [2] 50.8 33.3 61.1 74.8 38.0 26.1 - 43.2
Chen et al. [5] 52.3 33.3 69.9 76.5 41.3 27.7 59.8 44.1
Liu et al. [18] 54.2 34.8 71.7 88.2 40.9 27.5 60.2 47.5
Aafaq et al. [6] 47.9 35.0 71.5 78.1 38.3 28.4 60.7 48.1
Zhang et al. [7] 56.9 36.2 - 90.6 41.4 28.2 - 46.9
Zhang et al. [19] 54.3 36.4 73.9 95.2 43.6 28.8 62.1 50.9
Feng et al. [21] No 15.3 20.5 57.7 21.6 22.1 22.6 51.4 13.5
Ours Weak 47.9 34.7 71.3 80.1 40.4 27.9 60.1 45.3
Fig. 4. The trends of the CIDEr score and the number of generated pseudo
sentences with increasing iterations on the MSVD and MSR-VTT datasets.
methods, which validates the effectiveness of the progressive
visual reasoning.
2) Comparison with unsupervised methods.: We also com-
pare our method with the unsupervised method [21] in Ta-
ble IV, since [21] also uses semantic concepts to generate
captions. Our method performs much better probably due to
the following reasons: (1) [21] detects semantic concepts via a
detector pre-trained on a large-scale image dataset, while our
method infers semantic concepts from weak annotations and
would not introduce bias in training the captioning model. (2)
Rather than directly reconstructing images and sentences in
[21], we explicitly exploit the relationships between semantic
concepts to gradually generate refined pseudo sentences to
train the captioning model with good interpretability and
generalization ability.
G. Qualitative Analysis
Figure 5 shows some qualitative results of the test data in the
MSVD and MSR-VTT datasets. For each video, two frames
are randomly sampled to represent the video. We sample
the output captions inferred by the captioning model from
the beginning of the training to the end with a fixed step
during the iteration process. It is interesting to observe that
the generated captions by our method are gradually refined
through the progressive visual reasoning. Taking Figure 5
(b) as an example, in the first few iterations of our iterative
refinement algorithm, our captioning model only generates
“a man is talking” containing only two concepts, which is
too general to precisely describe the video. Benefiting from
the progressive reasoning mechanism, our method is able to
discover more concepts to enable more precise captions to be
generated.
V. CONCLUSION
We have presented a progressive visual reasoning method
for video captioning using weak annotation. Inspired by the
curriculum learning, our method can exploit external knowl-
edge to reason about relationships between semantic concepts
along dependency trees and can progressively expand a single
semantic concept to pseudo sentences for each training video.
By using the generated pseudo sentences, the video captioning
model can be trained well to achieve promising results. The
experimental results demonstrate that our method using weak
annotation is very competitive to the state-of-the-art methods
using strong annotation.
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