Abstract: A rotational d-q current control scheme based on a Particle Swarm OptimizationProportional-Integral (PSO-PI) controller, is used to drive an induction motor (IM) through an Ultra Sparse Z-source Matrix Converter (USZSMC). To minimize the overall size of the system, the lowest feasible values of Z-source elements are calculated by considering the both timing and aspects of the circuit. A meta-heuristic method is integrated to the control system in order to find optimal coefficient values in a single multimodal problem. Henceforth, the effect of all coefficients in minimizing the total harmonic distortion (THD) and balancing the stator current are considered simultaneously. Through changing the reference point of magnitude or frequency, the modulation index can be automatically adjusted and respond to changes without heavy computational cost. The focus of this research is on a reliable and lightweight system with low computational resources. The proposed scheme is validated through both simulation and experimental results.
Introduction
In traditional converters, a two-stage AC/DC/AC system is used to convert the input AC voltage and current to a variable amplitude and/or a variable frequency. Such instrumentation requires bulky DC-link storage such as electrolytic capacitors [1] . Removing bulky capacitor results in compact converters [1, 2] , and coupling both sides of the converter to switches results in a high power density for the matrix converter (MC) [3] . Regardless of the load, such a structure also provides reliable input power factor correction by implementing proper modulation [4, 5] .
The MC family is still categorized as a laboratory AC/DC driver with little reliable potential for industrial use [6, 7] because of the control complexity [8] , sensitivity in the face of abnormal input [9] , limitation of the voltage transfer ratio up to 86.6% [10] , and excess semiconductor switches [11] . These are the most critical obstacles to overcome, and, hence, solutions would be welcomed by manufacturers and industrial developers. Furthermore, a direct matrix converter has a flow power path in the bidirectional mode for transmitting the power [10] , either from the grid to the load
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The Ultra Sparse Matrix Converter (USMC) is a kind of indirect matrix converter (IMC) with a low-complexity modulation scheme compared with the conventional IMC. It only requires nine semiconductor switches-three switches in the rectification part and the remaining six used in the inversion part. This topology could provide all the desired characteristics that a common matrix converter would, except power flow bi-directionality. The Z-source network operates simultaneously as an energy reservoir and a filter to overcome the current and voltage ripple [7] , as depicted in Figure 1 .
The indirect energy conversion (such as matrix converter) requires more semiconductor devices than a conventional AC/AC indirect power frequency converter, since no monolithic bi-directional switches exist and consequently, discrete unidirectional devices, variously arranged, have to be used for each bi-directional switch. Finally, it is particularly sensitive to disturbances of the input voltage system. The Ultra Sparse Matrix Converter (USMC) is a kind of indirect matrix converter (IMC) with a low-complexity modulation scheme compared with the conventional IMC. It only requires nine semiconductor switches-three switches in the rectification part and the remaining six used in the inversion part. This topology could provide all the desired characteristics that a common matrix converter would, except power flow bi-directionality. The Z-source network operates simultaneously as an energy reservoir and a filter to overcome the current and voltage ripple [7] , as depicted in Figure 1 . There is an alternative option of indirect energy conversion by employing IMC or the sparse matrix converter. The (very/ultra) sparse matrix converter is an AC/AC converter which offers a reduced number of components, a low-complexity modulation scheme, and low realization effort. Sparse matrix converters avoid the multi-step computation procedure of the conventional matrix converter, improving system reliability in industrial operations. Their principal application is in highly compact integrated AC drives. The characteristics of the sparse matrix converter are the following:
Input filter 
(1) Quasi-Direct AC/AC conversion with no DC-link energy storage elements. As with the DC-link based Voltage Source Inverter (VSI) and Current Source Inverter (CSI) controllers' separate stages are provided for voltage and current conversion, but the DC-link has no intermediate storage element. Generally, by employing matrix converters, the storage element in the DC-link is eliminated from the cost of a larger number of semiconductors. Matrix converters are often seen as a future concept for variable-speed drive technology, but despite intensive research over the decades, they have until now, only achieved low industrial penetration. However, citing the recent availability of low-cost, high-performance semiconductors, at least one larger drive manufacturer has been actively promoting matrix converters over the past few years.
Moreover, the Z-source converter has two operating modes in this study: DC/AC inversion and AC/DC rectification. Circuit analysis for both operating modes shows that the new topology does not impose critical conflicts in circuit design or extra parameterization restrictions. On the contrary, one version of the proposed zero current (ZC) can take full advantage of Z-source network components in both operating modes, i.e., a pair of Z-source inductor and capacitor can be used as the low-pass filter in AC/DC rectification.
The Z-source Inverter (ZSI) works primarily in two distinctive functioning modes: first across the normal operating mode or non-shoot-through state, where the accumulated power is applied into a corporate output voltage. Supposedly, a steady DC-link voltage delivers the ZSI within a switching period. In Figure 2a , a current source as the output of the Z-source system demonstrates a limited current flow, while Figure 2b under the same input DC voltage is an open circuit. Meanwhile, in Figure 2c the output of the Z-source network is shorted where the high current flows through the circuit, and, simultaneously, the -DC supply for the network is zero. In the shoot-through state, the Z-source network stores the inductive and capacitive power with its elements. The third approach occurs when two switches from the same leg of the inverter are ON. According to [23] , the timing of the shoot-through and non-shoot-through state mode are defined by T0 and T1. If we suppose UL is constant in their interval integration, the current variation in the shoot-through and non-shoot-through mode can be extracted as (1):
On the other hand, the switching period is assumed to be T, where T0 + T1 = T, and, during the switching period in the steady state mode, the average voltage of the inductor is moderated by keeping close to zero; hence, we have:
During the non-shoot-through state, when T1 is greater than or equal to T0, the voltage Ui across the inverter bridges can be expanded:
The time-based boost factor (BFt) is determined in (4) . On the other hand, based on the symmetrical properties of the Z-source network, we not only have the same equations for current but also the ratio for the inductive to capacitive current of Z-source has been kept load dependent, as can be seen in (5): 
where Z has been assumed to be the equivalent load of the connected IM rear-end Z-source inverter in complex frequency (S-domain). Therefore, with the same strategy for the conjugate properties of voltage, expectations can be extracted by (6):
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Hence: According to [23] , the timing of the shoot-through and non-shoot-through state mode are defined by T 0 and T 1 . If we suppose U L is constant in their interval integration, the current variation in the shoot-through and non-shoot-through mode can be extracted as Equation (1):
On the other hand, the switching period is assumed to be T, where T 0 + T 1 = T, and, during the switching period in the steady state mode, the average voltage of the inductor is moderated by keeping close to zero; hence, we have:
During the non-shoot-through state, when T 1 is greater than or equal to T 0 , the voltage U i across the inverter bridges can be expanded:
The time-based boost factor (BF t ) is determined in Equation (4) . On the other hand, based on the symmetrical properties of the Z-source network, we not only have the same equations for current but also the ratio for the inductive to capacitive current of Z-source has been kept load dependent, as can be seen in Equation (5):
where Z has been assumed to be the equivalent load of the connected IM rear-end Z-source inverter in complex frequency (S-domain). Therefore, with the same strategy for the conjugate properties of voltage, expectations can be extracted by Equation (6):
Hence:
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In contrast, the boost factor that is normally defined by U i /U dc which is independent of the Z-source output and consequently from input grid power and dependent on induction motor elements as shown in Equation (8) :
Two approaches are plausible to increase the boost factor ratio. First, by increasing T 0 to near T 1 based on Equation (4); second, determining L and C values in the way that the poles are drawn to zero based on Equation (8) . T 0 determine the L and C, Equation (8) should be plotted. This curve, Figure 3a , represents the relation between the Z-source element (L and C) and voltage transfer ratio, while Z is replaced with the value of the IM parameters detailed in Table 1 . The expansion of Z in a persistent sinusoidal component (sin(t + ϕ)) can be observed in an earlier publication of the authors [5] . In contrast, the boost factor that is normally defined by Ui/Udc which is independent of the Zsource output and consequently from input grid power and dependent on induction motor elements as shown in (8):
Two approaches are plausible to increase the boost factor ratio. First, by increasing T0 to near T1 based on (4); second, determining L and C values in the way that the poles are drawn to zero based on (8) . T0 determine the L and C, Equation (8) should be plotted. This curve, Figure 3a , represents the relation between the Z-source element (L and C) and voltage transfer ratio, while Z is replaced with the value of the IM parameters detailed in Table 1 . The expansion of Z in a persistent sinusoidal component (sin(t + ϕ)) can be observed in an earlier publication of the authors [5] . According to [24, 25] , satisfying the inequality of (9) is the necessary condition for choosing the value of L and C which introduces boundaries for the L and C values as depicted in Figure 3b . where, D0 is the shoot-through duty cycle and has been defined by T0/T, fs is the switching frequency. According to [24, 25] , satisfying the inequality of Equation (9) is the necessary condition for choosing the value of L and C which introduces boundaries for the L and C values as depicted in Figure 3b .
where, D 0 is the shoot-through duty cycle and has been defined by T 0 /T, f s is the switching frequency. The ripple of capacitor voltage is shown as R 1 (dU c /U c ) and inductive current as It can be observed that the optimum value of capacitor and inductor is around 270 µF and 100 µH respectively. Since these values are not plausible, a feasible point should be determined from the tracking curve. As a result, the nearest feasible point of L and C to the optimum point can be achieved under the load condition as 250 µH and 170 µF, respectively. The values are obtained tentatively, with a feasible approximation, in order to reach maximized performance, reliability and cost-effectiveness, while minimizing the weight and volume of the overall Z-source topology. If the value of L < C then at least a pole of the transfer function of the whole system (by considering the equivalent impedance of IM) will be placed on the right side of the jw axis in the root-locus analysis. Therefore, according to Figure 3b , the minimum values for keeping the stability of the system are 250 µH and 170 µF. These values are empirically obtained by trying and error the possible values of tracking value diagram. It is worth mentioning that the values are selected based on the experimental model.
The Current Control of Voltage Source Inverter (VSI)
The relation between U i and the rms value of the fundamental output line-to-line voltage is as follows: 
As the first assumption of steady-state and rated conditions of the motor, |Z| × → I can be considered as → U o for the equivalent circuit of IM. The U dc on the same momentum needs to expand to √ 3 × → U in where → U in is the consequent vector from three abnormal input voltages and their substitution into Equation (11) gives the proportion shown below:
V q , the output voltage and current, can deliver a constant range of power, which is enormously dependent on U dc and I L . If V a,refmax is assumed to be the reference vector with maximum amplitude then it matches the radius of the biggest circle that can encompass the hexagon by producing the abc unit as a reference. This can be seen in Figure 4 .
The reference signal has been determined as the output phase current in the VSI control unit, which should be broken into ⃗⃗⃗⃗ , ⃗⃗⃗⃗ , the output voltage and current, can deliver a constant range of power, which is enormously dependent on Udc and IL. If Va,refmax is assumed to be the reference vector with maximum amplitude then it matches the radius of the biggest circle that can encompass the hexagon by producing the abc unit as a reference. This can be seen in Figure 4 . 
The Optimum Control
The optimization problem that we consider here is motivated by the need to minimize the THD in the output current to a certain level. To achieve this, PSO is applied to the PI controllers to adjust the values. PSO is a meta-heuristic method in artificial intelligence that can be used to find approximate solutions to extremely difficult or impossible problems. PSO performance is comparable to that of genetic algorithms or the ant colony algorithm but it is faster and less complicated. It has been proven to be both very fast and effective when applied to a wide variety of optimization problems. In PSO, the potential solutions are called particles, and, in terms of their exploration and exploitation, the particles of the swarm fly through hyperspace and have two essential reasoning capabilities:
• Their memory of their own best position or local best (l b ), which allows it to remember the best position in the feasible search space that has been visited, and • Knowledge of the global or their neighborhood's best or global best (g b ), which is the best value obtained so far by any particle in the neighborhood of the particle.
The position of each particle in the swarm is updated using the following equation:
where x is the particle position and v is the particle velocity in the iteration k. The velocity is calculated as follows:
where, p i k is the best individual particle position and p g k is the best global position, c 1 and c 2 are the cognitive and social parameters, respectively; r 1 and r 2 are random numbers between 0 and 1. c 1 and c 2 are usually close to 2 and affect the size of the particle's step towards the individual best and global best, respectively. In this study, both values are assumed to be 2 in order to attract the particle towards the best points equally. c 1 r 1 p i k − x i k , is called the cognitive component; the cognitive component acts as the particle's memory, causing it to tend to return to the regions of the search space in which it has experienced high individual fitness. c 2 r 2 p i k − x i k , is called the social component, which causes the particle to tend to return to the best region the swarm has found so far and to follow the best neighbor's direction. If c 1 >> c 2 then each particle is more attracted to the individual best position, conversely, if c 2 >> c 1 , then the particles are more attracted to the global best position. v i k , called inertia, makes the particle move in the same direction and with the same velocity. In this work, inertia weight (w) starts with the maximum amount and decrease linearly during evolution, which provides a balance between global and local explorations, thus, requiring less iteration on average to find a sufficiently optimal solution. The maximum inertia weight is set to 0.9 and the minimum is 0.4 which linearly decreases during a run and it is calculated according to the following equation:
where w is inertia weight and k is the current number of iterations. The flow diagram in Figure 5 illustrates the general model for PSO that is applied in this study. 
where w is inertia weight and k is the current number of iterations. The flow diagram in Figure 5 illustrates the general model for PSO that is applied in this study. The problem described here has seven variables, which are the PI parameters for the closed-loop current control and coefficients for modulation index, reference current, and load current. In PSO, these variables are easily coded-that is, each particle has a dimension space of seven. Figure 6 illustrates the closed-loop controlling system and the parameters which are optimized by PSO in a dq system. 
The variables to be controlled are the parameters of PI and controlling coefficients. The control objectives are the following: (1) decrease the THD level in output current; and (2) to control the output current to constantly follow the reference current.
The goal is to decrease the undesirable harmonics in output currents by optimizing the PI parameters and other controlling parameters. In addition, the difference between the peaks in the sinusoidal waveform of phases is also added to the fitness function in order to make the output current closer to normal three phase sinusoidal while the output is limited to the reference current. The fitness function computes as: The problem described here has seven variables, which are the PI parameters for the closed-loop current control and coefficients for modulation index, reference current, and load current. In PSO, these variables are easily coded-that is, each particle has a dimension space of seven. Figure 6 illustrates the closed-loop controlling system and the parameters which are optimized by PSO in a d-q system. 
The goal is to decrease the undesirable harmonics in output currents by optimizing the PI parameters and other controlling parameters. In addition, the difference between the peaks in the sinusoidal waveform of phases is also added to the fitness function in order to make the output current closer to normal three phase sinusoidal while the output is limited to the reference current. The fitness function computes as: The variables to be controlled are the parameters of PI and controlling coefficients. The control objectives are the following: (1) decrease the THD level in output current; and (2) to control the output current to constantly follow the reference current.
The goal is to decrease the undesirable harmonics in output currents by optimizing the PI parameters and other controlling parameters. In addition, the difference between the peaks in the sinusoidal waveform of phases is also added to the fitness function in order to make the output current closer to normal three phase sinusoidal while the output is limited to the reference current. The fitness function computes as:
where k represents the a-b-c phase sequence of a three-phase ac power source, i n is the rms current of nth harmonic and i 1 is the fundamental frequency component of output current.
The purpose of using PSO in this paper is to find the optimum value of K pd , K pq , K id K iq , G ref , G load , and G mi as the output vector, by evaluating the cost function which is THD of output current in Equation (16) . The Matlab ® simulator software is used to apply and evaluate the performance of the proposed PSO-PI controller. To find the accurate value of the output vector, the boundary for the elements of this vector is initially set to [0, 10 7 ]. The first run of the algorithm is executed with the initial boundary. The results indicated that the boundary should be reduced to [0,300]. Therefore, PSO explores within smaller search space for the next runs. As a result, the more precise output vector is achievable. The PSO results are depicted in detail in Figure 7 . The maximum function evaluation is set to 6000. For better illustration of the result, the first twenty iterations are neglected and fifty critical points are selected from the total iterations. 
where k represents the a-b-c phase sequence of a three-phase ac power source, in is the rms current of nth harmonic and i1 is the fundamental frequency component of output current.
The purpose of using PSO in this paper is to find the optimum value of Kpd, Kpq, Kid Kiq, Gref, Gload, and Gmi as the output vector, by evaluating the cost function which is THD of output current (16) . The Matlab ® simulator software is used to apply and evaluate the performance of the proposed PSO-PI controller. To find the accurate value of the output vector, the boundary for the elements of this vector is initially set to [0, 10 7 ]. The first run of the algorithm is executed with the initial boundary. The results indicated that the boundary should be reduced to [0,300]. Therefore, PSO explores within smaller search space for the next runs. As a result, the more precise output vector is achievable. The PSO results are depicted in detail in Figure 7 . The maximum function evaluation is set to 6000. For better illustration of the result, the first twenty iterations are neglected and fifty critical points are selected from the total iterations. The PSO method is applied in order to obtain the best output of the system by adjusting the PI parameters. The optimum values for the proportional and the integral parameters selected to control d are 16.5444 and 4.0826; and for parameter q, they are 7.4637 and 5, respectively. The modulation index in the proposed method is controlled in real-time with a coefficient of reference current, 0.025, and load current of 0.026.The modulation index confident is 0.01962.
Although the voltage transfer ratio can be increased by reducing the modulation index, the stability of the system would be diminished owing to the approximate equivalency of D0 and D1 as depicted in Figure 8a . Hence, the modulation index cannot be stepped down less than 50%, but it is an essential property for driving an IM that being able to reach 0-1 interval of modulation index. Therefore, the value of modulation index is modified, which can be determined by the demand value at the reference point of current as follows: The PSO method is applied in order to obtain the best output of the system by adjusting the PI parameters. The optimum values for the proportional and the integral parameters selected to control d are 16.5444 and 4.0826; and for parameter q, they are 7.4637 and 5, respectively. The modulation index in the proposed method is controlled in real-time with a coefficient of reference current, 0.025, and load current of 0.026.The modulation index confident is 0.01962.
Although the voltage transfer ratio can be increased by reducing the modulation index, the stability of the system would be diminished owing to the approximate equivalency of D 0 and D 1 as depicted in Figure 8a . Hence, the modulation index cannot be stepped down less than 50%, but it is an essential property for driving an IM that being able to reach 0-1 interval of modulation index. Therefore, the value of modulation index is modified, which can be determined by the demand value at the reference point of current as follows: Figure 8b shows the possible value of modified modulation index based on the maximum and minimum value of current reference. The boundary of the maximum current is set to starting current 
Simulation Results
The optimized current controlled Ultra Sparse Z-source Matrix Converter (USZSMC) is simulated at various operating conditions using the Matlab/Simulink ® software. In this investigation, the switching frequency is fixed at 10 kHz for all benchmarks of the system. By applying any changes in current or frequency, the modulation index can be automatically adjusted and respond to changes without additional optimization or changing the PI parameters in the system. The optimization process is off-line which doesn't require heavy online computation for modifying PI parameters.
Steady-State Response
In Figure 9a the abnormal grid voltage, phases a, b, and c are depicted besides the corresponding 3-phase input current. The equations of phase a, b, and c are considered as 380sin(ωt − 20°), 228sin(ωt − 110°), and 304sin(ωt + 139°) respectively. The virtual DC-link voltage which is the current source rectifier (CSR) output (Udc) and applied voltage as the DC output voltage of the Z-source network (Ui) are also shown in Figure 9b . It points out the boost-up level of the DC-link from the average 304 to 380 √3 V. The unity voltage transfer ratio is determined with respect to the minimum compensation of Z-source. Therefore, the reference point seeks the hypothesis for the normal input voltage with 380 V. 
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In Figure 9a the abnormal grid voltage, phases a, b, and c are depicted besides the corresponding 3-phase input current. The equations of phase a, b, and c are considered as 380sin(ωt − 20°), 228sin(ωt − 110°), and 304sin(ωt + 139°) respectively. The virtual DC-link voltage which is the current source rectifier (CSR) output (Udc) and applied voltage as the DC output voltage of the Z-source network (Ui) are also shown in Figure 9b . It points out the boost-up level of the DC-link from the average 304 to 380 √3 V. The unity voltage transfer ratio is determined with respect to the minimum compensation of Z-source. Therefore, the reference point seeks the hypothesis for the normal input voltage with 380 V. In abnormal conditions, the proposed system has been compared with the conventional Z-source matrix converter including PI controller in which PI controller parameters are tuned with the ZN method. These two systems have been tested with an identical input voltage as shown in Figure 9a . The input current is relatively distorted, which is not an issue, especially when the main application of this system has been assumed to be aerospace. A comparison between the response of the conventional and proposed models is depicted in Figure 10a ,b. The achieved THD of the conventional model is 5.43% which is more than 3-fold the proposed method value (1.66%). Comparison of the disturbance accumulation can show each harmonic. The output voltage quality of both methods are shown in Figure 10c ,d. In the proposed model, the maximum range of the voltage does not go beyond 600 V without any continual surge, while it even reaches 1 KV in the ordinary prototype. In abnormal conditions, the proposed system has been compared with the conventional Zsource matrix converter including PI controller in which PI controller parameters are tuned with the ZN method. These two systems have been tested with an identical input voltage as shown in Figure  9a . The input current is relatively distorted, which is not an issue, especially when the main application of this system has been assumed to be aerospace. A comparison between the response of the conventional and proposed models is depicted in Figure 10a ,b. The achieved THD of the conventional model is 5.43% which is more than 3-fold the proposed method value (1.66%).
Comparison of the disturbance accumulation can show each harmonic. The output voltage quality of both methods are shown in Figure 10c,d . In the proposed model, the maximum range of the voltage does not go beyond 600 V without any continual surge, while it even reaches 1 KV in the ordinary prototype. The functionality of the system has been tested under distorted input voltage. Beside corresponding input current, the distorted input voltage that includes 15% of 3rd and 10% of 5th harmonics is illustrated in Figure 11a . Figure 11b depicts the Udc and Ui as the DC-link voltage before and after the Z-source, respectively. The functionality of the system has been tested under distorted input voltage. Beside corresponding input current, the distorted input voltage that includes 15% of 3rd and 10% of 5th harmonics is illustrated in Figure 11a . Figure 11b depicts the U dc and U i as the DC-link voltage before and after the Z-source, respectively. Obviously, the quality of output current is as suitable as an abnormal test done. It can be applied for driving the mentioned IM as can be seen in Figure 12a . Although, the quality of output voltage in abnormal conditions is relatively preferable than this test, the output voltage condition of this test is fairly better than in the conventional model, as can be seen in Figure 12b . Obviously, the quality of output current is as suitable as an abnormal test done. It can be applied for driving the mentioned IM as can be seen in Figure 12a . Although, the quality of output voltage in abnormal conditions is relatively preferable than this test, the output voltage condition of this test is fairly better than in the conventional model, as can be seen in Figure 12b . Obviously, the quality of output current is as suitable as an abnormal test done. It can be applied for driving the mentioned IM as can be seen in Figure 12a . Although, the quality of output voltage in abnormal conditions is relatively preferable than this test, the output voltage condition of this test is fairly better than in the conventional model, as can be seen in Figure 12b . 
Dynamic Response
Dynamic analysis has been simulated after 0.75 s in order to allow IM be stabilized under the rated conditions. The transient duration has been illustrated in Figure 13 . In this section, the magnitude and frequency reference values of output current vary during 300 ms to demonstrate the system dynamic response (Figure 14a,b) . After reaching the rated speed at 0.75 s, the system remained operating with full load current until one second. For the magnitude responses, the reference value decreases to 50% and increases to 80% of full load current followed by a 60% fall to express the reliability of the control system toward load fluctuations. By applying the same conditions, the reference value remains at nominal frequency (50 Hz) between 0.75 s and 1 s. Afterwards, the frequency fluctuates among 30 Hz, 65 Hz and 40 Hz with 0.3 s time interval, respectively. 
Dynamic analysis has been simulated after 0.75 s in order to allow IM be stabilized under the rated conditions. The transient duration has been illustrated in Figure 13 . In this section, the magnitude and frequency reference values of output current vary during 300 ms to demonstrate the system dynamic response (Figure 14a,b) . After reaching the rated speed at 0.75 s, the system remained operating with full load current until one second. For the magnitude responses, the reference value decreases to 50% and increases to 80% of full load current followed by a 60% fall to express the reliability of the control system toward load fluctuations. By applying the same conditions, the reference value remains at nominal frequency (50 Hz) between 0.75 s and 1 s. Afterwards, the frequency fluctuates among 30 Hz, 65 Hz and 40 Hz with 0.3 s time interval, respectively. The variation of D0 and D1 for the duty cycle of shoot-through and non-shoot-through states are shown for the magnitude and frequency response in Figure 14c ,d respectively. It shows the functionality of the timing optimization algorithm. As can be seen in Figure 14e ,f, the IM electromagnetic torque varies simultaneously with the reference value in magnitude while it is constant for changing the frequency. The actual output current follows the alteration in the magnitude and frequency of reference current which are depicted in Figure 14g ,h. Figure 15 depicts the THD analysis of actual output current for both magnitude and frequency responses for each time interval separately. For the 50%, 80% and 20% of full load current; the achieved THDs are 2.41%, 1.86% and 2.39%, respectively. The variation outcomes in the load suggest that the proposed system compensates the degree of THD increase with respect to the load fluctuations. At the fundamental frequencies of 30, 65 and 40 Hz, the THD levels are 1.28, 2.46 and 1.31 percent, respectively. The variation of D 0 and D 1 for the duty cycle of shoot-through and non-shoot-through states are shown for the magnitude and frequency response in Figure 14c ,d respectively. It shows the functionality of the timing optimization algorithm. As can be seen in Figure 14e ,f, the IM electromagnetic torque varies simultaneously with the reference value in magnitude while it is constant for changing the frequency. The actual output current follows the alteration in the magnitude and frequency of reference current which are depicted in Figure 14g ,h. Figure 15 depicts the THD analysis of actual output current for both magnitude and frequency responses for each time interval separately. For the 50%, 80% and 20% of full load current; the achieved THDs are 2.41%, 1.86% and 2.39%, respectively. The variation outcomes in the load suggest that the proposed system compensates the degree of THD increase with respect to the load fluctuations. At the fundamental frequencies of 30, 65 and 40 Hz, the THD levels are 1.28, 2.46 and 1.31 percent, respectively. Figure 14c ,d respectively. It shows the functionality of the timing optimization algorithm. As can be seen in Figure 14e ,f, the IM electromagnetic torque varies simultaneously with the reference value in magnitude while it is constant for changing the frequency. The actual output current follows the alteration in the magnitude and frequency of reference current which are depicted in Figure 14g ,h. Figure 15 depicts the THD analysis of actual output current for both magnitude and frequency responses for each time interval separately. For the 50%, 80% and 20% of full load current; the achieved THDs are 2.41%, 1.86% and 2.39%, respectively. The variation outcomes in the load suggest that the proposed system compensates the degree of THD increase with respect to the load fluctuations. At the fundamental frequencies of 30, 65 and 40 Hz, the THD levels are 1.28, 2.46 and 1.31 percent, respectively. 
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Experimental Results
To verify the feasibility and effectiveness of the proposed scheme, an USZSMC was implemented with its current control strategy connected to an abnormal 3-phase network through a 
To verify the feasibility and effectiveness of the proposed scheme, an USZSMC was implemented with its current control strategy connected to an abnormal 3-phase network through a variable abnormal AC power supply to feed a 1 kW 3-phase IM. The proposed topology and control method were experimentally tested using the experimental prototype shown in Figure 16 with the same motor parameters as those for the simulation listed in Table 1 . The component values chosen for the simulation were similar to those assembled for the hardware setup.
In order to diminish the harmonics of switching, an input filter was designed based on the values as performed in simulation (L f = 1 mH and C f = 10 µF).The USZSMC switching was configured using IKW40N120H3 (Infineon, Munich, Germany) and IGW30N60T IGBTs (Infineon, Munich, Germany) and an IDP30E120 diode (Infineon, Munich, Germany), as shown in Figure 16 . The bottom level of the framework includes the ultra-sparse rectifier and two-stage inverter; the mid-level consists of the Z-source network elements with no sensor for detecting the voltage of capacitor or current of the inductor; and the overhead level comprises gate drives, controlling unit process, and feedback setup. The closed-loop control was carried out using a TMS320F28335 (Texas Instruments, Dallas, TX, USA) digital signal processor (DSP). The flowchart for programming the DSP is depicted in Figure 17 . 
In order to diminish the harmonics of switching, an input filter was designed based on the values as performed in simulation (Lf = 1 mH and Cf = 10 μF).The USZSMC switching was configured using IKW40N120H3 (Infineon, Munich, Germany) and IGW30N60T IGBTs (Infineon, Munich, Germany) and an IDP30E120 diode (Infineon, Munich, Germany), as shown in Figure 16 . The bottom level of the framework includes the ultra-sparse rectifier and two-stage inverter; the mid-level consists of the Z-source network elements with no sensor for detecting the voltage of capacitor or current of the inductor; and the overhead level comprises gate drives, controlling unit process, and feedback setup. The closed-loop control was carried out using a TMS320F28335 (Texas Instruments, Dallas, TX, USA) digital signal processor (DSP). The flowchart for programming the DSP is depicted in Figure 17 . 
Steady-State Response
Steady-state performance has been tested under the condition which the abnormal voltage is supplied as illustrated in Figure 18a . The abnormal condition is defined: Ua = 380 V and |Δ∅Ua|=20°, Ub = 228 V and |Δ∅Ub| = 10°, Uc = 304 V and |Δ∅Uc| = 19°. As it can be calculated based on Enjeti's method [26] , Ub and Uc can be considered with a 40% and 20% abnormality rate from Ua, respectively. Figure 18b illustrates the input voltage (Uia) and input currents (Isa) after and before filter for phase a, which proves the unity of input power (cosφ). Figure 18c also depicts the virtual DC-links voltage for after (Ui) and before (Udc) Z-source network at the steady state and rated condition of IM by applying the shoot-through duty cycle. Figure 19a ,b show the output voltage and current waveforms. 
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Steady-state performance has been tested under the condition which the abnormal voltage is supplied as illustrated in Figure 18a . The abnormal condition is defined: Ua = 380 V and |Δ∅Ua|=20°, Ub = 228 V and |Δ∅Ub| = 10°, Uc = 304 V and |Δ∅Uc| = 19°. As it can be calculated based on Enjeti's method [26] , Ub and Uc can be considered with a 40% and 20% abnormality rate from Ua, respectively. Figure 18b illustrates the input voltage (Uia) and input currents (Isa) after and before filter for phase a, which proves the unity of input power (cosφ). Figure 18c also depicts the virtual DC-links voltage for after (Ui) and before (Udc) Z-source network at the steady state and rated condition of IM by applying the shoot-through duty cycle. Figure 19a ,b show the output voltage and current waveforms. Figure 20a , the harmonics spectrum is depicted for the range of frequency between 5 Hz and 250 Hz for unfiltered input current at the converter side of the filter. The harmonics spectrum for the input current on the grid side of filter is also shown in Figure 20b . The FFT analysis of the output current and voltage are presented in Figure 20c ,d respectively. Figure 20a , the harmonics spectrum is depicted for the range of frequency between 5 Hz and 250 Hz for unfiltered input current at the converter side of the filter. The harmonics spectrum for the input current on the grid side of filter is also shown in Figure 20b . The FFT analysis of the output current and voltage are presented in Figure 20c ,d respectively. Figure 20 shows the experimental Fast Fourier transform (FFT) analysis, which verifies the simulated THD results. In Figure 20a , the harmonics spectrum is depicted for the range of frequency between 5 Hz and 250 Hz for unfiltered input current at the converter side of the filter. The harmonics spectrum for the input current on the grid side of filter is also shown in Figure 20b . The FFT analysis of the output current and voltage are presented in Figure 20c ,d respectively. 
Dynamic Response
In Figure 21 , the magnitude of current, torque and speed are non-dimensionlised by the empirical formula as follows:
e e e Tn Tn Tn  , and
Non-dimensionalisation allows comparing cases of different scale directly because the results are proportional to the non-dimensionalising parameter. Therefore, the ripple of rotor speed and electromagnetic torque is not on the same scale as their waveforms. Figure 21a shows the waveforms for the stator current of the IM driven by the proposed method with the current reference value stepping down from 2.6 A (rated condition) to 50% of the full load, whereas the frequency is constant at 50 Hz. It is concluded that the proposed method has the advantage of a fast dynamic response with acceptable THD in terms of changing the amplitude while the electromagnetic torque is diminished to half of rated Te and the rotor speed is kept constant, except during the transient time. Figure 21b displays the waveforms balanced stator current of the IM driven by the proposed method with a frequency step up from 50 Hz to 60 Hz while the reference current is kept constant at the rated 
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Non-dimensionalisation allows comparing cases of different scale directly because the results are proportional to the non-dimensionalising parameter. Therefore, the ripple of rotor speed and electromagnetic torque is not on the same scale as their waveforms. Figure 21a shows the waveforms for the stator current of the IM driven by the proposed method with the current reference value stepping down from 2.6 A (rated condition) to 50% of the full load, whereas the frequency is constant at 50 Hz. It is concluded that the proposed method has the advantage of a fast dynamic response with acceptable THD in terms of changing the amplitude while the electromagnetic torque is diminished to half of rated T e and the rotor speed is kept constant, except during the transient time. Figure 21b displays the waveforms balanced stator current of the IM driven by the proposed method with a frequency step up from 50 Hz to 60 Hz while the reference current is kept constant at the rated condition of 2.6 A. The experimental results show that with an abrupt change in frequency, the magnitude does not change. 
Discussion
In the proposed method, the THD percentage of output current shows a minor increase but does not exceed 2.64% in the recommended testing margin while the rate of load current is reduced. Furthermore, in the conventional method, a relatively close to linear relation with a sharper slope between the load reduction and the increase in the output current THD exists. Regardless of the 1.08% lapse in the steady state for the output current and 0.82% for the output voltage, the proposed method achieves the exact target. 
In the proposed method, the THD percentage of output current shows a minor increase but does not exceed 2.64% in the recommended testing margin while the rate of load current is reduced. Furthermore, in the conventional method, a relatively close to linear relation with a sharper slope between the load reduction and the increase in the output current THD exists. Regardless of the 1.08% lapse in the steady state for the output current and 0.82% for the output voltage, the proposed method achieves the exact target.
Referring to the transfer function of system as shown in Equation (8), at least two sensors, one current sensor for monitoring the current of L and a voltage sensor to detect the U dc or U i , are eliminated from the Z-source for determining the boost factor. Table 2 shows a comparison between the results of this work and the other Z-source matrix converters in different reports in terms of quantity of elements in topology, maximum voltage transfer ratio, the quantity and values of Z-source elements, switching frequency, output current THD and maximum tolerated abnormality of input voltage. The proposed strategy drives an IM under 40% abnormal input voltage, while [27] [28] [29] [30] have launched the static RL load. In the recommended topology, the overall volume and weight of the system is 2.3 L which is considerably lower than the conventional back-to-back converter with a volume of 4.6 L for the same power rating and thermal limitation of the USMC described in [31, 32] . Moreover, the response of the proposed driving method is fast and accurate enough to be applied in the sensitive applications such as the aerospace industry. 
Conclusions
This paper presents a d-q current control for driving an IM fed by USZSMC. USMC topology is employed based on it being one of the lightest forms of the IMC. To minimize the total size of the system, Z-source parameters are determined using both the timing and circuit approaches. The obtained results can be used in a practical model by a feasible approximation. The meta-heuristic algorithm of the PSO-PI controller is integrated with a rotational d-q current control method in order to determine the optimum coefficient values in a single multimodal problem. This control scheme can consider the inter-correlations of the other elements and the PI parameters together. The system has been tested for the unbalanced (40%), phase shifted (32 • ), and distorted (15%) input voltage. By applying this compensation method, the control algorithm could properly reduce the THD of the output current to 1.66%. The simulation and experimental results demonstrate that the proposed system produces sinusoidal currents of high quality at the output and acceptable ones at the input.
