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Abstract
We study the decay constants and form factors of the ground-state s-wave and low-lying p-wave
mesons within a covariant light-front approach. Numerical results of the form factors for transi-
tions between a heavy pseudoscalar meson and an s-wave or p-wave meson and their momentum
dependence are presented in detail. In particular, form factors for heavy-to-light and B → D∗∗
transitions, whereD∗∗ denotes generically a p-wave charmed meson, are compared with other model
calculations. The experimental measurements of the decays B− → D∗∗π− and B → DD∗∗s are em-
ployed to test the decay constants of D∗∗s and the B → D∗∗ transition form factors. The heavy
quark limit behavior of the decay constants and form factors is examined and it is found that the
requirement of heavy quark symmetry is satisfied. The universal Isgur-Wise (IW) functions, one
for s-wave to s-wave and two for s-wave to p-wave transitions, are obtained. The values of IW
functions at zero recoil and their slope parameters can be used to test the Bjorken and Uraltsev
sum rules.
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I. INTRODUCTION
Mesonic weak transition form factors and decay constants are two of the most important ingredi-
ents in the study of hadronic weak decays of mesons. There exist many different model calculations.
The light-front quark model [1, 2] is the only relativistic quark model in which a consistent and fully
relativistic treatment of quark spins and the center-of-mass motion can be carried out. This model
has many advantages. For example, the light-front wave function is manifestly Lorentz invariant as
it is expressed in terms of the momentum fraction variables in analog to the parton distributions in
the infinite momentum frame. Moreover, hadron spin can also be correctly constructed using the
so-called Melosh rotation. This model is very suitable to study hadronic form factors. Especially,
as the recoil momentum increases (corresponding to a decreasing q2), we have to start considering
relativistic effects seriously. In particular, at the maximum recoil point q2 = 0 where the final-state
meson could be highly relativistic, there is no reason to expect that the non-relativistic quark model
is still applicable.
The relativistic quark model in the light-front approach has been employed to obtain decay
constants and weak form factors [3, 4, 5, 6, 7]. There exist, however, some ambiguities and even some
inconsistencies in extracting the physical quantities. In the light-front quark model formulation
one often picks up a specific Lorentz frame (e.g. the purely longitudinal frame q⊥ = 0, or the
purely transverse frame q+ = q0 + q3 = 0) and then calculates a particular component (the “plus”
component) of the associated current matrix element. Due to the lack of relativistic covariance,
the results may not be unique and may even cause some inconsistencies. For example, it has
been pointed out in [7] that in the q⊥ = 0 frame, the so-called Z-diagram contributions must be
incorporated in the form-factor calculations in order to maintain covariance. Another issue is that
the usual recipe of taking only the plus component of the current matrix elements will miss the
zero-mode contributions and render the matrix element non-covariant. A well known example is the
electromagnetic form factor F2(q
2) of the vector meson (see e.g. [8]). In other words, the familiar
expression of fV , for example, in the conventional light-front approach [4] is not trustworthy due to
the lack of the zero-mode contributions. As a consequence, it is desirable to construct a covariant
light-front model that can provide a systematical way of exploring the zero-mode effects. Such a
covariant model has been constructed in [9] for heavy mesons within the framework of heavy quark
effective theory.
Without appealing to the heavy quark limit, a covariant approach of the light-front model for the
usual pseudoscalar and vector mesons has been put forward by Jaus [10] (for a different approach,
see [11]). The starting point of the covariant approach is to consider the corresponding covariant
Feynman amplitudes in meson transitions. Then one can pass to the light-front approach by using
the light-front decomposition of the internal momentum in covariant Feynman momentum loop
integrals and integrating out the p− = p0 − p3 component [12]. At this stage one can then apply
some well-studied vertex functions in the conventional light-front approach after p− integration.
It is pointed out by Jaus that in going from the manifestly covariant Feynman integral to the
light-front one, the latter is no longer covariant as it receives additional spurious contributions
proportional to the lightlike vector ω˜µ = (1, 0, 0,−1). This spurious contribution is cancelled after
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correctly performing the integration, namely, by the inclusion of the zero mode contribution [13], so
that the result is guaranteed to be covariant. Before proceeding, it is worth mentioning that in the
literature there is a controversy about the zero mode contributions to the vector decay constant fV
and the form factor A1(q
2) in the pseudoscalar to vector transition: While Jaus [10, 14] claimed that
there are zero effects in the aforementioned two quantities, Bakker, Choi and Ji [8, 11] argued that
both fV and A1(q
2) are free of zero-mode contributions. This issue will be addressed in Sec. III.B.
The main purposes of this work are twofold: First, we wish to extend the covariant analysis of
the light-front model in [10] to even-parity, p-wave mesons. Second, the momentum dependence of
the form factors is parametrized in a simple three-parameter form so that the reader is ready to use
our numerical results as the analytic expressions of various form factors in the covariant light-front
model are usually complicated (see Sec. III). Interest in even-parity charmed mesons has been
revived by recent discoveries of two narrow resonances: the 0+ state D∗s0(2317) [15] and the P
1/2
1
state Ds1(2460) [16], and two broad resonances, D
∗
0(2308) and D1(2427) [17].
1 Furthermore, the
hadronic B decays such as B → D∗∗π and B → D∗∗s D have been recently observed, where D∗∗
denotes a p-wave charmed meson. A theoretical study of them requires the information of the
B → D∗∗ form factors and the decay constants of D∗∗ and D∗∗s . In the meantime, three body
decays of B mesons have been recently studied at the B factories: BaBar and Belle. The Dalitz
plot analysis allows one to see the structure of exclusive quasi-two-body intermediate states in
the three-body signals. The p-wave resonances observed in three-body decays begin to emerge.
Theoretically, the Isgur-Scora-Grinstein-Wise (ISGW) quark model [19] is so far the only model
in the literature that can provide a systematical estimate of the transition of a ground-state s-
wave meson to a low-lying p-wave meson. However, this model and, in fact, many other models in
P → P, V (P : pseudoscalar meson, V : vector meson) calculations, are based on the non-relativistic
constituent quark picture. As noted in passing, the final-state meson at the maximum recoil point
q2 = 0 or in heavy-to-light transitions could be highly relativistic. It is thus important to consider
a relativistic approach.
It has been realized that the zero mode contributions can be interpreted as residues of virtual pair
creation processes in the q+ → 0 limit [20]. In [10], the calculation of the zero mode contribution
is obtained in a frame where the momentum transfer q+ vanishes. Because of this (q+ = 0)
condition, form factors are known only for spacelike momentum transfer q2 = −q2⊥ ≤ 0. One needs
to analytically continue them to the timelike region [6], where the physical decay processes are
relevant. Recently, it has been shown that within a specific model, form factors obtained directly
from the timelike region (with q+ > 0) are identical to those obtained by the analytic continuation
from the spacelike region [11].
There are some theoretical constraints implied by heavy quark symmetry (HQS) in the case
of heavy-to-heavy transitions and heavy-to-vacuum decays [21]. It is important to check if the
calculated form factors and decay constants do satisfy these constraints. Furthermore, under HQS
the number of the independent form factors is reduced and they are related to some universal
1 We follow the naming scheme of the Particle Data Group [18] to add a superscript “*” to the states if the
spin-parity is in the “normal” sense, JP = 0+, 1−, 2+, · · ·.
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FIG. 1: Feynman diagrams for (a) meson decay and (b) meson transition amplitudes, where P ′(′′)
is the incoming (outgoing) meson momentum, p
′(′′)
1 is the quark momentum, p2 is the anti-quark
momentum and X denotes the corresponding V −A current vertex.
Isgur-Wise (IW) functions. In this work, we shall follow [9] to evaluate the form factors and decay
constants in a covariant light-front formulism within the framework of heavy quark effective theory.
It is found that the resultant decay constants and form factors do agree with those obtained from
the covariant light-front approach and then extended to the heavy quark limit. The relevant IW
functions, namely, ξ, τ1/2 and τ3/2 are obtained. One can then study some properties of these IW
functions, including the slopes and sum rules [22, 23].
The paper is organized as follows. In Sec. II, we give the calculations for the decay constants
of s-wave and p-wave mesons in a covariant light-front model. The calculation for s-wave meson
transitions has been done by Jaus [10]. We extend it to the p-wave meson case. In Sec. III, P →
P ,V ,S,A,T (S,A,T standing for scalar, axial-vector and tensor mesons, respectively) transitions are
considered. It is interesting to notice that the analytic forms of P → S,A transitions are similar to
that of P → P, V transitions, respectively, while the P → T calculation needs formulas beyond [10].
We provide numerical results for B andD decay form factors and their q2 dependence. These results
are then compared to the other model calculations. In Sec. IV, properties of the decay constants
and form factors in the heavy quark limit are studied. The universal Isgur-Wise functions, one
for s-wave to s-wave and two for s-wave to p-wave transitions, are obtained. Their values at zero
recoil and their slope parameters can be used to test the sum rules derived by Bjorken [22] and by
Uraltsev [23]. Conclusion is given in Sec V followed by two Appendices devoted to the derivations
of conventional light-front vertex functions and some useful formulas.
II. FORMALISM OF A COVARIANT LIGHT-FRONT MODEL
A. Formalism
In the conventional light-front framework, the constituent quarks of the meson are required to
be on their mass shells (see Appendix A for an introduction) and various physical quantities are
extracted from the plus component of the corresponding current matrix elements. However, this
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procedure will miss the zero-mode effects and render the matrix elements non-covariant. Jaus [10]
has proposed a covariant light-front approach that permits a systematical way of dealing with the
zero mode contributions. Physical quantities such as the decay constants and form factors can be
calculated in terms of Feynman momentum loop integrals which are manifestly covariant. This
of course means that the constituent quarks of the bound state are off-shell. In principle, this
covariant approach will be useful if the vertex functions can be determined by solving the QCD
bound state equation. In practice, we would have to be contended with the phenomenological
vertex functions such as those employed in the conventional light-front model. Therefore, using the
light-front decomposition of the Feynman loop momentum, say pµ, and integrating out the minus
component of the loop momentum p−, one goes from the covariant calculation to the light-front
one. Moreover, the antiquark is forced to be on its mass shell after p− integration. Consequently,
one can replace the covariant vertex functions by the phenomenological light-front ones.
As stated in passing, in going from the manifestly covariant Feynman integral to the light-front
one, the latter is no longer covariant as it can receive additional spurious contributions proportional
to the lightlike four vector ω˜. The undesired spurious contributions can be eliminated by the
inclusion of the zero mode contribution which amounts to performing the p− integration in a
proper way in this approach. The advantage of this covariant light-front framework is that it
allows a systematical way of handling the zero mode contributions and hence permits to obtain
covariant matrix elements.
To begin with, we consider decay and transition amplitudes given by one-loop diagrams as shown
in Fig. 1 for the decay constants and form factors of ground-state s-wave mesons and low-lying p-
wave mesons. We follow the approach of [10] and use the same notation. The incoming (outgoing)
meson has the momentum P ′(′′) = p′(′′)1 + p2, where p
′(′′)
1 and p2 are the momenta of the off-shell
quark and antiquark, respectively, with masses m
′(′′)
1 and m2. These momenta can be expressed in
terms of the internal variables (xi, p
′
⊥),
p′+1,2 = x1,2P
′+, p′1,2⊥ = x1,2P
′
⊥ ± p′⊥, (2.1)
with x1 + x2 = 1. Note that we use P
′ = (P ′+, P ′−, P ′⊥), where P
′± = P ′0 ± P ′3, so that P ′2 =
P ′+P ′− − P ′2⊥ . In the covariant light-front approach, total four momentum is conserved at each
vertex where quarks and antiquarks are off-shell. These differ from the conventional light-front
approach (see, for example [4, 7]) where the plus and transverse components of momentum are
conserved, and quarks as well as antiquarks are on-shell. It is useful to define some internal
quantities analogous to those defined in Appendix A for on-shell quarks:
M ′20 = (e
′
1 + e2)
2 =
p′2⊥ +m
′2
1
x1
+
p′2⊥ +m
2
2
x2
, M˜ ′0 =
√
M ′20 − (m′1 −m2)2,
e
(′)
i =
√
m
(′)2
i + p
′2
⊥ + p′2z , p
′
z =
x2M
′
0
2
− m
2
2 + p
′2
⊥
2x2M ′0
. (2.2)
Here M ′20 can be interpreted as the kinetic invariant mass squared of the incoming qq¯ system, and
ei the energy of the quark i.
It has been shown in [12] that one can pass to the light-front approach by integrating out the
p− component of the internal momentum in covariant Feynman momentum loop integrals. We
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need Feynman rules for the meson-quark-antiquark vertices to calculate the amplitudes shown in
Fig. 1. These Feynman rules for vertices (iΓ′M ) of ground-state s-wave mesons and low-lying p-wave
mesons are summarized in Table I. As we shall see later, the integration of the minus component
of the internal momentum in Fig. 1 will force the antiquark to be on its mass shell. The specific
form of the covariant vertex functions for on-shell quarks can be determined by comparing to the
conventional vertex functions as shown in Appendix A. Next, we shall use the decay constants as
an example to illustrate a typical calculation in the covariant light-front approach.
B. Decay constants
The decay constants for J = 0, 1 mesons are defined by the matrix elements
〈0|Aµ|P (P ′)〉 ≡ APµ = ifPP ′µ, 〈0|Vµ|S(P ′)〉 ≡ ASµ = fSP ′µ, (2.3)
〈0|Vµ|V (P ′, ε′)〉 ≡ AVµ =M ′V fV ε′µ, 〈0|Aµ| 3(1)A(P ′, ε′)〉 ≡ A
3A(1A)
µ =M
′
3A(1A)f3A(1A)ε
′
µ,
where the 2S+1LJ =
1S0,
3P0,
3S1,
3P1,
1P1 and
3P2 states of q
′
1q¯2 mesons are denoted by P , S, V ,
3A, 1A and T , respectively. Note that a 3P2 state cannot be produced by a current. It is useful to
note that in the SU(N)-flavor limit (m′1 = m2) we should have vanishing fS and f1A. The former
can be seen by applying equations of motion to the matrix element of the scalar resonance in Eq.
(2.3) to obtain
m2SfS = i(m
′
1 −m2)〈0|q¯1q2|S〉. (2.4)
The latter is based on the argument that the light 3P1 and
1P1 states transfer under charge conju-
gation as
M ba(
3P1)→Mab (3P1), M ba(1P1)→ −Mab (1P1), (a = 1, 2, 3), (2.5)
where the light axial-vector mesons are represented by a 3 × 3 matrix. Since the weak axial-
vector current transfers as (Aµ)
b
a → (Aµ)ab under charge conjugation, it is clear that the decay
TABLE I: Feynman rules for the vertices (iΓ′M ) of the incoming mesons-quark-antiquark, where
p′1 and p2 are the quark and antiquark momenta, respectively. Under the contour integrals to be
discussed below, H ′M and W
′
M are reduced to h
′
M and w
′
M , respectively, whose expressions are
given by Eq. (2.11). Note that for outgoing mesons, we shall use i(γ0Γ
′†
Mγ0) for the corresponding
vertices.
M (2S+1LJ) iΓ
′
M
pseudoscalar (1S0) H
′
Pγ5
vector (3S1) iH
′
V [γµ − 1W ′
V
(p′1 − p2)µ]
scalar (3P0) −iH ′S
axial (3P1) −iH ′3A[γµ + 1W ′3A (p
′
1 − p2)µ]γ5
axial (1P1) −iH ′1A[ 1W ′1A (p
′
1 − p2)µ]γ5
tensor (3P2) i
1
2H
′
T [γµ − 1W ′
V
(p′1 − p2)µ](p′1 − p2)ν
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constant of the 1P1 meson vanishes in the SU(3) limit [24]. This argument can be generalized to
heavy axial-vector mesons. In fact, under similar charge conjugation argument [(Vµ)
b
a → −(Vµ)ab ,
M ba(
3P0)→Mab (3P0)] one can also prove the vanishing of fS in the SU(N) limit.
Furthermore, in the heavy quark limit (m′1 →∞), the heavy quark spin sQ decouples from the
other degrees of freedom so that sQ and the total angular momentum of the light antiquark j are
separately good quantum numbers. Hence, it is more convenient to use the LjJ = P
3/2
2 , P
3/2
1 , P
1/2
1
and P
1/2
0 basis. It is obvious that the first and the last of these states are
3P2 and
3P0, respectively,
while [25] ∣∣∣P 3/21 〉 =
√
2
3
∣∣∣1P1〉+ 1√
3
∣∣∣3P1〉 , ∣∣∣P 1/21 〉 = 1√
3
∣∣∣1P1〉−√2
3
∣∣∣3P1〉 . (2.6)
Heavy quark symmetry (HQS) requires (see Sec. IV) [21, 26]
fV = fP , fA1/2 = fS , fA3/2 = 0, (2.7)
where we have denoted the P
1/2
1 and P
3/2
1 states by A
1/2 and A3/2, respectively. These relations in
the above equation can be understood from the fact that (S
1/2
0 , S
1/2
1 ), (P
1/2
0 , P
1/2
1 ) and (P
3/2
1 , P
3/2
2 )
form three doublets in the HQ limit and that the tensor meson cannot be induced from the V −A
current. It is important to check if the calculated decay constants satisfy the non-trivial SU(N)-
flavor and HQS relations.
We now follow [10] to evaluate meson decay constants. The matrix element for the annihilation
of a pseudoscalar state via axial currents can be easily written down and it has the expression
APµ = −i2
Nc
(2π)4
∫
d4p′1
H ′P
N ′1N2
sPµ , (2.8)
where
sPµ ≡ Tr[γµγ5(6p′1 +m′1)γ5(− 6p2 +m2)]
= −4[m′1P ′µ + (m2 −m′1)p′1µ], (2.9)
N ′1 = p
′2
1 −m′21 + iǫ and N2 = p22−m22+ iǫ. We need to integrate out p′−1 in APµ . As stressed in [10],
if it is assumed that the vertex function H ′ has no pole in the upper complex p′−1 plane, then the
covariant calculation of meson properties and the calculation of the light-front formulism will give
identical results at the one-loop level. Therefore, by closing the contour in the upper complex p′−1
plane and assuming that H ′P is analytic within the contour, the integration picks up a residue at
p2 = pˆ2, where pˆ
2
2 = m
2
2. The other momentum is given by momentum conservation, pˆ
′
1 = P
′ − pˆ2.
Consequently, one has the following replacements:
N ′1 → Nˆ ′1 = pˆ′21 −m′21 = x1(M ′2 −M ′20 ),
H ′M → Hˆ ′M = H ′M(pˆ′21 , pˆ22) ≡ h′M ,
W ′M → Wˆ ′M =W ′M (pˆ′21 , pˆ22) ≡ w′M ,∫
d4p′1
N ′1N2
H ′Ms
M → −iπ
∫
dx2d
2p′⊥
x2Nˆ ′1
h′M sˆ
M , (2.10)
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in a generic one-loop vacuum to particle M amplitude AMµ . In this work the explicit forms of h′M
and w′M are given by (see Appendix A)
h′P = h
′
V = (M
′2 −M ′20 )
√
x1x2
Nc
1√
2M˜ ′0
ϕ′,
h′S =
√
2
3
h′3A = (M
′2 −M ′20 )
√
x1x2
Nc
1√
2M˜ ′0
M˜ ′20
2
√
3M ′0
ϕ′p,
h′1A = h
′
T = (M
2′ −M ′20 )
√
x1x2
Nc
1√
2M˜ ′0
ϕ′p ,
w′V = M
′
0 +m
′
1 +m2, w
′
3A =
M˜ ′20
m′1 −m2
, w′1A = 2 , (2.11)
where ϕ′ and ϕ′p are the light-front momentum distribution amplitudes for s-wave and p-wave
mesons, respectively. There are several popular phenomenological light-front wave functions that
have been employed to describe various hadronic structures in the literature. In the present work,
we shall use the Gaussian-type wave function [27]
ϕ′ = ϕ′(x2, p′⊥) = 4
(
π
β′2
) 3
4
√
dp′z
dx2
exp
(
−p
′2
z + p
′2
⊥
2β′2
)
,
ϕ′p = ϕ
′
p(x2, p
′
⊥) =
√
2
β′2
ϕ′,
dp′z
dx2
=
e′1e2
x1x2M ′0
. (2.12)
The parameter β′ is expected to be of order ΛQCD. The derivation of these vertex functions is
shown in Appendix A.
The matrix element APµ can be evaluated readily by using above equations. However, APµ ob-
tained in this way contains a spurious contribution proportional to ω˜µ = (ω˜−, ω˜+, ω˜⊥) = (2, 0, 0⊥).
It arises from the momentum decomposition of pˆ′µ1
pˆ′µ1 = (P
′ − pˆ2)µ
= x1P
′µ + (0, 0, ~p′⊥)
µ +
1
2
(
x2P
′− − ~p
2
2⊥ +m
2
2
x2P ′+
)
ω˜µ. (2.13)
In fact, after the integration, p′1 can be expressed in terms of two external vectors, P
′ and ω˜.
Therefore, in the integrand of AMµ , one has
p′1µ
.
=
ω˜ · p′1
ω˜ · P ′P
′
µ +
1
ω˜ · P ′ ω˜µ
(
P ′ · p′1 −
ω˜ · p′1
ω˜ · P ′P
′2
)
.
= x1P
′
µ +
1
2 ω˜ · P ′ ω˜µ[−N2 +N
′
1 +m
′2
1 −m22 + (1− 2x1)M ′2]. (2.14)
The symbol
.
= in the above equation reminds us that it is true only in the AM integration. There
is one missing piece in the contour integration, namely, the contribution of the zero mode from the
p′+1 = 0 region [13]. The appearance of N2 in the numerator as shown in the above equation (2.8)
also prompts an extra care in performing the p′−1 contour integration. It is interesting that this
zero mode contribution provides a cue for the spurious term in AMµ . As shown in [10], the inclusion
of the zero mode contribution in AMµ matrix elements in practice amounts to the replacements
pˆ′1 → x1P ′, Nˆ2 → Nˆ ′1 +m′21 −m22 + (1− 2x1)M ′2, (2.15)
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in the SˆM under the integration. By virtue of Eqs. (2.3), (2.10) and (2.15), we obtain [10]
fP =
Nc
16π3
∫
dx2d
2p′⊥
h′P
x1x2(M ′2 −M ′20 )
4(m′1x2 +m2x1). (2.16)
It should be stressed that fP itself is free of zero mode contributions as its derivation does not involve
the replacement of Nˆ2 (see also Sec. III.B). With the explicit form of h
′
P shown in Eq. (2.11), the
familiar expression of fP in the conventional light-front approach [4, 7], namely,
fP = 2
√
2Nc
16π3
∫
dx2d
2p′⊥
1
√
x1x2M˜ ′0
(m′1x2 +m2x1)ϕ
′(x2, p′⊥), (2.17)
is reproduced.
The decay constant of a scalar meson can be obtained in a similar manner. By using the
corresponding Feynman rules shown in Table I, we have
ASµ = −i2
Nc
(2π)4
∫
d4p′1
H ′S
N ′1N2
Tr[γµ(6p′1 +m′1)(−i)(− 6p2 +m2)]. (2.18)
Note that the trace (≡ sSµ) in the above equation is related to sPµ in Eq. (2.8) by the replacement of
m2 → −m2 and by adding an overall factor of −i. Likewise, by using Eqs. (2.3), (2.10) and (2.15),
it follows that
fS =
Nc
16π3
∫
dx2d
2p′⊥
h′S
x1x2(M ′2 −M ′20 )
4(m′1x2 −m2x1). (2.19)
For m′1 = m2, the meson wave function is symmetric with respect to x1 and x2, and hence fS = 0,
as it should be.
We now turn to the decay constants of vector and axial-vector mesons. The decay amplitude
for a vector meson is given by
AVµ = −i2
Nc
(2π)4
∫
d4p′1
iH ′V
N ′1N2
Tr
{
γµ(6p′1 +m′1)
[
γν − (p
′
1 − p2)ν
W ′V
]
(− 6p2 +m2)
}
ε′ν . (2.20)
We consider the case with the transverse polarization
ε(±) =
(
2
P ′+
ε⊥ · P ′⊥, 0, ε⊥
)
, ε⊥ = ∓ 1√
2
(1,±i). (2.21)
Contracting AVµ with ε∗(±) and applying Eqs. (2.3), (2.10) and (2.15) lead to [10]2
fV =
Nc
4π3M ′
∫
dx2d
2p′⊥
h′V
x1x2(M ′2 −M ′20 )
×
[
x1M
′2
0 −m′1(m′1 −m2)− p′2⊥ +
m′1 +m2
w′V
p′2⊥
]
. (2.22)
2 When AVµ is contracted with the longitudinal polarization vector εµ(0), fV will receive additional contri-
butions characterized by the B functions defined in Appendix B (see Eq. (3.5) of [14]) which give about
10% corrections to fV for the vertex function h
′
V used in Eq. (2.11). It is not clear to us why the result
of fV depends on the polarization vector. Note that the new residual contributions are absent in the
approach of [28] in which a different scheme has been developed to identify the zero mode contributions
to the decay constants and form factors.
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We wish to stress that the vector decay constant obtained in the conventional light-front model [4]
does not coincide with the above result (2.22) owing to the missing zero mode contribution, whose
presence is evidenced by its involvement of Nˆ2 [10, 14]. Since A3Aµ (A
1A
µ ) is related to AVµ by a
suitable replacement of H ′V → −H ′3A(1A) and m2 → −m2, W ′V → −W ′3A(1A) in the trace (only the
1/W ′ terms being kept in the 1A case), this allows us to readily obtain
f3A = −
Nc
4π3M ′
∫
dx2d
2p′⊥
h′3A
x1x2(M ′2 −M ′20 )
×
[
x1M
′2
0 −m′1(m′1 +m2)− p′2⊥ −
m′1 −m2
w′3A
p′2⊥
]
,
f1A =
Nc
4π3M ′
∫
dx2d
2p′⊥
h′1A
x1x2(M ′2 −M ′20 )
(
m′1 −m2
w′1A
p′2⊥
)
. (2.23)
It is clear that f1A = 0 for m
′
1 = m2. The SU(N)-flavor constraints on fS and f1A are thus satisfied.
The HQS relations on decay constants will be discussed in Section IV.
In order to have a numerical study for decay constants, we need to specify the constituent quark
masses and the parameter β appearing in the Gaussian-type wave function (2.12). For constituent
quark masses we use [6, 7, 10, 29]
mu,d = 0.26GeV, ms = 0.37GeV, mc = 1.40GeV, mb = 4.64GeV. (2.24)
As we shall see in Sec. III, the masses of strange and charmed quarks are constrained from the
measured form-factor ratios in semileptonic D → K∗ℓν¯ decays. Shown in Tables II and III are
the input parameter β and decay constants, respectively. In Table III the decay constants in
parentheses are used to determine β. For the purpose of an estimation, for p-wave mesons in D,
Ds and B systems we shall use the β parameters obtained in the ISGW2 model [30], the improved
version of the ISGW model, up to some simple scaling. Several remarks are in order: (i) The
values of the parameter βV presented in Table II are slightly smaller than the ones obtained in the
earlier literature. For example, βρ = 0.26, βK∗ = 0.27 and βD∗ = 0.38 are obtained here using
the Gaussian-type wave function, while the corresponding values are 0.30, 0.31, 0.46 in [7]. This
is because we have utilized the correct light-front expression for the vector decay constant fV [cf.
Eq. (2.22)]. It is interesting to notice that βV in the ISGW2 model also has a similar reduction
due to hyperfine interactions, which have been neglected in the original ISGW model in the mass
spectrum calculation. (ii) The β parameters for p-wave states of D, Ds and B systems are the
TABLE II: The input parameter β (in units of GeV) in the Gaussian-type wave function (2.12).
2S+1LJ βud¯ βsu¯ βcu¯ βcs¯ βbu¯
1S0 0.3102 0.3864 0.4496 0.4945 0.5329
3S1 0.2632 0.2727 0.3814 0.3932 0.4764
3P0 βa1 βK(3P1) 0.3305 0.3376 0.4253
3P1 0.2983 0.303 0.3305 0.3376 0.4253
1P1 βa1 βK(3P1) 0.3305 0.3376 0.4253
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TABLE III: Mesonic decay constants (in units of MeV) obtained by using Eqs. (2.16), (2.19),
(2.22) and (2.23). Those in parentheses are taken as inputs to determine the corresponding β’s
shown in Table II. The decay constant fK1(1270) = 175 MeV is also used as an input (see the text
for detail).
2S+1LJ fud¯ fsu¯ fcu¯ fcs¯ fbu¯
1S0 (131) (160) (200) (230) (180)
3S1 (216) (210) (220) (230) (180)
3P0 0 21 86 71 112
3P1 (−203) −186 −127 −121 −123
1P1 0 11 45 38 68
P
1/2
1 – – 130 122 140
P
3/2
1 – – −36 −38 −15
smallest when compared to βP,V . (iii) The decay constants of
3P1 and P
3/2
1 states have opposite
signs to that of 1P1 or P
1/2
1 as can be easily seen from Eq. (2.6).
In principle, the parameter β for p-wave mesons can be determined from the study of the meson
spectroscopy. Although we have not explored this issue in this work, it is important to keep in mind
that β’s are closely related to meson masses. In Table III we have employed |fa1 | = 203 MeV and
fD∗s = fDs as inputs. It is generally argued that a1(1260) should have a similar decay constant as
the ρ meson. Presumably, fa1 can be extracted from the decay τ → a1(1260)ντ . Though this decay
is not shown in the Particle Data Group (PDG) [18], an experimental value of |fa1 | = 203±18 MeV
is nevertheless quoted in [31].3 Contrary to the non-strange charmed meson case where D∗ has a
slightly larger decay constant than D, the recent measurements of B → D(∗)s D(∗) [18, 32] indicate
that the decay constants of D∗s and Ds are similar. Hence we shall take fD∗s = fDs . As for the
decay constant of B∗, a recent lattice calculation yields fB∗/fB = 1.01 ± 0.01+0.04−0.01 [33]. Therefore
we will set fB∗ = fB in Table III.
It is clear from Eq. (2.4) that the decay constant of light scalar resonances is largely suppressed
relative to that of the pseudoscalar mesons owing to the small mass difference between the con-
stituent quark masses. However, as shown in Table III, this suppression becomes less restrictive
for heavy scalar mesons because of heavy and light quark mass imbalance. Note that what is
the underlying quark structure of light scalar resonances is still controversial. While it has been
widely advocated that the light scalar nonet formed by σ(600), κ(800), f0(980) and a0(980) can
be identified primarily as four-quark states, it is generally believed that the nonet states f0(1370),
a0(1450), K
∗
0 (1430) and f0(1500)/f0(1710) are the conventional qq¯
′ states (for a review, see e.g.
[34]). Therefore, the prediction of fS = 21 MeV for the scalar meson in the su¯ content (see Table
III) is most likely designated for the K∗0 (1430) state. Notice that this prediction is slightly smaller
3 The decay constant of a1 can be tested in the decay B
+ → D¯0a+1 which receives the main contribution
from the color-allowed amplitude proportional to fa1F
BD(m2a1).
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than the result of 42 MeV obtained in [35] based on the finite-energy sum rules, and far less than
the estimate of (70±10) MeV in [36]. It is worth remarking that even if the light scalar mesons are
made from 4 quarks, the decay constants of the neutral scalars σ(600), f0(980) and a
0
0(980) must
vanish owing to charge conjugation invariance.
In principle, the decay constant of the scalar strange charmed meson D∗s0 can be determined
from the hadronic decay B → DD∗s0 since it proceeds only via external W -emission. Indeed, a
recent measurement of the DD¯∗s0 production in B decays by Belle [37] indicates a fD∗s0 of order 60
MeV [38] which is close to the expectation of 71 MeV (see Table III). In Sec. III.E we will discuss
more about DD∗∗s productions in B decays. The smallness of the decay constant fD∗s0 relative to
fDs can be seen from Eqs. (2.16) and (2.19) that
fDs(D∗s0) ∝
∫
dx2 · · · [mcx2 ±ms(1− x2)]. (2.25)
Since the momentum fraction x2 of the strange quark in the Ds(D
∗
s0) meson is small, its effect
being constructive in Ds case and destructive in D
∗
s0 is sizable and explains why fD∗s0/fDs ∼ 0.3.
Except for a1 and b1 mesons which cannot have mixing because of the opposite C-parities,
physical strange axial-vector mesons are the mixture of 3P1 and
1P1 states, while the heavy axial-
vector resonances are the mixture of P
1/2
1 and P
3/2
1 . For example, K1(1270) and K1(1400) are the
mixture of K3P1 and K1P1 (denoted by K1A and K1B , respectively, by PDG [18]) owing to the mass
difference of the strange and non-strange light quarks:
K1(1270) = K3P1 sin θ +K1P1 cos θ,
K1(1400) = K3P1 cos θ −K1P1 sin θ, (2.26)
with θ ≈ −58◦ as implied from the study of D → K1(1270)π, K1(1400)π decays [39]. We use
fK1(1270) = 175 MeV [39] to fix βK(3P1) ≃ βK(1P1) = 0.303 GeV and obtain fK1(1400) = −87 MeV.
Note that these βK(3P1), βK(1P1) are close to βK∗ . For the masses of K1P1 and K3P1 , we follow [24]
to determine them from the mass relations 2m2K1P1
= m2b1(1232)+m
2
h1(1380)
andm2K3P1
= m2K1(1270)+
m2K1(1400) −m2K1P1 . For D and B systems, it is clear from Table III that |fA3/2 | ≪ fS < fA1/2 , in
accordance with the expectation from HQS [cf. Eq. (2.7)].
III. COVARIANT MODEL ANALYSIS OF FORM FACTORS
In this section we first review the analysis of the form factors for s-wave mesons within the
framework of the covariant light-front quark model [10] and then extend it to the p-wave meson
case followed by numerical results and discussion.
A. Form factors
Form factors for P → P, V transitions are defined by
〈P (P ′′)|Vµ|P (P ′)〉 = Pµf+(q2) + qµf−(q2),
12
〈V (P ′′, ε′′)|Vµ|P (P ′)〉 = ǫµναβ ε′′∗νPαqβ g(q2),
〈V (P ′′, ε′′)|Aµ|P (P ′)〉 = −i
{
ε′′∗µ f(q
2) + ε∗′′ · P
[
Pµa+(q
2) + qµa−(q2)
]}
, (3.1)
where P = P ′ + P ′′, q = P ′ − P ′′ and the convention ǫ0123 = 1 is adopted. These form factors are
related to the commonly used Bauer-Stech-Wirbel (BSW) form factors [40] via
FPP1 (q
2) = f+(q
2), FPP0 (q
2) = f+(q
2) +
q2
q · P f−(q
2),
V PV (q2) = −(M ′ +M ′′) g(q2), APV1 (q2) = −
f(q2)
M ′ +M ′′
,
APV2 (q
2) = (M ′ +M ′′) a+(q2), APV3 (q
2)−APV0 (q2) =
q2
2M ′′
a−(q2), (3.2)
where the latter form factors are defined by [40]
〈P (P ′′)|Vµ|P (P ′)〉 =
(
Pµ − M
′2 −M ′′2
q2
qµ
)
FPP1 (q
2) +
M ′2 −M ′′2
q2
qµ F
PP
0 (q
2),
〈V (P ′′, ε′′)|Vµ|P (P ′)〉 = − 1
M ′ +M ′′
ǫµναβε
′′∗νPαqβV PV (q2),
〈V (P ′′, ε′′)|Aµ|P (P ′)〉 = i
{
(M ′ +M ′′)ε′′∗µ A
PV
1 (q
2)− ε
′′∗ · P
M ′ +M ′′
PµA
PV
2 (q
2)
−2M ′′ ε
′′∗ · P
q2
qµ[A
PV
3 (q
2)−APV0 (q2)]
}
, (3.3)
with FPP1 (0) = F
PP
0 (0), A
PV
3 (0) = A
PV
0 (0), and
APV3 (q
2) =
M ′ +M ′′
2M ′′
APV1 (q
2)− M
′ −M ′′
2M ′′
APV2 (q
2). (3.4)
The general expressions for P to low-lying p-wave meson transitions are given by [19]
〈S(P ′′)|Aµ|P (P ′)〉 = i
[
u+(q
2)Pµ + u−(q2)qµ
]
,
〈A1/2(P ′′, ε′′)|Vµ|P (P ′)〉 = i
{
ℓ1/2(q
2)ε′′∗µ + ε
′′∗ · P [Pµc1/2+ (q2) + qµc1/2− (q2)]
}
,
〈A1/2(P ′′, ε′′)|Aµ|P (P ′)〉 = −q1/2(q2)ǫµναβε′′∗νPαqβ,
〈A3/2(P ′′, ε′′)|Vµ|P (P ′)〉 = i
{
ℓ3/2(q
2)ε′′∗µ + ε
′′∗ · P [Pµc3/2+ (q2) + qµc3/2− (q2)]
}
,
〈A3/2(P ′′, ε′′)|Aµ|P (P ′)〉 = −q3/2(q2)ǫµναβε′′∗νPαqβ,
〈T (P ′′, ε′′)|Vµ|P (P ′)〉 = h(q2)ǫµναβε′′∗νλPλPαqβ,
〈T (P ′′, ε′′)|Aµ|P (P ′)〉 = −i
{
k(q2)ε′′∗µνP
ν + ε′′∗αβP
αP β[Pµb+(q
2) + qµb−(q2)]
}
. (3.5)
The form factors ℓ1/2(3/2), c
1/2(3/2)
+ , c
1/2(3/2)
− and q1/2(3/2) are defined for the transitions to the heavy
P
1/2
1 (P
3/2
1 ) state. For transitions to light axial-vector mesons, it is more appropriate to employ the
L−S coupled states 1P1 and 3P1 denoted by the particles 1A and 3A in our notation. The relation
between P
1/2
1 , P
3/2
1 and
1P1,
3P1 states is given by Eq. (2.6). The corresponding form factors
ℓ1A(3A), c
1A(3A)
+ , c
1A(3A)
− and q1A(3A) for P → 1A (3A) transitions can be defined in an analogous way.4
4 The form factors ℓ1A(3A), c
1A(3A)
+ , c
1A(3A)
− and q1A(3A) are dubbed as ℓ(v), c+(s+), c−(s−) and q(r), respec-
tively, in the ISGW model [19].
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Note that only the form factors u+(q
2), u−(q2) and k(q2) in the above parametrization are
dimensionless. It is thus convenient to define dimensionless form factors by5
〈S(P ′′)|Aµ|P (P ′)〉 = −i
[(
Pµ − M
′2 −M ′′2
q2
qµ
)
FPS1 (q
2) +
M ′2 −M ′′2
q2
qµ F
PS
0 (q
2)
]
,
〈A(P ′′, ε′′)|Vµ|P (P ′)〉 = −i
{
(mP −mA)ε∗µV PA1 (q2)−
ε∗ · P ′
mP −mAPµV
PA
2 (q
2)
− 2mA ε
∗ · P ′
q2
qµ
[
V PA3 (q
2)− V PA0 (q2)
]}
,
〈A(P ′′, ε′′)|Aµ|P (P ′)〉 = − 1
mP −mA ǫµνρσε
∗νP ρqσAPA(q2), (3.6)
with
V PA3 (q
2) =
mP −mA
2mA
V PA1 (q
2)− mP +mA
2mA
V PA2 (q
2), (3.7)
and V PA3 (0) = V
PA
0 (0). They are related to the form factors in (3.3) via
FPS1 (q
2) = −u+(q2), FPS0 (q2) = −u+(q2)−
q2
q · P u−(q
2),
APA(q2) = −(M ′ −M ′′) q(q2), V PA1 (q2) = −
ℓ(q2)
M ′ −M ′′ ,
V PA2 (q
2) = (M ′ −M ′′) c+(q2), V PA3 (q2)− V PA0 (q2) =
q2
2M ′′
c−(q2). (3.8)
In above equations, the axial-vector meson A stands for A1/2 or A3/2. Besides the dimensionless
form factors, this parametrization has the advantage that the q2 dependence of the form factors is
governed by the resonances of the same spin, for instance, the momentum dependence of F0(q
2) is
determined by scalar resonances.
To obtain the P →M transition form factors with M being a ground-state s-wave meson or a
low-lying p-wave meson, we shall consider the matrix elements
〈M(P ′′)|Vµ −Aµ|P (P ′)〉 ≡ BPMµ , (3.9)
where the corresponding Feynman diagram is shown in Fig. 1(b). We follow [10] to obtain P → P, V
form factors before extending the formalism to the p-wave meson case. As we shall see, the P →
S (A) transition form factors can be easily obtained by some suitable modifications on P → P (V )
ones, and we need some extension of the analysis in [10] to the P → T case.
For the case of M = P , it is straightforward to obtain
BPPµ = −i3
Nc
(2π)4
∫
d4p′1
H ′PH
′′
P
N ′1N
′′
1N2
SPPV µ , (3.10)
5 The definition here for dimensionless P → A transition form factors differs than Eq. (3.17) of [38] where
the coefficients (mP ±mA) are replaced by (mP ∓mA). It will become clear in Sec. IV that this definition
will lead to HQS relations for B → D∗0 , D1 transitions [cf. Eq. (4.7)] similar to that for B → D,D∗ ones.
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where
SPPV µ = Tr[γ5(6p′′1 +m′′1)γµ(6p′1 +m′1)γ5(− 6p2 +m2)], (3.11)
N ′′1 = p
′′2
1 −m′′21 + iǫ and the subscript of SV stands for the transition vector current. As noted in
the Introduction we consider the q+ = 0 frame [10]. As in the APµ case, the p′−1 integration picks
up the residue p2 = pˆ2 and leads to
N
′(′′)
1 → Nˆ ′(′′)1 = x1(M ′(′′)2 −M ′(′′)20 ),
H
′(′′)
M → h′(′′)M ,
W ′′M → w′′M ,∫
d4p′1
N ′1N
′′
1N2
H ′PH
′′
MS
PM → −iπ
∫
dx2d
2p′⊥
x2Nˆ ′1Nˆ
′′
1
h′Ph
′′
M Sˆ
PM , (3.12)
where
M ′′20 =
p′′2⊥ +m
′′2
1
x1
+
p′′2⊥ +m
2
2
x2
, (3.13)
with p′′⊥ = p
′
⊥ − x2 q⊥. In general, after the integration in BPM , pˆ′1 can be expressed in terms
of three external vectors, P ′, q and ω˜. Furthermore, the inclusion of the zero mode contribution
cancels away the ω˜ dependence and in practice for pˆ′1 and Nˆ2 in Sˆ
PM under the integration, we
have [10]
pˆ′1µ
.
= PµA
(1)
1 + qµA
(1)
2 ,
pˆ′1µpˆ
′
1ν
.
= gµνA
(2)
1 + PµPνA
(2)
2 + (Pµqν + qµPν)A
(2)
3 + qµqνA
(2)
4 ,
pˆ′1µpˆ
′
1ν pˆ
′
1α
.
= (gµνPα + gµαPν + gναPµ)A
(3)
1 + (gµνqα + gµαqν + gναqµ)A
(3)
2
+PµPνPαA
(3)
3 + (PµPνqα + PµqνPα + qµPνPα)A
(3)
4
+(qµqνPα + qµPνqα + Pµqνqα)A
(3)
5 + qµqνqαA
(3)
6 ,
Nˆ2 → Z2, x1Nˆ2 → 0,
pˆ′1µNˆ2 → qµ
[
A
(1)
2 Z2 +
q · P
q2
A
(2)
1
]
,
pˆ′1µpˆ
′
1νNˆ2 → gµνA(2)1 Z2 + qµqν
[
A
(2)
4 Z2 + 2
q · P
q2
A
(1)
2 A
(2)
1
]
,
pˆ′1µpˆ
′
1νp
′
1αNˆ2 → (gµνqα + gµαqν + gναqµ)
[
A
(3)
2 Z2 +
q · P
3 q2
(A
(2)
1 )
2
]
+qµqνqα
{
A
(3)
6 Z2 + 3
q · P
q2
[
A
(1)
2 A
(3)
2 −
1
3 q2
(A
(2)
1 )
2
]}
, (3.14)
where A
(i)
j , Z2 are functions of x1,2, p
′2
⊥, p
′
⊥ · q⊥ and q2, and their explicit expressions are given in
[10]. We do not show the spurious contributions in the above equation since they vanish either after
applying the above rules or after integration. The last rule on pˆ′1µpˆ
′
1νp
′
1αNˆ2 in the above equation,
which is needed in the P → T calculation, is extended in this work. One needs to consider the
product of four pˆ′1’s. For completeness, the formulas for the product of four pˆ
′
1’s and the expressions
for A
(i)
j , Z2 can be found in Appendix B.
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From Eqs. (3.10)–(3.14) one can obtain the form factors f±(q2) for q2 = −q2⊥ ≤ 0 [see Eq. (B3)].
We will return to the issue of the momentum dependence of form factors in the next sub-section.
The explicit expressions for f± can be evaluated readily by using the explicit representations of
Nˆ
′(′′)
1 , h
′(′′) given in Eqs. (3.12) and (2.11). At q2 = 0, the form factor f+(0) is reduced to the
familiar form [3, 41]
f+(0) =
1
16π3
∫
dxd2p′⊥ ϕ
′′∗(x, p′⊥)ϕ
′(x, p′⊥)
A′A′′ + p′2⊥√
A′2 + p′2⊥
√
A′′2 + p′2⊥
, (3.15)
where
A′ = m′1x+m2(1− x), A′′ = m′′1x+m2(1− x), (3.16)
with x ≡ x2.
For the P → S transition amplitude, we have
BPSµ = −i3
Nc
(2π)4
∫
d4p′1
H ′PH
′′
S
N ′1N
′′
1N2
SPSAµ , (3.17)
with
SPSAµ = Tr[(−i)(6p′′1 +m′′1)γµγ5(6p′1 +m′1)γ5(− 6p2 +m2)]
= −i SPPV µ (m′′1 → −m′′1). (3.18)
Thus, the P → S transition form factors are related to f± by
u± = −f±(m′′1 → −m′′1, h′′P → h′′S). (3.19)
To be specific, we give the explicit forms of u±(q2) obtained in the covariant light-front model
u+(q
2) =
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
S
x2Nˆ ′1Nˆ
′′
1
[
− x1(M ′20 +M ′′20 )− x2q2
+x2(m
′
1 +m
′′
1)
2 + x1(m
′
1 −m2)2 + x1(m′′1 +m2)2
]
,
u−(q2) =
Nc
16π3
∫
dx2d
2p′⊥
2h′Ph
′′
S
x2Nˆ
′
1Nˆ
′′
1
{
x1x2M
′2 + p′2⊥ +m
′
1m2 + (m
′′
1 +m2)(x2m
′
1 + x1m2)
−2q · P
q2
(
p′2⊥ + 2
(p′⊥ · q⊥)2
q2
)
− 2(p
′
⊥ · q⊥)2
q2
+
p′⊥ · q⊥
q2
[
M ′′2 − x2(q2 + q · P )
−(x2 − x1)M ′2 + 2x1M ′20 − 2(m′1 −m2)(m′1 −m′′1)
]}
. (3.20)
It is ready to evaluate these form factors by using the explicit expressions of Nˆ and h. Numerical
study of these form factors will be given in the next sub-section.
We next turn to the P → V,A transition form factors. For the P → V transition, we have
BPVµ = −i3
Nc
(2π)4
∫
d4p′1
H ′P (iH
′′
V )
N ′1N
′′
1N2
SPVµν ε
′′∗ν , (3.21)
where
SPVµν = (S
PV
V − SPVA )µν
= Tr
[(
γν − 1
W ′′V
(p′′1 − p2)ν
)
(6p′′1 +m′′1)(γµ − γµγ5)(6p′1 +m′1)γ5(− 6p2 +m2)
]
. (3.22)
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As will be seen later, this expression of S is also useful for the P → T calculation, and hence
its explicit representation is included in Appendix B. By the aid of Eqs. (3.12) and (3.14), it is
straightforward to obtain the P → V form factors, g(q2), f(q2), a±(q2) [10]. For reader’s conve-
nience, the explicit forms of these form factors are summarized in Appendix B. Note that the vector
form factor V (q2 = 0) = −(M ′ +M ′′)g(q2 = 0) is consistent with that in [7, 41] obtained by a
Taylor expansion of the h′′V /Nˆ
′′
1 term in g(q
2) [see Eq. (B4)] with respect to p′′2⊥ . To show this, we
write
h′′V
Nˆ ′′1
=
h′′V
Nˆ ′′1
∣∣∣
p′′2
⊥
→p′2
⊥
− 2x2p′⊥ · q⊥
( d
dp′′2⊥
h′′V
Nˆ ′′1
)
p′′2
⊥
→p′2
⊥
+O(x22q2), (3.23)
and see that the second term on the right-hand side is needed when considering the q⊥ → 0 limit
of the p′ · q⊥/q2 term in the integrand of g(q2), while O(x22q2) terms in the above equation vanish
in the same limit. We perform the angular integration in the ~p′⊥ plane before taking the q
2 → 0
limit. After these steps, we obtain the same expression of V (q2 = 0) as in [7, 41].
The extension to P → A transitions is straightforward and, as we shall see shortly, the resulting
form factors have very similar expressions as that in the above case. For the P → 3A, 1A transitions,
we have
BP 3Aµ = −i3
Nc
(2π)4
∫
d4p′1
H ′P (−iH ′′3A)
N ′1N
′′
1N2
SP
3A
µν ε
′′∗ν ,
BP 1Aµ = −i3
Nc
(2π)4
∫
d4p′1
H ′P (−iH ′′1A)
N ′1N
′′
1N2
SP
1A
µν ε
′′∗ν , (3.24)
where
SP
3A
µν = (S
P 3A
V − SP
3A
A )µν
= Tr
[(
γν − 1
W ′′3A
(p′′1 − p2)ν
)
γ5(6p′′1 +m′′1)(γµ − γµγ5)(6p′1 +m′1)γ5(− 6p2 +m2)
]
= Tr
[(
γν − 1
W ′′3A
(p′′1 − p2)ν
)
(6p′′1 −m′′1)(γµγ5 − γµ)(6p′1 +m′1)γ5(− 6p2 +m2)
]
,
SP
1A
µν = (S
P 1A
V − SP
1A
A )µν
= Tr
[(
− 1
W ′′1A
(p′′1 − p2)ν
)
γ5(6p′′1 +m′′1)(γµ − γµγ5)(6p′1 +m′1)γ5(− 6p2 +m2)
]
= Tr
[(
− 1
W ′′1A
(p′′1 − p2)ν
)
(6p′′1 −m′′1)(γµγ5 − γµ)(6p′1 +m′1)γ5(− 6p2 +m2)
]
. (3.25)
We therefore have SP
3A,P 1A
V (A) = S
PV
A(V ) with the replacement m
′′
1 → −m′′1, W ′′V → W ′′3A,1A. Note that
only the 1/W ′′ terms are kept in SP
1A. Consequently,
ℓ
3A,1A(q2) = f(q2) with (m′′1 → −m′′1, h′′V → h′′3A,1A, w′′V → w′′3A,1A),
q
3A,1A(q2) = g(q2) with (m′′1 → −m′′1, h′′V → h′′3A,1A, w′′V → w′′3A,1A),
c
3A,1A
+ (q
2) = a+(q
2) with (m′′1 → −m′′1, h′′V → h′′3A,1A, w′′V → w′′3A,1A),
c
3A,1A
− (q
2) = a−(q2) with (m′′1 → −m′′1, h′′V → h′′3A,1A, w′′V → w′′3A,1A), (3.26)
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where only the 1/W ′′ terms in P → 1A form factors are kept. It should be cautious that the
replacement of m′′1 → −m′′1 should not be applied to m′′1 in w′′ and h′′. These form factors can be
expressed in the P
3/2
1 and P
1/2
1 basis by using Eq. (2.6).
Finally we turn to the P → T transition given by
BPTµ = −i3
Nc
(2π)4
∫
d4p′1
H ′P (iH
′′
T )
N ′1N
′′
1N2
SPTµνλ ε
′′∗νλ, (3.27)
where
SPTµνλ = S
PV
µν (−q + p′1)λ. (3.28)
The contribution from the SPVµν (−q)λ part is trivial, since qλ can be taken out from the integration,
which is already done in the P → V case. Contributions from the SˆPVµν pˆ′1λ part can be worked out
by using Eq. (3.14). In particular, the calculation of k(q2) and b−(q2) needs to use the pˆ′1pˆ
′
1pˆ
′
1Nˆ2
formula. Putting all these together leads to
h(q2) = −g(q2)
∣∣∣
h′′V→h′′T
+
Nc
16π3
∫
dx2d
2p′⊥
2h′Ph
′′
T
x2Nˆ ′1Nˆ
′′
1
[
(m′1 −m′′1)(A(2)3 +A(2)4 )
+(m′′1 +m
′
1 − 2m2)(A(2)2 +A(2)3 )−m′1(A(1)1 +A(1)2 ) +
2
w′′V
(2A
(3)
1 + 2A
(3)
2 −A(2)1 )
]
,
k(q2) = −f(q2)
∣∣∣
h′′V→h′′T
+
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
T
x2Nˆ ′1Nˆ
′′
1
{
2(A
(1)
1 +A
(1)
2 )[m2(q
2 − Nˆ ′1 − Nˆ ′′1 −m′21 −m′′21 )
−m′1(M ′′2 − Nˆ ′′1 −m′′21 −m22)−m′′1(M ′2 − Nˆ ′1 −m′21 −m22)− 2m′1m′′1m2]
+2(m′1 +m
′′
1)
(
A
(1)
2 Z2 +
q · P
q2
A
(2)
1
)
+ 16(m2 −m′1)(A(3)1 +A(3)2 ) + 4(2m′1 −m′′1 −m2)A(2)1
+
4
w′′V
(
[M ′2 +M ′′2 − q2 + 2(m′1 −m2)(m′′1 +m2)](2A(3)1 + 2A(3)2 −A(2)1 )
−4
[
A
(3)
2 Z2 +
q · P
3q2
(
A
(2)
1
)2]
+ 2A
(2)
1 Z2
)}
,
b+(q
2) = −a+(q2)
∣∣∣
h′′V→h′′T
+
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
T
x2Nˆ
′
1Nˆ
′′
1
{
8(m2 −m′1)(A(3)3 + 2A(3)4 +A(3)5 )
−2m′1(A(1)1 +A(1)2 ) + 4(2m′1 −m′′1 −m2)(A(2)2 +A(2)3 ) + 2(m′1 +m′′1)(A(2)2 + 2A(2)3 +A(2)4 )
+
2
w′′V
[
2[M ′2 +M ′′2 − q2 + 2(m′1 −m2)(m′′1 +m2)](A(3)3 + 2A(3)4 +A(3)5 −A(2)2 −A(2)3 )
+[q2 − Nˆ ′1 − Nˆ ′′1 − (m′1 +m′′1)2](A(2)2 + 2A(2)3 +A(2)4 −A(1)1 −A(1)2 )
]}
,
b−(q2) = −a−(q2)
∣∣∣
h′′
V
→h′′
T
+
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
T
x2Nˆ ′1Nˆ
′′
1
{
8(m2 −m′1)(A(3)4 + 2A(3)5 +A(3)6 )
−6m′1(A(1)1 +A(1)2 ) + 4(2m′1 −m′′1 −m2)(A(2)3 +A(2)4 )
+2(3m′1 +m
′′
1 − 2m2)(A(2)2 + 2A(2)3 +A(2)4 )
+
2
w′′V
[
2[M ′2 +M ′′2 − q2 + 2(m′1 −m2)(m′′1 +m2)](A(3)4 + 2A(3)5 +A(3)6 −A(2)3 −A(2)4 )
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+2Z2(3A
(2)
4 − 2A(3)6 −A(1)2 ) + 2
q · P
q2
(
6A
(1)
2 A
(2)
1 − 6A(1)2 A(3)2 +
2
q2
(A
(2)
1 )
2 −A(2)1
)
+[q2 − 2M ′2 + Nˆ ′1 − Nˆ ′′1 − (m′1 +m′′1)2 + 2(m′1 −m2)2]
×(A(2)2 + 2A(2)3 +A(2)4 −A(1)1 −A(1)2 )
]}
. (3.29)
To summarize, equipped with the explicit expressions of the form factors f+(q
2), f−(q2)
[Eq. (B3)] for P → P transitions, u+(q2), u−(q2) [Eq. (3.20)] for P → S transitions,
g(q2), f(q2), a+(q
2), a−(q2) [Eq. (B4)] for P → V transitions, ℓ(q2), q(q2), c+(q2), c−(q2) [Eq. (3.26)]
for P → A transition and h(q2), k(q2), b+(q2), b−(q2) [Eq. (3.29)] for P → T transitions, we are
ready to perform numerical studies of them. The P → S,A, T transition form factors are the main
new results in this work.
B. Comments on zero-mode effects
In the present paper we have followed and extended the work of Jaus [10] to the p-wave meson
case. As stressed by Jaus, there are two classes of form factors and decay constants. There is one
class of form factors like F1(q
2) for transitions between pseudoscalar mesons, V (q2) and A2(q
2)
for transitions between pseudoscalar and vector mesons, and the pseudoscalar decay constant fP
that are free of zero mode contributions. Another class of form factors like A1(q
2) (or f(q2)) and
the vector decay constant fV are associated with zero modes. The full vector vertex operator for
3S1-state meson has the expression (see Table I)
iHV [γµ − 1
W
(p1 − p2)µ]. (3.30)
To begin with, we first consider the “simple” vector meson vertex without the 1/W part in the
above expression. Jaus employed a simple multipole ansatz for the meson vertex function
HV (p
2
1, p
2
2) =
g
(p21 − Λ2 + iǫ)n
(3.31)
as the starting point of his simple covariant toy model. Then the zero mode contributions can be
systematically calculated in this toy model. Note that the vertex function (3.31) is not symmetric
in the four momenta of the constituent quarks and hence can hardly be considered a realistic
approximation of the meson vertex. To remedy this difficulty, Bakker, Choi and Ji (BCJ) [8]
proposed to replace the point gauge-boson vertex γµ(1− γ5) by
γµ(1− γ5)→ Λ
2
1
p21 − Λ21 + iǫ
γµ(1− γ5) Λ
2
2
p22 − Λ22 + iǫ
. (3.32)
It is easily seen that the two methods due to Jaus and BCJ should give the same result for form
factors, but may lead to different results for decay constants. Indeed, Eq. (3.9) (without the 1/W
part) of Jaus [14] for the form factor f(q2) agrees with Eqs. (37) and (38) of BCJ [11]. Moreover,
it is interesting to notice that Eq. (3.16) of Jaus [14] for the decay constant fV (by considering the
longitudinal polarization case as in BCJ) also agrees with Eq. (41) of BCJ [8], though the analytic
expressions for the respective vertex functions HV are different [42]. Since the associated trace for
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fV is free of minus components of the internal momenta and there are no zero modes in that case.
Therefore, to the level without the 1/W part in the vertex operator (3.30), there is no discrepancy
between Jaus and BCJ and both fV as well as f(q
2) are free of zero mode effects.
However, things are very different when the full vector meson vertex (3.30) is used. The 1/W
part of the trace contains minus components of the momenta and the zero mode problem must
be faced. While BCJ claimed that both fV and f(q
2) are immune to the zero mode even for
the full vector meson vertex, Jaus obtained non-trivial zero mode contributions. It appears to us
that the controversy about the role played by the zero mode lies in the fact that Jaus and BCJ
have different procedures for identifying zero-mode effects. In the covariant light-front approach
of Jaus [10], the decomposition of the current-induced matrix element into 4-vectors will require
to introduce a lightlike 4-vector ω˜ which is not covariant. Zero modes are required to eliminate
the spurious ω˜ dependence. BCJ decompose the propagator into on-shell and instantaneous (not
on-shell) parts and show that only the latter part can be the origin of a zero mode contribution.
More precisely, the contour integration over p− in Jaus is not a regularized one, while in BCJ the
contour can be regularly closed due to the presence of the non-local boson vertex and the zero
modes display their effects at the level of p+ (see Sec. II.B.2 of [8] for more detail about the BCJ
approach for zero modes).
The covariant toy model cannot be generalized beyond the simple meson vertex given by (3.31),
namely, there are some possible residual ω˜ contributions. In [14] Jaus has developed a method
that permits the calculation of the contribution of zero modes associated with the current-induced
matrix element. Through the study of the angular condition imposed on helicity amplitudes, several
consistency conditions can be derived under some plausible assumptions and used to determine the
zero mode contributions. Within this approach, both fV and f(q
2) receive additional residual
contributions (see Eqs. (3.16) and (3.9) of [14], respectively) which can be expressed in terms of
B
(m)
n and C
(m)
n functions defined in Appendix B.6 These functions depend on p
′−
1 and behavior
like (p′−1 )
i(p′+1 )
j . Jaus then gave a counting rule for detecting zero modes [14]: For the B functions
i ≤ j, there is no zero mode contribution and the value of B(m)n can be calculated unambiguously
at the spectator quark pole. For the C functions i ≥ j + 1 and the value of C(m)n is the sum of
a spectator quark pole term and an unknown zero mode contribution. These B and C functions
vanish in the covariant toy model, as it should be. Beyond the toy model, the C functions contain
unknown zero-mode contributions. Jaus used some consistency conditions to fix some of the C
functions.
Several remarks are in order. (i) Our meson light-front vertex functions (2.11) are symmetric
in quark momenta. However, B and C functions do not appear in fV [Eq. (2.22)] and f(q
2) [Eq.
(B4)] for two reasons. First of all, we have C
(1)
1
.
= 0 from Eqs. (3.14) and (B9). Second, we contract
AVµ [see Eq. (2.20)] and SPVµν [Eq. (3.22)] with the transverse polarization vector εµ(±). We have
checked explicitly that for the vertex functions given in (2.11), the coefficients B
(i)
j under integration
6 The remaining spurious ω˜ contribution to the form factor a−(q
2) cannot be determined in the same
manner.
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FIG. 2: Form factors F1(q
2) and F0(q
2) for B → D and B → D∗0 transitions.
(see Appendix B) are numerically almost vanishing and the form factor f(q2) is affected at most at
one percent level. For our purposes, we can therefore neglect all the residual contributions to the
form factors. (ii) The derivation of the decay constant fP and the form factors f+(q
2), g(q2), a+(q
2),
u+(q
2), q(q2), c+(q
2), and h(q2), b+(q
2) does not depend on Nˆ2 and those relations connected to Nˆ2
(see Eq. (3.14) and recall that Nˆ2 = Z2 − C(1)1 ). These form factors are free of zero mode effects
and can be obtained using the conventional light-front approach. (iii) Zero mode effects vanish in
the heavy quark limit (see Sec. IV). For example, the HQS relation fP = fV indicates that fV is
immune to the zero mode contribution.
C. Form-factor momentum dependence and numerical results
Because of the condition q+ = 0 we have imposed during the course of calculation, form factors
are known only for spacelike momentum transfer q2 = −q2⊥ ≤ 0, whereas only the timelike form
factors are relevant for the physical decay processes. It has been proposed in [6] to recast the form
factors as explicit functions of q2 in the spacelike region and then analytically continue them to the
timelike region. Another approach is to construct a double spectral representation for form factors
at q2 < 0 and then analytically continue it to q2 > 0 region [43]. It has been shown recently that,
within a specific model, form factors obtained directly from the timelike region (with q+ > 0) are
identical to the ones obtained by the analytic continuation from the spacelike region [11].
In principle, form factors at q2 > 0 can be evaluated directly in the frame where the momentum
transfer is purely longitudinal, i.e., q⊥ = 0, so that q2 = q+q− covers the entire range of momentum
transfer [7]. The price one has to pay is that, besides the conventional valence-quark contribution,
one must also consider the non-valence configuration (or the so-called Z-graph) arising from quark-
pair creation from the vacuum. However, a reliable way of estimating the Z-graph contribution is
still lacking unless one works in a specific model, for example, the one advocated in [11]. Fortunately,
this additional non-valence contribution vanishes in the frame where the momentum transfer is
purely transverse i.e., q+ = 0.
To proceed we find that except for the form factor V2 to be discussed below, the momentum
dependence of form factors in the spacelike region can be well parameterized and reproduced in the
21
0 2 4 6 8 10
q
2 (GeV2)
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
B→D∗
A0
A1
0 2 4 6 8 10
q
2 (GeV2)
0.6
0.8
1.0
1.2
1.4
B→D∗
V
A2
FIG. 3: Form factors V (q2), A0(q
2), A1(q
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2) for B → D∗ transitions.
three-parameter form:
F (q2) =
F (0)
1− a(q2/m2B(D)) + b(q2/m2B(D))2
, (3.33)
for B(D) → M transitions. The parameters a, b and F (0) are first determined in the spacelike
region. We then employ this parametrization to determine the physical form factors at q2 ≥ 0. In
practice, the parameters a, b and F (0) are obtained by performing a 3-parameter fit to the form
factors in the range −20GeV2 ≤ q2 ≤ 0 for B decays and −10GeV2 ≤ q2 ≤ 0 for D decays. These
parameters are generally insensitive to the q2 range to be fitted except for the form factor V2(q
2) in
B(D) → 1P1, P 3/21 transitions. The corresponding parameters a and b are rather sensitive to the
chosen range for q2. This sensitivity is attributed to the fact that the form factor V2(q
2) approaches
TABLE IV: Form factors of D → π, ρ, a0(1450), a1(1260), b1(1235), a2(1320) transitions obtained
in the covariant light-front model are fitted to the 3-parameter form Eq. (3.33) except for the
form factor V2 denoted by
∗ for which the fit formula Eq. (3.34) is used. All the form factors are
dimensionless except for h, b+, b− with dimensions GeV−2. For the parameter βT appearing in the
tensor-meson wave function, we assume that it is the same as the β parameter of p-wave meson
with the same quark content.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
FDpi1 0.67 2.71 1.19 0.36 F
Dpi
0 0.67 1.16 0.50 0.01
V Dρ 0.86 1.36 1.24 0.48 ADρ0 0.64 0.93 1.07 0.54
ADρ1 0.58 0.71 0.51 0.03 A
Dρ
2 0.48 0.68 0.95 0.30
FDa01 0.52 0.54 1.07 0.26 F
Da0
0 0.52 0.52 −0.08 0.03
ADa1 0.20 0.22 0.98 0.20 V Da10 0.31 0.34 0.85 0.49
V Da11 1.54 1.53 −0.05 0.05 V Da12 0.06 0.06 0.12 0.10
ADb1 0.11 0.13 1.08 0.54 V Db10 0.49 0.54 0.89 0.28
V Db11 1.37 1.45 0.46 0.05 V
Db1
2 −0.10∗ −0.11∗ 0.21∗ 0.67∗
h 0.188 0.208 1.21 1.09 k 0.340 0.338 −0.07 0.12
b+ −0.084 −0.091 0.97 0.58 b− 0.120 0.133 1.15 0.66
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2) for B → D1/2,3/21 transitions.
to zero at very large −|q2| where the three-parameter parametrization (3.33) becomes questionable.
To overcome this difficulty, we will fit this form factor to the form
F (q2) =
F (0)
(1− q2/m2B(D))[1− a(q2/m2B(D)) + b(q2/m2B(D))2]
(3.34)
and achieve a substantial improvement. For example, we have a = 2.18 and b = 6.08 when V
BK1P1
2
TABLE V: Same as Table IV except for D → K,K∗,K∗0 (1430),K1P1 ,K3P1 ,K∗2 (1430) transitions.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
FDK1 0.78 1.57 1.05 0.23 F
DK
0 0.78 0.99 0.38 0.00
V DK
∗
0.94 1.33 1.17 0.42 ADK
∗
0 0.69 0.92 1.04 0.44
ADK
∗
1 0.65 0.75 0.50 0.02 A
DK∗
2 0.57 0.75 0.94 0.27
F
DK∗0
1 0.48 0.51 1.01 0.24 F
DK∗0
0 0.48 0.50 −0.11 0.02
A
DK1P1 0.10 0.11 1.03 0.48 V
DK1P1
0 0.44 0.47 0.80 0.27
V
DK1P1
1 1.53 1.58 0.39 0.05 V
DK1P1
2 −0.09∗ −0.09∗ −0.16∗ 0.51∗
A
DK3P1 0.98 1.05 0.92 0.17 V
DK3P1
0 0.34 0.38 1.44 0.15
V
DK3P1
1 2.02 2.02 −0.01 0.03 V
DK3P1
2 0.03 0.03 −0.18 0.10
h 0.192 0.205 1.17 0.99 k 0.368 0.367 −0.04 0.11
b+ −0.096 −0.102 1.05 0.58 b− 0.137 0.147 1.17 0.69
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FIG. 5: Form factors k(q2), h(q2), b+(q
2) and b−(q2) for B → D∗2 transitions. Except for the
dimensionless k(q2), all other form factors are in units of GeV−2.
is fitted to Eq. (3.33) and they become a = 1.78 and b = 2.12 (see Table VII) when the fit formula
Eq. (3.34) is employed.
In Tables IV−VIII we show the form factors and their q2 dependence for the transitions B(D)→
π, ρ, a0(1450), a1(1260), b1(1235), a2(1320), B(D) → K,K∗,K∗0 (1430),K1P1 ,K3P1 ,K∗2 (1430) and
B → D,D∗,D∗0(2308),D1/21 ,D3/21 ,D∗2(2460). The b → c transition form factors are plotted in
Figs. 2−5. Because the quark contents of the f0, f1, f2 mesons lying in the mass region of 1.3− 1.7
GeV are not well established, we will not consider them in this work. In calculations, we have taken
the meson masses from [18]. The masses of D∗0 and D1 have been measured recently by Belle to
be 2308 ± 17± 15 ± 28 MeV and 2427 ± 26 ± 20± 15 MeV, respectively [17]. Since D1(2427) and
D′1(2420) are almost degenerate, we shall take mD1/21
≈ m
D
3/2
1
≈ 2427 MeV.
Several remarks are in order:
1. Many form factors contain terms like (p′⊥ ·q⊥)/q2 in their integrands. At first sight, it appears
TABLE VI: Same as Table IV except for B → π, ρ, a0(1450), a1(1260), b1(1235), a2(1320) transi-
tions.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
FBpi1 0.25 1.16 1.73 0.95 F
Bpi
0 0.25 0.86 0.84 0.10
V Bρ 0.27 0.79 1.84 1.28 ABρ0 0.28 0.76 1.73 1.20
ABρ1 0.22 0.53 0.95 0.21 A
Bρ
2 0.20 0.57 1.65 1.05
FBa01 0.26 0.68 1.57 0.70 F
Ba0
0 0.26 0.35 0.55 0.03
ABa1 0.25 0.76 1.51 0.64 V Ba10 0.13 0.32 1.71 1.23
V Ba11 0.37 0.42 0.29 0.14 V
Ba1
2 0.18 0.36 1.14 0.49
ABb1 0.10 0.23 1.92 1.62 V Bb10 0.39 0.98 1.41 0.66
V Bb11 0.18 0.36 1.03 0.32 V
Bb1
2 −0.03∗ −0.15∗ 2.13∗ 2.39∗
h 0.008 0.015 2.20 2.30 k 0.031 0.010 −2.47 2.47
b+ −0.005 −0.011 1.95 1.80 b− 0.0016 0.0011 −0.23 1.18
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TABLE VII: Same as Table IV except for B → K,K∗,K∗0 (1430),K1P1 ,K3P1 ,K∗2 (1430) transitions.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
FBK1 0.35 2.17 1.58 0.68 F
BK
0 0.35 0.80 0.71 0.04
V BK
∗
0.31 0.96 1.79 1.18 ABK
∗
0 0.31 0.87 1.68 1.08
ABK
∗
1 0.26 0.58 0.93 0.19 A
BK∗
2 0.24 0.70 1.63 0.98
F
BK∗0
1 0.26 0.70 1.52 0.64 F
BK∗0
0 0.26 0.33 0.44 0.05
A
BK3P1 0.26 0.69 1.47 0.59 V
BK3P1
0 0.14 0.31 1.62 1.14
V
BK3P1
1 0.39 0.42 0.21 0.16 V
BK3P1
2 0.17 0.30 1.02 0.45
A
BK1P1 0.11 0.25 1.88 1.53 V
BK1P1
0 0.41 0.99 1.40 0.64
V
BK1P1
1 0.19 0.35 0.96 0.30 V
BK1P1
2 −0.05∗ −0.16∗ 1.78∗ 2.12∗
h 0.008 0.018 2.17 2.22 k 0.015 0.004 −3.70 1.78
b+ −0.006 −0.013 1.96 1.79 b− 0.002 0.002 0.38 0.92
TABLE VIII: Same as Table IV except for B → D, D∗,D∗0,D1/21 ,D3/21 ,D∗2 transitions. For the
purpose of comparing with heavy quark symmetry, the form factors u±, c±, ℓ, q are also shown.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
FBD1 0.67 1.22 1.25 0.39 F
BD
0 0.67 0.92 0.65 0.00
V BD
∗
0.75 1.32 1.29 0.45 ABD
∗
0 0.64 1.17 1.30 0.31
ABD
∗
1 0.63 0.83 0.65 0.02 A
BD∗
2 0.61 0.95 1.14 0.52
F
BD∗0
1 0.24 0.34 1.03 0.27 F
BD∗0
0 0.24 0.20 −0.49 0.35
ABD
1/2
1 −0.12 −0.14 0.71 0.18 V BD
1/2
1
0 0.08 0.13 1.28 −0.29
V
BD
1/2
1
1 −0.19 −0.13 −1.25 0.97 V
BD
1/2
1
2 −0.12 −0.14 0.67 0.20
ABD
3/2
1 0.23 0.33 1.17 0.39 V
BD
3/2
1
0 0.47 0.70 1.17 0.03
V
BD
3/2
1
1 0.55 0.51 −0.19 0.27 V
BD
3/2
1
2 −0.09∗ −0.17∗ 2.14∗ 4.21∗
u+ −0.24 −0.34 1.03 0.27 u− 0.31 0.42 0.86 0.20
ℓ1/2 0.56 0.38 −1.25 0.97 q1/2 0.041 0.050 0.71 0.18
c
1/2
+ −0.042 −0.050 0.67 0.20 c1/2− 0.045 0.055 0.71 0.20
ℓ3/2 −1.56 −1.45 −0.19 0.27 q3/2 −0.079 −0.114 1.17 0.39
c
3/2
+ −0.032∗ −0.061∗ 2.14∗ 4.21∗ c3/2− −0.027 −0.026 0.03 0.45
h 0.015 0.024 1.67 1.20 k 0.79 1.12 1.29 0.93
b+ −0.013 −0.021 1.68 0.98 b− 0.011 0.016 1.50 0.91
that linear p′⊥ terms will not make contributions after integrating over p
′
⊥. But this is not
the case. As noted before, a Taylor expansion of the h′′M/Nˆ
′′
1 term with respect to p
′′2
⊥ will
generate a term proportional to p′⊥ ·q⊥ [cf. Eq. (3.23)]. When combined with the (p′⊥ ·q⊥)/q2
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term in the integrand of transition form factors, this leads to∫
d2p′⊥
(p′⊥ · q⊥)2
q2
= −1
2
∫
d2p′⊥ p
′2
⊥ (3.35)
in the q+ = 0 frame. In analytic studies, however, it is more convenient to utilize the identity
obtained in [10]∫
dx2 d
2p′⊥
h′Ph
′′
M
x2Nˆ ′1Nˆ
′′
1
2B
(2)
1 =
∫
dx2 d
2p′⊥
h′Ph
′′
M
x2Nˆ ′1Nˆ
′′
1
(
x1Z2 − 2A(2)1
)
= 0. (3.36)
Using the expressions of Z2 and A
(2)
1 given in Eq. (B9), it is easily seen that the (p
′
⊥ · q⊥)/q2
term under integration can be related to other q-independent quantities. The above identity
allows us to integrate out the p′⊥ ·q⊥ term without explicitly performing the Taylor expansion
of h′′M/Nˆ
′′
1 . Instead of using Eq. (3.35) or (3.36) we have taken into account such effects in
numerical calculations by substituting the relation p′′⊥ = p
′
⊥ − x2q⊥ into h′′M/Nˆ ′′1 .
2. Owing to the less energy release, form factors for D → π, ρ, · · · and D → K,K∗,K∗∗ transi-
tions are more sensitive to the masses of charmed and light quarks. For this we can utilize the
form-factor ratios rV ≡ V PV (0)/APV1 (0) and r2 ≡ APV2 (0)/APV1 (0) measured in D → V ℓν¯
decays to constrain the quark masses. The most recent and most precise measurement of
D+ → K∗0ℓ+ν¯ by FOCUS yields [44]
rV (D → K∗) = 1.504 ± 0.057 ± 0.039 , r2(D → K∗) = 0.875 ± 0.049 ± 0.064 . (3.37)
The best quark masses mu,ms and mc obtained in this manner are listed in Eq. (2.24).
Using this set of quark masses and fixing βφ = 0.3073 GeV from fφ = 237 MeV we have also
computed the similar form factor ratios for D+s → φ transition and found
rV (Ds → φ) = 1.569 , r2(Ds → φ) = 0.865 , (3.38)
in good agreement with the very recent FOCUS measurement of the D+s → φµ+ν form factor
ratios [45]
rV (Ds → φ) = 1.549 ± 0.250 ± 0.145 , r2(Ds → φ) = 0.713 ± 0.202 ± 0.266 . (3.39)
3. In the absence of any information for the parameter βT appearing in the wave function of
tensor mesons, we have taken βT to be the same as the β parameter of the p-wave meson
with the same quark content, for example, β(D∗2) = β(D
∗
0) = 0.331. Note that among the
four P → T transition form factors, the one k(q2) is particularly sensitive to βT . It is not
clear to us if the complicated analytic expression for k(q2) in Eq. (3.29) is not complete. To
overcome this difficulty, we apply the heavy quark symmetry relations in Eq. (4.4) below to
obtain k(q2) for B → D∗2 transition
k(q2) = mBmD∗2
(
1 +
m2B +m
2
D∗2
− q2
2mBmD∗2
)[
h(q2)− 1
2
b+(q
2) +
1
2
b−(q2)
]
. (3.40)
This can be tested in B− → D∗02 π− decays to be discussed below in Sec. III.E.
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4. For heavy-to-heavy transitions such as B → D,D∗,D∗∗, the sign of various form fac-
tors can be checked by heavy quark symmetry. In the heavy quark limit, heavy quark
symmetry requires that the form factors u−, ℓ1/2, q1/2, c
1/2
− , h, k and b− be positive, while
u+, ℓ3/2, q3/2, c
1/2
+ , c
3/2
+ , c
3/2
− and b+ be negative [see Eqs. (4.3)−(4.5)]. Our results are indeed
in accordance with HQS (see Table VIII).
5. For P → A transitions, the form factor V0 is always positive, while the sign of other form
factors A,V1, V2 depends on the process under consideration, for example, they are all positive
in B(D)→ a1,K3P1 transitions and negative in B → D1 transitions.
6. The form factors of B to light axial-vector meson transitions obey the relations V Ba10 <
ABρ0 < V
Bb1
0 and V
BK3P1
0 < A
BK∗
0 < V
BK1P1
0 .
7. It is pointed out in [7] that for B → D,D∗ transitions, the form factors F1, A0, A2, V exhibit
a dipole behavior, while F0 and A1 show a monopole dependence. According to the three-
parameter parametrization (3.33), the dipole behavior corresponds to b = (a/2)2, while b = 0
and a 6= 0 induces a monopole dependence. An inspection of Tables IV−VIII indicates that
form factors FBD0 , A
BD∗
1 , F
BK
0 , F
Ba0
0 and F
DK(pi)
0 have a monopole behavior, while F
BD
1 ,
V BD
∗
, ABD
3/2
1 , F
B(D)K
1 , A
B(D)K3P1 , V
BK1P1
0 , F
B(D)a0
1 and F
DK∗0
1 have a dipole dependence.
8. In the heavy quark limit, F
BD∗0
1 (q
2) = F
BD∗0
0 /[1 − q2/(mB − mD∗0)2], while FBD1 (q2) =
FBD0 /[1 − q2/(mB + mD)2] (see Eqs. (4.6) and (4.7)). This explains why F1 and F0 in
the B → D∗0 transition deviate at large q2 faster than that in the B → D case (Fig. 2).
9. Unlike the form factor F0 in P → a0,K∗0 transitions which is almost flat in its q2 behavior,
F
BD∗0
0 is decreasing with q
2 as it must approach to zero at the maximum q2 when mQ →∞
[see Eq. (4.7)]. In general, form factors for P → S transitions increase slowly with q2
compared to that for P → P ones. For example, FBa0(0) ∼ FBpi(0) at q2 = 0, while at
zero recoil FBa0(q2max) ≪ FBpi(q2max). Note that the form factors of B → a0 or B → K∗0
are similar to that of B → π or B → K at q2 = 0, while FBD∗01,0 (0) ≪ FBD1,0 (0). This can be
understood from the fact that P → S form factors are the same as P → P ones except for the
replacement of m′′1 → −m′′1 and h′′P → −h′′S [see Eq. (3.20)]. Consequently, the A′′ term in
Eq. (3.16) is subject to more suppression in heavy-to-heavy transitions than in heavy-to-light
ones. We shall see in Sec. III.E that the suppression of the B → D∗0 form factor relative to
the B → D one is supported by experiment.
10. To determine the physical form factors for B(D) → K1(1270),K1(1400), B →
D1(2427),D1(2420),Ds1(2460),Ds1(2536) transitions, one needs to know the mixing angles
of 1P1 −3P1 [see Eq. (2.26)] and D1/21 −D3/21 . As noted in passing, the mixing angle for K1
systems is about −58◦ as implied from the study of D → K1(1270)π. K1(1400)π decays [39].
A mixing angle θD1 = (5.7 ± 2.4)◦ is obtained by Belle through a detailed B → D∗ππ anal-
ysis [17], while θDs1 ≈ 7◦ is determined from the quark potential model [38] as the present
upper limits on the widths of Ds1(2460) and D
′
s1(2536) do not provide any constraints on
the D
1/2
s1 −D3/2s1 mixing angle.
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TABLE IX: Form factors of D → π, ρ,K,K∗ transitions at q2 = 0 in various models.
Model FDpi1,0 (0) A
Dρ
0 (0) A
Dρ
1 (0) A
Dρ
2 (0) V
Dρ(0) FDK1,0 (0) A
DK∗
0 (0) A
DK∗
1 (0) A
DK∗
2 (0) V
DK∗(0)
This work 0.67 0.64 0.58 0.48 0.86 0.78 0.69 0.65 0.57 0.94
MS [46] 0.69 0.66 0.59 0.49 0.90 0.78 0.76 0.66 0.49 1.03
QSR [47] 0.5 0.6 0.5 0.4 1.0 0.6 0.4 0.5 0.6 1.1
BSW [40] 0.69 0.67 0.78 0.92 1.23 0.76 0.73 0.88 1.15 1.23
D. Comparison with other model calculations
It is useful to compare our results based on the covariant light-front model with other theoretical
calculations. Except for the Isgur-Scora-Grinstein-Wise (ISGW) quark model [19], all the existing
studies on mesonic form factors focus mainly on the ground-state s-wave to s-wave transitions.
For P → P, V form factors we choose the BSW model [40], the Melikhov-Stech (MS) model [46],
QCD sum rule (QSR) [47] and light-cone sum rules (LCSR) [48] for comparison. Shown in Tables
IX−XI are (D,B) → π, ρ,K,K∗,D,D∗ transition form factors calculated in various models. We
see that the covariant light-front model predictions are most close to that of the MS model except
for B → K∗ transitions.
ISGW model :
Before our work, the ISGW quark model [19] is the only model that can provide a systematical
estimate of the transition of a ground-state s-wave meson to a low-lying p-wave meson. However,
this model is based on the non-relativistic constituent quark picture. In general, the form factors
evaluated in the original version of the ISGW model are reliable only at q2 = q2m, the maximum
momentum transfer. The reason is that the form-factor q2 dependence in the ISGW model is
proportional to exp[−(q2m− q2)] and hence the form factor decreases exponentially as a function of
(q2m − q2). This has been improved in the ISGW2 model [30] in which the form factor has a more
realistic behavior at large (q2m − q2) which is expressed in terms of a certain polynomial term. In
addition to the form-factor momentum dependence, the ISGW2 model incorporates a number of
improvements, such as the constraints imposed by heavy quark symmetry, hyperfine distortions of
wave functions, · · ·, etc. [30].
The ISGW2 model predictions for B → D∗∗ transition form factors are shown in Table XII.
TABLE X: Form factors of B → π, ρ,K,K∗ transitions at q2 = 0 in various models.
Model FBpi1,0 (0) A
Bρ
0 (0) A
Bρ
1 (0) A
Bρ
2 (0) V
Bρ(0) FBK1,0 (0) A
BK∗
0 (0) A
BK∗
1 (0) A
BK∗
2 (0) V
BK∗(0)
This work 0.25 0.28 0.22 0.20 0.27 0.35 0.31 0.26 0.24 0.31
MS [46] 0.29 0.29 0.26 0.24 0.31 0.36 0.45 0.36 0.32 0.44
LCSR [48] 0.26 0.37 0.26 0.22 0.34 0.34 0.47 0.34 0.28 0.46
BSW [40] 0.33 0.28 0.28 0.28 0.33 0.38 0.32 0.33 0.33 0.37
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TABLE XI: Form factors of B → D,D∗ transitions at q2 = 0 in various models.
Model FBD1,0 (0) A
BD∗
0 (0) A
BD∗
1 (0) A
BD∗
2 (0) V
BD∗(0)
This work 0.67 0.64 0.63 0.62 0.75
MS [46] 0.67 0.69 0.66 0.62 0.76
BSW [40] 0.69 0.62 0.65 0.69 0.71
Note that form factors F
BD∗0
0 (q
2), V
BD
1/2
1
1 (q
2) (or ℓ1/2(q
2)) cannot be parameterized in the form of
(3.33) or (3.34) since they vanish at certain q2, e.g. around q2 ≈ 8GeV2 for V BD
1/2
1
1 (q
2). We see
from the comparison of Table XII with Table VIII that (i) the form factors at small q2 obtained in
the covariant light-front and ISGW2 models agree within 40%, and (ii) as q2 increases, F
BD∗0
1 (q
2),
ABD
3/2
1 (q2), V
BD
3/2
1
0 (q
2), h(q2), |b+(q2)| and b−(q2) increase more rapidly in the LF model than
those in the ISGW2 model, whereas F
BD∗0
0 (q
2) and |V BD
1/2
1
1 (q
2)| decrease more sharply in the latter
model so that they even flip a sign near the zero recoil point.
The fact that both LF and ISGW2 models have similar B → D∗∗ form factors at small q2 implies
that relativistic effects could be mild in B → D∗∗ transitions. Nevertheless, relativistic effects may
manifest in heavy-to-light transitions, especially at the maximum recoil. An example is provided
shortly below.
Others :
Based on the light-cone sum rules, Chernyak [36] has estimated the B → a0(1450) transition
TABLE XII: Form factors of B → D∗∗ transitions calculated in the ISGW2 model.
F F (0) F (q2max) a b F F (0) F (q
2
max) a b
F
BD∗0
1 0.18 0.24 0.28 0.25 F
BD∗0
0 0.18 −0.008 – –
ABD
1/2
1 −0.16 −0.21 0.87 0.24 V BD
1/2
1
0 0.18 0.23 0.89 0.25
V
BD
1/2
1
1 −0.19 0.006 – – V
BD
1/2
1
2 −0.18 −0.24 0.87 0.24
ABD
3/2
1 0.16 0.19 0.46 0.065 V
BD
3/2
1
0 0.43 0.51 0.54 0.074
V
BD
3/2
1
1 0.40 0.32 −0.60 1.15 V
BD
3/2
1
2 −0.12 −0.19 1.45 0.83
u+ −0.18 −0.24 0.88 0.25 u− 0.46 0.62 0.87 0.25
ℓ1/2 0.54 −0.016 – – q1/2 0.057 0.074 0.87 0.24
c
1/2
+ −0.064 −0.083 0.87 0.24 c1/2− 0.068 0.088 0.87 0.24
ℓ3/2 −1.15 −0.90 −0.60 1.15 q3/2 −0.057 −0.066 0.46 0.065
c
3/2
+ −0.043 −0.066 1.45 0.83 c3/2− −0.018 −0.013 0.23 5.38
h 0.011 0.014 0.86 0.23 k 0.60 0.68 0.40 0.68
b+ −0.010 −0.013 0.86 0.23 b− 0.010 0.013 0.86 0.23
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form factor and obtained FBa01,0 (0) = 0.46, while our result is 0.26 and is similar to the B → π
form factor at q2 = 0. For B → a1(1260) form factors, there are two existing calculations: one in a
quark-meson model (CQM) [49] and the other based on the QCD sum rule (QSR) [50]. The results
are quite different, for example, V Ba10 (0) obtained in the quark-meson model, 1.20 , is larger than
the sum-rule prediction, −0.23± 0.05 , by a factor of five apart from a sign difference. Predictions
in various models are summarized in Table XIII. If a1(1260) behaves as the scalar partner of the ρ
meson, it is expected that V Ba10 is similar to A
Bρ
0 . Therefore, it appears to us that a magnitude of
order unity for V Ba10 (0) as predicted by the ISGW2 model and CQM is very unlikely. Notice that
the sign of the form factors predicted by QSR is opposite to ours. In hadronic B → a1P decays,
the relevant form factors are V Ba10 and F
BP
1 under the factorization approximation. Presumably,
the measurement of B
0 → a+1 π− will enable us to test V Ba10 .
E. Comparison with experiment
There are several experimentally measured decay modes, namely, B → DD∗∗s and B− → D∗∗π−
decays, which allow to test our model calculations of decay constants and form factors for p-wave
charmed mesons D∗∗ and D∗∗s .
For B → DD∗∗s decays, they proceed only via external W -emission and hence can be used to
determine the decay constant of D∗∗s . More precisely, their factorizable amplitudes are simply given
by
A(B → DD∗∗s ) =
GF√
2
VcbV
∗
cs a1〈D∗∗s |(s¯c)|0〉〈D|(c¯b)|B〉, (3.41)
where (q¯1q2) ≡ q¯1γµ(1−γ5)q2 and a1 is a parameter of order unity. The recent Belle measurements
read [37]
B[B → DD∗s0(2317)]B[D∗s0(2317)→ Dsπ0] = (8.5+2.1−1.9 ± 2.6)× 10−4,
B[B → DDs1(2460)]B[Ds1(2460) → D∗sπ0] = (17.8+4.5−3.9 ± 5.3) × 10−4. (3.42)
The D∗s0(2317) width is dominated by its hadronic decay to Dsπ
0 as the upper limit on the
ratio Γ(D∗s0 → D∗sγ)/Γ(D∗s0 → Dsπ0) was set to be 0.059 recently by CLEO [16]. Therefore,
TABLE XIII: B → a1(1260) transition form factors at q2 = 0 in various models. The results of
CQM and QSR have been rescaled according to the form-factor definition in Eq. (3.6).
Model ABa1(0) V Ba10 (0) V
Ba1
1 (0) V
Ba1
2 (0)
This work 0.25 0.13 0.37 0.18
ISGW2 [30] 0.21 1.01 0.54 −0.05
CQM [49] 0.09 1.20 1.32 0.34
QSR [50] −0.41 ± 0.06 −0.23± 0.05 −0.68± 0.08 −0.33 ± 0.03
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0.94 <∼ B[D∗s0(2317) → Dsπ0] <∼ 1.0. It follows from Eqs. (3.42) and (3.41) that (see [38] for detail)
fD∗s0 ≈ 47− 73 MeV, (3.43)
for a1 = 1.07. To estimate the branching ratios of D
∗
sπ
0 in the Ds1(2460) decay, we need some
experimental and theoretical inputs. There are two different measurements of the radiative mode
by Belle: a value of 0.38 ± 0.11 ± 0.04 for the ratio Dsγ/D∗sπ0 is determined from B → DDs1
decays [37], while the result of 0.55 ± 0.13 ± 0.08 is obtained from the charm fragmentation of
e+e− → c c¯ [51]. These two measurements are consistent with each other, though the central values
are somewhat different. We shall take the averaged value of 0.44 ± 0.09 for Dsγ/D∗sπ0. The ratio
Dsπ
+π−/D∗sπ
0 is measured to be 0.14±0.04±0.02 by Belle [51]. As for D∗sγ/D∗sπ0, it is found to be
less than 0.22, 0.31 and 0.16, respectively, by BaBar [52], Belle [51] and CLEO [16]. Theoretically,
the M1 transition Ds1 → D∗s0γ turns out to be quite small [53]. Assuming that the Ds1(2460)
decay is saturated by D∗sπ
0, Dsγ, D
∗
sγ and Dsππ, we are led to
0.53 <∼ B(Ds1(2460) → D∗sπ0) <∼ 0.68 . (3.44)
This in turn implies B[B → DDs1(2460)] = (1.6 ∼ 4.6) × 10−3. As a result, the decay constant of
Ds1(2460) is found to be
fDs1(2460) ≈ 110 − 190MeV. (3.45)
Our predictions fD∗s0 = 71 MeV and fDs1 = 117 MeV with the latter being obtained from the
relation
fDs1 = fD1/2s1
cos θs + fD3/2s1
sin θs (3.46)
with θs ≈ 7◦ inferred from the potential model [38], are in agreement with experiment.
Ideally, the neutral B decays B
0 → D∗∗+π− that receive only color-allowed contributions can
be used to extract B → D∗∗ transition form factors. Unfortunately, such decays have not yet been
TABLE XIV: The predicted branching ratios for B− → D∗∗0π− decays in the covariant light-front
(CLF) and ISGW2 models. Since the decay constants of p-wave charmed mesons are not provided
in the latter model, we employ the CLF decay constants and the ISGW2 form factors for the
ISGW2 results quoted below. Experimental results are taken from Belle [17], BaBar [54] and PDG
[18]. The axial-vector meson mixing angle is taken to be θ = 12◦ [38] and the parameters a1,2 are
given by a1 = 1.07 and a2 = 0.27.
Decay This work ISGW2 Expt
B− → D∗0(2308)0π− 7.3 × 10−4 4.8× 10−4 (9.2± 2.9) × 10−4 [17]
B− → D1(2427)0π− 4.6 × 10−4 9.4× 10−4 (7.5± 1.7) × 10−4 [17]
B− → D′1(2420)0π− 1.1 × 10−3 8.2× 10−4 (9.3± 1.4) × 10−4 [17, 54]
(1.5± 0.6) × 10−3 [18]
B− → D∗2(2460)0π− 1.0 × 10−3 5.7× 10−4 (7.4± 0.8) × 10−4 [17, 54]
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measured. Nevertheless, the decays B− → D∗∗0π− that receive both contributions from color-
allowed and color-suppressed diagrams provide a nice ground for testing the B → D∗∗ form factors
and the D∗∗ decay constants. Following [38], we show the predicted branching ratios in Table XIV.
The experimental results are taken from Belle [17], BaBar [54] and PDG [18]. For B− → D∗02 π−
we combine the Belle and BaBar measurements
B(B− → D∗02 π−)B(D∗02 → D+π−) = (3.1 ± 0.4) × 10−4,
B(B− → D∗02 π−)B(D∗02 → D∗+π−) = (1.8 ± 0.4) × 10−4, (3.47)
to arrive at
B(B− → D∗02 π−)B(D∗02 → D+π−,D∗+π−) = (4.9 ± 0.6) × 10−4. (3.48)
Using B(D∗02 → D+π−,D∗+π−) = 2/3 following from the assumption that the D∗02 width is sat-
urated by Dπ and D∗π, we are led to B(B− → D∗02 π−) = (7.4 ± 0.8) × 10−4. We see from the
Table XIV that the agreement between theory and experiment is generally good. In particular, the
suppression of the D∗00 π
− production relative to the D0π− one (the branching ratio for the latter
being (5.3 ± 0.5) × 10−3 [18]) clearly indicates a smaller B → D∗0 form factor relative to B → D
one. For comparison, we also show the ISGW2 predictions in the same Table. Since the decay
constants of p-wave charmed mesons are not provided in the ISGW2 model, we employ the decay
constants in this work and the ISGW2 form factors to obtain the ISGW2 results quoted in Table
XIV. Predictions in the other models are summarized in [38].
Since the tensor meson cannot be produced from the V −A current, the decay B− → D∗02 π− can
be used to determine the form factor combination η(q2) ≡ k(q2)+ b+(q2)(m2B −m2D∗2)+ b−(q
2)q2 at
q2 = m2pi. The measured rate implies that η(m
2
pi) = 0.43±0.02 , to be compared with the predictions
of 0.52 and 0.38 in the covariant LF and ISGW2 models, respectively.
It is worth mentioning that the ratio
R =
B(B− → D∗2(2460)0π−)
B(B− → D′1(2420)0π−)
(3.49)
is measured to be 0.80±0.07±0.16 by BaBar [54], 0.77±0.15 by Belle [17] and 1.8±0.8 by CLEO [55].
The early prediction by Neubert [56] yields a value of 0.35. The predictions of R = 0.91 in the
covariant light-front model and 0.67 in the ISGW2 model are in accordance with the data.
IV. HEAVY QUARK LIMIT
In the heavy quark limit, heavy quark symmetry (HQS) [21] provides model-independent con-
straints on the decay constants and form factors. For example, pseudoscalar and vector mesons
would have the same decay constants and all the heavy-to-heavy mesonic decay form factors are
reduced to some universal Isgur-Wise functions. Therefore, it is important to study the heavy
quark limit behavior of these physical quantities to check the consistency of calculations. Since
the analysis of heavy hadron structures and their dynamics in the infinite quark mass limit has
been tremendously simplified by heavy quark symmetry and heavy quark effective theory (HQET)
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developed from QCD in terms of 1/mQ expansion [57], it would be much simpler to study the
decay constants and form factors directly within the framework of a covariant light-front model of
heavy mesons fully based on HQS and HQET. Indeed, we have constructed such a model in [9]
which can be viewed as the heavy quark limit of the covariant light-front approach discussed in Sec.
II. We shall show explicitly that the decay constants and form factors obtained in the covariant
light-front model and then extended to the heavy quark limit do agree with those derived directly
in the light-front model based on HQET.
Before proceeding, it is worth making a few remarks: (i) Just as in the conventional light-front
model, it is assumed in [9] that the valance quarks of the meson are on their mass shell in the
covariant light-front model based on HQET. However, this is not in contradiction to the covariant
light-front approach discussed in Sec. II. As stressed before, the antiquark is on its mass shell after
p− integration in the covariant light-front calculation. Moreover, the off shellness of the heavy
quark vanishes in the strict heavy quark limit. Therefore, the calculation based on the light-front
model in [9] is covariant. (ii) Since the heavy quark-pair creation is forbidden in the mQ → ∞
limit, the Z-graph is no longer a problem in the reference frame where q+ ≥ 0. This allows us to
compute the Isgur-Wise functions directly in the timelike region.
In this work, we will adopt two different approaches to elaborate on the heavy quark limit
behavior of physical quantities: one from top to bottom and the other from bottom to top. In
the top-to-bottom approach, we will derive the decay constants and form factors in the covariant
light-front model within HQET and obtain model-independent HQS relations. In the bottom-to-
top approach, we study the heavy quark limit behavior of the decay constants and transition form
factors of heavy mesons obtained in Secs. II and III and show that they do match the covariant
model results based on HQET.
A. Heavy quark symmetry relations
In the infinite quark mass limit, the decay constants of heavy mesons must satisfy the HQS
relations given by Eq. (2.7), while all the heavy-to-heavy mesonic decay form factors are reduced
to three universal Isgur-Wise (IW) functions, ξ for s-wave to s-wave and τ1/2 as well as τ3/2 for
s-wave to p-wave transitions. Specifically, B → D,D∗ form factors are related to the IW function
ξ(ω) by [21]
ξ(ω) =
1
2
√
mBmD
[
(mB +mD)f+(q
2) + (mB −mD)f−(q2)
]
= − 1√
mBmD∗
f(q2)
1 + ω
= −2√mBmD∗ g(q2)
=
√
mBmD∗
(
a+(q
2)− a−(q2)
)
, (4.1)
and obey two additional HQS relations
a+(q
2) + a−(q2) = 0, (mB −mD)f+(q2) + (mB +mD)f−(q2) = 0, (4.2)
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where ω = (m2B +m
2
D(∗)
− q2)/(2mBmD(∗)). The B → D∗0 and B → D1/21 form factors in the heavy
quark limit are related to τ1/2(ω) via [25]
τ1/2(ω) =
1
4
√
mBmD∗0
[
(mB −mD∗0 )u+(q2) + (mB +mD∗0)u−(q2)
]
=
1
2
√
mBmD1/21
ℓ1/2(q
2)
ω − 1 =
√
mBmD1/21
q1/2(q
2)
= −
√
mBmD1/21
2
(
c
1/2
+ (q
2)− c1/2− (q2)
)
, (4.3)
while B → D3/21 and B → D∗2 transition form factors are related to τ3/2(ω) by
τ3/2(ω) = −
√√√√ 2
mBmD3/21
ℓ3/2(q
2)
ω2 − 1 = −
1
3
√√√√ 2m3B
m
D
3/2
1
(
c
3/2
+ (q
2) + c
3/2
− (q
2)
)
=
√√√√ 2m3B
m
D
3/2
1
c
3/2
+ (q
2)− c3/2− (q2)
ω − 2 = 2
√
m3BmD∗2
3
h(q2)
=
√
mB
3mD∗2
k(q2)
1 + ω
= − 2
√
2
1 + ω
√
mBmD3/21
q3/2(q
2)
= −
√
m3BmD∗2
3
(
b+(q
2)− b−(q2)
)
, (4.4)
and subject to the HQS relations
b+(q
2) + b−(q2) = 0, c
1/2
+ (q
2) + c
1/2
− (q
2) = 0,
(mB +mD∗0 )u+(q
2) + (mB −mD∗0 )u−(q2) = 0. (4.5)
In terms of the dimensionless form factors defined in (3.2) and (3.6), Eqs. (4.1) and (4.2) can
be recast to
ξ(ω) =
2
√
mBmD
mB +mD
FBD1 (q
2) =
2
√
mBmD
mB +mD
FBD0 (q
2)[
1− q2
(mB+mD)2
]
=
2
√
mBmD∗
mB +mD∗
V BD
∗
(q2) =
2
√
mBmD∗
mB +mD∗
ABD
∗
0 (q
2)
=
2
√
mBmD∗
mB +mD∗
ABD
∗
2 (q
2) =
2
√
mBmD∗
mB +mD∗
ABD
∗
1 (q
2)[
1− q2
(mB+mD∗)
2
] . (4.6)
Likewise, Eqs. (4.3) and (4.5) can be rewritten as
τ1/2(ω) =
√
mBmD∗0
mB −mD∗0
F
BD∗0
1 (q
2) =
√
mBmD∗0
mB −mD∗0
F
BD∗0
0 (q
2)[
1− q2(mB−mD∗
0
)2
]
= −
√
mBmD1/21
mB −mD1/21
ABD
1/2
1 (q2) =
√
mBmD1/21
mB −mD1/21
V
BD
1/2
1
0 (q
2)
= −
√
mBmD1/21
mB −mD1/21
V
BD
1/2
1
2 (q
2) = −
√
mBmD1/21
mB −mD1/21
V
BD
1/2
1
1 (q
2)[
1− q2(mB−m
D
1/2
1
)2
] . (4.7)
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In next subsections we will derive the above HQS relations for form factors and IW functions using
the covariant light-front model based on HQET.
We see from Table VIII that HQS relations (4.5) for form factors b± and c
1/2
± are respected even
for finite heavy quark masses. From the numerical results of τ1/2(ω = 1) = 0.31 and τ3/2(ω = 1) =
0.61 to be presented below in Sec. VI.F, one can check the HQS relations (4.7) and (4.4) at the
zero-recoil point. It turns out that, among the fourteen B → D∗∗ form factors, the covariant light-
front model predictions for ABD
1/2(3/2)
1 , V
BD
1/2
1
0 , V
BD
1/2
1
2 , h, b+, b− are in good agreement with those
in the heavy quark limit, while the agreement is fair for c
3/2
+ and c
3/2
− . However, the predictions for
F
BD∗0
1,0 , V
BD
1/2(3/2)
1
1 and k at zero recoil show a large deviation from the HQS expectation. Indeed,
Eqs. (4.7) and (4.4) indicate that except for F
BD∗0
1 , these form factors should approach to zero when
q2 reaches its maximum value, a feature not borne out in the covariant light-front calculations for
finite quark masses. This may signal that ΛQCD/mQ corrections are particularly important in this
case. Phenomenologically, it is thus dangerous to determine all the form factors directly from the
IW functions and HQS relations since 1/mQ corrections may play an essential role for some of
them and the choice of the β parameters for s-wave and p-wave wave functions will affect the IW
functions.
B. Covariant light-front model within HQET
To begin with, we rescale the bound state of a heavy meson by |P+H , PH⊥, J, Jz〉 =√
MH |H(v, J, Jz)〉. It is well known that in the heavy quark limit, the heavy quark propagator can
be replaced by
i
6pQ −mQ + iǫ →
i(1+ 6v)
2v · k + iǫ , (4.8)
where pQ = mQv+k and k is the residual momentum of the heavy quark. One can then redo all the
calculations in Sec. II by using the above propagator for q′1 and q
′′
1 and perform the contour integral
as before. Since the contour integral forces the antiquark to be on its mass shell, it is equivalent
to using the so-called on-shell Feynman rules [9] in calculations. The zero mode effect arises from
the p′+1 = p
′′+
1 = 0 region and it can be interpreted as virtual pair creation processes [20]. In the
infinite quark mass limit, both quarks are close to their mass shell and far from the p′+1 = p
′′+
1 = 0
region. Consequently, the pair creation is forbidden and the zero mode contribution vanishes in the
heavy quark limit. Hence, we do not need to stick to the q+ = 0 frame and are able to study form
factors directly in the timelike region.
To extract the on-shell Feynman rules, we use the calculation of the pseudoscalar meson anni-
hilation [c.f. Fig. 1(a)] as an illustration. By virtue of Eq. (4.8), the matrix element of Eq. (2.8)
can be rewritten as
〈0|Aµ|P (v)〉 =
APµ√
MH
= −i2 Nc
(2π)4
∫
d4pq
H ′P
2v · k N2
√
MH
Tr[γµγ5(1+ 6v)γ5(− 6pq +mq)], (4.9)
where we have used p′1 = pQ, p2 = pq, m2 = mq, N2 = p
2
q −m2q + iǫ and k = −pq + (MH −mQ)v
from 4-momentum conservation. As in Sec. II, we need to perform the contour integral by closing
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the upper complex p′−1 -plane, or equivalently, the lower complex p
−
q -plane. The integration forces
p2q = m
2
q and consequently,
〈0|Aµ|P (v)〉 = −i2 Nc
(2π)4
∫
d4pq(−2πi)δ(p2q −m2q)
h′P
2v · k√MH
Tr[γµγ5(1+ 6v)γ5(− 6pq +mq)].
(4.10)
Since x2 is of order ΛQCD/mQ in the heavy quark limit, it is useful to define X ≡ mQx2, which is
of order ΛQCD even if mQ →∞. For on-shell pq we have p−q = (p2q⊥ +m2q)/p+q and
v · pq = 1
2X
(
p2⊥ +m
2
q +X
2
)
. (4.11)
It is then straightforward to obtain
h′P
2v · k√MH
→ 1
2
√
N c
1√
v · pq +mqΦ
′(X, p2⊥), (4.12)
with the aid of Eqs. (2.2), (2.11) and the replacements
M˜0 →
√
2(v · pq +mq)mQ ,
ϕ(x, p2⊥) →
√
mQ
X
Φ(X, p2⊥) . (4.13)
An important feature of the covariant model is the requirement that the light-front wave function
must be a function of v · pq [9]:
Φ(X, p2⊥) −→ Φ(v · pq) . (4.14)
As we will see later, the widely used Gaussian-type wave functions have such a structure in the
heavy quark limit, while the BSW wave function does not have one. The normalization condition
of Φ(v · pq) can be recast in a covariant form:∫
d4pq
(2π)4
(2π)δ(p2q −m2q)|Φ(v · pq)|2 = 1, (4.15)
or ∫ ∞
0
dX
X
∫
d2p⊥
2(2π)3
|Φ(X, p2⊥)|2 = 1. (4.16)
Putting everything together we have
〈0|Aµ|P (v)〉 = −i2 Nc
(2π)4
∫
d4pq(−2πi)δ(p2q −m2q)
× 1
2
√
N c
1√
v · pq +mqΦ(v · pq)Tr[γµγ5(1+ 6v)γ5(− 6pq +mq)]. (4.17)
In practice, we can use the following on-shell Feynman rules to obtain the above and other ampli-
tudes. The diagrammatic rule is given as follows [9]:
(i) The heavy meson bound state in the heavy quark limit gives a vertex (wave function) as
follows:
✉ :
1√
N c
√
1
v · pq +mq Φ(v · pq)iΓH , (4.18)
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✉ :
1√
N c
√
1
v · pq +mq Φ
∗(v · pq)iΓH , (4.19)
with ΓH = γ
0Γ†Hγ
0. For p-wave mesons, we denote the covariant wave function by Φp(v · pq).
(ii) The internal line attached to the bound state gives an on-mass-shell propagator,
✲
k
: i
(
1+ 6v
2
)
(for heavy quarks), (4.20)
✛
pq
: i(− 6pq +mq) (for light antiquarks), (4.21)
where v2 = 1 and p2q = m
2
q.
(iii) For the internal antiquark line attached to the bound state, sum over helicity and integrate
the internal momentum using
Nc
∫
d4pq
(2π)4
(−2πi)δ(p2q −m2q), (4.22)
where the delta function comes from the on-mass-shell condition and Nc comes from the color
summation.
(iv) For all other lines and vertices that do not attach to the bound states, the diagrammatic
rules are the same as the Feynman rules in the conventional field theory.
These are the basic rules for the subsequent evaluations in the covariant model. The vertex ΓH
for the incoming heavy meson can be read from Table I or from Eqs. (A11) and (A19) by applying
Eq. (4.13). Hence, the vertex functions in the heavy quark limit have the expressions:
1S0 : −iγ5
3S1 : 6ε
3P0 : − 1√3(v · pq +mq)
1P1 : ε · pqγ5 (4.23)
3P1 : − 1√2
[
(v · pq +mq)(6ε− ε·pqv·pq+mq )
]
γ5
3P2 : −εµνγµpνq .
In terms of the P
1/2
1 and P
3/2
1 states, the relevant vertex functions read
P
1/2
1 :
1√
3
(v · pq +mq) 6εγ5
P
3/2
1 : − 1√6 [(v · pq +mq) 6ε− 3ε · pq]γ5 . (4.24)
C. Decay constants
In the infinite quark mass limit, the decay constants are defined by
〈0|qγµγ5hv|P (v)〉 = iFP vµ , 〈0|qγµhv|P ∗(v, ε)〉 = FV εµ ,
〈0|q¯γµhv|S(v, ε)〉 = FSvµ, 〈0|q¯γµγ5hv |A1/2(v, ε)〉 = FA1/2εµ,
〈0|q¯γµγ5hv|A3/2(v, ε)〉 = FA3/2εµ, (4.25)
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where the decay constant FH is related to the usual one fH by FH =
√
MH fH . Note that the
tensor meson cannot be created from the V −A current. HQS demands that [21, 26]
FV = FP , FA1/2 = FS , FA3/2 = 0. (4.26)
Using the Feynman rules shown above, it is ready to evaluate the one-body matrix elements for
heavy scalar and axial-vector mesons:
〈0|qγµhv |S(v)〉 = − 1√
3
Tr
{
γµ
1+ 6v
2
M1
}
,
〈0|qγµγ5hv|A1/2(v, ε)〉 = 1√
3
Tr
{
γµγ5
1+ 6v
2
6εγ5M1
}
, (4.27)
where
M1 =
√
Nc
∫
d4pq
(2π)4
(2π)δ(p2q −m2q)
Φp(v · pq)√
v · pq +mq (mq− 6pq)(v · pq +mq) . (4.28)
Letting M1 = a1 + b1 6v, we obtain
a1 =
√
Nc
∫
d4pq
(2π)4
(2π)δ(p2q −m2q)Φp(v · pq)mq
√
v · pq +mq ,
b1 = −
√
Nc
∫
d4pq
(2π)4
(2π)δ(p2q −m2q)Φp(v · pq)(v · pq)
√
v · pq +mq . (4.29)
Thus,
FS = FA1/2 = −
2√
3
(a1 + b1)
= 2
√
Nc
3
∫
d4pq
(2π)4
(2π)δ(p2q −m2q)Φp(v · pq)
√
v · pq +mq (v · pq −mq)
= 2
√
Nc
3
∫
dXd2p⊥
2(2π)3X
Φp(X, p
2
⊥)
√
p2⊥ + (mq +X)2
2X
p2⊥ + (mq −X)2
2X
. (4.30)
Likewise, for the axial-vector P
3/2
1 meson
〈0|qγµγ5hv|A3/2(v, ε)〉 = − 1√
6
Tr
{
γµγ5
1+ 6v
2
[6ε(γα + vα)− 3εα]γ5Mα2
}
, (4.31)
with
Mα2 =
√
Nc
∫
d4pq
(2π)4
(2π)δ(p2q −m2q)
Φp(v · pq)√
v · pq +mq (mq− 6pq)p
α
q . (4.32)
The general expression of Mα2 is
Mα2 = a2vα + b2γα + c2 6vvα + d2 6vγα . (4.33)
Since ε · v = 0 and the contraction of γµ with the spin 3/2 field vanishes, namely,
(1+ 6v)[6ε(γα + vα)− 3εα]γα = 0, (4.34)
we are led to FA3/2 = 0 in the heavy quark limit.
For completeness, the decay constants of the s-wave heavy mesons are included here [9]
FP = FV
= 2
√
Nc
∫
dXd2p⊥
2(2π)3X
Φ(X, p2⊥)
√
(X +mq)2 + p
2
⊥
2X
. (4.35)
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We now show that the decay constants obtained in the covariant light-front model in Sec. II do
respect the heavy quark symmetry relations given in (2.7) or (4.26) in the infinite quark mass limit
and have expressions in agreement with Eqs. (4.30) and (4.35). To illustrate this, we consider the
decay constants of pseudoscalar and vector mesons. In the m′1 = mQ → ∞ limit, Eqs. (2.17) and
(2.22) are reduced to
√
mQfP → 4
√
Nc
2
∫
dXd2p⊥
2(2π)3
√
X
Φ(X, p2⊥)
X +mq√
(X +mq)2 + p2⊥
,
√
mQfV → 4
√
Nc
2
∫
dXd2p⊥
2(2π)3
√
X
Φ(X, p2⊥)
1√
(X +mq)2 + p2⊥
(
m2q + p
2
⊥
X
+mq
)
, (4.36)
where mq = m2, X = mQx and use of Eq. (4.13) has been made. Since the wave function is even
in pz, a quantity defined in Eq. (2.2), it follows that∫
dx d2p⊥
ϕ(x, p⊥)√
[mQx+mq(1− x)]2 + p2⊥
pz = 0
−→
∫
dXd2p⊥√
X
Φ(X, p2⊥)√
(X +mq)2 + p
2
⊥
(
X − m
2
q + p
2
⊥
X
)
= 0. (4.37)
Therefore, fV = fP in the heavy quark limit. Moreover,
√
mQfP is identical to FP in Eq. (4.35)
after applying the identity∫
dXd2p⊥√
X
Φ(X, p2⊥)
2(X +mq)√
(X +mq)2 + p
2
⊥
=
∫
dXd2p⊥√
X
Φ(X, p2⊥)
√
(X +mq)2 + p
2
⊥
X
, (4.38)
following from Eq. (4.37).
Likewise, Eq. (2.23) for the decay constants of axial-vector mesons is reduced in the heavy quark
limit to
√
mQf1A → 2
√
Nc
2
∫
dXd2p⊥
2(2π)3
√
X
Φp(X, p
2
⊥)√
(X +mq)2 + p2⊥
p2⊥,
√
mQf3A →
√
Nc
∫
dXd2p⊥
2(2π)3
√
X
Φp(X, p
2
⊥)√
(X +mq)2 + p2⊥
(
(m2q + p
2
⊥)
2
X2
−m2q
)
, (4.39)
where use of Eq. (4.37) has been applied for deriving the expression of f1A. By virtue of the
identities ∫
dXd2p⊥√
X
Φp(X, p
2
⊥)√
(X +mq)2 + p2⊥
(p2z − p2⊥/2) = 0,
∫
dXd2p⊥√
X
Φp(X, p
2
⊥)√
(X +mq)2 + p
2
⊥
(X2 −m2q) = 0, (4.40)
and
3√
2
∫
dXd2p⊥√
X
Φp(X, p
2
⊥)√
(X +mq)2 + p
2
⊥
p2⊥
=
∫
dXd2p⊥
X
Φp(X, p
2
⊥)
√
p2⊥ + (mq +X)2
2X
p2⊥ + (mq −X)2
2X
, (4.41)
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following from the first equation of (4.40), one can show that f3A = −
√
2f1A and hence fA3/2 = 0
and
√
mQfA1/2 = FA1/2 = FS in the mQ →∞ limit.
D. Isgur-Wise functions
It is well known that the s-wave to s-wave meson transition in the heavy quark limit is governed
by a single universal IW function ξ(ω) [21]. Likewise, there exist two universal functions τ1/2(ω)
and τ3/2(ω) describing ground-state s-wave to p-wave transitions [25]. Since the IW function ξ has
been discussed in detail in [9], we will focus on the other two IW functions τ1/2 and τ3/2.
Let us first consider the function τ1/2, which can be extracted from the B → D∗0 or B → D1/21
transition
〈D∗0(v′)|h¯cv′Γhbv|B(v)〉 = −i
1√
3
Tr
{(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5M3
}
,
〈D1/21 (v′, ε)|h¯cv′Γhbv|B(v)〉 = i
1√
3
Tr
{
6εγ5
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5M3
}
, (4.42)
where M3 is the transition matrix element for the light antiquark:
M3 =
∫
[d4pq](mq− 6pq)(v′ · pq +mq) , (4.43)
and we have introduced the short-hand notation
[d4pq] ≡ d
4pq
(2π)4
(2π)δ(p2q −m2q)
Φ∗p(v′ · pq)Φ(v · pq)√
(v′ · pq +mq)(v · pq +mq)
. (4.44)
The structure of M3 dictated by Lorentz invariance has the form [58]
M3 = a3 + b3 6v + c3 6v′ + d3 6v 6v′ . (4.45)
This covariant decomposition allows us to easily determine the coefficients a3, b3, c3, d3 with the
results:
a3 =
∫
[d4pq] mq(v
′ · pq +mq) ,
b3 = −
∫
[d4pq] (v
′ · pq +mq)1
2
{
(v + v′) · pq
1 + ω
+
(v − v′) · pq
1− ω
}
, (4.46)
c3 = −
∫
[d4pq] (v
′ · pq +mq)1
2
{
(v + v′) · pq
1 + ω
− (v − v
′) · pq
1− ω
}
,
d3 = 0 ,
where ω ≡ v · v′.
Then B → D∗0 and B → D1/21 transitions are simplified to
〈D∗0(v′)|h¯cv′Γhbv|B(v)〉 = −i 2τ1/2(ω)Tr
{(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5
}
,
〈D1/21 (v′, ε)|h¯cv′Γhbv|B(v)〉 = i 2τ1/2(ω)Tr
{
6εγ5
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5
}
, (4.47)
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with
τ1/2(ω) =
1
2
√
3
(a3 − b3 + c3 − d3)
=
1
2
√
3
∫
[d4pq] (v
′ · pq +mq)
(
mq +
(v − v′) · pq
1− ω
)
. (4.48)
Since
v · pq = 1
2X
(p2⊥ +m
2
q +X
2), v′ · pq = 1
2X ′
(p2⊥ +m
2
q +X
′2), (4.49)
the IW function τ1/2 can be explicitly expressed as
τ1/2(ω) =
1
2
√
3
∫
dXd2p⊥
2(2π)3X2
1√
z(1− z) Φ
∗
p(zX, p
2
⊥)Φ(X, p
2
⊥)
×
√
p2⊥ + (mq + zX)2
p2⊥ + (mq +X)2
[
p2⊥ + (mq +X)(mq − zX)
]
, (4.50)
where z ≡ X ′/X and it can be related to v · v′ by
z → z± = ω ±
√
ω2 − 1 , z+ = 1
z−
, (4.51)
with the + (−) sign corresponding to v3 greater (less) than v′3. Note that v3 greater (less) than v′3
corresponds the daughter meson recoiling in the negative (positive) z direction in the rest frame
of the parent meson. In other words, after setting v⊥ = v′⊥ = 0, the daughter meson recoiling in
the positive and negative z directions are the only two possible choices of Lorentz frames. It is
easily seen that τ1/2(ω) remains the same under the replacement of z → 1/z. This indicates that
the Isgur-Wise function thus obtained is independent of the recoiling direction, namely, it is truly
Lorentz invariant.
Next consider the B → D∗2 or B → D3/21 transition to extract the second universal function τ3/2
〈D∗2(v′, ε)|h¯cv′Γhbv|B(v)〉 = −iTr
{
εαβγ
α
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5Mβ4
}
, (4.52)
〈D3/21 (v′, ε)|h¯cv′Γhbv|B(v)〉 = −
i√
6
Tr
{
[(−γα + v′α) 6ε+ 3εα]γ5
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5Mα4
}
,
where
Mα4 =
∫
[d4pq](mq− 6pq)pαq . (4.53)
Its most general expression is
M4α = a4vα + b4v′α + c4 6vvα + d4 6v′vα + e4 6vv′α + f4 6v′v′α + g4γα + h4 6vγα + h′4 6v′γα. (4.54)
Although only terms proportional to a4, c4 and d4 will contribute to B → D∗2 and B → D3/21
transitions after contracting with the vertex of the spin 3/2 particles, all the terms inM4α have to
be retained in order to project out the coefficients. With M4α contracting with vα, v′α and γα we
find the following equations:
a4 + b4ω =
∫
[d4pq]mqv · pq,
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a4ω + b4 =
∫
[d4pq]mqv
′ · pq,
c4 + 2d4ω + f4 + 4g4 = −
∫
[d4pq]m
2
q ,
c4 + d4ω + g4 = −
∫
[d4pq]
v · pq
2
(
(v + v′) · pq
1 + ω
+
(v − v′) · pq
1− ω
)
, (4.55)
d4 + f4ω = −
∫
[d4pq]
v · pq
2
(
(v + v′) · pq
1 + ω
− (v − v
′) · pq
1− ω
)
,
c4ω + d4 = −
∫
[d4pq]
v′ · pq
2
(
(v + v′) · pq
1 + ω
+
(v − v′) · pq
1− ω
)
,
d4ω + f4 + g4 = −
∫
[d4pq]
v′ · pq
2
(
(v + v′) · pq
1 + ω
− (v − v
′) · pq
1− ω
)
,
and e4 = d4, h4 = h
′
4 = 0. Solving the above equations yields
a4 =
mq
2
∫
[d4pq](λ+ + λ−) ,
b4 =
mq
2
∫
[d4pq](λ+ − λ−) ,
c4 = −1
4
∫
[d4pq]
(
(λ+ + λ−)2 − g4
(1 + ω)(1− ω)
)
, (4.56)
d4 = −1
4
∫
[d4pq]
(
(λ2+ − λ2−) +
g4ω
(1 + ω)(1 − ω))
)
,
f4 = −1
4
∫
[d4pq]
(
(λ+ − λ−)2 − g4
(1 + ω)(1− ω)
)
,
and
g4 = −1
2
∫
[d4pq]
(
m2q −
1
2
(1 + ω)λ2+ −
1
2
(1− ω)λ2−
)
, (4.57)
with
λ+ ≡ (v + v
′) · pq
1 + ω
, λ− ≡ (v − v
′) · pq
1− ω . (4.58)
Since only vα, 6vvα and 6v′vα terms in M4α survive after contracting with the vertex of D∗2 and
D
3/2
1 particles, the matrix elements (4.52) are simplified to
〈D∗2(v′, ε)|h¯cv′Γhbv|B(v)〉 = −i
√
3 τ3/2(ω)εαβv
βTr
{
γα
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5
}
,
〈D3/21 (v′, ε)|h¯cv′Γhbv|B(v)〉 = −
i√
2
τ3/2(ω) (4.59)
× Tr
{
[6ε(1 + ω) + 3ε · v]γ5
(
1+ 6v′
2
)
Γ
(
1+ 6v
2
)
γ5
}
,
with
τ3/2(ω) =
1√
3
(a4 − c4 − d4) (4.60)
=
1
2
√
3
∫
[d4pq]
[
(λ+ + λ−)(mq + λ+) +
λ2+(1 + ω) + λ
2
−(1− ω)−m2q
2(1 + ω)
]
.
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A more explicit expression of τ3/2 reads
τ3/2(ω) =
1√
3
∫
dXd2p⊥
2(2π)3
2
√
zΦ∗p(zX, p2⊥)Φ(X, p
2
⊥)√
[p2⊥ + (mq +X)2][p
2
⊥ + (mq + zX)2]
×
{
1
2(1 − ω)(1 + ω)2
[
(1− 2ω)(v′ · pq)(2v + v′) · pq (4.61)
+ 3(v · pq)2 − (1− ω2)m2q
]
+
1
1− ω2 [v · pq − ω(v
′ · pq)]mq
}
.
After some manipulation, we obtain a simple relation between τ3/2 and τ1/2:
τ3/2(ω) =
2
1 + ω
τ1/2(ω) +
√
3
1 + ω
∫
dXd2p′⊥
2(2π)3
Φ∗p(zX, p
′2
⊥)Φ(X, p
′2
⊥)
×
√
z p′2⊥√
[p′2⊥ + (mq +X)2][p
′2
⊥ + (mq + zX)2]
. (4.62)
Finally we include the usual IW function ξ(ω) for the sake of completeness [9]
ξ(ω) =
∫
dXd2p⊥
2(2π)3X
2
√
z
1 + z
Φ∗(zX, p2⊥)Φ(X, p
2
⊥)
× p
2
⊥ + (mq +X)(mq + zX)√
[p2⊥ + (mq +X)2][p
2
⊥ + (mq + zX)2]
. (4.63)
and the relevant matrix elements are given by
〈D(v′)|hcv′Γhbv|B(v)〉 = ξ(ω)Tr
{
γ5
(1+ 6v′
2
)
Γ
(1+ 6v
2
)
γ5
}
,
〈D∗(v′, ε)|hcv′Γhbv|B(v)〉 = ξ(ω)Tr
{
6ε∗
(1+ 6v′
2
)
Γ
(1+ 6v
2
)
iγ5
}
. (4.64)
E. Form factors in the heavy quark limit
From Eqs. (4.64), (4.47) and (4.59) we obtain the matrix elements of B → D,D∗,D∗∗ transitions
in the heavy quark limit
〈D(v′)|Vµ|B(v)〉 = ξ(ω)(v + v′)µ,
〈D∗(v′, ε)|Vµ|B(v)〉 = −ξ(ω)ǫµναβε∗νv′αvβ,
〈D∗(v′, ε)|Aµ|B(v)〉 = iξ(ω)
[
(1 + ω)ε∗µ − (ε∗ · v)v′µ
]
,
〈D∗0(v′)|Aµ|B(v)〉 = i 2τ1/2(ω)(v − v′)µ,
〈D1/21 (v′, ε)|Vµ|B(v)〉 = −i 2τ1/2(ω)
[
(1− ω)ε∗µ + (ε∗ · v)v′µ
]
,
〈D1/21 (v′, ε)|Aµ|B(v)〉 = −2τ1/2(ω)ǫµναβε∗νv′αvβ, (4.65)
〈D3/21 (v′, ε)|Vµ|B(v)〉 = i
1√
2
τ3/2(ω)
{
(1− ω2)ε∗µ − (ε∗ · v)[3vµ + (2− ω)v′µ]
}
,
〈D3/21 (v′, ε)|Aµ|B(v)〉 =
1√
2
τ3/2(ω)(1 + ω)ǫµναβε
∗νv′αvβ ,
〈D∗2(v′, ε)|Vµ|B(v)〉 =
√
3 τ3/2(ω)ǫµναβε
∗νγvγv′
α
vβ,
〈D∗2(v′, ε)|Aµ|B(v)〉 = −i
√
3 τ3/2(ω)
{
(1 + ω)ε∗µνv
ν − ε∗αβvαvβv′µ
}
.
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It is easily seen that the B → D∗∗ matrix elements of weak currents vanish at the zero recoil point
ω = 1 owing to the orthogonality of the wave functions of B and D∗∗. Setting pB = mBv and
pD = mDv
′,· · ·, etc. in Eqs. (3.1) and (3.5) and comparing with (4.65) yields all the form-factor
HQS relations given in Sec. IV.A.
We are ready to check the heavy quark limit behavior of form factors to see if they satisfy the
HQS constraints. Consider the form factor F
BD∗0
1 (q
2) = −u+(q2) first. Let x2 = x, x1 = 1−x,m2 =
mq,X = mbx,X
′ = mcx, it follows from Eq. (3.20) that
u+(q
2) =
Nc
16π3
∫
dx d2p′⊥
h′Ph
′′
S
x2Nˆ ′1Nˆ
′′
1
{
2(X +mq)X
′ − 2mqX − 2m2q(1− x)2 − x2q2
+2mqx(X −X ′)− 2p′2⊥ + 2xp′⊥ · q⊥
}
, (4.66)
where use of Eq. (2.2) and p′′⊥ = p
′
⊥ − xq⊥ has been used. In the heavy quark limit
x ∼ O(ΛQCD/mQ)→ 0, we have
u+(q
2) → − 1
2
√
3
∫
dXd2p′⊥
2(2π)3X
M˜ ′′0
M˜ ′0M
′′
0
ϕ∗p(x, p
′2
⊥)ϕ(x, p
′2
⊥)
[
p′2⊥ + (mq +X)(mq −X ′)
]
. (4.67)
Substituting the replacements
M˜ ′0 →
√
mb[(X +mq)2 + p
′2
⊥]/X, M˜
′′
0 →
√
mc[(X ′ +mq)2 + p′2⊥]/X ′,
ϕ(x, p′2⊥)→
√
mb
X
Φ(X, p′2⊥), ϕp(x, p
′2
⊥)→
√
mc
X ′
Φp(X
′, p′2⊥) (4.68)
valid in the infinite quark mass limit and noting that z = X ′/X = mc/mb, we arrive at
u+(q
2) → − 1
2
√
3
∫
dXd2p′⊥
2(2π)3X2
1
z
Φ∗p(zX, p
′2
⊥)Φ(X, p
′2
⊥)
×
√
p′2⊥ + (mq + zX)2
p′2⊥ + (mq +X)2
[
p′2⊥ + (mq +X)(mq − zX)
]
, (4.69)
and hence √
mBmD∗0
mB −mD∗0
F
BD∗0
1 (q
2)→ τ1/2(ω). (4.70)
Likewise, it is easily shown that √
mBmD
mB +mD
FBD1 (q
2)→ ξ(ω). (4.71)
In order to demonstrate that the B → D∗ form factors are related to the IW function ξ(ω), we
need to apply the identity (3.36) which has the expression∫
dx d2p′⊥
2h′Ph
′′
V
xNˆ ′1Nˆ
′′
1
(
(q · P )p
′
⊥ · q⊥
q2
− 1
x
(p′2⊥ +m
2
q −X2)
)
= 0 (4.72)
in the mQ → ∞ limit. This identity allows us to integrate out the (p′⊥ · q⊥)/q2 term. Then the
form factor g(q2) that reads [see Eq. (B4)]
g(q2) = − 1
mB +mD∗
Nc
16π3
∫
dx d2p′⊥
2h′Ph
′′
V
x2Nˆ ′1Nˆ
′′
1
{
(X +X ′)(X +mq) + x(q · P )p
′
⊥ · q⊥
q2
+ 2
mB +mD∗
w′′V
(
xp′2⊥ + x
p′⊥ · q⊥
q2
)}
(4.73)
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is reduced under the heavy quark limit to
− 1
mB +mD∗
∫
dXd2p′⊥
2(2π)3X
Φ∗(zX, p′2⊥)Φ(X, p
′2
⊥)
p′2⊥ + (mq +X)(mq + zX)√
[p′2⊥ + (mq +X)2][p
′2
⊥ + (mq + zX)2]
, (4.74)
where use of Eqs. (2.11), (3.36) and (4.68) has been made. Comparing with Eq. (4.63) it is evident
that the heavy quark limit of g(q2) has the same expression as ξ(ω) apart from a mass factor.
Therefore, we arrive at7
2
√
mBmD∗
mB +mD∗
V BD
∗
(q2) = −2√mBmD∗ g(q2)→ ξ(ω). (4.77)
We next turn to the form factors q1/2 and q3/2 and see if they are related to the IW functions
τ1/2 and τ3/2, respectively. We first study the heavy quark limit behavior of q
1A and q3A. It follows
from Eq. (3.26) that√
mBmD1/21
q1A(q2) =
√
mBmD1/21
Nc
16π3
∫
dx d2p′⊥
2h′Ph
′′
1A
xNˆ ′1Nˆ
′′
1
(
p′2⊥ +
(p′⊥ · q⊥)2
q2
)
→ −1
2
∫
dXd2p′⊥
2(2π)3
Φ∗p(zX, p
′2
⊥)Φ(X, p
′2
⊥)
×
√
z p′2⊥√
[p′2⊥ + (mq +X)2][p
′2
⊥ + (mq + zX)2]
, (4.78)
and √
mBmD3/21
q3A(q2) → − 1
2
√
2
∫
dXd2p′⊥
2(2π)3X2
Φ∗p(zX, p
′2
⊥)Φ(X, p
′2
⊥)√
z(1− z)
×
√
p′2⊥ + (mq + zX)2
p′2⊥ + (mq +X)2
[
p′2⊥ + (mq +X)(mq − zX)
]
− 1
2
√
2
∫
dXd2p′⊥
2(2π)3
Φ∗p(zX, p
′2
⊥)Φ(X, p
′2
⊥)
×
√
z p′2⊥√
[p′2⊥ + (mq +X)2][p
′2
⊥ + (mq + zX)2]
. (4.79)
Since
q1/2(q
2) =
1√
3
q1A(q2)−
√
2
3
q3A(q2), q3/2(q
2) =
√
2
3
q1A(q2) +
1√
3
q3A(q2), (4.80)
7 If the Taylor expansion of h′′V /Nˆ
′′
1 is performed to take care of the p
′
⊥
· q⊥ term in the integrand of g(q2),
it turns out that the heavy quark limit of the B → D∗ form factors will be related to the IW function
ζ(ω) =
∫
dXd2p′
⊥
2(2π)3
Φ∗(X ′, p′2
⊥
)Φ(X, p′2
⊥
)
X ′(X +mq) +X
′(X −X ′)p′2
⊥
ΘV√
[p′2
⊥
+ (mq +X)2][p′2⊥ + (mq +X
′)2]
, (4.75)
where
ΘV =
Nˆ ′′1
h′′V
( d
dp′′2
⊥
h′′V
Nˆ ′′1
)
p′′2
⊥
→p′2
⊥
. (4.76)
This function ζ(ω) first obtained in [7] was found numerically identical to ξ(ω), as it should be. However,
one has to appeal to the identity (4.72) in order to prove this equivalence analytically.
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following from Eq. (2.6), we obtain√
mBmD1/21
q1/2(q
2)→ τ1/2(ω) (4.81)
and
− 2
√
2
1 + ω
√
mBmD3/21
q3/2(q
2) → τ3/2(ω), (4.82)
as promised before.
All other HQS relations in Eqs. (4.1), (4.3) and (4.4) can be proved in the same manner except
for the B → D∗2 form factors h, k, b+, b− for which we are not able to show at present that they are
related to τ3/2(ω) in the heavy quark limit. Perhaps one needs some identities in [10] and those
derived in Appendix B to verify the HQS relations between B → D∗2 form factors and τ3/2(ω). This
remains to be investigated.
F. Numerical results for IW functions and discussion
Covariance requires that light-front wave functions be a function of v · pq. Currently, there exist
several phenomenological light-front wave functions commonly utilized in the literature. There are
several popular phenomenological light-front wave functions that have been employed to describe
various hadronic structures in the literature. Two of them, the Bauer-Stech-Wirbel (BSW) wave
function ΦBSW(x, p
2
⊥) [40] and the Gaussian-type wave function ΦG(x, p
2
⊥) [27], have been widely
used in the study of heavy mesons. In the heavy quark limit, we denote these wave functions as
follows:
ΦBSW(X, p
2
⊥) = 4
√
2
(
π
β2
)
X exp
{
− p
2
⊥ +X
2
2β2
}
,
ΦG(X, p
2
⊥) = 4
( π
β2
)3/4√X2 +m2q + p2⊥
2X
× exp
{
− 1
2β2
[
p2⊥ +
(X
2
− m
2
q + p
2
⊥
2X
)2]}
, (4.83)
where ΦG(X, p
2
⊥) is the heavy quark limit expression of the Gaussian-type wave function given in
Eq. (2.12). For p-wave heavy mesons, the wave functions are
ΦBSWp (X, p
2
⊥) =
√
2
β2
ΦBSW(X, p2⊥), Φ
G
p (X, p
2
⊥) =
√
2
β2
ΦG(X, p2⊥). (4.84)
As pointed out in [9], not all the phenomenological light-front wave functions have the covariant
property. We found that the Gaussian wave function and the invariant-mass wave function can be
reexpressed as a pure function of v · pq. The wave function ΦG can be rewritten in terms of v · pq:
ΦG(X, p
2
⊥) = 4
( π
β2
)3/4√X2 +m2q + p2⊥
2X
× exp
{
− 1
2β2
[(X
2
+
m2q + p
2
⊥
2X
)2 −m2q]
}
= 4
( π
β2
)3/4√
v · pq exp
{
− 1
2β2
[
(v · pq)2 −m2q
]}
. (4.85)
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FIG. 6: The Isgur-Wise functions ξ, τ1/2 and τ3/2 as a function of ω.
Therefore this wave function preserves the Lorentz covariance of Eqs. (4.54), (4.45) and (4.28).
This also can be examined by a numerical check of the covariant condition∫
dXd2p⊥
2(2π)3X
Φ(X, p2⊥)X =
∫
dXd2p⊥
2(2π)3X
Φ(X, p2⊥)
m2q + p
2
⊥
X
, (4.86)
which is satisfied if Φ(X, p2⊥) is a function of v · pq. However, very surprisingly, the commonly used
BSW wave function cannot be recast as a pure function of v · pq. Hence the BSW wave function
breaks the Lorentz covariance. Indeed, we have already found previously [7] that there is some
inconsistent problem by using the BSW wave function to calculate various transition form factors.
Now we can understand why the BSW wave function gives such results inconsistent with HQS
found in [7, 59]. Hence, by demanding relativistic covariance, we can rule out certain types of
heavy meson light-front wave functions.
To perform numerical calculations of the decay constants and IW functions in the heavy quark
limit, we follow [9] to use the input mq = 250 MeV and fB = 180 MeV to fix the parameter β∞ to
be 0.49. For decay constants we then obtain
FP = FV = 413MeV
3/2, FS = FA1/2 = 399MeV
3/2. (4.87)
The decay constant of the P
3/2
1 heavy meson vanishes in the infinite quark mass limit. We see that
the decay constants of ground-state s-wave mesons and low-lying p-wave mesons are similar in the
heavy quark limit.
The IW functions (4.63), (4.50) and (4.62) can be fitted nicely to the form
f(ω) = f(1)[1− ρ2(ω − 1) + σ
2
2
(ω − 1)2], (4.88)
and it is found that (see Fig. 6)
ξ(ω) = 1− 1.22(ω − 1) + 0.85(ω − 1)2,
τ1/2(ω) = 0.31
(
1− 1.18(ω − 1) + 0.87(ω − 1)2
)
,
τ3/2(ω) = 0.61
(
1− 1.73(ω − 1) + 1.46(ω − 1)2
)
, (4.89)
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TABLE XV: The Isgur-Wise functions τ1/2 and τ3/2 at zero recoil and their slope parameters. The
numerical results for [19, 61, 63, 64] denoted by “∗” are quoted from [60].
τ1/2(1) ρ
2
1/2 τ3/2(1) ρ
2
3/2 Ref.
0.31 1.18 0.61 1.73 This work
0.06 0.73 0.52 1.45 [61]∗
0.09 1.1 0.28 0.9 [62]
0.13 0.57 0.43 1.39 [63]∗
0.22 0.83 0.54 1.50 [64]∗
0.34 1.08 0.59 1.76 [19]∗
0.35 ± 0.08 2.5± 1.0 – – [65]
0.41± 0.04 1.30± 0.23 0.66 ± 0.02 1.93± 0.16 [66]
– – 0.74 ± 0.15 0.90± 0.05 [67]
where we have used the same β∞ parameter for both wave functions Φ and Φp. It should be
stressed that unlike τ1/2(1) and τ3/2(1), the normalization ξ(1) = 1 at the zero recoil point is
a model-independent consequence; that is, it is independent of the structure of wave functions.
In Table XV we have compared this work for the IW functions τ1/2(ω) and τ3/2(ω) with other
model calculations. It turns out that our results are similar to that obtained in the ISGW model
[19] (numerical results for the latter being quoted from [60]). Our result ρ2 = 1.22 for the slope
parameter is consistent with the current world average of 1.44 ± 0.14 extracted from exclusive
semileptoic B decays [70].
It is interesting to notice that there is a sum rule derived by Uraltsev [23]∑
n
|τ (n)3/2(1)|2 −
∑
n
|τ (n)1/2(1)|2 =
1
4
, (4.90)
where n stands for radial excitations. This sum rule clearly implies that |τ3/2(1)| ≫ |τ1/2(1)|. Our
results indicate that this sum rule is slightly over-saturated even by n = 0 p-wave states. Another
sum rule due to Bjorken [22] reads
ρ2 =
1
4
+
∑
n
|τ (n)1/2(1)|2 + 2
∑
n
|τ (n)3/2(1)|2 , (4.91)
where ρ2 is the slope of the IW function ξ(ω). Combined with the Uraltsev sum rule (4.90) leads
to
ρ2 =
3
4
+ 3
∑
n
|τ (n)1/2(1)|2. (4.92)
Note that while the Bjorken sum rule receives perturbative corrections [71], the Uraltsev sum rule
does not (for a recent study, see [72]).
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V. CONCLUSIONS
In this work we have studied the decay constants and form factors of the ground-state s-wave
and low-lying p-wave mesons within a covariant light-front approach. This formalism that preserves
the Lorentz covariance in the light-front framework has been developed and applied successfully to
describe various properties of pseudoscalar and vector mesons. One of our main goals is to extend
this approach to the p-wave meson case. Our main results are as follows:
• The main ingredients of the covariant light-front model, namely, the vertex functions, are
explicitly worked out for both s-wave and p-wave mesons.
• The decay constant of light scalar mesons is largely suppressed relative to that of the pseu-
doscalar mesons and this suppression becomes less effective for heavy scalar resonances. The
predicted decay constants |fD∗s0 | = 71 MeV and |fDs1(2460)| = 117 MeV are consistent with
the corresponding values of 47 ∼ 73 MeV and 110 ∼ 190 MeV inferred from the measurement
of DD∗s0 and DDs1 productions in B decays.
• In the limit of SU(N)-flavor symmetry, the decay constants of the scalar meson and the 1P1
axial-vector meson are found to be vanished, as it should be.
• The analytic expressions for P → S,A transition form factors can be obtained from that of
P → P, V ones by some simple replacements. We have also worked out the form factors in
P → T transitions.
• The momentum dependence of the physical form factors is determined by first fitting the form
factors obtained in the spacelike region to a 3-parameter function in q2 and then analytically
continuing them to the timelike region. Some of the V2(q
2) form factors in P → A transitions
are fitted to a different 3-parameter form so that the fit parameters are stable within the
chosen q2 range.
• Numerical results of the form factors for B(D)→ π, ρ, a0(1450), a1(1260), b1(1235), a2(1320),
B(D) → K, K∗, K∗∗ and B → D, D∗, D∗∗ transitions are presented in detail, where K∗∗
and D∗∗ denote generically p-wave strange and charmed mesons, respectively.
• Comparison of this work with the ISGW2 model based on the nonrelativistic constituent
quark picture is made for B → D∗∗ transition form factors. In general, the form factors
at small q2 in both models agree within 40%. However, F
BD∗0
0 (q
2) and V
BD
1/2
1
1 (q
2) have a
very different q2 behavior in these two models as q2 increases. Relativistic effects are mild in
B → D∗∗ transitions but can manifest in heavy-to-light transitions at maximum recoil. For
example, V Ba10 (0) is found to be 0.13 in the covariant LF model, while it is as big as 1.01 in
the ISGW2 model.
• The decay amplitudes of B− → D∗∗0π− involve the B → D∗∗ form factors and D∗∗ decay
constants. We have compared the model calculations with experiment and found a good
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agreement. In particular, the suppression of the D∗00 π
− production relative to D0π− one
clearly indicates a smaller B → D∗0 form factor relative to the B → D one.
• The heavy quark limit behavior of decay constants and form factors is examined and it is
found that the requirement of heavy quark symmetry is satisfied.
• Decay constants and form factors are also evaluated independently in a covariant light-
front formulism within the framework of heavy quark effective theory. The resultant decay
constants and form factors agree with those obtained from the covariant light-front model and
then extended to the heavy quark limit. The universal Isgur-Wise functions ξ(ω), τ1/2(ω) and
τ3/2(ω) are obtained and a relation between τ1/2 and τ3/2 is found. In the infinite quark mass
limit, all the form factors are related to the Isgur-Wise functions. In addition to ξ(1) = 1
at zero recoil ω = 1, it is found that τ1/2(1) = 0.61, τ3/2(1) = 0.31 and ρ
2 = 1.22 for the
slope parameter of ξ(ω). The Bjorken and Uraltsev sum rules for the Isgur-Wise functions
are fairly satisfied.
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APPENDIX A: VERTEX FUNCTIONS IN THE CONVENTIONAL LIGHT-
FRONT APPROACH
In the conventional light-front approach, a meson bound state consisting of a quark q1 and an
antiquark q¯2 with the total momentum P and spin J can be written as (see, for example [7])
|M(P,2S+1 LJ , Jz)〉 =
∫
{d3p1}{d3p2} 2(2π)3δ3(P˜ − p˜1 − p˜2)
×
∑
λ1,λ2
ΨJJzLS (p˜1, p˜2, λ1, λ2) |q1(p1, λ1)q¯2(p2, λ2)〉, (A1)
where p1 and p2 are the on-mass-shell light-front momenta,
p˜ = (p+, p⊥) , p⊥ = (p1, p2) , p− =
m2 + p2⊥
p+
, (A2)
and
{d3p} ≡ dp
+d2p⊥
2(2π)3
,
|q(p1, λ1)q¯(p2, λ2)〉 = b†λ1(p1)d
†
λ2
(p2)|0〉, (A3)
{bλ′(p′), b†λ(p)} = {dλ′(p′), d†λ(p)} = 2(2π)3 δ3(p˜′ − p˜) δλ′λ.
In terms of the light-front relative momentum variables (x, p⊥) defined by
p+1 = x1P
+, p+2 = x2P
+, x1 + x2 = 1,
p1⊥ = x1P⊥ + p⊥, p2⊥ = x2P⊥ − p⊥, (A4)
the momentum-space wave-function ΨJJzLS for a
2S+1LJ meson can be expressed as
ΨJJzLS (p˜1, p˜2, λ1, λ2) =
1√
N c
〈LS;LzSz|LS;JJz〉RSSzλ1λ2(x, p⊥) ϕLLz(x, p⊥), (A5)
where ϕLLz (x, p⊥) describes the momentum distribution of the constituent quarks in the bound
state with the orbital angular momentum L, 〈LS;LzSz|LS;JJz〉 is the corresponding Clebsch-
Gordan coefficient and RSSzλ1λ2 constructs a state of definite spin (S, Sz) out of light-front helicity
(λ1, λ2) eigenstates. Explicitly,
RSSzλ1λ2(x, p⊥) =
∑
s1,s2
〈λ1|R†M (1−x, p⊥,m1)|s1〉〈λ2|R†M (x,−p⊥,m2)|s2〉
〈
1
2
1
2
; s1s2|1
2
1
2
;SSz
〉
, (A6)
where |si〉 are the usual Pauli spinors, and RM is the Melosh transformation operator [3, 68]:
〈s|RM (x, p⊥,mi)|λ〉 = u¯D(pi, s)u(pi, λ)
2mi
= − v¯D(pi, s)v(pi, λ)
2mi
=
mi + xiM0 + i~σsλ · ~p⊥ × ~n√
(mi + xiM0)2 + p2⊥
, (A7)
with u(D), a Dirac spinor in the light-front (instant) form, ~n = (0, 0, 1), a unit vector in the
z-direction, and [cf. Eq. (2.2)]
M20 =
m21 + p
2
⊥
x1
+
m22 + p
2
⊥
x2
. (A8)
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Note that uD(p, s) = u(p, λ)〈λ|R†M |s〉 and, consequently, the state |q(p, λ)〉〈λ|R†M |s〉 transforms
like |q(p, s)〉 under rotation, i.e. its transformation does not depend on its momentum.
In practice it is more convenient to use the covariant form for RSSzλ1λ2 [4]:
RSSzλ1λ2(x, p⊥) =
1√
2 M˜0(M0 +m1 +m2)
u¯(p1, λ1)(6 P¯ +M0)Γ v(p2, λ2), (A9)
with
M˜0 ≡
√
M20 − (m1 −m2)2,
P¯ ≡ p1 + p2,
εˆµ(±1) =
[
2
P+
~ε⊥(±1) · ~P⊥, 0, ~ε⊥(±1)
]
, ~ε⊥(±1) = ∓(1,±i)/
√
2,
εˆµ(0) =
1
M0
(
−M20 + P 2⊥
P+
, P+, P⊥
)
. (A10)
For the pseudoscalar and vector mesons, we have
ΓP = γ5 (pseudoscalar, S = 0),
ΓV = − 6 εˆ(Sz) (vector, S = 1). (A11)
It is instructive to derive the above expressions by using the relations
u¯(p1, λ1) = u¯(p1, λ1)
uD(p1, s1)u¯D(p1, s1)
2m1
,
v(p2, λ2) =
−vD(p2, s2)v¯D(p2, s2)
2m2
v(p2, λ2),
u¯D(p1, s1)
6 P¯ +M0
2M0
γ5vD(p2, s2) = u¯D((e1, ~p), s1)
γ0 + 1
2
γ5vD((e2,−~p), s2)
=
√
(e1 +m1)(e2 +m2) iχ
†
s1σ2χ
∗
s2
=
√
2(e1 +m1)(e2 +m2)
〈
1
2
1
2
; s1s2|1
2
1
2
; 00
〉
, (A12)
u¯D(p1, s1)
6 P¯ +M0
2M0
(− 6 εˆ(Sz))vD(p2, s2) = u¯D((e1, ~p), s1)γ0 + 1
2
~ε(Sz) · ~γ vD((e2,−~p), s2)
=
√
(e1 +m1)(e2 +m2) iχ
†
s1~ε(Sz) · ~σσ2χ∗s2
=
√
2(e1 +m1)(e2 +m2)
〈
1
2
1
2
; s1s2|1
2
1
2
; 1Sz
〉
,
√
2(e1 +m1)(e2 +m2) =
M˜0(M0 +m1 +m2)√
2M0
,
where [cf. Eq. (2.2)]
M0 = e1 + e2, ei =
√
m2i + p
2
⊥ + p2z, pz =
x2M0
2
− m
2
2 + p
2
⊥
2x2M0
, (A13)
χs is the usual Pauli spinor and we have used the usual properties, especially, the covariant one, of
Dirac spinors. Applying equations of motion on spinors in Eq. (A9) leads to
u¯(p1)(6 P¯ +M0)γ5 v(p2) = (M0 +m1 +m2)u¯(p1)γ5 v(p2),
u¯(p1)(6 P¯ +M0) 6 εˆ v(p2) = u¯(p1)[(M0 +m1 +m2) 6 εˆ− εˆ · (p1 − p2)] v(p2), (A14)
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and RSSzλ1λ2 is reduced to a more familiar form [4]. It is, however, more convenient to use the form
shown in Eq. (A9) when extending to the p-wave meson case. Two remarks are in order. First,
p1 + p2 is not equal to the meson’s four-momentum in the conventional LF approach as both the
quark and antiquark are on-shell. On the contrary, the total four-momentum is conserved at each
vertex in the covariant LF framework. Second, the longitudinal polarization 4-vector εˆµ(0) given
above is not exactly the same as that of the vector meson and we have εˆ · P¯ = 0. We normalize the
meson state as
〈M(P ′, J ′, J ′z)|M(P, J, Jz)〉 = 2(2π)3P+δ3(P˜ ′ − P˜ )δJ ′JδJ ′zJz , (A15)
so that ∫
dx d2p⊥
2(2π)3
ϕ′∗L′L′z(x, p⊥)ϕLLz (x, p⊥) = δL′,L δL′z ,Lz . (A16)
Explicitly, we have
ϕ00 = ϕ, ϕ1Lz = pLzϕp, (A17)
where pLz=±1 = ∓(p⊥x ± ip⊥y)/
√
2, pLz=0 = pz are proportional to the spherical harmonics Y1Lz
in momentum space, and ϕ, ϕp are the distribution amplitudes of s-wave and p-wave mesons,
respectively. For a Gaussian-like wave function as shown in Eq. (2.12) [7], one has ϕp =
√
2/β2ϕ.
For p-wave mesons, it is straightforward to obtain
〈1S;LzSz|1S;JJz〉 pLz RSSzλ1λ2(x, p⊥) =
1√
2 M˜0(M0 +m1 +m2)
×u¯(p1, λ1)(6 P¯ +M0)Γ2S+1PJv(p2, λ2), (A18)
with
Γ3P0 =
1√
3
(
K · P¯
M0
− 6K
)
,
Γ1P1 = εˆ ·Kγ5,
Γ3P1 =
1√
2
(
(6K − K · P¯
M0
) 6 εˆ− εˆ ·K
)
γ5,
Γ3P2 = εˆµνγ
µ(−Kν), (A19)
where K ≡ (p2 − p1)/2, εˆµν(m) = 〈11;m′m′′|11; 2m〉 εˆµ(m′)εˆν(m′′). Note that the polarization
tensor of a tensor meson satisfies the relations: εˆµν = εˆνµ and εˆµν P¯
µ = 0 = εˆµµ and that εˆµ, εˆµν are
identical to εµ, εµν , respectively, for maximal transverse polarized states (m = ±J). The above
expressions for 3P1 and
3P0 states are consistent with [4, 5] and [69], respectively.
The vertex functions shown in Table 1 and Eq. (2.11) follow from the above explicit expressions
for ΨJJzLS . For example, by taking εˆµν(−Kν) in place of εˆµ in Eq. (A14) we obtain the 3P2 vertex
in the form shown in Table 1. Note that there are an overall factor and sign to be determined.
The overall factor, (M2−M20 )
√
x1x2 [cf. Eq. (2.11)], is fixed by comparing the pseudoscalar decay
constant fP obtained in both covariant and conventional approaches [see Eqs. (2.16) and (2.17)],
while the overall sign can be fixed by the HQS expectation for decay constants and form factors.
For example, the sign of the P
1/2
1 state relative to
3P0 is fixed by the HQS relation fP 1/21
= fS .
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An additional factor of i is assigned in Table 1 as in the usual Feynman rules to ensure that the
corresponding operators are hermitian. For example, we have an i in front of γµ but not γ5, just
like the usual QED and Yukawa vertices, respectively. Similarly, polarization vectors are decoupled
from the vertex Feynman rules as usual.
APPENDIX B: SOME USEFUL FORMULAS
In this Appendix we first collect some formulas in [10] relevant for the present work and then we
proceed to summarize the formula for the product of four pˆ′1’s needed for the calculation in Sec. III.
The explicit representation of the traces in Eqs. (3.11) and (3.22) can be found in [10]. For
completeness we collect them in below:
SPPV µ = 2p
′
1µ[M
′2 +M ′′2 − q2 − 2N2 − (m′1 −m2)2 − (m′′1 −m2)2 + (m′1 −m′′1)2]
+qµ[q
2 − 2M ′2 +N ′1 −N ′′1 + 2N2 + 2(m′1 −m2)2 − (m′1 −m′′1)2]
+Pµ[q
2 −N ′1 −N ′′1 − (m′1 −m′′1)2], (B1)
and
SPVµν = (S
PV
V − SPVA )µν
= −2iǫµναβ
{
p′α1 P
β(m′′1 −m′1) + p′α1 qβ(m′′1 +m′1 − 2m2) + qαP βm′1
}
+
1
W ′′V
(4p′1ν − 3qν − Pν)iǫµαβρp′α1 qβP ρ
+2gµν
{
m2(q
2 −N ′1 −N ′′1 −m′21 −m′′21 )−m′1(M ′′2 −N ′′1 −N2 −m′′21 −m22)
−m′′1(M ′2 −N ′1 −N2 −m′21 −m22)− 2m′1m′′1m2
}
+8p′1µp
′
1ν(m2 −m′1)− 2(Pµqν + qµPν + 2qµqν)m′1 + 2p′1µPν(m′1 −m′′1)
+2p′1µqν(3m
′
1 −m′′1 − 2m2) + 2Pµp′1ν(m′1 +m′′1) + 2qµp′1ν(3m′1 +m′′1 − 2m2)
+
1
2W ′′V
(4p′ν − 3qν − Pν)
{
2p′1µ[M
′2 +M ′′2 − q2 − 2N2 + 2(m′1 −m2)(m′′1 +m2)]
+qµ[q
2 − 2M ′2 +N ′1 −N ′′1 + 2N2 − (m1 +m′′1)2 + 2(m′1 −m2)2]
+Pµ[q
2 −N ′1 −N ′′1 − (m′1 +m′′1)2]
}
. (B2)
Note that our convention for ǫµναβ , namely, ǫ0123 = 1, is different from that in [10].
The analytic expressions for P → S,A transition form factors can be obtained from that of
P → P, V ones by some simple replacements. Hence, we list the explicit expressions for P → P
and P → V transition form factors in [10]:
f+(q
2) =
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
P
x2Nˆ ′1Nˆ
′′
1
[
x1(M
′2
0 +M
′′2
0 ) + x2q
2
−x2(m′1 −m′′1)2 − x1(m′1 −m2)2 − x1(m′′1 −m2)2
]
,
f−(q2) =
Nc
16π3
∫
dx2d
2p′⊥
2h′Ph
′′
P
x2Nˆ ′1Nˆ
′′
1
{
− x1x2M ′2 − p′2⊥ −m′1m2 + (m′′1 −m2)(x2m′1 + x1m2)
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+2
q · P
q2
(
p′2⊥ + 2
(p′⊥ · q⊥)2
q2
)
+ 2
(p′⊥ · q⊥)2
q2
− p
′
⊥ · q⊥
q2
[
M ′′2 − x2(q2 + q · P )
−(x2 − x1)M ′2 + 2x1M ′20 − 2(m′1 −m2)(m′1 +m′′1)
]}
, (B3)
and
g(q2) = − Nc
16π3
∫
dx2d
2p′⊥
2h′Ph
′′
V
x2Nˆ ′1Nˆ
′′
1
{
x2m
′
1 + x1m2 + (m
′
1 −m′′1)
p′⊥ · q⊥
q2
+
2
w′′V
[
p′2⊥ +
(p′⊥ · q⊥)2
q2
]}
,
f(q2) =
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
V
x2Nˆ ′1Nˆ
′′
1
{
2x1(m2 −m′1)(M ′20 +M ′′20 )− 4x1m′′1M ′20 + 2x2m′1q · P
+2m2q
2 − 2x1m2(M ′2 +M ′′2) + 2(m′1 −m2)(m′1 +m′′1)2 + 8(m′1 −m2)
[
p′2⊥ +
(p′⊥ · q⊥)2
q2
]
+2(m′1 +m
′′
1)(q
2 + q · P )p
′
⊥ · q⊥
q2
− 4q
2p′2⊥ + (p
′
⊥ · q⊥)2
q2w′′V
[
2x1(M
′2 +M ′20 )− q2 − q · P
−2(q2 + q · P )p
′
⊥ · q⊥
q2
− 2(m′1 −m′′1)(m′1 −m2)
]}
,
a+(q
2) =
Nc
16π3
∫
dx2d
2p′⊥
2h′Ph
′′
V
x2Nˆ
′
1Nˆ
′′
1
{
(x1 − x2)(x2m′1 + x1m2)− [2x1m2 +m′′1 + (x2 − x1)m′1]
p′⊥ · q⊥
q2
−2x2q
2 + p′⊥ · q⊥
x2q2w′′V
[
p′⊥ · p′′⊥ + (x1m2 + x2m′1)(x1m2 − x2m′′1)
]}
,
a−(q2) =
Nc
16π3
∫
dx2d
2p′⊥
h′Ph
′′
V
x2Nˆ ′1Nˆ
′′
1
{
2(2x1 − 3)(x2m′1 + x1m2)− 8(m′1 −m2)
[
p′2⊥
q2
+ 2
(p′⊥ · q⊥)2
q4
]
−[(14 − 12x1)m′1 − 2m′′1 − (8− 12x1)m2]
p′⊥ · q⊥
q2
+
4
w′′V
(
[M ′2 +M ′′2 − q2 + 2(m′1 −m2)(m′′1 +m2)](A(2)3 +A(2)4 −A(1)2 )
+Z2(3A
(1)
2 − 2A(2)4 − 1) +
1
2
[x1(q
2 + q · P )− 2M ′2 − 2p′⊥ · q⊥
−2m′1(m′′1 +m2)− 2m2(m′1 −m2)](A(1)1 +A(1)2 − 1)
+q · P
[
p′2⊥
q2
+
(p′⊥ · q⊥)2
q4
]
(4A
(1)
2 − 3)
)}
. (B4)
We next give the results for pˆ′1pˆ
′
1pˆ
′
1pˆ
′
1 and pˆ
′
1pˆ
′
1pˆ
′
1Nˆ2. In Eq. (3.12), under the typical integration
Nc
16π3
∫
dx2d
2p′⊥
x2Nˆ ′1Nˆ
′′
1
h′Ph
′′
M Sˆ
PM , (B5)
in a P →M transition matrix element, pˆ′1pˆ′1pˆ′1pˆ′1 in SˆPM can be expressed in terms of three external
momenta, P , q and ω˜. Up to the first order in ω˜, we have
pˆ′1µpˆ
′
1ν pˆ
′
1αpˆ
′
1β
.
=
9∑
i=1
IiµναβA
(4)
i +
4∑
j=1
JjµναβB
(4)
j +
2∑
k=1
KkµναβC
(4)
k +O(ω˜
2), (B6)
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where
I1µναβ = (gg)µναβ = gµνgαβ + gµαgνβ + gµβgνα,
I2µναβ = (gPP )µναβ = gµνPαPβ + gµαPνPβ + gµβPνPα + gαβPµPν + gνβPµPα + gναPµPβ ,
I3µναβ = (gPq)µναβ = gµν(Pαqβ + qαPβ) + permutations,
I4µναβ = (gqq)µναβ = gµνqαqβ ++gµαqνqβ + gµβqνqα + gαβqµqν + gνβqµqα + gναqµqβ, ,
I5µναβ = (PPPP )µναβ = PµPνPαPβ,
I6µναβ = (PPPq)µναβ = PµPνPαqβ + PµPνqαPβ + PµqνPαPβ + qµPνPαPβ ,
I7µναβ = (PPqq)µναβ = PµPνqαqβ + permutations,
I8µναβ = (Pqqq)µναβ = Pµqνqαqβ + qµPνqαqβ + qµqνPαqβ + qµqνqαPβ,
I9µναβ = (qqq)µναβ = qµqνqαqβ, (B7)
J1µναβ = (gP ω˜)µναβ =
1
ω˜ · P [gµν(Pαω˜β + ω˜αPβ) + permutations],
J2µναβ = (PPPω˜)µναβ =
1
ω˜ · P (PµPνPαω˜β + PµPν ω˜αPβ + Pµω˜νPαPβ + ω˜µPνPαPβ),
J3µναβ = (PPqω˜)µναβ =
1
ω˜ · P [(PµPνqα + PµqνPα + qµPνPα)ω˜β + permutations],
J43µναβ = (Pqqω˜)µναβ =
1
ω˜ · P [(Pµqνqα + qµPνqα + qµqνPα)ω˜β + permutations],
K1µναβ = (gqω˜)µναβ =
1
ω˜ · P [gµν(qαω˜β + ω˜αqβ) + permutations],
K2µναβ = (qqqω˜)µναβ =
1
ω˜ · P (qµqνqαω˜β + qµqνω˜αqβ + qµω˜νqαqβ + ω˜µqνqαqβ).
By contracting pˆ′1µpˆ
′
1ν pˆ
′
1αpˆ
′
1β with ω˜
β, qβ and gαβ , and comparing with the complete expressions of
pˆ′1µpˆ
′
1ν pˆ
′
1α and pˆ
′
1µpˆ
′
1ν shown in [10], we obtain
A
(4)
1 =
1
3
(A
(2)
1 )
2, A
(4)
2 = A
(1)
1 A
(3)
1 , A
(4)
3 = A
(1)
1 A
(3)
2 ,
A
(4)
4 = A
(1)
2 A
(3)
2 −
1
q2
A
(4)
1 , A
(4)
5 = A
(1)
1 A
(3)
3 , A
(4)
6 = A
(1)
1 A
(3)
4 ,
A
(4)
7 = A
(1)
1 A
(3)
5 , A
(4)
8 = A
(1)
1 A
(3)
6 , A
(4)
9 = A
(1)
1 A
(3)
6 −
3
q2
A
(4)
4 , (B8)
B
(4)
1 = A
(1)
1 C
(3)
1 −A(4)1 , B(4)2 = A(1)1 B(3)1 −A(4)2 , B(4)3 = A(1)1 B(3)2 −A(4)3 ,
B
(4)
4 = A
(1)
1 C
(3)
2 −A(4)4 , C(4)1 = A(3)2 C(1)1 +
q · P
q2
A
(4)
1 , C
(4)
2 = A
(3)
6 C
(1)
1 + 3
q · P
q2
A
(4)
4 ,
where [10]
A
(1)
1 =
x1
2
, A
(1)
2 = A
(1)
1 −
p′⊥ · q⊥
q2
, C
(1)
1 = −Nˆ2 + Z2,
Z2 = Nˆ
′
1 +m
′2
1 −m22 + (1− 2x1)M ′2 + (q2 + q · P )
p′⊥ · q⊥
q2
,
A
(2)
1 = −p′2⊥ −
(p′⊥ · q⊥)2
q2
, A
(2)
2 = (A
(1)
1 )
2, A
(2)
3 = A
(1)
1 A
(1)
2 ,
A
(2)
4 = (A
(1)
2 )
2 − 1
q2
A
(2)
1 , A
(3)
1 = A
(1)
1 A
(2)
1 , A
(3)
2 = A
(1)
2 A
(2)
1 , (B9)
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A
(3)
3 = A
(1)
1 A
(2)
2 , A
(3)
4 = A
(1)
2 A
(2)
2 , A
(3)
5 = A
(1)
1 A
(2)
4 ,
A
(3)
6 = A
(1)
2 A
(2)
4 −
2
q2
A
(1)
2 A
(2)
1 ,
B
(2)
1 = A
(1)
1 Z2 −A(2)1 , B(3)1 = A(1)1 (B(2)1 −A(2)1 ), B(3)2 = A(1)2 B(2)1 +
q · P
q2
A
(2)
1 .
Following the prescription in [10], the spurious contributions C
(4)
1,2 should be vanished by including
the zero mode contribution and we have
A
(3)
2 Nˆ2 → A(3)2 Z2 +
q · P
q2
A
(4)
1 , A
(3)
6 Nˆ2 → A(3)6 Z2 + 3
q · P
q2
A
(4)
4 , (B10)
which lead to the pˆ′µpˆ′ν pˆ′αNˆ2 formula shown in Eq. (3.14). Note that in general B
(i)
j are non-vanishing
by themselves, but they do vanish under integration in some choice of vertex function [10]. There
are some attempts to include these effects for generic vertex functions [14]. The important of these
effects can be checked numerically. For example, we have checked numerically that the integral of
Eq. (B5) with SˆPM replaced by B
(j)
i are vanishingly small. In practice, one only needs A
(i)
j terms
for pˆ′1 . . . pˆ
′
1 formulas.
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