In this paper we state and prove a central limit theorem for the finite-dimensional laws of the quadratic variations process of certain fractional Brownian sheets. The main tool of this article is a method developed by Nourdin and Nualart in [18] based on the Malliavin calculus.
Introduction
Recently in several works, the asymptotic behavior of the weighted p-power variations of stochastic processes has been investigated. For a one-parameter stochastic process (Z t ) t∈ [0, 1] observed at times {i/n, 0 ≤ i ≤ n} it is defined as 
and one is interested by the convergence of this quantity as n goes to infinity and by the nature of this convergence. Power variations play an important role in the recovering of statistical properties of discretely observed stochastic processes and as an example, the results obtained in this area have been applied in some financial econometric problems (see [4] ) and in mathematical finance (e.g. in [1, 10, 11] ). In these settings the considered stochastic processes were one-parameter Itô semimartingales.
In this paper we consider a different situation since we consider two-parameter processes which are not semimartingales. Actually, we state and prove a central limit theorem (Theorem 3.1) for the finite-dimensional laws of the weighted quadratic variations process of certain fractional Brownian sheets. More precisely, let (W α,β (s,t) ) (s,t)∈[0,1] 2 be a fractional Brownian sheet with Hurst indices α and β such that 0 < α < 1 2 , 0 < β < 1 2 with α + β > 1 2 then for a weight function f : R → R satisfying hypothesis (H) presented below, we have, where W is a standard Brownian sheet independent of W α,β and the notation f dd means that the convergence is in the sense of stable convergence of the finite-dimensional laws (see (3.4) ). Note that the constant σ α,β appearing in the limiting process can be expressed explicitly with respect to α and β.
The study of p-power variations for fractional Brownian motion has been initiated by Gradinaru and Nourdin in [9] , Neuenkirch and Nourdin in [15] and by Nourdin in [17] in view of obtaining exact rate of convergence of some approximating scheme of scalar stochastic differential equations driven by a fractional Brownian motion. This study has been recently pursued by Nourdin in [16] , by Nourdin and Nualart in [18] and by Nourdin, Nualart and Tudor in [19] where more references about this topic can be found. A complete description of the nature of the convergence of weighted where σ H is an explicit constant depending on H and W is a standard Brownian motion independent of B. Note this result was also obtained in [18] when 1 4 < H < 1 2 .
For the two-parameter case a central limit theorem has been obtained in [23] for the weighted quadratic variations process of a standard Brownian sheet and applied to the construction of an asymptotically normal estimator of the quadratic variation of a two-parameter diffusion process. However, in [23] , the stable finite-dimensional convergence in law is obtained by using a result based on some semimartingales techniques developed by Jacod and Shiryaev in [12] . Consequently this method is useless for fractional Brownian sheets, that's why we propose to replace it by adapting an argument presented in [18] based on the Malliavin calculus which is valid in general Gaussian context. In order to make this paper self-contained we have adapted and reproduced the main computations collected in Section 4 originally realized by Nourdin and Nualart in [18] .
We proceed as follows. In Section 2 we recall some definitions and properties of the fractional Brownian sheet and some elements of the Malliavin calculus relative to this process. Then in Section 3 we state and prove the convergence of the finitedimensional laws of the weighted quadratic variations of certain fractional Brownian sheets (Theorem 3.1). Technical arguments used in Section 3 are collected in Section 4.
Preliminaries and notations
In this section we recall the definition of the fractional Brownian sheet and we present some elements of Malliavin calculus.
The fractional Brownian sheet
Several extensions of the fractional Brownian motion have been proposed in the literature as for example the fractional Brownian field (c.f. [14, 6] ), the Lévy's fractional
Brownian field (c.f. [8] ) and the fractional Brownian sheet (c.f. [13, 3] ) we consider in this paper. The definitions and properties of this section can be found in [2, 24] .
2 is a centered two-parameter Gaussian process equal to zero on the set
whose covariance function is given by,
We assume that (W α,β (s,t) ) (s,t)∈[0,1] 2 is defined on a complete probability space (Ω, F , P) where F is generated by W α,β . Let us denote by H the reproducing kernel Hilbert space associated with W α,β , that is, H is the closure of the linear span generated by indicator functions on [0, 1] 2 with respect to the scalar product 
Using this representation, Tudor and Viens in [24, 25] 
Malliavin calculus for fractional Brownian sheet
We recall some definitions and properties of the Malliavin calculus for the fractional Brownian sheet. These elements are contained in the general framework described in [20] for Gaussian processes.
For a cylindrical functional F of the form
we define the Malliavin derivative DF of F as,
is a closable operator and it can be extended to the closure of Sobolev space D 1,2 defined by functional F whose norm F 1,2 is finite with,
The adjoint operator I 1 of D is defined by the following duality relationship
for F in D 1,2 and for u in H such that their exists c u > 0 verifying
, for every functional G of the form (2.1).
Let n ≥ 1. The nth Wiener chaos H n of W α,β is the closed linear subspace of
where H n denotes the nth Hermite polynomial. A linear isometry between the symmetric tensor product H ⊙n and H n is defined as,
We conclude this section by the following integration by parts formula:
where D n,2 is the space of functionals F such that F n,2 is finite with
Convergence of finite-dimensional laws
In this section we state and prove the central limit theorem (Theorem 3.1) for the finite-dimensional laws of the weighted quadratic variations process of a fractional
Brownian sheet W α,β whose Hurst indices satisfy 0 < α < 
be the re-normalized weighted quadratic variations where the increments ∆ i,j W α,β are defined as
Recall that using the definition of I 2 (2.2) and the relation between Hermite polynomials (see for example [20, (1. 3) p. 5]) X n can be expressed as,
We aim at showing that X n converges stably in finite-dimensional law to a process X defined as
where B is a standard Brownian sheet independent of W α,β and
Note that in the standard Brownian sheet case ((α, β) = (
)), X coincide with the limiting process obtained in [23] since σ1
Note that in [23] it is shown that the sequence X n is tight in the two-parameter Skorohod space which enabled us to obtain in the case (α, β) = (
) the convergence in law of the sequence (X n ) n to X and not only the stable convergence of the finite-dimensional laws.
Stable convergence in law has been introduced by Rényi in [21, 22] . A full explanation about this subject can be found in [12, Section VIII.5.c]. Roughly speaking stable convergence in law consists in the convergence of the couple (X n , W ) n to (X, W ) as n goes to infinity. The definition of the limiting process X in (3.2) requires some justification. A way to define X is to consider an extension of the probability ba-
We introduce an auxiliary probability basis
set Ω ′ is defined as the space of continuous functions on [0, 1] 2 which vanish on
The process B is then the canonical process on
and F ′ is defined as the filtration generated by B. According to [20, Section 2.4.1] there exists a probability measure
We now describe the extensionB := (Ω,F , (F (s,t) ) (s,t)∈[0,1] 2 ,P) of B on which X will be defined.
We will denote by IE (respectivelyĨ E) the expectation under P (respectivelyP).
Before stating and proving the first result we introduce the hypothesis (H) on the weight function f .
Hypothesis (H):
f : R → R belongs to C 4 (R) and for every i = 1, . . . , 4 . then the sequence (X n ) n defined in (3.1) converges stably in finite-dimensional law to
m , for every bounded measurable function g : R m → R and for every F -measurable random variable Z, the following convergence holds
Recall that F denotes the σ-field generated by (W α,β (s,t) ) (s,t)∈[0,1] 2 . Before proving this result, let us make the following remarks. This last condition will be preferred in the computations of the proof.
2) Condition (ii) (and its symmetric counterpart (ii')) in Theorem 3.1 states that one of the two components of the sheet is allowed to have a regularity lower than 1 4 provided the other one has a regularity such that α + β > 1 2 . Observe that 1 4 is precisely the critical lower bound in the one-parameter case (see [19, Theorem 1] ).
3) The standard Brownian case corresponding to (α, β) = (
) has been obtained in [23, Theorem 3.1] where in addition the tightness of (X n ) n in the two-parameter Skorohod space is proven.
Now we proof below Theorem 3.1.
. Let m ≥ 1 and
there exists a subsequence of ((X
n . This subsequence and the sequence itself will be denoted by the same notation. We have to show that
Let us consider the conditional characteristic functions of respectively (X n t 1 , . . . , X n tm ) and (
The proof consists to show that
Furthermore Φ m (λ 1 , . . . , λ m ) can be computed as follows,
where Q t 1 ,...,tm is the symmetric matrix Q t 1 ,...,tm := (C i,j ) 1≤i,j,≤m defined as,
The key point is that Φ m is the unique solution of the system of partial differential equations (3.6). Actually let the system of PDE's (3.6) given by functions ϕ :
with the condition ϕ(0, . . . , 0) = 1. Using standard techniques for PDE's systems that we briefly describe now, it can be shown that the unique solution to (3.6) is Φ m .
Indeed, let ϕ be a solution to (3.6) . Using the first equation we have that
where g 1 : R m−1 → R is regular enough. Since ϕ satisfies the second equation of the system we have,
where g 2 : R m−2 → R is regular enough. Continuing this procedure we obtain that
where g m is a constant. Using the condition ϕ(0, . . . , 0) = 1 we conclude that g m = 0
and consequently, ϕ = Φ m .
We proceed as follows: we show that the conditional characteristic function of (X 
where we use the notation Λ, Let p ∈ {1, . . . , m}. We have, can be rewritten as
where i,j=1
[nta] i,j=1
[nta]
which leads to (3.7). As a consequence,
which is exactly the pth equation of the system (3.6).
Useful lemmas
All the results of this section mimic those obtained by Nourdin and Nualart in [18] .
We stress that we adapt these computations to the two-parameter case in order to make this paper self-contained. Furthermore the conditions imposed on α and β in Theorem 3.1 can be easily deduced from the calculations realized in this section. Note that in this section C will denote a generic constant which can differ from one line to another.
Proof. We refer to [18, Lemma 1](or to [19, Lemmas 4 and 5] ) where the following estimate is shown, for a < b we have, 
Proof of (4.1):
Since, ∆ i,j W α,β = I 1 (1 ∆ i,j ), using the definition I n (h ⊗n ) := n!H n (W α,β (h)) and relation on Hermite polynomials [20, (1.3) p. 5]
).
Consequently,
By Lemma 4.1 we have that
Proof of (4.2):
Let p in {1, . . . , n}.
Using the product formula ([20, Proposition 1.1.2]) we have,
From relations (4.4) and (4.3) we obtain that,
We end the proof by considering independently each of the three terms in the right hand of expression (4.5).
First note that using Malliavin integration by parts formula the first term can be written as,
which from Lemma 4.1 shows that |T 1 | ≤ Cn 2−4(α+β) .
Then we consider the term T 2 in (4.5). We also integrate by part in order to obtain,
As a consequence we obtain that,
The serie presented above converges since α < . Consider now T 3 .
dsdt.
Note the series appearing in the term T 3 converges since α < 3 4 and β < 
Proof. Recall that in (3.11) r i,j,n is decomposed into eight terms,
We show each of them is less or equal to Cn −4(α+β) . From the definition of H we deduce the following expressions
By Lemma 4.1, for k = 1, 2, 4,
Estimate of r (6) i,j,n : First note that
The term n
i,j,n is very similar to the term IE[|X 
which leads to,
We consider the term A
i,j,n .
We don't give the details of the computations since the term
can be written as a sum of
where a, b, c are integer between zero and two and (u i , v i ) are for (k, l) or (k,l),
where the series above converge since 0 < α < .
Estimate of r
i,j,n and r
i,j,n : Note that
which shows that for k = 3, 5,
using estimates obtained previously in this proof.
Estimate of r (7)
i,j,n : We have,
We use the integration by parts formula,
By Lemma 4.1 and the estimates shown above in this proof, δ s,t , 1 ∆ k,l H ≤ Cn −2(α+β) , (s, t) ∈ {(k, l), (i, j)}, DH, 1 ∆ k,l H L 2 (Ω,F ,P) ≤ Cn −2(α+β) , and
≤ Cn −4(α+β) .
Furthermore as done in the part Estimate of r (6) i,j,n ,
Consequently, |r
i,j,n | ≤ Cn k,l=1 
n ,j Using an estimate obtained for the term A
i,j,n obtained above in this proof we have that, Note that the serie above is convergent since 0 < α < . For the last term we have, which leads to the result.
Estimate of r which concludes the proof.
