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Deep learning has been one of the driving factors behind the current interest in
explainability. This is because the knowledge encoded in a trained deep network
is, due to its distributed nature, only available implicitly. Several methods ex-
ist for the post-hoc interpretation of such networks in terms of explicit rules or
examples [11]. These rules can then be interpreted and understood by humans.
Such approaches may be considered Freudian, as implicit (subconcious) knowl-
edge in the model (the patient) is not accessible to the model itself, and must
therefore be elucidated post-hoc by an outside observer (the psychoanalist, e.g.
Freud).
Whereas many low-level controllers and almost all low-level perception mod-
ules in robotics rely on data-driven methods, many higher-level modules such
as semantic scene understanding, task planning, and human-robot interaction
require explicit representations of knowledge. How to recognize a spoon may be
done most effectively implemented with deep learning. But we believe knowing
what a spoon is, and especially what its purpose is, should be represented ex-
plicitly, i.e. symbolically. In this case, explainabilty corresponds to the mapping
of these internal but explicit symbols to a language that humans can interpret
and understand [3]. This task, which one could denote Wittgensteinian Explain-
ability is, in principle, easier than post-hoc explanations of implicit knowledge,
as language itself consists of symbols1.
We believe the importance of this form of explainability has been underes-
timated, and is of particular importance to robotics. This holds especially for
robots that act in human-made environments, where most objects are made with
a specific purpose in mind which the robot must know about.
The main aim of this paper is not to present state-of-the-art in automated
reasoning or description logics. Rather this papers presents a proof-of-concept for
explainability in robotics, based on translating internal symbolic representations
of plans and actions to natural language. The experiences gathered in achieving
1 Proposition 3.343 of Wittgenstein’s Tractatus Logico-Philosophicus (1921): “Defi-
nitions are rules for the translation of one language into another. Every correct
symbolism must be translatable into every other according to such rules.”
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Fig. 1. Left: Justin aligning the solar panel prior to cleaning, during teleoperation
from the International Space Station (ISS). Right: Example of an explanatory graph,
enabling Justin to explain what it is doing and why.
this during our “Green Button Challenge” (to be explained in the next section)
lead us to pose the following theses as a basis of discussion for XLoKR20:
• In robotics, post-hoc Freudian Explainability may be necessary to make
implicit knowledge in learned (deep) models explicit. But Wittgensteinian Ex-
plainability should always be preferred, as the internal explicit representation
corresponds more closely to the structure used for explanation (natural lan-
guage). • We argue that robots thus require explicit (symbolic) knowledge rep-
resentations, and stronger ties between the Knowledge Representation (KR) and
Robotics communities should be formed. We hope that explainability in robotics
can serve as a broad source of inspiration for the KR community. • What is
known (by humans), should not be learned (by robots). Rather, methods must
be developed which enable humans to transfer their knowledge to robots. •
Robots should always be able to explain what they are doing and why, in natu-
ral language.
Next, we describe the Green Button Challenge followed by one concrete im-
plementation of explainability on the robot Rollin’ Justin.
2 The Green Button Challenge
To avoid robots from inflicting unintentional harm, they are equipped with an
emergency stop button. This is a red button that, when pushed, stops the robot.
The Green Button Challenge is, in a nutshell: “Provide your robot with a green
button. When pressed, the robot explains, in spoken natural language, what it
is doing. When pressed again, the robot also explains why.” [14].
While the physical green button itself and speaking robots are not essential
from a scientific point of view, they symbolize something important. And it is
that robotic behavior should be explainable to humans at all times (i.e. at the
press of a button), and that not only robotics experts should be able to under-
stand these explanations (i.e. natural language, not Planning Domain Definition
Language (PDDL) or first-order logic). We believe that this is a key element in
human-robot interaction. For instance, it has been shown that Wittgensteinian-
like Explainability fosters human trust in robots, more than other explainability
modalities [4]. Moreover, the button enables explanations in real time, which is
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also a factor in human trust [4]. Needless to say, system trust is a cornerstone
of device acceptance.
There are many domains where the robotics community could benefit from
well-grounded explainable systems, some of which we explored in the Green
Button Challenge:
• Space assistance: as astronauts are exposed to dangerous environments
where precision is a must [10], they will want to control what the robot is doing
and what it will do next. • Future manufacturing: autonomous industrial
robots are becoming more flexible (see [12]). This creates new scenarios of hu-
man collaboration in manufacturing. Like with a human colleague, communica-
tion and trust should be built to ensure assertive collaboration. • Household
and care robotics: large parts of the general public remain skeptical towards
robots. In elderly care facilities, there has been reported a need for “meaningful
communication abilities as well as cues that enhance the predictability of [the
robot’s] behavior” [6].
We are currently initiating actions to make the Green Button Challenge a
global public outreach initiative. But in this paper, the challenge refers to an
internal competition at our institute, with the intention of determining how
amenable different robot programming approaches are for explainability. In the
next section we describe the approach of the humanoid space assistant Rollin’
Justin, winner of the competition held in January 2020.
3 PDDL-Explainability on the Robot Rollin’ Justin
The implementation of a green button on Rollin’ Justin [2] is strongly tied to
the planning system in use on Justin. Thus, we first provide some insights into
how action plans are generated on the robot before we present how we enable
the robot to use its knowledge about actions to generate explanations of their
role in action plans.
Task and Motion Planning on Rollin’ Justin. Rollin’ Justin employs an
integrated task and motion planning approach that is presented in detail in [9].
Core to all planning is the description of actions in form of Action Templates
(ATs). Their role is to store and provide information about actions both on a
symbolic and a geometric level. In an object-centric manner, they are attached
to objects or object types and are inherited by deriving objects.
Parameters, preconditions, and effects of an action are stored in the symbolic
header of ATs. We employ PDDL [5] for describing effects and preconditions
and use the fast downward planner [7] for planning in action space. As we con-
sider a deterministic environment, both preconditions and effects are lists of
conjuncted, potentially negated, atoms. Goals are defined in the same way, e.g.
activated SPU1 for Smart Payload Unit 1 (SPU1) being activated.
The geometric body of ATs translates the abstract description from the header
to robot movements. It is, thus, not relevant for PDDL-explainability.
Chaining Action Sequences Through Atoms. For the following consider
that the robot created a plan P = (a1, . . . an) to achieve a given set of goal atoms
G. All actions ai are fully specified, i.e. their parameters are resolved. While the
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robot executes action aj ∈ P, the user presses the green button and the robot
has to explain what it is doing and why.
The answer to the what question is straightforward as the robot knows the
action name of aj and reports it together with its parameters. Reporting why
this action is part of the plan is more advanced, and our implementation builds
on previous work on causal link explanations [8,15,13,1]. As mentioned above,
the preconditions preai and effects effai of action ai consist each of a set of
atoms pk. Intuitively action aj is part of P because either a) one of its effects is
a precondition of a later action:
∃px ∈ effaj | px ∈ preal , j < l ≤ n (1)
or b) one of its effects is part of the goal state G:
∃px ∈ effaj | px ∈ G (2)
Using this observation, we create an ordered graph for every plan. The nodes
in this graph are formed by actions of the plan, links are formed by atoms that
fulfill eq. (1) or eq. (2), and the order is determined by the order of actions in the
plan. However one would be ill-advised to simply create a link from an action
to all later actions that share an atom in this way. An atom can potentially
be consumed and then re-created by another action in between. Instead, we
designed our algorithm to proceed its way backwards through the plan. This is,
we start at the goal state and create a link for each atom to the latest action that
produces this atom. Next, we proceed with the preconditions of the last action
an and work our way back to a1 as displayed in algorithm 1. The advantage
of advancing backwards is that every precondition of an action is linked to the
latest previous action that created it. Thus, the effect of an action can be linked
to a precondition of one or more other actions, but each precondition links to at
most one effect. If a precondition or goal atom does not link to an action effect,
it was already fulfilled initially.
The robot answers why questions based on this graph. On the next button
press, after having answered what for aj , the robot selects a link from the outgo-
ing links of aj via atom p to action ak and replies that it executes aj in order to
achieve atom p. Next, it reports that it aims to achieve p to be able to execute
ak. From there on the procedure repeats. This procedure is guaranteed to reach
the goal state because a) it approaches the goal state with every step due to the
order of the graph and b) there are no dead ends since an action would not be
part of the plan if it did not contribute to it in any way.
But which outgoing link to select? We decided to select the link connected
to the first effect because we typically consider this to be the desired main effect
of the action. The following effects are seen as side-effects. Other choices are to
also select the nearest or furthest reaching link, thus going through the plan in
many small or fewer big steps.
Exemplary Results in the SOLEX environment. We demonstrate the
result of our implementation on the SOLEX proving ground [10], an environment
created for evaluating shared control concepts together with astronauts on board
the International Space Station. The environment resembles a solar farm on Mars
and contains, among other items, three Smart Payload Units (SPUs) that are
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equipped with solar panels or an antenna. In our example Justin has to clean a
solar panel. To do so, it must unlock the panel, rotate it (see fig. 1, left), lock it
again, grasp the wiper, and clean the SPU.
The output created can be explained based on the graph on the right in fig. 1.
Assume the robot is executing action rotate cw Panel1 right arm and the
button is pressed. The robot answers that it executes rotate cw Panel1 right
arm (what). On the next button press, the users wants to know why Justin is exe-
cuting this action, and Justin answers that it tries to achieve atom aligned for
cleaning Panel1, then execute action clean wiper Panel1 left arm, and fi-
nally achieve the atom cleaned Panel1. If now the user clicks again, Justin’s
reasoning reached its end and it bluntly admits that with the words: “I don’t
know. Nobody told me”.
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Algorithm for creating links from plan
Algorithm 1 Creating Links from Plan
1: procedure CreateLinks(P,G)
2: n← length (P)− 1
3: steps← [G,Pn . . .P0]
4: while length(steps) > 0 do
5: step← steps.pop()
6: if step == G then
7: atoms = G
8: else
9: atoms = step.precondition
10: end if
11: for p ∈ atoms do
12: al ← GetLinkedAction (steps, p)
13: if al 6= None then . see line 25





19: procedure GetLinkedAction(steps, p)
20: for step ∈ steps do . states are already in reverse order, see line 3




25: return None . no action produced p ⇒ it was already present initially
26: end procedure
