Abstract
Introduction
With the increase of the complexity of digital systems, representations of logic functions that can evaluate functions efficiently and require small amount of memory are becoming important [2] . In this paper, we consider representations of two-valued logic functions using quasi-reduced multi-valued decision diagrams with bits (QRMDD( )s). As for methods to represent logic functions by decision diagrams (DDs), binary decision diagrams (BDDs) [1, 7] and multi-valued decision diagrams (MDDs) [3, 10, 12, 14] are known. Especially, MDDs require fewer nodes than corresponding BDDs. Also, the number of memory accesses required in MDDs is smaller than corresponding BDDs [12] . In this paper, we show relations among the amount of memory to represent QRMDD( ), the number of memory accesses, and values of .
The rest of the paper is organized as follows:
In Section 2, we will define MDDs and QRMDDs, and explain benchmark functions and random functions.
In Section 3, we obtain an upper bound on the number of nodes in a QRMDD( ). Also, we show an interesting property holds for many of benchmark functions. We also show that random functions do not have this property.
In Section 4, we introduce the measure called area-time complexity. When we use a QRMDD( ), the number of memory accesses decreases with , while the amount of memory to represent it increase with . We are interested in that reduces the number of memory accesses without increasing the amount of memory excessively. To obtain such , we introduce a measure called area-time complexity. By experiments, the measure is the minimum when is between ¿ and .
Definitions
This section defines quasi-reduced multi-valued decision diagrams(QRMDDs), shows a method to represent multiple-output functions, and introduces benchmark functions.
Representation of Logic Functions
Let ´ µ be a two-valued logic function, where ´Ü ½ Ü ¾ Ü Ò µ. Let 
QRMDD
As for the definitions on MDDs, refer [10] . [22] . The most severe limitation of conventional BDDs is their size. When a BDD does not fit in the main memory, the BDD must uses the secondary memory. This will increase the number of page faults, and access to the secondary memory [24] . In such a case, quasi-reduced decision diagrams can be used to reduce the page faults. This approch is useful when the quasi-reduced decision diagram is not so greater than the corresponding reduced decision diagrams. 
Representations of Multiple-Output Functions
Logic networks usually have many outputs. In most cases, independent representation of each output is inefficient. Let the multiple-output functions be
½ ¼ , and
Ò and Ñ denote the number of inputs and outputs, respectively. Several methods exist to represent multiple-output functions by using BDDs [13, 18, 19, 20] . In this paper, we use an encoded characteristic function for non-zero output (ECFN) [21] to represent multiple-output functions. In the following, an RBDD means a BDD for an ECFN, and we assume that RMDDs and QRMDDs are generated from these RBDDs.
Benchmark Functions
In this paper, we use ½¿½ benchmark functions [6, 25] shown in Table 2 .1, where Ò and Ñ denote the number of inputs and outputs, respectively. In this table, the benchmark functions under × ÕÙ ÒØ Ð originally represent sequential circuits. We removed flip-flops(FFs) from sequential circuits to make them combinational. Such functions are renamed by appending ' ' to the original names. Encodings of BDDs for ECFNs and input variable orderings are obtained in [22] . Details of experimental results are omitted due to the page limitation. 
Number of Nodes in QRMDD( )
In this part, we first obtain an upper bound on the number of nodes in a QRMDD( ). Then, we obtain the sizes of QRMDD( )s for benchmark functions, and show that an interesting property holds for many of them. Finally, we obtain the sizes of QRMDD( )s for randomly generated logic functions, and show that they can be estimated by the upper bound.
General Functions
For arbitrary logic functions, we have the following: 
Benchmark Functions
For each benchmark function in Table 2 .1, we counted the number of nodes in QRMDD( )s for different . In Table 3.1, Ú denotes arithmetic average of the relative sizes, where the number of nodes in QRMDD(½) is set to ½ ¼¼, and ×Ø Ú denotes the standard deviation. We consider the following:
Since ½½ functions out of ½¿½ functions in 
Random Functions
We examined whether Property ¿ ½ holds for random functions. For each Ò, we randomly generated ¾ Ò ½ minterms. Table 3 .3 shows average numbers of nodes in QRMDD( )s for Ò-input random functions. For each Ò, we generated ½¼ samples. The deviation of each data is within ¦¾± of the averages. Table 3 .4 shows upper bounds on the numbers of nodes in QRMDD( )s derived from Theorem 3.2.
The ratio of difference between upper bounds and experimental results on the number of nodes in QRMDD(½) for Ò-input random functions is computed as follows:
ÙÔÔ Ö ÓÙÒ ÜÔ Ö Ñ ÒØ Ð Ö ×ÙÐØ ÙÔÔ Ö ÓÙÒ ¢ ½¼¼ Table 3 .5 shows that is large after Ö changes, and is small in other cases. This means that the size of QRMDD( ) for randomly generated functions can be estimated by Theorem 3.2. Table 3 .3 also shows that Property 3.1 doesn't hold for random functions. This fact shows that benchmark functions have quite different property from random functions. 
Area-Time Complexity of QRMDD( )
When we use QRMDD( ), the amount of memory access decreases with , while the total amount of memory increases with . Thus, we are interested in finding that reduces the number of memory access without increasing the total amount of memory excessively. To obtain such , we introduce a measure called area-time complexity.
Model of Computation
We assume the followings: In this case, the computation time is proportional to the number of access to the MDD nodes.
Amount of Memory to Represent QRMDD( )
Because QRMDD( ) evaluates variables ½ ¾ Ù in this order, we can use a counter to obtain the next variable to evaluate. Therefore, when a QRMDD( ) is stored in a memory, we need not store an index in a node, but have only to store the next addresses. On the other hand, in an RMDD( ), we have to store an index and the next addresses because the next variable to evaluate may be different in different paths. 
In this paper, the area corresponds to the necessary amount of memory to represent a QRMDD( ), and the time corresponds to the number of memory accesses to evaluate it.
The measure Ì is used when both the amount of memory and the number of memory accesses are equally important. On the other hand, the measure Ì ¾ is used when the number of memory accesses is more important than the amount of memory. For example, Ì can be used for embedded systems [2] , while Ì ¾ can be used for logic simulators [8, 9] .
Experimental Results
For each benchmark function in Table 2 .1, we obtained three measures , Ì , and Ì ¾ . 
Conclusion and Comments
In this paper, we considered a method to represent logic functions by using QRMDD( )s. Especially, 1) We derived an upper bound on the number of nodes in a QRMDD( ), and showed that the numbers of nodes in QRMDD( )s for random functions can be estimated by the bound, 2) We showed that Property 3.1 holds for many benchmark functions, and 3) We showed that the area-time complexity for QRMDD( ) takes its minimum when ¿ , and 4) We showed that benchmark functions have quite different property from randomly generated functions. 
