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I. INTRODUCTION 
The estimation of the parameters of a probability distribution is 
a problem of basic importance in modern statistics. A unified solution 
to this problem is not yet known. Several theories of estimation are 
available, however, which apply under rather general conditions and 
which may be placed into two broad classes, the theory of interval 
estimation and the theory of point estimation. The present study shall 
be concerned with a particular type of estimation that belongs to the 
latter class. 
In general, the problem of point estimation may be stated as 
follows : 
Given a population with a probability density function 
0 (XJ ' ®k^  
which would be completely determined if the value of the parameters 
9^ , ©2, ..., 9^  were known. By means of a random sample of observations 
x^ , Xg, ..., xq from this population, it is required to determine sane 
function t(x^ , ..., x^ ) such that the distribution of t(x^ , ..., xQ)=t(x) 
upon repeated sampling from the same population, with samples of equal 
size n, will be 'concentrated around' the values of the parameters of 
the population. The properties of the estimator t(x) are assessed 
according to the properties of the population of estimates thus generated. 
The function t(x) of the random sample x^ , ..., xq is called the Esti­
mator (or the Statistic) and the values it assumes with each particular 
random sample are called the Estimates of the parameters of the popula-
2 
tion. It should be clear that t(x) is a random variable. 
Several properties have been suggested that t(x) should satisfy in 
order to qualify as a "good" estimator — that is, an estimator with a 
distribution 'closely concentrated* around the value of (9^ , ..., 9^ ). 
The properties of unbiasedness, consistency, efficiency and sufficiency 
are well known. The first two are limiting properties; the efficiency 
of an estimator may or may not be defined as an asymptotic property; 
the concept of sufficiency applies for any sample size. 
For simplicity, consider a population with one parameter 9, with 
probability density function 
© ) •  
Let the joint density of the sample x^ , ..., x^  be denoted by 
/(x^ , Xg, ..., xn; 9) = 0(x; 9) 
The estimator t(x) is unbiased if its expectation is equal to 9, 
that is, if 
r 
t(x) #(x; 9) dx = 9 
where integration is over the sample space and dx = dx^  ... dxQ. 
The estimator t(x) is consistent if, for any positive e and S ,  
there exists an n such that 
o 
t(x) - 9 
•x 
< e . > 1 - 5  
for n > nQ, or in words, the probability that t(x) differs from 9 by 
5 
less than £ is greater than 1 - <£ for n sufficiently large. Thus, t(x) 
is a consistent estimator of 9 if it converges in probability to 9. 
Suppose that u(x) is any other estimator of 9. Bien, if the 
variance of t(x) is less than the variance of u(x), t(x) is more ef­
ficient than u(x). Another definition of efficiency, due to Cramer, 
shall be given in Chapter II. 
Suppose that the joint probability density of t(x) and u(x) is of 
the form 
/ { t(x), u(x)} = ^  { t(x), 9} { u(x) | t(x)} 
where ^  is the probability density for t(x) and 02 is the conditional 
density of u(x) given t(x), which is independent of 9. Bien t(x) is 
said to be a sufficient estimator, or a sufficient statistic, for the 
parameter 9. It can be shown from this definition that the necessary 
and sufficient condition for 0(x); 9) to admit a sufficient estimator 
is that 0(x); 9) may be factored as 
f ( x; 9) = ^  { t(x), 9 } • 0Q(x) 
where 0Q(x) is a function of x^ , ..., xq only. [jSee 12, p. 12oJ . It 
is essential, for this condition to apply, that the range of the x's 
be independent of 9. 
Several criteria are known that yield tecaniques for finding esti­
mators with desirable properties such as the ones given above. Among 
these criteria, the methods of estimation by least Squares and by Maximum 
likelihood are widely employed; other criteria such as the method of 
k  
Minimum Chi-Square or the method of Moments are also used. 
least Squares estimation is most successful when applied to linear 
observational equations affected by error, as in regression problems. 
Die normal equations for the optimal values of the unknown parameters 
can be deduced by two different sets of postulates. Die first set, 
A, proceeds by 
i) assuming a normal distribution of errors of observation, 
ii) accepting as optimal values for the unknown parameters those 
values which make tha joint density of the sample a maximum. 
Die second set of postulates, B, proceeds by 
i) assuming that the optimal values are unbiased linear combina­
tions of the observations, 
ii) accepting those particular linear combinations for which the 
error variance is a minimum. 
For example |jl6, p. 267J , consider a sample of n independent values 
2 
x^ , ..., xq drawn from a population 77"^  with mean and variance <r^ . 
Suppose a function 9 is defined by 
s 
9 = Z b. p, 
j=l J J 
where the b^ 's are unknown constants and the parameters p^  depend on 4^  
according to the equation 
"i - Jx aij Pji s <° • 
Die a^ j's are also known. Then an unbiased estimator t(x) of 9, 
with minimum variance, may be written as 
5 
t(x) = Z X, x j=l J J 
where t(x) is found by substituting for the pVs in the expression for 
0 the functions q^  obtained by minimizing 
n 1 f s •) 2 
iîl "^2 lXi " jïi aid qdj 
with respect to the q^ 's. Biis is often referred to as Markoff's 
theorem. 
Maximum Likelihood estimation resembles postulate ii) of the set A 
above in that it accepts, as the optimal estimator of the unknown param­
eter 9, a function t(x) of the sample values x^ , xq which maximizes 
the joint density .of the x^ 's. Die evaluation of the merits of the meth­
od of Maximum Likelihood is done a posteriori; it can be shown Q.6, 
pp. 13-22J that Maximum Likelihood estimators are consistent, tend to 
normality for large n, have minimum variance in the limit (at least) 
and provide sufficient estimators whenever they exist. 
The postulates A and B given above suggest alternative approach to 
the problem of estimation of statistical parameters. Consider the fol­
lowing set C of postulates: 
i) The estimator t(x) is unbiased, i.e., 
E ((t(x)) = 9 
ii) Bie variance of t(x) is a minimum, i.e., 
E I t(x) - 9 V = minimum 
6 
These postulates are indeed arbitrary, "but so are those of any 
other proposed estimation procedure. Die estimators amenable to postu­
lates C are known as minimum variance unbiased estimators, which have 
been discussed rather extensively in the literature of the past twenty 
years, as will be seen in the next chapter. 
It has been argued that the class of minimum variance unbiased 
estimators is much too restricted, for it excludes many convenient 
estimators that have a tolerable bias. A discussion of minimum variance 
estimators that are biased, however, without any consideration as to the 
bias, is a rather futile proposition, for the possibility of an unduly 
large bias is not eliminated. To give an extreme example, one could 
make the estimator equal to a constant, thus having a variance of zero. 
The bias, however, is uncontrolled and such an estimator is otherwise 
irrelevant for most practical and theoretical considerations. 
A well known, often useful method of combining the bias and the 
variance is to form the 'Mean Square Error' (MSB) defined by 
2 
MSB (t(x)) = E |t(x) - 9} 
where t(x) is an estimator of 9. let 
E (t(x)) = n(9). 
Then 
2 
MSB (t(x)) = Var t(x) + |u(9) - 9j 
where p(9) - 9 = Bias in t(x). 
The minimization of the MSB contains the minimization of the 
7 
variance as the special case when the bias is zero. However, even if 
the MSB is minimi zed, it would.still be convenient to extricate the bias 
component from it, for there may be considerations of importance as re­
gards the bias relative to the standard error. Furthermore, there could 
be no claim of uniqueness of the estimators obtained by minimizing the 
MSB, for all competitors with the same minimum MSB would have to be re­
garded as equally 'efficient' when in fact the bias in some of these 
would render them inappropriate for the purpose at hand. 
A more flexible and useful approach is, therefore, to consider the 
study of minimum variance estimators with a fixed, prescribed bias. 
Here considerations of uniqueness are feasible, and it would be possible 
to select from these estimators the one with the most desirable proper­
ties. 
In the approach followed in this study, the minimization was carried 
out by utilizing the Calculus of Variations. The general minimization 
of the MSB by certain estimators t(x) would be formulated as follows : 
To obtain the estimator t(x) such that 
The Calculus of Variations solution to this problem produces a 
trivial result from a statistical point of view, namely, t(x) should be 
equal to 9. If a side-condition is imposed, however, that the class of 
competitor estimators should be subject to the same bias function, say 
n(9) - 9,the problem now envisaged is one of the class of isoperimetric 
problems in the classical Calculus of Variations. The side-condition 
R(x) 
8 
may "be written as 
J t(x) 0(xj e) dx = g(e) 
R(x) 
identically in 9. 
The problem may be now formulated as follows: among all estimators 
t(x), with finite variance and with expectation p(9), to choose from 
them the one that minimizes the variance for a partie" 9. 
Now we would expect that the solution to this problem would still 
involve 9, for the fact is that the concept of t(x) not involving 9 is 
completely foreign to the Calculus of Variations. It is, indeed, a 
fortunate accident that there are density functions for which the solu-
* . 
tions t (x) are functions of x only, independent of 9, for it is these 
solutions only that make statistical sense. It is to this statistically 
sensible situation that the present study will be devoted. 
9 
II. REVIEW OF THE LITERATURE 
The problem of minimum variance unbiased, estimation, in the case 
of one population parameter 9, consists in determining the estimator 
t(x) that makes 
J (t(x) - 9} 0(x; 9) dx (l) 
R(x) 
a minimum, where t(x^ , ..., xq) = t(x) is a function of a random sample 
xl' *2' xn' inâePenâen'fc of and with expectation 9; 0(x; 9) is 
the joint density of the random sample x^ , ..., x^ . 
The earliest formal approach to the theory of minimum variance 
unbiased estimation, without prior assumptions as to the model for the 
observational equations, was made by Aitken and Silverstone [ 2^  in 
1942. These authors considered the problem frco the point of view of 
the Calculus of Variations. The equation they called the corresponding 
"Euler equation" for this problem was 
(t(x) - 9} • 0(x; 9) - X(9) 0(xj 9) = 0 (2) 
or, also 
t(x) - 9 = X(9) -JQ log #(x; 9) (3) 
where X(9) is a constant, depending on 9 but independent of x. The 
range of x was assumed independent of 9. 
Aitken and Silverstone wrongly considered (2) the Euler equation, 
which is a necessary condition, for the minimization problems, with the 
unbiasedness property being an isoperimetric side-condition. The fact 
10 
that (2) is only one of a class of limiting forms of the necessary con­
dition is dealt vith in the next chapter. 
Frcm Equation (2), Aitken and Silverstone showed that the estimator 
t(x) that satisfies (2) has mi ni mm variance given by X(9), because 
Var t(x) = f t2(x) 0(x; 9) dx - Q2 
R(x) 
= f t(x) • t(x) 0(x; 9) dx - 92 
R(x) 
and by (2), 
= | t(x)| X(0) (x; 9) + 9 <f> (xj 9) J dx - 92 
R(x) 
= X(9) J t(x) <t> (xj 9) dx + 9 J t(x) 0(x; 9) dx - 92 
R(x) R(x) 
and, since the range of x is independent of 9, 
= X(9) -jg J t(x) <f> (xj 9) dx + 92 - 92 
R(x) 
= X(Q), since E t(x) = 9. 
By integrating (3), Aitken and Silverstone found that the form of 
the densities amenable to this estimation method must be of the form 
0(x; 9) = eP(9) + t(x) Q(9) + R(x) (lf) 
where P(9), 0,(9) are functions of 9 only, with Q(9) = Q* (9) ^ 0, 
and t(x), R(x) are functions of x only. The function of 9 that would 
be unbiasedly estimated by t(x) with minimum variance is determined 
11 
from (4) to "be 
(5) 





Earlier, Koopman |_17J had found that the general form of a density 
function admitting the determination of a sufficient statistic for 9, 
in the one-parameter case, is precisely the form given "by (k); the 
range of 9, and P(9), Q(9) are single-valued, analytic functions of their 
arguments. 
Die link between minimum variance unbiased estimators and sufficient 
statistics was thus established. Diis link has been emphasized in the 
literature since 1945, especially in the writings of C. R. Rao 
showed that the variance of any unbiased 
estimate of n(9), a function of 9, has a lower bound given by the inverse 
of I, where 
is the information on 9 supplied by a sample of n observations, as de­
fined by R. A. Fisher. Die condition under which this result is ap­
plicable is that the range of x be independent of 9. Die quantity I is 
defined independently of any method of estimation. Rao's approach is 
density 0(x; 9) is assumed analytic and non-zero over sane continuous 
I d9' 
12 
as follows : 
let t(x) be unbiased for 9. Then 
j t(x) 0(xj 9) dx = 9 (8) 
R(x) 
If the range of x is independent of 9, it is possible to differentiate 
under the integral sign with respect to 9, 
J t(x) 0(xj 9) dx = J t(x) 0(x; 9) dx = 1 (?) 3 39 
R(x) R(x) 
which means that the covariance of t(x) and {log 0(x; 9)]- is unity. 
-But 
1 = Gov2 (t(x), -^ -{log 0(x; 9)}) < Var t(x) Var (-^ -{log 0(x; 9)}^ . 
Hence, 
Var t(x) > —— - (10) 
Var (-jq{.log 0(xj 0)}) 
If the expectation of t(x) is p.(9), then (10) becomes 
Var t(x) >  ^^  (11)-
Var (-gg{log 0(x; 9)}) 
These results were also obtained independently by Cramer Qn, p. 48oJ . 
The lower bound for the variance given by (10 ) or (ll) is known as the 
information limit to the variance 2^0, p. 130J or the Cramer-Rao lower 
bound. 
The above results have been refined further by several authors. 
Wolfowitz £l8, p. 2-3J has given a set of regularity conditions that 
13 
replace the rather "unpleasant" |jl8, p. 2-3J conditions given by Cramer 
in his original derivation. Wolfowitz's conditions of regularity are 
the following jjl2, p. 103J : 
i) 9 lies in an open interval D (infinite or semi-infinite) of 
the real line. 
ii) -^ g 0(x; 9) exists for all 9 in D and almost all x. The 
exceptional set must not depend on 9. 
iii) J$ (x ;  9) dx may be differentiated under the integral sign. 
2 
iv) E { log 0 (x; 9)} >0 for every 9 e D. 
From the information limit to the variance, Cramer defined an un­
biased estimate as "efficient" if its variance is equal to this (Cramer-
Rao) lower bound. 
The fact that the Cramer-Rao lower bound is not the greatest lower 
bound for the variance, in general, has been shown by Bhattacharyya £ 5 J 
and by Chapman and Robbins 9^ J . Bhattacharyya has shown that there 
exist lower bounds that are higher or equal to the Cramer-Rao lower 
bound. He obtained these bounds as the ratio of two determinants, 
and , where i, J =1, 2, ..., k for i, j = 
2, 3, ..., k for ,^ and the X ^ are defined as the expectations of 
Chapman and Robbins 9^ have obtained a lower bound for the 
variance of estimators without utilizing regularity conditions. The 
bound they found is at least as sharp as the Cramer-Rao lower bound. 
These authors utilize differences instead of differentials in their 
14 
derivation. 
.. Bhattacharyya1 s results have been extended by Beth jj?6b J to 
sequential estimation. 
Based upon Koopman's result on the form of a distribution admitting 
sufficient statistics, Rao |^ 2lJ concludes that if a sufficient sta­
tistic and an unbiased estimator exist for 9, then the "best" (in the 
sense of minimum variance ) unbiased estimate of 9 is an explicit function 
of the sufficient statistic. However, in his book 2^0, p. 15 oj Rao 
states that he has shown in his 1945 paper 2^lJ that mini mum variance 
estimates must necessarily be functions of sufficient statistics. This 
implies the strong assertion that minimum variance estimators do not 
exist for distributions that do not admit sufficient statistics. That 
this is not the case will be shown by example in Chapter III. Rao has 
attempted to prove precisely the statement in his book; the main theorem 
in this context is the following [22J : 
Theorem: If the parent distribution is such that in independent samples 
of any size from it, uniformly minimum variance estimators can be con­
structed for any function T(9) e U (where T(9) feU if it admits an un­
biased estimator), then the distribution is of a special type known to 
admit sufficient statistics. 
Rao himself agrees that the assumption that every function T(9)eU 
admits a uniformly minimum variance estimator appears to be very re­
strictive. 
An important step forward was taken by Blackvell [jsj in 1947, 
with the introduction of the concept of complete sufficient statistics. 
15 
Let the vector x = (x^ , —, xq) have a probability density function 
0(x; 9) and suppose there exists an estimator t(x) that is sufficient 
for 9. Let (t(x)[ 9^  denote the density of t(x). Now, if for 
every function g(t), 
J g(t) (t(x) | 9) dt = 0 (13) 
R(t) 
implies g(t) = 0 almost everywhere, the statistic t(x) is called a 
complete sufficient statistic for 9 j^ l2, p. 1)4J . Biis definition of 
"completeness" of a system of sufficient statistics, which states that 
there are no non-trivial unbiased estimators of zero, is in fact the 
definition of "completeness" (Vollstandigkeit) of a system of functions 
given in Courant and Hilbert j^ lO, p. 9^ J , which states that a system 
of functions is complete if there is no function orthogonal to aii the 
functions of the system. 
Die following theorem, due to Blackvell, is of considerable im­
portance {^ 6j 18, p. 3-ôJ : 
Dieorem: Let x have density $(x; 9), and let t(x) be a complete suf­
ficient statistic for 9. Bien every estimable function g(9) (that is, 
such that there exists an unbiased estimator of g(9) ) — possesses an 
unbiased estimator with uniformly smallest variance, and this estimator 
is the unique (apart from a set of measure zero) estimator of g(9) 
which is a function of t(x). 
Die proof of this theorem utilizes scene results on conditional 
expectation [jL2, p. 133; 18, p. 3-îJ , particularly the fact that, if 
t(x) is sufficient for 9 and y(x) is any unbiased estimate of 9, then 
E (y(x) I t(x)) (l4) 
16 
•which is a function of t(x), is also unbiased for 9, hut with the added 
convenience of having its variance smaller than or equal to the variance 
of y(x). The theorem not only tells whether a given unbiased estimator 
has minimum variance uniformly, but it further enables us to find such 
optimal estimators. For example, once it has been established 
JjL8, p. 3-9^  that T = Z x^  is complete sufficient for X in the 
Boisson distribution with parameter X, it can be shown that 
T 
is the minimum variance unbiased estimator of Xe . For suppose bTa 
is the form of the uniform minimum variance unbiased (UMVU) estimator 
of Xe"* . Then 




= abnX e" X(n"an) 
Hence, take a = b = ^ ^  to obtain (15 ) as the UMVU for 
Xe"X . 
An interesting application of complete sufficient statistics was 
given by Tate and Goen . They utilize a result due to Tukey ^3lJ 
that if a family of distributions admits a set of sufficient statistics, 
then the family obtained by truncation to a fixed set, or by fixed 
selection, also admits the same set of sufficient statistics. 
17 
Tate and Goen considered the truncated Poisson distribution, and 
obtained the characteristic function of the sum of a sample x^ , x^ , 
..., xq drawn therefrom. When the truncated portion is the zero class, 
the statistic 
*. • Â -, 
is a complete sufficient statistic for the parameter of the truncated 
Poisson, by Bikey's result quoted above. Bien, if an unbiased estimator 
of the Poisson parameter X , based on Tq, exists, it will be the UMVU 
for X . Tate and Goen obtained the density of Tq by applying the in­
version formula for characteristic functions £19, p. . With this 
result, from the condition of uribiasedness, they found that the UMVU for 
X is given by 
(l6a) 
or, also 
, <^ b) 
St 
where is a Sterling number of the second kind JJL5, p. I69J , and 
n 
t = Z x^ . This, incidentally, is an instance where the UMVU estimator 
does not attain the Cramer-Rao lower bound. 
Two important contributions to the theory of minimum variance 
estimation were made by Barakin and by Stein • 
Barakin has given an expression for the exact smallest variance 
which can be achieved by an unbiased estimator, at each point d = 9q of 
18 
the 9-space. His paper actually deals with the unbiased estimators 
that minimize the absolute central moment, from which s = 2 gives 
the case of minium™ variance. Barankin produced pst.imflt.nTs that achieve 
this minimum variance at 9q, and showed the uniqueness of these estima­
tors for every 9q, if they exist. Barankin gives general theorems from 
which the Cramer-Rao lower bounds, the Bhattacharyya inequalities and 
the sequential analogues of these may be deduced. He has proved, 
further, jj5b, 4I that Blackwell's theorem on complete sufficient sta­
tistics applies also in the more general case of the s^  absolute 
central moment. 
Stein £27J has given a theoretical approach similar to Barankin's 
results for s = 2. Stein defines the probability ratios 
77-(* I 6) - (17) 
and assumes them to-be. finite for almost all x and all 9. He defines 
a quantity 
A(9r ©2) = 
where y(c) is the measure 
77(x I 9jl) 77(X I 9g) d v(x) (l8) 
f: p(x I 9q) dx (19) c 
and c is a subset of R, a space of points x. It is assumed that 
p 
77(x I 9) e L , that is, 77(x | 9) is quadratic summable in the Iebesgue 
sense. For if the inequality 
A(9, 9) < 00 
19 
for all 9, does not hold, it may happen that there exists no unbiased 
estimate with minimum variance (except, of course, for the trivial case 
of the estimator equal to a constant) even though there exist unbiased 
estimates. Stein gives an example wfyen this happens. Consider the case 
where 9 may take only the values 0 or 1. let the function to be esti­
mated "be g(9) = 9, and 
p(x; 9=0) 
p(x; 9=1) 
It is clear that there exist unbiased estimates of 9 with arbitrarily 
small variance at 9 = 0 but there is no estimator with zero variance. 
The principal theorem in Stein's paper is the following : 
g 
Let h(x) e L , and let G be the class of functions $ 
expressible as 
JÎ (9) = J h(x) 77(x I 9) d i? (x); 
then, if 77(X | 9) is finite for all 9 and almost all x, and A(9, 9) 
< oo, and there exists an unbiased estimate of g(9), then there 
exists an unbiased estimate f *(x) of g(9) which minimizes 
(f(x)) 2 p(x | 9q) dji(x). 
If f* has finite variance then any other unbiased estimate of g(9) 
with minimum variance at 9q is essentially equal to f*, that is, 
f = f* almost everywhere. A function f is an unbiased estimate 
of g(9) with minimum variance at 9q if and only if there exists 
1 for 0 < x < 1 
0 otherwise 
i 
for 0 < x < 1 
= < 2 /x™ 
0 otherwise 
20 
a real-valued functional T on G for which 
TA(9, 91) = g(9^ ), for all 9^  in the 9 space 1 (20) 
and 
T J h(x) 7T(x | 9) d V(x) 
= Jf(x) h(x) d i) (x) for all h(x) t L2 (21) 
The minimum variance is 
g 
Tg(9) - {g(9o)j (22) 
Die proof utilizes some results on weak convergence "based on the 
theorem of choice |~24, p. 64 J . Stein regards of considerable interest 
to obtain a characterization of all possible functional^  T in terms of 
the usual operations such as integration and differentiation. 
Die main disadvantage of Barankin*s and Stein's results is that 
they obtain an unbiased estimator that has minimnm variance at a 
specific value 9q of 9. Biis may be a very poor estimator, for the 
variance at the true 9 of the estimator with variance minimum at 9q may 
be unduly large. Thus, unless a reasonable knowledge of the location 
of the true 9 is available, the construction of Barankin and Stein's 
general results are quite useless. Barhaps in sequential estimation or 
in instances where the 9q is taken in a small neighborhood of the true 
9, the above results may be useful. Biis last, however, presupposes a 
knowledge of 9 that is not common in practical applications. 
Bahadur Qja] has recently given most of the previous results by 
Rao and Stein in terms of a different mathematical framework. For 
example, he uses "subfields" instead of estimators or statistics. 
21 
Bahadur considers the class T of all estimators that are the UMV esti­
mators of their respective expected values in a given statistical frame­
work. Let be the class of bounded estimators in T. Bahadur's con­
clusions are as follows : 
i) There exists a statistic such that is the class of all bounded 
functions of this statistic, which means that there exists a statistic 
such that every bounded function of this statistic is the UMV estimator 
for its expectation. Moreover, every real-valued function of this sta­
tistic is in T. It follows that if the statistic t 6 T^ , and u = f(t), 
then u 6 T. __ 
ii) T contains an unbiased estimate of every estimable parameter, 
that is to say, T contains the UMVU estimate of every parameter that can 
be estimated unbiasedJLy, if and only if the framework admits a complete 
sufficient statistic. 
Conclusion ii) may be stated as follows: Suppose that in the given 
framework the maximum possible reduction of the sample space by means 
of a sufficient statistic has already been carried out. Bien either each 
estimable parameter has a unique unbiased estimator (which therefore 
would be minimum variance) or there exist estimable parameters that do 
not admit unbiased estimates of uniformly minimum variance. In other 
words, if a sufficient statistic exists and an unbiased estimate "éxists 
for g(@), then the UMVU estimator of g(@) must be a function of the 
sufficient statistic, if it exists. (Die UMVU estimator of g(@) will 
always exist if we have a complete sufficient statistic.) Biis con­
clusion had been reached by Rao 21 in 1945. Furthermore, it does 
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not say whether or not a UMVU exists for ©, when there are no sufficient 
statistics. Thus, Bahadur does not go beyond Rao's results. Ttahartu-r 
[jaJ states that the main object of his paper is to show that the 
techniques of complete sufficient statistics are available whenever 
every estimate g(©) admits a uniformly efficient estimate. This is a 
conclusion that follows from Rao's principal theorem [^ 22J of 1952. 
An important result of Bahadur's paper is the conclusion, which he 
proves by an example, that a real valued function of a uniformly ef­
ficient estimate is not necessarily uniformly efficient, that is to say, 
a real function of a UMVU estimator is not necessarily the UMVU of its 
expectation. Die importance of this result lies in the fact that, if 
it could be possible to show that every function of a UMVU is UMVU for 
its expectation, then by Rao's principal theorem 2^2^  of 1952, it 
would follow that UMVU estimators are necessarily found among the set 
of sufficient statistics, which is the main thesis in Rao's writings 
on this topic since his 19^ 5 paper. Bahadur, with his example, shows 
that this approach cannot prove Rao's conjecture that the class of UMVU 
estimators is in the class of sufficient statistics for any g(©). In 
fact, one of the most important results of the present study is the 
direct proof, by constructing an example, that there are UMVU estimators 
of a function g(@) = n(@) in a case where the density does not admit a 
sufficient statistic; this example is given in Section C of the next 
chapter. 
Schmetterer 2^6aJ has given quite recently a splendid generaliza­
tion of Bahadur's, Barankin's and Stein's results to cover convex loss-
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functions, whereby he takes care of most pathological cases not previous­
ly covered by the California school. Schmetterer's results have some 
relation to results previously obtained by Barankin I 4 I . 
2k 
III. MINIMUM VARIANCE ESTIMATORS OBTAINED 
BY CALCULUS OF VARIATIONS 
A. Definitions 
The following definitions shall prove useful in the course of this 
chapter. 
Definition A.l 
Let G he a set of finite or infinite Lebesgue measure. The inter­
section of G and £a, b] is denoted by G •[a, b] , where a and b are 
real numbers such that a < b. 
Let f (x) be a measurable (not necessarily bounded) function defined 
on G (not necessarily of finite measure). If f(x) has a Lebesgue integral 
over G -[a, b] for every pair of real numbers a, b and if 
b —> + oo 
exists, that is, it has a finite real value, f(x) is said to be summable 
over G. The value of this limit is denoted by 
r 
lim | f(x) I dx 
J 
G -[a, b] a —> - 00 
J" f(x) dx 
G 
and is called the lebesgue integral of f(x) 
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Definition A.2 
If a function (bounded or unbounded) defined on G (of finite or 
infinite measure) has a lebesgue integral, then f(x) is said to be 
summable over G £30, p. 1T^ | . 
These tvo definitions apply if we replace the Lebesgue integral 
concept with that of a Stieltjes-Lebesgue integral, by defining a more 
general measure (a probability measure) instead of the lebesgue measure. 
Definition A.3 
Let a(0, x) be a non-decreasing function in [a, bj which is not 
constant. If a = - 00 or b = + ao, it is required that 
a(- 00) = lim a(6, x) 
x —» - 00 
and 
a(+ œ ) = lim a(9, x) 
X * + 00 
should be finite. 
Die class of functions f(x) which are measurable with respect to 
a(9, x) and for which the Stieltjes-Lebesgue integral 
fb 
f (x) I p d a; p > 1 
a 
exists, is called the class L^  JJ28, p. lj . 
Definition A.4 
A system of functions is called closed when no function exists that 
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is orthonormal to all the functions in the system [~10, p. glQ . 
B. The Calculus of Variations Approach 
Consider the one-parameter distribution function -whose probability 
density function is given by 
(^xi; 9) 
The joint density of a random sample x^ , Xg, ..., xq will be repre­
sented by 
0(x^ , Xg, '••} x^ j o) = 9) (23) 
2 Let n be a proper non-empty subclass of the class LQ as defined 
in Definition A.3, where a, b may be - ao, +00 respectively. The 
measurable function a(9, x) considered will be a general cummnlative 
distribution function such that 
d a(xj 9) = 0(x; 9) dx 
where 0(x; 9) is a probability density function as given in (23). The 
elements of the class JCX. are the estimators of 9 
t ( x 1 ,  X g ,  . . . ,  x n )  =  t ( x )  ( 2 k )  
independent of 9, such that the expectation of every t(x)e_n. 
is |i(9), identically in 9. That is to say, 
Jt(x) 0(x; 9) dx = n(9) (25) 
R(x) 
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identically in 9, where R(x) indicates the range of x. The class -fX , 
2 
"being a proper subclass of Lq, contains only estimators with finite 
variance. 
Consider the following problem: 
It is required to find that estimator t*(x) en , if it exists, such 
that 
I (t(x) - 9)2 0(xj 9) dx (26) 
R(x) 
is a minimum for t(x) = t*(x). The expression (26) is called the Mean 
Square Error (MSB) of t(x); in the particular case when p.(9) = 9, t*(x) 
becomes the minimnm variance unbiased estimator of 9. The set of esti­
mators t(x) in the class /X is called the set of ' competitor ' estimators 
of 9, with prescribed bias n(9) - 9. 
The problem as stated may be treated as an isoperimetric problem 
in the classical Calculus of Variations. This problem, however, requires 
a more careful specification since various possibilities arise: 
We may require to minimize (26) for 
1) one particular value of 9, say 9q 
2) a 'dense' finite set of 9-values : 9 = 9^  (i = 1, 2, ...) 
3) all values of 9 in the parameter space. 
For each of these cases we may specify several isoperimetric side-
conditions. We may consider that the ' competitor ' functions t(x) have 
a prescribed expectation given by 
a) n(9) = h(9q), for a particular value 9 = 9q 
b) n(9) = n(9i), for a 'dense' finite set of 9-values 9^  
c) u(9) for all 9 values in the parameter space. 
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We thus envisage nine possibilities, each one consisting of the 
combination of one of the cases of MSB minimum with one of the iso­
perimetric conditions, as set out in Table 1 "below. 
Table 1. Estimators t(x) of 9 with minimum Mean Square Error (MSB) and 
prescribed expectation function 
Competitor functions 
t(x) have prescribed 
expectation h (5) 
for: 
Minimize MSB = J(t(x) - 9)2 0(x; 9) dx for: 
1 2 3 
Che particular 
value 
9 = 9 
o 
A 'dense' or finite 
set of 
9-values 
9 = 9^  
All values 




a. Che particular — 
value 
5 = 5 =9 
o o 
Problem (a, 1) Problem (a, 2) Problem (a, 3) 
b. A 'dense1 or 
finite set of 
5-values 
5 = = o± Problem (b, 1) Problem (b, 2) Problem (b, 3) 
c. All values of 5 
in parameter 
Problem (c, 1) Problem (c, 2) Problem (c, 3) space 
It is readily found that the Solution to Problems (a, l), (a, 2), 
(a, 3) and (b, 3), obtained by the Calculus of Variations, depends on the 
parameter 9. The Solution to Problem (a, l), for example, is 
t*(x) = 9q (2?) 
which is quite useless from the standpoint of Statistics. The above 
four problems where the Solution t*(x) always depends on 9 shall not be 
considered any further. The remaining five problems in Table 1 require 
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further study. let us consider a finite range of 0 values, if necessary 
by means of a reparametrization of the original range of 9. Consider a 
Cartesian k-dimensional grid, for the case of k parameters, of equi­
distant 9 values, the common distance being denoted by A . let 5 be 
the variable that covers the range of 9. The set of isoperimetric con­
ditions is now given by 
t(x) 0(x; 5 ) dx = n(5); j = 1, 2, ..., T. (28) 
J 
R(x) 
From the classical Calculus of Variations it is known £7, p. 206; 
10, p. 201,] that, if there exists a solution to the proposed problem, 
it should come from solving for t^ (x) the equation 
X(©i) t±(x) 0(x; 9i) = 2X(5., 9i) jtf(x; 5.) (29) 
identically in x. If 0(x; 9^ ) = 0 for a set of x's of non-zero measure 
on which not all 0(x; 5^ ) are zero, it is implied that the set of 
0(x; 5^ ) must be linearly dependent for the solution to exist. The 
solutions ti(x) are called 'extremals', as suggested by Kneser ^ 7, p. 27J 
Equation (29) is a necessary and sufficient condition for t^ (x) to solve 
Problem (b, 2) in Table 1. It is necessary since (29) is the Euler 
equation arising from the isoperimetric problem we are now considering. 
To prove sufficiency, let f^ (x) be any other competitor, that is, an 
estimator of 9 with the same bias function as t^ (x). We may write 
f±(x) = tj.(x) + ei(x) (30) 
where, clearly, E(e^ (x) ) = 0. Consider now 
30 
X(9±) J f9(x) 0(x; Q±) dx = X(e i) J t|(x) 0(x; 9±) dx 
R(x) R(x) 
+ X(9jL) J e2(x) 0(xj 9±) dx 
R(x) 
+ 2 X(©i) J ei(x) t^ (x) $(x; 9^ ) dx (31) 
R(x) 
In the last integral of (31) we may write 
J e±(x) X(@^ ) t±(x) 0(x; 9±) dx 
R(x) 
= J e±(x) Z X(9i, 5j) 0(xj dx 
R(x) J 
since X(9. ) and X(0., 5. ) are independent of x. Hence 
x i j 
= 2 X(9 , S ) f e (x) 0(x; E ) dx = 0 (32) 
j J R(x) J 
because E(e^ (x) ) = 0. We may write, therefore, from (32) and (31)» 
J f^(x) 0(x; ei) dx > J t^(x) j6(x; 8±) dx 
R(x) R(x) e.E.D. 
Let us now assume that the grid distance A is defined by 
A = 2~Jj j = 1, 2, ..., T (33) 
J 
2 Let t.(x)e_n c L be the extremal from (29) that correspcaads, for a 
J & 
particular 9-value, to the grid with distance A. = 2~J. 
Now, since t (x)eJl. , the sequence {t. (x)} is bounded. For 
0 J 
2 
otherwise there would be sane t.(x) not in L . By the theorem of choice 0 & 
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|j24, p. 6uj , there exists a subsequence of the jt.(x)J , say 
•[t^j (x)} , that is weakly convergent, that is to say, there exists a 
t*(x) such that 
lim J t (x) g(x) d a = J t*(x) g (x) da (3*0 
j->oo R(x) ^  R(x) 
2 2 for every g(x) e Lq. But since g(x) = 1 «. Lq, it follows that 
t*(x)éiT. , that is, 
E(t*(x) ) = n(9) 
and , 
J t*^(x) 0(x; 9) dx 
R(x) 
exists. 
Further, in the case of weak convergence p. 6o] , 
J" t^(x) 0(x; 9) dx £ lim inf Jt^(x) 0(x; 9) dx (35) 
R(x) R(x) 
which is equivalent to stating that t*(x) has minimum variance. 
Now t*(x) is unique (almost everywhere), for let f (x) be another 
estimator such that its expectation is u(9) and 
Vax f(x) = Var t*(x) (36) 
It will suffice to show that the correlation between f(x) and t*(x) is 
unity. Consider 
Var { g- (t*(x) + f(x))J 
" £ { Var t*(x) + Var f(x) + 2 Gov (t*(x), f(x))j (37) 
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From (36) it follows that 
Var { t M + f(x) } = i { Var t*(x) + Gov (t*(x), f (x))} (38) 
Consider now 
COV , T.(X)} 
= B {(**<*' I fW)  .  t * ( x ) }  .  E  {  O ï i i l i ï l }  •  E  t , ( x ,  
= \ { E (t*2(x)) + E (f(x) t*(x))} - h2(9) 
= \ {[E (t<2(x)) " ^2(®)] + [E (f(x) t*(x)) - u2(e)] } 
= g j Var t*(x) + Gov (t*(x), f (x)) j-
and by (38), 
- var (Î^ IM) 
Cov {(t'W^W) , t.(x)} , var (*"<*> ^ fW ) (59) 
Let p* be the correlation between t*(x) and (^(x) * ^  (x)) . By 
definition, then, 
, .f = J!LiEti-L2^ L 
Var * fM)  .  Va r  t * ( x )  
which, from (39), reduces to 
var 
' Var t*(x) 
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But 0 <(p*)2 < 1. Hence, 
Var ( t p Var t*(x) = cr2. (40) x c. ' — man 
This is a contradiction, if (p*)~ < 1, for then the estimator 
| (t*(x) + f(x)) 
unbiased for n(@), would have a variance less than q-2. . Hence, it must 
mm 
be that (p*) = 1 and hence 
Var ^  (x) + = Var t*(x) (4l) 
Now, from (38) we may write (Ul) as 
I j Var t*(x) + Gov (t*(x), f(x))j E_Var t*(x) 
. . Gov (t*(x), f(x)) = Var t*(x) (42) 
which implies that the correlation between t*(x) and f(x) is unity. 
Thus we conclude that t*'(x) is unique (almost everywhere). 
From these results we may write (29), after taking the limit, as 
X (0) t (x) f(xj 0) = lim I X(E , 9) 0(x; % ) (43) 
0 j—00 j J J _ . 
The limit in the right-hand side of (43) exists, since it is equal to 
the limit represented by the left-hand side, which was shown to exist 
in (34). The limit expression in (43) may be considered as defining a 
linear operator on the 0(x; 5); 0(x; 5) > 0 almost everywhere. We 
write, therefore, as a general limiting form of (29), 
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XQ(e) t*(x) 0(xj q) = Og(e) 0(x; 5) (44) 
where Og(Q) stands for the linear operator on the 0(x; b). 
The operator 0g(9) -is, therefore, defined in the set of 0(x; "5) 
functions depending on 9, identically in 9. Ihis means that 0g(9) 
commutes vith J dx. 
R(x) 
We prove next that (44) is a sufficient condition for t*(x) to he 
a solution to Problem (c, 3). 
Theorem. (Sufficient condition.) 
If t*(x) e-fl. is an estimator that satisfies the Euler-type equation 
-*X0(9) t*(x) 0(xj 9) = 0g(9) 0(xj 5) 
identically in x, then t*(x) is the unique minimum variance estimator 
of 9 with bias n(9) - 9. _ 
Proof: Let t(x) and t*(x) both be elements of the class , and let 
t(x) = t*(x) + e(x) 
2 
where e_(x) e L . Since t(x) eil, 
a 
Hence, 
J t(x) 0(x; 9) dx = p(9) 
R(x) 




XQ(9) J t2(x) 0(xj 9) dx = X^ g) J t^(x) 0(x; 9) dx 
R(x) R(x) 
+ xo(0) J e2(x) 0(x; 9) dx 
R(x) 
+ 2 Xq(9) J e(x) t*(x) 0(xj 9) dx (1+5) 
" R(x) 
Die last integral in the right-hand side of (4-5) may be written, because 
of (44), as 
2 J e(x) 0g(9) 0(xj 5) dx = 2 Og (9) J e(x) 0(x; 5) dx = 0 
R(x) R(x) 
Hence, we conclude that 
J t2(x) 0(xj 9) dx > J t*^(x) 0(xj 9) dx (46) 
R(x) R(x) 
and the equality holds only when t(x) is essentially (i.e., except in 
a set of measure zero) equal to t*(x). 
C. Special Cases of the Operator 0g(9) 
Certain limiting forms of (29) provide results which have been 
previously derived in the literature. 
1. Die linear differential operator 
Let the range of a be independent of 9. Consider the linear dif­
ferential equation 
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t*(x) 0(xj 0) = X(9) 0Q(x; 9) + co(9) 0(x; 9) (4?) 
where denotes the partial derivative of 0(x; 9) with respect to 9. 
This equation is a special case of (44). Aitken and Silverstone \_2~\ 
claimed incorrectly that (47) was a necessary condition for the solution 
t*(x) of Problem (c, 3), whereas in fact it is only a special case of 
(44). 
By integrating (47) with respect to 9 it is easily found that the 
solution t*(x) in (47) is amenable to a density function of the form 
jHU; 9) = eP(9)rt*(x) m 
which is the Koopman [17] form of 0(x; 9) and represents the special 
case of a distribution admitting sufficient statistics. It is readily 
shown that t*(x) is a minimum variance unbiased estimator of 
JïiStl 
u(9) 3Q/Q\ = - F, ' > Q'(0) i 0 (49) 
Q (9) 
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H, It can be shown | 2 |, as seen in Chapter II, that 
Var t*(x) = o-^ = X(9) (50) 
As an example of the case in which (47) arises we may consider 
the density 
0(xi 9) = 9"n e_nx/e ; 9 > 0 (51) 
which is the joint density of a gamma distribution with parameters l/9 
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and 1. By comparison with (48) we find that 
t*(x) = x; P(9) = - n log 9; Q 1-
and u(9) = E(t*(x) ) = cu(9) = 9, which is obtained by integrating over 
x in (47), 
E t*(x) = X(9) J.0Q(X; 9) dx + CJ(9) J 0(x; 9) dx = w(9) 
R(x) R(x) 
because 
J 0(x; 9) dx = 1 
R(x) 
and hence J 0(xj 9) dx = J 0Q(x; 9) dx = 0 
R(x) R(x) 
and, by (49) 
p(9)  =  -  =  6 .  
q'(6) 
2 
Also Var t*(x) = X(9) = . 
2 .  Œhe integral equation for 0(x; 9) 
Consider the special case of (44) given by the integral equation 
t*(x) 0(x; 9) = J \(9, S) 0(x; 5) d Z (52) 
H(5) 
with kernel X(9, S). If we assume that X(@, 5) is of the type 
X(9, 5) = X1(9) X2(S) (53) 
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then (52) expresses a functional onto 0(x; 5), which, according to a 
theorem by F. Riesz 2^4,.p. 6l; 28, p. 12J represents a linear oper­
ation on 0(x; *5). 
Consider the range of x independent of 0. The expected value of 
t*(x) is given by 
E t*(x) J f X(9, 5) 0(xj 5) d 15 dx 
R(x) R(%) 
J X(9, 6) d S J 0(xj 15) dx 
R(6) R(X) 
J" X(6, S) d15 = n(e) (54) 
R(5) 
The above integration is justified by Fubini's theorem Q?4, p. 85"] . 
Let us examine some examples where (52) applies. 
Consider the density of a gamma distribution with parameters 9 and 
p, given by 
^(x^ 9, p) = —j^y e-6xi x^"1 (55) 
where 0<xi<oojp>l. 
Assume p is a known integer. The joint density of a random sample 
x^ , ..., xn from this population is given by 
0(x; 9) = 0^ (x, p) 9np e-9nx (56) 
where ^ (x, p) does not involve 9. 
Let now 
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\(9, 5) = 9n- / Snp ; 5 >9 
= 0 % < 9 
(57) 
By (52) we have 
t*(x) 0(x; 9) e"5™1 d-5 
-Snx 
(^xj p) 9np f 
J 9 
= (^x; p) F-
nx L 
- -s I81"5 9) 
t,(x) = 
-3 
and the expectation of t*(x) is given, by ($4), as 
_co 
(58) 




np - 1 (59) 
Hence, we have that 
pP - 1 
nx 
(60) 
is the minimum variance unbiased estimator of 9 for the £»™mn defined 
in (55). 
Now it is known jj20, p. 13ô] that a monotone function of a suf­
ficient statistic is also sufficient for its expectation, fere we have 
clearly x sufficient, since 0(x; 9), from (56), is of Koppman form 
and x is the coefficient of Q(9) = n9, in the notation of (4-8). Also, 
4o 
(60) defines a monotone function of x, and hence the estimator (60) is 
sufficient for 9. Therefore, (60) is an estimator of 9 that has the 
minimum variance. 
This example shows that some operators, other than the one (dif­
ferential) found by Aitken and Silverstone, exist that will yield minimum 
variance unbiased estimators. It is clear, therefore, that (4-7) does 
not constitute a necessary condition for t*(x) to be the minimum variance 
estimator of its expectation. 
As a further illustration consider the normal density 
0(XJ <r2) = ( /27frn <r"n exp {- A- S (x,-„)4 (61) 
I 2 O i=1 J 
where n is known and c > 0. 
let the kernel X(@, B) = X( G", B) be defined by 
\(<j, "5) = (n - 2) 5n"5/<s-n; 0 <S<C (62) 
= 0 % > <T 
In this case (52) becomes 
,<r 
t*(x) 0(x; <y) = ( /27T)"n(n - 2) G~n J exp |- Z(x^ -n)2/2 S2| S"-5 d5 
0 
cr 
= ( v/27f)_n ' 2) *2 [exp {- Z(xrll)2/2 S2}1 
%(%I - P) L Q i 
n - 2 
Z(x^  - nf 
0(xj <y ) 
4i 
and the expectation of t*(x) is given, from (54), by 
r°" 
n(<r) = 5-^2 s°-3 dE = (61.) 
<Tn J <7^ 
0 
Hence, the estimator given in (63) is the minimum variance unbiased 
2 2 
estimator of l/ cr in the normal (p, cr ) with n known. This result 
implies, for example, that 
V- 2 (65) 
2 2 is the minimum variance unbiased estimator of i/o" if xv is based on 
V degrees of freedom. 
To obtain the variance of t*(x) in this case, we write 
Var t*(x) = J" t*2(x) 0(x; 9) dx - p^(9) 
R(x) 
Now, 
J t*2(x) 0(x; 9) dx = J" t*(x) • t*(x) 0(x; 9) dx 
R(x) R(x) 
and by the integral equation (52) 
J t*(x) J X(9, 5) 0(x; 5) d 5 dx 
R(x) R(5) 
J X(8, S) ( J t*(x) 0(x; 5) dx J d S 
R(S) XR(x) / 




Var t*(x) = A(e, S) |i(5) d "5 - n (g) (66)-
h(5) 
Thus, for the example of the gamma density (55), with the kernel 
X(9j G) defined by (57), ve find 
.00 
Var -4= = gnp 
n x 
g d5 _ 9 
5np 1 (np - l)2 (np - l)2 (np - 2) 
(67) 
Hence, 
Var (2¥^ )= np - 2 (68) 
For the example of the normal, density given by (6l) with the kernel 
X(g, 5) defined by (62) we have 
Var 
n - 2 n - 2 
%(%i - vY 
5n"5 1 d 5 1 
n - 2 1 1 
- (s4T)- (69) 
3. A second order linear differential operator 
So far we have considered examples where the density function was 
of Koopman form, that is to say, a density that admits a sufficient 
statistic. The minimum variance estimators obtained were, as could be 
expected, functions of the corresponding sufficient statistic in each 
case. 
Die question remains of whether it is possible to find a uniformly 
minimum variance estimator of a parameter 9 in a distribution that does 
not admit a sufficient statistic. Rao |j20, p. I5ÔJ has stated the con­
jecture that minimum variance estimators must be found among the set of 
sufficient statistics. Die statement seems to imply that whenever suf­
ficient statistics do not exist, there are no minimum variance esti­
mators. Die following example, utilizing a special case of the oper­
ator 0g(9) in (UU) disproves this conjecture. 
Let 
0(x; 9) = p(9J" h(x) e"®^  + <v(Q) g(x) e9^  (70) 
be a density function, where the range of the vector x = (x^ , ..., XQ) 
is independent of 9, and h(x) / k g(x), for any value of the pro- _ 
portionality constant k • (k / 0). 
Since a necessary and sufficient condition for a density function 
to admit sufficient statistics is that it factors as 
0(x; 9) = (t(x), 9) 02(x) 
where ^  is the density of t(x) and ^ (x) is independent of 9 |j20, 
p. 135] , it follows that 0(x; 9) as given in (70) does not admit a 
sufficient statistic. 
Consider the second order linear differential operator 0g(9) such 
that 
t*(x) jt(x; 9) = jrf(9) 0(xj 9) + X(9) ffg(x; 9) 
+ T%(@) ^ (Xj 9) (71) 
a 
where 
= ie and 
oQ 
We have 
0Q(x; 9) = p'(9) h(x) e-ef(x) - p(9) h(x) f(x) e-ef(x) 
+ to' (9) g(x) e®^ *) + u)(9) g(x) f(x) e®^ 3^  
= p'(9) h(x) e-ef^ x^  + J (9) g(x) e^ X^) 
+ f(x) [- p(9) h(x) e-9f(x) + y(9) g(x) e®^(x)] (72) 
Also 
(^x; 9) = p"(9) h(x) e-ôf(x) - 2 p'(9) h(x) f(x) e-ef(x) 
+ p(9) h(x) f2(x) e'6f(x) + w"(9) g(x) e°f(x) 
+ 2 (J (9) g(x) f(x) edf(x) + u)(9) g(x) f2(x) edf(x) 
(^x; 9) = P"(9) h(x) e"Ôf(x) + J(9) g(x) e9f(x) 
•: 2 f(x) [- p'(9) h(x) e-9f(x) + J(0) g(x) 
+ f2(x) [p(9) h(x) e_9f^  + 10(9) g(x) e9*^] (73) 
where, in the last brackets we recognize 0(x; 9) given in (70). 
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let X(9) and 7|(9) "be so chosen as to make 
- X(9) p(9) - 2 \{Q) p'(9) E 0 (74) 
X(9) w(9) + 2 1^ (9) u)'(9) = 0 
From (74) we have, clearly, 
<o(9) = yp(9) (75) 
where f > 0  i s  a constant. 
Also, 
1 X(9) _ p'(9) 
" 2 pl9T 
Let jtf(9) he chosen so as to have 
tf(9) p(9) + X(9) p'(9) + 7^ (9) p"(9) E 0 
0(9) uu (9) + X(9) W (9) + ">\(9) cu"(9) =0 
(76) 
(77) 
which is also satisfied by (75). Equations (77) may be taken as the 
definition of 0(9). 
From (74) and (77) we may write the density 0(x; 9) under the 
linear operator, as defined in (71), after cancellations, as 
f2(x) 0(x; 9) = 0(9) 0(x; 9) + X(9) 0Q(x; 9) 
+ ^(e) 0Q9U; e) (78) 
which indicates that 
t (x) = f2(x) . (79) 
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Hie expectation of t*(x) will be denoted by n(9), 
n(9) = f (x) 0(x; 9) dx 
R(x) 
But J 0(x; 9) dx = 1 i dentically in 9. 
R(x) 
Since the range of x is independent of 9, we have 
d  





<99 f 0Q(x; 9) dx = J 0QQ(x; 9) dx = 0 
R(x) R(x) 
p 
Therefore, substituting f (x) 0(x; 9) in (80) from the expression in 
(78), we have 
|i(9) = 0(9) J 0(x; 9) dx = 0(9) 
R(x) 
(81) 
We may write the density given in (70), substituting (75), as 
0(xj 9) = £h(x) e-0f ^  + yg(x) eôf ^  p(9) (82) 
Integrating with respect to x we obtain 
1 = J h(x) e_9f^ x^ dx + y J g(x) e^ d^x 






h(x) e v 'dx = E1(9) >0 (84) 
R(x) 
/ g(x) e^^dx = E2(9) >0 (85) 
R(x) 
We may write now 
= E^ (9) + yE2(9) > 0 
From (77) we have now 
m • - AO) - i(9) (87) 
and from (76), 
- Me) = 2 >1(9) . 
Hence, ? 
*<9) - 2 ^(9) (jgfl) - 1(9) 2^-
= ~2^ {2 (P'<9)) 2 " P(9) p"(9)} 
But now, from the definition of p(9) given in (86), we have 
(88) 
„.(8).. 1<»> (89) 
{E1(9) + YE2(9)} 2 
and 
2 {E^ (9) +ÏE'(9)} 2 - {E1(9) +2TE2(0)} {E£(9) + *££(9)} 
P'(®) = : * ? 
{E (9) + 2TE (9)} 5 
^ 2 (90) 
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Substituting the last two results in (88) we have, after simplification, 
• S (S i^ïr) • « (SUSi) <»' 
But from (84) and (85) we have now 




+ 8" I f(x) g(x) e8^  ^dx (92) 
and hence 
E^ (0) +ffE^ (9) = J f2(x) 
R(x) 
h(x) rg(x) e9f(x) dx (93) 
Therefore, in (91) we~have 
#(G) = n.(9) - J p(0) J f (x) 
R(x) 
h(x) e-Ôf(x)+ zrg(x) e9f(x) dx 
= 1.(9) f (x) 0(x; 9) dx 
R(x) 
which, by definition of n(9), given in (80), is simply 
= n(8) (94) 
However, from (8l) we have that ^ (9) = n(9). therefore, from (94) we 
conclude that 
n(®) E 1 (95) 
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identically in 9. Therefore, from (76) ve have 
- -
2  ttH 
and from (88), since *l\(9) is identically unity, 
2 
(96) 
*<e> - w®' -2 (Es{|}) - (9T) 
The linear operator equation (78) may "be spelled out now as 
2 
f (x) 0(x; 9) = 2(1#) - S} J «(x;91 
" 
2 1^} V*1 6> + ^9S(X; 9) (98) 
which is easily verified to hold, for let <0(9) be substituted by 
2fp(9) in (72) and (73)* We can write now in (98) 
g 
f2(x) 0(xj 9) = 2 (d(x; 9) (A) 
- *$§} 0) c) 
- 2 • p'(9) f(x) h(x) e-9f(x)+ yg(x)e9f(C) 
- 2 • p'(9) [h(x) e-gf(x) + ïg(x) e^ (X)] (D) 
+ f2(x) p(9) £h(x) e-6f ^  + yg(x) e9f(x) j (E) 
+ 2 p ' (9) f (x) h(x) e ^ X) + yg(x) e^ J^ (?) 
+ p"(@) |^ h(x) e"®^ (x) + yg(x) e9f^ X^ J (G) (99) 
Now, term (c)  cancels with term (F) .  Term (D) may be written as 
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-  2  < &  
6 )
-
Hence, term (D) cancels -with term (A). Term (G) may "be written as 
^ 9)-
Hence, term (G) cancels with term (B). The remaining term, (È), is 
O 
clearly f (x) 0(x; 0). Thus (98) is seen to be an identity. It is 
p 
worth while noticing that n(0), being the expectation of f (x), is 
essentially positive. 
2 
The variance of f (x) may be written as follows : 
Var f2(x) = j f2(x) • f2(x) 0(xj 0) dx - u2(0) 
R(x) 




f2(x) 0(x; 0) dx - |i2(0) 
- - 
2 *e(9) + "66(9)- <100> 
If the linear operator utilized for this example is denoted by 0^ , 
we see that the variance is given by 
Var f2(x) = O9(n(0) ) - n2(0) (101) 
which is of the form given in (66). 
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IV. ESTIMATORS WITH MINIMUM WEIGHTED MEAN SQUARE ERROR 
AND PRESCRIBED BIAS FUNCTION 
The theory developed so far has been concerned vith the problem of 
obtaining estimators with minimum mean square error (MMSE) and vith 
prescribed bias function. There is the possibility, however, of en­
larging the scope of the theory with the introduction of the concept of 
a minimum weighted mean square error (MWMSE). We may postulate the 
problem, now, as follows : it is proposed to obtain the estimator t*(x) 
of the parameter 9 that would minimize a weighted expression for the 
mean square error, with arbitrary known weights, and subject to the con­
dition that the optimal estimator should come from the class _n_of 
competitor estimators t(x) that are quadratic summable (i.e., have 
finite variance) and that have a prescribed expectation p(@), identically 
in 9. -
let us consider a finite set of 9-values, if necessary, by re-
parameterization of the original range of 9, and let us consider a grid 
of T values of 9, equally spaced and with common distance A in the k-
dimensional grid for k parameters. Let S denote a variable that ranges 
over all the T values of 9. Let aQ, the weight at 9, be known for all 
9-values, where is such that 
T . 
ct„ - 0 and Z a. / 0 9 9 9 
It is proposed to find the estimator t*(x) from among the class 
of estimators t(x), such that 
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T 
(t(x) - 9 )  2  0(x; 9) dx (102) 
R(x) 
becomes a minimum for t(x) = t*(x). We have, since t(x)e _n_ , that 
for every value of £. 
Die problem is again an isoperimetric problem in the Calculus of 
Variations; we obtain, as before, that a necessary condition for t*(x) 




Z aQ ( t*(x) - 9) 0(x; 9) -  ^n5 $Z$(x; 5)  = 0 (lOU) 
identically in x. We may write 
t*(x) Z aQ #(x; 9) - Z aQ • 9 0(xj 9) = g ^  0(x; 5) 
which can be written as 
t*(x) Z aQ 0(x; 9) = g Xg 0(x; 5) (105) 
where 






t*(x) * 2 c9 (8(x; 9) 
Now, from the side condition ( 103 ), we have 
(106) 
r 
0(x; 9)-0(x; 5) 
„(9) = j t*(x) ?f(xj 9) dx = SXB J -^ —^ —^ dx (107) 
K(x) R(x) " 
let us denote the inner product in (107) as 
0(x; 9)- 0(x; 5) 
R(x) 
Z au, ^(x; oj) dx = o. PS (108) 
Then 
(^8) = ZXg (Pg'Pg) (109) 
and this equation determines the X^ 's for arbitrary n(9), since 
(pQ-pg) is known. 
We shall prove now that Equation (105) is a sufficient condition 
for t*(x) to minimize (102). let 
t(x) = t*(x) + e(x) (110) 
be any competitor estimator in the class xx.. Since the expectation of 
t(x) is n(9) it follows that 
E(e(x) ) = I e(x) 0(x; 9) dx = 0 
R(x) 
identically in 9. N0w 
(HI) 
54 




aQ J" {t*(x) - 0} 2 0(x; 9) dx + 2 aQ J e2(x) 0(x; 9)dx 
R(x) R(x) 
+ 2 2 aQ J" e(x) {t*(x) - 9} 0(x; 9) dx (112) 
R(x) 
Ihe last integral in the above expression may be written as 
e(x) t*(x) 0(x; 9) dx - 2 2 9 aQ e(x) 0(x; 9) dx 
R(x) R(x) 
= 22 
9 °e I e(x) t*(x) 0(x; 9) dx 
R(x) 
since E e(x) = 0. We can write (11)), further, as 
2 J" e(x) 2 aQ t*(x) 0(xj 9) dx 
R(x) 
2 J" e(x) 2 Xg 0(x; 5) dx, from (105), 
R(x) 
= 2 2 Xg J" e(x) 0(xj 5) dx = 0. 
 ^ R(x) 
Hence, from this result and (112), we have 
J (t(x) - 9)} 2 0(xj 9) dx 
R(x) 





with equality holding only if t(x) is essentially equal to t*(x). Q.E.D. 
Suppose now that a UMV estimator exists for |i(9). Then, frem the 
preceding chapter, this estimator t*(x) must satisfy the equation 
t*(x) 0(x; 9) = Z X(9, 5) 0(x; 5). 
o 
Multiplying both sides of this expression by any arbitrary weights ct^  
and summing over 9 we obtain 
t*(x) Z aQ 0(x; 9) = Z aQ Z A(9, T>) #(x; 5) 
9 y 9 ° 6 
= z^ z aQ X(9, 0(x; 5) 
Let 
z QQ X (9, S ) — X ^  • 
We may write, therefore, 
t*(x) Z aQ 0(x; 9) = X'g 0(x; 5) 
which is Equation (105). Thus, the following important result has been 
established, since the UMV estimator, if it exists, is unique. 
If a UMV estimator exists for n(9), the method of minimum weighted 
variance will reproduce it for any set of weights OQ. 
let us consider now the rank of the quadratic form 
i H  i  a - g  ( ^ )  
R(x) 
that appears in (107). Without explicitly determining the rank of the 
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corresponding matrix, we may decide the question of the linear dependence 
of the Pq's [lO, p. 29J. Consider the quadratic form 
T T 
0 = (g ue 0#) = ES (oe • 05) ue Ug 
"9 y y" 9 5 
Clearly, G > 0. Assume that 
(116) 
ZuQ = l (117) 
Bien, the p 's are linearly dependent if there exists a set of u 's y 0 
satisfying (117) for which G = 0. Thus if the pQ's are linearly de­
pendent the Tnin-iimim of G subject to (il?) must be equal to zero. But 
this minimum is just the smallest eigenvalue of G, i.e., the least root 
of the equation 
- k 
P(D 
p(2) * P(l) p(2) " k 
P(l) ' P(2) 
2 
P(l) * P(T) 




P(T) * p(l) P(T) * p(2) P(T) 
Hence QlO, p. 29J, a necessary and sufficient condition for the linear 
dependence of the pQ's is the vanishing of the Gram determinant 
2L) p(l) • P(2) ••• P(l) * P(T) 
P(2) * P(T) (ll8) 
P( P D '
P(2) ' P(l) P%) 
P(T) * p(l) P(T) * P(2) * '(T) 
Now, the Gram determinant of an arbitrary system of vectors is never 
negative. Hie relation QLO, p. 30J 
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r = | (p0 • pg) | > o (119) 
in which the equality holds only for linearly dependent PQ'S, is a 
generalization of the Schwarz inequality 
r  v 
(*j °) dx 
E w J , 
E(x) " y 'B(x) 
- (  J  -
\R(x) 
The equality is attained when 
P9 * PS 
2 > 0 (120) 
0(x; 9) = k 0(x; S); k / 0 (121) 
for 9^ 5. Therefore, the expression (115) is of full, rank unless (121) 
holds, in which case the Gram determinant p =0. The majority of the 
important density functions in statistics do not accept (121), and hence, 
the corresponding (115) quadratic form will be positive definite. There 
are some instances where (121) holds, however, like in the case of a 
rectangular distribution. 
Consider the limiting form of (102), where the problem would be to 
obtain the estimator t*(x) that minimizes the WMSE given by 
a(9) d9 I {t(x) - 9\ 2 0(x; 9) dx (122) 
R(9) R(x) 
From the Calculus of Variations we find that the Buler equation is, 
in this instance, 
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J a(e) d© { t*(x) - 9} jd(x; 9) = 0 (123) 
R(9) 
Therefore, 
J t*(x) 0(x; 9) a(9) d9 - J 9 #(x; 9) a(9) d9 = 0 (124) 
R(9) R(9) 
which gives 
J 9 0(x; 9) a(9) d9 
1 ^
 
= J-Vx; 9) a(9) d9 (-^ 5) 
R(9) 
that is, t*(x) is equal to the 'fiducial' expectation of 9. 
To show that (125) is a sufficient condition for t*(x) to minimize 
the WMSE given in (122), let 
t(x) = t*(x) + e(x) (126) 
where t(x) is any other estimator of 9, and hence e(x) is completely 
arbitrary, except that it should be quadratic summable. Consider the 
WMSE for t(x). We have 
J" a(9) d9 J" {t*(x) + e(x) - 9} 2 0(x; 9) dx 
R(9) R(x) 
= J a(9) d9 J ~  (t*(x) - 9}2 0(x; 9) dx 
R(9) R(x) 
+ j" a(9) d9 J e2(x) ^(x; 9) dx 
R(9) R(x) 
- 2 J" a(9) d9 . J (t*(x) - 9} e(x) 0(x; 9) dx (127) 
R(9) R(x) 
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Die last integral in (127) may be written as 
- 2 { / v e(x) -j I t*(x) 0(x; 9) a(9) d9 
R(x) R(9) 
J 9 0(xj 9) a(9) dgi dx = 0 
R(9) J 
since the expression in brackets is zero, by (124). Hence, we have 
that 
WMSE (t(x) ) > WMSB (t*(x) ) (128) 
Suppose now that for seme expectation function n(9) there exists 
a UMMSE. Diis estimator would then be unique, as was shown in the 
preceding chapter. From (44) we have that the UMMSE estimator for this 
n(9) would satisfy the Euler equation 
t*(x) 0(x; 9) = Og (9) 0 ( x ;  5) (129) 
which, integrating with respect to x, yields 
n(9) = Og (9) (1)0) 
From (129) we obtain 
a(9) t*(x) 0(x; 9) d9 = J" a(9) Og (9) 0(x; 5) d9 
R(9) R(9) 
Let 






Ja(e) X(9, 6) d9 = % a(5) . (133) 
R(9) 
We then have the Euler equation given by (124), for the estimator t*(x) 
that minimizes the WMSE given in (122). The following result has, there­
fore, been established. 
If the UMMSE estimator t*(x) exists for s^ n*» expectation function 
(i(9), then t*(x) will be the UMHMSB estimator for any a(9) and com­
petitors having that same expectation function. 
The universal MMSE estimator t*(x) for some weight function a(9) 
is given by (125), i.e., t*(x) is the fiducial expectation of 9 with 
a priori probability distribution a(9). For a(9) = 1, 
It is interesting to point out that the result obtained for t*(x) 
gives the fiducial expectation of 9, whereas the maximum likelihood 
estimator is the fiducial mode. There are situations where the two 
fiducial results coincide. For example, the fiducial expectation in 




Suppose we have a gamma-type exponential density, 
0(x; 9) = 9"n e-nx/0 (135) 
Let the weight function be 
a(9) = 0"k (136) 
where, for the present time, k is an integer without further qualifica­
tion. Œhe estimator t*(x) of 9 is, from (125), 
Q-n-k+1 e-nx/9 dQ 
'o 
Let 
t*(x) - ^  : (D7) 
* r\ 
Q-n-k e-x/9 dQ 
-1 -2 q = 9 j hence d9 = -q dq. 
The numerator in (137) now becomes 
qn+k"3 e_nXq dq = (n^ )"n"k+2 f (n+k-2) (138) 
and the denominator in (137 ) becomes 
J qntk-2 dq - (nx)"n"k+1 T (n-Hc-1) 
o 
Hence, from the last two expressions ve find 
**<*> - fWi • 
and since P(p+l) = p f(p) for any real p, we may write finally 
(139) 
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For simplicity, let 
'*<*> - fash) x 
m = k-2 (l4o) 
.*. t*(x) - (n + m) x (l4l) 
Nov, the UMVU estimator of 9 is x, as we have seen before jjsee p. 37J 
Clearly, for m = 0, that is, for k = 2, t*(x) becomes x. 
Since x is unbiased for 9, it is seen immediately that 
Bias t*(x) = n(9) - 9 = E(t*(x) ) - 9 
= - 9 (_5L_\ 
V n  +  m J  
which shows that, for fixed m, t*(x) is consistent. 
The MSE of t*(x) is, since Var x = 92/n s^ee p. 37 J , 
MSE( t*(x) ) = Var t*(x) + Bias2 t*(x) 
n m q2 
2 * 2 (n + m) n (n + m) 
= 9 n + m 
(n + m)' 
(142) 
(143) 
Let us compare the MSE of t*(x) with the variance of x, the UMVU 
estimator of 9; we shall examine the inequality 




n + m 
(n + m)2 
<i2 
which leads to 
2 2 
m n < m + 2 nm (lV+) 
The equality holds for m=0 and m = . When m=0, t*(x) "becomes x, the 
unique UMVU estimator of 9. Hence k=2 reproduces the UMVU estimator in 
this case. 
The value m = —r— produces the estimator 
n-J. 
(^rr) * (^5) 
— 2 
whose MSE is equal to Var x = 9 /n. dhis estimator, however, has a 
bias of 
"
9  ( r W  
which is 'larger' than the bias of t*(x) for either m=l or m=2. Further­
more, the MSE of t*(x) for either m=l or m=2_ is smaller than the MSE of 
the estimator given in (l4$). We conclude, therefore, that the value 
for the equality in (l44) given by 
2n m = 
n - 1 
is not a solution to our problem of finding estimators with minimum MSE. 
Therefore, m=0 is the only solution for the equality sign to hold in 
(144). Hence, for m / 0, we may write (l44) as a strict inequality, 
m2 n < m2 + 2mn (146) 
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Suppose that m > 0. We have, then, from (l4o) after dividing through 
by m, 
mn < m + 2n 
or 
' ™ < 5^ 1 (»7) 
For n=l, a trivial case, this inequality is always satisfied. For any 
sample size n > 2, however, (147) is satisfied only for m=l and m=2. 
If m=3, (l4y) is satisfied only for n=2, which is again a useless result. 
If m > the inequality is not satisfied for any sample size n > 1. 
Suppose now that m is negative, say 
. . m = -p (l48) 
where p is an integer greater than zero. We may write now (l46) as 
2 2 
p n < p - 2np 
which leads to 
P < - 2%% (11.9) 
an expression that obviously cannot be satisfied for any sample size. 
We have reached the following conclusions : 
i) When m=0, or k=2, t*(x) = x is the UMVU estimator of 9. _ 
ii) When m=l, or k=3, 
t*(x) = (rrr)* 
and its MSE is given by 
"S* (iTTï)x =s4î 
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iii) When m=2, or k=4, 
t*(x) - (rfa) * 
with 
® (rr?)x = 92 (iTTij?) 
iv) When m=l or m=2, the estimators found have a MSE smaller than 
— 2 Var x = 9 /n. In both cases the estimator obtained is consistent. 
v) When m=3, or k=5, the estimator 
t,(x) 
• (rrr) * 
has a MSE given by 
« (z$j) * • 92 (ttf?) 
2 
which is smaller than 9 /n only for n < 2. 
For m >3, t*(x) is not more efficient than x except for n=l, a 
trivial result. 
vi) For m < 0, no estimator is more efficient than x, for any sample 
size. — 
Since we are interested in results that hold for general sample 
size n, we find that the only acceptable values of k are k=2, k=3, k=4. 
Therefore, when the weight function 
a(9) = 9~k 
given in (136), is proposed, we should qualify the values of k by im­
posing the condition that 
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2 <. k < k  (150) 
We may examine now the relative efficiencies and the bias for the 
cases when k=3 and k=k, since k=2 corresponds to t*(x) = x, the UMVU 
estimator of 9. 
Take k=3, or m=l. Dien the bias of t*(x) = ^  x is 
-
Q  ( r+ r )  •  
The relative efficiency of x as compared with x is 
92 
Rel. Eff. {(t*(x) j m = l) vs. x } = —2g- = 1 + -i_ (151) 
n + 1 
Hie gain in efficiency attained with (t*(x) | m = l) is (lOO/n)%. 
Take now k=4 or m=2. Die bias of t*(x) = ^  ° * is 
-
9  ( r r â )  •  
k  
Rel. Eff. { (t*(x) j m = 2) vs. x } = 2  /  n + k  = 1 + 
9^  ( ** p ) n2 + Un 
l(n + S)2/ 
= 1 + (152) 
We thus find that the estimator obtained when m=l or k=3 is most 
efficient, and has smallest bias among the estimators considered. 
Therefore, 
t*<x> - (rrr) * 
is UMWMSE for 9 in the gamma type considered in (135 )• 
As a further illustration, let us investigate the estimators with 
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MWMSE of the parameter 9 in the gamma density given by 
0(x; 9) = 9n e-9nX (153) 
Let the weight function be 
a(9) = 9k (15U) 
where k is an integer. Die possible values of k will be examined later 
on, when we assess the relative efficiency of whatever estimators are 
obtained by applying Equation (125) to this problem. 
Die estimator proposed will be 
. * r „ \  _ R(o) t*(x) = 
R(9) 
[" a(9) • 9 0(x; 9) d9 f  
L  
00 ^k-tti+1 -9nx , 9 e dx 
J" a(9) p(x; 9) d9 j® Qk+n g-9nx ^  
(nx)"k"n~2 P (k-m+2) _ / n + k + l\ 1 
.-x-k-n-1 ri/, .1 \ " V n ) x 
(155) 
(nx) T (k+n+l) 
Let k+l=p, an integer. We may write now 
= (niF) -=- («s) 
If p=-l, or k=-2, the estimator becomes the UMVU estimator of 9, 
as seen in (60), with 
Var {Hr) Y'^ i n>2 '  
as has been given in (68). Die variance of (156) is, therefore, 
68 
Wn-^ ) f -
• (n^ )2 * „-4 (W) 
The expectation of t*(x) is found to be 
s *'M - (=4i) E(s^i)= (H*) 9 (158) 
From this result we find that the bias of t*(x) is 
Bias t*(x) = (S-fE) 9-8 = 6 (159) 
Ihe MSE of t*(x) is, therefore, 
* œ t * ( x ) -  ( H i ) 2  5 - T ?  +  ^  ^ 7 $  
in - l; 
• iTT 1 "K# • " • 
= % { (n + p)2 + (n - 2)(p + l)2 1 (l60) 
(n - 1) (n - 2) I J 
let us consider now the values of p that will make t*(x) to be 
more efficient than the UMVU estimator of 9. We want to satisfy the 
inequality 
(n - 1 /(. - 2) {(B + P>2 + (n - 2KP + "''I * A d6D 
which leads to 
(n - 2)(p + l)2 < (n - l)2 - (n + p)2 
(p + l)(2n + p - 1) < - (n - 2)(p + l)2 (l62) 
The equality in (l62) is satisfied for p = -1, which is the value 
of p that makes t*(x) the UMVU estimator of 9, in the gamma density 
under consideration. 
Let p "be different from -1, and let p+1 be positive, that is, 
p=0, 1, 2, ... . Dividing through in (l62) by (p+l) we have 
2n  +  p  -  1  < - ( n - 2 ) ( p + l ) = - n p - n + 2 p + 2  
which gives 
3n - 3 < p - np 
or, also 
3(n - l) <_ - p(n - l) 
3 < - p (l63) 
which is impossible. We conclude that p cannot be zero or any positive 
integer, if (l6l) is to be satisfied; we must look at negative values 
of p, other than -1, to see if there are any estimators t*(x) with MSE 
o 
smaller than 9 /(n-2). 
Consider p < - 1, an integer. Then (p+l) < 0. Dividing now 
through (162) by (p+l) we have 
2n + p - 1 > - (n - 2)(p +l) 
which gives 
3n - 3 > - np + p 
3(n - l) > - p(n - 1) 
3 > - p (164) 
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Therefore, from (l64) and (l6$) ve conclude that p may take the 
values -1, -2, only, in order to satisfy the inequality (loi). Nov, 
•when p = -1 ve have seen that t*(x) is the unique UMVU estimator of 9. 
For p = -2, ve have 
t*(x) = (n n 2 ) (l65) 
x 
vith MSE given by 
2 
MSB (t*(x) |p = -2) = % { (n - 2)2 + (n - 2)1 
(n - l)2 (n - 2) J 
e2 
8 (166) 
n - 1 
The bias of (n ^  2 ) is 
x 
-  ( ^ )  
which shows that t*(x), for p = -2, is consistent. The relative 
efficiency of t*(x), vith respect to the UMVU estimator of 9, is 
Eel. Eff. j(t*(x) J p = -2) vs. UMVU estimator}• 
The gain in efficiency attained by utilizing t*(x) over the UMVU 
estimator is 100/(n - 2)%. 
We see nov that the only values of k in the veight function a(9) 
given in (154) that make the estimator t*(x) at least as efficient as 
the UMVU estimator of 9, are k = -2 and k = -3. 
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