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Abstract—Here, we propose an unsupervised fuzzy rule-based
dimensionality reduction method primarily for data visualization.
It considers the following important issues relevant to dimen-
sionality reduction-based data visualization: (i) preservation of
neighborhood relationships, (ii) handling data on a non-linear
manifold, (iii) the capability of predicting projections for new
test data points, (iv) interpretability of the system, and (v) the
ability to reject test points if required. For this, we use a first-
order Takagi-Sugeno type model. We generate rule antecedents
using clusters in the input data. In this context, we also propose
a new variant of the Geodesic c-means clustering algorithm. We
estimate the rule parameters by minimizing an error function
that preserves the inter-point geodesic distances (distances over
the manifold) as Euclidean distances on the projected space. We
apply the proposed method on three synthetic and three real-
world data sets and visually compare the results with four other
standard data visualization methods. The obtained results show
that the proposed method behaves desirably and performs better
than or comparable to the methods compared with. The proposed
method is found to be robust to the initial conditions. The
predictability of the proposed method for test points is validated
by experiments. We also assess the ability of our method to reject
output points when it should. Then, we extend this concept to
provide a general framework for learning an unsupervised fuzzy
model for data projection with different objective functions. To
the best of our knowledge, this is the first attempt to manifold
learning using unsupervised fuzzy modeling.
Index Terms—Fuzzy rules, geodesic distance, predictability, visu-
alization, Takagi-Sugeno system (TS system).
I. INTRODUCTION
V ISUALIZATION is one of the prominent exploratorydata analysis schemes as it provides insights into the
data. We come across high dimensional data in various real-
world problems related to, as examples, finance, meteorology,
computer vision, medical imaging, multimedia information
processing, and text mining [1]–[5]. However, plotting more
than three dimensions directly is not feasible. Data visualiza-
tion schemes provide ways to visualize high dimensional data.
They can be roughly divided into two categories. Methods
that fall under the first category provide some mechanism to
display more than two dimensions graphically. The Chernoff
faces [6] is an example of this category. The second category
reduces the dimensionality of the data to two or three. They
aim to represent the data in a lower dimension keeping
the ‘relevant’ information of the original data as intact as
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possible. Note that, the schemes under the first category do
not explicitly extract/summarize any information of the data.
On the other hand, dimensionality reduction-based schemes,
try to carry the information present in the original data to
its lower dimensional representation. Dimensionality reduction
for data visualization via projection can be achieved in many
ways such as Principal Component Analysis (PCA) [7], Multi-
Dimensional Scaling (MDS) [8], and manifold learning [9].
Some of these methods are linear; for example, PCA, canoni-
cal correlation analysis [10], linear discriminant analysis [11],
factor analysis [12], locality preserving projections [13], which
are not suitable if the data set has non-linear structures. Note
that, a special case of linear projection is feature selection
[14]–[17]. When data are projected by feature selection, the
features in the reduced space maintain their original identity,
while in other cases of projections, the new features are
difficult to interpret. Non-linear projections such as Sammon’s
projection [18] and manifold learning algorithms preserve
some geometric properties of the data. Although the physical
meaning of such features is difficult to comprehend, they
produce more useful visualization. A class of non-linear data
projection methods for visualization can be categorized as
manifold learning algorithms. In a p-dimensional manifold,
each point has a local neighborhood that is homeomorphic
to the Euclidean space of the same dimension. In manifold
learning for data visualization, the objective is to produce a
low dimensional (usually two or three) representation of the
high dimensional data by preserving the local neighborhood
(local geometry). This helps to understand the intrinsic dimen-
sionality of the manifold. There have been many attempts to
manifold learning [19]–[22].
Whether linear or non-linear, dimensionality reduction meth-
ods optimize some objective function to get a low dimensional
representation. Objective functions could be either convex or
non-convex. Dimensionality reduction methods having convex
objectives do not suffer from getting stuck at local optima.
However, the study in [4] suggests that for dimensionality
reduction, convex methods do not necessarily perform better
than non-convex methods. This study also claims that non-
convex dimensionality reduction methods, like multi-layer
auto-encoders [23], perform well. Another important aspect
is whether the dimensionality reduction method is equipped
with predictability or not. Methods that are parametric such
as PCA and multi-layer auto-encoder based methods provide
a direct mapping from the high dimensional space to the
low dimensional space. Thus the trained parametric model
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2can produce the lower dimensional representation for any test
points. With non-parametric methods, such predictions for new
points are not possible. For example, methods such as local
linear embedding (LLE) [19], isometric mapping (ISOMAP)
[20] and t-distributed stochastic neighbor embedding (t-SNE)
[24] are non-parametric and as such do not have predictabil-
ity. However, in [25] authors proposed some out of sample
extension of methods like LLE and ISOMAP.
Fuzzy rule-based models are parametric models that are exten-
sively used in different machine learning tasks such as control,
classification, and forecasting [26]–[28]. They learn a function
from a given set of training points and directly predict outputs
for test points. Fuzzy rule-based systems can handle non-linear
relationship between input and output. Moreover, they are
easy to understand and develop. They provide systems that
are “explainable”/“comprehensible” at least to some extent.
They store the knowledge as a set of easy-to-interpret fuzzy
rules. For these characteristics, fuzzy rule-based systems seem
to be a suitable candidate for implementing dimensionality
reduction based data visualization models. However, the lit-
erature is not rich in this area. Apart from the work in
[29] we could not find any investigation employing fuzzy
rule-based systems for data visualization applications through
dimensionality reduction.
Here, we have proposed a fuzzy rule-based dimensionality
reduction method for visualization of data. We have used a first
order Takagi Sugeno (TS) [26] type model. In the proposed
model, a fuzzy rule represents a small region of the input space
and its associated output region is represented by a hyper-
plane. The rule antecedents model the local geometry of the
input data while the consequents model the lower dimensional
representation of the input. The rule parameters are learned by
minimizing an objective function that preserves approximate
distances over the manifold on or near which the data lie. The
contributions in this work can be summarized as follows:
1) To the best of our knowledge, this is the first unsu-
pervised method based on fuzzy rules for nonlinear
manifold learning.
2) Most unsupervised methods cannot project test data
points (points not used in the training data), but ours
can.
3) To the best of our knowledge, this is the first method of
nonlinear data projection that has the reject option.
4) The proposed method also enjoys some level of inter-
pretability and because of the structure of the fuzzy
reasoning, it is not likely to make a poor generalization.
5) The proposed method is quite robust to the initial
condition.
6) The proposed model provides a general framework for
utilizing fuzzy systems for unsupervised dimensionality
reduction. We can use different objective functions to
preserve different characteristics of the original data in
the projected space. For example, in [30], we have used
the Sammons’ Stress [18] as the objective function.
7) We also proposed a modified form of k-means clustering
in the proposed method that ensures that the cluster cen-
ters are always on the manifold and thereby providing
better initial rules.
8) Finally, the proposed method performs better or compa-
rable to several non-fuzzy methods.
The rest of the paper is organized as follows. In section II,
we give a short literature review of dimensionality reduction
methods for data visualization. Section III elaborates the
proposed method. Section IV discusses the experiments and
results. We finally conclude in section V.
II. LITERATURE REVIEW
Let X = {xi = (xi1, xi2, · · · , xidh) ∈ Rdh : i ∈
{1, 2, · · · , n}} be the input data set, where, n is the number
of instances and dh is the dimension of the data. To visualize
the data, it will be mapped to a dl-dimensional space, where
dl < dh. Let the lower dimensional data be represented by
Y = {yi = (yi1, yi2, · · · , yidl) ∈ Rdl : i ∈ {1, 2, · · · , n}}.
Dimensionality reduction methods estimate a map from Rdh
to Rdl keeping some relevant information of X as intact
as possible in Y. Generally, for visualization purpose, dl is
chosen as two or three. Other than visualization, dimension-
ality reduction methods are also applied in data de-noising,
compressing, extracting suitable features for classification,
clustering and so on [2], [4], [31]. We discuss here only the
methods which attempt to preserve the structure of the data and
aid in visualization. The methods aiming at other applications
are not discussed here.
Dimensionality reduction methods could be divided into two
groups: linear and non-linear. Principal component analysis
(PCA), classical multi-dimensional scaling (MDS) are among
extensively used linear methods [31]. They focus on preserving
the large distances of the original space in the obtained lower
dimensional space. However, for data sets where points lie near
or on a non-linear manifold, preserving small distances or local
structure is more important. In those scenarios, linear mapping
based methods fail to represent the desirable characteristics
of the data. Non-linear dimensionality reduction methods
like LLE [19] and ISOMAP [20] attempt to preserve the
local structure of the data and consequently unfold the non-
linear structure. In case of classification where the structure
preservation may not be important, non-linear methods are also
advantageous. Consider a data set consisting of points from a
sphere and a spherical shell surrounding the sphere, where
the sphere and shell represent two classes. These two classes
cannot be separated by a hyperplane in the original space.
Their projections obtained by linear dimensionality reduction
methods cannot also be separated linearly into two classes
even if the classes are well separated. But there can be non-
linear methods which can project such data into a space where
the two classes are linearly separable. Linear methods are
extensively used despite their limitations in handling non-
linear structure present in the data. The most widespread linear
method is PCA [7]. PCA maximizes the data variance or
equivalently minimizes the error in the reconstruction of the
original data from the generated lower dimensional data. A
special case of PCA is classical (linear) MDS [8]. Classical
MDS, precisely the ‘maximal variance’ PCA aims to maximize
the scatter of the lower dimensional projection to yield the
most informative projection.
3Maximum auto-correlation factors (MAF) [32], [33] preserves
temporally interesting structure present in the input to the pro-
jected output data. This method also considers a linear projec-
tion. MAF assumes that there is an underlying dl dimensional
temporal signal which is smooth and the remaining dh − dl
dimensions are noise with little temporal correlation. MAF
estimates the orthogonal projection MT which maximizes the
correlation between adjacent output points yt,yt+δ through
an objective function [33].
We note that all the above mentioned methods consider a
global objective. This leads to distortions when subjected to
data with non-linear structure and in the presence of outliers
[31]. To avoid this, a popular alternative is to consider the local
neighborhood structure of the data. Two such popular methods
are locality preserving projections [13] based on Laplacian
Eigenmaps [22] and neighborhood preserving embedding [34]
based on LLE. A detailed review of various linear dimen-
sionality reduction methods is available in [31]. We discuss
non-linear methods next.
A group of non-linear methods tries to preserve the inter-
point distances in high dimensional space as the inter-point
distances in the estimated low dimensional space as much as
possible. Examples of such methods are Sammon’s projection
[18], curvilinear component analysis (CCA) [35], ISOMAP
[20], curvilinear distance analysis (CDA) [36].
Sammon’s projection extends the idea of classical multidimen-
sional scaling, i.e., preservation of pairwise distances. The
following cost function is minimized with respect to yis,
i ∈ {1, 2, · · · , n}
E = (1/
∑
i
∑
j dij)
∑
i
∑
j 6=i (dij−‖yi−yj‖)
2
/dij. (1)
where dij represents the pairwise Euclidean distance between
the high dimensional data points xi and xj .
Sammon’s projection, however, tends to fail on data sets such
as a Swiss Roll [19]. In Swiss Roll, the Euclidean distance
between two points can be small but their distance over the
manifold on which the data points reside can be large. To
model such data sets we should consider the pairwise distance
computed using the distances over the manifold, i.e., the
geodesic distance. In differential geometry, a geodesic is a
curve defining the shortest path between a pair of points on
a surface or in a Riemannian manifold. The length of the
geodesic defines the geodesic distance between the two points.
Thus it is the shortest distance between two points while
moving along the surface. The geodesic generalizes the notion
of “straight line” on a Riemannian manifold. Mathematically,
the distance between two points p and q over a Riemannian
manifold is defined to be the infimum of the lengths L(γ) over
all the piece-wise smooth curve segments γ from p to q [37].
ISOMAP is one of the methods which considers the geodesic
distance as the distance measure for the input space. It applies
the classical MDS over the input geodesic distance matrix to
compute the lower dimensional embedding Y. The vectors
yis, i ∈ {1, 2, · · · , n}, are chosen to minimize the cost
function E = ‖τ(DG) − τ(DY )‖L2 . Here, DG denotes the
matrix of geodesic distance over the input space, DY denotes
the matrix of Euclidean distance over the output space. ‖A‖L2
is the L2 matrix norm, ‖A‖L2 =
√∑
ij A
2
ij . The τ operator
converts distances to inner-products [20].
Almost at the same time of ISOMAP, another manifold
learning algorithm was introduced named LLE. Although this
method makes use of neighborhood, the underlying concept is
quite different. For data points residing on or approximately
on a manifold, we can assume a small neighborhood of a
point to be linear, i.e., points in a small neighborhood are
on a linear patch. The entire manifold is made of numerous
such small linear patches. This local linear model for each
data point is estimated in the LLE. The low dimensional
data representation is computed in such a way that the
local geometry of the original space is preserved. This is
done in two steps. First, wijs are estimated by minimizing
Φi (x) = ‖xi −
∑
xj∈N (xi) wijxj‖2 for i = 1 to n, whereN (xi) represents the set of neighbors of the point xi. Second,
after the wijs are estimated for each xis, the corresponding
lower dimensional representation yis are estimated minimizing
the objective function ψi (y) = ‖yi −
∑
xj∈N (xi) wijyj‖2
keeping wijs constant, for i = 1 to n.
The Laplacian Eigenmaps [22] is another approach similar
to the LLE. Here the local property is characterized by the
distances of a point to its neighbors. The weight wij associated
with a data point xi and its neighbor xj ∈ N (xi) is computed
using (2).
wij =
{
e−‖xi−xj‖
2/2σ2 if xj ∈ N (xi)
0 otherwise
, (2)
where σ > 0 is the spread of the Gaussian function. The corre-
sponding lower dimensional representations yis are computed
by minimizing the cost function φ(Y) =
∑
ij wij‖yi − yj‖2.
Another method named t-SNE [24] is able to create a single
map that reveals structure at many different scales. The t-
SNE converts the Euclidean inter-point distances in the high
dimensional input space to symmetrized conditional probabil-
ities pij =
pj|i + pi|j
2n
, where n is number of data points and
pj|i signifies the conditional probability that xi would pick
xj as its neighbor. The conditional probability pj|i follows
a Gaussian distribution. Similarly, the joint probability of the
lower dimensional outputs, yi and yj is represented by qij and
it is considered to follow the student’s t distribution with one
degree of freedom. The lower dimensional representations yis
are obtained by minimizing the Kullback-Leibler divergence
between the joint probability distributions of the input and its
lower dimensional representation. There are several other non-
linear methods. To name a few: Kernel PCA [38], Maximum
variance unfolding (MVU) [39], Diffusion Maps [40], Hessian
LLE [21], and Local tangent space analysis [41]. A common
drawback of all of these methods is that they are non-
parametric in nature and consequently, they cannot predict
projections for test data points.
Now we shall discuss some parametric models. The study in
[42] proposed a learning system based on multi-layer percep-
tron (MLP) for structure preserving dimensionality reduction.
In this work, Sammon’s projections, of the sampled input or
of the input prototypes generated by a self organizing map
were used as target outputs in a supervised gradient descent
4based learning scheme. The investigations [43], [44] explored
unsupervised learning of MLP for dimensionality reduction.
In [43] Sammon’s stress function was used as the learning
objective whereas in [44] multiple networks were proposed
with different objective functions. In [23], [45] multi-layer
autoencoders with an odd number of hidden layers were
employed for dimensionality reduction. To reduce the original
data to dl dimension, the middle hidden layer is chosen to
have dl nodes. After training the autoencoder, when an input
xi is applied, the dl-dimensional representation obtained at
the middle hidden layer is taken as the corresponding dimen-
sionality reduced representation yi. However, these models
do not take into account the interrelationship between data
points and the underlying manifold structure. The work in [46]
proposes a scheme called “generalized autoencoder” (GAE)
which incorporates concepts of manifold learning. The GAE
extends the traditional autoencoder in two aspects: (i) Each
instance xi reconstructs a set of instances {xj} rather than
reconstructing only itself. (ii) The reconstruction error of an
instance xi is weighted by a relational function of xi and xj
defined on the learned manifold. GAE learns the underlying
manifold by minimizing the weighted distance between the
original and reconstructed ones.
Works exploring fuzzy rule-based systems to reduce the
data dimensionality for visualization purposes is scarce. In
[29] a supervised fuzzy rule-based model is proposed for
structure preserving dimensionality reduction. Here given the
high dimensional inputs and its lower dimensional projections
(generated by any method such as Sammon’s projection), a
fuzzy rule-based system is used to learn the projecting map.
In this context both Mamdani-Assilian (MA) [47] and TS [26]
models have been used.
Apart from these computational intelligence based works,
there are studies to find out explicit map between higher
and lower dimensional data. In [48], the authors proposed an
algorithm named neighborhood preserving polynomial embed-
ding (NPPE). The method considers the objective function of
LLE as its learning objective where the lower dimensional
output vectors are represented as a polynomial function of
higher dimensional input vectors. The unknown coefficients
of the polynomial function are estimated from the modified
LLE objective function by solving a generalized eigenvalue
problem.
III. PROPOSED METHOD
In this work, we aim to produce a lower dimensional rep-
resentation of the original data in such a way that the local
neighborhood structure present in original space is preserved.
We also want to transform the data globally in such a way that
if the data lie on any non-linear high dimensional manifold, it
would be flattened in the lower dimensional space preserving
the local neighborhood structure of the input space.
For this, we consider a fuzzy rule-based system as the most
appropriate tool. Although an MA model could be used,
considering greater flexibility we use the TS model. Since this
is an unsupervised method the main challenge is to define a
suitable objective function. The second challenge is how to
generate the initial rule base. Typically, we use a clustering
algorithm to generate the initial rules. But when the data points
are on a manifold whose intrinsic dimension is lower than
the original dimension of the data, the c-means or the fuzzy
c-means may find cluster centers that are significantly away
from the manifold.
As mentioned earlier the input data set is denoted by X =
{x1,x2, · · · ,xn},xi ∈ Rdh . The projected output data set is
denoted by Y = {y1,y2, · · · ,yn},yi ∈ Rdl where, yi is the
projection of xi, i = {1, 2, · · · , n}. For mth output variable,
let there be nc rules of the form
Rkm : If x1 is Fk1 AND x2 is Fk2 AND · · · AND
xdh is Fkdh then y
k
m = akm0 +
∑dh
q=1 akmqxq (3)
where k = 1, 2, · · · , nc; m = 1, 2, · · · , dl; Fkq is the kth
fuzzy set (linguistic value) defined on the qth feature and
akmq’s are consequent parameters. Let us define the matrix
A = (A1, A2, · · ·Anc)T where, Ak = (ak10, ak11, . . . ,
ak1dh , ak20, ak21, . . . , ak2dh , . . . , akdl0, akdl1, . . . , akdldh).
Let the firing strength of the rule Rkm for the point xi
be αk,i; k = 1, 2, · · · , nc. Note that, for an antecedent,
‘x1 is Fk1 AND x2 is Fk2 AND · · · AND xdh is Fkdh ’
there are dl consequents, ‘ykm = akm0 +
∑dh
q=1 akmqxq’;
m = 1, 2, · · · , dl, resulting in dl rules. But the firing strength
for each of these dl rules remain the same (αk,i).
yim =
∑nc
k=1
(
αk,i/
∑nc
p=1 αp,i
)
ykim (4a)
=
∑nc
k=1
(
αk,i/
∑nc
p=1 αp,i
) (
akm0 +
∑dh
q=1 akmqxiq
)
(4b)
where, i = 1, 2, · · · , n; m = 1, 2, · · · , dl. Typically, for
designing a fuzzy rule-based system, the target outputs for
the training data are known and the rule base parameters are
estimated by minimizing the square error defined by the target
outputs and the estimated outputs. But for us the target output
is not available. So we need to define a suitable objective
function that can help to learn the manifold of the input data
X. One promising approach would be to preserve the geodesic
neighborhood relationship, i.e., the geodesic distance structure
of the manifold on to the projected lower dimension. Let gdXij
be the geodesic distance between xi and xj , xi,xj ∈ Rdh
and edYij be the euclidean distance between yi and yj ,
yi,yj ∈ Rdl . A good objective function to estimate yis is
(5)
E =
∑n−1
i=1
∑n
j=i+1
(gdXij−edYij)
2
/gdXij. (5)
The objective (5) is introduced by Yang in [49]. Note that (5)
is similar to Sammon’s stress function which uses Euclidean
distance in both high and low dimensional spaces. In place
of (5) we can use other functions also. Next, we address the
issue of identification of the rule base.
A. Initial Rule Extraction
When both input-output data are provided there are many
ways of generating an initial rule base and its refinement
[29], [50]–[55]. Some of the popular methods use evolutionary
algorithm [52] or clustering [29], [54], [55] of input-output
data. Here we do not have the output data. So we cluster the
5input data into a predefined number of clusters and translate
each cluster into a rule (in particular, to a rule antecedent). A
natural choice for the clustering algorithm appears to be the
c-means (often called k-means) or the fuzzy c-means (FCM).
The proposed method being a fuzzy rule-based scheme, the
obvious choice seems to be the FCM clustering algorithm.
But we did not do so for two reasons: First, for the FCM,
the cluster centers may not fall on the data manifold. Since
our idea is to use a cluster centroid to model a set of points
in the neighborhood of the cluster centroid, it is better to
have the centroid on the data manifold. Second, the geodesic
distance is not defined in terms of an inner-product induced
norm and hence the FCM convergence theory does not hold
for the geodesic distance based FCM. So we use a slightly
modified c-means called Geodesic c-Means (GCM) algorithm.
Here we cluster the input, aiming to obtain some representative
points on the input manifold. To extract information regarding
the input manifold structure, we use geodesic distance as the
dissimilarity measure for clustering. Like the conventional
c-means, data points are assigned to a cluster using the
minimum distance (here minimum geodesic distance) criterion
and the cluster centroids are computed as the mean vector
of the points in a cluster. Since such centroids may not lie
on the manifold, we use an extra step. For each computed
centroid, we find the input data point closest to the centroid
and use that data point as a cluster centroid. We note here
that the use of geodesic distance in the c-means clustering
algorithm has been investigated in other studies [56]–[58]
but their approaches are different from ours. In [56] the
authors introduced a class of geodesic distance which took into
account local density information and employed that geodesic
distance in the c-means clustering algorithm. The study in
[57] incorporated geodesic distance in a soft kernel c-means
algorithm. The authors in [58] integrated the geodesic distance
measure into the fuzzy c-means clustering algorithm. The
algorithmic description of our clustering algorithm (GCM) is
given in Algorithm S-1. To estimate the geodesic distance we
have followed an approach similar to that in ISOMAP [20].
First, we construct a neighborhood graph of the input data
points based on the Euclidean distance. For approximating
geodesic distance, every edge is assigned with a weight/cost
which is basically the Euclidean distance between the pair
of points on which the edge is incident. For any point, the
geodesic distances to its neighboring points are approximated
by the Euclidean distance. The geodesic distance between
two points which are not neighbors, i.e., not connected by an
edge is approximated by evaluating the shortest path on the
neighborhood graph. For the shortest path distance estimation,
we use the Floyd-Warshall algorithm [59].
The kth cluster centroid, vk = (vk1, vk2, · · · , vkdh), obtained
by GCM is translated into the antecedent of the kth rule, Rkm
as follows.
If x1 is “close to vk1” AND x2 is “close to vk2”
AND · · ·xdh is “close to vkdh”. (6)
The fuzzy set Fkq in (3) is defined linguistically as “ close to
vkq”; q = 1, 2, · · · , dh. Thus the kth rule given in (3) becomes
Rkm : If x1 is “close to vk1” AND x2 is “close to vk2” AND
. . .AND xdh is “close to vkdh” then y
k
m =
∑dh
q=0 akmqxq
(7)
where, x0 = 1, k = 1, 2, · · · , nc; m = 1, 2, · · · , dl. We model
‘xq is “close to vkq”’ using a Gaussian membership function
with the center at vkq . Although any pi-type membership
function can be used, to exploit the differentiability property,
we use Gaussian membership functions. This also makes the
antecedent of the kth fuzzy rule to model a hyper-ellipsoidal
volume centering vk in the input space. For the ith point, the
membership to the set “close to vkq” is computed as
µkq,i = exp
{−(xiq−vkq)2/2σ2kq} (8)
Here, σkq is the spread of the Gaussian centered at vkq which
is the membership function of the fuzzy set Fkq . We use
product as the T -norm to aggregate µkq,i’s to calculate αk,i.
αk,i =
∏dh
q=1 µkq,i. (9)
We denote the matrix of cluster centroids as V =
(v1,v2, · · · ,vnc)T = [vkq]nc×dh . Similarly, the matrix of
spreads Σ = (σ1, σ2, · · · , σnc)T = [σkq]nc×dh . An initial
estimate of σkq can be taken as the standard deviation of qth
feature in the kth cluster or can be initialized using some other
method. The set of consequent parameters A is initialized
randomly. Note that these are initial choices which will be
refined during the training.
B. The Objective Function and its Optimization
To learn the lower dimensional representations Y of the given
input X, the error function defined in (5) is minimized with
respect to the rule base parameters V,Σ, and A. Using (8) and
(9) in (4b) we obtain the following relation.
yim =
∑nc
k=1
(∏dh
q=1 exp
{
− (xiq−vkq)2
2σ2kq
})(∑dh
q=0 akmqxiq
)
∑nc
p=1
∏dh
q=1 exp
{
− (xil−vpq)2
2σ2pq
}
(10)
Here, xi0 = 1. Now, yi = (yi1, yi2, · · · , yidl). Hence yi
is dependent on vkq, σkq, and akmq;∀k = 1 to nc, q =
1 to dh and m = 1 to dl which forms V,Σ and A, respec-
tively. It is evident that we can write the lower dimensional
vectors yis as a function of the rule base parameters V,Σ, and
A.
yi = f(V,Σ, A; xi) (11)
Replacing edYij in (5) as ‖yi−yj‖ and then using (11) we get
E =
∑n−1
i=1
∑n
j=i+1
(
gdXij − ‖yi − yj‖
)2
/gdXij
=
∑n−1
i=1
∑n
j=i+1
(gdXij−‖f(V,Σ,A;xi)−f(V,Σ,A;xj)‖)
2
/gdXij.
(12)
The optimum values of V,Σ, and A are obtained as
(Vopt,Σopt, Aopt) = arg minV,Σ,A (E) . (13)
To minimize the error function E in (13), a momentum based
gradient descent approach is used here. The overall process is
summarized in Algorithm 1.
6Algorithm 1: Unsupervised Fuzzy Rule-based Dimensionality Reduction
1 Determine Geodesic distance gdX between every pair of input data points in X.
2 Cluster the input data X into nc clusters using the Geodesic distance based c-means clustering algorithm (Algorithm S-1).
Let the obtained cluster centroids be v1,v2, · · · ,vnc ; V = (v1,v2, · · · ,vnc)T .
3 Translate each cluster (vk) into a rule as explained in (7) and (8) . Initialize the centers of the Gaussian membership
functions (described in (8)) using V and spreads by Σ. Here we use predefined initial value for σkq∀k, q. The consequent
parameters A are initialized randomly.
4 Initialize iteration count t = 1. ∆Vt,∆Σt, and ∆At are updates at time step t corresponding to centers, spreads and
consequent parameters. ∆V0,∆Σ0, and ∆A0 are set to zeros.
5 while t < MaximumIteration do
6 Differentiate objective function E in (5) with respect to V,Σ and A to obtain∇VE,∇ΣE and ∇AE. Calculate
∆Vt,∆Σt,∆At and update Vt, Σt and At as follows:
∆Vt = −∇VE + α∆Vt−1; ∆Σt = −∇ΣE + α∆Σt−1; ∆At = −∇AE + α∆At−1 (14)
Vt = Vt−1 + η∆Vt; Σt = Σt−1 + η∆Σt; At = At−1 + η∆At (15)
7 α > 0 and η > 0 are momentum and learning coefficient, respectively.
8 end
9 return outputs Y and fuzzy rule base parameters V, Σ, A.
TABLE I: Computational complexity of various methods
Complexity
Method Computational Space
Proposed Method O(n2t) O(n2)
Sammon’s Projection [4] O(n2t) O(n2)
ISOMAP [4] O(n3) O(n2)
LLE [4] O(pn2) O(pn2)
t-SNE [24] O(n2t) O(n2)
n= number of instances, t= total number of iterations,
p= ratio of nonzero to total number of elements in sparse matrix
C. Scalability Analysis
Scalability is a desirable property for every scheme concerning
both data size (n) and dimension (dh). The error function (5)
of our method considers all the inter-point distances, i.e., a
total of n(n−1)/2 distances. In each iteration to update the rule
parameters n(n−1)/2 values need to be computed. So for a total
of t iterations, the computational complexity of the proposed
method is O(n2t) for a fixed input dimension. In Table I, we
have compared the computational complexity of the proposed
method with four standard dimensionality reduction based data
visualization schemes: Sammon’s projection, ISOMAP, LLE,
and t-SNE. We have also used these four schemes in our
experiments. Note that, LLE and ISOMAP perform convex
optimization whereas Sammon’s projection, t-SNE as well
as our proposed method perform non-convex optimization
with iterative steps. Table I demonstrates that our proposed
method has the same computational complexity as the other
two iterative methods. In terms of space requirement, like most
of the other methods, our method also exhibits a complexity
of O(n2). Since both the complexities are quadratic functions
of the number of data points, for a very large n, it would
be difficult to use the proposed method directly. Use of GPU
can reduce the effective complexities significantly. Moreover,
a proper sampling scheme [42], [60] that produces a subset of
the original data which adequately represents the original data
distribution may be used. It is also important to understand
the dependency of an algorithm with the dimension of the
input feature vectors (dh). In our method, the number of rule
parameters varies linearly with the input dimension. So both
the computational and space complexity scale up linearly with
the number of input features. The rule firing strength αk,i is
calculated by combining the antecedent clauses (memberships)
using product. The number of atomic antecedent clauses in
a rule equals the number of input features. For data sets
having a large number of features, it may be possible that for
many features, the memberships are sufficiently low for all
the rules. Since these membership values are multiplied while
calculating the firing strengths, for some inputs no rule may
fire with significant strength, creating an undesired situation.
So effectively any fuzzy rule-based system involving a large
number of features (say, 10,000 or more) encounter numerical
difficulties.
IV. EXPERIMENTATION AND RESULTS
A. Data Set Description
For our experiments, we consider three synthetic data sets and
three real-world data sets. These data sets are used by others
as benchmark data sets. The synthetic data are Swiss Roll,
S Curve, and Helix as shown in Figs. 1a, S-2a (Figures in
the Supplementary materials are numbered as S-1, S-2, · · ·
and so on), 2a, respectively. They are all three dimensional
data but contained completely within a two dimensional space.
Each of these synthetic data sets consists of 2000 points. The
first two data sets are generated using ‘scikit-learn’ package
[61] (version 0.19.2) of python. Helix data set is generated
by the equations: z = t/√2;x = cos z; and y = sin z. The
variable t is varied from −20 to 20 with steps of 0.02. The
real-world data sets considered are Frey face [62], COIL [63],
and USPS handwritten digits [62]. Frey face consists of 1965
gray scale images each of size 20 × 28 pixels, i.e., the input
7(a) Original Data (b) Proposed Method (c) Sammon’s Projection
(d) ISOMAP (e) LLE (f) t-SNE
Fig. 1: Visualization of the Swiss Roll data with (a) original input space, (b) proposed method, (c) Sammon’s projection,
(d)ISOMAP, (e) LLE, and (f) t-SNE.
(a) Original Data (b) Proposed Method (c) Sammon’s Projection
(d) ISOMAP (e) LLE (f) t-SNE
Fig. 2: Visualization of the Helix data with (a) original input space, (b) proposed method, (c) Sammon’s projection, (d)ISOMAP,
(e) LLE, and (f) t-SNE.
dimension is 560. These are of the face of a single person with
different face orientations and facial emotions. The COIL data
set consists of images of 20 different objects viewed from 72
equally spaced angels. We have considered the first object of
the COIL data set. Each image is of resolution 32×32. Thus,
the input dimension is 1024 and the number of instances = 72.
USPS handwritten digits data set contains 1100 images for
each of the handwritten digits between 0 and 9. The images
are of dimension 16×16, resulting in inputs of dimension 256.
We have considered the images of 0 only. We choose these data
sets as they are commonly used in manifold learning studies
[18], [19], [24], [48].
B. Experiment Settings
We compare the results obtained by the proposed method on
the above mentioned data sets with four other data visual-
ization methods: Sammon’s projection, ISOMAP, LLE, and
t-SNE. When testing the predictability of the system, the
proposed method has to be compared with methods equipped
with predictability. For that, we experiment on one synthetic
8data set (Swiss Roll) and one real-world data set (Frey face)
using the proposed method and four other suitable methods,
namely, out of sample extension of ISOMAP and LLE [25],
autoencoder [23], and simplified NPPE (SNPPE) [48]. For all
the synthetic data sets we apply the proposed method on the
data set directly (without any processing). For image data
sets, pixel values are divided by 255 to have their values
in [0, 1]. Following [48] we choose the number of nearest
neighbors,  = 1% of the training samples (rounded to the
nearest integer). For the first object of the COIL data set (we
shall refer to it as COIL), the number of instances is 72. So
we use  = 5 instead of  = 1 to construct a reasonable
graph. To choose the number of fuzzy rules, nc we perform
an experiment. Details of the experiment and its results are
included in the Section S-I of the Supplementary Materials.
From the experiment, we decide to set nc = 1% of the training
samples (rounded to the nearest integer). Here also for the
COIL data set to avoid under-fit, we choose nc = 5 instead of
nc = 1. For synthetic data sets, we initialize, spreads of the
Gaussian memberships, σs in two different ways: 0.2 times
and 0.3 times the feature-specific range. For high dimensional
real data sets, we need to choose higher values of σs to avoid
generating several zero rule-firing cases. For 0s of USPS data
set (we shall refer to it as USPS) and Frey face we initialize
σs as 0.4 times the feature-specific range. For COIL data set,
σs are initialized as 0.5 times the feature-specific range. In
all cases, consequent parameters are initialized with random
values in (−0.5,0.5).
For both synthetic and real-world data sets, we repeat the
experiments five times for each choice of the spread. For
the three synthetic data sets, there are two initial choices
for spread. So ten runs are conducted giving ten rule-based
systems for each synthetic data set. On the other hand, for the
three real-world data sets, we initialize spread in a single way.
So a total of five runs are conducted giving five rule-based
systems. Then based on the minimum value of the objective
function in (5), we choose the best rule-based system for a data
set. We do not look at any test data and the best result can
always be chosen in an automatic manner without any human
intervention based on (5) as this gives the training error.
To optimize the objective function (5) we use an optimizer
from a standard machine learning framework, ‘TensorFlow’
[64]. We use the stochastic gradient descent with momentum
to search an optimal solution of the given objective. We
implement this with the help of ‘train.MomentumOptimizer’
class of ‘TensorFlow’. We set the values of the learning rate
and the momentum to 0.1 and 0.5 respectively. For the four
comparing data visualization methods, we apply the synthetic
data sets directly. For real-world data sets, as in the case
of the proposed method, we perform feature-wise zero-one
normalization. For computing Sammon’s projection, we use
the MATLAB implementation of multi-dimensional scaling
[8], mdscale with the parameter ‘Criterion’ set to ‘sammon’.
The dimension of the output is set to two. For other parame-
ters, the default values are used. The other three methods are
implemented using ‘scikit-learn’(sklearn) package [61] (ver-
sion 0.19.2) of python. The classes ‘manifold.Isomap’, ‘mani-
fold.LocallyLinearEmbedding’, ‘mani-fold.TSNE’ of ‘sklearn’
are used to implement ISOMAP, LLE, and t-SNE, respec-
tively. As mentioned in Section II these three methods preserve
the local structure for which they consider a neighborhood.
For comparing the results we use the same neighborhood size
for all three methods and the proposed method. For LLE and
ISOMAP for every data set, we use the same neighborhood
size (number of nearest neighbors) as used for the proposed
method. For t-SNE, there is no provision of setting the
neighborhood size directly. The ‘perplexity’ [24] parameter of
t-SNE provides an indirect measure of the effective number
of neighbors. So we set the ‘perplexity’ parameter to the
number of nearest neighbors used in the proposed method.
For these three methods, all the other parameters are kept at
their default values with respect to the routines we use to
implement them. For predictability testing, except for SNPPE,
the other three comparing methods are executed using Matlab
Toolbox for Dimensionality Reduction (drtoolbox) by Laurens
van der Maaten [65]. The results of SNPPE is generated by the
code provided by the authors of SNPPE. In these cases also
the neighborhood size, when required, is set as the value used
in the proposed method. All the other parameters are kept at
their default values.
C. Results and Comparisons
From Figs. 1b, S-2b, and 2b we can observe that the proposed
method successfully unfolds the non-linear structures present
respectively in the Swiss Roll, S Curve, and Helix data to
nearly linear structure. Employing the geodesic distance as
the pairwise input distance in Sammon’s stress the proposed
method has resulted in a significant departure from the result
of Sammon’s projection. For all three data sets, Sammon’s
projection can not unfold the original data to its intrinsic linear
structure but it tries to preserve the global geometric structure.
ISOMAP tries to preserve the pairwise distances over the
manifold by using the geodesic distance in the classical mul-
tidimensional scaling error function [20]. Preserving geodesic
distance, ISOMAP is able to unfold the non-linear structure
as shown in Figs. 1d and S-2d. But its drawback is large
distances play a stronger role compared to small distances in
its objective. As a result, in the case of the Helix data set, as
seen in Fig. 2d, it can not unfold the data as desired. Both,
LLE and t-SNE try to capture the local structure present in
the original data, in the generated lower dimensional space.
Figures 1e, S-2e, and 2e reveal that the LLE manages to
unfold the underlying structure to some extent but the quality
of unfolding is far from that by the proposed method and
ISOMAP. Similarly, t-SNE although has the same aim, is not
able to unfold the data sets properly as revealed by Figs. 1f,
S-2f and 2f. In summary, of the five methods, only the fuzzy
rule-based method is successful for all three data sets and the
next best performing method is ISOMAP.
The proposed method can also faithfully project the real-
world data sets in two dimensions. In Fig. 3, two dimensional
embedding of the Frey-face data set is shown. Figure 3 shows
that the gradual change in the face orientation from right to
left is roughly mapped adjacently on the 2D along with the
increment of the extracted feature x′. Similarly, the change in
9Fig. 3: Visualization of the Frey face data set with the proposed method.
expressed emotion varies roughly with the extracted feature
y′. Smiling, neutral and annoyed faces are mapped in the top,
middle and bottom regions, respectively. The results of the four
comparing methods are placed in the Supplementary Materials.
Sammon’s projection being a Euclidean distance preserving
method has placed the faces expressing different emotions in
comparatively overlapping regions as seen in Fig. S-3. Other
neighborhood preserving methods have successfully unfolded
the high dimensional manifold. Comparing the results in Figs.
S-4, S-5, and S-6 with the result in Fig. 3 we can infer that the
proposed method has mapped the variations of frey face data
set comparatively in a more consistent and expected manner.
Figure S-7 shows results of the two dimensional embedding
of instances of the COIL data set. For this data set also, we
got the expected outcome from the proposed method (Fig. S-
7a) as well as from ISOMAP (Fig. S-7c) and t-SNE (Fig.
S-7e). However, results obtained from Sammon’s projection
and LLE shown in Figs. S-7b and S-7d cannot recover the
manifold faithfully on the two dimensional space. Fig. S-8
shows visualization of the handwritten character 0s of the
USPS data set.
In this case also, the proposed method successfully projects
zeros with different orientations and line widths in different
regions in a continuous manner. The projections by the other
four methods as shown in Figs. S-9, S-10, S-11, S-12 reveals
that LLE (Fig. S-11) and t-SNE (Fig. S-12) clearly failed to
represent the data in a way so that orientations and line widths
of the character vary smoothly in the projected space.
D. Impact of Initial Rules
The proposed method initializes the rule antecedents using the
centroids of the clusters obtained by Algorithm S-1. These
centroids are used as centers of Gaussian membership func-
tions of the fuzzy sets which compose the rule antecedents.
To show the impact of the initial rules we have initialized the
rule antecedents using uniformly distributed random values
generated from the smallest hyperbox containing the training
data. The obtained projection for Swiss Roll data is shown
in Fig. S-13b. Figure S-13a shows the result obtained by the
proposed method with rule antecedents defined by the cluster
centroids. From Figs. S-13a and S-13b it is evident that with
or without judicious initialization of rule antecedents, the pro-
posed method can unfold the non-linear structure satisfactorily.
This observation is also true in case of the Frey face data set.
Fig. S-14 shows the visualization of Frey face data set using
the proposed method with random antecedents initialized as
mentioned above. To investigate further, we have computed the
average of final error values over the ten/five runs (performed
as explained in sub-section IV-B) for the two considered data
sets with both types of rule antecedent initializations. The
error referred here is the error function in equation (5). Table
II shows that the averages of the final error values are less
in case of initialization of the rule antecedents by cluster
centroids compared to random rule antecedents for both data
sets. This suggests that although in both cases the algorithm
lands up in useful local minima, for the cluster-based initial
rules, generally the minima are superior.
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TABLE II: Average of the final error values for different
initializations
Data Set Initial rule antecedents defined by
Cluster centroids Random
Swiss Roll 0.04740 0.06490
Frey face 0.50459 0.50500
We have also done some experiments with rules which are
initialized with random values in [0,1] hypercube. We have
done 10 such experiments on the Swiss Roll data. The results
are shown in Fig. S-15. Even in this case, the results are
reasonably good, but not as good as the cases with judiciously
initialized rules. In a few cases, the system could not unfold.
Thus the system is quite robust with respect to the initial
choice of rules, but certainly cluster-based rules help.
E. Validation of Predictability
One of the key advantages of utilizing a fuzzy rule-based
system is that it is parametric. The antecedent and consequent
parameters of the TS model are learned from the given data.
Consequently, we get an explicit mapping function that maps
the high dimensional inputs on a lower dimensional one. So,
after the system is trained it is possible to predict the lower
dimensional embedding for new test points. As mentioned ear-
lier, to compare the predictability performance of the proposed
method we consider four methods: out of sample extension
of ISOMAP and LLE [25] and two parametric methods:
autoencoder [23] and SNPPE [48]. Note that SNPPE involves
a polynomial mapping. Following [48] we use 2nd order and
3rd order polynomial based SNPPE.
To validate the predictability of the system, we have designed
three tests:
1) Randomly dividing the data set into training and test
sets.
2) Using a contiguous portion of the manifold as the test
set and rest as the training set.
3) Leave one out validation.
We have performed the first test on the Swiss Roll and
Frey face data sets. We use 75% of the Swiss Roll data
set, i.e., 1500 randomly selected points to from the training
set and rest 25%, i.e., 500 points to form the test set. The
training and test data sets are shown in Fig. 4a and Fig. 4b
respectively. While partitioning the data set, the associated
label vectors are also partitioned accordingly. Figure 4c and
Fig. 4d are the results corresponding to the training and
test data sets by the proposed method. From Fig. 4d it is
evident the predicted locations determined by the proposed
method for the test points are at their expected positions in
the lower dimension. Figs. S-16, S-17, S-18, S-19, and S-20
show training and test set representation in lower dimension
by ISOMAP, LLE, autoencoder, 2nd order SNPPE, and 3rd
order SNPPE respectively. Except for the autoencoder, the
other comparing methods successfully unfold the Swiss Roll
structure in the training phase and appropriately predict the test
points. From Fig. S-18 we observe that the autoencoder based
method is unable to preserve the geometry of the training data.
In Figs. 4d, S-16b, S-17b, S-19b, and S-20b color assignment
to the projected test points by the label vector shows that
the test data set is unfolded in the desired manner in all
five cases. For the Frey face data set, we have selected 15
random instances as the test set and rest of the points as
the training set. Figure S-21 illustrates the projected output
by the proposed method for training and test data together
where the images with black rectangular borders correspond
to the test instances. For all comparing methods on this data
we follow the same representation of the training and test data.
In Figs. S-21, S-22, S-23 we can see that the test instances
are projected to the regions where the training instances have
the same/similar facial expression and orientation. Thus, for
high dimensional image data sets also the proposed method,
as well as LLE and ISOMAP, are successful in prediction. The
autoencoder based lower dimensional projection, shown in fig.
S-24 clustered different facial expressions and different face
orientations in different regions. However, autoencoder based
method is unable to unfold the intrinsic structure properly as
in some cases it placed the opposite face orientations (left and
right) closer to each other compared to the faces in straight
orientations. A similar placement has occurred for opposite
expressions (e.g. happy and annoyed) and neutral expressions.
From Figs. S-25, S-26 it is evident that SNPPE based methods
neither unfolded the higher dimensional data nor predicted the
positions of the test points in a nice way.
The second test is also done with the Swiss Roll data set. A
contiguous portion of the data set consisting of fifty points has
been removed and the rest 1950 points serve as the training
data set as seen in Fig. 5a. The removed portion serves as the
test set. Figure 5c displays the output of the proposed method
corresponding to the training set. Figure 5d shows the test
set outputs of the proposed method along with the training
set. The test set points are demarcated with plus (+) symbol.
For the comparing methods we represent the results in the
same manner. Figures S-27a, S-28a, S-29a, S-30a, and S-31a
show the training set projections in lower dimensional space
for ISOMAP, LLE, autoencoder, 2nd order SNPPE, and 3rd
order SNPPE respectively. Similarly, Figs. S-27b, S-28b, S-
29b, S-30b, and S-31b show the test set outputs (demarcated
with plus (+) symbol) along with the training set for ISOMAP,
LLE, autoencoder, 2nd order SNPPE, and 3rd order SNPPE
respectively. The results show that the proposed method, as
well as the comparing methods except for the autoencoder,
have appropriately interpolated the test points.
The third test uses the leave one out validation on the COIL
data set. Out of the 72 instances, each one is considered as
the test instance and rest 71 instances are used as the training
set. So, for 72 such training set-test sets outputs are generated.
Results of six such tests are displayed in the Supplementary
Materials. By choosing every twelfth instance in the given
sequence of 72 instances as test instance, six partitions are
generated. We name them Set 1, Set 2 and so on upto Set 6.
Test instances used in Set 1 to Set 6 are instance number 1, 13,
25, 37, 49 and 51 respectively. For every set all the other data
points except the corresponding test point form the training
set. Results corresponding to these six test sets are shown in
Figs. S-32. The training points are demarcated in green and
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Fig. 4: For experiment 1 on validation of predictability with the Swiss Roll data : (a) Training Set, (b) Test Set, (c) Proposed
method output for Training Set, and (d) Proposed method output for Test Set.
(a) (b) (c) (d)
Fig. 5: For experiment 2 on validation of predictability with the Swiss Roll data : (a) Training Set, (b) Training Set and Test
Set, (c) Proposed method output for Training Set, and (d) Proposed method outputs for Training Set and Test Set.
the test point is demarcated in red. Instead of showing the
images of the object, the consecutive change in the viewing
angle of the images are represented by consecutive numbers.
In most of the cases, it is found that the test object is placed
in the desired position, i.e., in between points corresponding
to input images captured in plus minus five degrees of the
viewing angle of the test point.
F. Rejection of Outputs
The proposed method is capable of identifying the test cases
where the system may not produce reliable outputs. In a TS
type fuzzy rule-based system, the output is computed by (4).
The output is a convex sum of the individual rule outputs.
Individual rule outputs are multiplied by the corresponding
firing strengths. The rule having the maximum firing strength
mainly characterizes the output. Essentially for test points far
away from the training data, no fuzzy rule is expected to fire
strongly. Consequently, for those points, the outputs obtained
may not be reliable. Figure S-33a shows a set of training
points and test points. The training points are demonstrated
with blue markers and test points with red markers. Test points
are located away from the training points. The histogram of the
maximum rule firing strengths is shown in Fig. S-33b. Here
also training and test firing strengths are indicated with blue
and red colours respectively. It is clear from Fig. S-33b that the
maximum rule firing strengths of the test points are much less
compared to the maximum rule firings of the training points.
This information can be used to decide when the system should
reject its output. For example, if the maximum firing strength
is less than 0.15, the system output can be rejected. Note
that this threshold can be decided based on the training data
only. In Fig. S-33c we have depicted the projected outputs
for the training and test data shown in Fig. S-33a without
exercising the rejection option. It is clear that the prediction
by the proposed method for the test points (red circles) is
inappropriate and should be discarded. It is worthy to mention
that the other dimensionality reduction schemes which have
predictability such as the methods mentioned in the previous
sub-section do not have any provision for rejecting outputs.
G. Generalized Nature of the Proposed Model
The proposed model gives a general framework for learning an
unsupervised fuzzy rule-based system for manifold learning or
data projection. Instead of using the objective function in (5),
we can use different objectives also. For example, the objective
function of Sammon’s projection (1) can be used. Figure S-
34 shows the Swiss Roll data and its corresponding lower
dimensional output using the proposed method with (1) as the
objective function for learning. Similarly, Figs. S-35 and S-
36 depict the output produced by the fuzzy rule-based system
using (1) as the objective function for the S Curve and Helix
data, respectively. In both cases the projection reveals what
Sammon’s method is expected to do. For these experiments,
the other settings are kept the same as described in subsection
IV-B. Note that, this system can predict the projections for
test points and that is an advantage over the usual Sammon’s
method. We also note that unlike the fuzzy system in [29],
the proposed system does not require any target output for
learning.
V. CONCLUSION
In this paper, we have proposed a framework for designing
a Takagi Sugeno fuzzy rule-based system to reduce the di-
mensionality of data for visualization purposes. The proposed
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system can learn a manifold to make a lower dimensional
representation. We have also proposed an appropriate scheme
for learning the parameters of the system. Fuzzy rule-based
systems are efficient for various machine learning tasks but
unfortunately, almost unexplored for manifold learning or data
visualization purposes. Here, the rule base is designed in such
a manner that the geodesic distance structure is preserved as
the Euclidean distance in the projected space. We have tested
our system on three synthetic and three high dimensional real-
world data sets (image data sets) that are popular for bench-
marking manifold learning algorithms. The results show that
our approach can successfully unfold the high dimensional
data sets on a low dimensional space. For both synthetic
and real-world data sets, it provides good visual outputs. We
have compared the performance of the proposed system with
Sammon’s method, ISOMAP, LLE, and t-SNE. The proposed
fuzzy rule-based system is found to perform either better or
comparable. The additional advantage of the proposed scheme
is that it is a parametric system and consequently, an explicit
mapping for projecting high dimensional data into a lower
dimensional space is obtained. Using this mapping, output for
new points can be predicted, i.e., the underlying system is
equipped with predictability. The predictability of the proposed
model is validated using three types of experiments involving
both synthetic and real-world data sets. If a test data point
is located far from the training set then a machine learning
system should not produce any output. Most machine learning
systems do not have the capability of rejection when it should.
Our proposed system can reject an output when it should.
One of the drawbacks of the proposed scheme like many
other manifold learning schemes is that, it is sensitive to the
number of neighbors that is used to construct the neighborhood
graph. In our study the number of fuzzy rules has been chosen
manually. The choice of the number of fuzzy rules is related
to the number of clusters we choose for clustering the training
data. We did not explore the possibilities of using cluster
validity indices or other schemes to decide on the optimal
number of clusters as this was not the primary objective of
this study. Moreover, a cluster validity index helps to find
the ‘optimal’ number of clusters in the pattern recognition
sense. But here even if the data do not have any cluster in
the pattern recognition sense, we can use clustering to find
the initial rule-base. We have restricted our work to data
sets lying on a single manifold. Through neighborhood graph
construction we can only approximate the geodesic distance
over a single manifold or overlapping manifolds. But if the
data lie in two (or more) widely separated manifolds, using a
reasonable number of nearest neighbors we are not likely to
get a connected neighborhood graph. We have not proposed
any technique to approximate geodesic distance over a multi
component neighborhood graph.
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2Algorithm S-1: Geodesic c-means algorithm (GCM)
1 Determine Geodesic distances gd between pairs of points in X.
2 Let the number of clusters = nc. Initialize, cluster centroids {v1,v2, · · · ,vnc} with nc random input points i.e, nc
random points from X = {x1,x2, · · · ,xn}
3 Initialize sets Sk = φ; k = 1, 2, · · · , nc.
4 while iteration < MaximumIteration do
5 for i = 1 to n do
6 k∗ = argkmin gd(xi,vk)
7 Sk∗ = Sk∗ ∪ xi
8 end
9 for k = 1 to nc do
10 vˆk = 1/|Sk|
∑
xi∈Sk xi
11 i∗ = argimin ed(vˆk,xi)
12 vk = xi∗
13 end
14 end
15 return {v1,v2, · · · ,vnc}
S-I. EXPERIMENT TO CHOOSE NUMBER OF RULES AND INITIAL SPREAD
We run our method on the Swiss Roll dataset with number of rules(nc) = 8, 12, 16 and so on till 40 and repeat this
experiment for three different spread initialization of the Gaussian membership functions: σ = r∗feature-specific range, for
r = 0.2, 0.3, and 0.4. For each combination of nc and σ five runs are performed and the average of the final error values (Eqn.
(5)) over the five runs is computed. Fig. S-1 shows the plot of average final error values vs. the number of rules. We observe
that for all the three spread initializations, when the number of rules=20, we get an acceptable low average error value. But
again we should consider that to model a data set with a higher number of points satisfactorily, more rules may be necessary.
In case of the Swiss Roll dataset, the number of input points is 2000. Since 20 is 1% of 2000, nc is set as exactly or nearly
1% of the number of input instances. With r = 0.2 or 0.3 low average final error values are obtained for all the values of nc.
So, along with Swiss Roll for all the three synthetic data sets we conduct experiments with these two choices of σ. However,
for real data sets we have to choose higher values of σ to avoid many cases with zero rule-firing strength.
Fig. S-1: Variation of average final error values with number of rules and initial spreads.
3(a) Original Data (b) Proposed Method (c) Sammon’s Projection
(d) ISOMAP (e) LLE (f) t-SNE
Fig. S-2: Visualization of the S Curve data (a) original input space, (b) proposed method, (c) Sammon’s projection, (d)ISOMAP,
(e) LLE, and (f) t-SNE.
4Fig. S-3: Visualization of the Frey-face data set with Sammon’s Projection.
5Fig. S-4: Visualization of the Frey-face data set with ISOMAP
6Fig. S-5: Visualization of the Frey-face data set with LLE.
7Fig. S-6: Visualization of the Frey-face data set with t-SNE.
8(a) Proposed Method (b) Sammon’s Projection (c) ISOMAP
(d) LLE (e) t-SNE
Fig. S-7: Visualization of the first object of the COIL Data Set with (a) proposed method, (b) Sammon’s projection, (c)ISOMAP,
(d) LLE, and (e) t-SNE.
Fig. S-8: Visualization of the USPS data set with the proposed method.
9Fig. S-9: Visualization of the USPS data set with Sammon’s Projection.
10
Fig. S-10: Visualization of the USPS data set with ISOMAP
11
Fig. S-11: Visualization of the USPS data set with LLE.
12
Fig. S-12: Visualization of the USPS data set with t-SNE.
(a) Rule antecedents defined by cluster centers (b) Antecedents defined by random values from the smallest hyper-box containing the training data
Fig. S-13: Visualization of the Swiss Roll data using proposed method with rule antecedents defined by (a) cluster centroids,
(b)random values from the smallest hyperbox containing the training data.
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Fig. S-14: Visualization of the Frey face data set using the proposed method with random rule antecedents.
(a) Original data (b) Antecedents defined by random valueswithin zero and one
(c) Antecedents defined by random values
within zero and one
Fig. S-15: Visualization of the Swiss Roll data set (a) in original space; by proposed method with rule antecedents defined by
random values within zero and one (b) best run (c) worst run.
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(a) ISOMAP output for Training Set (b) Out of sample extension of ISOMAP for Test Set
Fig. S-16: For experiment 1 on validation of predictability with the Swiss Roll data : (a) ISOMAP output for Training Set,
and (b) Out of sample extension of ISOMAP for Test Set.
(a) LLE output for Training Set (b) Out of sample extension of LLE for Test Set
Fig. S-17: For experiment 1 on validation of predictability with the Swiss Roll data : (a) LLE output for Training Set, and (b)
Out of sample extension of LLE for Test Set.
15
(a) Autoencoder encoded output for Training Set (b) Autoencoder encoded output for Test Set
Fig. S-18: For experiment 1 on validation of predictability with the Swiss Roll data : (a) Autoencoder encoded output for
Training Set, and (b) Autoencoder encoded output for Test Set.
(a) 2nd Order SNPPE output for Training Set (b) 2nd Order SNPPE output for Test Set
Fig. S-19: For experiment 1 on validation of predictability with the Swiss Roll data : (a) 2nd Order SNPPE output for Training
Set, (b) 2nd Order SNPPE output for Test Set.
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(a) 3rd Order SNPPE output for Training Set (b) 3rd Order SNPPE output for Test Set
Fig. S-20: For experiment 1 on validation of predictability with the Swiss Roll data : (a) 3rd Order SNPPE output for Training
Set, (b) 3rd Order SNPPE output for Test Set.
Fig. S-21: Visualization of the training and test set (black rectangle borders) for Frey face data set using the proposed method
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Fig. S-22: Visualization of the training set using ISOMAP and test set (black rectangle borders) with its Out of sample extension
for Frey face data set
Fig. S-23: Visualization of the training set using LLE and test set (black rectangle borders) with its Out of sample extension
for Frey face data set
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Fig. S-24: Visualization of the training set using Autoencoder encoded output and test set (black rectangle borders) for Frey
face data set
Fig. S-25: Visualization of the training set using 2nd Order SNPPE output and test set (black rectangle borders) for Frey face
data set
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Fig. S-26: Visualization of the training set using 3rd Order SNPPE output and test set (black rectangle borders) for Frey face
data set
(a) ISOMAP output for Training Set (b) Out of sample extension of ISOMAP for Test Set
Fig. S-27: For experiment 2 on validation of predictability with the Swiss Roll data : (a) ISOMAP output for Training Set,
and (b) Out of sample extension of ISOMAP for Training Set and Test Set.
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(a) LLE output for Training Set (b) Out of sample extension of LLE for Test Set
Fig. S-28: For experiment 2 on validation of predictability with the Swiss Roll data : (a) LLE output for Training Set, and (b)
Out of sample extension of LLE for Training Set and Test Set.
(a) Autoencoder encoded output for Training Set (b) Autoencoder encoded output for Test Set
Fig. S-29: For experiment 2 on validation of predictability with the Swiss Roll data : (a) ISOMAP output for Training Set,
and (b) Out of sample extension of ISOMAP for Training Set and Test Set.
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(a) 2nd Order SNPPE output for Training Set (b) 2nd Order SNPPE encoded output for Test Set
Fig. S-30: For experiment 2 on validation of predictability with the Frey face data : (a) 2nd Order SNPPE output for Training
Set, and (b) 2nd Order SNPPE for Training Set and Test Set.
(a) 3rd Order SNPPE output for Training Set (b) 3rd Order SNPPE encoded output for Test Set
Fig. S-31: For experiment 2 on validation of predictability with the Frey face data : (a) 3rd Order SNPPE output for Training
Set, and (b) 3rd Order SNPPE for Training Set and Test Set.
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(a) Proposed Method Output for Set 1 (b) Proposed Method Output for Set 2
(c) Proposed Method Output for Set 3 (d) Proposed Method Output for Set 4
(e) Proposed Method Output for Set 5 (f) Proposed Method Output for Set 6
Fig. S-32: For experiment 3 on validation of predictability with leave one out sets composed of the first object of the COIL
data set, proposed method outputs corresponding to : (a) Set 1, (b) Set 2, (c) Set 3, (d) Set 4, (e) Set 5, and (f) Set 6 .
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(a) Training Set (blue circles) and Test
Set (red circles)
(b) Histogram of maximum rule firings
for Training Set (blue region) and Test
Set (red region)
(c) Proposed Method Outputs for Train-
ing Set (blue circles) and Test Set (red
circles) without exercising rejection op-
tion
Fig. S-33: (a) Training Set (blue circles) and Test Set (red circles), (b) Histogram of maximum rule firings for Training Set
(blue region) and Test Set (red region) and (c) Proposed Method Outputs for Training Set (blue circles) and Test Set (red
circles) without exercising rejection option.
(a) (b)
Fig. S-34: Visualization of Swiss Roll data with: (a) original input space, and (b) proposed method with Sammon’s Objective.
(a) Original Data (b) Proposed Method with Sammon’s Objective
Fig. S-35: Visualization of S Curve data with: (a) original input space, and (b) proposed method with Sammon’s objective.
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(a) Original Data (b) Proposed Method with Sammon’s Objective
Fig. S-36: Visualization of Helix data with: (a) original input space, and (b) proposed method with Sammon’s objective.
