Measurement of W+W− production cross section in proton-proton collisions at √s = 13 TeV with the ATLAS detector by Dutta, Baishali
Measurement of W+W− production cross section
in proton-proton collisions at
√
s = 13 TeV
with the ATLAS detector
DISSERTATION
zur Erlangung des akademischen Grades
DOCTOR RERUM NATURALIUM
(Dr. rer. nat.) im Fach Physik
Spezialisierung: Experimentalphysik
eingereicht an der
Mathematisch-Naturwissenschaftlichen Fakultät
der Humboldt-Universität zu Berlin
von
M.Sc. Baishali Dutta
Präsidentin der Humboldt-Universität zu Berlin
Prof. Dr.-Ing. Dr. Sabine Kunst
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät
Prof. Dr. Elmar Kulke
Gutachter/innen: 1. PD Dr. Klaus Mönig
2. Prof. Dr. Thomas Lohse
3. PD Dr. Matthias Mozer
Tag der mündlichen Prüfung: 19.06.2018
i
iii
Acknowledgements
First of all, I would like to express my sincere gratitude to my supervisor Prof. Klaus Mönig
for the support of my research work, motivation, invaluable advice and especially for believing
in me. His guidance helped me a lot in flourishing my understanding of Elementary Particle
Physics and also pursuing my doctorate.
Besides my supervisor, I would like to immensely thank my advisor Dr. Kristin Lohwasser for
her insightful comments and encouragement in my research work. She not only helped me in my
research but also for the hard questions which incented me to widen my research from various
perspectives. Moreover, I am incredibly grateful to her for having faith in me whenever I was
troubled. I could not have imagined having a better advisor and mentor for my research work.
I cordially thank my colleagues, especially Dr. Thorsten Kuhl and fellow PhD students Akanksha
and Elias for the stimulating discussions and for all the fun we have had during my PhD period
at DESY Zeuthen. Also, I thank all my friends for their continuous moral boost and for being
there in my ups and downs.
Above all, I would like to thank my family - my parents, my elder sister and my best friend
Amit for supporting me spiritually throughout my journey as a doctoral student and my life in
general.
iv
vZusammenfassung
Diese Arbeit stellt eine Messung desW+W− Produktionswirkungsquerschnitts
in pp Kollisionen bei einer Schwerpunktenergie von
√
s = 13 TeV vor. Der
verwendete Datensatz wurde mit dem ATLAS Detektor im Jahr 2015 aufgeze-
ichnet und entspricht einer integrierten Luminosität von 3,16 fb−1. Die
W+W− Ereignisse werden über leptonische Zerfälle der W -Bosonen selektiert,
wobei jeweils eines der W Bosonen in ein Elektron und ein Elektronneutrino
und das andere in ein Myon und ein Myonneutrino zerfällt. Der gemessene
Wirkungsquerschnitt in einem Referenzphasenraum, der nahe der Detek-
torakzeptanz definiert ist, beträgt
σfiducial
W
+
W
− = 529± 20 (stat.)± 50 (syst.)± 11 (lumi.) fb.
Das Ergebnis stimmt innerhalb der Fehlergrenzen mit der besten verfüg-
baren Standardmodell-Vorhersage von 478± 17 fb überein. Die kinematischen
Verteilungen der im Zerfall der beidenW Bosonen produzierten Leptonen wur-
den genauer untersucht, um die drei-Eichbosonenkopplung bei den WWγ und
WWZ Vertizes zu messen. Abweichungen dieser Kopplungen vom Standard-
modell können ein Hinweis auf neue Physik sein. Für die Größen, welche diese
anomalen Kopplungen parametrisieren, wurden Konfidenzintervalle berechnet.
Die beobachteten Kopplungen stimmen mit dem Standardmodell überein.
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Abstract
This thesis presents a measurement of W+W− production cross section with
the pp collision data collected at the ATLAS detector in the year of 2015.
The dataset corresponds to a centre-of-mass collision energy of
√
s = 13 TeV
with a total integrated luminosity of 3.16 fb−1. The W+W− signal events are
selected using a signature where one of the W bosons decays into an electron
and an electron neutrino while the other produces a muon with an associated
muon neutrino. The measured cross section in the chosen fiducial phase space
close to detector acceptance is
σfiducial
W
+
W
− = 529± 20 (stat.)± 50 (syst.)± 11 (lumi.) fb.
The result within the assigned uncertainties is compatible with the best
available Standard Model prediction of 478± 17 fb. The observed kinematic
spectrums of the produced leptons from the decay of the two W bosons are
further investigated to study the triple gauge boson couplings at the WWγ
and WWZ vertices. The deviation of these couplings from the Standard
Model can probe the existence of new physics. The confidence intervals have
been calculated for the parameters representing these anomalous couplings.
The observations are consistent with the Standard Model expectations.
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Chapter 1.
Introduction
A revolutionary era for the particle physics experiments at the energy frontier commenced in
March 2010 with the first collision at the Large Hadron Collider (LHC). The LHC with its
unprecedented energy reach accomplished one of its primary goals, the discovery of the Higgs
boson predicted in the Standard Model (SM) within just over two years. In July 2012, the
two main LHC experiments ATLAS and CMS announced the observation of this SM-like Higgs
boson with five sigma signifcance [1,2]. The high energy proton-proton collisions at the LHC
further provide prospects to study the properties of the discovered SM Higgs boson, understand
the SM more precisely as well as search for new physics beyond the SM.
The SM is known to be a well-tested theoretical model with no contravening experimental
observations so far. The validity of the SM is proven till date at the currently attainable
accelerator energies. However, there exist many theoretical questions unexplained by the SM
that imply the incompleteness of this theory. Such questions address the baryon asymmetry of
the universe, the presence of the dark matter and dark energy and the masses of the neutrinos.
Moreover, the SM Higgs boson mass of ∼ 125 GeV [3] is very small compared to the Planck
mass, referred to as the “hierarchy problem”, is yet to be explained. These suggest the existence
of unobserved new physics phenomena. Since the nature of this new physics is not known, it
becomes necessary to test the SM with higher precisions at high energy physics experiments
and put more stringent constraints on its parameters highly sensitive to deviations from the SM
expectations.
A precision measurement of the W+W− (denoted as WW for simplicity) production cross
section offers a unique platform to test the SM predictions while the anomalous triple gauge
boson couplings at the WWγ and WWZ vertices further constraint the SM parameter space
and probe new physics.
The WW production cross section measurements at the ATLAS and CMS experiments at the
centre-of-mass energies of 7 and 8 TeV [4–7] have induced a large interest amongst the particle
physics enthusiasts in the recent few years. These measurements consistently observed an excess
of the WW cross section in comparison with the next-to-leading order (NLO) SM prediction
in the perturbative quantum chromodynamics. The discrepancies between the measurements
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and predictions are reduced with higher order theoretical calculations at next-to-next-to-leading
order (NNLO) and also taking into account the logarithmic contributions resulting from soft
gluon emission at next-to-next-to-leading logarithm (NNLL) accuracy [8–11]. Therefore, it
would be fascinating to confront the best available theoretical prediction with an updated
measurement at a collision energy of 13 TeV, almost twice as large as before.
Besides, the WW production process contributes as a major background source to the Higgs
boson decaying into the WW final state. It is therefore important to improve our understanding
and modelling of the WW process for a better understanding of the Higgs boson properties.
The production of the W boson pair provides a crucial test for the electroweak sector in
the SM. The gauge bosons of the electroweak interaction couple with each other due to the
non-abelian gauge structure of the underlying electroweak theory. This characteristic permits
vertices with three or four gauge boson couplings. The SM precisely predicts these couplings
where some of them vanish in the SM. However, these couplings are experimentally not well
constrained. The WW pair production through a virtual photon γ or Z boson allows us to
study the triple gauge boson couplings at the WWγ and WWZ vertices.
The implication of this non-abelian structure further influences the WW production rate at
higher energies. The two dominant subprocesses of the WW production involve the interaction
of the quarks - the proton constituents where the W boson pair is produced by the scattering
process as well as by the annihilation process through the exchange of a virtual photon γ
or Z boson. The latter involves the self-coupling of the gauge bosons as mentioned earlier.
The production rates of both these subprocesses increase to infinitely large values with higher
energies. However, the negative inference between these two nullifies these divergences. This
is only possible if the coupling strengths of the W bosons to other particles in the SM and
its self-couplings are compliant with the SM predictions. Therefore, the WW production is a
challenging process enabling us to test the fundamental structure of the SM itself.
Hence, the measurement of the WW production cross section presented in this thesis provides
a means to test the predictability of the SM and study the sensitivity of these triple gauge
boson couplings deviating from the SM predictions.
This chapter provides an overview and motivations of the studies presented in this thesis.
Chapter 2 discusses the theoretical knowledge required to study the production of the WW
process in the proton-proton collisions at the LHC. Chapter 3 describes the ATLAS detector
and its subsystems that collect the proton-proton collision events which are further processed
through the event reconstruction procedures as elaborated in Chapter 4. The WW signal
selection and contributing background estimations are described in Chapter 5, followed by the
WW cross section measurement and its comparison with the SM expectation in Chapter 6.
The study of the anomalous triple gauge boson couplings is detailed in Chapter 7 and finally
Chapter 8 concludes with a summary of the analysis presented in this thesis work.
Chapter 2.
Theoretical Motivation
The theoretical knowledge to understand the WW production process is reviewed in this chapter.
Section 2.1 discusses the Standard Model (SM) [12–16] of particle physics, proven to be the
most successful theoretical model so far to describe physics interactions in the microscopic
realm. Developed mainly during 1960’s and 1970’s, it remarkably explains the three fundamental
interactions - the electromagnetic, weak and strong interactions of nature that govern our
universe. The fourth fundamental interaction, the gravitational force has so far not been
successfully incorporated into the SM. However, at the typical scale of elementary particle
physics, the strength of the gravitational force is far too weak even in comparison with the weak
interaction (the weakest force in the SM) to play a significant role [17]. Therefore, it can be
ignored for the results presented in this thesis. The particles and nature of physics interactions
predicted by the SM are verified over the years at significantly high precisions in the high energy
physics experiments [3]. This section provides an insight into the nature of interactions amongst
the particles in the SM.
This analysis studies the WW production process using the proton-proton (pp) collision
dataset provided by the LHC. The phenomenology of a pp collision and different phases of its
evolution are therefore discussed in Section 2.2. The generation of Monte Carlo (MC) samples
as detailed in Section 2.3 considers all these evolution phases to model physics processes that
contribute to an analysis.
Finally, Section 2.4 presents the production mechanisms and important aspects of the
pp→WW process whereas Section 2.5 describes the theoretical concept of the anomalous triple
gauge boson couplings that can probe physics beyond the Standard Model.
2.1. The Standard Model
The Standard Model is mathematically formulated as a quantum field theory that combines
the special theory of relativity and quantum mechanics. Physical matter is composed of
fundamental spin-12 particles, called fermions. In this field theory approach, the fermions
3
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are defined as local excitations of the underlying fields. The forces of nature occur from the
interactions between these fundamental fields which are introduced in the SM as gauge fields
belonging to certain symmetry groups. The quanta (excitations) of these gauge fields are the
spin-1 bosons, named as the gauge bosons in the SM. The gauge bosons mediate the forces
between the matter particles (fermions). The symmetry carried by an interaction is obtained
by requiring the Lagrangian describing the interaction to be invariant under local (space-time)
transformation of the corresponding symmetry group and is responsible for conserving specific
physical quantities [18]. The combined symmetry group representing the internal symmetry of
the SM is given as
U(1)Y ⊗ SU(2)L ⊗ SU(3)C
where the electromagnetic and weak interactions in the SM are combinedly represented by
the U(1)Y ⊗ SU(2)L gauge group, spontaneously broken by the Higgs mechanism as discussed
in Subsection 2.1.1. The quantum field theory that illustrates the electromagnetic interac-
tion is called Quantum Electrodynamics (QED). The strong interaction is described by the
SU(3)C symmetry group and the corresponding field theory is referred to as the Quantum
Chromodynamics (QCD), addressed in Subsection 2.1.2.
Elementary Particles and Forces
The elementary particles and nature of forces existing in the SM are introduced in the following.
Each particle whether elementary or composite has its own antiparticle. An antiparticle exhibits
identical properties but has opposite sign of its associated quantum numbers and electrical
charge to that of the particle.
The fermions, basic constituents of physical matter, are classified into two types of particles -
leptons and quarks. Both types are arranged in three generations where the particles in one
generation differ from the particles in other generations by their masses and the properties
depending on the mass, such as lifetime and kinematically allowed decay modes.
Each lepton generation includes two leptons - a particle with an electrical charge of -1 and
an electrically neutral neutrino particle. The charged leptons are the electron, muon and
tau particles that are associated with the corresponding electron, muon and tau neutrinos
respectively.
The quarks are also split into three generations - (up, down), (charm, strange) and (top,
bottom) that carry electrical charges of (+ 23 , -
1
3). The quarks carry a quantum number called
colour charge arbitrarily chosen to be red, green or blue. In nature, only colour-neutral particles
are observed. Therefore, the quarks are never witnessed in isolation rather in the form of hadrons
- mesons and baryons. The mesons are composed of a quark with a certain colour charge and
an antiquark with the corresponding anticolour charge. The baryons are formed as a triplet of
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quarks with associated colour charges of red, green and blue which by definition sum up to a
colour-neutral state.
The quarks and charged leptons are massive but the neutrinos are treated as massless particles
in the SM. Although the observed neutrino oscillations [19] indicate the neutrinos to have non-
vanishing masses as well. The magnitude of the three neutrino masses have not yet been
measured but neutrino experiments provide upper limits [3]. Table 2.1 shows the fundamental
fermions together with some of their essential properties.
Generation Flavour Symbol Mass Charge Flavour Symbol Mass Charge
Quarks Leptons
1st
Up u 2.2+0.6−0.4 MeV + 23 Electron e 0.51 MeV −1
Down d 4.7+0.5−0.4 MeV − 13 Electron neutrino νe < 2 eV + 0
2nd
Charm c 1.28± 0.03 GeV + 2
3
Muon µ 105.66 MeV −1
Strange s 96+8−4 MeV − 13 Muon neutrino νµ < 2 eV + 0
3rd
Top t 173.1± 0.6 GeV + 2
3
Tau τ 1776.86± 0.12 MeV −1
Bottom b 4.18+0.04−0.03 GeV − 13 Tau neutrino ντ < 2 eV + 0
Table 2.1.: Properties of the fermions - the fundamental matter particles in the SM [3].
The fermions interact through the fundamental forces carried by the gauge bosons - the force
carriers. The electromagnetic force acts on all charged particles and is mediated by the massless
photon γ. It binds the negatively charged electrons and positively charged nucleus (composed
of protons and neutrons) together inside an atom. The force responsible for nuclear processes,
such as the β decay is the weak force carried by three massive gauge bosons - W+, W− and Z.
All fermions participate in the weak interaction. Only the weak force acts in flavour1 changing
processes, such as an electron transformed into a muon. The strong force acts on the quarks
and at a larger scale binds protons and neutrons inside atomic nuclei to ensure the stability of
matter. Eight massless gluons (g) mediate the strong force and are bi-coloured objects composed
of a colour and an anticolour combination. Both quarks and gluons with a net colour charge
experience the strong interaction. The properties of the gauge bosons in the SM are summarised
in Table 2.2. The photon, Z boson and gluons are their own antiparticles while the W+ is the
antiparticle of the W− boson.
Interaction Symbol Mass [GeV] Charge
Electromagnetic γ x0 ± 0
Weak (charged) +W ± 80.387± 0.016 ± 1
Weak (neutral) Z 91.188± 0.002 ± 0
Strong g x0 ± 0
Table 2.2.: Properties of the gauge bosons - the force carriers in the SM [3].
1Types of different fermions are also known as flavours.
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The spin-0 Higgs boson of mass around 125 GeV [3] completes the list of particles in the SM.
It is the excitation of the Higgs field responsible for the mass generation of the fundamental
particles, as discussed in Subsection 2.1.1.
2.1.1. Electroweak Interaction
The electromagnetic and weak forces are two entirely separate phenomena but can be unified and
treated as two aspects of a single force. In 1979, S. L. Glashow, A. Salam and S. Weinberg [12–15]
succeeded in unifying the electromagnetic and weak interactions into a single theoretical
description, called the electroweak theory or the GSW theory.
As per the individual symmetry groups of the two interactions mentioned earlier, the combined
symmetry group of the electroweak interaction is given as U(1)Y ⊗ SU(2)L. The respective
conserved quantum numbers associated with the SU(2)L and U(1)Y symmetry groups are the
three-component weak isospin I and the hypercharge Y . Three components of the weak isospin
operator can be expressed in terms of the three Pauli matrices (σa, a = 1, 2, 3). The hypercharge
Y relates I3 (third component of the weak isospin operator I) and the electrical charge Q
through the Gell-Man-Nishijima relation as Q = I3 + Y2 [20]. Since the Pauli matrices do not
commute, the SU(2)L group is a non-abelian group whereas the U(1)Y group is abelian. The
index L in the SU(2)L group indicates the fact that only the left-handed
2 fermions (right-handed
antifermions3) interact via the weak interaction. Therefore, in this approach, the fermion fields
can be split into left and right-handed components. The left-handed fermions form doublets
in the weak isospin space (I = 12 and I3 = ± 12) while the right-handed fermions are singlets
(I = I3 = 0).
Gauge fields represent interactions in the SM. For the electroweak interaction, the gauge
fields - Bµ and W
a
µ (a = 1, 2, 3) are introduced that belong to the U(1)Y and SU(2)L symmetry
groups respectively. The Higgs field, a complex scalar doublet Φ with four degrees of freedom,
is additionally included [21,22].
The covariant derivatives describing the electroweak interactions between the gauge fields
and the left and right-handed fermion fields ψR/L as well as between the scalar Higgs doublet Φ
can be written as
DµψL =
(
∂µ − i
g
2
W aµσ
a − ig
′
2
BµY
)
ψL (2.1)
DµψR =
(
∂µ − i
g′
2
BµY
)
ψR (2.2)
DµΦ =
(
∂µ − i
g
2
W aµσ
a − ig
′
2
BµY
)
Φ (2.3)
2The handedness of a fermion is an intrinsic property, called chirality which is equal to helicity (projection of a
particle’s spin on its direction of motion) for massless particles.
3For the neutrinos, no right-handed equivalence is observed yet.
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In the above set of equations, g and g′ refer to the respective coupling constants of the SU(2)L
and U(1)Y gauge groups. σ
a denote the Pauli matrices. The interactions between the gauge
fields with the left and right-handed fermion fields are different as the W aµ fields only act on the
left-handed fermions or right-handed antifermions. The Bµ gauge field, on the other hand, does
not differentiate the fermions depending on their handedness. The Lagrangian describing the
electroweak sector including the Higgs field is given as
Lewk = −
1
4
W aµν .W
µν
a −
1
4
Bµν .B
µν (2.4)
+
∑
fermions
(
iψ¯LDµγ
µψL + iψ¯RDµγ
µψR
)
(2.5)
+ (DµΦ)†(DµΦ)− V (Φ) (2.6)
−
∑
fermions
λf
(
ψ¯LΦψR + ψ¯RΦ¯ψRL
)
(2.7)
Equation 2.4 in the electroweak Lagrangian includes the kinetic energy terms of the W aµ and
Bµ fields. Under the gauge invariance, W
a
µ and Bµ gauge field tensors can be expressed as
W aµν = ∂µW
a
ν − ∂νW aµ − gϵabcW bµW cν (2.8)
Bµν = ∂µBν − ∂νBν (2.9)
The bi-linear term −gϵabcW bµW cν in the W aµ field tensor (Equation 2.8) contains the totally
antisymmetric Levi-Civita tensor ϵabc and is responsible for the self-interaction of the W aµ gauge
fields. It is due to the non-abelian nature of the SU(2)L group that allows the W
a
µ fields to
couple with each other whereas the abelian U(1)Y group prohibits the self-interaction of the Bµ
field. The Lagrangian describing the self-interaction of the W aµ gauge fields in Equation 2.4 by
employing the expression of the W aµ field tensor can therefore be written as
Lintgauge = −
1
4
W aµν .W
µν
a = −
1
2
gϵabc
(
∂µW
a
ν − ∂νW aµ
)
W bµW cν (2.10)
− 1
4
g2ϵabcϵapqW aµW
b
νW
pµW qν (2.11)
The gauge fields W aµ and Bµ do not correspond directly to physically observed particle fields.
However, linear combinations of these four fields (W aµ and Bµ) can be constructed to produce
the physical fields observed in nature. The states W 1µ and W
2
µ mix to form the charged vector
bosons (W ±µ ) whereas the photon (Aµ) and Z boson (Zµ) fields can be represented by the
mixing of Bµ and W
3
µ states. These physically observed gauge boson fields are
8 Theoretical Motivation
W ±µ =
1√
2
(
W 1µ ∓ iW 2µ
)
(2.12)
Zµ = − sin θWBµ + cos θWW 3µ (2.13)
Aµ = +cos θWBµ + sin θWW
3
µ (2.14)
where θW = tan
−1(g
′
g
′ ) is the weak mixing angle, also referred to as the Weinberg angle, which
is a measure for the mixing between the W aµ and Bµ terms. The physical fields (Equations 2.12 -
2.14) can now be employed further in the self-interaction Lagrangian term Lintgauge (Equations 2.10
and 2.11) to identify the two triple (WWZ, WWγ) and four quartic (WWWW , WWZZ,
WWZγ and WWγγ) gauge boson couplings in the SM. These Triple Gauge Boson Couplings
(TGCs) are of particular interest in this thesis and are discussed in details in Section 2.5.
The second term (Equation 2.5) of the electroweak Lagrangian describes the interaction
between the fermion and gauge fields.
So far, Equations 2.4 and 2.5 of the electroweak Lagrangian as discussed above evidently
describe the interactions between the fermions and electroweak gauge bosons as well as the gauge
bosons’ self-interaction. However, these can only explain massless gauge bosons and fermions
that contradicts our observations (Table 2.1 and 2.2). R. Brout, F. Englert and P. Higgs in
1970 [21, 22] proposed a potential solution to this perplexity of theoretically massless gauge
bosons and fermions. The proposed mechanism of introducing the Higgs field and generating
masses of the fundamental particles, is referred to as the Brout-Englert-Higgs (BEH) mechanism.
The terms in Equation 2.6 of the electroweak Lagrangian represent the interaction of the gauge
fields with the Higgs field along with the Higgs field’s self-interaction. The Higgs potential V (Φ)
has a non-vanishing vacuum expectation value v which spontaneously breaks the SU(2)L⊗U(1)Y
symmetry and gives masses to the gauge bosons in the SM. The masses of the W ± and Z
bosons are obtained by absorbing three out of the four degrees of freedom of the Higgs field Φ.
The fourth degrees of freedom of the Higgs field manifests itself as the massive spin-0 Higgs
boson, the excitation of the Higgs field. The masses of the Higgs and the gauge bosons in the
SM generated by the BEH mechanism are
mW =
gv
2
, mZ =
v
2
√
g2 + g′2, mγ = 0, and mH =
√
2λv
where λ is the self-coupling of the Higgs boson. The interaction of the gauge fields with the
Higgs field further introduces the trilinear (WWH , ZZH) and quadrilinear (WWHH , ZZHH)
couplings as well as cubic (HHH) and quartic (HHHH) self-couplings of the Higgs boson.
Finally, the last term of the electroweak Lagrangian (Equation 2.7) presents the Yukawa-type
interaction between the fermion (lepton and quark) fields and the Higgs field that gives masses
to the fundamenal fermions as
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mf =
λfv
2
where λf refers to the Yukawa coupling for each fermion f .
2.1.2. Strong Interaction
The interaction between the particles carrying a non-vanishing colour charge (quarks and gluons)
is the strong interaction. The field theory Quantum Chromodynamics (QCD) describes this
interaction and is based on the symmetry group SU(3)C . The index C refers to the colour charge,
the conserved quantum number of this symmetry group. Eight gluon fields are introduced to
describe the interaction between the quarks and gluons and also the interaction between the
gluons themselves. The non-abelian nature of this SU(3)C gauge group allows the gluons to
interact with each other. The self-interaction of the gluons leads to two important characteristics
of the QCD theory, referred to as the colour confinement and the asymptotic freedom.
The colour confinement indicates the fact that the particles with a net colour charge are not
experimentally observed. Figure 2.1a illustrates this mechanism for a meson consisting of a
quark-antiquark (QQ¯) pair. If the quark and the antiquark in the QQ¯ pair are about to be
separated, a “colour-tube” is formed by the self-interaction of the gluons between them. The
energy contained inside this “colour-tube” increases with the distance between Q and Q¯. If the
colour field inside the “colour-tube” acquires sufficient energy, a light quark-antiquark (qq¯) pair is
created. The final state now consists of two colour-neutral mesons (QQ¯→ QQ¯+ qq¯ → Qq¯+ qQ¯).
This mechanism is also known as the string breaking where the QCD string between the initial
quark Q and the antiquark Q¯ is broken due to the light qq¯ pair creation.
The strong coupling constant αs determines the strength of the strong interaction and shows
a dependency on the energy scale of the interaction of interest. At high energies, corresponding
to smaller distances and higher momentum transfer Q2 exchanged in an interaction, the αs
decreases asymptotically. In the limit Q2 →∞, the αs vanishes and the quarks behave as bare
quasi-free particles. This effect is referred to as the asymptotic freedom. The energy dependence
of αs as shown in Figure 2.1b, makes it a running coupling constant. Therefore, at high energies
(short distances), the QCD is applied as a perturbative theory of the strong coupling constant
αs. For energy lower than approximately 200 MeV [23], the coupling constant becomes large
enough to create new quarks and gluons due to the colour confinement as explained before and
the perturbative QCD is no longer be applicable there.
The calculation of physical observables, such as the cross section of a process, described
by the Feynman diagrams involving at least one quark or gluon loop in QCD, might lead to
divergent results while integrating over the internal loop momenta. It is due to the perturbative
theory that computes these observables which is only effective for a certain energy range. The
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(a) (b)
Figure 2.1.: Graphical illustration of string breaking in QCD (Figure 2.1a), taken from Reference [24]
and the world average of αs measured in 2015 as a function of energy scale Q [25]
(Figure 2.1b).
contribution from effects outside this energy range can also direct to divergent results. These
divergences can be removed by renormalising the coupling constant αs from its bare value to the
experimentally measured physical value at the energy scale of the process of interest. Therefore,
a new energy scale, known as the renormalisation scale (µR) [16,26], is introduced at which the
physical coupling constant αs(µ
2
R) is evaluated. The choice of µR is arbitrary and is further
discussed in Section 2.2.
The strong interaction governs the proton-proton collisions at the hadron colliders where both
the colour confinement and asymptotic freedom play a crucial role as discussed in the following.
2.2. Proton-Proton Collisions
A proton is a composite particle consisting of three valence quarks (uud) that determine its
associated quantum numbers. It also contains sea quarks - virtual quarks and antiquarks
produced by gluon splitting into quark-antiquark pairs. Partons (quarks and gluons) are held
inside the proton by the strong force, mediated by gluons.
In the high energy proton-proton (pp) collisions, hard scattering occurs between the individual
partons inside the protons. It is a direct consequence of the asymptotic freedom as discussed
earlier. The perturbative QCD theory can describe this short distance hard scattering process
at a high precision. In addition to the hard scattering process, long distance soft (low energy)
interactions also happen between the rest of the partons via the exchange of gluons, which in
turn create new quarks and gluons and interact further. Therefore, the evolution of the pp
collisions consists of a short distance hard interaction well predicted by the perturbative QCD
as well as long distance soft interactions where the perturbative QCD is not applicable. The
latter is commonly referred to as the non-perturbative effects. The factorisation theorem [27]
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separates these short and long distance effects at an arbitrarily chosen energy scale, referred to
as the factorisation scale µF .
The perturbative and non-perturbative evolution phases of the pp collisions at the hadron
colliders are discussed below.
Partonic Cross Section
The partonic cross section σˆX of the hard scattering interaction describes probability or cross
section for the production of a process in a pp collision. It is in general proportional to the
matrix element squared |Mif |2. The matrix element includes all physical information of the
transition between the initial state i and the final state f along with the couplings and spins of
the involved particles in the hard scattering process. It is calculated from the Lagrangian of the
process using the Feynman rules. The cross section of a process AB → X in a pp collision is
therefore calculated using σˆX as
σ(AB → X) =
∑
a,b
∫
dxadxbfa/A(xa, µ
2
F )fb/B(xb, µ
2
F )× σˆX(ab→ X) (2.15)
where the two incoming protons A and B collide and the parton a (b) carries the momentum
fraction xa(b) of the incoming proton A (B). The Parton Distribution Function (PDF) fa(b) is
the probability of the parton a (b) to carry the momentum fraction xa(b). Using the perturbative
expansion of σˆX up to a given order N , Equation 2.15 can be formulated as
σ(AB → X) =
∑
a,b
∫
dxadxbfa/A(xa, µ
2
F )fb/B(xb, µ
2
F )×
[
σˆ0 + αs(µ
2
R)σˆ1 + ...+ α
N
s (µ
2
R)σˆN
]
ab→X
(2.16)
where σˆi is the partonic cross section at a specific order i of the perturbation theory. The
perturbative series includes an infinite number of terms which is impossible to calculate in
reality. Therefore, the theoretical cross section calculation is pursued to a finite number of
terms. The cross section calculated at the first term of the perturbative series, refers to the
leading order (LO), up to the second term indicates the next-to-leading order (NLO) cross
section calculation and so on. The renormalisation and factorisation scales are denoted as µR
and µF respectively. The more orders in the perturbative expansion of αs are included in the
cross section calculation, the less dependent the calculation becomes on the chosen µR and µF
scales. A common choice of these energy scales is µR = µF that are often fixed to the scale of
the hard interaction, such as the invariant mass of the final state particles. The dependencies
on these chosen scales introduce an uncertainty, called scale uncertainty in the cross section
calculation. If the process of interest involves resonant production, such as W or Z boson, the
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subsequent decay of these resonances are also taken into account in the partonic cross section
by considering the respective branching ratios4.
The Parton Distribution Function (PDF) defines the probability of a certain parton carrying
the momentum faction x of the initial proton at the momentum transfer scale Q2. The Q2
evolution of the PDFs is analytically calculable by the DGLAP equations [28–31]. However, the
PDF dependency on the momentum fraction x cannot be calculated analytically and therefore
determined from experimental datasets. Several working groups provide the PDFs obtained by
fitting a significantly large amount of data from multiple experiments. Figure 2.2 shows the x
dependence of the PDF of individual partons at two different values of Q2. For low Q2, the
proton is dominated by valence quarks (u, d) while at low x, sea quarks and gluons populate
the proton.
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Figure 2.2.: Parton distribution functions as a function of momentum fraction x for two momentum
transfer scales Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right), provided by the PDF
fitting group MSTW [32].
Parton Shower
The hard scattering in a pp collision is described by the partonic cross section at a fixed
order in the perturbative QCD, a given PDF set and certain choices of the factorisation and
renormalisation scales. The colour field connects the strongly interacting coloured particles
involved in this hard interaction. As the particles move away from each other, the energy of the
colour field increases and hence additional gluon radiation, gluon splitting occur resulting in
4The branching ratio determines how likely a particle decay in a certain decay mode.
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many gluons and quark-antiquark pairs. This parton shower starts at the high energy scale and
continues downwards up to the low energy where the perturbation theory breaks down and the
colour confinement confines the shower of partons into hadrons.
Hadronisation
The produced partons in the showering process cannot exist freely due to the colour confinement.
Therefore, the partons are recombined to form colour-neutral hadrons. This hadronisation
process can be described by phenomenological models and two such common models are the
lund-string model [33] and cluster model [34].
Underlying Events
The underlying events refer to the additional interactions not originating from the hard scattering
in a pp collision. Such effect consists of fragmentation of the proton remnants as well as multiple
scattering in which more than one parton pairs interact. These additional interactions mostly
occur at a low Q2 scale and are also described by phenomenological models.
The Monte Carlo (MC) simulation of physics processes in the pp collisions considers all these
effects as mentioned above and is described in the following section.
2.3. Monte Carlo Generation
Monte Carlo (MC) simulation is necessary for all physics processes that contribute to an analysis.
The simulated samples predict the expected sensitivity of the detector exposed to various
physics processes and estimate the relative contribution of each process in the real recorded
data. To facilitate this, MC production undergoes several computing stages where both the hard
scattering perturbative and soft non-perturbative interactions in a pp collision are simulated.
A physics event is first generated by MC event generators that calculate the matrix element
for a given physics process. The matrix element involves the initial hard scattering process of
a fixed number of incoming or outgoing particles using the perturbative QCD calculation at
leading order (LO) or next-to-leading order (NLO) in power of αs. The respective PDFs of the
contributing partons in the hard scattering process describe their kinematics. The showering
of the outgoing particles and their hadronisations are modelled in the next step. Finally, the
underlying events are simulated and overlaid. The generated event is then propagated through
the virtual ATLAS detector infrastructure using the Geant4 (GEometry ANd Tracking) [35, 36]
software that simulates the particle-detector interactions or hits. In the sensitive material of the
detector, these hits are collected to construct the full simulated event eventually.
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At different parts of this analysis, MC events are considered at various evolution phases of the
pp collisions. The parton-level refers only to the hard scattering interaction before going through
the parton shower and hadronisation processes. The particle-level or truth-level indicates the
phase where the hard scattering and non-perturbative effects are already simulated in the event.
The detector-level or reconstruction-level points to the events reconstructed in the detector.
2.4. W+W− Production
The W+W− (simply denoted as WW ) production is the most abundant diboson production
process in the SM. At the LHC, the pp→WW final state is predominantly produced by the
quark-antiquark (qq¯) interaction.
The qq¯ →WW production mechanism involves the s-channel annihilation and the t-channel
scattering processes and the respective leading order (LO) Feynman diagrams are depicted in
Figures 2.3a and 2.3b. The s-channel diagram demonstrates the production of the WW final
state through the exchange of a Z/γ∗ boson and involves the triple gauge boson vertices WWγ
and WWZ. In the t-channel production mechanism, the two W bosons in the final state are
the result of the scattering between the initial quark and antiquark. The WW production by
quark-gluon (qg and q¯g) interaction starts contributing at next-to-leading order O(αs) in the
perturbative QCD and has a minimal contribution in the total WW production cross section in
comparison with the qq¯ →WW process. The qq¯, qg and q¯g →WW processes are combinedly
denoted as qq¯ →WW process in the following.
Besides the qq¯ interaction, the W boson pair can also be produced in the gluon fusion that
contributes only via loop diagrams appearing at next-to-next-to-leading order O(α2s) in the
perturbative QCD. The gluon fusion mediated via a quark loop can produce the WW final
state as presented in the Feynman diagram 2.3c. This process is referred to as the non-resonant
gg →WW process. However, gluon fusion can also produce an intermediate Higgs boson which
eventually creates a W boson pair in its subsequent decay. This gg → H → WW process as
shown in the Feynman diagram 2.3d is known as the resonant Higgs boson production.
In the following sections, the WW process is referred to as the combination of the three
subprocesses - qq¯ → WW , non-resonant gg → WW and resonant gg → H → WW unless
explicitly stated. The relative contributions of the qq¯ →WW , non-resonant and resonant gg
productions to the total WW cross section are 87%, 5% and 8% respectively. The cross section
predictions of these three subprocesses are discussed in details in Chapter 6.
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Figure 2.3.: Leading order Feynman diagrams of the WW production via qq¯ and gg interactions. The
s-channel diagram (Figure 2.3a) produces the W boson pair through the exchange of
a Z/γ∗ boson and involves the triple gauge boson vertices - WWγ and WWZ. The
t-channel production (Figure 2.3b) shows the two W bosons scattered off the initial
quark-antiquark pair. Figure 2.3c and 2.3d are the respective Feynman diagrams of the
W boson pair production in gluon fusion through a quark loop and an intermediate Higgs
boson.
The non-abelian structure of the electroweak theory permits the electroweak gauge bosons to
self-interact as discussed in Section 2.1.1. The self-interaction of the gauge bosons directs to
two important features of the WW production process. The energy dependence of the cross
section is discussed below whereas Section 2.5 describes the sensitivity of the gauge bosons’
self-couplings to physics beyond the SM.
The partonic cross sections of the s and t-channel qq¯ →WW production processes vary with
the centre-of-mass collision energy sˆ as ∼ 1sˆ lnsˆ [37]. The individual cross section calculation
for these two channels grows to infinitely large value with sˆ. But as soon as both channels are
combined, a negative interference acts between the channels. This interference effect introduces
a cancellation that constraints the combined cross section to a finite value as per expectation.
This cancellation itself is the outcome of the non-abelian structure of the electroweak gauge
theory and only persists if all the existing couplings including the self-couplings of the gauge
bosons in the SM are as predicted.
The interference between the s and t-channels can be visualised in Figure 2.4 where the
measured e+e− →WW cross section in the electron-positron (e+e−) collisions with the LEP
experiments [38] is compared with the theoretical predictions. The WW production mechanisms
in the e+e− collisions are analogous to the qq¯ → WW process as shown in the Feynman
diagrams 2.3a and 2.3b after replacing the qq¯ pair with the e+e− pair. The t-channel scattering
of the e+e− →WW process occurs through the exchange of a neutrino νe whereas the s-channel
annihilation process produces the WW final state via the exchange of a γ or Z boson and
involves the WWγ and WWZ vertices. The theoretical predictions are shown only for the
t-channel, in the absence of WWZ vertex and combining the s and t-channel contributions. The
cross section dampening after adding both the contributing channels is the first clear evidence
of the non-abelian nature of the electroweak theory.
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Figure 2.4.: Measured e+e− →WW cross section in the e+e− collisions at the LEP experiments. The
dashed lines represent the theoretical cross section predictions only for the t-channel i.e.
in the absence of WWγ and WWZ vertices (blue), in the absence of WWZ vertex (red)
and the combined s and t-channel contributions (cyan) [38].
2.5. Anomalous Triple Gauge Boson Couplings
TheWW production process via qq¯ interaction in the s-channel (Figure 2.3a) involves two Triple
Gauge Boson Couplings (TGCs) - WWγ and WWZ that have fixed values in the SM. However,
these two couplings can deviate from their predicted SM values as experimental results [38]
do not highly constraint them. Any deviations in those couplings would cause an enhanced
production cross section of the WW process at higher energies. The deviations of the TGCs
from their SM expectations are referred to as the anomalous Triple Gauge Boson Couplings
(aTGCs) that can be probed in this WW production process.
An effective Lagrangian [39] with a most general form under the condition that the charge
and parity are individually conserved, can be written to describe these TGCs as
LWWXeff
gWWX
= −i[gX1 Xµ(W−µνWµ+ −W+µνW ν−)+ kXW+µ W−ν Xµν + λX
M2W
XµνW ρ+ν W
−
ρµ
]
(2.17)
where gX1 , K
X and λX withX being either a γ or a Z boson, are the newly introduced coupling
parameters. The overall coupling constants gWWX are gWWγ = e and gWWZ = e cot θW with e
being the electrical charge of the positron. The θW refers to the weak mixing angle.
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The self-interaction Lagrangian describing the triple and quartic gauge boson couplings in
the SM are constructed in Equations 2.10 and 2.11 in the form of the W aµ fields. However,
the physical gauge boson fields as obtained in Equations 2.12 - 2.14 can be inserted into
Equation 2.10 to express the TGCs in terms of the physically observed gauge bosons W , Z and
γ. This can be written as
Lintgauge
∣∣
TGCs = − ig
[
W−µνW
µ+ −W+µνW ν−
](
cos θWZ
µ + sin θWA
µ)
− ig
2
(
cos θWZµν + sin θWAµν
)[
Wµ−W ν+ −Wµ+W ν−] (2.18)
The comparison of the effective Lagrangian (Equation 2.17) and the SM Lagrangian for TGCs
(Equation 2.18) leads to the SM values of the new coupling parameters as gX1 = K
X = 1 and
λX = 0. The deviations of these parameters representing the anomalous couplings (aTGCs) are
commonly parametrised as
∆gX1 = g
X
1 − 1 (2.19)
∆kX = kX − 1 (2.20)
λX (2.21)
where all six independent aTGC parameters vanish in the SM. The electromagnetic gauge
invariance furthermore fixes ∆gγ1 to zero and leaves only five independent aTGC parameters -
∆gZ1 ,∆k
Z , λZ ,∆kγ and λγ .
Moreover, two simplifying assumptions motivated by the SU(2)L ⊗ U(1)Y gauge invariance
restrict the number of independent aTGC parameters from five to three. These assumptions,
referred to as the “LEP scenario”, are as follows
∆kZ = ∆gZ1 −∆kγ tan2 θW
λ = λγ = λZ
In the SM these anomalous coupling parameters are exactly zero to avoid tree-level unitarity
violation. So, if there exists no beyond the SM (BSM) physics, these anomalous couplings
parameters would violate the unitarity bounds. This violation can be prevented by introducing√
sˆ (invariant mass of the WW system) dependent Form Factor (FF) that would modify the
anomalous coupling k as
k(
√
sˆ) =
k(0)
(1 +
√
sˆ
Λ
2
FF
)2
(2.22)
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where ΛFF is the energy scale where new physics affecting the anomalous couplings would
occur. The upper bounds on the aTGCs can be obtained at this ΛFF [40]. The “no form factor
scenario” (ΛFF →∞) is also often used in the limit setting.
An alternative parametrisation of the aTGCs parameters is described by the Effective Field
Theory (EFT) approach that obeys the SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge invariance and does
not introduce an arbitrary form factor. This approach is demonstrated in Reference [41].
The aTGC parameters relating the WWZ coupling can also be studied in the WZ production
process while the Wγ production can probe the anomalous couplings at the WWγ vertex.
In this analysis, five independent aTGC parameters (∆gZ1 ,∆k
Z , λZ ,∆kγ and λγ) are investi-
gated without any imposed constraints or form factor (implying ΛFF =∞).
Chapter 3.
The LHC and the ATLAS Detector
This chapter introduces the experimental setup to study the WW process at the ATLAS
detector, one of the four multipurpose particle detectors situated at the Large Hadron Collider
(LHC). Section 3.1 gives a general overview of the LHC accelerator and describes the condition
of the proton-proton (pp) beams collided at the ATLAS detector in 2015. A description of
the detector and its subsystems built to detect a large number of particles produced in the pp
collisions is provided in Section 3.2.
3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) [42], world’s most powerful hadron-hadron collider is located
at the European Organization for Nuclear Research (CERN) facility in Geneva, Switzerland. It
accelerates two counter-rotating proton as well as the heavy ion (Pb) beams inside a ring of
26.7 km circular circumference. The LHC contains four major interaction points at which the
two beams are brought to collision.
Multiple pre-accelerators accelerate the protons up to an energy of 450 GeV before they are
injected into the LHC ring. The protons are inserted into the ring as bunches where each bunch
contains about 1011 protons. A bunch spacing of 25 or 50 ns separates two consecutive bunches.
So far, proton beams are accelerated inside the ring to the maximum beam energy of 6.5 TeV
corresponding to the maximum centre-of-mass collision energy of
√
s = 13 TeV.
The LHC delivers an extremely high instantaneous luminosity L that is proportional to
the rate of proton-proton interactions and therefore is directly correlated to the data volume
recorded at the detectors. It is quoted in units of cm−2s−1 and evaluated as
L = f n1n2
4piσxσy
(3.1)
where f is the frequency with which the number of protons n1 and n2 in beam 1 and 2 collide.
σx and σy denote the horizontal and vertical spread of the particle beams. The total integrated
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luminosity L over a data-taking period is therefore given as
L =
∫
Ldt (3.2)
It is related to the total number of interactions N produced by a given physics process with
cross section σ as
N = σL (3.3)
The high instantaneous luminosity causes the number of proton-proton interactions in a single
collision to be more than one which is referred to as pileup. However, due to small bunch spacing,
additional proton-proton interactions in a collision may also occur from neighbouring (previous
or next) bunches. These pileup interactions mostly consist of low energy soft non-perturbative
physics processes that accompany one energetic hard-scattered interaction of interest.
3.1.1. Beam Conditions in 2015
After a two-year-long shutdown (LS1 - Long Shutdown I), the LHC has been operated at a
centre-of-mass energy of
√
s = 13 TeV in 2015 and its peak instantaneous luminosity reached a
value of 5.0× 1033 cm−2s−1 [43]. Figure 3.1a shows the total integrated luminosity delivered
by the LHC and recorded by the ATLAS detector with 25 ns bunch spacing in 2015. A total
luminosity of 3.2 fb−1 is used for physics analyses due to the requirement that all detector
subcomponents should be fully functional. The average number of interactions per collision is
presented in Figure 3.1b.
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Figure 3.1.: Breakdown of the total integrated luminosity delivered by the LHC and collected by the
ATLAS detector in 2015 (Figure 3.1a) and the average number of interactions per collision
(Figure 3.1b) [43].
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3.2. The ATLAS Detector
The ATLAS detector [44] is designed to study proton-proton collisions at the LHC and is
constructed to be forward-backwards and cylindrically symmetric with respect to the interaction
point. It comprises several subsystems wrapped in layers around the central beam pipe. The
innermost subsystem closest to the beam pipe is the Inner Detector (ID) - a tracking system
immersed in a 2 T solenoidal magnetic field that measures the momentum of charged particles
by the magnetic deflection of their trajectories. The electromagnetic and hadronic calorimeters
surround the ID to provide a precise measurement of particle energies. The outermost subsystem
is the Muon Spectrometer (MS) - another tracking system to determine muon trajectories. It is
embedded inside three superconducting toroidal magnets. Each detector subsystem is segmented
into one barrel and two identical end-cap units. The barrel unit surrounds the beam pipe as a
concentric cylindrical layer while the end-caps are mounted vertically. A schematic overview of
the ATLAS detector is shown in Figure 3.2 and the major subsystems are highlighted.
Figure 3.2.: Schematic view of the ATLAS detector [44].
Coordinate System
The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal
interaction point at the centre of the detector. The positive x -axis points towards the centre
of the LHC ring, the positive y-axis directs vertically upwards and the positive z -axis is along
the beam direction. The cylindrical geometry of the detector makes it convenient to work with
polar coordinates. The azimuthal angle φ is measured from the positive x -axis in the transverse
x -y plane whereas polar angle θ is measured from the positive z -axis in y-z plane.
In the high energy particle collisions, the rapidity y is preferred over θ as the difference in
rapidity ∆y remains Lorentz-Invariant under longitudinal boosts along the beam direction. It is
defined as
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y =
1
2
ln
[
E + pz
E − pz
]
(3.4)
where E is the particle’s energy and pz corresponds to the z -component of its three-momentum
vector p⃗. However, it is difficult to measure the energy and momentum of highly relativistic
particles. In such a scenario, another useful quantity pseudorapidity η = −ln (tan θ2) is considered
that only depends on the polar angle θ. In the high relativistic limit with the approximation
that the mass of a particle is negligible, the pseudorapidity becomes equivalent to the rapidity.
The distance in the η-φ plane is defined as ∆R =
√
(∆η)2 + (∆φ)2.
Along the longitudinal beam direction, the initial momentum of the colliding partons inside the
proton is not known and hence the conserved physics quantities5, such as transverse momentum
pT, transverse energy ET and transverse mass mT are measured in the transverse x -y plane.
3.2.1. Inner Detector
The Inner Detector (ID) [45] is placed closest to the interaction point to register charged
particles produced in a collision and precisely measures their momenta up to |η| < 2.5. A
solenoidal magnetic field of 2 T parallel to the beam axis acts throughout the ID that bends
charged particles depending on their electrical charge. The ID comprises three independent
and complementary subsystems - the pixel detector, the Semiconductor Tracker (SCT) and the
Transition Radiation Tracker (TRT). Each subsystem further contains several layers of detecting
materials placed one after another. Figure 3.3 shows the R-z cross-sectional view of the ID
subsystems.
Pixel Detector
The pixel detector is the innermost ID subsystem surrounding the beam pipe that provides the
highest resolution for determining the trajectories (tracks) of charged particles. It is instrumented
with four layers of silicon pixel sensors. Each pixel layer contributes to a three-dimensional (R,
φ, z ) space point measurement (hit) as a charged particle passes through it. The innermost
pixel barrel layer - the Insertable B-Layer (IBL) [47] has been installed as an extra tracking
layer during LS1 (Figure 3.3). The insertion of the IBL improves the overall tracking efficiency
of the pixel detector even in the presence of a large number of particle tracks produced in higher
luminosity and centre-of-mass energy collisions. The IBL is complemented by three outer pixel
5The conserved quantities of a particle of mass m, energy E and three-momentum vector |p⃗| = (px, py, pz)
produced in a pp collision, can be expressed in terms of polar angle θ as
pT =
√
p
2
x + p
2
y = |p⃗| sin θ, pz = |p⃗| cos θ, ET = E sin θ and mT =
√
m
2
+ p
2
T .
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Figure 3.3.: R-z cross-sectional view for one half of the ID from the interaction point (z = 0). The
top panel lists all ID subsystem layers. The bottom panel shows a magnified view of the
pixel detector including the Insertable B-Layer (IBL), the innermost pixel barrel layer
inserted during LS1 [46].
layers arranged as three cylindrical barrel layers and three perpendicular disks in each end-cap
region.
The position measurement in IBL sensors of size 50× 250 µm2 has an intrinsic azimuthal
(R-φ plane) resolution of 8 µm and axial (z ) resolution of 40 µm in the barrel region only [48].
The outer three pixel layers comprise sensors of size 50 × 400 µm2 and provide 10 µm azimuthal
resolution in R-φ (z -φ) plane and 115 µm axial resolution in z (R) direction over the barrel
(end-caps) unit [48].
Semiconductor Tracker
The Semiconductor Tracker (SCT) is segmented into four barrel layers and nine end-cap disks of
silicon microstrip sensor modules. Each module consists of four strip sensors, two at the top and
two at the bottom. The top and bottom pair of sensors on alternate sides of a single module
are placed at a relative angle of 40 mrad to record full three-dimensional position measurement.
Strip sensors are designed to have 17 µm azimuthal and 580 µm axial resolutions in the barrel
and end-cap units [48]. The SCT complements the pixel tracking system by providing at least
four additional hits for better momentum resolution of the tracks.
Transition Radiation Tracker
The Transition Radiation Tracker (TRT) is constructed with drift tubes (straws), each with a
diameter of 4 mm and filled with an active xenon based gas mixture. The areas, affected by the
gas leakage before LS1, were flushed with argon gas as a substitute for the expensive xenon
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during this LS1 shutdown phase. The inter-gap between the tubes are filled with polypropylene
polymer that acts as transition radiation material. Charged particles crossing the straw tubes
ionise the TRT gas and produce two-dimensional hits in the azimuthal plane with an intrinsic
resolution of 130 µm per straw [48]. The TRT with its coarser resolution than the pixel and
SCT detectors is expected to add ∼ 36 hits to the precision tracking within |η| < 2.0. In
addition to the ionisation hits, low energy transition radiation photons are also produced as
the particles cross the polymer material. The probability of emitting these photons depends on
the relativistic Lorentz factor γ = Em of the incoming particle and hence the emission is more
likely to happen for electrons than the charged pions. This characteristic provides a means to
separate electrons from charged pions.
3.2.2. Calorimeter Systems
The ATLAS detector uses sampling calorimeters [49] with alternating layers of an active sensing
material and a passive absorber. It is designed to absorb the entire energy of electromagnetic
(EM) and hadronic showers produced by the interaction of incident particles with the detector
material. It has two primary systems. The electromagnetic calorimeter (commonly referred
to as the EM calorimeter) directly surrounding the ID provides the energy measurement of
EM objects, such as electrons and photons. The hadronic calorimeter surrounding the EM
calorimeter is optimised for hadronic particles stemming from the hadronisation of produced
quarks and and are usually collimated in jets.
Electromagnetic Calorimeter
The EM calorimeter utilises liquid argon (LAr) as the sensing material, lead plates as an absorber
and accordion-shaped kapton electrodes as the readout system. This accordion geometry gives
the possibility of full coverage in φ with no azimuthal cracks. The barrel part of the EM
calorimeter is divided into two halves at z = 0 and covers up to |η| < 1.475. Two end-caps
extend to a pseudorapidity range of 1.375 < |η| < 3.2.
The energy is measured in cells with varying η, φ granularity in the three longitudinal layers
of the EM calorimeter as shown in Figure 3.4a for a barrel segment. The front strip layer with
very fine η granularity can separate showers initiated by electrons or photons from neutral
pions by resolving the impact points of the two closely collimated photons from the pion decay.
The middle layer includes even finer granularity in φ and is crucial for energy measurement of
EM objects. The third layer with the coarsest granularity receives the tail of the EM showers.
Energy depositions in these three layers contribute to the final energy measurement. A single
layer LAr presampler detector (|η| < 1.8) is placed in front of the EM calorimeter to estimate
the energy loss of electrons and photons before entering into the strip layer. The EM calorimeter
measures the energy of EM objects with a designed energy resolution of σEE =
10%√
E
⊕ 0.7% [44].
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Hadronic Calorimeter
The hadronic calorimeter is designed to fully stop the particle showers initiated by hadronic
objects in the detector and measures their energy. It comprises the barrel tile calorimeter (|η| <
1.7) and the LAr hadronic end-caps (1.5 < |η| < 3.2) with increasingly coarser granularity. The
tile calorimeter makes use of steel-plate absorbers and plastic scintillators as sensing material
while the LAr hadronic end-caps use copper and liquid argon as the absorber and sensing
element respectively. Figure 3.4b shows a schematic view of the tile calorimeter where the
scintillators are coupled with wavelength-shifting fibres that transmit the scintillator signals
to the photomultiplier tubes for readout. The barrel and end-cap hadronic calorimeters are
designed to provide an energy resolution of σEE =
50%√
E
⊕ 3% [44]. The LAr forward calorimeters
measure the energy of both electromagnetic and hadronic objects in the forward regions (3.1
< |η| < 4.9).
(a) (b)
Figure 3.4.: Longitudinal three-layer segmentation of the EM calorimeter with their respective η, φ
granularities (Figure 3.4a) and schematic view of a barrel segment of the tile calorimeter
(Figure 3.4b) [44].
3.2.3. Muon Spectrometer
The Muon Spectrometer (MS) [50] is fully integrated within three large air-core toroids to
measure muon trajectories bent by magnetic deflection. One barrel (|η| < 1.0) and two end-cap
(1.4 < |η| < 2.7) toroids include eight coils each aligned radially around the beam pipe. The
region between 1.0 < |η| < 1.4 is the transition region of the barrel and end-cap detector
components. The air-core minimises the material density that the muons must traverse. This
reduces the possibility of multiple scattering and hence improves the tracking resolution. In the
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transition region, magnetic deflection occurs due to overlapping of the barrel and end-cap fields
and the performance has been significantly improved by inserting additional detectors during
LS1.
The high precision muon tracking system involves two different detector technologies to
determine momentum and position of muon tracks in the bending (R-z ) plane. Precise muon
tracking mainly comes from the Monitored Drift Tube (MDT) chambers comprising three to
eight layers of drift tubes filled with pressurised argon gas. Muon hits are detected in the ionised
gas with a single-hit spatial resolution of 80 µm. Due to the high radiation levels in the region
of 2.0 < |η| < 2.7, the MDT chambers are replaced with the Cathode Strip Chambers (CSCs),
multiwire proportional chambers with higher rate capability and improved spatial resolution of
60 µm.
The MS is capable of triggering muon tracks within the region |η| < 2.4 using precision
trigger chambers - the Resistive Plate Chambers (RPCs) and the Thin Gap Chambers (TGCs).
Both RPCs (|η| < 1.05) and TGCs (1.05 < |η| < 2.4) complement the tracking chambers by
measuring η and φ coordinates of the muon tracks.
3.2.4. Trigger System
With a nominal bunch spacing of 25 ns, the LHC is designed to deliver a collision rate of 40 MHz.
However, due to limitations in technologies and computing resources, only a fraction of the total
event rate can be recorded. The ATLAS Trigger and Data Acquisition System (TDAQ) [51]
records events produced in the pp collisions at a manageable readout rate of 1 kHz. Besides, it
preserves events interesting for physics analyses. The trigger system involves a two-level trigger
selections [52] - a hardware-based Level-1 (L1) trigger and a single software-based High-Level
Trigger (HLT).
The L1 trigger uses customised electronics and is instrumented directly in the detector. To
identify objects with high momentum, it processes raw energy deposits (energy cluster) in
the calorimeter systems and muon information coming from the muon trigger chambers. The
L1 trigger defines Region-of-Interest (RoI) around each identified object passing a specific pT
threshold using the raw detector information and sends the decision (to select or reject an event)
to the HLT. It reduces the bunch crossing rate of 40 MHz to the readout event rate of 100 kHz
with a decision latency of less than 2.5 µs.
The HLT trigger further reduces the readout event rate to 1 kHz. It performs a full event
reconstruction by processing every subsystem information within the identified RoI. Only events
passing the HLT are permanently stored and used in physics analyses.
Reconstructing objects during trigger-level event processing is referred to as the online
reconstruction as opposed to the offline reconstruction that is carried out on the recorded events
as discussed in Chapter 4.
Chapter 4.
Event Reconstruction
A recorded event is processed through a sequence of offline algorithms that reconstructs the full
event and classifies the physics objects inside it.
The classification of physics objects inside an event begins with constructing trajectories or
tracks of the charged particles by combining the hits in the ID. The reconstructed tracks are
then associated with the interaction points, called vertices from which the tracks originate. The
track and vertex reconstructions are discussed in Section 4.1.
Tracks matched with their respective vertices are finally used to reconstruct the physics
objects inside an event with or without being combined with the energy deposits (clusters) in the
calorimeter systems or the MS hits. A series of optimisation is performed on the reconstructed
objects to improve their quality. Sections 4.2 - 4.4 describe these offline object reconstruction
algorithms and criteria to select physics objects, such as electrons, muons and jets that are
interesting for this analysis. Section 4.5 discusses the reconstruction of missing transverse
momentum to infer indirectly measured neutrinos that pass through the detector without
leaving any trail.
If more than one object is built from a single track or energy cluster, an ambiguity resolution
is performed that prioritises a specific object and discards the others. This procedure is known
as the overlap removal and detailed in Section 4.6.
Not all data events reconstructed by the algorithms as mentioned earlier, participate in this
analysis. Some of them might be affected by high detector noise or reconstruction inefficiencies.
Therefore, a data quality cross-check is performed to remove these poor events from data to
ensure the selection of good quality events. This is achieved using the Good Runs List (GRL)
selection as presented in Section 4.7.
Moreover, the same set of algorithms (Sections 4.1 - 4.6) as applied to the data are also
used to reconstruct and select physics objects in the simulated MC events. The efficiencies
of each of the object selection steps (Section 4.1 - 4.4) are compared between the data and
MC samples. The differences in data and MC efficiencies are applied for the corrections of MC
samples to replicate the data responses. Section 4.8 describes the applied MC corrections and
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the associated object selection uncertainties. These corrections and uncertainties influence the
MC predictions for physics processes that eventually contribute to this analysis.
4.1. Tracks and Vertices
Track reconstruction uses two sequential algorithms [53] that combine the hits produced by a
charged particle in the ID subsystems into a helical trajectory.
The inside-out algorithm begins with creating a preliminary seed track from a set of three
hits starting from the inner pixel layers towards the SCT. A hit entering the seed must be
compatible with the expected hit position in the detector based on the momentum and impact
parameters6 estimated from the track curvature in the uniform magnetic field. A combinatorial
Kalman filter approach [54] further builds the track candidate from the chosen seed by adding
consecutive hits in the remaining pixel and SCT layers. In this pattern recognition process,
multiple track candidates can be formed if there exists more than one hit in a single layer
compatible with the seed track. In such a scenario, a track satisfying quality criteria, such as
higher hit multiplicities is given priority. A global χ2 track fit reconstructs the track segment in
the silicon (the pixel and SCT) detectors. The silicon track segment is later extended to the
TRT by adding successive TRT hits. Eventually, a final track fit obtains the full reconstructed
track combining the information of all ID layers.
Reconstructing a track with the inside-out algorithm relies entirely on the seed track formation.
Secondary charged particles coming from kaon decays or photon conversions might have few or
no hits in the pixel and SCT layers to form the seed track. Hence, an alternative back-tracing
outside-in algorithm is considered. It starts with reconstructing the track segment in the TRT
and is later extended inwards by adding consecutive hits in the SCT and pixel detectors. The
TRT track segments with no associated SCT or pixel hits are recorded as the TRT-only tracks.
To limit the number of reconstructed tracks in the full ID coverage (|η| < 2.5), only tracks
with pT > 0.4 GeV and minimum seven hits in the silicon detectors are further processed [55].
Tracks are extrapolated back to the beamline to reconstruct the vertices in an event. A
vertex finding algorithm [56] is used to create a vertex seed by looking at the global maximum
in the z distribution of the extrapolated tracks. An iterative χ2 fit is performed on the vertex
seed and the tracks around it, that refits the seed position. If a track is displaced by less than
seven standard deviations (7σ) from the seed position, it is assigned to that vertex candidate.
Otherwise, it is removed from the input list of the fit and considered to seed a new vertex. The
process continues until no additional vertices or unassociated tracks are found in the event.
In this procedure, an event can have more than one vertex and each vertex requires at least
6The longitudinal and transverse distance of the extrapolated track to the beamline from the interaction point.
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two associated tracks. The vertex that contains the maximum
∑
p2T of all associated tracks is
chosen as the primary vertex.
4.2. Electrons
Electron reconstruction [57] combines the EM calorimeter energy cluster with compatible ID
track within |η| < 2.47. An incoming EM particle deposits energy into many cells in the
three longitudinal EM calorimeter layers. All these cells affected by the incoming particle is
combinedly referred to as the energy cluster.
To perform the offline cluster reconstruction [58], the EM calorimeter is segmented into a
grid of Nη ×Nφ = 200× 256 towers. The size of the towers is equivalent to the EM calorimeter
middle layer granularity of ∆η×∆φ = 0.025× 0.025. The deposited cell energies are measured
inside these towers and for a single particle, the total energy cluster can be distributed to several
neighbouring towers. The algorithm searches for cluster seeds with a minimum transverse
energy ET of 2.5 GeV using a sliding window of size 3× 5 towers. Simultaneously, reconstructed
tracks with pT > 0.5 GeV are extrapolated to the points of impact in the EM calorimeter
middle layer. A track is then matched with a cluster seed to reconstruct an electron candidate,
provided the distance between the track’s point of impact and the seed cluster barycentre is
within |∆η| < 0.05. If multiple tracks get combined to a single seed, a selection is made based
on the maximum number of pixel and SCT hits or minimum distance from the seed position.
Electron tracks are then refitted using an improved tracking algorithm Gaussian-Sum filter
(GSF) [59] to account for the energy losses due to the bremsstrahlung process. The electron
cluster energy is finally recomputed using a 3× 7 (5× 5) towers in the barrel (end-caps) region
of the EM calorimeter. The total electron energy is evaluated by adding the cluster energy with
the estimated energy deposited around the cluster (lateral leakage), outside the cluster in the
hadronic calorimeter (hadronic leakage) and in the ID and presampler detector.
The reconstruction efficiency is defined as the fraction of all reconstructed electron clusters
that are associated with ID tracks to form electron candidates and further satisfy specific track
quality criteria. It is measured in Z → ee events selected in data and MC sample as a function
of both transverse energy ET and pseudorapidity η as shown in Figure 4.1. In the central region
of the detector (|η| < 2.47), the reconstruction efficiency is ∼ 98% except in the transition
region of 1.37 < |η| < 1.52 (Figure 4.1b). The efficiency in this transition region, also known as
the crack region, drops significantly due to a large amount of material placed at the boundaries
between the barrel and end-caps of the EM calorimeter.
The reconstructed electrons include the contribution of genuine signal electrons from heavy
resonance decays, such as W → eν, Z → ee along with background contaminations. Background
electrons originate from hadronic jets or semi-leptonic decays of heavy quarks (b quarks) that
exhibit similar detector responses as the signal electrons. The electrons from photon conversions
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Figure 4.1.: Data/MC comparisons for electron reconstruction efficiency as the function of electron
ET (Figure 4.1a) and η (Figure 4.1b). The shown uncertainty includes both statistical
and systematic uncertainties associated with the efficiency measurements [60].
are also treated as background as they are not originated from the signal processes of interest. A
multivariate likelihood-based technique [57] is used to distinguish the signal electrons from the
associated backgrounds. It utilises the shape and size of the EM showers produced by electrons
in the EM calorimeter along with the track property information. A likelihood discriminant is
constructed to simultaneously analyse each of these properties and identify an electron being
signal or background. Imposing selections on this likelihood discriminant introduces three
electron identification operating points - Tight, Medium and Loose. Each operating point
corresponds to a certain signal selection efficiency and background rejection. The Loose criterion
has the highest signal efficiency but lowest background rejection as it is mostly dominated
by jet backgrounds containing u, d, s and c quarks. The Tight operating point, on the other
hand, provides the lowest signal efficiency but the highest background rejection. This analysis
primarily selects Tight electrons whereas in certain areas, it does require Medium electrons
as well. Figure 4.2 shows the combined electron reconstruction and identification efficiencies
measured in J/ψ → ee and Z → ee events for low ET (7 < ET < 15 GeV) and high ET (ET
> 15 GeV) electrons respectively.
Identified signal electrons are mostly isolated while the background electrons tend to align with
the presence of nearby objects. An isolation requirement provides further background suppression
by applying selections on nearby energy deposits or tracks surrounding the electron candidate.
This can be achieved by both calorimeter and track-based measurements. The calorimeter-based
isolation is measured by subtracting the electron cluster energy from the total energy deposited
within a cone size of ∆R = 0.2 around the electron cluster. The track-based isolation follows
the same procedure. It is calculated by subtracting the pT of the primary electron track (p
e
T)
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Figure 4.2.: Combined electron reconstruction and identification efficiencies in data and MC as a
function of electron ET (left) and η (right). The shown uncertainty includes both statistical
and systematic uncertainties [57].
from the total pT of all tracks in a variable cone size of ∆R = min(0.2, 10GeV/p
e
T). These
two measurements are finally combined into isolation operating points optimised for specific
efficiencies to meet the need for different analyses. In this analysis, the Gradient isolation
operating point is chosen. The efficiency of reconstructed and identified electrons from Z → ee
decay process to satisfy the Gradient isolation selection is ∼ 90 (99)% for electrons with pT
> 25 (60) GeV [57].
4.3. Muons
The muon candidates are formed by combining the reconstructed track segments in the ID and
MS tracking systems. The procedure to reconstruct tracks as detailed in Section 4.1 is applied
to construct the ID track segment. The MS track segment uses a combination of hits in multiple
layers of the muon chambers. The muon reconstruction algorithm [61] classifies the muons into
the following four classes where each class uses different subdetector (ID, calorimeters or MS)
responses to determine the muon trajectory.
• Combined (CB): A track segment in the MS is extrapolated and combined with an ID
track segment to obtain the full muon trajectory.
• Segment-tagged (ST): An ID track segment is recognised as originating from a muon if
associated with at least one local track segment in either MDT or CSC when extrapolated.
This class is optimal for low pT muons as they might not travel through all the MS detecting
layers due to the low momentum.
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• Calorimeter-tagged (CT): An ID track segment is matched with calorimeter energy
deposits to reconstruct a muon object. The deposited energy in such case must be
compatible with the expected energy deposits from minimum ionising particles, such as
muons. This category is beneficial to muons within |η| < 0.1 where the MS offers almost
no coverage.
• Extrapolated (ME): In the region of 2.5 < |η| < 2.7, the ID provides no coverage.
Therefore, the MS track segment cannot be matched with any ID track segment but
extrapolated close to the interaction point.
An identification criterion is imposed on the reconstructed muon candidates to select the signal
muons produced by the W,Z or the Higgs boson decays and reject the associated background
objects. Such background objects primarily originate from the decay of light-hadrons (pions,
kaons). Three identification operating points - Loose, Medium and Tight are constructed to offer
a definite signal efficiency and background rejection by applying a different level of selections
on track and calorimeter variables. This analysis uses muons selected with Medium operating
point that accepts only the CB and ME reconstruction classes.
Figure 4.3a shows the data and MC reconstruction efficiencies of Medium muons with |η| > 0.1
as a function of muon pT. The efficiencies are obtained from J/ψ → µµ and Z → µµ events
selected in both data and MC for low and high pT muons respectively.
The signal muons are mainly well separated or isolated from other particles. But, the
background muons from the semi-leptonic hadronic decays are embedded inside the hadronic
jets. The isolation criterion measures the activity of nearby objects around the muon candidate
and provides additional background rejection. The muon isolation operating points combine
both calorimeter and track-based isolation measurements performed using a similar procedure
as applied to the electrons. The calorimeter-based measurement is defined by adding the
total deposited transverse energy in a cone size of ∆R = 0.2 around the muon candidate and
subtracting the energy deposited by the muon itself. The track-based measurement calculates
the pT of all tracks and removes the muon track pT contribution (p
µ
T) from it in a cone size of
∆R = min(0.3, 10GeV/pµT) around the muon track. A Gradient isolation operating point is
chosen to be applied on the muon candidates used in this analysis. The data and MC efficiencies
measured in Z → µµ events for Medium muons to satisfy the Gradient isolation requirement is
presented in Figure 4.3b.
4.4. Jets
Jets are originated from the hadronisation of initial quarks, gluons and subsequent hadronic
decays of W/Z bosons (W → qq¯, Z → qq¯). They produce collimated particle showers and
deposit energy in the calorimeter systems.
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Figure 4.3.: Data/MC comparisons of both the reconstruction (Figure 4.3a) and isolation (Figure 4.3b)
efficiencies ofMedium muons as a function of muon pT. The uncertainties on the efficiencies
presented in the top panels are only statistical while the bottom panels show the ratio of
data to MC efficiencies including both statistical and systematic uncertainties [61].
The jet reconstruction process searches for topologically connected clusters in the calorimeters.
These clusters combine neighbouring cells with significant energy deposits above the background
noise level. An iterative anti-k t [62] algorithm uses the topological clusters as inputs to build the
jet candidates. This algorithm iterates over every pair of topological clusters i, j and computes
the distance di,j between them. It also determines the distance di of each cluster i from the
beam axis. Both these distance parameters - di,j and di are defined as
di,j = min(
1
k2t,i
,
1
k2t,j
)
∆R2i,j
R2
, di =
1
k2t,i
(4.1)
where kt,i is the transverse momentum of the i
th cluster and R is the reference radius parameter
that roughly determines the size of the jet candidate. If d = min(di,j , di), the minimum of the
two distance parameters mentioned above, becomes equal to di,j , then the clusters i and j are
merged and the process continues. In case of d = di, the i
th cluster is identified as a complete
jet cluster and removed from the algorithm process. The process continues until all clusters
are identified as jet clusters. Jet clusters are then combined with the associated ID tracks to
complete the reconstruction process. In this analysis, reconstructed jets with reference radius
parameter R = 0.4 are selected.
The reconstructed jet energy is thereafter calibrated using an EM+JES calibration scheme [63]
to the true energy of the jet originating from a stable hadronic particle. The energy calibration
accounts for detector responses and the effect of multiple pp interactions (pileup) in the same
bunch crossing. The average energy of the pileup interactions is subtracted from the measured
jet energy for pileup correction. The η−pT dependent corrections are also applied to the jet
energy derived from dedicated MC simulation. Further corrections consider the longitudinal and
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transverse structure of the jets, inactive areas of the detector as well as jets that are not fully
contained in the calorimeters. For jets in data, an additional in-situ [64] correction is applied
that calibrates the jet energy to account for the difference between the data and MC simulation
in jet energy measurement. These calibrations are usually referred to as the Jet Energy Scale
(JES) response. The calibrated central jets (jets in the central region of the detector within
|η| < 2.4) with pT > 25 GeV and forward jets (within 2.4 < |η| < 4.5) with pT > 30 GeV are
selected in this analysis.
In addition to the uniform pileup correction applied by the EM+JES scheme, pileup jets can
originate from QCD effects from a single pileup vertex or multiple vertices. The Jet Vertex
Tagger (JVT) technique [65] is used to separate the hard-scattered jets from these pileup jets
by extrapolating them back to their primary vertices. The JVT is two-dimensional likelihood
discriminant that uses both jet track and vertex information to ensure that most of the selected
jets must be associated with their respective primary vertices. In this analysis, a JVT > 0.64
requirement for central jets with pT < 50 GeV is used that provides 92% efficiency in selecting
only the hard-scattered jets of interest.
Identification of b-jets
The identification of jets originating from the bottom (b) quarks is essential for many analyses
where physics processes involving the top quarks play an influential role. The top quark in such
processes predominantly decays into a b quark that eventually hadronises into a b-jet in the
detector.
The b-hadrons (containing b quarks) inside the b-jet have longer lifetimes than other hadrons
inside the light-jets (coming from u, d, s quarks or gluons) and c-jets (from c quarks). Hence,
the b-jet secondary vertex is displaced from the primary vertex of the event. A multivariate
b-tagging MV2c20 algorithm [66] uses accurate track reconstruction, impact parameter, primary
and secondary vertex information of reconstructed and calibrated central jets with pT > 20 GeV.
It is trained to discriminate b-jets from light-jets or c-jets using MC simulation. The signal
sample comprises events with b-jets and the background sample is composed of 20% c-jet and
80% light-jet fractions. Four operating points are constructed by imposing selections on the
MV2c20 output distribution that provide specific b-jet tagging (b-tagging) efficiencies of 60%,
70%, 77% and 85%. Each operating point corresponds to a different rate of c-jet and light-jet
rejections [67].
In this analysis, the 85% b-tagging efficiency operating point is chosen to identify the b-jets in
an event. Figure 4.4 presents the data and MC efficiencies of this operating point as a function
of the jet pT.
Event Reconstruction 35
 [GeV]
T
Jet p
0 50 100 150 200 250 300
b
-j
e
t 
e
ff
ic
ie
n
c
y
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
MC
Data
-1
 = 13 TeV, 3.2 fbs
ATLAS Preliminary
=85%b∈MV2c20, 
 [GeV]
T
Jet p
0 50 100 150 200 250 300
D
a
ta
 /
 M
C
0.7
0.8
0.9
1
1.1
1.2
Total Uncertainty
Stat. Uncertainty
-1
 = 13 TeV, 3.2 fbs
ATLAS Preliminary
=85%b∈MV2c20, 
Figure 4.4.: Data/MC efficiency comparisons for 85% b-tagging efficiency operating point (left) as a
function of jet pT. The statistical and total uncertainties on this efficiency measurement
are shown in the right figure [68].
4.5. Missing Transverse Momentum
In pp collisions, the colliding partons carry no initial momentum transverse to the beam direction.
Therefore, the vectorial sum of the transverse momenta of all reconstructed objects in an event
should be zero. Any imbalance in the sum is measured as the missing transverse momentum
with magnitude EmissT which indicates the presence of undetectable neutrinos. It could also
suggest the existence of particles as predicted by theories beyond the SM. Objects that are
poorly reconstructed or not reconstructed at all as well as lying outside the detector acceptance,
also contribute to this EmissT term.
Equation 4.2 demonstrates the EmissT calculation as the negative vectorial sum of the transverse
momentum of all reconstructed hard-scattered objects in an event. In this analysis, only electrons,
muons and jets are specifically calibrated for the EmissT measurement. Other objects, such as
photons and hadronically decaying τ leptons in the event, enter the EmissT measurement as
reconstructed jets. The soft term as introduced in the following equation corresponds to tracks
from the primary vertex or calorimeter energy clusters that are not matched with any of the
reconstructed objects.
Emissx(y) = −pex(y) − pµx(y) − pjetsx(y) − psoftx(y) (4.2)
The EmissT can be measured using calorimeter or track-based measurements. The calorimeter-
based term (referred to as EmissT from this point onwards) uses cluster energy information. The
track-based measurement considers the track pT information of all reconstructed objects and
is denoted as pmissT . The soft term similarly can either be measured using the energy clusters
not associated with any reconstructed tracks, known as Calorimeter Soft Term (CST) or be
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determined from tracks associated with the primary vertex that are not suited to any clusters,
denoted as Track Soft Term (TST). The involved soft term in both EmissT and p
miss
T calculations
used to measure the neutrino contribution in this analysis, utilises the TST estimation within
the ID acceptance and CST estimation in the forward regions outside the ID acceptance.
The pmissT is mostly insensitive to high pileup effects due to higher accuracy in the track-vertex
association [69]. However, neutral particles with no associated tracks are not included in the
pmissT calculation. On the other hand, the E
miss
T offers a better response than p
miss
T as p
miss
T by
construction does not include neutral particles (unless they convert or decay beforehand) [69].
The EmissT in an event is highly sensitive to the momenta mismeasurement of the hard-scattered
objects (leptons or jets) if it is aligned to such nearby objects. The probability of selecting such
events can be reduced by taking the transverse projection of EmissT against the nearby lepton or
jet. This projection is referred to as the relative missing transverse momentum (EmissT,rel) and
calculated as
EmissT,rel =
 E
miss
T × sin
(
∆φℓ,j
)
if ∆φℓ,j < pi/2
EmissT if ∆φℓ,j ≥ pi/2,
(4.3)
where ∆φℓ,j is the angular difference between the E
miss
T and the nearby lepton or jet.
4.6. Overlap Removal
Electron, muon and jet candidates are reconstructed independently using a combination of
tracks and calorimeter clusters. A single energy cluster or track can be used to reconstruct
several objects. This ambiguity is resolved using an overlap removal procedure that selects a
specific object and discards the others if they share the same track or energy cluster.
Electron-Muon Overlap Removal - If a track is associated with both an electron and a
muon within ∆R(e, µ) < 0.02, the muon candidate is prefered if it satisfies all muon selection
criteria. The electron is hence discarded as it cannot have a track segment in the MS.
Electron-Jet Overlap Removal - If a jet and an electron candidate lie within ∆R(e, j) <
0.2, the electron is selected over the jet candidate since the jet does not distinguish between
the produced EM and hadronic showers. On the contrary, the electron is removed and the jet
persists for 0.2 < ∆R(e, j) < 0.4 as the electron reconstructed near the edge of the jet most
likely originates from the semi-leptonic decays of the jet constituents.
Muon-Jet Overlap Removal - If a muon is within ∆R(µ, j) < 0.2 of a jet having less than
three associated tracks, the jet gets discarded since the jet is most likely reconstructed from the
muon’s energy loss in the calorimeters. In case of 0.2 < ∆R(µ, j) < 0.4, the muon candidate is
removed and the jet is selected as the muon might come from semi-leptonic decays of particles
inside the jet.
Event Reconstruction 37
4.7. Good Runs List
Recorded data must undergo a data quality cross-check for each lumiblock that assures the
selected data to be of high quality and interesting for physics analyses. The lumiblock is a short
interval in a data-taking run (typically 60 seconds) where the data is considered to be stable
after verifying that all detector components were fully functional. This selection is achieved by
employing the Good Runs List (GRL) that registers all these stable runs. Any recorded event
not belonging to the list is removed and considered non-interesting. Moreover, the used GRL
determines the total luminosity taken into account in an analysis. The dataset passing the GRL
selection used in this analysis corresponds to a total integrated luminosity of L = 3.16 fb−1.
4.8. Experimental Uncertainties
Physics processes contributing to this analysis are mostly modelled with simulated MC samples.
MC predictions of these processes determine their relative contributions in the collision data.
However, to attain a proper data to MC comparison, MC samples must exhibit responses similar
to data in the object reconstructions and selections in an event. Therefore, a series of corrections
and object selection uncertainties are assigned to the MC samples for proper data compatibility
as discussed below.
4.8.1. Monte Carlo Corrections
MC samples are assigned with a given cross section either calculated theoretically or measured
experimentally. Predicting the number of events for a specific process requires the used MC
sample to be scaled to the total integrated data luminosity according to Equation 3.3.
Several reweighting techniques applied to MC samples, are utilised to replicate the kinematic
distributions observed in the collision data.
A pileup reweighting is performed that reweights the MC pileup distribution to reproduce the
data pileup profile. In this procedure, an additional MC rescaling factor of 1.16 is applied to
the MC to match the number of primary vertices observed in data. This factor is obtained by
comparing the primary vertex distributions in both data and MC. This rescaling factor improves
the data to MC agreement by recovering the measured (in data) number of inelastic collisions
in MC samples.
Furthermore, MC samples are weighted by the data to MC efficiency differences observed in
object reconstruction and selection procedures. For electrons and muons, efficiency differences
come from the reconstruction, identification and isolation selections as described in Sections 4.2
and 4.3. Scale Factors (SFs) are calculated as the data to MC efficiency ratio for each of the
lepton selection steps. The calculated SFs correct the MC efficiencies to replicate the data
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responses. For muons, an additional correction related to the efficiency of the track-vertex
association is used. Each analysis selects the final state objects by imposing an analysis specific
trigger selection. For this analysis, the trigger criteria are applied to the electron and muon
candidates. Therefore, trigger SFs, calculated by taking the ratio of data and MC trigger
efficiencies of electrons and muons, also correct MC events. The reconstructed jets (Section 4.4)
in the MC events are corrected using η-pT dependent correction factors to account for the
differences in JES responses between the data and MC. Moreover, the additional MC weights
from jet selections are associated with the JVT and b-tagging efficiency measurements.
4.8.2. Detector Systematic Uncertainties
The estimated number of events using MC sample are required to be converted into detector
independent measurements. Therefore, any source of uncertainties either related to pp beams
affecting the recorded dataset or detector-level object selection must be taken into account.
These uncertainties include - the luminosity measurement of the used dataset, pileup reweighting
of the simulated MC samples to the observed data and the selected objects from the detector
responses. The list of detector systematic uncertainties impacting the MC-based predictions is
discussed below.
Luminosity and Pileup
The total integrated luminosity L = 3.16 fb−1 of the dataset used in this analysis has an
assigned uncertainty of 2.1% from the luminosity measurement [70]. This uncertainty is applied
independently to all MC samples that are apriori scaled by the total luminosity of the used
dataset.
The MC pileup uncertainty originates from the calculation of the additional rescaling factor
of 1.16. The MC prediction is varied with ∼ 6% up/down (1.09/1.23) variations of this factor
and the deviation from the nominal prediction is assigned as the pileup uncertainty.
Electrons and Muons
The electron and muon systematic uncertainties either originate from the energy calibrations or
the SF measurements.
The electron energy measured in data is highly affected by the energy loss of the electrons
outside the sensitive calorimeter volume. Therefore, the electron energy scale and resolution are
calibrated in MC samples and corrected to match the data. The calibration is performed by
comparing the Z peak in Z → ee events selected in both data and MC [71]. The associated
uncertainties to this calibration come from the samples statistics, the choice of the MC generator
used in this study, the energy loss in the presampler detector and also interactions of electrons
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with the detector materials. The electron energy scale and resolution are measured with
approximately 0.5% and less than 1% precision respectively that vary within a range of up to a
few per mil depending on the η and pT of the electron candidate. For muons, the momentum
scale and resolution are determined likewise but comparing the Z peak in the Z → µµ events.
The muon momentum resolution is measured with a 2.3% precision while the momentum scale
has an uncertainty of 0.05% in the central region of the detector [61].
For both electron and muons, measured SFs have their assigned total (statistical and system-
atic) uncertainties originating from the measurement procedures [57, 61]. For electrons, the SF
uncertainties arise from the reconstruction, identification, isolation and analysis specific trigger
selections. In the case of muons, for a particular identification operating point - Medium used
in this analysis, the other selection (reconstruction and isolation) efficiencies are calculated.
Hence, the muon uncertainties originate from the reconstruction, isolation and trigger SF mea-
surements. For leptons with pT > 25 GeV, the individual lepton SF has an assigned uncertainty
of approximately below 1%.
Jets
The jet selection uncertainties come from the JVT efficiency and calibration of JES and Jet
Energy Resolution (JER). An uncertainty of 1% associated with the JVT efficiency measurement
is propagated to the JVT SF that corrects the MC samples to the data. The dominant jet
uncertainty originates from energy calibrations [63, 72]. The JES uncertainty is governed by the
dependencies on the jet flavour compositions, pileup effects and additionally the η-pT dependent
correction factors applied to the MC to match the observed data. It is split into a number of
nuisance parameters to account for individual systematic effect in the energy scale calibration.
For central jets, the JES uncertainty ranges from 6% for jets with pT > 20 GeV to less than 2%
for jets with pT > 100 GeV. The energy resolution is measured with an uncertainty of 4% (1%)
for jets with pT > 20 (200) GeV.
Jet Flavour Tagging
The jet flavour tagging refers to the identification of jets either originating from b quarks, c
quarks or other light-flavoured (u, d, s) quarks or gluons. The b-tagging efficiency and the
corresponding misidentification rate are discussed in Section 4.4 where the efficiency to identify
a b-jet is measured in both data and MC. The calculated SF (Figure 4.4) is applied to the MC
that takes the data to MC efficiency difference into consideration. The misidentification rate is
indicated as the probability to tag a jet as a b-jet when it is a c-jet or a light-jet. The same
principle is applied to calculate the c-jet and light-jet SFs. The uncertainties on the jet flavour
tagging SFs are treated as systematics variations affecting the MC predictions.
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EmissT
The uncertainties on the EmissT measurement mainly originate from the associated soft term
calculation. An overall uncertainty of ∼ 2% is assigned to the energy scale and resolution
calculations of this soft term [73].
The MC prediction is varied by the total up/down uncertainties associated with each object
selection or calibration step and the deviation from the nominal prediction is considered as an
individual source of detector uncertainties on the prediction.
The reconstructed data and MC events are finally propagated to the analysis measurement
as discussed in Chapter 5.
Chapter 5.
Measurement Overview
This chapter discusses the selection of pp→ WW signal candidate events in a defined analysis
phase space. The phase space is chosen to achieve a signal enriched region, denoted as the
Signal Region (SR). It is optimised to reduce contaminations from processes other than pp→
WW , in the following sections referred to as backgrounds. The signature of the signal and
contributing background processes that enter the SR are described in Section 5.1.
The MC samples used to model these processes are addressed in Section 5.2. The SR selection
utilises kinematic distributions of the final state objects originating from the decays of both
W bosons. Section 5.3 discusses the SR event selection used in this analysis. It also presents
the contributions of signal and background events predicted by the MC samples in the selected
data.
The total selected events after the SR event selection contain a high fraction of WW signal
candidates. The remaining background contributions from MC predictions are further determined
using dedicated methodologies. Section 5.4 details the estimations of individual background
processes and their associated uncertainties in the SR.
5.1. Signal and Background Processes
The signal and background processes entering this analysis selection are presented in the
following.
Signal Processes
The pp→ WW production by qq¯ and gg interactions as detailed in Section 2.4 are the signal
processes contributing to this analysis. The W boson can either decay hadronically, producing
jets in the final state or leptonically into a lepton (electron, muon or tau) and its associated
neutrino. In this analysis, only the leptonic decay mode of two bosons in the WW final state is
considered where one of the bosons decays into an electron and an electron neutrino and the
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other W boson produces a muon with an associated muon neutrino. The W boson’s decay into
tau lepton is not counted as the experimental signal signature of this analysis since the tau
lepton decays immediately into other particles either hadronically or leptonically. The electron
and muon final state particles must be of opposite electrical charge. Both possible decay modes
e+µ− and e−µ+ are combined and denoted as the eµ pair. The eµ pair can be further split into
eµ and µe channels where the former lepton is recognised as the leading lepton carrying the
highest pT. The same flavour di-lepton decay channels (e
± e∓ or µ±µ∓ ) are not included in
this analysis to reduce large background contribution from the Drell-Yan process as discussed in
the following section.
Background Processes
Backgrounds contributing to the WW candidate sample are physics processes that exhibit the
same eµ final state signature as the signal. This section describes each of these processes in
details.
Top
One of the dominant backgrounds in this analysis comes from processes involving top (t) quarks.
The top background includes both top quark pair (tt¯) production as well as single top quark
production in association with a W boson, referred to as the Wt process. The top quark
predominantly decays into a W boson and a b quark where the b quark hadronises into a b-jet in
the detector. Both tt¯ and Wt processes produce the WW final state in association with mostly
b-jets or other light-jets produced in the subsequent decays. The two W bosons further decay
into an eµ pair and enter the analysis selection as background. Discarding events containing
additional jets (mainly b-jets) reduces the top background significantly.
Drell-Yan
The Drell-Yan process, referred to as the Z/γ∗ production, is another significant background to
enter the WW signal selection. The Z/γ∗ decays into a same flavour, opposite charge lepton
pair (Z/γ∗ → ee/µµ/ττ ). Since the signal selection requires a lepton pair of different flavour in
the final state, the contribution from Z/γ∗→ ee/µµ process is highly suppressed. The Drell-Yan
background mainly comes from the Z/γ∗→ ττ process where the two τ leptons further decay
into an eµ pair with associated neutrinos. These neutrinos are originated in the subsequent
decay process of the produced leptons from Z/γ∗ boson. Therefore, they most likely carry less
energies (implying lower EmissT in the event) in comparison with the produced neutrinos in the
direct decay of the two W bosons in a WW signal candidate. Hence, the Drell-Yan background
can be suppressed by selecting events with large EmissT .
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W+jets and Multi-jet
The leptonic decay of the W boson in the W+jets process produces one lepton and an associated
neutrino. One of the hadronic jets in this process can be falsely reconstructed and identified as
a lepton of opposite charge and different flavour to enter into the signal selection. In case of
the multi-jet production process, two jets must be misidentified as leptons to mimic the WW
signal. Since both of these processes contain jets that are misidentified as leptons, they are
together considered as the fake background. A strict lepton selection - primarily identification
and isolation criteria, significantly reduces this fake background contribution.
Other Diboson
The diboson processes, such as WZ, ZZ and V + γ (V = Z,W ) enter the analysis selection
as minor backgrounds. For WZ and ZZ processes, the W boson decays into a lepton and a
neutrino whereas the Z boson produces a lepton pair of opposite charge and same flavour. In
case of the V +γ process, γ produces an electron-positron pair by photon conversion and W or Z
boson decays leptonically as aforementioned. The final state of each of these processes contains
one e and one µ to enter the signal selection but is associated with one or more additional
lepton(s). The requirement of exact one eµ pair with no additional leptons minimises these
contributions.
5.2. Monte Carlo Samples
The pp collisions at the LHC often contain multiple high-pT jets associated with the production
of different processes. The modelling of these high jet multiplicities in the generated MC samples
is either accomplished by the matrix element calculation or produced at the showering stage as
described in Sections 2.2 and 2.3. This section discusses the different MC generator specifications
used in this analysis to model the signal and background processes.
Pythia and Herwig++ are 2 → 2 generators that calculate the hard-scattered matrix
element for two incoming and two outgoing particles. Both these generators are capable of
showering that produces additional jets in the final state. Powheg is another common 2 → 2
matrix element generator with NLO accuracy in the perturbative QCD. It must be interfaced
with a parton shower generator, such as Pythia or Herwig++ able to model the showering
process. Sherpa and MadGraph are 2 → n generators that create the jet multiplicities in
both matrix element calculation and showering step. An ambiguity resolution is performed to
choose any one of the calculations to create the additional jets at a fixed order prediction in αs.
MC generators use Parton Distribution Functions (PDFs) to model the proton structure in the
collisions accurately.
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The following section discusses the chosen PDF set and MC generators that calculate the
matrix element and parton shower in order to model the signal and background processes.
Signal Modelling
The WW final state produced by the qq¯ interaction is generated with PowhegBox v2 [74–77]
generator at next-to-leading order (NLO) matrix element calculation in the perturbative QCD
using the CT10 NLO PDFs [78]. The patron shower and non-perturbative effects are modelled
with Pythia v8.210 [79] and CTEQ6L1 [80] PDF set. The qq¯ → WW signal cross section
provided at NLO is normalised to the next-to-next-to-leading order (NNLO) predicted cross
section [81].
The resonant gg → H →WW signal contribution is generated similarly with PowhegBox
v2 [82] interfaced with Pythia v8.210 and normalised to the inclusive next-to-next-to-next-to-
leading order (N3LO) predicted cross section [83].
The non-resonant gg →WW signal contribution is modelled with Sherpa v2.1.1 at leading
order (LO) using OpenLoops with up to one additional parton in the final state [84] and
normalised using the inclusive NLO predicted cross section [85].
Background Modelling
The tt¯ and Wt background processes are simulated with the PowhegBox v2 [86, 87] event
generator and CT10 NLO PDFs. Parton shower and non-perturbative effects are simulated with
Pythia v6.428 [88] and CTEQ6L1 PDF set. The top quark mass is explicitly set to 172.5 GeV in
the simulation. The tt¯ cross section is normalised to the NNLO+NNLL soft gluon resummation
prediction [89] while the Wt sample is normalised to the NLO+NNLL prediction [90].
The Drell-Yan (Z/γ∗ (→ ee/µµ/ττ) + additional jets) production processes are simulated
with the MadGraph5_aMC@NLO v2.2.2 [91] event generator interfaced to Pythia v8.186.
The matrix elements for the Z production with up to four associated partons are calculated at
LO. It uses the NNPDF2.3 LO PDF set [92]. The PHOTOS++ program at version 3.52 [93] is
used for QED emissions from electroweak final state particles. The W+jets process is generated
with PowhegBox v2 generator interfaced with Pythia v8.210. Both Drell-Yan and W+jets
cross sections are normalised to NNLO [94] predictions.
The WZ and ZZ processes are simulated using the PowhegBox v2 generator similar to
the qq¯ →WW process where the parton shower and non-perturbative effects are modelled with
Pythia v8.210. The cross sections are normalised to NNLO [95,96] predictions.
The Sherpa v2.1.1 event generator is used to model the V + γ (V = Z,W ) processes with
LO matrix element calculations. The generator produces events with up to three partons in the
final state in both matrix element calculation and parton shower. The CT10 NLO PDF set is
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used and the transverse momentum of the photon γ is set to be greater than 10 GeV in the
simulation.
The EvtGen v1.2.0 [97] program is used for the properties of the hadron (primarily con-
taining b and c quarks) decays in all samples generated using the PowhegBox v2 and
MadGraph5_aMC@NLO v2.2.2 programs.
The nominal samples to model the WW signal and background processes and their cross
section normalisations to the highest order perturbative predictions are summarised in Table 5.1.
The MC samples are expressed by the name of the used generators omitting the version
specifications throughout this thesis unless explicitly stated.
Process Generator Normalisation
Signal Processes
qq →WW Powheg+Pythia8 NNLO
gg → H →WW Powheg+Pythia8 N3LO
gg →WW Sherpa 2.1 NLO
Background Processes
tt¯ Powheg+Pythia6 NNLO+NNLL
Wt Powheg+Pythia6 NLO+NNLL
Drell-Yan (Z + jets) MadGraph+Pythia8 NNLO
WZ Powheg+Pythia8 NNLO
ZZ Powheg+Pythia8 NNLO
V + γ Sherpa 2.1 LO
W+jets Powheg+Pythia8 NNLO
Table 5.1.: Nominal MC samples used in the analysis for the modelling of the signal and background
processes.
5.3. Event Selection
TheWW event selection uses a set of selection cuts to be imposed on the kinematic distributions
of the final state objects. These cut choices are meant to be applied to enhance the signal
contribution over the background contaminations. The objects are required to satisfy the
analysis specific trigger criteria before entering the final event selection. The analysis trigger
and kinematic requirements imposed on the final state objects in the SR selection are detailed
in the following.
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Analysis Trigger Selection
Data events must satisfy both the hardware-based L1 and software-based HLT trigger criteria
to be recorded by the ATLAS TDAQ system (Subsection 3.2.4). Each analysis further requires
a particular choice of analysis specific trigger requirements to be satisfied by the selected objects
in an event. Both data and MC have these analysis triggers implemented so that a proper data
to MC treatment can be pursued. The WW analysis applies individual trigger selections on the
final state leptons. The chosen single lepton triggers and the assigned L1 and HLT trigger pT
thresholds are listed in Table 5.2. Data and MC events enter the analysis selection if at least
one of the leptons in the event satisfies the assigned single lepton trigger requirement. Events
satisfying other trigger requirements than the ones listed are considered non-interesting for this
analysis. The lepton trigger efficiencies in data and MC to pass the analysis trigger selection is
used to calculate the trigger SFs. The SFs are then applied to the MC to replicate the data
trigger efficiency as mentioned in Section 4.8. The trigger SFs also compensate the difference in
L1 electron trigger pT threshold between data and MC as stated in Table 5.2.
Trigger Name L1 pT (GeV) HLT pT (GeV)
Single-e-Trigger
e - HLT_e24_lhmedium_L1EM18VH OR HLT_e60_lhmedium (Data) 18 24 OR 60
e - HLT_e24_lhmedium_L1EM20VH OR HLT_e60_lhmedium (MC) 20 24 OR 60
Single-µ-Trigger
µ - HLT_mu20_iloose_L1MU15 OR HLT_mu50 15 20 OR 50
Analysis Trigger Selection
Single-e-Trigger OR Single-µ-Trigger
Table 5.2.: Analysis trigger selection imposed on the final state electron and muon candidates in an
event.
Kinematic Requirements
The data and MC events selected by the analysis trigger criteria further satisfy the kinematic
requirements in the SR as summarised in Table 5.3.
This analysis selects events containing an eµ pair with two high energetic (pT > 25 GeV)
leptons of opposite charge and different flavour. Both leptons must satisfy identification and
isolation criteria that reduce the fake (W+jets and multi-jet) background containing jets
misidentified as leptons. The di-lepton invariant mass meµ of greater than 10 GeV rejects
the phase space where the backgrounds are badly modelled in the MC samples. Events with
additional leptons (with pT > 10 GeV) are not considered in this analysis to reduce the other
diboson (WZ,ZZ and W/Z + γ) backgrounds. The tt¯ and Wt processes contain jets (mainly
b-jets) in their final states in addition to the eµ pair. Events containing jets with pT >25
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Object requirements for final event selection
Lepton selection
Lepton pair selection eµ pair, opposite charge
Lepton transverse momentum pe,µT > 25 GeV
Lepton identification e - Tight, µ - Medium
Lepton isolation Gradient isolation
Di-lepton invariant mass meµ > 10 GeV
Additional background specific selection
Number of additional leptons N ℓadd = 0
Number of jets Njets = 0
Number of b-jets Nb-jets = 0
E
miss
T,rel > 15 GeV
p
miss
T > 20 GeV
Table 5.3.: Event selection criteria to select WW signal events in the SR.
(30) GeV in the region |η| < 2.4 (4.5) are removed from the analysis selection to minimise the
top contribution. An additional requirement of discarding events containing b-jets (pT > 20
GeV, |η| < 2.4) is incorporated due to the jet pT threshold difference in jet and b-jet selections.
This requirement rejects b-jets with pT between 20 to 25 GeV and further suppresses the top
background. Finally, the Drell-Yan background is reduced by requiring higher EmissT,rel and p
miss
T
in the event coming from the final state neutrinos. For Z/γ∗→ ττ events where the EmissT tends
to align with the final state leptons, the EmissT,rel variable becomes more efficient than E
miss
T in
reducing this background contribution.
The effectiveness of the b-jet veto (Nb-jets = 0) selection in reducing the top contribution is
demonstrated in both Figures 5.1a and 5.1b. In Figure 5.1a, the b-jet multiplicity distribution
is shown for events fulfilling all selection cuts listed in Table 5.3 but with or without the b-jet
veto cut. Events with one or more b-jets (20 < pT < 25 GeV) after the jet veto (Njets = 0)
selection are rejected by this b-jet veto requirement. The jet multiplicity distribution is also
presented for events satisfying all selection requirements except the jet veto and with or without
the b-jet veto selection where the reduction of the top background fraction in the total selected
events can also be visualised.
Table 5.4 compares the total number of the predicted signal and background events with the
data satisfying each of the SR event selection cuts. For more straightforward demonstration,
the estimated MC events are approximated to the nearest integer. In Table 5.5, the relative
contributions of signal and background processes passing the different selection cuts are also
shown. It illustrates the decrease in different backgrounds and increase in the signal fraction at
different selection cut stages. The estimated event yields for the three signal subprocesses and
their relative compositions in the total signal prediction are presented in Table 5.6.
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The data and MC comparisons of the lepton kinematic and EmissT distributions after the full
event selection are shown in Figure 5.2.
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(a) The b-jet multiplicity distributions before (left) and after (right) the b-jet veto selection with all
other event selection cuts applied.
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(b) The jet multiplicity distributions before (left) and after (right) the b-jet veto selection with all other
event selection cuts except the jet veto cut applied.
Figure 5.1.: Data/MC comparisons of the b-jet and jet multiplicity distributions before (left) and after
(right) the b-jet veto selection. The uncertainty only includes the statistical component
coming from the data and MC sample statistics.
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eµ+ µe Channel Top Drell-Yan WZ/ZZ V/γ W+jets WW Signal Data Data/MC
Pre-selection 37768± 27 13049± 121 1107± 2 1168± 16 3362± 79 3994± 13 94985 1.94
Lepton Selection 22855± 21 x2784± 56x x311± 1 x134± 5x 136± 16 2407± 11 29041 1.66
N
ℓ
add =0 22715± 21 x2731± 55x x109± 1 x109± 4x 134± 16 2405± 11 28562 1.02
Njets = 0 xx347± 3x x1765± 50x xx29± 0 xx50± 3x x70± 12 1278± 8x 3753 1.08
Nb-jets = 0 xx247± 2x x1745± 49x xx28± 0 xx50± 3x x66± 11 1265± 8x 3627 1.09
E
miss
T,rel > 15 GeV xx211± 2x xx215± 17x xx21± 0 xx24± 2x x52± 10 x996± 7x 1565 1.07
p
miss
T > 20 GeV xx203± 2x xxx60± 9xx xx19± 0 xx18± 2x x52± 10 x924± 7x 1351 1.10
Signal Region xx203± 2x xxx60± 9xx xx19± 0 xx18± 2x x52± 10 x924± 7x 1351 1.10
Table 5.4.: Comparisons of the signal and background predictions with the observed data at each
event selection requirement. Only the statistical uncertainty originating from the sample
statistics is shown.
eµ+ µe Channel Top Drell-Yan WZ/ZZ V/γ W+jets WW Signal S/B
Pre-selection 0.62 0.22 0.02 0.02 0.06 0.07 0.07
Lepton Selection 0.80 0.10 0.01 0.001 0.001 0.09 0.09
N
ℓ
add =0 0.81 0.10 0.01 0.001 0.001 0.09 0.09
Njets = 0 0.10 0.50 0.01 0.01 0.02 0.36 0.57
Nb-jets = 0 0.07 0.51 0.01 0.01 0.02 0.37 0.59
E
miss
T,rel > 15 GeV 0.14 0.14 0.01 0.02 0.03 0.66 1.91
p
miss
T > 20 GeV 0.16 0.05 0.01 0.01 0.04 0.72 2.62
Signal Region 0.16 0.05 0.01 0.01 0.04 0.72 2.62
Table 5.5.: Fractional compositions of signal and background predictions at each event selection
requirement.
eµ+ µe Channel WW Signal
qq¯ →WW gg →WW gg → H →WW
Nevents Frac. Nevents Frac. Nevents Frac.
Pre-selection 3994± 13 3553± 13 0.89 238± 3 0.06 203± 1 0.05
Lepton Selection 2407± 11 2207± 10 0.92 139± 2 0.06 x62± 0 0.03
N
ℓ
add =0 2405± 11 2205± 10 0.92 138± 2 0.06 x62± 0 0.03
Njets = 0 1278± 8x 1194± 8x 0.93 x66± 1 0.05 x19± 0 0.01
Nb-jets = 0 1265± 8x 1183± 8x 0.93 x64± 1 0.05 x18± 0 0.01
E
miss
T,rel > 15 GeV x996± 7x x921± 7x 0.93 x58± 1 0.06 x17± 0 0.02
p
miss
T > 20 GeV x924± 7x x852± 6x 0.92 x56± 1 0.06 x16± 0 0.02
Signal Region x924± 7x x852± 6x 0.92 x56± 1 0.06 x16± 0 0.02
Table 5.6.: Event yields of the total signal prediction and the fractional contributions of the three
subprocesses at different event selection requirements. Only the statistical uncertainty
coming from the signal MC sample statistics is included.
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(a) Transverse momentum pT of the leading (left) and subleading (right) leptons.
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(b) Differences in pseudorapidity ∆η (left) and azimuthal angle ∆φ (right) between the leptons in the
eµ pair.
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(c) Relative missing transverse momentum EmissT,rel (left) and track-based missing transverse momentum
pmissT (right) associated with the neutrinos in the final state.
Figure 5.2.: Data/MC comparisons of the kinematic distributions of final state leptons and EmissT
related quantities fullfilling the SR event selection. Only the statistical uncertainty is
included.
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5.4. Background Determination
After applying the event selection in the SR, the dominant background contribution comes
from the top (tt¯+Wt) process. The contribution of the top background is 16% of the total
(signal+background) MC prediction as shown in Table 5.5. The Drell-Yan and fake (W+jets
and multi-jet) processes are the second and third largest background components to enter the
SR with contributions of 5% and 4% respectively. Other diboson processes (WZ,ZZ and V +γ)
play a minor role with 2% contribution in the selected MC events in the SR.
The two most significant backgrounds in this analysis are the top and Drell-Yan processes.
Both these backgrounds are estimated using a data-driven normalisation method called Transfer
Factor. In this method, the MC predicted background is normalised to data in a dedicated
Control Region (CR), enriched with that particular background process. The normalisation
is then propagated to the SR to estimate the background contribution. The methodology
and applicability of this approach are discussed in the relevant subsections (Subsection 5.4.1
and 5.4.2).
This normalisation method cannot be applied to processes with low statistics of the available
MC samples or due to difficulties involved in isolating these processes from the signal. In such
case, backgrounds are derived directly from data using specific methods. In this analysis, the
fake background contribution is derived using the Matrix Method - a data-driven method that is
described in Subsection 5.4.3. The Matrix Method utilises the efficiencies of real (leptons from
W boson’s decay in this case) and fake (jet misidentified as a lepton, leptons from semileptonic
decays of heavy flavour jets) leptons to satisfy the SR selection and therefore estimates the fake
background contribution in data.
In case of subdominant backgrounds, the MC-based predictions are considered for processes
having sufficient MC sample statistics. Subsection 5.4.4 discusses the other diboson backgrounds
(WZ, ZZ and V + γ) estimated using this MC-based predictions.
For the aforementioned background estimations, specific validation regions are considered to
validate the MC modelling and involved methodologies.
5.4.1. Top Background
The top (tt¯+Wt) background contribution in the SR is highly suppressed by removing events
containing any jets or b-jets. The jet algorithms select jets with pT > 25 (30) GeV for |η| < 2.4
(4.5) whereas the b-tagging algorithm identifies jets coming from b quarks with pT > 20 GeV in
the central region of the detector (|η| < 2.4) (Section 4.4).
The remaining top contribution in the SR (16% of the total MC prediction) originates from
events with jets either falling below the jet pT threshold or being non-identified b-jets by the
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b-tagging algorithm. The top background is estimated using the Transfer Factor method as
described below.
Transfer Factor Method
In this approach, a specific Control Region (CR) is constructed in which the dominant con-
tribution comes from a particular background process of interest. The MC prediction of the
background is normalised to data in that CR. The normalisation factor is then applied to the
SR MC prediction of that background process. This results in the final estimation of that
background contribution in the SR.
The CR is constructed in such a way that the background normalisation obtained in the
CR should apply to the SR as well. Therefore, the CR maintains minimal extrapolation and
orthogonality to the SR. To achieve that, the CR closely follows the SR selection but explicitly
reverses/fails one or few SR cuts. The cuts are reversed to enhance the contribution of that
particular background in the CR. This cut reversal also causes the CR to be orthogonal to the
SR. The orthogonality requirement makes the CR statistically independent to the SR. Therefore,
in the constructed CR, the signal contribution is expected to be negligible and the obtained
normalisation factor should not be affected by the signal.
Top Control Region
For the top background estimation using this approach, the normalisation is performed in a top
control region, denoted as the TopCR. The TopCR uses the following selections:
• Identical lepton selection as in the SR selection (Table 5.3).
• Number of additional leptons N ℓadd = 0.
• Invariant mass of the eµ pair meµ > 10 GeV.
• pmissT > 20 GeV but no EmissT,rel cut. This is because of the sensitivity of EmissT,rel variable with
the nearby jets.
• Exactly one jet (Njets = 1) and at least one b-jet (Nb-jets ≥ 1) in an event. Since the pT
thresholds are different for jet and b-jet selections, events with two or more b-jets would
also be accepted in this region. This can only happen for b-jets with pT between 20 and
25 GeV.
Requiring one jet in the event accomplishes the orthogonality requirement of the TopCR to
the SR and provides a high top purity7 phase space. The additional b-jets further enhance the
fraction of top events in the TopCR.
7Purity is determined as the fraction of events coming from a particular process to the total number of events.
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The top background is estimated from the normalisation in the TopCR using the following
Equation 5.1.
NSRtop = N
SR
top,MC ·
(
NCRdata −NCRnon−top,MC
NCRtop,MC
)
(5.1)
where NSRtop is the number of top events in the SR estimated using the Transfer Factor method.
NSRtop,MC represents the predicted top events in the SR by the nominal Powheg+Pythia6 MC
sample. NCRdata, N
CR
top,MC and N
CR
non−top,MC are data and MC predicted number of top and non-top
events in the TopCR. The non-top contribution involves physics processes excluding the top
process. The bracketed term determines the normalisation factor obtained in the TopCR.
Equation 5.1 can be further rewritten as
NSRtop = TFtop · (NCRdata −NCRnon−top,MC), TFtop =
NSRtop,MC
NCRtop,MC
(5.2)
where the TFtop propagates the data-driven top estimate (N
CR
data−NCRnon−top,MC) in the TopCR
into the SR. The event yields of the top background and data are shown in Table 5.7 for both
the TopCR and SR phase space. The top MC predictions summarised in this table are before
applying the normalisation factor obtained in the TopCR. The purity of the top process in
the TopCR is 93% and the non-top events mainly come from the Drell-Yan and WW signal
processes with individual contributions of 2%. The impact of the WW signal contribution on
the calculated TFtop or normalisation factor in the TopCR is appropriately treated in the final
cross section calculation as will be discussed in the next chapter. An 11% data/MC discrepancy
is observed in the TopCR. Hence, the data/MC compatibility is further checked in a validation
region as described in the following to understand the MC modelling and also the applicability
of the TopCR normalisation.
eµ+ µe Channel tt¯ Wt tt¯+Wt Top Total MC Data Data/MC
Purity
SR x129.5± 1.6 x73.5± 1.1 x203.1± 1.9 0.16 1300.4± 22.0 1351 1.04± 0.03
TopCR 1858.0± 6.0 493.1± 2.7 2351.2± 6.6 0.93 2520.0± 27.9 2232 0.89± 0.02
Table 5.7.: Yields comparison in SR and TopCR without applying the normalisation factor to the top
MC prediction. Only the statistical uncertainty is included.
The data/MC comparisons of the kinematic distributions of EmissT and lepton related quantities
in the TopCR are shown in Figure 5.3. These distributions are presented before and after
applying the normalisation factor of 0.8775 (calculated using the bracketed term of Equation 5.1)
to the top MC prediction. This is to demonstrate the applicability of the top background
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normalisation obtained using the Transfer Factor method. The uncertainty on the normalisation
factor has not been incorporated in these distributions.
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(a) Track-based missing transverse momentum pmissT before (left) and after (right) applying the normali-
sation factor to the top MC prediction.
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(b) ∆R between the two leptons in the eµ pair before (left) and after (right) applying the normalisation
factor to the top MC prediction.
Figure 5.3.: Data/MC comparisons of the kinematic distributions related to EmissT and eµ system in
the TopCR before (left) and after (right) the normalisation factor being applied to the
top MC prediction. Only the statistical uncertainty is included.
Validation Region
The TopCR accepts events containing one jet and at least one b-jet in the final state while the
SR requires no jet activity. Therefore, the extrapolation of TopCR to the SR is large. The
validity of the used MC modelling is checked in another top dominated phase space close to the
SR. The Top Validation Region (TopVR) is formed following the same selections as the CR
Measurement Overview 55
but with different jet and b-jet requirements. Events with no jets with pT > 25 GeV and at
least one b-jet with 20 < pT < 25 GeV are allowed in the TopVR. In Table 5.8, event yields are
shown for both TopCR and TopVR without normalising the top MC predictions. The data/MC
comparison of a di-lepton kinematic quantity in the TopVR is presented in Figure 5.4. The
same distribution is presented before and after scaling the top MC prediction by the obtained
normalisation factor in the TopCR. The uncertainties on the normalisation factor are not being
considered in the scaled distribution.
eµ+ µe Channel tt¯+Wt Non Top Top Total MC Data Data/MC
Purity
TopCR
2351.2± 6.6 166.2± 27.1 0.93 2520.0± 27.9 2232 0.89± 0.02
Njets = 1, Nb-jets ≥ 1
TopVR
xx91.2± 1.3 xx7.9± 3.4x 0.92 x104.4± 3.7x 96 0.92± 0.10
Njets = 0, Nb-jets ≥ 1
Table 5.8.: Yields comparison in TopCR and TopVR without applying the normalisation factor to the
top MC prediction. Only the statistical uncertainty is included.
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Figure 5.4.: Data/MC comparison of ∆R distribution in the TopVR before (left) and after (after)
applying the normalisation factor to the top MC prediction. Only the statistical uncertainty
is included.
Both of these regions (TopCR and TopVR) offer equivalent top purity and show a similar level
of data/MC difference. However, it is worth to mention that the validation region is statistically
limited. The normalisation obtained in the TopCR can be well applicable to both these phase
spaces. The choice of the nominal top MC is further validated in two more validation regions,
discussed in Appendix A.1.
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Uncertainties on the Top Estimation
The top background is estimated using Equation 5.2 where the top estimation in the TopCR is
propagated by the measured TFtop to the SR.
The statistical uncertainty associated with this estimate originates from the term (NCRdata −
NCRnon−top) in the equation mentioned above. Therefore, the main statistical uncertainty comes
from the data statistics in the TopCR. The statistical uncertainty from 7% contribution of the
other non-top processes in the TopCR is negligible.
The systematic uncertainty on the top background is given by the total uncertainty associated
with the transfer factor measurement. The transfer factor is measured from the nominal top
MC sample and assigned a statistical uncertainty of 0.9% originating from the top MC sample
statistics. The associated systematic uncertainty considers both the MC detector systematic
uncertainties as well as uncertainties from MC modelling as discussed below.
Detector Uncertainties on TFtop
The effect of the MC detector systematic uncertainties (Section 4.8.2) on the TFtop is calculated.
The dominant systematic uncertainties originate from the jet energy scale and b-tagging SF
measurements. This is expected as the TFtop connects two regions with different jet activities.
Modelling Uncertainties on TFtop
The MC-based background estimations are affected by the theoretical modelling of the used
nominal MC generators. The choice of a particular MC may bias the predictions. Therefore,
the comparison of the nominal MC to alternative generators are assigned as the background
modelling uncertainties that minimise the theoretical model dependence of the prediction.
These uncertainties also incorporate physics effects not covered by the nominal MC due to the
limitations of the model specific calculations behind it. The involved modelling uncertainties
associated with the top estimation are discussed below.
• Parton Shower (PS) - The difference of the nominal Powheg+Pythia6 and a sample
generated with Powheg matrix element calculation and Herwig++ parton shower
modelling is considered.
• Matrix Element (ME) Calculation - The difference of Powheg+Herwig++ with
aMC@NLO interfaced with Herwig++ is taken into account.
• Initial State Radiation (ISR) - The emission of gluons from the initial state partons
further produce additional partons. This is denoted as the Initial State Radiation (ISR).
For tt¯ process, a separate sample is generated with Powheg+Pythia6 by varying the
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parameters that affect extra jet radiations in both matrix element and parton shower
calculations. The difference to the nominal MC is added as the ISR systematic uncertainty.
• Diagram Removal and Diagram Subtraction (DS/DR) - The feynman diagrams of
the Wt process beyond the leading order calculations enter the tt¯ process starting from the
leading order. The diagram removal and subtraction approach remove the tt¯ contribution
from the Wt process at both amplitude and cross section level to avoid the interference
between these two top processes. A comparison between the nominal Wt MC and an
alternative sample generated with Powheg+Pythia6 but implementing the diagram
removal and subtraction approach is considered.
• tt¯ and Wt Cross Section - The respective uncertainties associated with the tt¯ and
Wt cross sections of 6% and 10% are added as additional sources. These additional
uncertainties cover the relative normalisations of the tt¯ and Wt processes while calculating
the transfer factor.
The full breakdown of statistical and systematic uncertainties on the top background estimation
in the SR and TopCR and also on the TFtop are summarised in Table A.2. The TFtop is
measured within 14.8% total uncertainty and the final value is given as
TFtop = 0.0864± 0.0128.
The estimated top background with associated statistical and systematic uncertainties in the
SR using the Transfer Factor method is
NSRtop = 178 ± 4 (stat.) ± 28 (syst.).
5.4.2. Drell-Yan Background
The Drell-Yan process (Z/γ∗(→ ee/µµ/ττ)+jets) is the second largest background (5% of the
total MC prediction) to enter into the WW SR selection. The analysis requirement of selecting
two opposite flavour leptons suppresses the contribution from Z/γ∗→ ee/µµ process. The
residual component comes mainly from Z/γ∗→ ττ where the two τ leptons decay into an eµ
pair with EmissT from associated neutrinos. The E
miss
T,rel > 15 GeV and p
miss
T > 20 GeV selections
further reduce the contamination due to this background in the SR.
The Transfer Factor approach as employed to the top background estimation is adapted to
determine the Drell-Yan contribution in the SR. The background is normalised to data according
to the following Equation 5.3 in a Drell-Yan control region, referred to as the DYCR. The
normalisation obtained in the DYCR is extrapolated back to the SR by applying the transfer
factor TFDY.
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NSRDY =
NSRDY,MC
NCRDY,MC
· (NCRdata −NCRnon−DY,MC) = TFDY · (NCRdata −NCRnon−DY,MC) (5.3)
where NSRDY is the estimated number of Drell-Yan events in the SR phase space using Transfer
Factor method. NSRDY,MC represents the predicted Drell-Yan events in the SR by the nominal
MadGraph+Pythia8 MC sample. NCRdata, N
CR
DY,MC and N
CR
non−DY,MC are the data and MC
predicted number of Drell-Yan and non Drell-Yan events in the DYCR respectively.
Control Region
The DYCR uses the following selections:
• Identical lepton selection as applied in the SR event selection (Table 5.3).
• Number of additional leptons N ℓadd = 0.
• Invariant mass of the eµ pair meµ > 10 GeV.
• No associated jets or b-jets in the event (Njets = 0 and Nb-jets = 0).
• Selected Mass window on the invariant mass of the eµ pair meµ ∈ [45, 80] GeV.
• EmissT,rel < 15 GeV OR pmissT < 20 GeV.
The invariant mass distribution of the di-lepton pair (mainly ττ) from the Z boson decay is
expected to peak around the Z boson invariant mass of ∼ 91 GeV [3]. The two τ leptons further
produce an eµ pair with associated neutrinos in the subsequent decay process. Hence, the peak
of the invariant mass distribution of the eµ pair is shifted towards a lower value because of the
energy carried by the associated neutrinos. The mass window selection (meµ ∈ [45, 80] GeV) is
motivated to enhance the Drell-Yan contribution in the DYCR as demonstrated in Figure 5.5a.
The major part of the Drell-Yan events falls within this mass window range [45, 80] GeV.
The orthogonality of the control region is achieved by reversing the two EmissT related criteria
used in the SR. The EmissT,rel and p
miss
T distributions shown in Figure 5.5b justify the E
miss
T
selections used to enhance the Drell-Yan events in the chosen control region.
The control region offers 95% Drell-Yan purity as listed in Table 5.9 with sufficiently high
data and MC statistics. The events from processes other than the Drell-Yan mainly come from
the WW signal with 4% contribution in the DYCR. The effect of this signal contribution on
the calculated normalisation or transfer factor is correctly treated in the final cross section
measurement as discussed in the next chapter. The high sample statistics in the DYCR
significantly reduces any statistical fluctuations that may influence the estimation. The data/MC
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(a) Invariant mass of the eµ pair to motivate the mass window selection meµ ∈ [45, 80] GeV in the
DYCR.
2 0 0
4 0 0
6 0 0
8 0 0
1 0 0 0
1 2 0 0
1 4 0 0
1 6 0 0
Ev
ent
s / 
7.5
 G
eV
 D at a
 S M ( st at)
 Di b o s o n
 W +j et s
 Dr ell- Y a n
 T o p Q u ar k
 W W
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
ν±µν±e→W W
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0
 [ G e V]mi s sT, R elE
0. 6
0. 8
1
1. 2
1. 4
Dat
a / 
SM
 0
2 0 0
4 0 0
6 0 0
8 0 0
1 0 0 0
1 2 0 0
1 4 0 0
Ev
ent
s / 
10 
Ge
V
 D at a
 S M ( st at)
 Di b o s o n
 W +j et s
 Dr ell- Y a n
 T o p Q u ar k
 W W
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
ν±µν±e→W W
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0 1 8 0 2 0 0
 [ G e V]mi s sTP
0. 6
0. 8
1
1. 2
1. 4
Dat
a / 
SM
 
(b) EmissT,rel and p
miss
T distributions to motivate the E
miss
T,rel < 15 GeV and p
miss
T < 20 GeV selections used
in the DYCR.
Figure 5.5.: Data/MC comparisons of meµ and E
miss
T related distributions to motivate the chosen
DYCR selection. The distributions shown here are after applying the lepton selection,
no additional leptons, jet veto and b-jet veto selections. The uncertainty covers only the
statistical component coming from the data and MC sample statistics.
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comparisons of the lepton and EmissT related quantities in the DYCR are presented in Figure 5.6
without applying the normalisation factor obtained in the DYCR to the Drell-Yan MC prediction.
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(a) ∆η between the two leptons in the eµ pair (left) and ∆φ between the eµ system and EmissT object.
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(b) Transverse mass of the leading (left) and subleading (right) leptons. The transverse mass of a lepton
is defined as mT(lep x) =
√
2pℓT · pmissT · (1− cos∆φ) where x = 0 and 1 represent the leading and
subleading leptons respectively.
Figure 5.6.: Data/MC comparisons of lepton related quantities in the DYCR. The normalisation factor
has not been applied to the Drell-Yan MC prediction. Only the statistical uncertainty is
included.
Validation Region
The Drell-Yan background is validated in another potential orthogonal phase space close to the
SR. The Drell-Yan Validation Region (DYVR) is constructed using the same lepton, jet and
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mass window selections as the DYCR but only altering the EmissT selection combination. The
EmissT criteria used in the DYVR is
(EmissT,rel < 15 GeV and p
miss
T > 20 GeV) OR (E
miss
T,rel > 15 GeV and p
miss
T < 20 GeV).
This region also provides a Drell-Yan purity of ∼ 77% but with insufficient statistical power
as summarised in Table 5.9. The data/MC comparisons for lepton related distributions are
shown in Figure 5.7 for this validation region. The Drell-Yan MC prediction is not normalised
by the normalisation factor in these shown distributions. Both DYCR and DYVR show a good
data/MC agreement within the associated statistical uncertainties.
eµ+ µe Channel Drell-Yan ee/µµ Fraction DY Purity Total MC Data Data/MC
SR xx60.4± 8.6x 0.08± 0.05 0.05 1300.3± 22.0 1351 1.04± 0.03
DYCR 1515.7± 45.8 0.02± 0.01 0.95 1596.6± 48.4 1666 1.04± 0.04
DYVR x168.6± 15.3 0.07± 0.03 0.77 x218.7± 16.9 205 0.94± 0.10
Table 5.9.: Yields comparison in the SR, DYCR and DYVR. The ee/µµ fraction denotes the percentage
contribution of Z/γ∗ → ee/µµ process in the total Drell-Yan background. The Drell-Yan
events reported in this table are before the normalisation factor being applied. Only the
statistical uncertainty is included.
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Figure 5.7.: Data/MC comparisons of the kinematic distributions - the leading lepton pT (left) and
∆φ between the two leptons in the eµ pair (right) in the DYVR. The normalisation factor
has not been applied to the Drell-Yan MC prediction. The uncertainty covers only the
statistical component coming from the data and MC sample statistics.
An equivalent procedure as applied in the determination of the top background is also
considered to determine the uncertainties on the Drell-Yan estimation by the Transfer Factor
Method. The breakdown of the detector systematic and modelling uncertainties on the Drell-
Yan background estimation in the SR, DYCR and on the TFDY are detailed in Table A.3.
The modelling uncertainties are calculated by comparing the nominal MadGraph+Pythia8
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sample with two alternative MC samples Powheg+Pythia8 and Sherpa2.2. The dominant
uncertainties come from the nominal MC statistics, EmissT measurements and also the MC
modelling.
The measured TFDY has an assigned statistical uncertainty of 14.6% originating from the
nominal MC sample statistics while the total uncertainty is 37.6%. The final value of the
measured transfer factor is
TFDY = 0.040± 0.015.
The estimated Drell-Yan background in the SR using the Transfer Factor method is
NSRDY = 63 ± 2 (stat.) ± 24 (syst.).
5.4.3. Fake Background
The events from the W+jets production enter the SR when the W boson decays leptonically
to a lepton and a neutrino and an associated hadronic jet is misidentified as the other lepton
in the eµ pair. Multi-jet events can also be mistaken for WW events if two hadronic jets are
misidentified as an electron and a muon and mismeasurements or fluctuations due to pileup
cause a sufficiently large EmissT . The rate at which hadronic jets are misidentified as leptons may
not be accurately described in the MC samples. Therefore, the fake (W+jets and multi-jet)
background contribution is determined from data using the data-driven Matrix Method.
In this analysis, the two leptons in the data events can either be both real leptons produced
by W boson’s leptonic decay or at least one of them can originate from a jet misidentified as a
lepton, referred to as the fake lepton. The fake lepton may also come from semileptonic decays
of heavy-flavour jets or leptons produced by photon conversions. The Matrix Method identifies
data events with one or two fake leptons to estimate the W+jets and multi-jet contributions
respectively.
For simplified demonstration, the applicability of the Matrix Method is discussed for a
hypothetical sample consisting of events with only a single lepton in the final state. The method
is thereafter generalised to estimate the fake background in this analysis where the data events
comprise two final state leptons.
Matrix Method for 1-lepton Scenario
The Matrix Method compares events satisfying two sets of lepton selection requirements - loose
(L) and tight (T) where the tight is a subset of the loose selection. For both selections, the
number of events in the sample can be represented as the sum of events containg a real and a
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fake lepton as shown in the following set of equations.
NL = NLfake +N
L
real (5.4)
NT = NTfake +N
T
real (5.5)
= ϵfakeN
L
fake + ϵrealN
L
real (5.6)
where ϵfake =
N
T
fake
N
L
fake
and ϵreal =
N
T
real
N
L
real
are the efficiencies of the fake and real leptons selected
with loose selection to satisfy also the tight requirement.
With known real (ϵreal) and fake (ϵfake) lepton efficiencies, Equations 5.4 and 5.6 can be solved
to obtain the the number of fake events in the tight sample as
NTfake =
ϵfake
ϵreal − ϵfake
(ϵrealN
L −NT) (5.7)
Since the efficiencies are dependent on the lepton kinematic properties in an event, the fake
contribution is not calculated according to the Equation 5.7 instead each event is assigned with
a weight to be either fake or real like. The total fake contribution is therefore measured as the
sum of the event weights using the following equation.
NTfake =
∑
i
wi =
∑
i
ϵi,fake
ϵi,real − ϵi,fake
(ϵi,real − δi) (5.8)
where δi = 1 if the lepton passes the tight selection and 0 otherwise. Therefore, if the lepton
efficiencies are known, the total number of fake events with tight selection can easily be calculated
from Equation 5.8.
Matrix Method for 2-lepton Scenario
TheMatrix Method approach as discussed above can now be used to estimate the fake contribution
in the selected data events in this analysis. Two alternative sets of lepton selection requirements
are likewise used - loose (L) and tight (T) where the tight is a subset of the loose requirement.
The tight selection for electrons and muons are same as used for the SR event selection. The
loose electrons are selected by relaxing the electron identification requirement and also by
removing the isolation requirement from the tight sample. The loose muons, on the other hand,
only require the isolation criterion to be removed from the tight muon selection. Both the
leptons must fulfil the basic kinematic requirements and one of them must satisfy the assigned
single lepton trigger criteria of the analysis before entering the loose and tight criteria.
The selection sets used in the Matrix Method fake background estimation are defined as
follows.
• Electrons:
64 Measurement Overview
– loose (L): Medium identification
– tight (T): Tight identification + Gradient isolation
• Muons:
– loose (L): Medium identification
– tight (T): Medium identification + Gradient isolation
The total number of events include events with exactly two loose leptons (NLL), one loose
lepton and one tight lepton (NLT and NTL) and two tight leptons (NTT). The first and second
indices correspond to the qualities of the leading and subleading leptons respectively. On the
other hand, the selected loose or tight lepton might be real or fake. Therefore, the total events
can also be visualised into four categogies - (real,real), (real,fake), (fake,real) and (fake,fake).
These two sets of categories can be connected to each other in terms of efficiecies of real
(ϵreal) and fake (ϵfake) leptons selected with loose criteria to satisfy the tight selection. These
dependencies are described in the following set of equations.
NLL = NLLfake,fake +N
LL
real,fake +N
LL
fake,real +N
LL
real,real (5.9)
NLT = ϵfakeN
LL
fake,fake + ϵfakeN
LL
real,fake + ϵrealN
LL
fake,real + ϵrealN
LL
real,real (5.10)
NTL = ϵfakeN
LL
fake,fake + ϵrealN
LL
real,fake + ϵfakeN
LL
fake,real + ϵrealN
LL
real,real (5.11)
NTT = ϵ2fakeN
LL
fake,fake + ϵrealϵfakeN
LL
real,fake + ϵfakeϵrealN
LL
fake,real + ϵ
2
realN
LL
real,real. (5.12)
The number of events with two tight leptons selected by the analysis SR selection, consist
of contributions from multi-jet events with two fake leptons, W+jets events with one fake
and one real lepton and finally events with two real leptons including the WW signal events
as described in Equation 5.12. If the number of events with loose and tight leptons as well
as the efficiencies ϵreal and ϵfake are known, the number of events with one real and one fake
lepton (NLLreal,fake+N
LL
fake,real) and two fake leptons (N
LL
fake,fake) for the loose selection criteria can
be obtained by solving the above system of equations. The number of W+jets and multi-jet
events in the signal region, which are selected using the two tight leptons, can then be extracted
using the following relations.
NW+jets = ϵrealϵfakeN
LL
real,fake + ϵfakeϵrealN
LL
fake,real (5.13)
Nmulti−jet = ϵ
2
fakeN
LL
fake,fake (5.14)
The W+jets and multi-jet contributions are calculated by the sum of the weights assigned
per-event to be either (real,fake)+(fake,real) or (fake,fake) like. The efficiencies ϵreal and ϵfake
are determined separately as discussed in the following sections. For the WW signal signature
considered in this analysis, the leading and subleading leptons are of different flavour. Therefore,
in both Equation 5.13 and 5.14, the product and squared terms of the efficiencies would be the
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product of electron and muon efficiencies (real or fake) depending on the lepton to be either
leading or subleading.
Measurement of Real Lepton Efficiency
The efficiencies of the real electrons and muons are measured on the WW signal MC sample.
The Sherpa (corresponds to Sherpa2.1) MC sample is selected for this purpose instead of
the nominal Powheg (corresponds to Powheg+Pythia8) WW MC. This is preferred as
the Sherpa sample offers ∼ 5-6 times larger MC statistics. The MC sample is corrected by
applying appropriate Scale Factors (SFs) to account for the data to MC efficiency difference
for both loose and tight lepton selection criteria. The SFs are extracted by taking the ratio of
data and MC efficiencies calculated on Z → ee/µµ events as discussed in Section 4.2 and 4.3.
Since the MC has been corrected to reflect the data efficiencies, this procedure is equivalent to
a data-driven efficiency measurement.
The quality of the leptons passing the loose or tight selections depend on the trigger decision
imposed on the lepton candidates which in turn profoundly influence the efficiencies. Therefore,
the lepton efficiencies are classified into two categories. The ‘trig’ efficiencies refer to when the
lepton (electron or muon) passes the corresponding single lepton trigger requirement (Table 5.2).
The ‘notrig’ efficiencies are calculated for leptons not being able to satisfy the trigger criterion.
For both scenarios, the other lepton in the eµ pair must fulfil the trigger condition as per the
nominal analysis trigger selection.
The kinematic bias that might impact the efficiencies is also tested for the leptons being
either leading or subleading lepton in one of the two (eµ or µe) channels.
Figure 5.8 shows the efficiencies of electron and muon, split according to trigger decisions as
well as eµ or µe channels. As expected, there are no conclusive differences seen between leading
and subleading lepton efficiencies within statistical fluctuations. Hence, the final efficiencies as
input to the Matrix Method fake background determination are considered to be the sum of
both eµ+µe channels to enhance the statistical power. The eµ+µe real lepton ‘trig’ and ‘notrig’
efficiencies are independently treated as inputs given the significant differences seen between
the two categories.
Uncertainties on Real Lepton Efficiency
The sources of uncertainties assigned to the real lepton efficiency measurement are listed below.
• MC Modelling
The real lepton efficiencies are measured on the alternative Sherpa WW MC rather
the nominal Powheg. The difference in the measured efficiencies from the two samples
is examined. The statistical uncertainty associated with the efficiencies measured from
the nominal Powheg MC are also studied. Figure 5.9 shows the real lepton efficiencies
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Figure 5.8.: Efficiencies of real electrons (left) and muons (right) as a function of their transverse
momentum pT. They are split into eµ and µe final states as well as ‘trig’ and ‘notrig’
categories. The final inputs are eµ+ µe channel efficiencies classified based on the trigger
decisions. Only the statistical uncertainty originating from the Sherpa WW MC sample
statistics is included.
measured in both the Sherpa and Powheg MCs. The largest of the two contributions is
added as the MC modelling uncertainty to the total systematic variation of the efficiency
measurement.
 [ G e V]TEl e ctr o n p
2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0
Re
al 
Effi
cie
ncy
0. 3
0. 4
0. 5
0. 6
0. 7
0. 8
0. 9
1
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
e C h a n n elµ+µe, tri gP o w h e g, 
e C h a n n elµ+µe, tri gS h er p a, 
e C h a n n elµ+µe, n otri gP o w h e g, 
e C h a n n elµ+µe, n otri gS h er p a, 
 [ G e V]TM u o n p
2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0
Re
al 
Effi
cie
ncy
0. 8
0. 8 2
0. 8 4
0. 8 6
0. 8 8
0. 9
0. 9 2
0. 9 4
0. 9 6
0. 9 8
1
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
e C h a n n elµ+µe, tri gP o w h e g, 
e C h a n n elµ+µe, tri gS h er p a, 
e C h a n n elµ+µe, n otri gP o w h e g, 
e C h a n n elµ+µe, n otri gS h er p a, 
Figure 5.9.: Efficiencies of real electrons (left) and muons (right) as a function of their transverse
momentum pT. The efficiencies measured in Sherpa (gray) and Powheg (red) MC
samples are compared for both ‘trig’ and ‘notrig’ categories in eµ+µe channel. Only the
statistical uncertainty is included.
• Propagation of Scale Factor Uncertainties
The WW MC sample is corrected to data using SFs. The total uncertainty associated with
the SF measurements influence the real lepton efficiencies. The propagation of uncertainties
related to different SFs affecting the real electron and muon efficiencies are as follows.
– Electrons: Both identification and isolation SFs.
– Muons: Only isolation SF.
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For electrons, both identification and isolation SFs are calculated by imposing requirements
on track variables, calorimetric shower shapes and also measured from highly correlated
samples. Hence, identification and isolation SF uncertainties are treated as correlated and
added linearly. This linear sum is denoted as the Electron SF uncertainty.
• Statistical Uncertainty
The statistical uncertainty of the efficiency calculation comes from the Sherpa MC sample
statistics.
Figure 5.10 and 5.11 present the individual uncertainty sources contributing to the real
electron and muon efficiency measurements for ‘trig’ and ‘notrig’ categories. The MC modelling,
Electron SF and statistical uncertainties are then added in quadrature to measure the total
uncertainty on the real electron efficiency. For muon efficiency, only isolation SF contributes and
therefore all uncertainty components are added in quadrature to get the final total uncertainty
on the real muon efficiency measurement.
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Figure 5.10.: Individual uncertainty sources and the total uncertainty contributing to the real electron
‘trig’ (left) and ‘notrig’ (right) efficiencies as a function of electron transverse momentum
pT.
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Figure 5.11.: Individual uncertainty sources and the total uncertainty contributing to the real muon
‘trig’ (left) and ‘notrig’ (right) efficiencies as a function of muon transverse momentum
pT.
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Measurement of Fake Lepton Efficiency
The fake lepton efficiencies are measured in the data sample by selecting events that contain
exactly one charged lepton and at least one associated hadronic jet. The lepton always satisfies
the single-lepton trigger criterion to fulfil the WW analysis selection. The selected data sample
with exactly one lepton is chosen to avoid contaminations from real di/multi-lepton, such as
WW , other diboson and top events.
The fake lepton efficiencies are calculated [98] in a control region with low lepton transverse
mass mT(lep) (=
√
2pℓT · pmissT · (1− cos∆φ)) and low EmissT , enriched with fake lepton contribu-
tion. The real lepton contributions from W/Z and top events entering the control region are
further subtracted using MC predictions.
The control region uses the following selections:
• mT(lep) < 20 GeV
• (mT(lep)+ EmissT ) < 60 GeV
Uncertainties on Fake Lepton Efficiency
The sources of systematic uncertainties contributing to the fake lepton efficiency measurement
are described in the following.
• Alternative Control Region
An alternative control region using EmissT < 20 GeV selection is investigated to study
the impact of real lepton contribution (mainly from the Drell-Yan process) on the fake
efficiency measurement.
• Jet Variation
The fake lepton efficiencies are highly affected by the presence of the number of hadronic
jets in the data events. The jet multiplicity requirement in the events modifies the real
lepton contribution primarily from top processes and non-isolated leptons which in turn
alters the measured fake efficiency. The fake efficiencies are studied on data events allowing
exactly one jet, zero b-jet, one b-jet, one jet - zero b-jet and two jets as variations. The
largest deviation coming from these variations in jet composition is added as a systematic
effect on the measured fake lepton efficiency.
• MC Cross Section
The real lepton contribution from W/Z and top processes are subtracted using the MC
predictions. The cross section of these MC samples is varied (increased or decreased) by
30% [98] to study the possible biases that might be introduced by the MC subtraction.
The deviation in the measured fake efficiency due to this MC cross section variation is
added as the final source of uncertainty.
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The individual systematic variations on the fake lepton efficiencies are shown in Figure 5.12
and 5.13. The uncertainties due to jet variation and alternative control region are symmetrised
in both up/down systematics on top of the measured value. The total uncertainty is finally
calculated from the quadrature sum of all uncertainty components discussed above.
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Figure 5.12.: Fake electron efficiencies (left) for nominal and all systematic variations as a function
of electron transverse momentum pT. The percentage uncertainty contributions from
individual sources and the total uncertainty associated with the fake electron efficiency
measurement are shown in the right plot.
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Figure 5.13.: Fake muon efficiencies (left) for nominal and all systematic variations as a function
of muon transverse momentum pT. The percentage uncertainty contributions from
individual sources and the total uncertainty associated with the fake muon efficiency
measurement are shown in the right plot.
Closure Test on W+jets MC
The validity of the Matrix Method is tested on the W+jets MC by performing a closure test.
Only the W+jets process is studied for this test as it comprises more than 90% (Table 5.11)
of the total fake background entering the selected data sample in this analysis. The input
fake lepton efficiencies are measured on the W+jets MC samples using the same loose and
tight selection definitions. The real lepton efficiencies are measured from the WW signal MC
(Sherpa). Finally, the Matrix Method is applied on the W+jets MC similarly as it is applied to
70 Measurement Overview
the data. The MC samples used in the efficiency measurements or in the estimation itself are
not being corrected to data using Scale Factors as the method is carried out on the MC itself.
Matrix Method Closure Test
W+jets Matrix Method prediction
W+jets MC prediction
pT dependence η-pT dependence
eµ Channel 23.7± 4.0 25.2± 5.1 39.0± 7.9
µe Channel 24.4± 3.8 28.9± 5.8 19.8± 5.8
eµ+ µe Channel 48.1± 5.5 54.1± 7.7 58.7± 9.8
Table 5.10.: SR events yields as a result of the closure test performed on the W+jets MC. The W+jets
Matrix Method estimations are compared to the Powheg MC prediction for the eµ, µe
and combined eµ+ µe channels. Only the MC statistical uncertainty is included.
Table 5.10 contains the results of the performed MC closure test where the estimated W+jets
background using the Matrix Method is compared to the MC prediction of this process in the
SR. As the efficiencies could have a large dependence on both η and pT of the leptons, closure
tests have been done by taking into account both pT and η-pT dependent efficiencies.
As the result of the closure test, both the Matrix Method and MC predictions seem to be
compatible with each other given their statistical fluctuations. The statistical uncertainty on the
MC prediction comes from the events selected with the tight requirement. On the other hand,
the Matrix Method deals with loose events and applies event weights depending on whether the
events pass or fail the tight selection. This is reflected in the associated statistical uncertainties
(Table 5.10) where the uncertainties are smaller in the Matrix Method estimation than the MC
prediction. The existing deviation between the two predictions mentioned above is considered as
the ‘non-closure’ uncertainty which is assigned to the final data-driven Matrix Method estimation
for the fake background.
W+jets and Multi-jet Estimation
The Matrix Method data-driven (DD) estimations of W+jets and multi-jet events entering the
WW SR are listed in Table 5.11. The SR W+jets prediction from Powheg MC sample is
included in the table for comparison.
eµ+ µe Channel W+jets + multi-jet DD multi-jet DD W+jets DD W+jets MC
SR 77.7± 19.0 6.7± 3.5 71.0± 20.8 48.3± 9.6
Table 5.11.: Events yields of data-driven (DD) W+jets and multi-jet estimation using Matrix Method
and W+jets MC prediction in the SR. Only the statistical uncertainty from data or MC
sample statistics is included.
The uncertainties associated with the real and fake electron (Figure 5.10 and 5.12) and muon
(Figure 5.11 and 5.13) efficiencies are treated as individual source of systematic variations to the
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final fake (W+jets and multi-jet) estimation. The up or down uncertainties of each efficiency
are varied at a once while the other efficiency inputs are kept fixed to their nominal value. The
deviations in the fake estimation are treated as an individual up/down systematic variation.
An additional ‘non-closure’ uncertainty is added as the result of the closure test. Finally, all
uncorrelated systematic variations are added in quadrature to obtain the total systematic
uncertainties on the fake estimations as summarised in Table 5.12. The statistical uncertainty
comes from the data sample statistics.
Source of uncertainty (in %)
eµ+ µe Channel eµ Channel µe Channel
100 % 69.6 % 30.4 %
Up Var Down Var Up Var Down Var Up Var Down Var
Real electron efficiency +7.2x −7.7 x +5.1x −5.6 x +11.9 x -12.7
Fake electron efficiency +38.9 −23.7 +12.2 −5.3 +100.0 −65.8
Real muon efficiency +21.7 −22.9 +13.8 −14.5 +39.9x −42.2
Fake muon efficiency +16.9 −16.9 +44.8 −30.9 −46.9x +14.9
Total efficiency syst. x48.2 x37.8 x48.7 x35.0 118.0 94.9
Non-closure 22.0xx 64.6xx 18.8xx
Syst. 53.0 43.7 80.9 73.5 119.5 96.7
Stat. 24.5xx 24.0xx 59.0xx
Table 5.12.: All sources of systematic uncertainties on the fake background estimation using the
data-driven Matrix Method. The total up and down systematic uncertainties are the
quadrature sum of all four efficiency contributions and the ‘non-closure’ uncertainty listed
above. The ‘non-closure’ uncertainty has been assigned as the difference in Matrix Method
and MC predictions from the closure test performed on W+jets MC as described in
Table 5.10.
The total number of fake events estimated by the Matrix Method in the SR is
NSRfakes = 78 ± 19 (stat.) ± 4134 (syst.).
Same Sign Validation Region
The validity of the data-driven fake background estimation using the Matrix Method is cross-
checked in a phase space independent to the SR selection. This validation region is decided by
selecting two isolated different flavour leptons of the same charge. The same charge requirement
suppresses the WW signal contribution in this region. Requiring no additional third lepton and
meµ > 10 GeV selections bring this region close to the SR definition and also decrease other
diboson processes. Furthermore, jet veto and pmissT > 20 GeV cuts are applied to reduce the top
and Drell-Yan events. The resulting region enriched with W+jets events provides a reasonably
beneficial cross-check of the Matrix Method estimation. Other diboson backgrounds (WZ, ZZ
and V + γ) also contribute significantly in this region.
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Figure 5.14 shows the data/MC comparisons of the kinematic distributions related to the di-
lepton quantities in this Same Sign Validation Region (SSVR). The SSVR provides a compatible
data/MC agreement within the statistical uncertainty and justifies the reliability of the Matrix
Method approach.
0
1 0
2 0
3 0
4 0
5 0
Ev
ent
s / 
0.4
 D at a
 S M ( st at)
 Di b o s o n
 W +j et s
 Dr ell- Y a n
 T o p Q u ar k
 W W
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
, S S V Rν±µν±e→W W
0 0. 5 1 1. 5 2 2. 5 3 3. 5 4
)µR ( e,∆
0. 6
0. 8
1
1. 2
1. 4
Dat
a / 
SM
 0
5
1 0
1 5
2 0
2 5
3 0
3 5
Ev
ent
s / 
10 
Ge
V
 D at a
 S M ( st at)
 Di b o s o n
 W +j et s
 Dr ell- Y a n
 T o p Q u ar k
 W W
- 1 L dt = 3. 1 6 f b∫ = 1 3 T e V, s
, S S V Rν±µν±e→W W
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0 1 8 0 2 0 0
 [ G e V]µeTP
0. 6
0. 8
1
1. 2
1. 4
Dat
a / 
SM
 
Figure 5.14.: Data/MC comparisons of di-lepton distributions - ∆R between the two leptons (left) and
transverse momentum of the eµ pair (right) in the SSVR. The W+jets Matrix Method
prediction is included. The uncertainty covers only the statistical component coming
from the data/MC sample statistics.
5.4.4. Other Diboson Background
The final background component to enter the WW selection results from the other diboson
processes, such as WZ, ZZ and V + γ (V = W,Z). The contributions of these processes
are reduced significantly by requiring no additional leptons to be present in the SR selected
events. A subdominant contribution (2% of the total MC prediction in the SR) from these
processes persists due to the additional lepton(s) falling outside the detector acceptance or
being non-identified by the lepton selection algorithms as discussed in Sections 4.2 and 4.3.
These backgrounds are estimated using the corresponding MC predictions. Table 5.13 lists the
nominal MC predictions of these processes in the SR.
eµ+ µe Channel
WZ ZZ
WZ + ZZ
V + γ
xPowheg+Pythia8 Powheg+Pythia8 Sherpa 2.1
SR 17.9± 0.3 1.1± 0.1 18.9± 0.3 18.3± 1.8
Table 5.13.: MC predictions of WZ, ZZ and V + γ processes in the SR. Only the MC statistical
uncertainty is included.
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Validation Region
The MC predictions for WZ and ZZ processes are validated in a phase space independent to the
SR, denoted as the Diboson Validation Region (DibosonVR). This DibosonVR is constructed by
allowing events containing one e and one µ as the SR selection. However, no charge requirement
is imposed on the leading and subleading leptons. To enhance the WZ and ZZ contributions, an
additional third lepton with pT > 10 GeV is allowed to enter the selected sample by dropping the
N ℓadd = 0 requirement. The third lepton is then matched with the leading or subleading lepton
to construct a same flavour lepton pair. To ensure this same flavour lepton pair to originate
from a Z boson candidate in the WZ or ZZ process, the invariant mass of this pair is required
to be within 15 GeV of the Z boson mass. This selection rejects a part of tt¯ contribution in this
validation region.
The data/MC comparisons for the di-lepton and EmissT related distributions in the Diboson
VR are shown in Figure 5.15. This region is dominated by the WZ, ZZ, Drell-Yan and top
processes. It demonstrates a good agreement of MC with data to provide confidence in the MC
predictions for the WZ and ZZ processes.
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Figure 5.15.: Data/MC comparisons of the kinematic distributions - ∆η between the two leptons in
the eµ pair (left) and pmissT (right) in the DibosonVR. The uncertainty covers only the
statistical component coming from the data/MC sample statistics.
The other diboson backgrounds in the SR from the MC-based predictions are assigned
17.2% uncertainty where the dominant source of uncertainties come from jet calibrations and
MC modelling. The modelling uncertainty of the WZ and ZZ processes are determined by
comparing the events yields predicted by the nominal Powheg+Pythia8 with Sherpa2.1
generator. For the V + γ process, no other alternative generators were available to compare
and hence the same modelling uncertainty assigned to the WZ and ZZ processes is added to
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the V + γ process as well. The breakdown of the total uncertainties associated with the other
diboson background prediction is listed in Table A.4.
The MC predicted other diboson (WZ, ZZ and V + γ) events entering the SR is
NSRother diboson = 38 ± 2 (stat.) ± 6 (syst.).
Chapter 6.
Cross Section Measurement
This analysis studies the WW production process in the fully leptonic eµ decay channel. The
detector-level event selection to select the observed data and the estimations of signal and
background events in the chosen SR phase space have been discussed in the previous Chapter 5.
The cross section of the WW process is measured in the particle-level fiducial phase space
as described in Section 6.1. The fiducial region eliminates the dependencies on the limited
geometrical detector acceptance. The event selection in the fiducial region is preferred to be as
close as possible to the detector-level SR selection so that the extrapolation stands out to be
minimal between the two phase spaces.
The pp → WW cross section in the particle-level fiducial phase space is measured using
Equation 6.1.
σfiducialWW→eµ =
Nobs −Nbkg
CWW ·L
(6.1)
where L = 3.16 fb−1 is the total integrated luminosity of the used dataset. Nobs and Nbkg
are the number of observed data and estimated background events that fulfil the SR selection.
The number of WW signal events is given by the difference in (Nobs −Nbkg). The CWW factor
converts these SR selected events into particle-level expectations. This factor is measured in the
MC simulation and accounts for the detector efficiencies in the event reconstruction as well as
the response resolution of the detector.
The measured fiducial cross section is then extrapolated to the total phase space. The
pp→WW total cross section is calculated as
σtotalWW =
σfiducialWW→eµ
AWW · 2 · Br2
=
Nobs −Nbkg
(AWW ×CWW ) ·L · 2 · Br2
(6.2)
where the AWW acceptance factor corrects for the geometric and kinematic restrictions
imposed due to the fiducial region selection. The branching ratio Br = 0.1083 [99] is the
probability of a W boson to decay into a lepton (W → ℓν, ℓ = e, µ). Therefore, the Br2 term
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includes both the final state leptons in a WW event candidate. A factor of 2 is considered since
the events entering total cross section formula include both the eµ and µe channels.
Section 6.2 details the calculations of the acceptance factors CWW and AWW in order to
proceed to the cross section measurement. The fiducial and total cross sections are measured
by the simultaneous fit performed across the signal and the two control regions as discussed
in Secion 6.3. Section 6.4 finally summarises the measured cross section results and their
comparisons with the theoretical predictions.
6.1. Fiducial Phase Space Definition
The fiducial phase space employs similar event selection cuts as applied to the reconstructed
events in the SR. However, it utilises the truth-level MC generated events before passing through
the detector simulation. The truth MC events further satisfy the selection requirements in the
fiducial region.
The truth electrons and muons are needed to stem from one of the W bosons produced in
the hard scattering interaction. The jets in the truth events are formed using the same anti-k t
algorithm [62] with the input distance parameter R = 0.4. All stable particles including muons,
are taken as input to build the truth jet. The jets constructed from the signal leptons are
removed from the list of the associated truth jets in an event if they lie within ∆R = 0.3 of
a truth lepton. The EmissT is estimated by considering the four-vector momentum sum of the
neutrinos produced in the W boson’s decay.
Table 6.1 lists the truth-level event selection in the fiducial region.
Object requirements for truth-level event selection
Lepton selection
Lepton pair selection eµ pair, opposite charge
Lepton transverse momentum pe,µT > 25 GeV
Lepton pseudorapidity |ηe,µ| < 2.5
Number of additional leptons N ℓadd = 0
Di-lepton invariant mass meµ > 10 GeV
Additional object selection
Number of jets Njets = 0
E
miss
T > 20 GeV
E
miss
T,rel > 15 GeV
Table 6.1.: WW → eµ truth-level event selection in the fiducial phase space.
In comparison with the SR selection (Table 5.3), the b-jet veto requirement is dropped. The
effect of the b-jet veto cut on the signal events is less than 1% as demonstrated in Table 5.6 and
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therefore is not considered in the fiducial region selection. Hence, any source of uncertainties
related to the b-tagging procedure is treated to be negligible in the fiducial region.
TheWW signal events and the relative compositions of the three WW subprocesses satisfying
the fiducial region selection cuts are shown in Table 6.2. This can infer a direct comparison to
the SR reconstructed event yields presented in Table 5.6.
eµ+ µe Channel
WW Signal
qq¯ →WW gg →WW gg → H →WW
L = 3.16 fb−1 N truthevents Frac. N
truth
events Frac. N
truth
events Frac.
Generated truth eµ events 9429± 18 8332± 18 0.88 466± 3 0.05 631± 2 0.07
Lepton selection 3449± 11 3144± 11 0.91 204± 2 0.06 100± 1 0.03
Jet veto: Njets = 0 2027± 9x 1885± 8x 0.93 108± 2 0.05 x34± 0 0.02
E
miss
T > 20 GeV 1605± 8x 1475± 7x 0.92 x99± 2 0.06 x32± 0 0.02
E
miss
T,rel > 15 GeV 1511± 7x 1385± 7x 0.92 x95± 2 0.06 x31± 0 0.02
Table 6.2.: Total WW signal events and the relative compositions of the events coming from the three
signal subprocesses passing each fiducial region selection requirement. The predictions are
derived from the nominal signal MC samples scaled by the total luminosity L = 3.16 fb−1
of the dataset used in this analysis. Only the MC statistical uncertainty is included.
6.2. Acceptance Factors
The following section discusses the calculations of the acceptance factors CWW and AWW in
the fiducial and total cross section measurements.
CWW Calculation
The CWW factor occurring in the fiducial cross section definition (Equation 6.1) is measured
in the WW signal MC samples using Equation 6.3. It is defined as the ratio of reconstructed
signal events passing the full SR selection to the truth-level MC generated signal events fulfilling
the fiducial region selection.
CWW =
N reco, SRWW→(e/µ/τ)ν(e/µ/τ)ν→(e/µ)ν(µ/e)ν
N truth, fidWW→(e/µ)ν(µ/e)ν
(6.3)
The numerator of Equation 6.3 selects all reconstructed events containing one electron and
one muon in the final state by incorporating all possible leptonic decay modes of the W
bosons (W → ℓν, ℓ = e, µ, τ). It implies that in the selected reconstructed events with an eµ
final state, at least one of the leptons may originate from an intermediate τ lepton’s decay
(WW −→ (e/µ/τ)ντντ ). The denominator, on the other hand, only accepts events containing
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an eµ pair where both the leptons are produced from the prompt or direct decay of the two W
bosons and excludes the W → τντ decay mode. The relative contribution from the W → τντ
process in the totalWW → eµ signal events is 8% as estimated in the MC simulation. Therefore,
the CWW factor already applies a subtraction of the W → τντ contribution based on its relative
branching fraction. As a consequence of this, the fiducial cross section measurement in this
analysis only considers prompt electron and muon. The effectiveness of this approach relies
on the accurate modelling and kinematic properties of the W → τντ process. It allows a fair
comparison with the previous WW cross section measurement [100] at the centre-of-mass energy
of
√
s = 8 TeV using the 2012 ATLAS dataset that used the same strategy.
Uncertainties on CWW Calculation
Different sources of detector and theoretical uncertainties impacting the CWW calculation are
listed below.
• Detector Uncertainties
The detector systematic uncertainties influence the reconstructed events entering the CWW
calculation. Hence, the effects of these uncertainties on the CWW factor are considered as
the sources of detector uncertainties.
• Parton Shower (PS) Uncertainty
The parton shower uncertainty is estimated by comparing the nominal Powheg+Pythia8
MC with an alternative MC sample. The alternative sample is generated with Powheg
matrix element calculation but Herwig++ parton shower modelling. The difference in the
measured CWW factor from both these samples is treated as the parton shower uncertainty.
• PDF Uncertainty
The nominal CWW factor is estimated from the Powheg+Pythia8 sample using the
central value of the CT10 PDF set. A variation in CWW is taken by assigning the
uncertainty on the CT10 PDF set. The CT10 uncertainty is estimated by varying the
input eigenvectors. Two additional variations of the CWW factor are calculated from
the generated Powheg+Pythia8 sample but using the central values of the alternative
MSTW08 and NNPDF3.0 PDF sets instead of CT10. The largest deviation of these three
variations from the nominal CWW is considered as the final PDF uncertainty. The PDF
uncertainty calculation mentioned above follows the recommended procedure described in
Reference [101].
• QCD Scale Uncertainties
The uncertainties from the higher-order perturbative corrections in QCD are estimated by
varying the renormalisation (µR) and factorisation (µF ) scales independently by factors
of 0.5 and 2 within the imposed constraint of 0.5 ≤ µF /µR ≤ 2. The impact of these
variations on the CWW factor is assigned as the QCD scale uncertainty.
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The parton shower, PDF and scale uncertainties on the CWW factor are estimated on the
dominant qq¯ →WW subprocess with 92% contribution in the total WW signal events selected
in both SR (Table 5.6) and fiducial region (Table 6.2) phase spaces. The same uncertainties are
further applied to the other two signal subprocesses.
The CWW acceptance factors are calculated individually for the three signal subprocesses
from their respective nominal MC samples (Table 5.1). The final value is then derived by
combining the CWW factors of these subprocesses based on their contributions in the total WW
signal. The measured CWW acceptance factor for the WW signal with its associated statistical
and systematic uncertainties is given as
CWW = 0.596 ± 0.004 (stat.) ± 0.040 (syst.).
The breakdown of the uncertainties associated with the CWW calculation are summarised in
Table 6.3. The dominant uncertainties come from the jet and parton shower variations.
Source of uncertainty qq¯ →WW gg → H →WW gg →WW Total WW
Stat. 0.6% 1.5% 1.9% 0.6%
Jets 5.5% 9.3% 9.3% 5.9%
Leptons 1.0% 1.3% 1.0% 1.0%
E
miss
T 0.2% 0.2% 0.4% 0.2%
Pileup 0.4% 1.3% 0.8% 0.5%
Total Detector 5.6% 9.5% 9.4% 6.0%
PDF 0.2%
QCD scale 0.2%
PS 3.1%
Syst. 6.4% 9.7% 10.0% 6.6%
Table 6.3.: Summary of statistical and systematic uncertainties on the CWW calculation. The jet
uncertainty also includes the b-tagging SF variations that affects the reconstructed events
satisfying the SR selection.
AWW Calculation
The AWW acceptance factor extrapolates the fiducial cross section into the total phase space.
The total phase space contains no kinematic restrictions imposed on it. On the other hand,
the fiducial region is defined following the detector-level kinematic and geometric acceptance
as well as analysis event selection imposed on the reconstructed events. Therefore, the data
and background events involved in the total cross section (Equation 6.2) require corrections
from these imposed acceptance restrictions on the fiducial region. This is achieved through the
AWW acceptance factor, calculated using Equation 6.4. The AWW factor is determined as the
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fraction of all generated WW → eµ truth events satisfying the fiducial region selection.
AWW =
N truth, fidWW→(e/µ)ν(µ/e)ν
Nall truthWW→(e/µ)ν(µ/e)ν
(6.4)
Uncertainties on AWW Calculation
The theoretical uncertainties associated with the AWW calculation are listed below.
• Parton Shower Uncertainty
The parton shower uncertainty is estimated by comparing the nominal Powheg+Pythia8
and the Powheg+Herwig++ signal MC samples.
• PDF Uncertainty
The AWW PDF uncertainty is calculated using the same methodology as applied to the
CWW factor. The largest deviation to the nominal AWW value coming from the CT10
uncertainty assignment or the central values of any of the two alternatives - MSTW08 and
NNPDF3.0 PDF sets is added as the final PDF uncertainty.
• Jet Veto Uncertainty
In a fixed-order cross section measurement, the uncertainty from higher-order corrections in
the perturbative series is assessed by the assigned scale uncertainty. The scale uncertainty
in such case is calculated by varying the renormalisation (µR) and factorisation (µF ) scales.
However, for jet-binned cross section measurement, such as this analysis where the cross
section is measured in 0-jet bin using the jet veto requirement, the approach as mentioned
earlier may underestimate the scale uncertainty as explained in Reference [102]. This
uncertainty underestimation may occur due to accidental cancellations of higher-order
perturbative corrections to the total cross section and perturbative corrections that have
a logarithmic sensitivity to the jet-bin boundary caused due to the jet veto selection.
Therefore, the scale uncertainty is evaluated separately - only for the jet veto selection and
other selections together in the fiducial region.
The jet veto scale uncertainty is calculated by implementing the Stewart-Tackmann ap-
proach [102]. This approach is based on the assumption that the theoretical scale uncer-
tainties are uncorrelated between different jet multiplicities. The required set of inputs to
this method are described below. The cross section in the 0-jet bin σ0 can be expressed as
σ0 = σincl. − σ≥1
where σincl. and σ≥1 represent the inclusive (no jet multiplicity requirement) and 0-jet
exclusive (number of jets ≥ 1) cross sections. The acceptance in σ0 is
f0 =
σincl.−σ≥1
σincl.
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Therefore, the uncertainty δ(f0)
2 on the acceptance f0 with simple error propagation can
be calculated using the following formula.
δ(f0)
2 =
(
1
f0
− 1
)2
(δ2incl. + δ
2
≥1)
• Scale Uncertainty
The part of the scale uncertainty associated with the jet veto selection in the analysis is
already considered in the jet veto scale uncertainty. Hence, only the residual uncertainty is
evaluated using the standard approach. The renormalisation (µR) and factorisation (µF )
scales are varied by factors of 0.5 and 2 within the constraint of 0.5 ≤ µF /µR ≤ 2. This is
executed by calculating a partial acceptance factor by considering the full fiducial region
selection except for the jet veto requirement, applied to the truth-level MC events.
The aforementioned theoretical uncertainties on the AWW factor are calculated independently
for qq¯ →WW and gg → H →WW subprocesses. The resulting uncertainties for gg → H →
WW subprocess are further applied to the gg → WW signal as well. The measured value of
the AWW factor for the WW signal is
AWW = 0.1643 ± 0.0010 (stat.) ± 0.0093 (syst.) = 0.164 ± 0.009 (tot.).
Table 6.4 summarises the breakdown of the statistical and theoretical uncertainties contributing
to the AWW calculation. The largest uncertainties come from the parton shower and jet veto
scale uncertainties.
Source of Uncertainty qq¯ →WW gg → H →WW gg →WW Total WW
Stat. 0.5% 1.0% 1.4% 0.7%
PDF 1.0% x1.0% 1.0%
PS 3.0% x4.0% 3.1%
Jet veto 3.1% 17.2% 4.4%
QCD scale 0.4% x1.4% 0.4%
Syst. 4.5% 17.8% 5.7%
Table 6.4.: Summary of the statistical and theoretical uncertainties on the AWW factor.
6.3. Log-Likelihood Minimisation
As a simplified approach, Equation 6.1 and 6.2 can be used to extract the fiducial and total
cross sections of the WW production process. The derived acceptance factors CWW and AWW
can be plugged into these cross section formulas along with the constant branching ratio term
Br2 where appropriate. The expected signal events are calculated from the difference in the
number of observed data and the estimated background events passing the full SR selection. The
backgrounds are either determined from the MC predictions for WZ,ZZ and V + γ processes
or estimated using dedicated methodologies as detailed in Section 5.4. The fake (W+jets and
82 Cross Section Measurement
multi-jet) background is derived from data using the Matrix Method. The top and the Drell-Yan
processes are normalised in their respective control regions which are then propagated to the
SR using the transfer factors. The extraction of the cross sections using this strategy does
not consider any correlations between the signal and background predictions across the signal
and control regions. Moreover, it cannot correctly account the statistical fluctuations in these
predictions caused due to the finite MC sample statistics.
Therefore, a log-likelihood approach is considered that offers a proper treatment of the
correlations between the SR and CR predictions and also the correlations between the systematic
uncertainties involved. A negative likelihood function is constructed for that purpose and the
procedure is discussed in the following.
The number of expected events in the ith analysis region can be expressed as
N iexp = N
i
s +N
i
b
where N ib is the number of background events predicted by the MC simulations or estimated
using data-driven methods. N is represents the number of signal events in the i
th analysis region.
Given the N is signal events, the cross section formalas can be rewritten as
N is(σ
fiducial
WW→eµ) = σ
fiducial
WW→eµ ·L ·CWW
N is(σ
total
WW ) = σ
total
WW · 2 · Br2 ·L ·AWW ·CWW
However, the systematic uncertainties impacting the predicted signal and background events,
introduce further corrections. Hence, the expected signal and background events can now be
written as
N is
(
σtotalWW , {xk}
)
= σtotalWW · 2 · Br2 ·L ·AWW ·CWW ·
(
1 +
∑n
k=1 xkS
i
k
)
N ib ({xk}) = N ib
(
1 +
∑n
k=1 xkB
i
k
)
where each systematic uncertainty xk in the i
th analysis region is typically assumed to be a
Normal distribution with zero mean and unit variance, i.e. xk∼N(0, 1). The parameters Sik
and Bik are the standard deviation amplitudes, representing the x
th
k systematic uncertainty in
that region. The expressions are only shown for the total cross section but these apply to the
fiducial cross section as well.
In the presence of background normalisation factors, a given prediction is multiplied by such
factor without being subjected to any constraint. The following formula shows the number of
background events if one of the background processes A has an assigned normalisation factor
nfA.
N ib
(
{xk}, nfA
)
= N iother b
(
1 +
∑n
k=1 xkB
i
k
)
+ nfA ·N iA ·
(
1 +
∑n
k=1 xkA
i
k
)
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In general, the normalisation factor is obtained in a specific control region with sufficiently
high purity of that particular background process of interest. In such a scenario, the systematic
uncertainties do not affect the background normalisation in all regions rather the extrapolation
between the signal and control regions.
Finally, the negative log-likelihood function can be defined as
−ln L
(
σ, {xk}, nfj
)
=
∑
i
−ln
(
e
−
(
N
i
s+N
i
b
)
×
(
N is +N
i
b
)N iobs
(N iobs)!
)
+
n∑
k=1
x2k
2
. (6.5)
where the index i runs over the various regions used in the analysis. The expression inside the
natural logarithm is essentially the Poisson probability that the expected number of signal and
background events (N is(σ, {xk}) +N ib({xk}, nfj)) will produce the number of events observed in
data (N iobs) in the i
th region. Each kth systematic uncertainty from an independent source is
treated as a nuisance parameter xk and the last term takes care of the Gaussian constraints
imposed on it. The nuisance parameters are considered to be fully correlated across the regions
as well as between the signal and background components. The implementation of this likelihood
approach is performed using the ROOStat libraries. Finally, a simultaneous fit across the SR
and CRs is performed using the minimisation of the log-likelihood function. The minimisation
and the error calculations are performed with the help of the Minuit package [103].
The likelihood approach as discussed above is finally implemented in the context of this
analysis. In this analysis, index i runs over three analysis regions - a single SR and two control
regions (TopCR and DYCR). The normalisation factors NFtop and NFDY are assigned to the
top and Drell-Yan processes that normalise these backgrounds in their respective CRs.
Results of the Log-Likelihood Minimisation
The final estimates of the signal and background events are obtained as the result of the
simultaneous log-likelihood minimisation fit performed across the SR and two CRs. The
likelihood function with nuisance parameters automatically takes all the statistical and systematic
uncertainties into account and propagates them to the final uncertainty.
The obtained normalisation factors for the top and Drell-Yan processes are reported in
Table 6.5. Hence, the MC prediction of the top or Drell-Yan background is required to be scaled
by the respective normalisation factor. The signal and other diboson backgrounds are also
re-evaluated with a proper correlation treatment of the associated uncertainties. However, the
fake background remains unchanged as it is directly derived from data.
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Normalisation Factor Fitted Value
NFDY 1.034± 0.030
NFtop 0.875± 0.035
Table 6.5.: Normalisation factors for the top and Drell-Yan processes as the outcome of the log-likelihood
minimisation fit.
Table 6.6 compiles the number of events observed in data as well as the final estimates of the
signal and background events after the full SR event selection as the outcome of the performed
fit. Estimated events are shown for the signal region as well as the top and Drell-Yan control
regions.
Process Signal Region Top Drell-Yan
Control Region Control Region
WW signal x997± 69 xx49± 12 x75.3± 5.4
Drell-Yan xx62± 23 xx49± 29 1568± 45
tt¯+Wt x177± 33 2057± 81 xx3.5± 1.6
W+jets/multi-jet xx78± 41 xx70± 55 xx0
Other dibosons xx38± 12 xx6.3± 3.5 x19.2± 6.1
Total 1351± 37 2232± 47 1666± 41
Data xx1351 xx2232 xx1666
Table 6.6.: Observed number of events in data and estimated number of events from signal and
background processes in the signal and control regions. Events from signal and background
processes are the results of the log-likelihood minimisation fit. Both statistical and
systematic uncertainties are included.
The data/MC comparisons of the kinematic distributions of the lepton and EmissT related
quantities considering the results of the log-likelihood minimisation fit are shown in Figure 6.1
for the SR selection. The corresponding comparisons in the top and Drell-Yan control regions
are presented in Figure 6.2. The uncertainty band includes the MC statistical uncertainty as
well as full systematic uncertainties associated with the shape and normalisation of the MC
samples.
6.4. Results
The measured signal cross section in the fiducial phase space as the outcome of the simultaneous
log-likelihood minimisation fit is
σfiducialWW→eµ = 529± 20 (stat.)± 50 (syst.)± 11 (lumi.) fb.
The breakdown of the relative uncertainties associated with the measured fiducial cross section is
summarised in Table 6.7. The dominant source of uncertainties originate from the jet selections
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(a) Transverse momentum pT of the leading (left) and subleading (right) leptons in the signal region.
(b) Invariant mass of the eµ pair (left) and ∆φ between the leptons in the eµ pair (right) in the signal
region.
(c) Relative missing transverse momentum EmissT,rel (left) and track-based missing transverse momentum
pmissT (right) in the signal region.
Figure 6.1.: Data/MC comparisons of the kinematic distributions of the final state leptons and EmissT
related quantities passing the full SR event selection. The signal and background events
are the results of the log-likelihood minimisation fit. The uncertainty band includes both
the statistical and systematic uncertainties [104].
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(a) Transverse momentum pT of the subleading lepton (left) and ∆φ between the leptons in the eµ pair
(right) in the top control region.
(b) Transverse momentum pT of the subleading lepton (left) and ∆φ between the leptons in the eµ pair
(right) in the Drell-Yan control region.
Figure 6.2.: Data/MC comparisons of the kinematic distributions of the final state leptons and EmissT
related quantities in the top and Drell-Yan control regions. The signal and background
events are the results of the log-likelihood minimisation fit. The uncertainty band includes
both the statistical and systematic uncertainties [104].
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Sources of uncertainty Relative uncertainty for σfidWW→eµ
Jet selection and energy scale & resolution 7.3%
b-tagging 1.3%
E
miss
T and p
miss
T 1.7%
Electron 1.0%
Muon 0.4%
Pileup 0.9%
Luminosity 2.1%
Top background 2.4%
Drell-Yan background 1.5%
W+jet and multi-jet background 3.8%
Other diboson backgrounds 1.1%
Parton shower 3.1%
PDF 0.2%
QCD scale 0.2%
MC statistics 1.2%
Data statistics 3.7%
Total uncertainty 11%
Table 6.7.: Breakdown of the relative uncertainties on the fiducial cross section measurement as a
result of the simultaneous fit performed across the signal and control regions.
and calibrations. The measured fiducial cross section is finally compared with the theoretical
cross section prediction, discussed in the following.
Theoretical Predictions
The theoretical prediction of the WW cross section is calculated in the total phase space that
combines the individual contributions of qq¯ → WW , non-resonant gg → WW and resonant
gg → H →WW subprocesses. The relative contributions of the qq¯, non-resonant and resonant
gg productions to the total WW cross section are 87%, 5% and 8% respectively. The cross
sections of these subprocesses are known at different O(αs) as the best available predictions
at the time of the measurement. The qq¯ →WW production cross section is known at O(α2s )
(NNLO) [105,106], the non-resonant gg →WW subprocess is known at O(α3s ) (NLO) [107,108]
whereas the resonant gg → H →WW cross section is calculated at O(α5s ) (N3LO) [109] taking
the H →WW branching fraction [110] into account. These three cross section predictions are
combined and the sum is denoted as nNNLO+H prediction. In the nNNLO+H calculation, the
interference between the subprocesses is neglected. In the given O(αs), the qq¯ and gg-initiated
processes do not interfere. However, an interference effect exists between the two gg-initiated
processes - gg →WW and gg → H →WW but the effect of this interference on the total cross
section is negligible.
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The scale and PDF uncertainties on the theoretical predictions for the WW subprocesses
are estimated using the same procedures as applied for the acceptance factor calculations,
discussed in Section 6.2. In the total nNNLO+H prediction, the scale uncertainties of different
subprocesses are treated as correlated and added linearly. However, the PDF uncertainties are
considered to be uncorrelated and added in quadratures.
To pursue a direct comparison with the measured fiducial cross section, the theoretical predic-
tions are also calculated in the fiducial phase space after applying all fiducial region selections.
A correction of 0.972± 0.001 is applied to the theoretical parton-level cross section prediction
to account for the non-perturbative effects. This factor is measured in the Powheg+Pythia8
signal MC sample where the events selected in the fiducial region are compared with and without
these non-perturbative effects implemented in the MC sample. The calculations as presented
here, do not include higher order electroweak correction. However, in Reference [111], it is
estimated that the electroweak correction at NLO would decrease the WW cross section by
3-4%. For qq¯ and non-resonant gg productions, the fiducial cross sections are measured by the
programs presented in References [106,107]. In case of gg → H →WW process, no such fiducial
region calculation was available at O(α5s ). The gg → H →WW fiducial cross section is therefore
calculated by applying the AWW acceptance factor measured in the Powheg+Pythia8 MC
sample to the inverted total cross section formula 6.2, given as
σfiducialWW→eµ = 2 ·σtotalWW ·AWW · Br2
The uncertainties on the fiducial cross section of the gg → H →WW process include the scale
and PDF uncertainties for both σtotalWW and AWW whereas the parton shower uncertainty is only
estimated for AWW . For qq¯ and gg →WW processes, the predicted AWW factors are calculated
by their respective fiducial to the total cross section ratios. The scale and PDF uncertainties are
treated to be correlated between the fiducial and total cross sections. The dominant uncertainty
on theoretical predictions comes from the PDF uncertainty on the AWW factor.
Table 6.8 summarises the total and fiducial cross section predictions for individual WW
subprocesses with their assigned uncertainties. This table also reports the predicted AWW
factors for the three signal contributions.
Figure 6.3 compares the nNNLO+H fiducial cross section prediction with the measured value
of σfiducialWW→eµ = 529± 20 (stat.)± 50 (syst.)± 11 (lumi.) fb. The nNNLO+H prediction of the total
cross section is corrected using two alternative AWW calculations to predict the WW cross
section in the fiducial phase space. The fixed-order acceptance value is presented in Table 6.8
while the MC acceptance calculation is described in Section 6.2. The nNNLO+H prediction
agrees within uncertainties with the experimental cross section measurement in the fiducial
phase space.
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pp→WW subprocess Order of αs σtotWW [pb] AWW [%] σfidWW→eµ [fb]
qq¯ [105,106] O(α2s ) 111.1± 2.8 16.20± 0.13 422+12−11
gg [107,108] (non-resonant) O(α3s ) 6.82+0.42−0.55 28.1+2.7−2.3 44.9± 7.2
gg → H →WW [109,110] O(α5s ) tot. / O(α3s ) fid. 10.45+0.61−0.79 4.5± 0.6 11.0± 2.1
qq¯ + gg (non-resonant) +
nNNLO+H 128.4+3.5−3.8 15.87
+0.17
−0.14 478± 17
gg → H →WW
Table 6.8.: Theoretical predictions for the total and fiducial cross sections for WW subprocesses and
their associated uncertainties calculated up to the given order in αs together with the
respective acceptance factors (AWW ).
The experimental value of the total cross section is obtained by extrapolating the measured
fiducial cross section using the AWW factor from the nNNLO+H prediction (Table 6.8). The
calculated value of σtotalWW = 142± 5 (stat.)± 13 (syst.)± 3 (lumi.) pb is in agreement with the
nNNLO+H theoretical prediction of 128+3.5−3.8 pb.
 [fb]µ e→WW 
fidσ
300 400 500 600 700
Data 
 11 fb ± 50 ± 20 ±529 
stat.
stat.+syst.+lumi.
(fixed-order acceptance)
nNNLO+H calculation
(MC acceptance)
nNNLO+H calculation
ATLAS -1 = 13 TeV, 3.16 fbs
ν
±
µ ν± e→WW 
Fiducial cross section
Figure 6.3.: Measured fiducial cross section in comparison with the nNNLO+H prediction in the
fiducial phase space with two different acceptance calculations. The vertical bands around
the measurement indicate the statistical uncertainty (yellow) and the quadrature sum of
statistical, systematic and luminosity uncertainties (green) [104].
Chapter 7.
Sensitivity to Anomalous Couplings
The measured cross section of the WW production process (Section 6.4) within the assigned
uncertainty is in good agreement with the SM prediction. In this chapter, the Triple Gauge
Boson Couplings (TGCs) - WWγ and WWZ deviating from their SM expectations are studied.
The anomalous Triple Gauge Boson Couplings (aTGCs) (Section 2.5) represents these deviations
of the TGCs from their SM predicted values and are further probed in the WW production
process. The non-vanishing aTGC parameters would increase the WW production cross section
at higher energies. These would also alter sensitive kinematic distributions of the final state
particles, such as pT of the leading lepton towards the higher values. Since the observed data
agrees with the SM prediction, the WW production process is further used to constraint physics
beyond the Standard Model (BSM) by extracting limits on these aTGC parameters.
The limits are obtained by studying the most sensitive detector-level kinematic distributions of
theWW final state particles. A profile-likelihood ratio test statistic [112] is performed to examine
the compatibility of the observed data and the predictions with non-zero aTGCs. The 95%
Confidence Level (CL) intervals for the five independent aTGC parameters - ∆gZ1 ,∆k
Z , λZ ,∆kγ
and λγ parametrised without any imposed constraint and form-factor (Section 2.5) are determined
using the frequentist approach [113]. The confidence interval for a concerned aTGC parameter
is calculated when the other four parameters are kept fixed to their SM values.
The data events in this study are selected utilising the same signal region event selection
applied to the same dataset as used for the cross section measurement. The WW signal in this
case only includes the qq¯ →WW subprocess due to the involvement of the WWγ and WWZ
couplings (Feynman diagram 2.3a). Therefore, the resonant and non-resonant gg productions
estimated using the nominal MC predictions are considered as backgrounds. The qq¯ →WW
signal is modelled using the MC@NLO MC sample interfaced with Herwig+Jimmy [114, 115].
A reweighting method [116] implemented in the MC@NLO sample predicts the qq¯ → WW
signal events for arbitrary values of the aTGC parameters. This reweighting method utilises an
event weight to predict the rate at which the event would be generated in the presence of the
anomalous couplings. This event weight is calculated as the ratio of the matrix element squared
with (BSM) and without (SM) the aTGC parameters. The background contributions in the
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selected data events are estimated with the same methodologies as discussed in Section 5.4.
The top and Drell-Yan nominal MC predictions are scaled by the resulting normalisation factors
from the log-likelihood minimisation fit performed across the SR and two CRs for the cross
section measurement (Table 6.5).
The nominal Powheg+Pythia8 MC sample used to model the qq¯ →WW process for the
cross section measurement is generated at NLO and has been normalised to NNLO prediction in
the perturbative QCD (Table 5.1) to best describe the expected signal in the selected data. The
MC@NLO sample, on the other hand, is generated at NLO in the perturbative QCD calculation.
The NLO → NNLO normalisation applied to the Powheg+Pythia8 MC sample might not be
applicable for theMC@NLO sample simulated with non-vanishing aTGC parameters. Therefore,
another MC@NLO MC sample is simulated with the SM settings (all aTGCs are set to zero) in
which the effect of this NLO → NNLO normalisation is studied. The contribution originating
from this normalisation on the SM-like MC@NLO MC sample is also considered as background.
The kinematic distributions - pT of the leading lepton, invariant mass and pT of the eµ pair
are investigated to extract the limits on the aTGC parameters. The sensitivity towards the
aTGC parameters is much more profound in the leading lepton pT distribution in comparison
with the other two distributions. The binning used for the leading lepton pT distribution is the
same optimised binning that had been used to extract the aTGC limits in the previous WW
measurement performed using the 2012 ATLAS dataset at the centre-of-mass collision energy of√
s = 8 TeV [5].
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Figure 7.1.: Transverse momentum pT distribution of the leading lepton used to set limits on the aTGC
parameters. The observed data, nominal qq¯ →WW signal and background predictions
are compared with the MC@NLO MC sample simulated with the aTGC parameter
∆gZ1 = 0.6. Only the MC statistical uncertainty is included.
Figure 7.1 shows the leading lepton pT distribution presenting the selected data and nominal
signal (Powheg+Pythia8) and background predictions using this ‘standard binning’ (Ta-
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ble 7.1). The MC@NLO sample simulated with the aTGC ∆gZ1 = 0.6 is also overlaid. At the
high pT region, MC@NLO prediction with a non-vanishing aTGC underestimates the data.
This binning is referred to as the ‘standard binning’ in the following.
The extracted 95% confidence level intervals for the five independent aTGC parameters based
on the leading lepton pT distribution are reported in the following section.
Confidence Intervals
The confidence intervals for the aTGCs based on the leading lepton pT distribution is obtained
for the ‘standard binning’ as mentioned earlier as well as with more number of differential bins,
referred to as the ‘fine binning’ in the following. Table 7.1 lists the two sets of binning of the
leading lepton pT distribution in which the aTGC limits are extracted. The ‘fine binning’ is
chosen by looking at the distribution but without performing any further investigations to get
the best optimised and sensitive selection. The statistical and systematic uncertainties are
calculated differentially in all considered bins of the concerned distribution.
Leading Lepton pT Distribution
Standard Binning [0., 50., 150., 250., 350., 1000.] GeV
Fine Binning [0., 30., 40., 50., 80., 100., 150., 200.,
250., 300., 350., 500., 1000.] GeV
Table 7.1.: Binning of the leading lepton pT distribution used in the aTGC limit extraction. The
‘standard binning’ had been used for the aTGC study in the previous WW measurement
with the 2012 ATLAS dataset at the centre-of-mass collision energy of
√
s = 8 TeV [5].
The 95% confidence level intervals for the five independent aTGCs at the cutoff scale ΛFF =∞
are determined for the aforementioned two sets of binning of the leading lepton pT distribution.
The limits for a concerned aTGC parameter are calculated while keeping the other parameters
fixed to their SM expectations. The observed and Asimov [112] datasets are used to extract the
observed and expected limits respectively. The observed limits on the ∆gZ1 are improved by
using the ‘fine binning’ in comparison with the ‘standard binning’ while for the other parameters,
they get slightly worse. The expected limits, on the other hand, get better with more differential
bins under consideration. Therefore, an optimal scan over the leading lepton pT distribution
to optimise the chosen binning show prospects of higher sensitivity in determining the aTGC
parameters. In the following investigations, the results are obtained using the ‘standard binning’.
The extracted limits based on the other two distributions - invariant mass meµ and transverse
momentum P eµT of the eµ pair are presented in Appendix A.3.
The observed and expected aTGC limits are also determined with the combined ATLAS
datasets collected in the year of 2012 and 2015. The 2012 ATLAS dataset corresponds to pp
collisions at the centre-of-mass energy of
√
s = 8 TeV and an integrated luminosity of L = 20.3
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Leading lepton pT Standard Binning Fine Binning
ΛFF =∞ Expected Observed Expected Observed
∆g
Z
1 [ -0.339, 0.430 ] [ -0.482, 0.524 ] [ -0.315, 0.403 ] [ -0.385, 0.493 ]
∆k
Z [ -0.047, 0.060 ] [ -0.057, 0.061 ] [ -0.043, 0.056 ] [ -0.059, 0.073 ]
λ
Z [ -0.038, 0.038 ] [ -0.044, 0.043 ] [ -0.035, 0.035 ] [ -0.047, 0.047 ]
∆k
γ [ -0.101, 0.130 ] [ -0.114, 0.119 ] [ -0.091, 0.119 ] [ -0.124, 0.150 ]
λ
γ [ -0.082, 0.082 ] [ -0.087, 0.084 ] [ -0.074, 0.075 ] [ -0.099, 0.099 ]
Table 7.2.: The 95% CL expected and observed limits on the five independent aTGC parameters
with the form factor ΛFF = ∞. The limits are extracted for two sets of binning of the
leading lepton pT distribution with the 2015 ATLAS dataset used in this analysis. The
dataset corresponds to the centre-of-mass collision energy of
√
s = 13 TeV and comprises
an integrated luminosity of L = 3.16 fb−1.
fb−1. The 2015 dataset used in this analysis is collected in the pp collisions at the collision
energy of
√
s = 13 TeV and comprises an integrated luminosity of L = 3.16 fb−1. The expected
limits are also determined for the full luminosity projection of the combined 2015 and 2016
(
√
s = 13 TeV, L = 33.3 fb−1) datasets. The results are presented in Table 7.3. The outcomes of
these dataset combinations show a significant improvement in the extracted limits in comparison
with 2015 dataset alone.
Leading lepton pT 2012 + 2015 Datasets 2015 + 2016 Datasets
ΛFF =∞ Expected Observed Expected
∆g
Z
1 [ -0.303, 0.362 ] [ -0.280, 0.257 ] [ -0.190, 0.243 ]
∆k
Z [ -0.038, 0.049 ] [ -0.026, 0.037 ] [ -0.023, 0.035 ]
λ
Z [ -0.032, 0.030 ] [ -0.023, 0.021 ] [ -0.020, 0.020 ]
∆k
γ [ -0.079, 0.103 ] [ -0.053, 0.076 ] [ -0.048, 0.076 ]
λ
γ [ -0.065, 0.064 ] [ -0.047, 0.044 ] [ -0.044, 0.044 ]
Table 7.3.: The 95% CL expected and observed limits on the five independent aTGC parameters with
the form factor ΛFF =∞. The observed and expected limits are shown for the combined
2012+2015 ATLAS datasets. The expected limits are also presented for the 2015+2016
ATLAS datasets.
Figures 7.2a and 7.2b summarise the observed and expected 95% confidence level intervals
extracted for the five aTGC parameters with the form factor ΛFF =∞. The obtained limits using
the ATLAS datasets collected at different years of running are compared. The extracted limits
with the dataset collected by the ATLAS detector in 2011 at the centre-of-mass collision energy
of
√
s = 7 TeV and an integrated luminosity of L = 4.6 fb−1 are also added for comparison [4].
The aTGC studies presented in this chapter affirm a visible improvement (notably the
expected limits with combined 2015 and 2016 datasets) in constraining the aTGC parameters if
a large amount of data is taken into consideration. The larger dataset provides more statistical
power in order to perform a proper binning optimisation for the sensitivity study of the aTGC
parameters as well as removes any statistical fluctuations that might impact the results.
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Figure 7.2.: Observed (left) and expected (right) limits at the 95% CL for the five independent aTGC
parameters with ΛFF =∞. The comparisons of the extracted limits using the 2011 [4],
2012 [5], 2015, 2012+2015 and 2015+2016 (only expected limits) ATLAS datasets are
shown. Only limits extracted for the WW production process are presented.
Chapter 8.
Summary
TheWW production is a challenging process enabling us to test the fundamental gauge structure
of the electroweak theory in the Standard Model. The cross section measurements of this process
at the ATLAS and CMS experiments at the centre-of-mass energies of 7 and 8 TeV [4–7]
consistently observed discrepancies with the theoretical predictions. The differences between
the measurements and the predictions are reduced by incorporating higher order theoretical
calculations in the perturbative QCD. Therefore, a precise measurement of the WW production
process at the collision energy of 13 TeV would confront the best available theoretical prediction
to test our understanding.
In this thesis, the measurement of the WW production cross section with the proton-proton
collision data collected by the ATLAS detector at the centre-of-mass collision energy of
√
s = 13
TeV has been presented. The dataset corresponds to the total integrated luminosity of L = 3.16
fb−1. The WW signal in this analysis contains one electron, one muon and two associated
neutrinos in the final state. The dominant background contributions in the WW candidate
sample come from the top, Drell-Yan and W+jets and multi-jet processes that exhibit similar
final state signature as the WW signal. Other diboson processes, such as WZ, ZZ and
V + γ enter the WW signal selection as minor backgrounds. The cross section is measured
in the fiducial phase space close to the detector acceptance. The measured fiducial cross
section of σfiducial
W
+
W
− = 529± 20 (stat.)± 50 (syst.)± 11 (lumi.) fb within the assigned uncertainty
is compatible with best available SM prediction of 478± 17 fb. The systematic uncertainty
drives this measurement where the major systematic uncertainty originates from jet energy scale
and calibration. The total cross section has also been calculated by extrapolating the measured
cross section in the fiducial phase space to the total phase space using the acceptance factors.
This WW production cross section measurement has been published in Reference [104].
Moreover, the observed data are further examined for the presence of the anomalous triple
gauge boson couplings. The limits are determined for these aTGC parameters. The extracted
95% confidence level intervals of the aTGC parameters are compatible with the SM expectations
but are not the most stringent limits assigned so far. However, further investigations with
a much larger dataset and a proper treatment of the binning optimisation of the kinematic
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distribution of interest demonstrate possible significant improvements of the sensitivity towards
the aTGC parameters to constraint physics beyond the Standard Model.
Appendix A.
Auxilary Materials
A.1. Additional Top Validation Regions
A further attempt is made to justify the choice of the nominal MC sample used to predict
the top events in this analysis. The top control (TopCR) and validation (TopVR) regions
(Subsection 5.4.1) select events with a small jet activity which makes these regions close to
the SR phase space. The data/MC disagreements in TopCR and TopVR are 11% and 8%
respectively. Therefore, the data/MC compatibility is further investigated in two other validation
regions (TopVR2 and TopVR3) where the top is the most dominant process with negligible
contributions from other processes. Most of the top events mainly originating from tt¯ process,
contain at least two jets as each top quark produces a jet (mainly b-jet) and a W boson. These
regions are constructed using the same lepton and EmissT selections as in the TopCR and TopVR
but with different jet requirements as listed in Table A.1.
Validation Regions Jet Selections Top Purity Data/MC
TopVR2 Njets = 2, Nb-jets ≥ 1 0.95 0.93± 0.02
TopVR3 Njets = 2, Nb-jets ≥ 2 0.95 0.97± 0.02
Table A.1.: Additional validation regions to check the nominal top MC modelling. The normalisation
factor obtained in the TopCR has not been applied to the top MC prediction. Only the
statistical uncertainty is included.
The data/MC comparisons of the kinematic distributions of lepton related quantities in both
these validation regions are presented in Figure A.1. These regions show an improved data/MC
agreement specifically in the validation region TopVR3 constructed with two jets and at least
two b-jets requirements. These regions well justify the validity of the nominal top MC modelling.
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(a) Pseudorapidity η of the subleading lepton (left) and ∆φ between the two leptons in the eµ pair
(right) in TopVR2.
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(b) ∆R between the two leptons in the eµ pair (left) and transverse momentum pT of the eµ system
(right) in the TopVR3.
Figure A.1.: Data/MC comparisons of the kinematic distributions of lepton related quantities in the
TopVR2 and TopVR3. The normalisation factor obtained in the TopCR has not been
applied to the top MC prediction. Only the statistical uncertainty is included.
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A.2. Uncertainties on the Background Estimations
The breakdown of the statistical and systematic uncertainties associated with the background
estimations are detailed in the section. Table A.2 and A.3 list the uncertainties on the top and
Drell-Yan background estimations using the Transfer Factor method. The uncertainties on
the other diboson backgrounds estimated from the MC-based predictions are summarised in
Table A.4. In these tables, the correlation between different sources of uncertainties are not
considered and the quadrature sum of all sources results in the total uncertainty associated with
the background estimations.
Top Background SR TopCR TFTop
MC Stat. ± 0.9 ± 0.3 ± 0.9
Bjet SF ± 2.8 ± 2.7 -5.3/+5.7
Cjet SF ± 0.1 ± 0 ± 0.1
Light jet SF ± 0.6 +0.4/-0.5 -1/+1.1
Electron energy scale -0.1 ± 0 ± 0.1
Electron energy resolution +0.2/-0.3 ± 0.2 0/-0.1
Electron reconstruction SF ± 0.3 ± 0.3 ± 0
Electron identification SF ± 0.8 ± 0.8 ± 0
Electron isolation SF ± 0.3 ± 0.3 ± 0
Electron trigger SF ± 0.1 ± 0.1 ± 0
Jet energy resolution +2.4 -0.9 +3.3
Jet energy scale NP1 -18.2/+21.9 -13.6/+14.8 -5.3/+6.2
Jet energy scale NP2 -5.9/+6.1 -4.4/+4.5 ± 1.6
Jet energy scale NP3 -6.8/+7.7 -5.1/+5.2 -1.8/+2.3
Jet vertex tagger ± 2.9 ± 1.8 ± 1.1
MET TST resolution (1) ± 0 -0.2 +0.2
MET TST resolution (2) ± 0 -0.1 +0.1
MET TST scale -0/-0.1 ± 0.2 +0.1/-0.2
Muon momentum scale ± 0 ± 0 ± 0
Muon momentum ID resolution ± 0 ± 0 ± 0
Muon momentum MS resolution ± 0.1 -0.1 ± 0
Muon reconstruction SF ± 0.4 ± 0.4 ± 0
Muon isolation SF ± 0.2 ± 0.2 ± 0
Muon trigger SF ± 0.1 ± 0.1 ± 0
tt¯Mod_PS +2.5 -9.2 +8.8
tt¯Mod_ME +4.1 +11.2 -3.6
tt¯Mod_ISR -5.5 +0.6 -5.1
WtMod_DS/DR +0.9 +1.3 +0.9
WtMod_PS -1.8 -4 +2.3
WtMod_ISR -2.7 +0.3 -2.9
TopXsec_tt¯ ± 3.9 ± 4.8 ± 0.8
TopXsec_Wt ± 3.5 ± 2.1 ± 1.4
Pileup -0.2/+0.3 -0.5/+0.3 +0.2
Total ± 24.6 ± 22.7 ± 14.8
Table A.2.: Breakdown of individual sources of uncertainties (expressed in %) on the top background
estimation using the Transfer Factor method in the SR, TopCR and on the TFtop. The
up and down uncertainties are averaged to get a single value for each uncertainty source
and the total uncertainty is calculated by adding all sources in quadrature. No attempt is
made to consider the correlation between the sources at this stage.
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Drell-Yan Background SR DYCR TFDY
MC Stat. ± 14.3 ± 3 ± 14.6
Bjet SF ± 0 ± 0 ± 0
Cjet SF ± 0.1 ± 0.1 ± 0
Light jet SF ± 0.5 ± 0.2 ± 0.2
Electron energy scale 0.2/-1 1.1/-0.4 -1/-0.6
Electron energy resolution -1.6/-0.2 -0.4/0.3 -1.2/-0.5
Electron reconstruction SF ± 0.3 ± 0.3 ± 0
Electron identification SF ± 0.9 ± 1 ± 0.1
Electron isolation SF ± 0.2 ± 0.2 ± 0
Electron trigger SF ± 0.2 ± 0.1 ± 0.1
Jet energy resolution -3.5 -0.7 -2.7
Jet energy scale NP1 -4.5/4.4 -3.3/4.4 -1.3
Jet energy scale NP2 -1.9/3.8 -1.2/1.9 -0.6/1.9
Jet energy scale NP3 -1.5/2.7 -1.1/1.8 -0.4/0.9
Jet vertex tagger ± 4.7 ± 0.8 3.9/-3.8
MET TST resolution (1) -16.3/10.6 0.6/-0.4 -16.8/11.1
MET TST resolution (2) -14.5 +0.4 -14.8
MET TST scale -17.4 +0.5 -17.8
Muon momentum scale ± 0 -0.3/0.2 0.3/-0.2
Muon momentum ID resolution -0.1 -0.2/-0.4 0.1/0.4
Muon momentum MS resolution -1.6 -0.3/-0.8 -1.3/0.8
Muon reconstruction SF ± 0.4 ± 0.4 ± 0.1
Muon isolation SF ± 0.2 ± 0.2 ± 0
Muon trigger SF ± 0.2 ± 0.3 ± 0
MadGraph vs Powheg +26.2 +1.8 +9
MadGraph vs Sherpa2.2 +18 -7.6 +18.1
Pileup 3/5.6 -0.8 3.9/5.6
Total ± 37.5 ± 9.7 ± 37.6
Table A.3.: Breakdown of individual sources of uncertainties (expressed in %) on the Drell-Yan
background estimation using the Transfer Factor method in the SR, DYCR and on the
TFDY. The up and down uncertainties are averaged to get a single value for each uncertainty
source and the total uncertainty is calculated by adding all sources in quadrature. No
attempt is made to consider the correlation between the sources at this stage.
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Other Diboson Background SR TopCR TFTop
MC Stat. ± 4.3 ± 11.1 ± 7.6
Bjet SF ± 0 ± 0.6 ± 0
Cjet SF ± 0.1 ± 8.9 ± 0.1
Light jet SF ± 0.4 +10.6/-10.7 ± 0.3
Electron energy scale +1.2/-0.1 +0.1/-27.4 -1.4
Electron energy resolution -0.6/+1 -2.3/-27.4 +0.1/-1.2
Electron reconstruction SF ± 0.3 ± 0.4 ± 0.3
Electron identification SF ± 0.8 ± 1 ± 1.1
Electron isolation SF ± 0.3 ± 0.3 ± 0.3
Electron trigger SF ± 0.1 ± 0.1 ± 0.1
Jet energy resolution +4.9 -34.1 -1.7
Jet energy scale NP1 -5.4/+13.3 -5.6/+0.8 -4/+2.1
Jet energy scale NP2 -1.8/+2.8 -0.5/-0.8 -0.9/+0.8
Jet energy scale NP3 -2.1/+3.5 -1.3/+3.4 -1/+0.6
MET TST resolution (1) -2 -5.5 -0.3
MET TST resolution (2) -1.6 -0.6 +0.8
MET TST scale -1.1/+1.4 -0.5/+0.1 -0.6/-0.8
Muon momentum scale -0.2 -0.1 ± 0
Muon momentum ID resolution -0.1/-0.1 -0.2 -1/-0.3
Muon momentum MS resolution +0.1/-0.2 ± 0 +1.3/-0.7
Muon reconstruction SF ± 0.4 ± 0.3 ± 0.4
Muon isolation SF ± 0.2 ± 0.2 ± 0.2
Muon trigger SF ± 0.3 ± 0.8 +0.6/-0.7
Sherpa vs Powheg -11.9 +11.1 -11
Pileup -1/+1.6 -0.1/+1.6 -7.5/+4.6
Total ± 17.2 ± 50.9 ± 15.4
Table A.4.: Breakdown of individual sources of uncertainties (expressed in %) on the MC-based
other diboson background prediction in the SR, TopCR and DYCR. The up and down
uncertainties are averaged to get a single value for each uncertainty source and the total
uncertainty is calculated by adding all sources in quadrature. No attempt is made to
consider the correlation between the sources at this stage.
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A.3. Investigations on the Anomalous Couplings
This section includes the extracted 95% confidence level intervals for the aTGC parameters
based on the distributions - invariant mass meµ and transverse momentum P
eµ
T of the eµ pair.
Table A.5 lists the ‘standard binning’ of these two distributions which had been optimised for
the aTGC limit extraction study in the previous WW measurement with 2012 ATLAS dataset
at the centre-of-mass collision energy of
√
s = 8 TeV [5].
Standard Binning
meµ [0., 175., 300., 550., 700., 1000.] GeV
P
eµ
T [0., 125., 225., 300., 1000.] GeV
Table A.5.: The ‘standard binning’ of the invariant mass meµ and transverse momentum P
eµ
T of the eµ
pair used in the aTGC limit extraction. The ‘standard binning’ refers to the binning used
for the aTGC limit extraction in the previous WW measurement with the 2012 ATLAS
dataset collected at the centre-of-mass collision energy of
√
s = 8 TeV [5].
The observed and expected 95% confidence level intervals for the five independent aTGC
parameters based on these two distributions are reported in Table A.6.
ΛFF =∞
meµ P
eµ
T
Expected Observed Expected Observed
∆g
Z
1 [ -0.385, 0.490 ] [ -0.539, 0.529 ] [ -0.414, 0.504 ] [ -0.647, 0.633 ]
∆k
Z [ -0.062, 0.074 ] [ -0.071, 0.074 ] [ -0.054, 0.064 ] [ -0.066, 0.068 ]
λ
Z [ -0.048, 0.049 ] [ -0.053, 0.052 ] [ -0.042, 0.042 ] [ -0.049, 0.048 ]
∆k
γ [ -0.121, 0.147 ] [ -0.135, 0.144 ] [ -0.112, 0.134 ] [ -0.140, 0.144 ]
λ
γ [ -0.094, 0.095 ] [ -0.102, 0.099 ] [ -0.087, 0.088 ] [ -0.103, 0.100 ]
Table A.6.: The 95% CL expected and observed limits on the five independent aTGC parameters
with the form factor ΛFF =∞. The limits are extracted for two kinematic distributions -
invariant mass meµ and transverse momentum P
eµ
T of the eµ pair with the 2015 ATLAS
dataset used in this analysis. The dataset corresponds to the centre-of-mass collision
energy of
√
s = 13 TeV and comprises an integrated luminosity of L = 3.16 fb−1.
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