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Ein kombiniertes Verfahren zur Einschlieung aller Losungen eines nichtli-
nearen Systems von algebraischen Gleichungen
Ein Verfahren zur Berechnung von Einschlieungen aller Losungen eines nichtlinearen polynomialen Gleichungssy-
stems wird vorgestellt. Das Verfahren kombiniert eine Intervallform des Buchberger-Algorithmus mit einer Variante
des eindimensionalen Hansen-Algorithmus. Testergebnisse einer portablen PASCAL{XSC Implementierung unseres
Verfahrens demonstrieren, da die Methode erheblich schneller arbeitet als das Hansen-Verfahren oder ahnliche
Methoden fur nichtlineare Gleichungssysteme.
1. Das kombinierte Verfahren
Input: System von multivariaten Polynomen
Intervallversion des Buchberger-Algorithmus
Zwischenergebnis: Dreieckssystem von Polynomen
Variante des Hansen-Algorithmus fur Funkti-
onen in einer Variable
Output: Liste alle Nullstellen
Das gegebene algebraische Gleichungssystem wird zu-
nachst mit Hilfe einer Intervallversion des Buchberger-
Algorithmus auf Dreiecksgestalt transformiert, ohne da-
bei die algebraischen Eigenschaften des gegebenen Sy-
stems, wie z. B. Anzahl oder Vielfachheit der Nullstel-
len zu verandern. Fur dieses gestaelte nichtlineare Inter-
vallgleichungssystem berechnet eine Variante des Hansen-
Algorithmus dann die Liste der Einschlieungen aller Null-
stellen und damit auch der Losungen des Ausgangssystems.
2. Der Buchberger-Algorithmus und seine Intervallversion
Ausgehend von einer Polynomdarstellung in der Form f = a0 MON0 + : : : + al MONl mit a0; : : : ; al 2 IR und
Monomen MONi = x
p1
1
  xpnn (pj 2 f0; 1; 2; : : :g fur j = 1; : : : ; n), wird aufbauend auf eine lexikographische Ordnung
fur die Variablen xj und die Monome MONi sowie auf eine Normalisierung a0 = 1 eine eindeutige Darstellung
festgelegt, in der MON0 auch GPP (grotes Potenzprodukt) genannt wird (vgl. [2]). Fuhrt man weiterhin das kleinste
gemeinsame Vielfache zweier Monome (KGV) ein, so lat sich fur zwei von Null verschiedene normalisierte Polynome








S-Polynome, gebildet aus zwei Polynomen des Gleichungssystems, konnen zusatzlich in das System aufgenommen
werden, ohne da seine algebraischen Eigenschaften (Nullstellen) verandert werden. Sie bilden die Grundlage des
Buchberger-Algorithmus, der in einfachster Form wie folgt formuliert werden kann:
Input System von multivariaten Polynomen G
F := G; LF := LG; B := f(i; j) j 1  i < j  LGg;
while exists (i; j) 2 B do
h := S(fi; fj);
if h 6= 0 then F := F + h; LF := LF + 1;
B := B [ f(k; LF ) j 1  k < LFg;
B := B   (i; j);
Output Dreieckssystem enthalten im System F
Zunachst werden in B alle moglichen Polynompaarungen
aus G eingetragen, die zur S-Polynombildung herangezo-
gen werden konnen. Fur jedes Paar aus B wird die S-
Polynombildung ausgefuhrt. Falls das erzeugte Polynom von
Null verschieden ist, wird es in F aufgenommenund alle sich
dadurch ergebenden neuen Paarungen mit Polynomen aus
F werden in B eingetragen. Dies wird solange wiederholt,
bis die Menge B leer ist. Dabei bezeichnen fi bzw. h Poly-
nome aus F bzw. neu generierte Polynome und LF bzw. LG
den Index des letzten Polynoms in F bzw. G.
In der Praxis wird eine vereinfachte S-Polynombildung (genannt M-Reduktion) nach jeder S-Polynombildung aus-
gefuhrt, was zu einer erheblichen Zeitersparnis fuhrt. Auerdem werden weitere Kriterien fur uberussige Paarungen
in B und fur mogliche Eliminationen von Polynomen aus F angewandt [1,2], so da F Dreiecksgestalt annimmt. Die
Theorie der Grobnerbasen [2] bildet die theoretische Grundlage und garantiert die Terminierung des Verfahrens.
Das exakte Buchberger-Verfahren in Computeralgebrasystemen ist oft zu langsam.Um kurzere Laufzeiten zu erzielen
und auerdem die Kommunikationmit numerischen Verfahren zu ermoglichen ist eine Gleitkomma-Implementierung
wunschenswert, wirft jedoch sofort die bekannten Probleme durch Darstellungs- und Rundungsfehler auf. Unter Ver-
wendung der vom Intervall-Gau-Algorithmus (IGA) bekannten Techniken, konnten wir einen Intervall-Buchberger-
Algorithmus (IBA) entwickeln, der eine garantierte Einschlieung des exakten Dreieckssystems berechnet [5].
3. Ein Variante des Hansen-Algorithmus
Den zweiten Teil unseres Verfahrens bildet der NLTSS , der Nonlinear Triangular System Solver.
Input Gleichungssystem F = (f1; : : : ; fn) in Dreiecksgestalt
Setze k := n und starte RecursiveHansen(k);
Procedure RecursiveHansen(k)
Berechnung des Startintervalls fur fk mit Gershgorin;
Start des Hansen{Algorithmus fur fk(xk) zur Berechnung der
Einschlieungen aller Nullstellen [yk]1; [yk]2; : : : ; [yk]Nk ;
if k = 1 then return
else for i := 1 to Nk do
Ersetze xk durch [yk]i in den Polynomen f1; : : : ; fk 1;
Starte RecursiveHansen(k  1);
Output Liste der Einschlieungen aller Nullstellen des Systems
Ausgehend von der letzten Gleichung fn
im Dreieckssystem wird der eindimensiona-
le Hansen-Algorithmus [4] angewandt, um al-
le Nullstellen dieses Polynoms zu berechnen.
Hierbei dient der Satz von Gershgorin zur Be-
rechnung des benotigten Startintervalls. Die so
erhaltenen Einschlieungen fur die Nullstellen
werden nacheinander in die weiteren Polynome
fn 1; : : : ; f1 eingesetzt. Hierbei entsteht jedes-
mal wiederum ein Intervall-Polynom in nur ei-
ner Variable, das seinerseits wieder auf dieselbe
Art bearbeitet werden kann.
4. Bewertung und Beispiele
Nach der Reduktion des Gleichungssystems auf Dreiecksgestalt, konnen die benotigten Startintervalle, die alle Null-
stellen enthalten, automatisch durch den Algorithmus berechnet werden (Satz von Gershgorin). Vorabinformationen
uber die Lage der Nullstellen des Systems werden so uberussig. Desweiteren kann noch vor dem Start des NLTSS
uber die Losbarkeit bzw. die Gestalt der Losungsmenge des Systems entschieden werden.
Zukunftige Forschungsarbeit ist zu investieren, um die, wie beim IGA, auch beim IBA fur ungunstige Systeme
auftretenden Probleme (wie Overow oder Aufblahungen in den fuhrenden Intervallkoezienten) zu losen.
Wir testeten unsere PASCAL{XSC Implementierung unter Verwendung einiger wesentlicher Verbesserungen
im Buchberger-Algorithmus (Suche nach optimaler Ordnung, Pivotisierungen bei den S-Polynombildungen) an den
nachfolgenden Beispielen. Details zu den genannten Systemen nden sich in [5].
A B C D E
min:sec >1h 8:33 A. Schnitt dreier Kugeln (Dim 3)
B. Gleichungssystem von Brown (Dim 5)
C. Gleichungssystem hoheren Grades (Dim 3/Grad 9)
D. Feigenbaum (Dim 3)
E. Gleichungssystem von Powell (Dim 3)
Die Graphik zeigt die Laufzeit unseres kombinierten Ver-
fahrens (Zeit fur IBA plus Zeit fur NLTSS) im di-
rekten Vergleich mit den Laufzeiten der nichtlinearen
Gleichungssystemloser aus dem PASCAL{XSC Demo-
programm [6] und der Toolbox-Software [3] .
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