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Quantitative studies of left ventricular function using 
P-dimensional echocardiography have been limited 
because of a lack of computerized methods to au- 
tomatically analyze the echocardiographic images. 
Previous computer efforts have been directed at 
digitizing the video output of the 2-D echocardio- 
gram, but this digitizing method has significant 
limitations. A direct digitization method that pro- 
duces improvement in signal-to-noise ratio and, 
subsequently, improved automatic detection of 
endocardial and epicardial borders, was developed. 
With definition of these edges, lefl ventricular global 
and regional analysis is possible frame by frame so 
that dynamic changes in cardiac function may be 
assessed throughout the cardiac cycle, Further 
technologic advances in 2-D echocardiographic 
acquisition and image processing should allow 
computer processing of 2-D echocardiographic data 
in real time. 
Two-dimensional echocardiography (2-D echo) is par- 
ticularly well suited to left ventricular (LV) functional 
analysis, in view of the many unique tomographic views 
that are available for study. However, assessment of LV 
function by 2-D echo remains largely qualitative be- 
cause of intrinsic limitations of the ultrasound data, 
poor border definition in the stop frame video image, 
and the tedium of manual tracing of appropriate im- 
ages.’ Despite these limitations, operator-defined 2-D 
echo video images of tomographic LV sections have 
yielded important quantitative information concerning 
LV volume,2*3 mass,4 and function4-6 with acceptable 
error. 
Automatic computer processing of 2-D echo images 
would avoid the excessive time, labor, and subjectivity 
of manual tracing and would ultimately improve the 
reliability and validity of quantitative measures. Vari- 
ous techniques - ’ lo for digitizing single frames of 2-D 
echo information are unsatisfactory because of the 
lengthy time required for digitizing a single frame of 
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information, which eliminates any real-time capability, 
and the significant deterioration of the image as it is 
transferred through several optical systems into the 
computer memory. 
Recently, Garcia et al” described an interface to a 
standard medical imaging computer from the video 
output of the 2-D echo unit or its videotape recorder. 
After space-time smoothing, they could automatically 
detect endocardial interfaces by standard threshold and 
second derivative methods. This report summarizes our 
recent work in computer acquisition and processing of 
2-D echo images to quantify LV global and regional 
function, Our efforts initially involved acquisition and 
processing of 2-D echo video data,12 but more recently 
we developed a method of direct-line data acquisition 
for 2-D echo.ls Using the directly acquired data, we have 
used a number of edge detection algorithms to deter- 
mine most anatomically appropriate borders. In parallel 
with this, we have developed a program for LV func- 
tional analysis for quantitative studies. 
Methods 
Digitization and processing of 2-D echo video data: Our 
initial attempts at computer processing of 2-D echo images 
were performed using a medical imaging system coupled to 
the video output of our 2-D echo unit.12 The parasternal LV 
short axis at the midpapillary muscle level was digitized into 
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FIGURE 1. A parasternal, loft ventricular, short-axis, 
video output-acquired P-dimensional echocardlographic 
image after processing with superimposition of endo- 
cardial and epicardial edges. 
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FIGURE 2. The processing steps in a commercial sector scanner and 
our method of direct digitization of the envelopedetected signal. Several 
steps of noise introduction ,sre avoided by the direct digitization. 
a 64 X 64 array at 30 fra:mes/sec and stored on magnetic tape 
for further processing. A total of 20 cardiac cycles were col- 
lected, electrocardiogram gated on the R wave. These digitized 
data were transferred by way of magnetic tape to the Uni- 
versity of Michigan Computer and Image Processing Research 
Network. 
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FIGURE 3. The mapping of the sector B-mode fan format (A) into a 
rectangular matrix (B). 
Our processing began with the spatial averaging of time- 
aligned frames to produce a composite cardiac cycle of 29 
images. Spatial smoothing further eliminated noise. An axially 
applied gradient method using 12 radial chords spaced 30” 
apart and originating at the center of the LV cavity was used 
to identify endocardial and epicardial boundaries. This ap- 
proach produced short-axis LV images that were anatomically 
appropriate (Fig. 1). 
Real-time line-mode data acquisition: Wells and 
Woodcock14 distinguished between 2 approaches to echo 
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FIGURE 4. Lefl panel, a parasternal left ventricular end-systolic P-dimensional echocardiographic image taken directly from the video display. 
Right, the same image acquired using direct-line mode digitization. The shape of the left ventricle is somewhat distorted because of the rectangular 
matrix format, but endocardial and epicardial definition is improved. 
signal digitization. They termed methods which digitized the 
usual visual output of the echo unit “digitization of analog 
recordings” and termed methods in which the-radio frequency 
(RF) signal or the envelope-detected signal was directly fed 
to an A/D converter “direct digitization.” The term “line- 
mode data” has been applied to data digitized along the ul- 
trasonic line of sight with positional information.15 
To further improve the data at its source, we implemented 
direct-line digitization of our Z-D echo data (Fig. 2). We 
modified our computer’s video A/D converter for horizontal 
and vertical synchronization by external digital signals. The 
analog section was rebuilt to adapt to the post-time-gain 
compensation envelope-detected RF signal from the echo 
machine. The pixel clock that determines the sampling rate 
along a line was set to 2 MHz. 
From the digital-beam steering logic in the phased-array 
echo machine, 2 synchronization signals were derived: 1 for 
the firing of the center transducer element and 1 at the be- 
ginning of the first fan beam. The envelope-detected signal 
was amplified and transmitted directly to the A/D converter 
through a coaxial cable. Synchronization signals were sent 
through line drivers and coaxial cable to the synchronization 
input of the A/D converter. The process was controlled by an 
assembly language program with the same features as the 
television image digitization control programs, except that the 
image size was flexible to 128 X 256 pixels. R-wave triggering 
was used to synchronize the digitization, 
The B-mode signal fan rays were thus mapped into a rec- 
tangular matrix (Fig. 3). Since 128 fan lines were produced by 
the echo machine and all of them were digitized, there was no 
data loss within a single fan frame (Fig. 4). However, the 
digital transfer rate of the whole frame to magnetic disk was 
too slow to begin acquisition of the next fan frame. Thus, only 
every other fan frame was digitized. The row index of a matrix 
element was the ray number in which a specific resolution 
element was sampled; the column index is the time of sam- 
pling measured from the center element transmit pulse. Only 
straight lines through the center of the source data coordinate 
system map into straight lines in the rectangular data matrix. 
An M-mode reconstruction from the columns of the rectan- 
gular matrix represents M-mode lines along the fan lines; an 
M-mode reconstruction along any other line is possible using 
the mapping function. Frame-to-frame and cycle-to-cycle 
averaging techniques for noise reduction are implemented 
easily in the software of this system using the programming 
language. 
Digital processing of line-mode data: In our initial work, 
the images at the same location in the cardiac cycle were 
temporally averaged to produce a representative cardiac cycle. 
The images were then spatially smoothed and a l-dimensional 
axial-gradient operation was performed. Regional wall mea- 
surements were digitally computed from the sequence of 
composite images to assess dynamic changes in wall thickness 
and chamber size throughout the entire cardiac cycle. Each 
frame was analyzed as a separate image and the adjacent 
frame redundancy was not exploited after the average cycle 
images were spatially registered. 
We have extended our previous work of boundary detection 
and estimation of LV wall thickness and volume by treating 
the images as a problem in time-varying image analysis.16 As 
the heart contracts, it is rotating, translating, and deforming. 
The problem of locating the endocardial boundary is treated 
as a problem of tracking a boundary of an object as it moves 
through a scene.” 
The edge detector we use is a modified version of the axial 
gradient method previously described.12 The algorithm begins 
by finding the center coordinates of the heart chamber in each 
frame. The images in our initial studies are interpolated to 
sector format from the line-mode format. The center is found 
by starting at any point within the chamber and locally 
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FIGURE 5. Regional analysis program 
used for quantitative 2-D echo studies. 
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searching with a thresholding algorithm to find the endocar- 
dial boundaries. The localtions are then averaged to obtain the 
center of the chamber. If the thresholding algorithm cannot 
find the endocardium in a region due to each dropout, that 
local region is not used to estimate the center of the chamber. 
This method is a fast and accurate technique for finding the 
center of the chamber, lbecause the endocardial borders are 
as easily found by local thresholding. Once the center coor- 
dinates of each frame are found, the algorithm starts from the 
center point and moves along rays separated by 30°, com- 
puting the first derivative of the gray levels along the ray. The 
endocardium is assumed to be located where the derivative 
changes sign. The endocardium is found by starting at a lo- 
cation at the edge of thle image. The derivative is computed 
as the ray is searched inward; when the derivative changes sign 
in this direction, the epicardial border is located. The edge 
points are then connected to form closed contours using linear 
interpolation. To minimize artifacts in the boundaries using 
this algorithm, we are investigating the use of a connectivity 
test to determine if the boundary has sharp changes. This is 
manifested by a small radius of curvature in the boundary. If 
the connectivity test fails in that a small radius of curvature 
is found in a boundary,. we use this as a constraint in the al- 
gorithm to force the detector to find edges that do not have 
sharp boundaries. Our :results using the connectivity test are 
only preliminary but are very promising.18 
The edge detector described above is a static edge detector 
in that it operates on single frames in the cardiac cycle. We are 
exploiting the temporal redundancy inherent in the data. 
While there are various approaches to this problem, we are 
considering a simple method: difference pictures. Difference 
pictures are created by obtaining the frame difference between 
the current frame in the cardiac cycle and the previous frame. 
After thresholding, this difference picture then indicates re- 
gions in the image where the heart has moved. The edge de- 
tector algorithm described above is modified so that only re- 
gions in which the heart wall has moved are used in searching 
for the edges in that frame. This aids in finding the edges be- 
cause the difference pictures indicate where along the rays the 
edges in the current frame are located. Thii technique can also 
be used to limit how much the edges are allowed to change 
from frame to frame. 
Using this approach, we found that cycle averaging and 
spatial smoothing may not he necessary with the directly 
digitized line-mode data. In fact, the edges found for each 
image in a cycle have fewer artifacts and tend to preserve edge 
connectivity throughout the cycle. 
Quantitative analysis of the left ventricular image: In 
parallel with our efforts at Z-D echo direct line-mode digital 
acquisition, image processing, and edge detection, we have 
developed a program to analyze regional LV function. This 
analysis may be applied to any LV short-axis projection and 
the derived data in combination with long-axis data may be 
used to estimate global LV function and mass using well- 
described algorithms such as Simpson’s rule. 
In this analysis, the endocardial and epicardial borders of 
the LV at end-diastole and end-systole are manually entered 
into the computer using a Tektronix digitizing tablet. A menu 
displayed on the image device guides and prompts the oper- 
ator for data input. The data input consists of epicardial and 
endocardial borders, external alignment points for the systolic 
and diastolic images, and 5 cm magnification calibration 
points. Once all the data have been entered, the program 
calculates the center of mass of the diastolic endocardial 
border, the rotation angle, and translation coordinates for 
alignment of the systolic borders over the diastolic borders. 
These aligned borders are then stored in a protected disk file 
for archival and research use. Calculations are performed 
using the center of mass of the end-diastolic endocardial 
border as the reference point. The continuous borders are 
separated into 24 segments, each of 15’, for calculation of 
regional ejection fraction, regional wall area, and regional wall 
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thickness (Fig. 5). There is a graphic display of proportional 
change, diastole to systole, along with the segmented systolic 
and diastolic borders. 
Discussion 
The interpretation of LV function by Z-D echo largely 
remains a descriptive technique requiring expert ob- 
servers. Quantitative analysis has involved manual 
delineation of endocardial and epicardial boundaries 
of end-diastolic and end-systolic frames by trained 
operators. Other frames of the cardiac cycle are gener- 
ally not analyzed because of the time and labor involved. 
The ability to further automatically process these 2-D 
echo images should improve our ability to quantitate 
2-D echo data, provide a more objective approach to 
interpretation, and improve interobserver variability. 
The major limiting factor to the development of com- 
puter processing of 2-D echo has been the long acqui- 
sition times required to digitize a single frame of data. 
However, digital interfaces specific to ultrasound make 
it possible to acquire digital 2-D echo data in real time. 
Owing to the inherent complex interaction of ultrasound 
in tissues and the several steps of processing that occur 
within the commercial 2-D echo unit, these digitized 
data are noisy. 
In our initial approach to acquisition of 2-D echo data, 
the video output of the unit12 was digitized. This 
method has several flaws. First, the resampling process 
required to form a video image from the line-mode data 
tends to produce undersampling of data in the near field 
and oversampling in the far field. Second, the ultra- 
sound frame generation may not match the video frame 
rate. Third, the scan converter within the echo unit 
maps the information into a range of gray values with 
a dynamic range matched to the human visual system; 
however, the usable dynamic range of the data is sig- 
nificantly greater. Fourth, the averaging technique for 
speckle reduction is usually not under user control. 
Fifth, the video image data depends on the processing 
performed by the echo technician, who varies the con- 
trol settings on the echo unit to achieve an image that 
looks best to the human observer; however, this image 
may not necessarily be optimal for computer processing. 
For these reasons, we approach the digital acquisition 
of 2-D echo data through direct line-mode digitization.13 
With this approach, RF envelope-detected data are 
digitized before data transfer to the digital scan con- 
verter. This avoids the introduction of noise at several 
levels of data conversion and provides improved sig- 
nal-to-noise ratios. 
Robinson and Williams15 indicated that this method 
is superior to other methods of digitization for 2-D echo 
processing. In addition, this line-mode digitization 
method has several advantages over conventional video 
image digitization. First, the ultrasound frame gener- 
ation rate is equal to the A/D frame conversion rate; this 
condition is not necessarily fulfilled by video image di- 
gitization. Second, the envelope-detected signal is in- 
dependent of all control settings on the echo unit except 
for gain control. Third, the dynamic range of the a-bit 
line-mode data significantly exceeds that of the typical 
4- to 6-bit output of the digital scan converter used for 
video data acquisition. For these reasons, we believe 
that line-mode data digitization is presently the pre- 
ferred method of ultrasound data acquisition for com- 
puter processing. 
Image processing and algorithm development have 
been undertaken on our computer system. After 
applying Laplacian, Sobel, trapezoidal, and high-pass 
filtering edge detection routines, our approach of axial 
gradient edge detection appears to be the simplest and 
most accurate for providing anatomically appropriate 
endocardial and epicardial definition. With the line- 
mode digitization, temporal or spatial smoothing or 
both may produce artifacts in our automatically derived 
edges.16 These smoothing techniques may be better 
suited to 2-D echo video data, for which they provide 
some improvement in signal-to-noise ratios. Further 
algorithm development, testing, and validation are re- 
quired before clinical application of these techniques 
is attempted. Although our axial gradient technique is 
used, we believe that edge detection would be improved 
by using a time-varying image analysis approachi7Js in 
which edge redundancy in frame-by-frame analysis 
would be used to provide further improvement in edge 
tracking. This form of dynamic scene analysis has been 
used in other imaging problems with success.ig,Zo 
Assuming that appropriate edges can be found and 
validated, a quantitative approach to global and re- 
gional analysis would then be necessary. Several at- 
tempts at LV function quantitation have been under- 
taken with manually defined edges, with variable suc- 
cess.2-6 Although good correlations with standard 
measurements have been achieved, there remains 10 to 
20% variability in the measurement of LV volumes and 
mass. This variability derives from tomographic tra- 
jectory, poor endocardial definition, observer error, and, 
of course, additional variability of the gold standard 
method.21 For instance, in contrast LV angiography, the 
contrast material produces volume loading and a neg- 
ative inotropic effect,22 contributing to discrepancies 
with other imaging techniques. Automatic methods of 
edge detection and quantitation for 2-D echo should 
reduce interobserver variability but will not influence 
these other factors, which require different solutions. 
A major impact of automatic quantitated processing will 
be the time saved in analysis and the ability to measure 
dynamic information contained within the entire car- 
diac cycle. 
The quantitative analysis of regional function that 
we have developed is similar to approaches previously 
described.“Jl However, controversy continues regarding 
the use of coordinate systems and correction of 3-D 
movement.2s This problem is best illustrated by the 
variability of regional analysis, which depends on 
whether a fixed or floating center of mass is used.” Al- 
though axial coordinates have been traditionally used 
with most cardiac imaging modalities, the unique tom- 
ographic information provided by 2-D echocardi- 
ography permits an approach to shape descriptors using 
Fourier shape analysis or mean tensor analysis.24 These 
forms of analysis may circumvent the problem intro- 
duced with a coordinate, axial approach to quantitative 
regional LV function. 
We anticipate further improvements in digital data 
acquisition, image processing, development of edge 
August 1983 THE AMERICAN JOURNAL OF CARDIOLOGY Volume 52 388 
detection algorithms, and methods of quantitation of 
2-D echo images. These improvements should then 
provide a basis for meaningful 3-D reconstruction25 of 
2-D echo images. 
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