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ABSTRACT 
Let {Tj}&a be a family of Cbebysbev polynomials for a finite interval [a, b], let 
{ xk};=o be a set of distinct nodes on [a, b], and define the transposed Chebyshev- 
Vandermonde matrix W = [wkj];, j=o, wkj = Tj( xk). We describe a new fast algorithm 
for the solution of linear systems of equations of the form Wa = f, and compare it with 
a fast solution scheme recently proposed by Higham. The latter scheme is a modifica- 
tion of the Bjiirck-Pereyra algorithm, and the computed solution depends on the 
ordering of the nodes xk. Our algorithm is designed so that the computed solution is 
essentially independent of the ordering of the XL. Extensive computational experience 
indicates that our algorithm generally yields higher accuracy in the computed solution 
than Higham’s. 
1. INTRODUCTION 
Let { ~k}~=~ be a set of real distinct nodes, and let f be a real-valued 
function defined at the nodes. Let II, denote the set of all polynomials of 
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degree at most n, and consider the interpolation problem 
If the interpolation polynomial is expressed in power form 
(1.2) 
then the equations (1.1) can be written as the linear system of equations 
Va = f, (I.31 
where f = [_f( ro), _f( xi), . . . , f( r,)lT, a = [CQ, aI,. . . , a,JT, and V = [ukj]i,j=o 
is the transpose of a Vandermonde matrix, i.e. ukj = xi. If the system (1.3) 
were solved by Gaussian elimination, then this would require 0( n3) arithmetic 
operations. However, the structure of the matrix V makes it possible to solve 
(1.3) with fewer arithmetic operations, and the development of fast solution 
schemes for (1.3) has received considerable attention in the literature; see, 
e.g. [2, 4, 12, 291. One of the most popular solution methods for (1.3) is an 
algorithm by Bjorck and Pereyra [2]. This algorithm is divided into two phases: 
Phase 1. Compute the interpolation polynomial in Newton form: 
Phase ZZ. Express the polynomial (1.4) in power form. 
Each phase can be carried out in 0( n2) arithmetic operations. We remark that 
since the solution of interpolation problems (1.1) arises in the inner loop of 
more complicated algorithms (see, e.g., Almacany et al. [l]), the availability of 
rapid and accurate solution methods is important. 
The ill-conditioning of the monomial basis on a real interval (see Gautschi 
[8]), as well as the ill-conditioning of Vandermonde matrices defined by real 
nodes (see Gautschi and Inglese [ll, lo]), can make it attractive to express the 
interpolation polynomial in terms of a basis different from the monomial one. 
The basis used should be easy to manipulate, e.g., to differentiate or integrate. 
Results by Gautschi [7, 91 and Dunham [5] suggest that a basis of Chebyshev 
polynomials q with respect to some interval [a, b] often is appropriate. Thus, 
we wish to determine the interpolation polynomial in the form 
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In the computed examples of Section 3 we choose the T to be Chebyshev 
polynomials with respect to the interval [ - 2,2], i.e. 
q(x) = cos(jarccosi), O<j<n. 
Let 
yt=2cosfi, O<k<n, 
n 
P-6) 
(1.7) 
be the extrema of T,,. For future reference we note that the polynomials q, 
0 < j < n, are orthogonal with respect to the inner product 
More precisely, 
(TjJi) = 0, j#k, O<j,k<n, 
(Tj,q)= 1, O<j<n, 
(T,,T,,) = (T,,T,)=2. 
(1.9) 
If p is expressed in the form (1.5), then the equations (1.1) can be written as 
the linear system of equations 
Wa = f, (1.10) 
where W = [wkj];, j=O is the transpose of a Chebyshev-Vandermonde matrix, 
i.e. wkj = Tj(xk). 
Recently Higham [13, 141 described a fast two-phase scheme for the 
solution of (1.10). This scheme shares phase I with the algorithm by BjSrck 
and Pereyra [2], but in phase II of Higham’s scheme the Newton interpolation 
polynomial (1.4) is expressed in terms of Chebyshev polynomials (1.5). The 
latter computations can be carried out in 0( n’) arithmetic operations by using 
the three-term recurrence relation for Chebyshev polynomials. Formulas 
employed in phase II have also been discussed by Salzer [17]. A progressive 
algorithm for the solution of (1.10) c osely related to the algorithms in [2, 131 is 1 
described in [16]. 
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The accuracy achieved with the algorithm by BjSrck and Pereyra [2] and 
with the modifications discussed by Higham [I3, 141 depends on the ordering 
of the nodes. Higham [14] considers two orderings: (i) the xk are ordered 
monotonically, and (ii) the xk are ordered so that 
(l.lla) 
k-l k-l 
1 ‘l- “j I ’ 
2 (k < n. (l.llb) 
The ordering (1.11) corresponds roughly to partial pivoting in the triangular 
factorizations of V or W determined by the algorithms by Bjorck and Pereyra 
or Higham’s modification, respectively. Application of this ordering to interpo- 
lation of analytic functions by polynomials in Newton form is discussed in [15]. 
It is not well understood how to order the nodes rk so that the computed 
solution of (1.3) or (1.10) is of highest possible accuracy. Example 3.4 in 
Section 3 illustrates that whether a monotonic ordering of the nodes or an 
ordering that satisfies (1.11) yields higher accuracy may depend on the order 
of the matrix. 
The present paper describes a new fast algorithm for the solution of (1.10). 
The algorithm is designed so as to make the accuracy in the computed solution 
essentially independent of the ordering of the xk. The algorithm consists of 
two phases. In phase I the interpolation polynomial defined by (1.1) is 
represented in Lagrange form and evaluated at the n + 1 extrema of the 
Chebyshev polynomial T,. Phase II determines the solution of (1.10) by 
applying the discrete cosine transform using the orthogonality relations (1.9). 
The computations in the algorithm can be organized so that (1.10) can be 
solved in 0( n2) arithmetic operations. Details are presented in Section 2. 
Numerous computed examples indicate that our algorithm often yields higher 
accuracy than the scheme of Higham [13, 141. 
displayed in Section 3. 
Some of these examples are 
2. A NEW CHEBYSHEV-VANDERMONDE ALGORITHM 
The computations of our algorithm naturally split into two phases. 
Phase I. Represent the interpolation polynomial defined by (1.1) in Lagrange 
form, 
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and evaluate p at the extrema (1.7) of the Chebyshev polynomial T, given 
by (1.6). 
Phase II. Determine the coefficients olj of p in (1.5) by the discrete cosine 
transformation using the polynomial values p( IJ~), 0 < k < n. 
The computations of phase I can be organized so that only 4 n2 + O(n) 
arithmetic operations are needed. First evaluate the constants 
cj= n f( “_i) 
k~o(x.i-xk)’ 
O<jGn, 
k#j 
and then compute 
P( Yk) = j$ocjlco( Yk - ‘I)? O<k,<n. 
I#j 
(2.2) 
Given the function values f( xj), the evaluation of each constant cj can be 
carried out in 2 n arithmetic operations (+ , - , x , /), and given the cj, each 
term in (2.3) can be evaluated in 2n arithmetic operations. 
The computations for phase II can be carried out by using the fast Fourier 
transform (FFT) method in O(n log n) arithmetic operations. A more detailed 
operation count is provided by Swarztrauber [19]. We remark that results in 
[3] suggest that the use of an FFT based algorithm in phase II yields a smaller 
error in the computed coefficients CY~ than if the inner products ( p, 2”) are 
evaluated explicitly according to (1.8). P arallel computation with interpolation 
polynomials has recently received some attention; see Egecioglu et al. [6]. It is 
fairly straightforward to implement our algorithm so that only O(log n) time 
steps are required with n2 processors. 
The higher accuracy achieved with our algorithm than with Higham’s 
scheme [13, 141 cari be motivated heuristically as follows. The computation of 
the interpolating polynomial p(x) in Newton form may give rise to very large 
intermediate quantities (divided differences) even when the norm of the 
solution vector a of (1 .lO) is moderate. The presence of large intermediate 
quantities can cause cancellation of significant digits, and this can lead to large 
errors in the computed divided differences pj in (1.4). The accuracy in the 
computed divided differences depends on the ordering of the nodes xk. 
However, how to order n + 1 given nodes so that the computed divided 
differences and the solution a of (1.10) are as accurate as possible is not well 
understood. The accuracy problem with the Newton form can largely 
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be avoided by representing p(x) in Lagrange form. The computed values of 
the coefficients cj in (2.2) are essentially independent of the ordering 
of the nodes. 
Both phases I and II of our algorithm differ from Higham’s scheme [13]. 
Numerical experiments indicate that if we only replace phase II of Higham’s 
scheme, then this will not improve the accuracy significantly. Thus, if we 
evaluate the interpolation polynomial p(x) in Newton form at the extrema of 
the Chebyshev polynomial T,, and we then determine the solution a by 
applying the discrete cosine transform, then the error in the computed 
solution is essentially the same as the error for Higham’s scheme with the 
same ordering of the nodes. 
3. COMPUTED EXAMPLES 
We present some numerical experiments that compare the algorithm of 
Section 2 with the scheme of Higham [13]. Th e computations were carried out 
on an IBM 3090 VF computer using single and double precision arithmetic, 
i.e. with about 6 and 15 significant digits, respectively. We compare the 
accuracy in the computed solutions determined by our algorithm and 
the scheme of Higham [13] for the following nodes: 
equidistanton[-2,2]: xk= -2+4x, O<kgn, P-1) 
O<k<n. (3.2) 
Note that roughly half of the “clustered” nodes (3.2) lie in the interval 
[ - 2, - 11. The right-hand-side vector f = [fa, fi, . . , , f,,lT in (1.10) is defined 
by the Runge function 
fk= [l+ ($-k)“]-‘, o<kknn, 
or by n + 1 independent pseudorandom numbers from the uniform (0,l) 
distribution as implemented by the subroutine SURAND in the IBM Engineering 
and Scientific Subroutine Library (ESSL), i.e., 
fk = sURAND( seed,...), O<k<n. (3.4) 
A CHEBYCHEV-VANDERMONDE SOLVER 225 
We compute the solution of the linear system (1.10) in three different ways 
in single-precision arithmetic: (i) with our algorithm, (ii) with the scheme of 
Higham [13] using monotonic ordering of the nodes given by (3.1) or (3.2), 
and (iii) with the scheme of Higham [13] using the nodes given by (3.1) or 
(3.2) reordered so that they satisfy (1.11). While the performance of Higham’s 
scheme is sensitive to the ordering, the accuracy achieved by our scheme is 
essentially independent of the ordering of the nodes. To assess the accuracy in 
the solutions computed with single-precision arithmetic, we also carried out 
the computations in double-precision arithmetic. We regard the solutions 
obtained with double-precision arithmetic as exact. This is motivated by the 
fact that the double-precision solutions determined by the algorithms differ by 
much less than the difference between the solutions computed in single- and 
double-precision arithmetic by the same algorithm. We measure the error in 
the examples by using the least-squares norm 
Denote the computed solution by Ii = [Cc, . . . , Z,JT and the exact solution by 
a = [a,, . . . , uJT. Let fi = Cy=, iijq be the computed polynomial and p = 
Cy=, ujTj be the exact polynomial. Introduce the seminorm 
Illglll = (g, g)? 
where the inner product is given by (1.8). Then by the orthogonality (I .9) of 
the Tj we obtain 
Ill fi - plll < 2’j2 115 - a]]. (3.6) 
In the computed examples we measure the norm of the error II - a in 
the computed solution. By (3.6) this also yields a bound for the error 
in the computed polynomial. 
Figures l-4 show the IO-logarithm of the error in the solutions computed 
with single-precision arithmetic for our algorithm (solid curves), for Higham’s 
scheme [13] with monotonically ordered nodes (dotted curves), and for 
Higham’s scheme with nodes sorted to satisfy (1.11) (dashed curves) as a 
function of n. In all computed examples n varies from 4 to 15. The implemen- 
tation of our algorithm uses the subroutines costi and cost from FFTPACK [18] 
to compute the discrete cosine transform. 
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EXAMPLE 3.1. We use equidistant nodes (3.1) and random right-hand 
side (3.4). Figure 1 shows that our algorithm yields higher accuracy than 
Higham’s scheme with either ordering of the nodes previously described. The 
least-squares norm of the solution grows slowly with n; for n = 4 the norm is 
5 x lo-‘, and for n = 15 it is 3 x 10’. 
EXAMPLE 3.2. This example uses clustered nodes (3.2) and random 
right-hand side (3.4). Figure 2 shows that the accuracy achieved with our 
algorithm is higher than for Higham’s scheme with either ordering of the 
nodes. The norm of the solution grows rapidly with n; for n = 4 the norm 
(3.5) is 5 X lo-', and for n = 15 it is 3 x 105. 
EXAMPLE 3.3. We use equidistant nodes (3.1) and the Runge function 
(3.3). Figure 3 shows that our algorithm yields roughly the same accuracy as 
Higham’s scheme with nodes sorted to satisfy (1. ll), and much higher accu- 
racy than Higham’s scheme with monotonically ordered nodes. The norm of 
the solution varies very little with n. 
EXAMPLE 3.4. This example uses clustered nodes (3.2) and the Runge 
function (3.3). Figure 4 shows our algorithm to yield higher accuracy than 
the scheme of Higham with either ordering of the nodes. It is interesting to 
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note that Higham’s scheme yields higher accuracy for monotonically ordered 
nodes for some but not all values of n. Thus, whether monotonically 
ordered nodes or nodes ordered according to (1.11) yield higher accuracy 
depends on the value of n. The norm of the solution varies from 3 x 10-l to 
1 X 10’ in an erratic manner as n increases from 4 to 15. 
The examples above are representative of a wide variety of numerical 
experiments. Our algorithm generally yields solutions at least as accurate as 
the more accurate of the solutions determined by Higham’s scheme with the 
two orderings of the nodes. However, we note that it may be possible to 
construct examples such that, due to suitable cancellation of errors in the 
calculation of intermediate quantities, Higham’s algorithm with a particular 
ordering of the nodes yields the highest accuracy. 
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