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where  nA  and  nB  are the Fourier coefficients for the sine‐cosine form of the series.   A digital 
sequence can be generated from the coefficients.  If we designate M to be the number of bits 
for the quantization of each coefficient[17], and N to be the number of coefficients used for  nA  
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Fig. 11 ‐  Digital waveform used to demonstrate a 3‐3 FSWC decomposition 
The  corresponding  [18]3‐3  FSWC  decomposition  is  shown  in  fig.  4.  There  are  a  total  of  six 





































bit sequences generated.    In our current example we will use 10‐bit  families.   That  is,  the 10 
most  significant bits  (msb)   are used  to as  the  search  criteria.     The CCO matrix  can be pre‐
classified  according  to  different waveform  lengths  such  as  Nc  =  32,  64,  128,  256,  etc.,  and 
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according to the 10‐bit family structure.  Fig. 15 shows a histogram, or FSWC spectrum, of the 






















tolerance. Symbolically, we can describe DYNAMAC operator as  1−D , where   is the original 
digital sequence, C is the combined chaotic Oscillation matrix, and   is the matrix ordering 
sequence. If we call  (.)l a length function, then if  ( ) ( )xldl <  then compression occurs.  We 
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Now  for  calculation  of  PDF  an  adaptation  of  the  conventional  process was  in  order  as  the 





In statistics, a HISTOGRAM  is a graphical display of  tabulated  frequencies. A histogram  is  the 
graphical version of a table which shows what proportion of cases  fall  into each of several or 
many  specified categories. A generalization of  the histogram  is kernel smoothing  techniques. 
This will construct a smooth Probability density function from the supplied data.  Informally, a 
probability density  function  can be  seen as a  "smoothed out"  version of a histogram:  if one 
empirically  samples  enough  values  of  a  continuous  random  variable,  producing  a  histogram 
depicting relative frequencies of output ranges, then this histogram will resemble the random 
variable's probability density, assuming that the output ranges are sufficiently narrow. 
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Entropy  which  was  used  during  comparison  (to  be  discussed  later)  to  get  a  better 
approximation in the comparative study. 
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The  Comparative  study was  designed  to  establish  a  relationship  between  the measures  of 
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Figure 26 – Histogram For Image#17, CCO_1 
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Figure 8  ‐    Image Compressed using  the DYNAMAC algorithm at  three different 
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Figure  33  ‐ Histogram  for  the  image  5.3.1 with  underutilized  types  substituted 
with Square Wave 
Figure 34: DYNAMAC protocol process (part 1) [16] 
Figure 35: DYNAMAC protocol process (part 2) [16] 
Figure 36: DYNAMAC protocol process (part 3) [16] 
Figure 37: DYNAMAC protocol media packet structure[16] 
Figure 38 ‐ OVERVIEW OF THE APPLICATION ARCHITECHTURE [16] 
Figure 39 ‐ THE DYNAMAC CONTENT DISTRIBUTION ENVIRONMENT[16] 
Figure 40 ‐ DYNAMAC MEDIA SERVER[16] 
Figure 41(a) – DYN files compressed under the K1 ordering 
Figure 41(c) ‐ DYN files compressed under the K1 ordering 
Figure 41(b) – DYN files Decomposed under an alternate ordering 
Figure 41(d) – DYN files Decomposed under an alternate ordering 
Figure 42 – Addition of a Huffman Module to DYNAMAC 
