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Под измерительной системой (ИС) понимается
совокупность функционально объединенных мер,
измерительных приборов, измерительных преоб
разователей, ЭВМ и других технических средств,
размещенных в разных точках контролируемого
пространства с целью измерений одной или нес
кольких физических величин, свойственных этому
пространству. При организации функционирова
ния ИС наиболее трудной является адаптация к из
менениям как внешней сигнальнопомеховой об
становки, так и собственного внутреннего состоя
ния. Вне зависимости от принципа действия,
а также от того, является ли ИС измерительноин
формационной, измерительноконтролирующей
или измерительноуправляющей, изменения сиг
нальнопомеховой обстановки обусловлены объек
тивными причинами: воздействием естественных
помех; изменением во времени контролируемого
пространства и измеряемых физических величин;
взаимными помехами измерительных приборов.
Изменчивость внутреннего состояния ИС свя
зана, по крайней мере, с двумя обстоятельствами.
Первое – необходимостью объединения в единую
систему устройств, выполняющих одновременно,
или на неперекрывающихся временных интерва
лах различные функции. Например, в радиотехни
ческих системах (локация, навигация, связь)
ИС объединяет устройства, выполняющие поиск,
обнаружение, анализ и сопровождение измеряемо
го сигнала, реализующие принципиально отли
чающиеся режимы функционирования. Второе –
различного рода нарушения функционирования
(отказы). Нарушения функционирования могут
быть вызваны рядом причин, таких как старение,
износ, изменения температурного режима и др.
Отказы, приводящие к скачкообразному измене
нию характеристик ИС, достаточно легко иденти
фицируются и могут быть учтены в процессе функ
ционирования. Отказы, приводящие к постепен
ным изменениям, трудно идентифицируются
и приводят к существенному искажению результа
тов измерений.
Наиболее полно учесть разнородные неблаго
приятные факторы удается при синтезе ИС в клас
се систем со случайной скачкообразной структу
рой. Под такими системами понимаются наблюда
емые и управляемые в дискретные моменты време
ни стохастические динамические системы, струк
тура которых имеет конечное число возможных со
стояний, сменяющих друг друга в случайные мо
менты времени [1]. Кроме того, скачки параметров
в ИС можно также рассматривать как частный слу
чай скачкообразного изменения структуры, когда
связи между элементами системы не меняются,
а каждому значению параметра соответствует свое
состояние структуры.
ИС со случайной структурой удобно характери





стояния Xk. Учитывая то, что алгоритмическое
обеспечение ИС ориентировано на цифровую вы
числительную технику вектор Xk может быть дис
кретной случайной непрерывнозначной последо
вательностью, дискретной цепью или дискретным
процессом [2]; номер sk – дискретной последова
тельностью – цепью, принимающей значения





Структура ИС следящего типа со случайными
скачкообразными изменениями показана на ри
сунке в виде схемы подключения датчиков [1].
Математическая модель функционирования
ИС как динамической дискретной нелинейной
стохастической системы со случайной структурой





где Ф(s)k,k+1 – переходная матрица состояния; Bk(s), Fk(s) –
заданные матрицы с компонентами – функциями
измеряемого вектора Xk; Uk – вектор управления по
ложением ИС в контролируемом пространстве от
носительно исследуемого объекта; Ck(s) (k,k) – де
терминированная матрица, зависящая от параме
тров k и k, определяющих условия измерения в sй
структуре; s – индекс, соответствующий номеру
структуры ИС; Nk(s) – заданная матрица; k, k – век
торы независимых центрированных дискретных
гауссовских белых шумов с матрицами корреля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kh – функция Кронекера. Уравнение
(3) описывает условия измерения в sй структуре:
k – состав измеряемых параметров; k – управление
процессом измерения при ограничениях
(4)
функции fk–1(s)(*), g (*), величина g
– и множество Гk
являются заданными.
Модель (1)–(3) описывает процедуру управления
процессом измерения в ИС. В зависимости от кон
кретного вида управления {k} рассматриваются сле
дующие задачи управления измерениями [3].
1. Выбор программы (режима) измерения.
В этом случае параметры k и k являются ска
лярными. Множество Гk состоит из двух элемен
тов: Гk={0, 1}, при этом k=1, если в момент k из
мерение производится, k=0 – если не произво
дится. Уравнение (3) для sй структуры принимает
вид k=k–1+k, 0=0 с учетом ограничений 
где K

– заданное число измере
ний. В уравнении (2) Ck(s)(k,k)=kCk(s), где Ck (s) – ди
скриминационная характеристика канала наблю
дения в sй структуре.
2. Выбор состава измеряемых параметров.
При выборе параметров для измерения ур. (3)
формально записывается как k=k, а дискримина
ционная матрица в (2) как Ck(s)(k,gk)=k. Таким обра
зом, матричное управление kDK задает состав из
меряемых параметров, а множество Гk – потен
циально возможный их набор.
3. Выбор положения (траектории движения) ИС.
В некоторых случаях имеются дополнительные
возможности для повышения эффективности из
мерительных средств за счет улучшения условий
их эксплуатации. В этих случаях в (2) k являются
координатами Xk относительного положения
ИС и исследуемого объекта, а k – вектором упра
вления Uk положением ИС. Множество Гk характе
ризует энергетические возможности ИС. Ограни
чение (4) отражает требование на положение
ИС в терминальный момент.
При выборе траектории движения ИС модель




где C0k(s) – статистическая характеристика нелиней
ной функции; cjk(s) – коэффициенты статистиче
ской линеаризации по центрированным фазовым
переменным; n – размерность вектора состояния
Xk. Коэффициенты C0k(s) и cjk(s) вычисляются по из
вестным правилам с использованием гауссовой ап
проксимации апостериорной плотности вероятно
сти [4]. В итоге эти коэффициенты зависят




(s) и корреляционных матриц Gk и Qk.
В качестве дополнительной составляющей
в модели (5)–(7) выступает процедура оптимиза
ции управлений Uk в соответствии с предваритель
но обоснованным критерием. Так, например, если
целью управления измерениями является только
повышение качества фильтрации, то «информа





k) – квадратичная функция потерь;
pk(X) – апостериорная плотность вероятности век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Рисунок. Структура измерительной системы следящего типа со случайными скачкообразными изменениями: k – входной сиг&
нал ИС; 1,2,...,S – номера датчиков; xk(S) – выходные сигналы датчиков; s – оценка sk; Zk, X
, Uk – выходные сигналы кана&



















Если целью управления является одновремен
ное повышение качества фильтрации и улучшение
характеристик измерения за счет изменения поло
жения ИС, то возникает задача оптимизации дви




где  и  – весовые коэффициенты, отражающие
требования по точности оценивания вектора X
и наилучшему расположению ИС относительно
исследуемого объекта, XОП – вектор фазовых коор
динат ИС относительно исследуемого объекта, при
которых обеспечиваются наилучшие условия изме
рения. Решение данной задачи приводит к необхо
димости управления положением ИС по правилу
где UОС – особое управление, определяемое по ме
тодике согласно [5], физический смысл которого
заключается в обеспечении положения ИС, ком
промиссного с точки зрения двух противополож
ных целей, отраженных в критерии (10).
Для одновременного обеспечения устойчиво
сти при действии взаимных помех от различных
датчиков и требуемого качества фильтрации опти





где l, q – индексы соответствующих составляющих
вектора состояния ИС; Q
–
lq – алгебраическое допол
нение элемента Qlq в определителе |Q| матрицы шу
мов измерителя. В этом случае управление стано
вится двухуровневым. Управление первого уровня
определяется исходя из минимизации (13) для
каждой sй структуры, результатом чего является
выбор целесообразного номера s, соответствующе
го сложившейся помеховой обстановке, и про
граммы f (s)k+1(k, k+1) для очередного шага. На втором
уровне решается задача повышения качества
фильтрации в соответствии с критерием (9).
Оценка вектора состояния ИС может быть по
лучена на основании апостериорной плотности ве
роятности. Апостериорная плотность вероятности
pk(s)(X) вектора состояния ИС в sй структуре опре
деляется с помощью формулы Байеса на основа
нии априорной плотности вероятности pk(s)(X) и из
мерения Zk
(15)
где t = tk–tk–1, а k(s)(X, Z, U) вычисляется по фор
муле (14). Вычисление апостериорной плотности
вероятности pk(s)(X) на основании формулы (15) мо
жет быть выполнено по аналогии с [6]. Для вычи
сления s в реальном масштабе времени необходи
мо задать априорные значения pk(s)(X), которые
определяются исходя из конкретных физических
особенностей функционирования ИС. Определе
ние s, соответствующей сложившейся в текущий
момент времени помеховой обстановки, осущест
вляется по критерию
(16)
Таким образом, управление потоком входной
информации ИС в соответствии с рисунком, обос
нование и выбор критерия управления ИС (8, 9),
(10, 11) или (12, 13), возможность расчета апосте
риорных характеристик расширенного вектора со
стояния {Xk, sk} методами теории систем со случай
ной скачкообразной структурой и определение
складывающейся помеховой обстановки по крите
рию (16) позволяют адаптировать к изменяющимся
условиям как структуру, так и способ обработки
информации в ИС с единых позиций.
Статья подготовлена при поддержке РФФИ, грант
№ 09–08–00570а.
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