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Abstract
In this thesis, we propose an approach for describing the quark-hadron phase
transition by using an eﬀective model which is written in terms of quarks.
Our starting point is the Nambu-Jona-Lasinio model with the Polyakov
loop (PNJL model), that describes both the chiral phase transition and
the de-confinement phase transition. Unlike many previous works based
on the mean-field approximation, we take the mesonic and the baryonic
fluctuations into account, because they play an important role in order to
describe properly the hadronic phase at low temperatures and low densities.
Firstly, we include only the mesonic fluctuations into the two-flavour
PNJL model at zero chemical potential. In this model, only the quarks
and antiquarks are treated as dynamical variables, and the mesons are con-
structed from quarks and antiquarks as collective modes. They are intro-
duced in the partition function as auxiliary fields. By considering their
thermal fluctuations, their contribution to the equation of state can be cal-
culated in the path integral method. We find that the pressure and the
entropy are dominated by the mesonic fluctuations at low temperatures.
On the other hand, the quarks and the gluons dominate at high temper-
atures after the mesons have melted into quarks and antiquarks. We also
discuss at which temperature the mesons (the pions and the sigma mesons
in the two-flavour case) change into quarks and antiquarks in order to obtain
some informations of the transition region.
Next, we extend the two-flavour calculations to the three-flavour case.
Due to the increased number of flavours, 18 species of mesons (9 scalar
mesons and 9 pseudo-scalar mesons) appear. Since the heavy mesons are
expected to give a very small contribution to the pressure at low tempera-
tures, we take into account only the eight lightest species of mesons (three
degenerated pions, four degenerated kaons and the sigma meson ) and we
neglect all the heavier mesons.
Finally, we extend the two-flavour PNJL model to the case of a finite
chemical potential by including both the mesons and the baryons. By intro-
ducing an additional interaction term in the original Lagrangian, a diquark
condensate can be described as well as the quark condensate. We assume
that a diquark and a quark form a baryon, just like that a quark and an
antiquark form a meson, so that we now insert auxiliary fields for mesons,
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diquarks, anti-diquarks, baryons, and anti-baryons with an additional cou-
pling between quarks and diquarks. We calculate analytically the pressure
of the diquark fluctuations and of the baryonic fluctuations, and we discuss
how they contribute to the pressure at low temperatures.
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Chapter 1
Introduction
Investigating the phase structure of quantum chromodynamics (QCD) is
probably one of the most fundamental problems in modern nuclear physics.
It has been theoretically and also experimentally expected that there are
several phases in QCD, for instance the hadronic phase at low temperatures
and the quark-gluon plasma at high temperatures [5–8]. At low tempera-
tures and low densities, free quarks and gluons have never been observed
even though they are the most elementary particles in QCD. All the states
which have been observed are colour singlet states, i.e. bound states made
of colourless combinations of quarks. Therefore, this phase where coloured
states are not allowed in the spectrum of excitations is called the confined
phase or the hadronic phase. In addition, the chiral symmetry, which is
an important approximate symmetry of the QCD Lagrangian, is broken
in the low temperature and low density region. For the high temperature
and low density region, the chiral symmetry is thought to be restored and
colour degrees of freedom become de-confined simultaneously to the chiral
symmetry restoration. This phase is called the de-confined phase or the
quark-gluon plasma. This theoretical prediction has been confirmed by ex-
periments in high energy heavy ion collisions [9–16]. Since there are two
phases which have completely diﬀerent features in diﬀerent temperature re-
gions, there could be phase transitions (or crossover transitions) between
these two phases, whose study is important for understanding the dynamics
of QCD.
On the other hand, colour superconductor phases are expected to exist,
based on perturbative approaches in the high density region where a per-
turbative theory can be eﬀective since the coupling becomes weak thanks
to the asymptotic freedom of QCD [17, 18]. This can be understood by
noticing that the one gluon exchange diagram (See Fig.1.1) generates an
attraction in a colour anti-triplet channel, which leads to the formation of
Cooper pairs [19–22].
These phases are represented on the T − µ plane where µ is the chemi-
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Figure 1.1: One gluon exchange. ta is a generator of SU(3).
cal potential associated to baryon number conservation (originally T − nB
plane where nB is a baryon density) which is called the QCD phase dia-
gram. In an early stage of development of the QCD phase diagram, only
two phases were known: the confined phase and the de-confined phase [23] .
These phases were predicted based on an interpretation of Hagedorn’s tem-
perature [24, 25], which is the highest temperature at which the partition
function is stable. The phase transition at zero temperature and finite den-
sity was also discussed in this period [26, 27]. The phase diagram including
both the chiral phase transition and the de-confinement transition was later
suggested by [5,6]. The phases of nuclear matter have also been discussed in
the Nambu-Jona-Lasinio (NJL) model [28–39] which includes a four point
interaction of quark fields. The NJL model was originally designed to de-
scribe the chiral symmetry in hadron dynamics, in analogy with the BCS
theory of superconductivity [40, 41]. This model therefore is useful to de-
scribe the chiral phase transition, but the colour confinement is dropped
out. Therefore, if one calculates an equation of state in the hadronic phase
by using the NJL model, the resulting pressure is a contribution from quark
excitations in all regions, even though quarks should have been confined in
hadrons in the hadronic phase.
Early applications of the NJL model to the chiral phase transition and/or
the phase diagram have been done in the mean-field approximation. In
this approximation, meson fields are treated as uniform background fields,
namely their fluctuations are neglected. The merit of this approximation is
to make the calculations simple, and in spite of its simplicity, this method
can describe the chiral phase transition. However, this approximation has
a serious shortcoming: mesonic excitations cannot be taken into account in
this way even at low temperatures and low densities. It means that in the
NJL model, a phase which has quark excitations and no hadronic excitations
is realised at low temperatures instead of the hadronic phase that we have
expected, where hadrons are excited and quarks are confined inside hadrons.
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To improve the description of the hadronic phase, the mesonic fluctuations
have been taken into account in the NJL model [42–45]. This improvement
introduces mesonic fluctuations as corrections to the thermodynamic po-
tential in the mean-field approximation by the method of steepest descent.
These approaches made it possible to describe mesonic excitations at low
temperatures and low densities. However, since there is no mechanism to
confine quarks into hadrons, quark excitations and mesonic excitations coex-
ist in the hadronic phase. This unsatisfactory situation has continued until
the middle of the 2000s.
After the colour superconductor phase on the QCD phase diagram was
first suggested at large chemical potential, many model calculations have
tried to describe this phase [46–53]. In the NJL framework, quark-quark
interactions can be introduced in order to generate diquark condensates in
addition to the quark-antiquark interactions of the basic NJL model. Based
on this, the simplest prediction of the phase diagram containing the colour
superconductor phase leads to the hadronic phase at small temperatures and
small chemical potential, the quark-gluon plasma at high temperatures, and
the colour superconductor phase at small temperatures and large chemical
potential (See Fig.1.2).
Figure 1.2: QCD phase diagram.
This situation that the hadronic phase is unphysical because of the lack
of colour confinement was changed by the Nambu-Jona-Lasinio model with
the Polyakov loop (PNJL model) that was proposed by Fukushima [54].
The PNJL model is a combination of the NJL model and the Polyakov
loop [55, 56] which acts as an order parameter of the de-confinement phase
transition [57–65]. The main eﬀect of the Polyakov loop appears at low
temperatures, where it suppresses quark excitations since quarks are not
colour singlet states, and at high temperatures the quark suppression be-
comes weaker and weaker. Gluons are introduced by hand as an eﬀective
potential which gives a contribution to the thermodynamic potential only
8
at high temperatures, but the dynamics of gluons is not included in this
model. For a convenience of calculations, the mean-field approximation has
been performed in the PNJL model in the same way as in the NJL model.
Since this approximation cannot describe the mesonic excitations and the
quark excitations left are suppressed by the Polyakov loop, there are no
excitations in the hadronic phase. To sum up, the dominant particles to
the thermodynamical quantities calculated in the PNJL model under the
mean-field approximation are quarks and gluons at high temperatures and
nothing at low temperatures.
The next thing that we should do is to take the mesonic excitations into
account in the hadronic phase in order to describe the change of degrees
of freedom from hadrons to quarks. In this work, we have calculated the
thermodynamic quantities by adding mesonic fluctuations to the mean-field
approximation, and described the quark-hadron phase transition [1–3]. In
a first step, we have focused on zero chemical potential and we have added
mesonic excitations in the two and three-flavour PNJL model. Then, we
have extended it to finite chemical potential. In this case, baryonic excita-
tions are also taken into account in addition to the mesonic excitations.
This thesis is composed of a review part (Chapter 2, 3 and 4) and our
original works (Chapter 5, 6, and 7). In Chapter 2, we will give a brief
overview of the chiral phase transition and the de-confinement phase tran-
sition. In Chapter 3, some useful methods of quantum field theory at finite
temperature are summarised. In Chapter 4, the two-flavour NJL model is
reviewed. In the basic NJL model, the interaction term is a four-point inter-
action between quarks and antiquarks. Scalar and pseudo-scalar interactions
with the same coupling are both required in order to keep the chiral symme-
try when bare quark masses are zero. To describe the colour superconductor
phase, a quark-quark four-point interaction is introduced. This interaction
term has a diﬀerent coupling from the quark-antiquark interaction term but
the two couplings are connected by the Fierz transformation.
In Chapter 5, we discuss the quark-hadron phase transition in the two-
flavour PNJL model at zero chemical potential. We begin with the basic
PNJL model written in terms of quark and antiquark fields, and then in-
troduce auxiliary meson fields in order to rewrite the four-point interactions
as Yukawa interactions, so that the eﬀective action becomes a function of
the meson fields. The mesonic excitations are obtained by expanding the
eﬀective action up to the second order in the fluctuations around a sta-
tionary point which gives a local minimum value of the potential. Then,
the thermodynamic potential is written as a sum of contributions from the
mean-field and the mesonic excitations. We calculate the pressure and the
entropy including mesonic excitations and we compare the results to those
of the mean-field approximation. In the two-flavour case, three degenerate
pion and sigma mesons are introduced as auxiliary fields so that we obtain
their pressure and entropy separately. We also determine at which tempera-
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ture the mesons as collective modes melt into quarks. This is a key to know
what is happening through the transition region. In Chapter 6, we extend
the contents of the previous chapter to the three-flavour case. The three-
flavour PNJL model requires a six-point interaction [66, 67] which breaks
axial U(1) symmetry in addition to the four-point interaction. This is dif-
ferent from the two-flavour case that the eﬀect of breaking U(1)A symmetry
is already included in the four-point interaction. The six-point interaction
can be treated approximately as a correction to the eﬀective four-point in-
teraction. Therefore, we can practically apply the same method to the
three-flavour model and in the two-flavour case. The biggest diﬀerence be-
tween two-flavours and three-flavours is the number of mesons which appear
in the thermodynamic quantities. In the three-flavour case, there are three
pions, four kaons, an η meson, and an η′ meson for pseudo scalar mesons
and a sigma meson, four κ mesons, three a0 mesons and an f0 meson for
scalar mesons. In Chapter 7, we discuss the PNJL model with both mesons
and baryons at finite chemical potential. We assume that a baryon is con-
structed with a quark and a diquark so that we begin with the Lagrangian
including the quark-antiquark interaction and the quark-quark interaction
to make diquarks. Finally, we present our conclusions in Chapter 8.
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Chapter 2
QCD phase transitions
QCD has a rich phase structure which is drawn in Fig.2.1. From the asymp-
totic freedom of QCD [17, 18], the coupling of the theory is weak in the
high energy region where an analysis based on perturbation theory is pos-
sible. On the other hand, it becomes strong in the low energy region where
perturbation theory fails and where non-perturbative phenomena like chi-
ral symmetry breaking and colour confinement become essential. A phase
transition from a phase where the chiral symmetry is broken and the colour
is confined at low temperatures and low baryon densities to another phase
called the quark-gluon plasma would happen as the temperature and/or
the baryon density increase. This is strongly supported by the high energy
heavy ion collision experiments at the RHIC and at the LHC. Although it is
an interesting and important problem to determine the location of the tran-
sition from hadronic phase to the quark phase in the phase diagram, this is
highly nontrivial since the phase transition happens in the non-perturbative
region.
Lattice QCD simulations are often used for analysing this non-perturbative
region [68–72]. In lattice calculations, the space-time is approximated as a
finite grid of points, on which the matter fields (quarks) live, where the
force carriers (gluons) are represented by links that connect the lattice sites.
Physical quantities are calculated numerically using a Monte-Carlo sampling
of the field configurations that exist on such a lattice. Lattice simulations
have shown that the QCD phase transition at zero net baryon density is a
cross-over transition, neither a first order nor a second order phase transi-
tion, and its pseudo-critical temperature is estimated between 150MeV and
170MeV. However, this method faces a serious diﬃculty at finite chemical
potential because of the sign problem, namely the contribution from quarks
to the path integral becomes complex once chemical potential is introduced.
Therefore, it is exceedingly important to study the QCD phase transition by
eﬀective models to obtain informations at finite chemical potential. Indeed,
there are many previous works using eﬀective models such as the Nambu-
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Jona-Lasinio (NJL) model [28–39], the random matrix model [73–75] and
so on. However, most of them are based on the chiral symmetry breaking
and its restoration, and they do not include any mechanism of the colour
confinement. Although lattice QCD calculations have shown that the chiral
cross-over transition and de-confinement cross-over transition happen at the
same temperature at zero chemical potential, there is no reason why these
two transitions should happen at the same critical temperature. In addi-
tion, it does not mean that these two transitions still happen at the same
temperature at finite chemical potential. Therefore, a model which has only
the chiral symmetry is not suﬃcient for describing the quark-hadron phase
transition, and a model must also include the physics of colour confinement
if we want to use it as an eﬀective model of QCD.
Figure 2.1: QCD phase diagram.
Before setting up an eﬀective model including the chiral and the de-
confinement phase transitions, we inspect their features in detail in this
chapter.
We explain the chiral symmetry and how the chiral phase transition
happens due to the change of temperature by using a toy model in the first
section of this chapter. We begin with the free energy of the Ginzburg-
Landau model which is a function of an order parameter of the chiral phase
transition. The order parameter is determined by minimising the free energy
at each temperature, and the behaviour of the order parameter as a function
of temperature gives us informations on the phase transition. In Section 2.2,
the de-confinement phase transition and its order parameter are explained.
In Section 2.3, we summarise the behaviour of the order parameters of the
chiral and the de-confinement phase transitions. To describe the quark-
hadron phase transition, an eﬀective model should be able to treat both the
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chiral and de-confinement phase transitions at the same time. In addition,
the eﬀective Lagrangian should be written in terms of quarks, then hadrons
should be constructed from quarks in order to describe the change of degrees
of freedom from hadrons to quarks in an unified way. For this purpose, we
start our discussion from the Nambu-Jona-Lasinio model with the Polyakov
loop (the PNJL model), and construct hadrons as collective modes of quarks.
The idea of making collective modes and the method are explained in Section
2.4.
2.1 Chiral phase transition
2.1.1 Chiral symmetry
The massless QCD Lagrangian with Nf flavours of quarks has an U(Nf )L×
U(Nf )R chiral symmetry, namely the system is invariant under the indi-
vidual transformation for the right-handed component and the left-handed
component. To check this, divide the fermion fields into the right-handed
component ψR and the left-handed component ψL by using the projection
operators in
ψR = PRψ, ψL = PLψ, (2.1)
where the projection operators PR and PL are defined by
PR ≡ 1 + γ52 , PL ≡
1− γ5
2
. (2.2)
ψL/R is an eigenstate of γ5 = iγ0γ1γ2γ3
γ5ψL/R = ∓ψL/R. (2.3)
By applying separate transformations to the right-handed and the left-
handed components,
ψL → exp
(
i
N2f−1∑
a=0
θaLτ
a
)
ψL (2.4)
ψR → exp
(
i
N2f−1∑
a=0
θaRτ
a
)
ψR, (2.5)
where
exp
(
i
N2f−1∑
a=0
θaLτ
a
) ∈ U(Nf )L (2.6)
exp
(
i
N2f−1∑
a=0
θaRτ
a
) ∈ U(Nf )R, (2.7)
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one finds that the QCD Lagrangian
LQCD = q¯(i /D −m)q − 14F
a
µνF
µν
a
= q¯Li /DqL + q¯Ri /DqR − (q¯LmqR + q¯RmqL)− 14F
a
µνF
µν
a (2.8)
with
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν (2.9)
is invariant under these transformations when the quark mass is equal to
zero, which means that the massless QCD has the chiral symmetry. If the
quark mass is not zero, the chiral symmetry is not an exact symmetry but
for a small quark mass the chiral symmetry is approximately realised.
To simplify, we consider the massless QCD which has the chiral symme-
try U(Nf )L × U(Nf )R. This symmetry group can also be written as
SU(Nf )L × SU(Nf )R × U(1)B × U(1)A. (2.10)
Note that this is the symmetry realised at the classical level. At the quantum
level, the U(1)A subgroup is broken [76], which is called the U(1)A anomaly,
so that the symmetry of the system is reduced to
SU(Nf )L × SU(Nf )R × U(1)B. (2.11)
It does not necessarily mean that the vacuum has this symmetry; there are
in fact two possibilities. One is that the vacuum has the same symmetry
as the action, which is called the Wigner mode. The other case is that
the symmetry of the action is spontaneously broken in the vacuum, which
is called the Nambu-Goldstone mode. Indeed the symmetry Eq.(2.11) is
broken in the QCD vacuum to
SU(Nf )V × U(1)B (2.12)
and the broken SU(Nf ) generates (N2f − 1) Nambu-Goldstone bosons. In
the two-flavour case, we therefore have three pions as NG bosons.
2.1.2 A simple example: Ginzburg-Landau model
The chiral phase transition is caused by the chiral symmetry breaking and
its restoration. The massless QCD Lagrangian has the chiral symmetry,
and the symmetry is spontaneously broken in the vacuum due to the strong
interaction. It is thought to be restored as the temperature and/or the
chemical potential increases. This transition is characterised by the chiral
condensate ⟨q¯q⟩ where q(q¯) is a quark (anti-quark) field. Here we show
how the chiral phase transition is caused by the change of the temperature
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according to the change of ⟨q¯q⟩ in the Ginzburg-Landau (GL) model [77,78].
The GL free energy is given as a function of the chiral condensate Φij =
⟨ψ¯iRψjL⟩,
Ω =
a0
2
TrΦ†Φ+
b1
4!
(TrΦ†Φ)2 +
b2
4!
Tr(Φ†Φ)2 − c0
2
(detΦ+ detΦ†), (2.13)
where the trace and the determinant are taken over the indices of flavour
i, j. When c0 = 0 in Eq.(2.13), this free energy has
SUL(Nf )× SUR(Nf )× UB(1) (2.14)
symmetry, while when c0 ̸= 0 it has a reduced symmetry
SUL(Nf )× SUR(Nf ), (2.15)
because UB(1) is broken. Eq.(2.13) can be written in a much simpler form
by assuming that Φ is a diagonal matrix whose diagonal elements are σ,
Ω =
a
2
σ2 − c
3
σ3 +
b
4
σ4 − hσ. (2.16)
When we consider the two-flavour case, c is equal to zero because a term
which is proportional to σ3 cannot appear since Φ is a 2 × 2 matrix in
Eq.(2.13). On the other hand, the σ3 term appears from the terms detΦ
and detΦ† in Eq.(2.13) in the three-flavour case because Φ is a 3×3 matrix.
First we consider the case that the coeﬃcient c is equal to zero,
Ω =
a
2
σ2 +
b
4
σ4 − hσ. (2.17)
Assume that b > 0 and h = 0, and write the coeﬃcient a as:
a = a′
T − Tc
Tc
. (2.18)
In this case, the eﬀective potential Eq.(2.17) shows a diﬀerent behaviour as
a function of σ, depending on whether the temperature T is smaller or larger
than the critical temperature Tc, as shown in Fig.2.2.
Since the eﬀective potential is an even function of σ, we concentrate on
the region where σ > 0. At T < Tc, the minimum value of the potential is
in the region where σ > 0, and as the temperature increases the σ which
gives the minimum of the potential approaches zero, then it becomes zero
as the temperature reaches the critical temperature Tc.
To see how the location of the minimum of the potential behaves as a
function of temperature, we solve the following stationarity condition;
∂Ω
∂σ
= 0. (2.19)
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T<TcT>Tc
T=TcΩ
σ
Figure 2.2: The Ginzburg-Landau potential as a function of σ for T < Tc,
T = Tc and T > Tc. In this calculation we set c = 0, b > 0, and h = 0.
From this condition, we get σ = ±(−a/b)1/2 at T < Tc and σ = 0 at T > Tc,
which is shown in Fig.2.3, so that we find that the phase transition in this
case is second order.
Next, we assume that c is not equal to zero. In this case, the eﬀective
potential is given by
Ω =
a
2
σ2 − c
3
σ3 +
b
4
σ4 − hσ. (2.20)
To simplify we set h = 0, and show the behaviour of the eﬀective potential
Eq.(2.20) in Fig.2.4 as a function of σ (b > 0, c > 0). The value of σ
for the minimum of the potential is located in the region where σ > 0 at
T > Tc, then it discontinuously goes to zero when the temperature reaches
the critical temperature. Again solving the stationarity condition
∂Ω
∂σ
= 0, (2.21)
we get σ for the minimum of the potential as
σ =
c±√c2 − 4ac
2b
(T < Tc)
(2.22)
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Figure 2.3: Value of σ at the minimum of the potential Eq.(2.17), as a
function of temperature.
and
σ = 0 (T > Tc) (2.23)
which is shown in Fig.2.5 as a function of temperature. Clearly this is a
first-order phase transition.
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Figure 2.4: The Ginzburg-Landau potential as a function of σ for T < Tc,
T = Tc and T > Tc. In this calculation we set c > 0, b > 0, and h = 0.
σ
Tc
T
Figure 2.5: Value of σ at the minimum of the potential Eq.(2.20) as a
function of temperature.
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2.2 De-confinement phase transition
Another important phase transition is the de-confinement phase transition.
At low temperatures, only hadrons which are colour singlet states are ob-
served and quarks and gluons are confined in hadrons, so that this phase
is called the confined phase or the hadronic phase. On the other hand, the
colour confinement is supposed to be broken and a phase where the quarks
and gluons degrees of freedom dominate appears at high temperatures. The
transition between the confined phase and the de-confined phase is char-
acterised by the expectation value of the Polyakov loop which is defined
by
L(x) = Pexp[−ig ∫ β
0
dx4A4(x, x4)
]
(2.24)
[55,56], where β is the inverse temperature 1/T , P is the path ordering and
x4 is the Euclidean time. Its expectation value is written by
Φ(x) = ⟨l(x)⟩, (2.25)
where
l =
1
Nc
trL. (2.26)
To see that Φ characterises the de-confinement phase transition, it is helpful
to consider the relation between the expectation value of the Polyakov loop
and the quark free energy . This relation reads
Φ = ⟨l(x)⟩ = e−βfq (2.27)
Φ¯ = ⟨l†(x)⟩ = e−βfq¯ . (2.28)
Quarks which have colour are not allowed to exist in isolation in the confined
phase, which implies that the free energy of a single quark is infinity. Then,
Φ and Φ¯ become zero from Eqs. (2.27) and (2.28). On the other hand,
the quark free energy can be finite in the de-confined phase since quark
excitations are allowed, so that Φ and Φ¯ have a non-zero value.
As we see, the expectation value of the Polyakov loop has a relation
to the free energy of a single quark, and its behaviour characterise the de-
confinement phase transition. It seems that the expectation value of the
Polyakov loop may be an order parameter of the phase transition. Indeed,
it is an order parameter related to the centre symmetry breaking and its
restoration.
The centre is a set of elements of a group G that commutes with all
other elements of G. The group SU(Nc) has the centre ZNc [79]. Assume
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U ∈ SU(Nc), U = eiθ1 where 1 is the identity matrix Nc ×Nc. Because of
detU = 1,
detU = eiNcθ = e2πik, (2.29)
where θ = 2πk/Nc, so that the elements of ZNc can be written as e2πik/Nc
where k = 0, · · · , Nc−1. Considering the non-periodic gauge transformation,
Vk = (zk1)x4/β (2.30)
with
zk = e2πik/Nc , (2.31)
we find that the gauge action is invariant under this transformation. It
means that the gauge action has the centre symmetry [80], not only the
gauge symmetry. Next we check the transformation of the Polyakov loop.
Since A4 is transformed by
A4 → Vk[A4 − (ig)−1∂4]V †k = A4 −
2πk
gNcβ
, (2.32)
the traced Polyakov loop l is transformed by
l→ zkl, (2.33)
which is invariant only the case l = 0. Therefore the centre symmetry is
broken except when Φ = 0.
2.3 Behaviour of the order parameters
We summarise the behaviour of the order parameters for the chiral and the
de-confinement phase transitions in Fig.2.6. Note that Fig.2.6 is the case of
massless quarks for the chiral condensate, and of a infinite quark mass for
the expectation value of the Polyakov loop.
The chiral condensate ⟨q¯q⟩ which is an order parameter of the chiral
phase transition has non-zero value at T < Tc and becomes zero above Tc.
On the other hand, the expectation value of the Polyakov loop which is an
order parameter of the de-confinement phase transition becomes zero below
Tc and has non-zero value above Tc. As we have seen, these two order
parameters show an opposite behaviour with respect to the temperature.
Note that when the quarks have a finite mass, both the chiral condensate
and the expectation value of the Polyakov loop do not become exactly zero
at high and low temperatures respectively.
Usually ”order parameters” are zero in a disordered phase and non-zero
in an ordered phase. In this sense, the behaviour of the expectation value
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Figure 2.6: order parameters.
of the Polyakov loop is not exactly that of an ”order parameter”. However,
based on the relation to the centre symmetry breaking and its restoration,
it can be viewed as an order parameter. Therefore, we use the term ”order
parameter” for both the chiral condensate and the expectation value of the
Polyakov loop to avoid confusion.
2.4 Choice of the model
We need to select an eﬀective model which can describe both the chiral and
the de-confinement phase transitions in order to study the quark-hadron
transition. The Lagrangian of the model should be written in terms of quarks
because our purpose is to see how hadrons as collective modes of quarks
melt into quarks in the transition region. Unlike the NJL type models, the
PNJL model has an order parameter for the de-confinement phase transition.
Therefore, by using the PNJL model, we could remove the unphysical quark
excitations at low temperatures.
Since we use the PNJL model as an eﬀective model of QCD, it is useful
to explain the relation between this model and QCD. First, the PNJL model
(the NJL model also) is adjusted to QCD in the vacuum, namely the model
parameters are tuned to reproduce the experimental data on meson proper-
ties in the vacuum. Table 2.1 shows the meson properties calculated in the
NJL model [38], compared to the experimental data [81]. Since the Polyakov
loop does not play any role in the PNJL model in the vacuum, the PNJL
model is equivalent to the NJL model at zero temperature. Therefore, the
parameters in the quark sector of the PNJL model can be chosen as in the
NJL model. The model contains 5 parameters, the bare mass of u-quark mu,
the bare mass of s-quark ms, the coupling constant of the four point inter-
action G, the coupling constant of the six point interaction K and the cutoﬀ
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Λ. The value of mu is chosen by hand [38]. The remaining 4 parameters are
tuned in order to reproduce the masses mπ, mK and mη′ and the pion decay
constant fπ. Then, when we calculate physical quantities at finite temper-
Table 2.1: Meson properties calculated in the NJL model [38] and the exper-
imental data [81]. The model parameters are chosen as follows: mu = 5.5
MeV,ms = 140.7 MeV,GΛ2 = 1.835,KΛ5 = 12.36 and Λ = 602.3 MeV [38].
These parameters are adjusted to reproduce the experimental values of the
pion mass mπ = 135.0 MeV, the kaon mass mK = 497.7MeV, the η′ meson
mass mη′ = 957.8 MeV and the pion decay constant fπ = 92.4 MeV. The
value of u-quark mass is fixed at mu = 5.5 MeV [38]. The input values are
indicated by *.
NJL model Experiment
fπ [MeV] 92.4 92.4∗ [82]
mπ [MeV] 135.0 135.0∗
mK [MeV] 497.7 497.6∗
mη [MeV] 514.8 547.8
mη′ [MeV] 957.8 957.8∗
ma0 [MeV] 880.2 980 ± 20
mκ [MeV] 1050.5 1425 ± 50
mσ [MeV] 728.9 400 - 550
mf0 [MeV] 1198.3 990 ± 20
atures, we keep the parameters obtained in the vacuum. Even though the
model with this set of parameters can reproduce the experimental values of
the meson masses in the vacuum, it is non-trivial that the model still agrees
with QCD at finite temperatures. In order to check this, we show in Fig.
2.7 the behaviour of the order parameters as a function of the temperature
calculated in the PNJL model (upper panel) and in lattice QCD [83] (lower
panels) at zero chemical potential. In the upper panel, the red line is the
chiral condensate and the blue line is the expectation value of the Polyakov
loop. The left lower panel shows the expectation value of the Polyakov loop
and the right one shows the chiral condensate. From Fig. 2.7, one sees that
the behaviour of both the chiral condensate and the expectation value of
the Polyakov loop in the PNJL model qualitatively agree with those of the
lattice QCD simulation.
From the comparison of the PNJL model with the experimental data
and the lattice QCD calculation, the use of the PNJL model as an eﬀective
model of QCD appears to be reasonable. On the other hand, there are
still deficiencies in this model, especially in the treatment of the colour
confinement. Although the PNJL model describes a picture in which the
quark excitations are suppressed in the confined phase, the mechanism for
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Figure 2.7: Temperature dependence of the the chiral condensate and the
expectation value of the Polyakov loop: the top panel is calculated in the
PNJL model and the bottom panels show the results of the lattice simula-
tions [83].
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the quark suppression in the confined phase is diﬀerent from QCD. In the
PNJL model, the quark distribution function, that depends on the Polyakov
loop, controls the thermal excitations of quarks. In the confined phase,
the Polyakov loop strongly suppresses the quark excitations, while in the
de-confined phase, the eﬀect of the Polyakov loop becomes weak so that
the quarks can be easily excited. The Polyakov loop encapsulates in an
eﬀective way the eﬀect of gluons, whose exchanges control the strength of the
force between quarks and anti-quarks in QCD. In a sense, the PNJL model
could be viewed as the eﬀective theory one would obtain by integrating out
the gluons. However, it is not exactly equivalent to QCD since it makes
some drastic simplifications in doing so, and it is therefore not surprising
to observe some diﬀerences between the predictions of the PNJL model and
the results of lattice QCD computations.
Although the PNJL model does not describe the colour confinement in
exactly the same way as QCD, it eﬀectively works to suppress the coloured
states in the confined phase and to release these states in the de-confined
phase. In the sense of the suppression of coloured states, the confinement
is phenomenologically included. Therefore, we use this model in order to
describe the quark-hadron phase transition as an eﬀective model.
When one calculates physical quantities within the PNJL model, the
mean-field approximation has often been used. In the PNJL model (the
NJL model also), meson fields are introduced as auxiliary fields and they
are frozen by neglecting their fluctuations in the mean-field approximation.
However, this is not enough to describe a physical hadronic phase. Although
the quarks are suppressed by the Polyakov loop at low temperatures, it just
means that the pressure in the hadronic phase becomes zero or very small
and there are still no hadronic excitations. Since hadronic excitations dom-
inate the system in the hadronic phase, we should take them into account
when we describe the hadronic phase. This is possible if we go beyond the
mean-field approximation.
In the (P)NJL model, the coupling between quarks and antiquarks is
controlled by a parameter, that we determine in the vacuum. Once this pa-
rameter is fixed, we do not change it at non-zero temperature and chemical
potential. However, this coupling could depend on the temperature and/or
the chemical potential. Indeed, there are some models considering the tem-
perature dependence of the coupling, for instance [84] by Bernard, Meissner
and Zahed. In [84], they assume a certain form of the temperature depen-
dence of the coupling of the original NJL model based on a discussion of
the string tension between a quark and an antiquark [85]. It corresponds to
taking the eﬀect of the confinement partially into account.
For this coupling, other treatments have been used. In the non-local
(P)NJL model [86–88], a running coupling is used. Since the running cou-
pling suppresses the quark excitations at high momentum scale, the cutoﬀ
parameter which is necessary in the standard (P)NJL model is not necessary
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anymore. In the entanglement PNJL (EPNJL) model which was proposed
by Sakai, Sasaki, Kouno and Yahiro [89–91], the coupling is a function of
the expectation value of the Polyakov loop Φ, so that it indirectly depends
on the temperature through the Polyakov loop. This coupling corresponds
to the entanglement vertex between the chiral condensate and the Polyakov
loop. They have shown that the pseudo critical temperature calculated in
the EPNJL model becomes smaller than that in the original PNJL model,
and that the critical temperature of the chiral transition can take the same
value as that of the de-confinement transition by tuning the parameters of
the model. The (P)NJL model with multi-quark interactions [92, 93] pro-
posed first by Osipov, Hiller and da Providencia is also a variation of the
(P)NJL model. Since they consider the three-flavour case, the Lagrangian
has a four-point interaction and a six point interaction which breaks the
axial U(1) symmetry. In addition, they have introduced an eight point in-
teraction between quarks and antiquarks in the Lagrangian in order to make
the potential stable.
In this work, we simply neglect both the temperature dependence and
the chemical potential dependence of the coupling. We fix the coupling at
the same time as all other parameters in the vacuum.
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Chapter 3
Useful techniques in field
theory at finite temperature
In this chapter, some useful techniques for studying many body systems at
finite temperature are summarised. The canonical operator method [94,95],
the functional integral formalism [96] and the stochastic formalism [97] may
be used for the second quantisation of a many body system. Here we will
present only the functional integral method since this will be used later in
the calculations performed in Chapters 4 to 7.
3.1 The path integral method
The path integral method is one of the formulations of quantum mechanics.
The transition amplitude in the path integral method is obtained by adding
all the virtual paths of the transitions from t = ti to t = tf . We will show
in this section how to express the transition amplitude in the path integral
by using a boson field φ as an example.
For an arbitrary Hamiltonian H given as,
H =
∫
d3x H(πˆ, φˆ), (3.1)
where φˆ is a field operator and πˆ is the conjugate operator of φˆ, the transition
amplitude from a state |φa⟩ to another state |φb⟩ is written by
⟨φb|e−iHt|φa⟩. (3.2)
Let us consider more specifically the case where the system goes back to
the original state after a time t, so that the transition amplitude reads,
⟨φa|e−iHt|φa⟩. (3.3)
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Figure 3.1: Elementary time interval
In order to define the path integral, we discretise the time interval (ti, tf )
into N slices, as shown in Fig3.1, namely
∆t =
tf − ti
N
. (3.4)
The transition amplitude can be rewritten in terms of N and ∆t as
⟨φa|e−iH(tf−ti)|φa⟩ = lim
N→∞
∫
(
N∏
i=1
dπidφi
2π
)⟨φa|πN ⟩⟨πN |e−iH∆t|φN ⟩⟨φN |πN−1⟩
× ⟨πN−1|e−iH∆t|φN−1⟩ · · · ⟨φ2|π1⟩⟨π1|e−iH∆t|φ1⟩⟨φ1|φa⟩.
(3.5)
In this formula, we have introduced the identity operator at the intermediate
times, written as a sum over a complete set of states |φ⟩ and |π⟩:∫
dφ(x) |φ⟩⟨φ| = 1 (3.6)∫
dπ(x)
2π
|π⟩⟨π| = 1. (3.7)
Note that these states satisfy the following orthogonality relations:
⟨φa|φb⟩ =
∏
x
δ
(
φa(x)− φb(x)
)
(3.8)
⟨πa|πb⟩ =
∏
x
δ
(
πa(x)− πb(x)
)
. (3.9)
Eq.(3.5) corresponds to approximating the path by a polygonal line with φi
at each intermediate time ti. Using the relations
⟨φ1|φa⟩ = δ(φ1 − φa) (3.10)
and
⟨φi+1|πi⟩ = exp
(
i
∫
d3x πi(x)φi+1(x)
)
, (3.11)
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and taking the limit ∆t→ 0, we obtain
⟨φa|e−iH(tf−ti)|φa⟩ = lim
N→∞
∫
(
N∏
i=1
dπidφi
2π
)δ(φ1 − φa)
× exp
(
−i∆t
N∑
j=1
∫
d3x
[ H(πj ,φj)− πj(φj+1 − φj)∆t ]).
(3.12)
Note that when ∆t→ 0,
⟨πi|e−iHi∆t|φi⟩ ≈ (1− iHi∆t)exp
(−i∫ d3xπi(x)φi(x)). (3.13)
After taking the continuum limit N → ∞, we obtain the transition
amplitude in path integral form
⟨φa|e−iHt|φa⟩
=
∫
[dπ]
∫
[dφ] exp
[
i
∫ tf
ti
dt
∫
d3x
(
π(x, t)
∂φ(x, t)
∂t
−H(π,φ))].
(3.14)
3.2 Imaginary time formalism
In this section, we write the partition function in terms of a transition ampli-
tude which has been obtained in the previous section. The partition function
is introduced as,
Z = Tr e−βH =
∫
dφa⟨φa|e−βH |φa⟩, (3.15)
where β is the inverse temperature 1/T . As we have seen in the previous
section, the transition amplitude from an initial state |φ⟩ at t = ti to a final
state which is the same state as the initial state at t = tf is
⟨φi|e−iH(tf−ti)|φi⟩. (3.16)
In order to simplify the notations, we set ti = 0 and tf = t, and we consider
the amplitude,
⟨φi|e−iHt|φi⟩. (3.17)
Compared to Eqs.(3.15) and (3.17), the partition function corresponds to
the transition amplitude provided that β = it. From the evolution operator
exp(−iH(−iβ)), a periodic boundary condition appears for φ as
φ(−iβ) = φ(0). (3.18)
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Therefore, the partition function can be expressed in terms of an imaginary
time τ = it,
Z =
∫
[dπ]
∫
[dφ]exp
[∫ β
0
dτ
∫
d3x
(
iπ
∂φ
∂τ
−H(π,φ))]. (3.19)
Note that the integral over φ must obey the periodic boundary condition
Eq.(3.18). This replacement from a real time t to an imaginary time τ is
illustrated in Fig.3.2.
Figure 3.2: A real time is replaced by an imaginary time.
In the case where there is a finite chemical potential, the Hamiltonian
densityH(πˆ, φˆ) is modified to H(πˆ, φˆ)−µN (πˆ, φˆ), and the partition function
is given as,
Z =
∫
[dπ]
∫
[dφ]exp
[∫ β
0
dτ
∫
d3x
(
iπ
∂φ
∂τ
−H(π,φ) + µN (π,φ))].
(3.20)
3.3 Sum over the Matsubara frequencies
When we calculate the partition function which has been introduced in the
previous section, it is convenient to represent the path integral in momentum
space. From a Fourier transformation of the field φ(x, τ),
φ(x, τ) =
√
β
V
+∞∑
n=−∞
∑
p
ei(p·x+ωnτ)φn(p), (3.21)
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the discrete Matsubara frequencies ωn appear. For bosons, ωn = 2nπT
because of the periodic boundary condition φ(x, 0) = φ(x,β), while for
fermions ψ(x, τ), ωn = (2n + 1)πT because their boundary condition are
anti periodic: ψ(x, 0) = −ψ(x,β).
Considering a sum over the index n for a arbitrary function f(ωn),
T
+∞∑
n=−∞
f(ωn), (3.22)
where iωn = 2πnTi for bosons, and iωn = (2n + 1)πTi for fermions. We
can rewrite this discrete sum as an integral by introducing another function
F (p0) which has poles on the imaginary axis precisely at the location of the
Matsubara frequencies, and which has a residue T at these poles. To achieve
this, we can choose F (p0) as
F (p0) =
1
eβp0 + 1
(3.23)
for fermions, and
F (p0) =
1
eβp0 − 1 (3.24)
for bosons. This diﬀerence between the F (p0) for fermions and for bosons
comes from the diﬀerence of their Matsubara frequencies. Thanks to this
function F (p0) the sum over the Matsubara frequencies can be replaced by
T
∑
n
f(ωn) =
1
2πi
∫
C
dp0 f(p0)
1
eβp0 ± 1 , (3.25)
where the integration path C is shown in (a) of Fig.3.3. Only when the
integrand has no other singularities on the vicinity of the imaginary axis,
except the poles at p0 = iωn, the integration path can be changed to (b)
in Fig.3.3. In this case, the poles of f(p0) may appear in the region where
Re(p0) < −ϵ or Re(p0) > ϵ, so that the integration can be performed by the
residue theorem provided that it is possible to add a semicircle at infinity
to the path.
We present two examples in order to show how to calculate the sum over
the Matsubara frequencies of bosons and fermions. Firstly, we consider a
function written in terms of the bosonic Matsubara frequencies,
f(ωn) =
1
ω2n + ω2
, (3.26)
where ωn = 2nπT , and ω is real. From Eq.(3.25), the sum over the bosonic
Matsubara frequencies can be replaced by the integration
T
∑
n
f(ωn) = − 12πi
∫
C
dp0
1
p20 − ω2
1
eβp0 − 1 . (3.27)
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(a) (b)
Figure 3.3: The integration paths in Eq.(3.25).
The negative sign in the left-hand side comes from the replacement of ωn =
−ip0. Since f(p0) has two poles, p0 = ±ω, on the real p0 axis, the integration
in Eq.(3.27) can be performed by picking these poles based on the residue
theorem. Then, we obtain
T
∑
n
f(ωn) =
1
ω
(1
2
+
1
eβω − 1
)
. (3.28)
Note that in this expression, the temperature-dependent term and the temperature-
independent term are completely separated.
Next, we consider a function written in terms of the fermionic Matsubara
frequencies,
f(ωn) =
1
(ωn + iµ)2 + ω2
, (3.29)
where ωn = (2n+1)πT and µ is the chemical potential. From Eq.(3.25), we
can write the sum over the fermionic Matsubara frequencies as the integra-
tion
T
∑
n
f(ωn) = − 12πi
∫
C
dp0
1
(p0 − µ)2 − ω2
1
eβp0 + 1
. (3.30)
In this case, f(p0) has two poles also, ±ω+ µ, on the real p0 axis. By using
the same method as the first example, we obtain
T
∑
n
f(ωn) =
1
2ω
(
1− 1
eβ(ω−µ) + 1
− 1
eβ(ω+µ) + 1
)
. (3.31)
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Note that the first term does not depend on both the temperature and the
chemical potential, while the second and the third terms depend on them.
The relative sign of the chemical potential with respect to ω corresponds to
particles and antiparticles.
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Chapter 4
Review of the
Nambu-Jona-Lasinio model
In this chapter, we give a brief review of the Nambu-Jona-Lasinio (NJL)
model which has been the basis of the PNJL model. The NJL model was
originally designed by Nambu and Jona-Lasinio to describe profound conse-
quences of the presumed underlying chiral symmetry in hadron dynamics,
based on an analogy with the BCS theory of superconductivity [40, 41]. It
has later been transcribed in order to describe the eﬀect of chiral symmetry
in an eﬀective theory of the dynamics of quarks [28, 29]. Although there is
no mechanism of the colour confinement since this model was not originally
made for QCD, it has achieved some successes in predicting hadron masses
in the vacuum that agree with experiments, and also the chiral crossover
at finite temperatures and zero chemical potential that agrees with lattice
QCD simulations. In addition, this model has predicted a phase transition
at finite chemical potential, and the existence of a critical point as a merging
point of the crossover line and the first order transition line was indicated by
Asakawa and Yazaki [33], but it has not been established in experiments yet.
Regarding this critical point, some works have considered the possibility of
”inhomogenous chiral condensates” [98–103]. They assume that the chiral
condensate can depend on space-time, and that this dependence is periodic.
In this method, the critical point does not appear on the phase diagram.
Thus the theoretical discussion for the critical point has not been settled
yet.
The colour superconductor (CSC) phase has also been discussed in the
NJL model [20, 22, 46, 48, 50, 104–106]. To make a diquark condensate, a
quark-quark four-point interaction is introduced in the NJL Lagrangian in
adding to the quark-antiquark four-point interaction. The two condensates,
the chiral and the diquark condensates, are determined by solving self con-
sistent equations called gap equations. If the gap equations have several
solutions, the one that makes the thermodynamic potential minimal is the
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true solution. Based on this, a phase where the chiral condensate is finite
but the diquark condensate is zero appears in the region of low temperature
and low density. On the other hand, a phase where the chiral condensate
is zero and the diquark condensate has a finite value appears in the region
of low temperature and high density. However, this discussion breaks down
when the chemical potential becomes comparable or larger than the cutoﬀ
scale which is required for regularising the divergence of quark-momentum
integrations, as a consequence of a non-renormalisabielity of the NJL model.
One of the good examples to see this limit of applicability at large chemical
potential is the phase diagram shown by Vanderheyden and Jackson [107].
Their result tells that the CSC phase disappear in favour of the normal
phase at large chemical potential. Especially focusing on T = 0, the CSC
phase disappears when the chemical potential becomes 1.75 times the cut-
oﬀ. This is clearly in contradiction with the prediction of perturbative QCD;
the CSC phase is predicted by QCD at arbitrarily large chemical potential,
while the NJL model calculation shows that the CSC phase disappears at
large chemical potential. This means that the model is not reliable in this
region.
Thus, eﬀective theories with a cutoﬀ demand attention in its applica-
tions. The value of the cutoﬀ parameter in the NJL model is usually 600
MeV to 900 MeV, although it depends on the values of the other parameters.
Since the chiral transition temperature at zero chemical potential is around
200MeV which is smaller enough compared to the cutoﬀ scale, it should be
fine to apply this model to the chiral phase transition.
The rest of this chapter is organised as follows. In Section 4.1, we intro-
duce a basic two-flavour NJL model and explain how to calculate physical
quantities with the path integral method. This will be useful when we ex-
tend this model to the PNJL model in Chapter 5 to Chapter 7, since we can
use the same method for the PNJL model. In Section 4.2, the mean-field ap-
proximation is applied to obtain the equation of state and the gap equation.
In this approximation, we show a behaviour of the chiral condensate which
is an order parameter of the chiral transition. When the bare quark mass is
zero, the chiral transition is a second order transition at zero chemical po-
tential. On the other hand, it becomes a crossover with a finite bare quark
mass. We also show the phase diagram with zero and non-zero bare quark
mass. In Section 4.3, we briefly describe how the mesonic excitations can be
taken into account. In Section 4.4, we summarise the two-flavour NJL model
with diquark interaction. For this diquark interaction, we only introduce a
scalar diquark which has colour anti-triplet and flavour singlet states. Then
we obtain the thermodynamic potential in the mean-field approximation.
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4.1 The two-flavour NJL model
4.1.1 Chiral symmetry of the NJL Lagrangian
The Lagrangian of the two-flavour NJL model is given by
L = q¯(iγµ∂µ −m0)q +G
[
(q¯q)2 + (q¯iγ5τ q)2
]
, (4.1)
where q and q¯ are quark and antiquark fields, m0 is a bare quark mass and
G is a coupling constant. The second term represents the quark-antiquark
four-point interaction shown in Fig.4.1. We first check that this Lagrangian
Figure 4.1: The four-point interaction of the NJL model.
has the chiral symmetry when the bare quark mass is equal to zero. As we
have seen in Chapter 2, the kinetic term in Eq.(4.1) has the chiral symmetry,
while the mass term does not. For the interaction term, let us consider an
axial transformation,
q → exp(iγ5τ
iθi
2
)q, (4.2)
where τ i is the Pauli matrix and i runs 1 to 3. Under this transformation,
q¯q and q¯iγ5τ iq are transformed as follows (for θi infinitesimal)
q¯q → (q†e−i γ5τiθi2 γ0ei γ5τiθi2 q)
≈
(
q†
(
1− iτ
iθi
2
γ5
)
γ0
(
1 +
iτ iθi
2
γ5
)
q
)
(4.3)
= q¯q + q¯(iτ iθiγ5)q +O(θ2)
and
q¯iγ5τ
iq → q†e−i γ5τ
iθi
2 γ0iγ5τ
iei
γ5τ
iθi
2 q
≈ q†(1− iτ iθi
2
γ5
)
γ0iτ
iγ5
(
1 +
iτ iθi
2
γ5
)
q (4.4)
= q¯iτ iγ5q − θiq¯q +O(θ2).
Therefore, (q¯q)2 + (q¯iγ5τ iq)2 is invariant under the axial transformation.
Similarly, the invariance under a vector transformation,
q → exp(iτ
iθi
2
)q, (4.5)
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can also be checked, so that the Lagrangian Eq.(4.1) has the chiral symmetry
when m = 0.
4.1.2 Method of auxiliary fields
The partition function is given by
Z =
∫
[dq¯][dq]exp
∫ β
0
dτ
∫
d3xL (4.6)
with the NJL Lagrangian Eq.(4.1). The four-point interaction term in this
Lagrangian prevents us from performing the integration on the fermion fields
because the only Grasmann integrals that can be performed analytically are
those with a Lagrangian which is quadratic in the fermion fields. We can
rewrite the interaction term by the Hubbard-Stratonovich transformation
[108, 109], which gives a Yukawa interaction . For this, we insert a dummy
integral over an auxiliary boson fields φi = (σ,π), as a constant Gaussian
integral multiplying the partition function,∫
[dφ]exp
[
− 1
4G
∫ β
0
dτ
∫
d3x
(
(σ + 2Gq¯q −m0)2 + (π + 2Giq¯γ5τ q)2
)]
.
(4.7)
Then, the partition function is rewritten in terms of the integrations over
the quark, antiquark and boson fields with an eﬀective Lagrangian.
Figure 4.2: The original four-point interaction between quarks and anti-
quarks is replaced by a Yukawa interaction by the Hubbard-Stratonovich
transformation.
Z =
∫
[dq¯][dq][dφ]exp
[∫ β
0
dτ
∫
d3xLeﬀ], (4.8)
where
Leﬀ(q, q¯,φ) = q¯ [iγµ∂µ − σ − iγ5τ · π] q −
1
4G
((σ −m0)2 + π2i ).
(4.9)
This replacement is illustrated in Fig.4.2.
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Now we can perform the fermion integration since the Lagrangian in
Eq.(4.9) is quadratic in the quark fields after this procedure. Based on the
Grasmann integral,∫
dη†1dη1 · · · dη†NdηN eη
†Dη = detD, (4.10)
where D is N ×N matrix, the quark integration in Eq.(4.8) leads to∫
[dq¯][dq]exp
[∫ β
0
dτ
∫
d3x{q†(iγ0γµ∂µ − γ0σ − iγ0γ5τ · π)q
]
= Det[iγ0γµ∂µ − γ0σ − iγ0γ5τ · π] (4.11)
then we get the partition function as a function of the auxiliary boson fields
Z =
∫
[dφ]Det[iγ0/∂ − γ0(σ + iγ5γ5τ · π)]
×exp
[
−
∫ β
0
dτ
∫
d3x
1
4G
((σ −m0)2 + π2i ) (4.12)
=
∫
[dφ]exp
[
Tr ln[iγ0/∂ − γ0(σ + iγ5γ5τ · π)]
−
∫ β
0
dτ
∫
d3x
1
4G
((σ −m0)2 + π2i )
]
, (4.13)
where the trace is taken over the space-time coordinates with anti-periodic
boundary condition in the imaginary time axis, Dirac gamma matrices, the
colour indices and flavour indices. Therefore, the partition function can be
obtained from an eﬀective action that depends only on the auxiliary boson
fields,
Z =
∫
[dφ]e−I[φ], (4.14)
where
I[φ] = −Tr ln D +
∫ β
0
dτ
∫
d3x
1
4G
((σ −m0)2 + π2i ) (4.15)
with
D = iγ0/∂ − γ0(σ + iγ5τ · π). (4.16)
4.2 Mean field approximation
In this section, we derive an approximate eﬀective action using the mean-
field approximation. The meson fields which have been introduced as aux-
iliary fields do not have any fluctuations in this approximation. In other
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words, the mean-field approximation is a classical approximation for the
meson fields. This would be clear if we reintroduced the Planck constant !
that was set to 1 so far. From the dimensional analysis, ! would enter in
the partition function as follows
Z =
∫
[dφ]exp
[
Tr ln(−iγ0/∂ + γ0(σ + iγ5γ5τ · π))
−
∫ β!
0
dτ
∫
d3x
1
4G
((σ −m0)2 + π2i )
]
/!. (4.17)
Since the space-time dependence of φ is neglected in the mean-field approx-
imation, the second term in the argument of the exponential in Eq.(4.17)
corresponding to the mass term of the mesons can be written as∫ β!
0
dτ
∫
d3x
1
4G
((σ −m0)2 + π2i )/!
=
β!V
4G
((σ −m0)2 + π2i )
1
! (4.18)
=
βV
4G
((σ −m0)2 + π2i ),
so that ! disappears in Eq.(4.18). This means that mesons do not have
quantum fluctuations in this approximation. On the other hand, the first
term corresponding to the fermion propagator still has !. Therefore, we
see that there are fermionic fluctuations in this approximation. Since the
fluctuations of φ are neglected in the mean-field approximation, one can say
that this approximation is the zeroth order in the expansion of the action
around the stationary point for φ. In this sense, when we consider the
fluctuations of φ, the second order of the expansion is taken into account.
We will explain more about it later. Denoting the stationary point φ0, the
eﬀective action under the mean-field approximation is I[φ0].
4.2.1 Deriving the eﬀective action
We let φ0 = (σ0,π0) be a point that gives a local minimum of the eﬀective
action, obtained from the stationarity condition,
δI
δφi
∣∣∣∣
φ=φ0
= 0, (4.19)
where we choose π0 = 0 and σ0 = −M0, which obviously satisfy stationarity
conditions for eﬀective pion fields. The action reads:
I0 = βV
1
4G
(M0 −m0)2
−2V tr
∑
n
∫
d3p
(2π)3
ln[−iβ(−iϵn − γ0γ · p− γ0M0)], (4.20)
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where p0 = iϵn, ϵn are Matsubara frequencies for fermion ϵn = (2n+ 1)πT .
The trace is taken over the colour, flavour and spin indices. After performing
the trace of the Gamma matrices (See Appendix A), we obtain the eﬀective
action I0
I0 = βV
1
4G
(M0 −m0)2
−4V NfNcT
+∞∑
n=−∞
∫
d3p
(2π)3
ln[β2(ϵ2n +E
2
p)], (4.21)
where Ep is the energy constituent quarks
Ep =
√
p2 +M20 .
Using the following relations,
ln((2n+ 1)2π2 + β2(Ep ± µ)2)
=
∫ β2(Ep±µ)2
1
dθ2
1
(2n+ 1)2π2 + θ2
+ ln((2n+ 1)2π2 + 1)
(4.22)
and
+∞∑
n=−∞
1
(2n+ 1)2π2 + θ2
=
1
θ
(1
2
− 1
eθ + 1
)
, (4.23)
and performing the sum over the Matsubara frequencies for quarks, we get
the eﬀective action in the mean-field approximation,
I0 = βV
1
4G
(M0 −m0)2
−2NcNfV
∫
d3p
(2π)3
[
βEp + 2ln(1 + e−βEp)
]
,
(4.24)
where Nc is the number of colours and Nf is the number of flavours.
With a finite chemical potential, the partition function is given by
Z =
∫
[dq¯][dq]exp
[∫ β
0
dτ
∫
d3x
(L− iµq¯γ0q)] (4.25)
instead of Eq.(4.6). By the same method as the one we have used for zero
chemical potential, Eq.(4.16) is replaced by
D = iγ0/∂ − γ0(σ + iγ5τ · π) + µ. (4.26)
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Then we get the eﬀective action with chemical potential,
I0 = βV
1
4G
(M0 −m0)2
−2NcNfV
∫
d3p
(2π)3
[
βEp + ln(1 + e−β(Ep−µ)) + ln(1 + e−β(Ep+µ))
]
.
(4.27)
µ appears in the argument of the exponentials with the quark energy. The
relative sign with respect to the quark energy corresponds to particles and
antiparticles.
4.2.2 Gap equation
The constituent quark mass M0 is obtained from the stationarity condition
that gives a local minimum of the potential;
δI(φ)
δφ
∣∣∣∣
M0
= 0. (4.28)
In this condition, we have assumed that only the sigma meson has a conden-
sate in the vacuum and that the pions do not have condensate. Under this
assumption, we obtain the following self consistent equation called a ”gap
equation”:
M0 −m0 = 2GT tr
∑
n
∫
d3p
(2π)3
−1
/p−M0 , (4.29)
where the trace is taken over the gamma matrices, colour, flavour, spin
indices, and the sum is taken over the fermionic Matsubara frequencies p0 =
iϵn = (2n + 1)πTi. This gap equation corresponds to the diagram shown
in Fig.4.3. The big circle in Fig.4.3 represents the constituent quark mass
Figure 4.3: Diagrammatical representation of the gap equation.
M0 and the small circle is the bare quark mass m0. The constituent quark
mass is obtained by the sum of the bare quark mass and the dressed quark
loop. Performing the trace over all indices and the sum over the Matsubara
frequencies, the gap equation becomes
M0 −m0 = 8GNcNf
∫
d3p
(2π)3
M0
Ep
(1
2
− f(Ep)
)
, (4.30)
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where
f(Ep) =
1
eβEp + 1
(4.31)
is the quark distribution function. The first term in the right-hand side does
not depend on the temperature, and it determines the constituent quark
mass in the vacuum. We note that the quark momentum integration in
this term requires a cutoﬀ Λf in order to suppress the ultraviolet divergence
since (3 + 1) dimensional NJL type models are nonrenormalizable. (The
(1 + 1) dimensional NJL model is renormalizable so that the cutoﬀ is not
necessary. This model is called the Gross-Neveu model [110].) The way to
introduce the cutoﬀ is not unique: there are some variations, for instance the
3-momentum cutoﬀ scheme, the proper-time regularisation [42,43,111,112],
the Pauli-Villars scheme [113]. Here we use the 3-momentum cutoﬀ scheme.
The second term depends on the temperature through the quark distribution
function. It is not necessary to use the cutoﬀ in the momentum integral
in this term since the contribution from high momentum is automatically
suppressed by the quark distribution function. Fig.4.4 shows the quark
distribution as a function of the quark momentum with fixed temperature.
Since the constituent quark mass is determined at each temperature through
the gap equation, M0 is uniquely fixed once T is fixed. The distribution
becomes small as the momentum becomes large, then it approaches zero
exponentially as p ≫ T . Therefore, the contribution to the gap equation
from the high momentum part of the integral does not dominate.
Figure 4.4: Quark distribution function as a function of the quark momen-
tum.
Once the constituent quark mass is obtained by solving the gap equa-
tion, the chiral condensate which is an order parameter of the chiral phase
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transition can also be obtained based on the following relation;〈
q¯q
〉
= −M0 −m0
2G
. (4.32)
The behaviour of the order parameter at zero chemical potential is shown
in Fig.4.5. The vertical axis is the chiral condensate scaled by its value at
zero temperature, and the horizontal axis is the temperature scaled by the
critical temperature in the chiral limit (zero bare quark mass limit). The
red line is calculated in the chiral limit, which shows a second order phase
transition. On the other hand, the blue line which is calculated with finite
bare quark mass shows only a crossover transition.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
O r
d e
r  p
a r
a m
e t
e r
s
T/Tc
chiral limit
finite bare quark mass
Figure 4.5: Behaviour of the order parameter. In the calculation of the blue
line, the bare quark mass is set to 5.5 MeV.
The two-flavour NJL model has three parameters and these parameters
are determined in the vacuum in order to reproduce the pion mass mπ, the
pion decay constant fπ and the chiral condensate in the vacuum obtained
in lattice calculations. The parameter set that we use [58] is shown in Table
4.1.
In the case of a finite chemical potential, the gap equation is modified
into
M0 −m0 = 8GNcNf
∫
d3p
(2π)3
M0
2Ep
(
1− 1
eβ(Ep+µ) + 1
− 1
eβ(Ep−µ) + 1
)
.
(4.33)
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Table 4.1: Parameters
Λf [MeV] G[MeV−2] m[MeV]
0.651 10.08 5.5
⟨q¯q⟩1/3[MeV] fπ[MeV−2] mπ[MeV]
251 92.3 139.3
4.2.3 Equation of state
It is known that there is a relation between the temperature and the other
variables that characterise a thermal equilibrium state of the system, and
this relation can generally be written as
pV = g(T ), (4.34)
where p is the pressure, V is the volume and T is the temperature. By the
definition of the partition function, we have
p =
∂(T lnZ)
∂V
. (4.35)
If the volume is large enough, lnZ is proportional to V , so that
∂(lnZ)
∂V
=
lnZ
V
. (4.36)
Then, we get
pV = T lnZ. (4.37)
Since −lnZ is the eﬀective action, one can obtain the pressure from the
eﬀective action;
p = −T
V
I. (4.38)
From the eﬀective action we have obtained in Eq.(4.27), we obtain the pres-
sure under the mean-field approximation.
pMF = − 14G(M0 −m0)
2
+2NcNf
∫
d3p
(2π)3
[
Ep + T ln(1 + e−β(Ep−µ)) + T ln(1 + e−β(Ep+µ))
]
.
(4.39)
The first term does not depend explicitly on the temperature and on the
chemical potential, but indirectly trough the constituent quark mass which
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is determined by the gap equation. The first term in the square bracket
in Eq.(4.39) does not have an explicit temperature or chemical potential
dependence. This term needs to have a cutoﬀ for the quark integral so that
we use the same cutoﬀ Λf which has been introduced in Section 4.2.2. The
second and third terms in the square bracket depend on the temperature
and the chemical potential explicitly. The quark excitations are described
by these terms.
The mean-field pressure is shown in Fig.4.6. The vertical axis is the
pressure scaled by T 4 so that this is dimensionless. The horizontal axis is
the temperature scaled by the pseudo-critical temperature. Noting that we
have only quark excitations in the mean-field approximation, namely the
mesonic excitations are neglected so that the quarks dominate the system
even in the low temperature phase where hadrons are expected. In Fig.4.6,
the pressure is zero at T ∼ 0 because the constituent quark mass prevents
quark excitations. However, quarks start to be excited before T reaches
the transition temperature. This means that there are quark excitations
in the hadronic phase, even though it is a confined phase. This unphysical
situation cannot be solved in the NJL framework because of the lack of colour
confinement. At high temperatures, the constituent quark mass gets close
to zero, and the quarks become nearly free. Therefore, p/T 4 approaches the
Stefan-Boltzmann constant σ = 3× 2× 2× 2× 7/8× π2/90 ∼ 2.3.
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Figure 4.6: The pressure calculated in the two-flavour NJL model.
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4.3 Mesonic excitations
We have seen in Section 4.2 a method to obtain the gap equation, the equa-
tion of state and the phase diagram in the mean-field approximation. In this
section, we summarise the basic ideas for describing the mesonic excitations
in the NJL model. As we have already seen in Section 4.2, the NJL model
does not have colour confinement so that quark excitations exist even in
the low temperature hadronic phase in the mean-field approximation. To
make matters worse, hadronic excitations do not exist at low temperatures.
Therefore, we need to do two things for a more realistic description of the
hadronic phase; the first thing is to suppress the unphysical quark excita-
tions at low temperatures, and the second one is to take into account the
hadronic excitations. The first one is achieved in the PNJL model, which
will be presented in Chapter 5 to Chapter 7. The second of these require-
ments may be realised by considering the mesonic fluctuations which are
neglected in the mean-field approximation.
The mesonic fluctuations are included by expanding the eﬀective action
around the stationary point that was obtained in the previous section after
performing the fermion integration. Since the eﬀective action is a function
of the auxiliary mesonic fields, we expand it up to the second order in the
fluctuations around the stationary point φ0. If we keep only quadratic terms
in the fluctuations, we can perform the Gaussian integral over the meson
field. Recalling the following integral for an arbitrary matrix D,∫ +∞
−∞
dx1 · · · dxne−xiDijxj = πn/2(DetD)−1/2, (4.40)
the partition function is given by
Z =
∫
[dφ]exp
[
−I[φ0]− 12
δ2I
δφaδφb
(φ− φ0)2
]
= exp
[
−I[φ0]
] ∫
[dφ]exp
[
−1
2
δ2I
δφaδbφb
(φ− φ0)2
]
(4.41)
= exp
[
−I[φ0]− 12Tr ln
δ2I
δφaδφb
]
.
Let us denote I ′ the eﬀective action containing the mesonic fluctuations,
I ′ = I[φ0] +
1
2
Tr ln
δ2I
δφaδφb
. (4.42)
Then from the relation between the pressure and the eﬀective action, we get
the following pressure
p = −T
V
(
I[φ0] +
1
2
Tr ln
δ2I
δφaδφb
)
. (4.43)
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In Eq.(4.43), the first term is the contribution from the mean-field approx-
imation and the second term is due to the mesonic excitations. In this
approach, we have neglected the higher order terms in the fluctuations than
would appear beyond the second order, so that meson-meson correlations
are neglected. If one wants to include these correlations, it is necessary to
take higher order fluctuations into account.
4.4 NJL model with diquark interaction
In this section we consider another extension of the NJL model that includes
a diquark interaction. The basic NJL Lagrangian has only the four-point in-
teraction between quarks and antiquarks, which generates a ⟨q¯q⟩ condensate
at low temperatures. To describe the colour superconductor phase at high
densities and low temperatures, the quark-quark interaction is also required.
There are many works related to colour superconductors and diquark con-
densates in the NJL framework [20, 22, 46, 48, 50, 104–106]. The diquark
interaction is important not only for making diquark condensates, but also
for considering quark-quark correlations. From the perturbative QCD anal-
ysis, a diquark condensate can exist only in the high density region because
in the low density (and low temperature) region the colour confinement pre-
vents the existence of the diquark condensate which is not a colour singlet
state. However, the correlations can exist even in baryons in the hadronic
phase; a quark pair among the three quarks composing a baryon may be
correlated. We will discuss this in more detail in Chapter 7.
A diquark is composed by two quarks which have a colour, a flavour, a
spin and a parity. From the Pauli principle, two quarks should be in a totally
antisymmetric state, so that 16 combinations of a quark pair are possible,
as shown in Fig.4.7. Among these 16 combinations, diquarks which have
odd parity do not appear in a single mode configuration [114,115], and the
colour should be antisymmetric. Therefore, only two diquarks are allowed
in baryons; ∣∣{qq}3¯c(A)1f (A)0+⟩ (4.44)
which is called a ”scalar diquark” or a ”good diquark” since it is light and
stable, and ∣∣{qq}3¯c(A)6f (S)1+⟩ . (4.45)
which is called a ”vector diquark” or a ”bad diquark”. In this section, we
only consider the scalar good diquark.
4.4.1 NJL Lagrangian with diquark interaction
The two-flavour NJL model with the diquark interaction is given by
L(q¯, q) = q¯(i/∂ −m0)q + Lq¯q + Lqq, (4.46)
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spin, parity (ﬂavour, colour)
0 (3, 6)
(1, 3)
0 (3, 6)
(1, 3)
1 (3, 6)
(1, 3)
1 (3, 6)
(1, 3)
Figure 4.7: Allowed combinations for two quarks.
where Lq¯q is a four-point interaction between quarks and antiquarks,
Lq¯q = G
[
(q¯q)2 + (q¯iγ5τq)2
]
(4.47)
with a coupling constant G , and Lqq is another four-point interaction which
makes diquarks,
Lqq = H
∑
A=2,5,7
[
(q¯iγ5τ2λACq¯T )(qTCiγ5τ2λAq)
]
(4.48)
with a coupling constant H. For the diquark interaction, only the scalar
diquark is taken into account. The spin parity of the scalar diquark is
antisymmetric, the flavour is antisymmetric and the colour is also antisym-
metric. To achieve this, we need Cγ5 for a Dirac operator, τ2 for the U(2)
generator since we consider the two-flavour case, and λ2, λ5, λ7 for the U(3)
generator. When one extends it to the three-flavour case, τ2 is replaced by
λ2, λ5, λ7. The coupling constant H in Lqq is related to G in Lq¯q by the
Fierz transformation [116];
G : H =
(N2c − 1)
N2c
:
Nc + 1
2Nc
(4.49)
for three colour,
G : H = 3 : 4 . (4.50)
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Figure 4.8: (a) Lq¯q is replaced by a dummy integral over meson fields. (b)
Lqq is replaced by a dummy integral over a diquark field.
4.4.2 Thermodynamic potential
We now calculate the partition function with the Lagrangian Eq.(4.46) from
the path integral in order to get the thermodynamic potential, like in the
previous section.
Z =
∫
[dq¯][dq]exp
[∫ β
0
dτ
∫
d3x
(L(q¯, q)− iµq¯γ0q)]. (4.51)
To remove the four-point interactions in Eq.(4.46), we insert dummy inte-
grals over auxiliary boson fields and auxiliary diquark fields by the Hubbard-
Stratonovich transformation:∫
[dφ][d∆¯][d∆]exp
(∫ β
0
dτ
∫
d3xLaux(φ, ∆¯,∆)
)
(4.52)
with
Laux = − 14G
(
(σ − 2Gq¯q)2 + (π − 2iGq¯γ5τ q)2
)
− 1
4H
∑
i
(∆¯i − 2Hq¯γ5τ2ζiCq¯T )(∆i − 2HqTCγ5τ2ζiq).
(4.53)
In this equation, the mesons φ = (σ,π) and the diquarks (antidiquarks) ∆
(∆¯) are boson fields. The first term in Eq.(4.53) is used for replacing the
four-point Fermi interaction in Lq¯q by a Yukawa interaction which is shown
in (a) of Fig.4.8. The second term in Eq.(4.53) works in the same way
for Lqq, which corresponds to (b) in Fig.4.8. After inserting the dummy
integrals, the partition function is written in terms of the integrals over
quark, antiquark, meson, diquark and antidiquark fields,
Z =
∫
dq¯dqdφd∆¯d∆e−I(q¯,q,φ,∆¯,∆), (4.54)
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and the eﬀective action becomes a function of the quark and antiquark fields
and of the auxiliary fields,
I(q¯, q,φ, ∆¯,∆)
=
∫
dτ
∫
d3x
[
q¯(i/∂ −m0 − iµγ0 + σ + iγ5τ · π)q
+
1
2
∆¯i(qTCγ5τ2ζiq) +
1
2
(q¯γ5τ2ζiCq¯T )∆i (4.55)
− 1
4G
(
σ2 + π2
)− 1
4H
∆¯∆
]
.
The eﬀective action contains terms which are proportional to q¯q¯ and qq, not
only q¯q, so that we cannot use the same Grassmann integral technique as in
the previous section.
Going back to a general situation, we consider a partition function writ-
ten in terms of the integration of fermion fields,
Z =
∫
dψ†dψexp
[∫ β
0
dτ
∫
d3x
(
ψ†(∂ + Ω)ψ +
1
2
∆∗ψ2 +
1
2
∆ψ†2
)]
, (4.56)
where ψ is a fermion field and ∆ is a complex field. To perform the fermion
integral, it is useful to introduce a fermion doublet Ψ,
Ψ =
(
ψ
ψ†
)
. (4.57)
By using the fermion basis Ψ, the partition function can be written as
Z =
∫
dΨ†dΨe−Ψ
†MΨ, (4.58)
where the matrix M is
M =
(
∂ + Ω 12∆
1
2∆
∗ −∂ + Ω
)
. (4.59)
Since the terms Ψ¯Ψ¯ and ΨΨ do not appear in Eq.(4.58), the Grassmann
integral can be performed, then we obtain the ”fermion determinant”,
Z = det
(
∂ + Ω 12∆
1
2∆
∗ −∂ + Ω
)1/2
. (4.60)
Let us now come back to the partition function of the NJL model. To deal
with the quark integral, we use the same trick by introducing the following
doublet of quark fields,
q =
(
q
Cq¯T
)
, q¯ =
(
q¯, qTC
)
, (4.61)
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and the Nambu-Gorkov propagator
G−1 =
(
i/∂ + Σ 12γ5τ2ζ∆
1
2∆¯ζγ5τ2 −i/∂ + Σ
)
, (4.62)
where
Σ = −m0 − iµγ0 + σ + iγ5τ · π. (4.63)
By performing the fermion integral in Eq.(4.54), we get the eﬀective
action as a function of the meson and diquark fields,
I(φ, ∆¯,∆) = −
∫
dτ
∫
d3x
( 1
4G
(σ2 + π2) +
1
4H
∆¯∆
)
−1
2
ln(DetG−1).
(4.64)
4.4.3 Mean-field approximation
In the mean-field approximation, fluctuations of the meson fields and the
diquark fields are neglected. As we have seen in the previous section, we have
obtained the stationary point by solving a gap equation in order to get the
thermodynamic potential and the pressure in the mean-field approximation.
Unlike the previous section, we now have not only the meson fields but also
the diquark fields, so that two gap equations are required in order to obtain
stationary values for meson and diquark. From the conditions that give a
local minimum of the potential,
δI
δφ
∣∣∣∣
φ0
= 0,
δI
δ∆
∣∣∣∣
∆0
=
δI
δ∆¯
∣∣∣∣
∆0
= 0, (4.65)
we get two gap equations, for the mesons
M0 −m0 = 4NcNfG
∫
d3p
(2π)3
M0
2Ep
×
(Ep + µ
E+∆0
(
1− 2f(E+∆0)
)
+
Ep − µ
E−∆0
(
1− 2f(E−∆0)
))
,
(4.66)
and for the diquarks
∆0 = 4NfNcH∆0
∫
d3p
(2π)3
×
( 1
E+∆0
(1
2
− f(E+∆0)
)
+
1
E−∆0
(1
2
− f(E−∆0)
)
,
(4.67)
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where
E±∆0 =
√
(Ep ± µ)2 +∆20. (4.68)
Note that Eq.(4.66) agrees with Eq.(4.30) when ∆0 = 0 and µ = 0. The
stationary points for mesons and diquarks at each temperature and chem-
ical potential are obtained by solving these self consistent gap equations
simultaneously. In the mean-field approximation, the mesons and diquarks
in the thermodynamic potential are simply represented by the values of the
stationary points since the quantum fluctuations of mesons and diquarks are
neglected in this approximation.
The thermodynamic potential in the mean-field approximation is ob-
tained from the eﬀective action Eq.(4.64).
ΩMF =
V
4G
(M0 −m0)2 + V4H∆
2
0
−γqV
∫
d3p
(2π)3
[E+∆0 + E+∆0
2
+ T ln(1 + e−βE
−
∆0 ) + T ln(1 + e−βE
+
∆0 )
]
,
(4.69)
where γq = 2×2×3×Nf counts spin, particle-antiparticle space, colour, and
flavour degeneracy. From the relation between the thermodynamic potential
and the pressure,
ΩMF = −pMFV, (4.70)
we immediately obtain the pressure,
pMF = − 14G(M0 −m0)
2 +
1
4H
∆20
+γq
∫
d3p
(2π)3
[E+∆0 +E+∆0
2
+ T ln(1 + e−βE
−
∆0 ) + T ln(1 + e−βE
+
∆0 )
]
.
(4.71)
If the diquark condensate ∆0 is equal to zero, Eq.(4.71) agrees with the
pressure calculated in Section 4.2.
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Chapter 5
Quark-hadron phase
transition in the 2-flavour
PNJL model at zero
chemical potential
In this chapter, we discuss the quark-hadron phase transition by using a 2-
flavour PNJL model with mesonic excitations. One of the advantages of the
PNJL model is that this model contains the Polyakov loop which is an order
parameter of the deconfinement phase transition, so that one can calculate
this transition as well as the chiral phase transition. In addition, since the
Lagrangian of this model is written in terms of quark and antiquark fields, we
can describe the change of the degrees of freedom from hadrons to quarks by
forming hadrons from quarks. However, there are still insuﬃciencies in this
model. For instance, dynamical gluons are not treated in this model because
a contribution of gluons to the equation of state is considered through an
eﬀective potential.
In this chapter, we consider only the case of zero chemical potential.
Even though it is necessary to study the phase transition at finite chemi-
cal potential in order to determine the QCD phase diagram, the case of a
vanishing chemical potential is an important first step in order to establish
a scheme for describing the change of degrees of freedom from hadrons to
quarks, before applying the same method with a non-zero chemical poten-
tial. Therefore, we concentrate on zero chemical potential in this chapter.
We calculate the partition function with the 2-flavour PNJL model La-
grangian in the path integral method. In order to describe more realistic
hadronic phase where hadrons dominate the system, we take mesonic excita-
tions into account by considering the second order in the fluctuations of the
auxiliary meson fields which are introduced in the partition function. This
analysis therefore goes beyond the mean-field approximation. The equa-
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tion of state is obtained as a sum of a contribution from quarks and gluons
which appears in the mean-field approximation, and the meson gas contri-
bution which comes from the mesonic fluctuations. At low temperatures,
the quark excitations are not allowed by the Polyakov loop, and the gluons
given by the eﬀective potential are prevented from appearing in the con-
fined phase, so that only mesonic excitations contribute to the equation of
state. On the other hand, at high temperatures, the Polyakov loop does
not suppress quarks anymore, and their excitations are allowed to exist.
Gluons also appear at high temperatures because of the eﬀective potential
whose parameters are determined to realise this. On the other hand, the
mesonic excitations which dominate at low temperatures becomes weaker as
the temperature increases. When the temperature is suﬃciently above the
pseudo-critical temperature, mesonic excitations disappear completely and
only quarks and gluons contribute to the pressure.
The rest of this chapter is organised as follows. In Section 5.1, we con-
sider the validity of the approximation that we use in this chapter. In Sec-
tion 5.2, we present the PNJL model in uniform colour gauge fields. Bosonic
fields are introduced as auxiliary fields in order to describe the chiral con-
densate and mesonic correlations. This procedure changes the four-point
NJL interaction into a Yukawa interaction. In Section 5.3, the mean-field
approximation is reviewed. Under the mean-field approximation, the fluctu-
ations of the meson fields are neglected. Therefore, the pressure is written
in terms of constant auxiliary meson fields and thermalised quark quasipar-
ticles. However, these quark quasiparticles are not actually excited at low
temperatures because the small expectation value of the Polyakov loop pro-
hibits excitations of coloured states. We discuss this mechanism by focusing
on the modification of the quark distribution function. In this section, we
also discuss the behaviour of the order parameters for the chiral and the
confinement phase transitions. In Section 5.4, we calculate the contribution
of mesonic correlations to the equation of state and we show that they are
decomposed into collective meson excitations and non-collective individual
excitations of quarks or quark-triads. Especially in the chiral limit, where
the bare quark mass vanishes, the contribution from collective modes is sep-
arated from that of non-collective modes. The collective modes give the
pressure of the free pion gas and the free sigma meson gas. We present our
numerical results in the last part of this section. It is shown that the pressure
of the free pion gas is gradually converted into that of the free quark-gluon
gas as the temperature increases, exhibiting a cross-over transition from a
hadron gas to the quark-gluon plasma. We also examine in detail the role
of collective and non-collective degrees of freedom in the low temperature
confined phase and how they change as the temperature increases, both in
the chiral limit with massless pions and in the more realistic situation of
a non-zero pion mass, by studying the modification of the dispersion re-
lations. It will be shown that the collective meson poles are absorbed into
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the continuum of quark-antiquark excitations at high temperatures and that
individual excitations do not contribute significantly to the pressure of the
system at all temperatures.
5.1 Validity of the approximation
In order to take the mesonic correlations into account, we go beyond the
mean-field approximation by considering the second order in the fluctuations
of meson fields. This is known as the saddle point approximation. In the
NJL model, it corresponds to the 1/Nc expansion [117] where Nc is the
number of colours. The coupling constant of the NJL model, G, is of order
1/Nc, while a quark line is O(1) and a quark loop is O(Nc). Based on
this counting rule, the pressure at leading order (mean-field approximation)
is of order O(Nc), and the next to leading order is of order O(1). In the
PNJL model, we explicitly use the fact that the number of colours is three
in order to obtain the distribution function modified by the Polyakov loop.
Therefore, it is not clear whether the saddle point approximation in the
PNJL model corresponds exactly to the 1/Nc expansion. At least in the
vacuum, the Polyakov loop does not appear in the PNJL model so that the
PNJL model becomes equivalent to the NJL model.
In this approximation, we only take the mesonic correlations between
quarks and anti-quarks, and we neglect the correlations between mesons.
This may not be justified in the region where the critical fluctuations become
large, namely around the critical point. In the chiral limit, where the bare
quark mass is zero, it has been shown that the chiral transition at zero
chemical potential is a second order transition. In this case, the fluctuations
near the transition region are large, so that this approximation around the
critical region will break down. However, in the case with a finite bare quark
mass, where the chiral transition at zero chemical potential is a crossover, the
critical fluctuations become weaker. In this case, the situation is better than
in the chiral limit. We are interested in the case with non-zero bare quark
mass, since it corresponds to the situation realised in Nature. Therefore, we
will perform this approximation to calculate the equation of state.
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5.2 Model set up
We begin with the partition function of the 2-flavour PNJL model in an the
external temporal colour gauge field, in the path integral method:
Z =
∫
[dq][dq¯]exp
[∫ β
0
dτ
∫
d3xL
]
, (5.1)
where the Lagrangian is given by
L = q¯(iγµDµ −m0)q +G
[
(q¯q)2 + (iq¯γ5τq)2
]− U [Φ¯,Φ, T ] (5.2)
for 2-flavour light quarks, q¯ = (u¯, d¯) in an external temporal colour gauge
field. The covariant derivative isDµ = ∂µ+gA0δµ,0 andm0 is the bare quark
mass, which breaks the chiral symmetry explicitly when it diﬀers from zero.
Here we have used a standard Minkovski metric notation with the real time
being replaced by the imaginary time τ = ix0 and the time component of the
gauge field replaced by A4 = iA0. We note here that only the quark fields
are dynamical variables which describe thermal excitations of the system,
while the temporal component of the SU(3) gauge fields, A4 = 12λ
aAa4 ( λa
being the 3 × 3 Gell-Mann matrices), only plays a side role by imposing
constraints on the colour configurations of the thermal quark excitations.
In the following calculation, we use the diagonal representation Ansatz for
A4, following some earlier works [54, 58, 63, 118]. U [Φ¯,Φ, T ] is the eﬀective
potential as a function of the expectation value of the Polyakov loop Φ and
its conjugate Φ¯, defined by
Φ =
1
3
⟨trcL⟩, Φ¯ = 13⟨trcL
†⟩ , (5.3)
where L is the Polyakov loop:
L(r) = P exp
[
ig
∫ β
0
dτA4(r, τ)
]
. (5.4)
Taking the diagonal representation L = (eφ1 , eiφ2 , e−i(φ1+φ2)), the expecta-
tion values of the Polyakov loop Φ and Φ¯ become
Φ =
1
3
〈(
eiφ1 + eiφ2 + e−i(φ1+φ2)
)〉
(5.5)
Φ¯ =
1
3
〈(
e−iφ1 + e−iφ2 + ei(φ1+φ2)
)〉
. (5.6)
The form of the eﬀective potential U [Φ¯,Φ, T ] is fixed by the following
principles;
1. U [Φ¯,Φ, T ] satisfies the SU(3) centre symmetry, like the pure gauge
Lagrangian
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2. U [Φ¯,Φ, T ] has a single minimum at Φ = 0 at T ≪ Tc
3. U [Φ¯,Φ, T ] gets close to unity at T ≫ Tc.
One of the simplest forms that fulfils these requirements is a Ginzburg-
Landau potential [118]:
U [Φ¯,Φ, T ]/T 4 = −1
2
b2(T )Φ¯Φ− 16b3(Φ
3 + Φ¯3) +
1
4
b4(Φ¯Φ)2 (5.7)
with
b2(T ) = a0 + a1
(T0
T
)
+ a2
(T0
T
)2
+ a3
(T0
T
)3
. (5.8)
This potential has 7 parameters and they are chosen in order to reproduce
lattice data calculated in the pure gauge sector. We show the values of these
7 parameters fixed in this way by [58] in Table 5.2.
Table 5.1: Parameters
a0 a1 a2 a3 b3 b4 T0
6.75 −1.95 2.625 −7.44 0.75 7.5 270 MeV
We note here that, although the gluon fields are not treated as dynamical
variables, gluon excitations can be included in a phenomenological fashion
through the eﬀective potential by setting,
U [Φ¯ = Φ = 1, T ] =
(
−a0 − 13b3 +
1
4
b4
)
T 4 ∼ −16π
2
90
T 4, (5.9)
so that the equation of state approaches that of a free quark-gluon plasma
at asymptotic high temperatures.
The partition function, Eq.(5.1), contains the fourth power of the quark
fields, so that it is impossible to perform analytically the integration over
the fermion fields. To circumvent this problem, we introduce four auxiliary
bosonic fields φi = (σ,π) coupled to the quark densities (q¯q, iq¯γ5τ q) by
multiplying Z(T,A4) by a constant Gaussian integral:∫
[dφ]exp
[
− 1
4G
∫ β
0
dτ
∫
d3x
(
(σ + 2Gq¯q −m0)2 + (π + 2Giq¯γ5τ q)2
)]
,
(5.10)
where periodic boundary conditions are applied for each of the auxiliary
fields in the imaginary temporal direction: φi(β) = φi(0). The integration
measure is normalised so that the integral gives unity. This procedure,
known as the Hubbard-Stratonovich transformation [108,109], converts the
four-point quark-antiquark interaction into a Yukawa interaction with the
bosonic fields φi.
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Z(T,A4) =
∫
[dq][dq¯][dφ]exp
[∫ β
0
dτ
∫
d3xLeﬀ(q, q¯,φ, A4)
]
, (5.11)
where
Leﬀ(q, q¯,φ, A4) = q¯ [iγµDµ + σ + iγ5τ · π] q − 14G((σ −m0)
2 + π2i )
− U [Φ¯,Φ, T ]. (5.12)
Performing the Grassmann integral over the quark Dirac fields, the partition
function becomes
Z(T,A4) =
∫
[dφ]e−I(φ,A4), (5.13)
where the exponent is given by
I(φ, A4) =
1
4G
∫ β
0
dτ
∫
d3x
(
(σ −m0)2 + π2
)
− Tr ln [β (iγµDµ + σ + iγ5τ · π)] +
∫ β
0
dτ
∫
d3x U [Φ¯,Φ,T],
(5.14)
where the trace in the second term is taken over the arguments of quark
fields, including the space-time coordinates with anti-periodic boundary con-
dition in the imaginary time axis, Dirac gamma matrices and the isospin and
colour indices. For constant auxiliary meson fields ((σ,π) = constants), the
trace can be expressed as a sum over the fermionic (quark) Matsubara fre-
quencies ϵn = (2n+ 1)πT and integrals over the spatial momenta:
I(φ, A4) =
βV
4G
(
(σ −m0)2 + π2
)
(5.15)
−2V Nf
∑
n
∫
d3p
(2π)3
trcln
[
β2
(
(ϵn − gA4)2 + p2 + σ2 + π2
)]
+βV U [Φ¯,Φ, T ]
leaving only the trace over the colour indices. Here we have performed the
flavour sum with Nf = 2, assuming a perfect degeneracy of the up and down
quarks (mu = md = m0).
We evaluate the functional integral over the mesonic auxiliary fields by
the method of steepest descent. Let φ0 = (σ0,π0) give a local minimum
value of the integrand, so that
δI
δφi
∣∣∣∣
φ=φ0
= 0. (5.16)
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Hereafter we choose π0 = 0, along with σ0 = −M0, which obviously satisfy
the stationarity conditions for eﬀective pion fields. Shifting the integration
variables by ϕi = φi − φ0, we expand the integral as a power series in ϕ:
I(φ, A4) = I0 +
1
2
δ2I
δφiδφj
∣∣∣∣
φ=φ0
ϕiϕj + · · · . (5.17)
The first order term in ϕ becomes zero because the expansion is done around
a local minimum. Keeping only terms up to the quadratic order in the
expansion, we have
Z(T,A4) ≃ e−I0
∫
[dϕ]exp
[
−1
2
δ2I
δφiδφj
∣∣∣∣
φ=φ0
ϕiϕj
]
. (5.18)
The remaining Gaussian integrals can be easily performed, giving
Z(T,A4) = e−I0
[
Det
δ2I
δφiδφj
]− 12 (5.19)
= e
−I0− 12TrMln δ
2I
δφiδφj . (5.20)
This gives the thermodynamic potential:
Ω(T,A4) = T
(
I0 +
1
2
TrMln
δ2I
δφiδφj
)
(5.21)
accurate up to one-loop fluctuations of the collective meson fields. The trace
is to be performed over the space-time coordinates of the auxiliary meson
fields with a periodic boundary condition in the imaginary time direction.
The first term of Eq.(5.21) represents the thermodynamic potential in the
mean-field approximation and the second term represents the contribution of
the mesonic fluctuations to the thermodynamic potential. These mesons are
free because we have stopped the expansion of I(φ, A4) at the quadratic term
in Eq.(5.17). If one wishes to take meson-meson interactions into account,
higher order terms in the expansion of I(φ, A4) should be kept. In this case,
it is impossible to perform exactly the integrals in the partition function,
because of the terms of degree 3 in ϕ or higher. Therefore, one would have
to calculate the partition function in a perturbative way. In this work, we
ignore the interactions between mesons.
5.3 Mean-field approximation
5.3.1 Pressure in the mean-field approximation
The thermodynamic potential in the mean-field approximation, ΩMF(T,A4),
or the corresponding pressure pMF(T,A4), can be retrieved from the leading
term I0 by the relation:
ΩMF(T,A4) = TI0 = −pMFV.
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The explicit form of the leading term I0 is given by
I0 = βV
1
4G
(M0 −m0)2
−2V Nf
∑
n
∫
d3p
(2π)3
trcln
[
β2
(
(ϵn − gA4)2 + p2 +M20
)]
+βV U [Φ¯,Φ, T ]. (5.22)
This leads to
pMF(T,A4) = − 14G(M0 −m0)
2 (5.23)
+2TNf
∑
n
∫
d3p
(2π)3
trcln
[
β2
(
(ϵn − gA4)2 + p2 +M02
)]
−U [Φ¯,Φ, T ],
where the ϵn are the fermionic Matsubara frequencies, ϵn = (2n + 1)πT .
The trace is to be performed over the 3×3 colour matrix A4. The sum is
taken over the Matsubara frequencies. Evaluating the discrete sum over
the Matsubara frequencies by the standard method of contour integration
[119,120], we find
pMF(T,A4) = p0MF(M0) (5.24)
+2NfT
∫
d3p
(2π)3
trc
[
ln
(
1 + e−β(Ep+igA4)
)
+ ln
(
1 + e−β(Ep−igA4)
)]
−U [Φ¯,Φ, T ],
where
p0MF(M0) = 3× 2Nf
∫ Λf d3p
(2π)3
Ep − 14G(M0 −m0)
2 (5.25)
is the pressure exerted by the zero point motion of the quark quasiparticles
with energy Ep =
√
p2 +M20 in the ”Dirac sea”. The factor 3 in the first
term of Eq.(5.25) accounts for colour and the factor 2 for spin degeneracies.
The second term in Eq.(5.25) is the pressure due to the chiral condensate
which shifts the quark mass from m0 to M0 and hence reduces the Dirac sea
pressure. This term can be understood as a subtraction of the double count-
ing of the mean-field eﬀect in the Hartree approximation. Note that this
”vacuum pressure” does not depend on the external background gauge po-
tential due to the cancellation of the eﬀects of the potential on particles and
antiparticles. It does not depend on the temperature directly, but indirectly
through the constituent quark mass M0 which depends on the temperature.
The last term in Eq.(5.25) is equal to the entropy of the system carried
by the thermal excitations of quasiparticles, multiplied by the temperature.
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This form of the pressure Eq.(5.25) can be further simplified into a more
familiar form by partial integration,
pMF(T,A4) = p0MF(M0) (5.26)
+2Nf
∫
d3p
(2π)3
p2
3Ep
trc [f(Ep + igA4) + f(Ep − igA4)]
−U [Φ¯,Φ, T ],
where
f(Ep ± igA4) = 1
eβ(Ep±igA4) + 1
(5.27)
is the quark (anti-quark) quasiparticle distribution function in an external
gauge field potential. Note that quarks and antiquarks have an opposite sign
in front of the gauge potential: +igA4 and −igA4 respectively. The second
term in Eq.(5.27) corresponds to the pressure exerted by quark and anti-
quark quasiparticles in an external gauge potential. The factor 2 accounts
for the spin degrees of freedom. The first term in Eq.(5.25) exists even in the
vacuum at zero temperature, so that it can be removed because the pressure
is defined as the gap from the vacuum pressure. The second term describes
the pressure exerted by thermally excited quark quasi-particles which carry
entropy. This term should also be removed in the low temperature phase
where quarks and antiquarks are confined into hadrons. This can be done
by choosing a specific form of A4 as will be described in the next subsection.
In the mean-field approximation, the value of the quark quasiparticle
mass M0 is determined by the condition that the term linear in the fluc-
tuation δφ vanishes owing to the stationarity condition Eq.(5.16). Written
explicitly, for σ0 =M0, it reads
M0 −m0 = 8GNf
∑
n
∫
d3p
(2π)3
M0
(ϵn − gA4)2 + p2 +M20
, (5.28)
which can be reduced to
M0 −m0 = 8GNf trc
∫
d3p
(2π)3
M0
Ep
× (1− f(Ep + igA4)− f(Ep − igA4)) . (5.29)
5.3.2 Modified quark distributions
In the above calculations, the constant temporal gauge field A4 appears as a
phase factor together with the quark quasiparticle energy in the single par-
ticle distribution function Eq.(5.27). This connection was first emphasised
in the construction of the model by Fukushima [54] and was developed by
Weise et al. [58, 63] based on the assumption that quarks are moving in a
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uniform background gauge field, not fluctuating either in space or in imag-
inary time. Taking diagonal representation L = (eφ1 , eiφ2 , e−i(φ1+φ2)), one
finds [118]
⟨1
3
trcf(Ep + igA4)⟩ → Φ¯e
2βEp + 2ΦeβEp + 1
e3βEp + 3Φ¯e2βEp + 3ΦeβEp + 1
≡ fΦ(Ep), (5.30)
where
Φ =
1
3
⟨trcL⟩ = 13⟨
(
eiφ1 + eiφ2 + e−i(φ1+φ2)
)
⟩ (5.31)
Φ¯ =
1
3
⟨trcL†⟩ = 13⟨
(
e−iφ1 + e−iφ2 + ei(φ1+φ2)
)
⟩. (5.32)
The anti-quark distribution, f¯Φ(Ep) ≡ ⟨13trcf(Ep− igA4)⟩, is obtained from
the quark distribution by the exchange of Φ and Φ¯. At zero chemical poten-
tial, the two distributions are identical and Φ is real so that Φ = Φ¯. We note
that this replacement corresponds to a Gaussian approximation in the sta-
tistical average, ignoring statistical correlations between the Polyakov loops,
in the same spirit as in the mean-field approximation.
A very interesting observation here is that in the de-confined phase where
Φ = Φ¯ = 1, one would simply recover the ordinary quark distribution,
fΦ(Ep)|Φ=1 =
1
eβEp + 1
. (5.33)
In the confined phase, where Φ = Φ¯ = 0, we have instead,
fΦ(Ep)|Φ=0 =
1
e3βEp + 1
(5.34)
which can be interpreted as a triad of three quark quasiparticles excited
together in a colour singlet configuration. It looks somewhat like a baryon,
although no eﬀect of interactions is taken into account between the three
quarks to form a baryon, as reflected by the same value of momentum for
all three quarks. We note that the degrees of freedom of the excitations
is not reduced to 1/3 of the colour triplet free quark excitations. They do
not completely disappear. This becomes clear when we write the mean-
field pressure in terms of the momentum, the energy and the mass of quark
triads: The ”triad” carries the energy Etri = 3Ep, the momentum ptri = 3p
and the mass Mtri = 3M0. This implies that the Lorentz invariant phase
space integral over the quark momentum is reduced when written in term
of the triad momentum, e.g.∫
d3p
Ep
→ 1
9
∫
d3ptri
Etri
. (5.35)
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With all these prescriptions, the equation of state in the mean-field ap-
proximation of the PNJL model can be written as
pMF(T,Φ,M0) = p0MF(M0)−∆pvac
+ 4× 3×
∫
d3p
(2π)3
p2
3Ep
fΦ(Ep)− U [Φ¯,Φ, T ], (5.36)
and the constituent quark mass M0 is determined by the gap equation writ-
ten in terms of the modified quark distribution function
M0 −m0 = 12GNf
[∫ Λf d3p
(2π)3
M0
Ep
−
∫
d3p
(2π)3
M0
Ep
(
fΦ(Ep) + f¯Φ(Ep)
)]
.
(5.37)
The constant ∆pvac is chosen to make the pressure vanish at zero tem-
perature. In the confined phase, this equation could be interpreted as a
gap equation for the quark triad mass by using Etri = 3Ep, ptri = 3p and
Mtri = 3M0,
Mtri − 3m0 = 3× 12GNf × 127
∫
d3ptri
(2π)3
Mtri
Etri
(1− f(Etri)− f¯(Etri)).
(5.38)
If we use a rescaled coupling G′ = G/3, this equation indeed looks more
like the original Nambu-Jona-Lasinio gap equation for baryons. This in-
terpretation however meets diﬃculty when we try to interpret the quark
quasiparticle pressure Eq.(5.36) as a pressure from thermal excitations of
baryons and anti-baryons. By rescaling the momentum of the quarks, the
second term of Eq.(5.36) may be rewritten in the limit Φ = 0 as
4× 3× 1
34
∫
d3ptri
(2π)3
p2tri
3Etri
f(Etri). (5.39)
The reduction of the degrees of freedom is by a factor 1/27, more than what
we need for the compensation of the remaining colour factor 3.
5.3.3 Behaviour of the order parameters as a function of
temperature
To see the temperature dependence of the order parameters, we solve the
gap equations for M0 and Φ obtained by stationarity conditions;
δI
δφi
∣∣∣∣
M0
= 0 (5.40)
and
δI
δΦ¯
=
δI
δΦ
= 0. (5.41)
63
As we have seen in Subsection 5.2.2, we get the gap equation forM0 Eq.(5.37)
from Eq.(5.40). For Φ and Φ¯, we obtain the following equations from
Eq.(5.41);
b2(T )Φ¯+ b3Φ2 − b4(Φ¯Φ)Φ¯ (5.42)
= − 24
T 3
Nf
∫
d3p
(2π)3
[ eβEp
e3βEp + 3Φ¯e2βEp + 3ΦeβEp + 1
+
e2βEp
e3βEp + 3Φe2βEp + 3Φ¯eβEp + 1
]
and
b2(T )Φ+ b3Φ¯2 − b4Φ(Φ¯Φ) (5.43)
= − 24
T 3
Nf
∫
d3p
(2π)3
[ eβEp
e3βEp + 3Φe2βEp + 3Φ¯eβEp + 1
+
e2βEp
e3βEp + 3Φ¯e2βEp + 3ΦeβEp + 1
]
.
Setting Φ¯ = Φ, we show in Fig.5.1 the temperature dependence of Φ and
M0 obtained from the mean-field approximation. In the chiral limit m0 = 0,
the gap equation Eq.(5.37) possesses a nontrivial solution M0 ̸= 0 only at
temperatures below a critical temperature Tc. In the ordinary NJL model,
with no Polyakov loop prescription, the chiral transition takes place at a
relatively low temperature, while the confinement-deconfinement transition
takes place at a higher temperature, and is a first order transition with
a discontinuous change in the value of Φ. In the PNJL model, these two
distinct transitions interfere with each other through the quark quasiparticle
loops. As a result, the two transitions take place at similar temperatures:
the critical temperature for de-confinement transition becomes lower and
it becomes a smooth crossover transition, while the chiral transition takes
place at a higher temperature, since the quark excitations are suppressed at
low temperatures by a small expectation value of the Polyakov loop. This
important observation was first made by Fukushima [54]. With a finite
bare quark mass m0, the chiral symmetry is broken explicitly and the chiral
transition also becomes a smooth crossover transition.
In these calculations, we have assumed that the coupling G is a constant.
However, there is no reason for it to be independent of temperature. Indeed
Bernard, Meissner and Zahed have investigated the change of the critical
temperature with a temperature dependent coupling G(T ), compared to
the case of a temperature independent G by using the NJL model [84].
They assumed a temperature dependence of the coupling G based on the
parametrisation of Alvarez and Pisarski [85] :
G
G0
=
[
1−
( T
T0
)2]1/2
, (5.44)
where G0 is the coupling determined at zero temperature and T0 is some
temperature which is connected to the critical temperature Tc. They have
shown that the critical temperature becomes smaller as T0 becomes smaller.
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Figure 5.1: Temperature dependence of the eﬀective quark mass M0 and
the expectation value of the Polyakov loop: the top panel is for a vanishing
bare quark mass (the chiral limit) and the bottom panel is with a finite
bare quark mass m0 which is chosen in order to reproduce the pion mass
mπ = 140MeV. 65
We have done a similar calculation by using the PNJL model instead of
the NJL model, and we have obtained the behaviour of the order parameters
as functions of temperature shown in Fig.5.2. The two red lines in Fig.5.2
show the constituent quark mass and the expectation value of the Polyakov
loop with a fixed coupling constant G = G0. The blue and pink lines
correspond to T0 = 0.3Λf and 0.22Λf where Λf is the cutoﬀ parameter
introduced for regularising the vacuum pressure in Eq.(5.25). This result for
the chiral condensate agrees with the NJL calculation of Bernard, Meissner
and Zahed. The critical temperature determined from the Polyakov loop also
goes down as T0 becomes small, but not as much as the critical temperature
determined from the chiral condensate, so that the two critical temperatures
split at small T0.
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Figure 5.2: Temperature dependence of the order parameters M0 and Φ
with a temperature dependent coupling G(T ). The red lines are calculated
by using the coupling constant which is determined at zero temperature so
that these lines are the same as in the bottom panel of Fig.5.1. The blue
and pink lines correspond to T0 = 0.3Λf and 0.22Λf .
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5.4 Mesonic fluctuations
Now we come to our main task of evaluating the mesonic correlation energy.
The contribution of the mesonic correlation energy to the free energy, ΩM ,
or the corresponding pressure pM = −ΩM/V , is given by
ΩM (T,A4) =
T
2
TrM ln
δ2I
δφiδφj
∣∣∣∣
φ=φ0
(5.45)
and
pM (T,A4) = − T2V TrM ln
δ2I
δφiδφj
∣∣∣∣
φ=φ0
, (5.46)
where the trace is taken over the arguments of the shifted auxiliary fields φi
with a periodic boundary condition along the imaginary time axis. Using
Eq.(5.14) and Eq.(5.16), we find that the mesonic pressure is given by
pM (T,A4) = −T2
∑
n
∫
d3q
(2π)3
×{ln [β2 ((2G)−1 −Πσ(ωn, q, A4))]+ 3ln [β2 ((2G)−1 −Ππ(ωn, q, A4))]} ,
(5.47)
where the ωn = 2nπT are the bosonic Matsubara frequencies. The quantities
Πσ(ωn, q, A4) = Π1σ(A4) +Π
2
σ(ωn, q, A4) (5.48)
Ππ(ωn, q, A4) = Π1π(A4) +Π
2
π(ωn, q, A4) (5.49)
are the meson self-energies, with
Π1σ = Π
1
π = −2T
∑
n
trc
∫
d3p
(2π)3
1
(ϵn + gA4)2 + E2p
(5.50)
and
Π2σ(ωn, q, A4) =
(
ω2n + q
2 + 4M20
)
F (ωn, q, A4) (5.51)
Π2π(ωn, q, A4) =
(
ω2n + q
2
)
F (ωn, q, A4). (5.52)
We have introduced a common dimensionless multiplicative factor
F (ωn, q, A4) = 2T
∑
n′
trc
∫
d3p
(2π)3
× 1[
(ϵn′ + gA4)2 + E2p
] · [(ϵn′ + gA4 + ωn)2 + E2p+q] . (5.53)
We now show that the contribution of the mesonic correlations to the
free energy Eq.(5.45) or the pressure Eq.(5.46) indeed contains that of a
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free meson gas composed of massless pions and massive sigma mesons. For
this purpose we first eliminate the ”tadpole” terms Π1σ and Π1π by using the
stationarity condition, or the ”gap equation” Eq.(5.28) which determines
the quark quasiparticle mass M0 in the symmetry broken phase. We then
find,
(2G)−1 −Πσ(ωn, q, A4) = (ω2n + q2 + 4M20 )F (ωn, q, A4) +
m0
2GM0
(5.54)
and
(2G)−1 −Ππ(ωn, q, A4) = (ω2n + q2)F (ωn, q, A4) +
m0
2GM0
.
(5.55)
5.4.1 Chiral limit: m0 = 0
We first consider the chiral limit, m0 = 0. In this limiting case, we have
(2G)−1 −Πσ(ωn, q, A4) = (ω2n + q2 + 4M20 )F (ωn, q, A4) (5.56)
(2G)−1 −Ππ(ωn, q, A4) = (ω2n + q2)F (ωn, q, A4) (5.57)
and we can separate the contributions of the collective bare meson modes
from non-collective individual excitations:
pM (T,A4) = −12T
∑
n
∫
d3q
(2π)3
× [ln (β2(ω2n + q2 + 4M20 ))+ 3ln (β2(ω2n + q2))+ 4lnF (ωn, q, A4)] .(5.58)
The first two terms are respectively the contributions to the pressure of a
gas of free sigma mesons with mass mσ = 2M0 and of a gas of free massless
pions with 3-fold isospin degeneracy. Indeed, one can perform all the bosonic
Matsubara frequency sums by contour integration and find,
pfreeM (T ) = p
0
M +
∫
d3q
(2π)3
[
q2
3ωq
fB(ωq) + 3× q3fB(q)
]
, (5.59)
where ωq =
√
q2 + 4M20 is the sigma meson energy and fB(ω) = 1/(e
βω −
1) is a bosonic single particle distribution function. The first term is the
mesonic vacuum pressure p0M ,
p0M = −
1
2
∫ Λb d3q
(2π)3
[3q + ωq] , (5.60)
where we have indicated an additional cutoﬀ Λb which needs to be introduced
to regularise the divergence in the momentum integral for mesons.
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This vacuum mesonic pressure needs to be removed by renormalisation.
The momentum integral for the pressure of the massless pion gas can be
evaluated analytically and one finds a familiar Stefan-Boltzmann pressure
with three-fold isospin degeneracy:
pfreepion =
∫
d3q
(2π)3
3× q
3
fB(q) = 3× π
2
90
T 4. (5.61)
Now we evaluate the correction to the free meson gas due to underly-
ing quark substructure of the mesons. This is contained in the additional
contribution,
∆pM (T,A4) = −2T
∑
n
∫
d3q
(2π)3
lnF (ωn, q, A4), (5.62)
where the ωn are the bosonic Matsubara frequencies, ωn = 2πnT . The
function F defined by Eq.(5.53) also contains a sum over the fermionic Mat-
subara frequencies ϵn = (2n+1)πT . These sums are computed via a contour
integration in the complex z plane, with a multiplicative complex function
±1/(exp(zβ) ± 1) which has poles on the imaginary z-axis at ϵn (ωn). We
find
∆pM (T,A4) = −2
∫
C
dz
2πi
∫
d3q
(2π)3
1
ezβ − 1lnF(z, q, A4), (5.63)
where
F(z, q, A4) = F (−iz, q, A4). (5.64)
The contour C is shown in Fig.5.3 . We note that the function F has
Figure 5.3: The contour in Eq.(5.63).
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poles only on the real z−axis. We continuously rotate the integration path
clockwise to the one that encloses the real z−axis. Rewriting the real value
of z by ω, we obtain
∆pM (T,A4) = −2
∫ ∞
−∞
dω
2πi
∫
d3q
(2π)3
1
eωβ − 1ln
F(ω + iϵ, q, A4)
F(ω − iϵ, qA4)
= −2
∫ ∞
0
dz
2πi
∫
d3q
(2π)3
(1 +
2
eωβ − 1)ln
F(ω + iϵ, q, A4)
F(ω − iϵ, qA4) ,
(5.65)
where we have used the fact that the function F(ω, q, A4) is an even function
of ω and
− 1
e−ωβ − 1 = 1 +
1
eωβ − 1 . (5.66)
Similarly, the sum over the fermionic Matsubara frequency in Eq.(5.53)
can also be performed by contour integration:
F(ω, q, A4) = trc
∫
d3p
(2π)3
∫
C
dz
2πi
(5.67)
× 1
ezβ + 1
1[
(−(z + igA4)2 + E2p
] · [−(z + igA4 + ω)2 + E2p+q]
= trc
∫
d3p
(2π)3
1
2Ep2Ep+q
×
{( 1
ω + Ep − Ep+q −
1
ω − Ep +Ep+q
)
× (f(Ep − igA4)− f(Ep+q − igA4)) (5.68)
+
(
1
ω + Ep + Ep+q
− 1
ω −Ep − Ep+q
)
× (1− f(Ep − igA4)− f(Ep+q − igA4))},
where
f(E − igA4) = 1
eβ(E−igA4) + 1
. (5.69)
We have performed the contour integration by modifying the path to the
paths encircling the poles on the real z−axis, showing only one of four
terms. Again, the external gauge field appears as a phase factor in the quark
distribution function in F(ωn, q, A4), like in the mean-field approximation.
We therefore replace these phase factors by the Polyakov loops and then
substitute them by a statistical average as in Eq.(5.30). Performing the
sum over the bosonic Matsubara frequencies by contour integration, we find
F(ω, q) ≡ ⟨F(ω, q, A4)⟩ = Fscat(ω, q) + Fpair(ω, q), (5.70)
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where
Fscat(ω, q) = 3
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep − Ep+q −
1
ω − Ep + Ep+q
)
× (fΦ(Ep)− fΦ(Ep+q)) (5.71)
Fpair(ω, q) = 3
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep + Ep+q
− 1
ω − Ep − Ep+q
)
× (1− fΦ(Ep)− fΦ(Ep+q)) . (5.72)
The detail of this computation is given in the appendix B. We can interpret
these correlation energies as non-collective fluctuations of a system carrying
mesonic quantum numbers with modified quark distributions.
For the computation of the correlation energy or pressure, it is convenient
to decompose the function F(ω ± iϵ, q) into a real part F1(ω, q) and an
imaginary part F2(ω, q):
F(ω ± iϵ, q) = F1(ω, q)± iF2(ω, q) (5.73)
=
√
F1(ω, q)2 + F2(ω, q)2e±iφ(ω,q), (5.74)
where the argument φ is given by
φ(ω, q) = tan−1
F2(ω, q)
F1(ω, q) . (5.75)
The pressure arising from the non-collective or individual excitations of
the system is given by
∆pM (T ) = ⟨∆pM (T,A4)⟩
= −2
∫ Λb d3q
(2π)3
∫ ∞
0
dω
2π
[
1 +
2
eβω − 1
]
2φ(ω, q). (5.76)
5.4.2 Breaking the chiral symmetry with m0 ̸= 0
The previous analysis applies only to the chiral limit (m0 = 0) and to the
symmetry broken phase. For a non-zero value of m0, the separation of
the collective modes and the individual excitations is not as simple as in
the above analysis due to the term m0/(2GM0) in the dispersion relations
Eq.(5.54) and Eq.(5.55) for the various species of mesons. In this case, we
expect that the pions, as Nambu-Goldstone modes associated with spon-
taneous symmetry breaking of the chiral symmetry, acquire non-zero mass
mπ. To calculate the contribution to the thermodynamic potential of such
modes, we need to go back to the original formula Eq.(5.47) for the pressure
from mesonic correlations. It is convenient to write
Mσ(ωn, q) = (2G)−1 − ⟨Πσ(ωn, q, A4)⟩ (5.77)
Mπ(ωn, q) = (2G)−1 − ⟨Ππ(ωn, q, A4)⟩ (5.78)
72
or, using the gap equation,
Mσ(ωn, q) = (ω2n + q
2 + 4M20 )⟨F (ωn, q, A4)⟩+
m0
2GM0
(5.79)
Mπ(ωn, q) = (ω2n + q
2)⟨F (ωn, q, A4)⟩+ m02GM0 . (5.80)
Performing again the bosonic-Matsubara frequency sum by contour integra-
tion, we obtain
pM (T ) = −12
∫
d3q
(2π)3
1
2πi
∫ ∞
0
dω
[
1 +
2
eβω − 1
]
×
{
3 ln
[Mπ(ω + iϵ, q)
Mπ(ω − iϵ, q)
]
+ ln
[Mσ(ω + iϵ, q)
Mσ(ω − iϵ, q)
]}
, (5.81)
where we have written
Mπ/σ(ω, q) =Mπ/σ(−iωn, q) (5.82)
with ⟨F (ωn, q, A4)⟩ in Mπ/σ(−iωn, q) replaced by Eq.(5.70). Expressing the
integrand of Eq.(5.81) in terms of the arguments of the complex Mπ/σ(ω±
iϵ, q), we have
pM (T ) = −
∫ Λb d3q
(2π)3
∫ ∞
0
dω
2π
[
1 +
2
eωβ − 1
]
[3φπ(ω, q) + φσ(ω, q)] , (5.83)
where
φπ/σ(ω, q) = tan−1
Mπ/σ,2(ω, q)
Mπ/σ,1(ω, q) (5.84)
with
Mπ/σ(ω ± iϵ, q) = Mπ/σ,1(ω, q)± iMπ/σ,2(ω, q). (5.85)
We note that unlike in the case of the chiral limit, φπ and φσ defined as
Eq.(5.84) contain contributions not only from non-collective modes but also
from collective modes. Here, we call a meson mode collective only when it
appears as an isolated pole on the real ω axis: it requires the condition that
both real and imaginary parts ofMπ/σ(ω, q) vanish for a certain combination
of ω and q determining the mesonic dispersion relation. In this case, the
argument φ(ω, q) becomes a δ function, δ(ω−ωq) with the mesonic dispersion
relation, ωq ≃
√
q2 +m2, with m = mπ(mσ).
On the other hand, if only the real part of M(ω, q) vanishes while the
imaginary part is non-vanishing, the corresponding mode decays by Landau-
damping into non-collective excitations. We refer to these modes as the
non-collective individual excitations As the temperature increases, the low
energy boundary of the continuum of the particle-antiparticle excitations
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moves down and eventually absorbs the meson poles. Hence no isolated
meson poles remain. In the chiral limit, this happens at T = Tc where
the chiral symmetry is restored and where the pions, the Nambu-Goldstone
modes, disappear. In this case, there is no meson pole contribution and only
contributions from cuts remain in the mesonic correlation energy. With ex-
plicit chiral symmetry breaking by the bare quark mass, we have to go back
to the original expression Eq.(5.47) in order to compute the mesonic correla-
tion energy in a similar way to what is done in [118]. We found numerically
that the real part of M(ω, q) does not vanish at high temperatures for all
values of (ω, q), showing no sign of persistence of the mesonic modes, as
shown in Section 6.
5.4.3 Entropy including mesonic fluctuations
The total entropy is a sum of the mean-field quark entropy, sMF , which
changes continuously with temperature through the transition region, and
the entropy of the collective mesonic-like excitations at low temperature. To
include the latter excitations, we need to go one step beyond the mean-field
approximation. The low energy excitations we consider here are pion-like
and sigma-like. For simplicity, we refer to such excitations as ”mesons” in
the following.
In the hadronic phase, pions, which are massless in the chiral limit (m0 =
0), and sigma mesons give a contribution to the pressure,
pmeson(T ) =
∑
ν
γν
∫
d3q
(2π)3
q2
3ωq
(
1
2
+ fB(ωq)
)
, (5.86)
where the index ν denotes the meson type; γ = 3, ωq = q for pions, and
γ = 1, ωq =
√
q2 +m2σ for sigma mesons. The
1
2 term is the divergent
vacuum pressure, which should be removed by renormalisation. The entropy
of the meson gas, smeson(T ) = ∂pmeson(T )/∂T , takes the canonical form
smeson(T ) =
∑
ν
γν
∫
d3q
(2π)3
σBν(ωq), (5.87)
where
σB(ω) = (1 + fB(ω))ln(1 + fB(ω))− fB(ω)lnfB(ω)
(5.88)
with fB(ω) = 1/(eβω − 1) the bosonic distribution function.
In general, the mesonic modes appear as collective modes of the quarks.
We derive the mesonic entropy from the mesonic correlation pressure, pcorr ≡
p(G)−prenMF(G), where p(G) is the full pressure at coupling constant G. The
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correlation pressure is given, in the random phase approximation, in terms
of Matsubara frequencies by
pcorr(T ) =
1
2β
∑
ν
∑
q,n
ln (1− 2GΠν(ωn, q)) , (5.89)
where the index ν runs over the four pion and sigma degrees of freedom.
Here Πν(ω, q) is the quark polarisation of the mean-field distribution:
Πν(ωn, q) = − 1
β
∫
d3p
(2π)3
×
∑
m,i
Tr [ΓνSi(ϵm + ωn, p+ q)ΓνSi(ϵm, p)] , (5.90)
where Si(ϵ, p) = [(ϵ − iφiT )γ0 − p · γ − M ]−1 is the quark quasiparticle
propagator. The trace is over Dirac as well as flavour indices and the sum
is over the quark colour index i and the Matsubara frequencies. The sum
over the Matsubara frequencies yields
Πν(ω, q) = −
∫
d3p
(2π)3
∫
C
dϵ
2πi
fF (ϵ)
×
∑
i
Tr [ΓνSi(ϵ+ ω, p+ q)ΓνSi(ϵ, p)] ,
(5.91)
where Γπ = iγ5τν , Γσ = 1, and fF (ϵ) = 1/(eβϵ + 1).
The correlation pressure Eq.(5.89) can be derived in several equivalent
ways. Reference [1] evaluated the path integral of the eﬀective mesonic ac-
tion, obtained by integrating out the Grassmann quark fields variables, then
integrating over the remaining auxiliary mesonic fields, by making a Gaus-
sian approximation around the saddle point (which amounts to neglecting
meson-meson interactions). This result can be equivalently obtained by dif-
ferentiating the total pressure P = (T/V )lnTre−βHˆ , with respect to the
coupling constant G. Schematically, with Hˆ = Hˆ0 − G
∫
d3xq(x)q¯(x)τˆq(x)
in terms of Dirac quark field operators q(x),
∂P
∂G
=
1
V
∫
d3x⟨q¯(x)q(x)q¯(x)q(x)⟩, (5.92)
where for simplicity we focus on the scalar field. (Including the pseudo scalar
interaction in the NJL model, −G ∫ d3xq¯(x)γ5τˆq(x)q¯(x)γ5τˆq(x), the right
side of Eq.(5.92) would acquire an additional term, −⟨q¯(x)γ5τˆq(x)q¯(x)γ5τˆq(x)⟩.)
The right hand side of Eq. (5.92) can be expressed, in the presence of a uni-
form scalar condensate ⟨q¯q⟩ ≠ 0, as the sum of the condensate pressure
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and the pressure due to scalar density fluctuations. In terms of the Fourier
components of the scalar density propagator,
Ds(x, τ) = −i⟨T (ns(x, τ)ns(0, 0)⟩ , (5.93)
where ns(x, τ) = eHˆτ q¯(x)q(x)e−Hˆτ − ⟨q¯q⟩, one has
1
V
∫
d3x⟨q¯(x)q(x)q¯(x)q(x)⟩ =
⟨q¯q⟩2− 1β
∑
q,nDs(ωn, q). (5.94)
Calculating the scalar density propagator in the random phase approxima-
tion by summing the Dyson series with the quark polarization taken to be
the lowest order scalar density fluctuation, we have
Ds(ωn, q) =
Πσ(ωn, q)
1− 2GΠσ(ωn, q) . (5.95)
Then the sigma term in the derivative of Eq. (5.89) with respect to G,
at fixed M (since M is determined by extremizing the pressure) is simply
Eq.(5.94) – namely the right hand side of Eq. (5.92), with the propagator
given in Eq.(5.95)) – while the first term is just the derivative of the first
term on the right side of the mean-field pressure, Eq. (5.36), at fixed M .
Carrying out the Matsubara sum in Eq. (5.89), one obtains
pcorr(T ) =
i
2
∫
d3q
(2π)3
∫ ∞
−∞
dω
2π
fB(ω)
×
{
3ln
[Mπ(ω − iϵ, q)
Mπ(ω + iϵ, q)
]
+ ln
[Mσ(ω − iϵ, q)
Mσ(ω + iϵ, q)
]}
,
(5.96)
where
Mν(ω, q) ≡ 1− 2GΠν(ω, q). (5.97)
The arguments of the logarithms in Eq. (5.96) can be interpreted as the
phase shifts of the scattering of the qq¯ pair in the time-like (ω > q) region.
Contributions from the mesonic excitations arise from the zeros of Mπ/σ in
the complex ω plane.
Integrating by parts with respect to ω in Eq.(5.96), we derive the follow-
ing useful expression,
pcorr(T ) = −
∫
d3q
(2π)3
∫ ∞
0
dω
(ω
2
+ T ln(1− e−βω)
)
× [3ρπ(ω, q;T ) + ρσ(ω, q;T )] , (5.98)
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where we have introduced the spectral weights
ρ(ω, q;T ) =
1
2πi
[
1
M−
∂M−
∂ω
− 1M+
∂M+
∂ω
]
(5.99)
of π and σ mesons, with M±(ω, q) ≡ M(ω ± iϵ, q). The spectral weights
are real and can be written in terms of the real and imaginary parts of
M(ω ± iϵ, q) =M1(ω, q)± iM2(ω, q) as
ρ(ω, q;T ) =
1
π
M2∂M1/∂ω −M1∂M2/∂ω
M1(ω, q)2 +M2(ω, q)2 . (5.100)
The ω/2 term in Eq.(5.98) is the vacuum pressure, whose divergent part is
removed by renormalisation at T = 0, leaving only a finite contribution to
the pressure at finite temperature.
We diﬀerentiate the correlation pressure Eq.(5.98) with respect to T and
use the relation ∂
(
T ln(1− e−βω)) /∂T = σB(ω), to find the entropy,
scorr = −
∫
d3q
(2π)3
∫ ∞
0
dωσB(ω) [3ρπ(ω, q;T )+
+ ρσ(ω, q;T )] +∆scorr, (5.101)
where
∆scorr = −
∫
d3q
(2π)3
∫ ∞
0
dω
(ω
2
+ T ln(1− e−βω)
)
×
[
3
∂
∂T
ρπ(ω, q;T ) +
∂
∂T
ρσ(ω, q;T )
]
. (5.102)
The values of the quark mass M and the Polyakov loop parameter Φ
contained in Ππ and Πσ minimise the free energy, and therefore, when cal-
culating the entropy from the mesonic correlation pressure, both M and
Φ can be held fixed. The temperature dependence of pcorr is contained in
fB(ω) as well as in the modified quark distribution functions fΦ(Ep) in the
quark bubbles, Ππ and Πσ.
To proceed with the calculation of the correlation entropy, we write the
explicit forms of the quark polarisation:
Tr [ΓνSi(ϵ+ ω, p+ q)ΓνSi(ϵ, p)]
=
Nν[
(ϵ+ ω + iφiT )2 − E2p+q
] [
(ϵ+ iφiT )2 −E2p
] ,
(5.103)
where
Nπ = Tr {iγ5 [(ϵ+ ω + iφT )γ0 + (p+ q) · γ +M ]
×iγ5 [(ϵ+ iφT )γ0 + p · γ +M ]}
= 2
([
(ϵ+ ω + iφiT )2 − E2p+q
]
+
[
(ϵ+ iφiT )2 − E2p
]− (ω2 − q2)) , (5.104)
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and
Nσ = Tr {[(ϵ+ ω + iφT )γ0 + (p+ q) · γ +M ]
× [(ϵ+ iφT )γ0 + p · γ +M ]}
= 2
([
(ϵ+ ω + iφiT )2 − E2p+q
]
+ (ϵ+ iφiT )2
−E2p − (ω2 − q2 − 4M2)
)
. (5.105)
Inserting Eq.(5.103)-Eq.(5.105) into Eq.(5.90), and performing the integral
over ϵ, we pick up the residues of the poles at ϵ = ±Ep+q − ω− iφiT and at
ϵ = ±Ep − iφiT , and we find
Ππ(ω, q) = T + (ω2 − q2)F(ω, q), (5.106)
and
Πσ(ω, q) = T + (ω2 − q2 − 4M2)F(ω, q), (5.107)
where the constant tadpole term T equals ⟨q¯q⟩/M . Moreover,
F(ω, q) = Fscatt(ω, q) + Fpair(ω, q), (5.108)
with the quark particle-hole bubble,
Fscatt(ω, q) = γq
∫
d3p
(2π)3
fΦ(Ep)− fΦ(Ep+q)
2Ep 2Ep+q
×
(
1
ω +Ep − Ep+q −
1
ω − Ep + Ep+q
)
,
(5.109)
and the quark-antiquark bubble,
Fpair(ω, q) = γq
∫
d3p
(2π)3
1− fΦ(Ep)− fΦ(Ep+q)
2Ep 2Ep+q
(5.110)
×
(
1
ω + Ep + Ep+q
− 1
ω − Ep − Ep+q
)
.
(5.111)
We see explicitly that the selﬀ-energy Πν and hence the Mν are even func-
tions of ω.
The function Fscat(ω− iϵ, q) has a non-zero imaginary part in the space-
like region ω < q, while Fpair(ω− iϵ, q) has a non-zero imaginary part in the
time-like region
√
q2 + 4M2 < ω. The eﬀect of the Polyakov loop appears
in the suppression of the continuum due to the suppression of the quark
distribution functions; the kinematical conditions for the location of the
continua are unchanged by a uniform temporal colour gauge field, since the
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complex chemical potentials for quark and holes or antiquarks generated
by the uniform gauge field cancel each other due to the colour neutrality
of the pair. The quark continuum contributions to the correlation pressure
and entropy are strongly suppressed in the confined phase, and the mesonic
entropy is essentially that of free mesons.
In the chiral limit (m0 = 0) the gap equation Eq.(5.28) implies that for
M ̸= 0 below Tc, T = 1/2G, so that M contains only the quark bubble
terms, and the entropy from the free meson gas is readily isolated from the
non-collective quark pair excitations. To recover the free meson results in
the chiral limit below Tc, we note that since Mν(ω, q) factors into (−ω2 +
ωqν2)F , we can extract the piece in ρ(ω, q),
ρmeson(ω, q) = δ(ω − ωq)− δ(ω + ωq), (5.112)
which with Eq. (5.98) leads immediately to Eq. (5.86). While the upper edge
of the scattering continuum at the light cone coincides with the location of
the pion pole, and the lower edge of pair excitation continuum coincides
with the σ meson pole in the chiral limit, the meson poles decouple from
the continuum owing to the factorisation of Mν(ω, q).
On the other hand, for T > Tc, the gap equation has only the solution
M = 0, and rather
1− 2GT ≃ c(T − Tc). (5.113)
Furthermore, the gap in the time-like continuum vanishes above Tc since
M = 0, closing the window between two continua. There is no room where
the collective mesonic excitations could appear as isolated poles.
More generally, with a non-vanishing bare quark mass m0, explicitly
breaking the chiral symmetry,M(ω, q) does not simply factorise, even at low
temperatures. However, since the gap equation always has solutions with
non-vanishing M , there will be a gap in the continuum excitation spectrum,
and an isolated meson pole can exist in such a window. At temperatures
below Tc, M(ω, q) still contains an isolated zero, corresponding to mesons
with spectra shifted from those in the chiral limit, in the region q < ω <√
q2 + 4M2 where the imaginary part of F(ω±iϵ, q) vanishes 1. In this case,
we can still extract the meson pressure and entropy from the ω-integral over
this region.
Assume that Mν(ω, q) has a zero at ω = ωq; owing to Mν(ω, q) be-
ing even in ω, there is also a zero at ω = −ωq. (We do not need to as-
sume that ωq =
√
q2 +m2 here). In the vicinity of each of these zeros,
M(ω, q) = cq(ω2 − ω2q ), where cq is a non-vanishing function of q. Then the
1This is the case for pions up to a certain melting temperature above Tc, while the
σ meson pole is absorbed into the pair excitation continuum; the signature of the pole
remains a strong peak since the continuum is suppressed by the Polyakov loop in the
confined phase.
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square bracket in Eq.(5.98) reduces in the vicinity of ±ωq to the δ-function
form of Eq.(5.112) which upon integration over ω in Eq. (5.98) indeed gives
the meson pressure in the form Eq.(5.86) with a modified spectrum ωq ob-
tained fromM(ωq, q) = 0. The corresponding meson entropy approximately
takes the canonical form Eq.(5.87), with a small correction ∆scorr originat-
ing from the temperature dependence of the meson spectrum ρ(ωq, q); this
dependence arises via the temperature dependence of ωq as well as the more
explicit temperature dependence of the distribution function.
Additional contributions to the pressure and entropy arise from (non-
collective) fluctuations of thermal quark quasiparticle excitations, due to
scattering for ω < q and pair creation for ω >
√
q2 + 4M2, as indicated
by the appearance of a non-vanishing imaginary part of F(ω ± iϵ, q). As
the temperature increases, isolated meson poles become absorbed into the
continuum of quark quasiparticle excitations, and no singularity appears in
the pressure or entropy as a function of temperature. This non-collective
correlation contains the remnants of the meson poles as resonance peaks
in ρ(ω, q). As found numerically, the contribution of these non-collective
quark fluctuations to the pressure is actually small compared to the mean-
field pressure of the quark quasiparticles [1]. In the chiral limit, the coupling
between mesonic modes, both pions and sigma mesons, and quark-pair ex-
citations turns on suddenly at the critical temperature as the temperature
is raised from below, causing a singularity in the derivative of the entropy
density with respect to the temperature, and changing the transition to the
second order one, as in the mean-field approximation.
5.4.4 Cutoﬀ parameters
Since our model contains some ultraviolet divergences, we have to introduce
cutoﬀ parameters in order to suppress these divergences. For calculating
the pressure of mesonic correlations, we need two cutoﬀ parameters. A
first divergence appears in the mean-field approximation, for which cutoﬀ
parameter has been introduced in Eq.(5.25). This is the vacuum pressure in
the mean-field approximation. The first term of Eq.(5.25) diverges because
of the momentum integral. We remove the higher momentum modes by the
cutoﬀ Λf already introduced earlier in this chapter. The thermal excitation
term, the third term on the right hand side of Eq.(5.36), does not need any
cutoﬀ because the quark distribution functions suppress the excitations of
high momentum modes. Hence, after Λf has been introduced in the vacuum
term, we can calculate the pressure in the mean-field approximation without
any further divergence.
However, when we calculate the pressure of the mesonic correlations, an
additional divergence appears in the momentum integral in the first term
in the bracket of Eq.(5.76). This divergence arises from the meson momen-
tum integral and we cannot eliminate it by the quark momentum cutoﬀ Λf
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alone. This problem arises because NJL models are non-renormalise: even
if we suppress the divergences from a calculation of some order, additional
divergences may appear in the next order calculation. For this reason, we
have to introduce a second cutoﬀ parameter Λb in order to suppress the di-
vergence from the bosonic loop calculation [42,43]. The total pressure does
not depend on the value on the cutoﬀ Λb because of the subtraction of the
vacuum pressure.
The integral in the second term in the bracket of Eq.(5.76) does not
diverge. Since the bosonic distribution function as a function of ω suppresses
excitation modes in the large ω region, no divergence appears in the ω
integral. Regarding the q integral, it seems at first sight that it may diverge
because the bosonic distribution function is only a function of ω. However
since φ becomes very small at large q, such a divergence does not appear.
One can see this from Eq.(C.12). When we fix ω and consider the large q
region, it is always a space-like region so that the behavior of F2 corresponds
to Fscat,2. From Eq.(C.12), we see that Nscat(ϵ) becomes exponentially small
in the large q region. As a result Fscat,2 also gets close to zero from Eq.(C.18).
Although Eq.(C.12) is an approximation under the condition of small ϵ, this
approximation is justified as long as q becomes large for fixed ω in the q
integral of Eq.(5.76).
5.5 Numerical results
5.5.1 Pressure
We display in Fig. 5.4 the pressure calculated by the present method. The
top panel is the result computed in the chiral limit m0 = 0. At low temper-
atures below the second order chiral transition temperature Tc, the pressure
from quark quasiparticle excitations is suppressed by the modification of the
distribution function: excitations of triad of quarks in a colour singlet config-
uration are only allowed with eﬀective excitation energy at least three times
that of a massive quark excitation, and this contribution to the pressure
is hence suppressed. The dominant excitation modes which determine the
pressure are massless pion excitations with 3 isospin degeneracy as shown
in the red solid curve. We found that the contribution from massive sigma
meson excitations and non-collective individual excitations of the quark tri-
ads and antiquark triads are also negligible at low temperature. At high
temperatures, massless quark excitations in the mean-field approximation
dominate the pressure, with comparable contributions of the gluon pressure
phenomenologically introduced in the construction of the eﬀective potential.
The contribution from the mesonic correlations becomes negligible at high
temperatures, and the pressure approaches that of an ideal gas of massless
quarks and gluons in our model. We note that at large temperatures the cut-
oﬀ Λf in the quark momentum integration reduces the pressure compared to
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Figure 5.4: Pressure scaled by T 4 as a function of temperature: the top
panel is for vanishing bare quark mass (chiral limit) and the bottom panel is
with a finite bare quark mass m0 which is chosen in order to reproduce the
pion mass mπ = 140MeV. In comparison, the pressures calculated in the
mean-field approximation are shown with (blue dotted line) and without
(red dotted line) gluon contributions. The pressures of the massless pion
gas, the quark gas and the gas of quarks and gluons are indicated by the
horizontal dashed lines, going from bottom to top respectively.
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that of free quark-gluon gas, as seen in the eﬀective reduction of the Stefan-
Boltzmann constant p/T 4 from σ = 3× 2× 2× 2× 7/8×π2/90 ≈ 2.3. With
a symmetry breaking finite bare quark mass (bottom panel of Fig.5.4), the
pion becomes massive and its contribution to the pressure decreases expo-
nentially at very low temperature, otherwise the behaviour of its pressure
at higher temperatures is qualitatively unchanged.
5.5.2 Entropy
We display in Fig. 5.5 the entropy calculated by the present method.
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Figure 5.5: Temperature dependence of the entropy scaled by T 3: the dotted
line is the entropy carried by quarks and gluons in the mean-field approxima-
tion, while the solid curve also includes the entropy carried by the collective
excitations. The entropies of the massless pion gas and the gas of massless
quarks and gluons are indicated by the lower and upper horizontal dashed
lines, respectively. The temperature axis is scaled by the critical tempera-
ture Tc taken here to be 230 MeV, i.e. roughly the temperature determined
from the chiral susceptibility in the mean-field approximation.
5.5.3 Collective modes and non-collective modes
Since mesonic excitations contain two types of modes, collective meson
modes and non-collective individual excitations, we consider in this subsec-
tion the two contributions separately, in the chiral limit where the separation
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is manifest, and in the case with an explicit chiral symmetry breaking term,
where we need to separate them carefully due to the mixing via the bare
quark mass term.
Chiral limit
As shown in Fig.5.4, the pressure at low temperatures satisfies the Stefan-
Boltzmann relation p/T 4 ≃ 0.33. This means that the pressure at low
temperatures comes only from pion collective modes, Eq.(5.61), and that the
contributions from sigma meson collective modes and non-collective modes
are both very small. The contribution from the thermal excitations of the
sigma meson is suppressed compared to that of pions due to the large sigma
meson mass, mσ = 2M0. The contribution from the non-collective modes
is also expected to be suppressed for the same reason: the eﬀective mass
of a quark triad is 3M0 as it appears in the modified quark distribution.
Since the contribution of non-collective modes to the pressure comes from
the phase space integral of the argument φ(ω, q) of F(ω + iϵ, q), we should
inspect in detail the behaviour of F(ω + iϵ, q).
We show first the region where the imaginary part of the function F(ω+
iϵ, q), F2, becomes non-zero in Fig. 5.6. It consists of two regions, one in
the space-like region (ω < q) corresponding to the scattering, and the other
in the time-like region (ω > q) where pair excitations contribute. The upper
boundary of the scattering region is at the light cone (ω = q) and the lower
boundary of the pair excitation region is given by ω =
√
q2 + (2M0)2 where
q is the momentum of the mesonic excitation and M0 is the constituent
quark mass determined from the gap equation Eq.(5.29). In the region be-
tween the two boundaries, F2 is equal to zero. There are no physically
allowed excitations in the kinematical region between these boundaries, be-
sides meson poles which are not shown here. As the temperature increases,
the upper boundary goes down, because the increase of temperature causes
the decrease of the constituent quark mass M0 as a result of the restoration
of chiral symmetry. Hence, there are eventually individual excitations filling
all this region at high temperature, as shown in the bottom panel of Fig.
5.6.
Next we display F1 and F2 as a function of ω/q for a fixed value of
q = Λf at two characteristic temperatures, in Fig. 5.7 (T = 0.7Tc) and Fig.
5.8 (T = 1.4Tc). Below Tc, F1 crosses the horizontal axis and there are two
valleys at ω/q = 1 and ω/q ≃ 1.6. On the other hand, above Tc, F1 does
not cross the horizontal axis and the valley at ω/q ≃ 1.6 goes down and is
absorbed into the continuum.
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Figure 5.6: The kinematical regions where F2 is non-vanishing is shown by
shaded areas: (1) ω < q (scattering), (2) ω >
√
q2 + (2M20 ) (pair excitation).
The top panel is for T = 0.7Tc, while the bottom panel is for T = 1.4Tc.
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Figure 5.7: Top: F1 as a function of ω/q at T = 0.7Tc. Bottom: F2 as a
function of ω/q at T = 0.7Tc.
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Figure 5.8: Top: F1 as a function of ω/q at T = 1.4Tc. Bottom: F2 as a
function of ω/q at T = 1.4Tc.
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The case with m0 ̸= 0
In the case of the chiral limit, we have found that the contribution from
the collective modes among mesonic excitations is much larger than that of
the non-collective modes. We anticipate that this conclusion remains un-
changed when quarks have a finite bare mass, violating the chiral symmetry
explicitly. In this subsection, we show that even if quarks have a finite mass,
the collective modes also exist at low temperatures and disappear at high
temperatures. In addition, we show that the largest contribution at low tem-
peratures still comes from the collective modes, and that the contribution
from the non-collective modes remains negligible, by calculating the integral
of the argument of the complex function M(ω ± iϵ, q).
When quarks have a finite mass, we cannot separate the collective modes
from the non-collective modes easily by factorisation as in Eqs.(5.56) and
(5.57). In this case, we first need to determine whether collective modes
exist or not. For this reason we calculate the real and imaginary parts
of M(ω ± iϵ, q) separately given by Eq.(5.85). The condition of isolated
meson poles is that both M1 and M2 vanish; in particular the condition
M1(ω, q) = 0 determines the dispersion relation of the collective meson
modes.
We show plots ofM1 andM2 of the pion as a function of ω/q at q = 240
MeV in Fig.5.9. At low temperatures, M1 crosses the horizontal axis in the
time-like region, andM2 is also zero at the value of ω/q whereM1 vanishes.
This means that a collective pion mode exists at this point. Furthermore,
there are no individual excitations in the region where M2 = 0, since M2
is proportional to F2(ω, q), so that the collective pion mode appears in this
region as a stable excitation with infinite lifetime. On the other hand, at
high temperatures, the region where M2 = 0 disappears. This means that
there are no isolated pion poles with infinite lifetime at high temperatures,
even though M1 becomes zero. The pion would appear as a resonance with
a finite decay width, decaying into individual excitations, a phenomenon
known as Landau damping.
We also show M1 and M2 for the sigma meson as a function of ω/q in
Fig. 5.10. The situation is same as the case of the pion. At low temperatures
there is an isolated sigma meson pole in the time-like region, while there are
no poles at high temperatures.
As shown in the figures both the collective meson modes exist as isolated
poles even at Tc which is defined by the maximum of the second derivative
of the chiral condensate, or the eﬀective quark mass, with respect to tem-
perature. The pion and the sigma meson spectra become almost degenerate
near Tc so that they are absorbed into the continuum almost at the same
temperature slightly above Tc. We found no significant q-dependence of the
dissociation of the meson poles.
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Figure 5.9: M1 andM2 of the pion as a function of ω/q at q = 240MeV calculated at four diﬀerent
values of the temperature T/Tc = 1.0, 1.05, 1.1, 2.0 respectively. The location of the zeros of M1
are indicated by a cross on theM2 plots.
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Figure 5.10: M1 andM2 for the sigma meson as a function of ω/q at q = 240MeV at four diﬀerent
values of the temperature T/Tc = 0.9, 1.0, 1.1, 2.0 respectively. The location of the zeros ofM1 are
indicated on theM2 plots.
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Chapter 6
Quark-hadron phase
transition in the 3-flavour
PNJL model at zero
chemical potential
In this chapter, we extend our previous study of the quark-hadron phase
transition in the two-flavour PNJL model exposed in Chapter 5 to the three-
flavour case. As we have seen in chapter 5, the two-flavour PNJL model
including mesonic excitations describes the phase transition between the
hadronic phase where mesons, especially pions, dominate, to the deconfined
phase where the quarks (and gluons added by hand) dominate. However,
if we wish to compare the results with experimental data, it is necessary
to consider also the role of the strangeness degrees of freedom. Therefore,
we extend the two-flavour model to three-flavours along the line of the NJL
model without the Polyakov loop [31, 32, 34, 36, 39]. By going from quark
fields with two-flavour components to three-flavours, the number of mesons
that appear in the eﬀective action also changes. While the two-flavour model
contains only four mesons (three pions and a sigma meson), nine pseudo-
scalar mesons (3π, 4K, η and η′) and nine scalar mesons (σ, 4κ, f0 and
3a0) appear in the three-flavour model. Regarding the scalar mesons, not
all of them have been established by experiments [121] due to their large
decay widths. However, some analyses support the existence of the scalar
nonet [122–124]. In addition to the change in the quark fields, it is necessary
to include a six-point interaction called the Kobayashi-Maskawa-’t Hooft in-
teraction [66,67]. This interaction breaks the axial U(1) symmetry, ensuring
the observed mass splitting of the η and the η′.
The extension of the number of flavours has also been performed in the
PNJL model [125–128]. However, all of these works have been done in the
mean-field approximation, so that the mesonic excitations are absent in these
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calculations. In this work, we take mesonic correlations into account in the
equation of state and we describe how the degrees of freedom of thermal
excitations change from hadrons to quarks and gluons.
In Section 6.1, we introduce a three-flavour PNJL model, that we use in
the evaluation of the path integral expression of the partition function. All
the NJL type models contain four-point interactions of fermion fields. These
four-point quark interactions can be eliminated by a standard Hubbard-
Stratonovich transformation in favour of integrable quadratic terms. Three-
flavour NJL models have an additional six-point interaction. To eliminate
this six-point interaction, we need to introduce ”counter terms” generated
by the third power of bosonic auxiliary fields, each shifted by the quark bilin-
ear terms with an appropriate normalisation. Intuitively, this procedure can
be regarded as reducing the six-point interaction to an eﬀective four-point
interactions by replacing one set of quark bilinear terms by its expectation
value [34]. In Section 6.2, we summarise the results of the mean-field ap-
proximation which freezes the meson fields as background fields. We also
show how the eﬀect of the Polyakov loop appears in the equation of state.
In Section 6.3, we calculate the contribution of mesonic correlations to the
equation of state and we show that the pressure is dominated by the low
mass mesons as pseudo-Nambu-Goldstone modes, pions and kaons, at low
temperatures, while it is dominated by quarks and gluons at high tempera-
tures. In order to explore what is happening at intermediate temperatures,
we also calculate at which temperature the collective mesonic excitations
melt into quarks and antiquarks.
6.1 Model set up
In this section, we set the three-flavour PNJL model and derive the thermo-
dynamic potential by calculating the partition function via the path integral.
Let us first introduce the Lagrangian of the three-flavour PNJL model:
L =
3∑
i,j=1
q¯i(i /D − mˆ)ijqj + L4 + L6 − U [Φ¯,Φ, T ], (6.1)
where
L4 = G
8∑
a=0
[
(q¯λaq)2 + (q¯iγ5λaq)2
]
(6.2)
and
L6 = −K
[
det q¯(1 + γ5)q + det q¯(1− γ5)q
]
(6.3)
for three-flavour light quarks, q¯ = (q¯1, q¯2, q¯3) = (u¯, d¯, s¯). The covariant
derivative is Dµ = ∂µ+ gA0δµ,0 where A0 is the temporal component of the
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gauge fields, A0 = −iA4. Here the gauge field is not treated as a dynamical
variable, but as an external parameter like an imaginary chemical potential
which depends on the colour of the quarks. mˆ is a 3×3 mass matrix, giving
the bare quark masses mu, md and ms for u, d and s quarks, respectively.
In the subsequent calculations, we set mu = md = m, assuming isospin
symmetry.
L4 is a four-point interaction between quarks and antiquarks (Fig.6.1,
(a)), with the coupling strengthG. The λa are 3×3 matrices in flavour space,
with a running from 0 to 8. The λ1 to λ8 are the Gell-Mann matrices and λ0
is proportional to the identity matrix,
√
2/3I. L6 is a six-point interaction,
called the Kobayashi-Maskawa-’t Hooft interaction (Fig.6.1, (b)) with an
interaction strength K. Since q and q¯ both have three components in flavour
SU(3), L6 consists of 6th order terms in the fermion fields. It can be written
in the following form [35,129]:
L6 = K6 dabc
[1
3
(q¯λiq)(q¯λjq) + (q¯γ5λiq)(q¯γ5λjq)
]
(q¯λkq), (6.4)
where dabc are the symmetric invariants of SU(3) for a = 1, · · · , 8, in addi-
tion d000 =
√
2/3, d0bc = −
√
1/6 (b, c ̸= 0).
!"#!$#
Figure 6.1: (a) 4-point interaction, (b) 6-point interaction.
We use the same eﬀective potential U [Φ¯,Φ, T ] as in the two-flavour case
studied in Chapter 5, because U [Φ¯,Φ, T ] is chosen to mimic the features of
the pure gauge theory, so that it is independent of the number of flavours.
U [Φ¯,Φ, T ]/T 4 = −1
2
b2(T )Φ¯Φ− 16b3(Φ¯
3 + Φ3) +
1
4
b4(Φ¯Φ)2 (6.5)
with
b2(T ) = a0 + a1
(T0
T
)
+ a2
(T0
T
)2
+ a3
(T0
T
)3
, (6.6)
where
Φ =
1
3
⟨trcL⟩, Φ¯ = 13⟨trcL
†⟩. (6.7)
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We note that the relation between L in Eq.(6.7) and the Polyakov loop
defined by
L(r) = Pexp
[
ig
∫ β
0
dτA4(r, τ)
]
(6.8)
is not strict. Indeed, in the description of Eq.(6.7) the quarks are embedded
in a uniform background gauge field, not fluctuating either in space or in
imaginary time.
The parameters in the eﬀective potential U [Φ¯,Φ, T ] is summarised in
Table 6.1.
Table 6.1: Parameters
a0 a1 a2 a3 b3 b4 T0
6.75 −1.95 2.625 −7.44 0.75 7.5 270 MeV
The partition function is given by
Z(T,A4) =
∫
[dq][dq¯]exp
[∫ β
0
dτ
∫
d3xL(q, q¯, A4)
]
. (6.9)
From the interaction terms, this model can incorporate correlations which
generate pseudo-scalar mesons and scalar mesons. For pseudo-scalar mesons,
there are nine mesons, three kinds of π, four kinds of K, η and η′. They
form a nonet in SU(3) flavour classification. In the chiral limit, the mass of
all mesons is exactly zero, and they appear as massless Nambu-Goldstone
modes. The axial U(1) symmetry is broken by the 6-point interaction, mak-
ing the η0 massive. In addition, the SU(3) flavour symmetry is broken due to
the non-vanishing bare quark masses, mu, md, ms, generating the physical
mass of each meson.
There also appear nine scalar mesons in this scheme, not all of which
are confirmed by experiments. Especially, the existence of the κ is still very
controversial. Besides the κ, all the other scalar mesons are listed in the
data compiled by the particle data group [121].
The original model Lagrangian contains 4th and 6th power in the fermion
fields. These non-quadratic terms make it diﬃcult to perform the fermion
integrals in the partition function. In the two-flavour case, the PNJL model
has only four-point interactions that we could eliminate by generating ”counter
terms” contained in the square of the auxiliary bosonic field shifted by the
quadratic quark fields. Then, integration of the quark fields can be per-
formed analytically and the partition function is written in terms of path
integral over the newly introduced bosonic fields. This standard Hubbard-
Stratonovich transformation [108, 109] cannot be applied directly in the
presence of the six-point fermionic interaction. In order to eliminate the
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six-point interaction, we need to introduce extra ”counter terms” generated
by the third power of the auxiliary bosonic fields shifted by a bilinear form
of the quark fields with appropriate normalisation, reducing the six-point
interaction to same eﬀective four-point interactions. This procedure shifts
the coupling G of the 4th order term in the quark fields, which can then be
eliminated by the standard procedure.
To be more explicit, we introduce auxiliary bosonic fields φa and πa
coupled to the quark scalar densities q¯λaq and to the pseudo-scalar density
iq¯γ5λaq respectively by multiplying Z(T,A4) by a constant dummy integral:∫
[dφ][dπ]exp
(∫ β
0
dτ
∫
d3xLb(φ,π)
)
(6.10)
with
Lb = K24G3dabc(φ
a − 2Gq¯λaq)[1
3
(φb − 2Gq¯λbq)(φc − 2Gq¯λcq)
+(πb − 2Giq¯λbγ5q)(πc − 2Giq¯λcγ5q)
]
+
K
24G2
dabcφ
a
[
(φb − 2Gq¯λbq)(φc − 2Gq¯λcq)
+(πb − 2Giq¯λbγ5q)(πc − 2Giq¯λcγ5q)
]
− 1
4G
[
(φa − 2Gq¯λaq)2 + (πa − 2Giq¯λaγ5q)2
]
. (6.11)
Only even terms in the pseudo-scalar fields can appear in order to respect the
Lorentz symmetry of the Lagrangian. The desired ”counter terms” for the
six-point quark interactions can be found in the expansion of the first term,
which however also generates additional four-point quark interactions, that
are removed by the ”counter term” generated by the second term. The third
term is introduced in order to eliminate the four-point quark interactions in
the original Lagrangian.
Adding Lb, the original Lagrangian is converted to a form which contains
the quark fields only up to order two, in addition to second and third power
terms in the auxiliary bosonic fields:
L+ Lb =
3∑
i,j=1
q¯i(i /D − mˆ− Σ(φa,πa))ijqj + K18G3dabcφ
aφbφc
− K
6G3
dabcφ
aπbπc − 1
4G
(φ2a + π
2
a)− U [Φ¯,Φ, T ],(6.12)
where
Σ(φa,πa) =
K
4G2
dabcλ
aφbφc − λa[φa + iγ5πa] (6.13)
is the self-energy matrix of quark quasiparticles due to the coupling to the
auxiliary fields.
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Now the integration over the Grassmann quark fields can be performed
and we obtain the partition function written in terms of the auxiliary bosonic
fields φa and πa:
Z(T,A4) =
∫
[dφ][dπ]e−I(φ,π,A4), (6.14)
where
I(φ,π, A4) = −
∫ β
0
dτ
∫
d3x
[
trq ln(βS−1E ) +
K
18G3
dabcφ
aφbφc
− K
6G3
dabcφ
aπbπc − 1
4G
(φ2a + π
2
a)− U [Φ¯,Φ, T ]
]
(6.15)
with the inverse Euclidean quark propagator given by
S−1E = i /DE + mˆ+ Σ(φ,π, A4) (6.16)
with /DE =
∑
i=1,··· ,3 γi∂i + γ4(∂τ + igA4). The trace trq includes sums over
the colour and the Dirac spinor indices of the quark fields.
In order to calculate the pressure of mesonic correlations, we expand
the eﬀective action up to the second order in the fluctuations around the
stationary point, ϕa = φa − φ¯a,
I(φ,π, A4) = I0 +
1
2
δ2I
δφaδφb
∣∣∣∣
φ=φ¯
ϕaϕb +
1
2
δ2I
δπaδπb
∣∣∣∣
φ=φ0
πaπb · · ·
(6.17)
with
I0 = I(φ¯,π = 0, A4), (6.18)
where the stationary value of φ¯a is determined by the condition:
δI
δφa
∣∣∣∣
φ=φ¯
= 0. (6.19)
We have assumed that the stationary values of the pseudo-scalar fields πa
all vanish. Keeping only terms up to quadratic order in the expansion,
Z(T,A4) ≃ e−I0 (6.20)
×
∫
[dφ][dπ]exp
[
−1
2
δ2I
δφaδφb
∣∣∣∣
φ=φ¯
ϕaϕb − 12
δ2I
δπaδπb
∣∣∣∣
φ=φ¯
πaπb
]
.
If we stop the expansion at the second order in the fluctuations, ignoring the
meson interactions, we can perform the Gaussian integral over the meson
fields. Then, we get the following thermodynamic potential;
Ω(T,A4) = −T lnZ (6.21)
= T
(
I0 +
1
2
TrM ln
δ2I
δφaδφb
+
1
2
TrM ln
δ2I
δπaδπb
)
. (6.22)
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The first term of Eq.(6.22) represents the thermodynamic potential in the
mean-field approximation and the second and third terms represent the con-
tribution of mesonic correlations to the thermodynamic potential.
6.2 Mean-field approximation
6.2.1 Pressure in the mean-field approximation
The thermodynamic potential in the mean-field approximation, ΩMF (T,A4)
and the corresponding pressure pMF (T,A4) are related to the leading term
of the eﬀective action Eq.(6.17), I0 :
ΩMF (T,A4) = TI0 = −pMF (T,A4)V. (6.23)
The explicit form of the leading term I0 is given by
I0 = βV
[ 1
4G
(φ¯2u + φ¯
2
d + φ¯
2
s)−
K
2G3
φ¯uφ¯dφ¯s
− 2V
∑
i
∑
n
∫
d3p
(2π)3
trcln
[
β2
(
(ϵn − gA4)2 + p2 +M2i
)]]
(6.24)
+ βV U [Φ¯,Φ, T ],
where the ϵn are the fermionic Matsubara frequencies, ϵn = (2n + 1)πT .
The trace is to be performed over the 3 × 3 colour matrix A4. We have
introduced for convenience the following notations:
φ¯u ≡ 2G⟨u¯u⟩ = 2√
6
φ¯0 + φ¯3 +
2
2
√
3
φ¯8 (6.25)
φ¯d ≡ 2G⟨d¯d⟩ = 2√6 φ¯0 − φ¯3 +
2
2
√
3
φ¯8 (6.26)
φ¯s ≡ 2G⟨s¯s⟩ = 2√
6
φ¯0 − 2√
3
φ¯8 (6.27)
as implied by the relation φ¯a = G⟨q¯λaq⟩ in the mean-field approximation.
The constituent quark masses Mi are given in terms of the quantities ⟨q¯iqi⟩
defined by Eqs.(6.25)-(6.27);
Mu = mu − 4G⟨u¯u⟩+ 2K⟨d¯d⟩⟨s¯s⟩ (6.28)
Md = md − 4G⟨d¯d⟩+ 2K⟨s¯s⟩⟨u¯u⟩ (6.29)
Ms = ms − 4G⟨s¯s⟩+ 2K⟨u¯u⟩⟨d¯d⟩. (6.30)
⟨q¯iqi⟩ is related to the Euclidean i-quark propagator SiE = (i /DE +Mi)−1 by
⟨q¯iqi⟩ = −iTrSiE = T
∑
n
∫
d3p
(2π)3
Mi
(ϵn − gA4)2 + p2 +M2i
, (6.31)
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where the fermionic Matsubara frequency sum can be evaluated by the
method of contour integration. This leads to
⟨q¯iqi⟩ =
∫
d3p
(2π)3
Mi
Ei(p)
[−1 + 2f(Ei(p)− igA4)] (6.32)
with Ei(p) =
√
p2 +M2i and
f(E) =
1
eβE + 1
. (6.33)
Eqs.(6.28)-(6.30) can also be written as
Mi = mi + 4iGtrSiE − 2Kϵijk(trSjE)(trSkE), (6.34)
which are equivalent to the stationarity conditions for the auxiliary scalar
fields Eq.(6.19). These equations are a three-flavour extension of the Nambu-
Jona-Lasinio gap equation that determines the quark masses Mi (gaps in
the single particle energy spectra) self-consistently.
In the following calculation, we assume unbroken isospin symmetry so
that the u and d quarks are degenerate. We then obtain the pressure in the
mean-field approximation for the three-flavour model,
pMF (T,A4) = − 14G(2φ¯
2
u + φ¯
2
s) +
K
2G3
φ¯2uφ¯s
+ 2T
∑
i
∑
n
∫
d3p
(2π)3
trcln
[
β2
(
(ϵn − gA4)2 + p2 +M2i
)]
− U [Φ¯,Φ, T ]. (6.35)
Evaluating the discrete sum over the Matsubara frequencies by the standard
method of contour integration, we find
pMF (T,A4) = p0MF + 2
∑
i
∫
d3p
(2π)3
p2
3Ei
trc
[
f(Ei + igA4) + f(Ei − igA4)
]
−U [Φ¯,Φ, T ], (6.36)
where
p0MF = 3× 2
∑
i
∫ Λ
f
d3p
(2π)3
Ei(p)− 14G(2φ¯
2
u + φ¯
2
s) +
K
2G3
φ¯2uφ¯s (6.37)
is the pressure due to the quark condensate and the zero point motion of
the quark quasiparticles with energy Ei =
√
p2 +M2i ( i = u, d, s) .
f(Ei ± igA4) = 1
eβ(Ei±igA4) + 1
(6.38)
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is the quark (antiquark) quasiparticle distribution function in an external
gauge field.
In the above expressions, the constant temporal gauge field A4 appears
as a phase factor together with the quark quasiparticle energy in the quark
(antiquark) distribution function. We then replace ⟨13trcf(Ei + igA4)⟩ by
fΦ(Ei) =
Φ¯e2βEi + 2ΦeβEi + 1
e3βEi + 3Φ¯e2βEi + 3ΦeβEi + 1
, (6.39)
where Φ = 13⟨trcL⟩ and Φ¯ = 13⟨trcL†⟩. Φ and Φ¯ behave as an order parameter
of the deconfinement phase transition.
We apply the same procedure to the quark condensates that appear in
the gap equation, so that ⟨q¯iqi⟩ is replaced by
⟨q¯iqi⟩ = −
∫ Λ
f
d3p
(2π)3
Mi
Ei(p)
+ 2
∫
d3p
(2π)3
Mi
Ei(p)
fΦ(Ei(p)), (6.40)
where we have indicated a momentum cutoﬀ at p = Λf in the otherwise
ultraviolet divergent vacuum polarisation term.
After replacing the quark distribution function by the statistical average
over the gauge field A4, the pressure in the mean-field approximation is
given by
pMF (T ) = p0MF + 2× 3
∑
i
∫
d3p
(2π)3
p2
3Ei
fΦ(Ei)− U [Φ¯,Φ, T ]. (6.41)
6.2.2 Behaviour of the order parameters
We show in Fig.6.2 the temperature dependence of the order parameters, the
amplitudes of the chiral condensates ⟨u¯u⟩, ⟨s¯s⟩ and the expectation value
of the Polyakov loop ⟨l⟩ = Φ. Since both the chiral and the deconfinement
transitions are crossovers in this calculation, Tc is a pseudo critical temper-
ature determined by the maximum of the chiral susceptibility, the second
derivative of the pressure with respect to ⟨u¯u⟩. In this calculation, Tc is
found to be 220MeV.
Table 6.2: Parameters
mu = md ms Λf GΛ2f KΛ
5
f
5.5 MeV 140.7 MeV 602.3 MeV 1.835 12.36
We choose the values of the parameters in accordance with [38]; mu =
md = 5.5MeV, ms = 140.7MeV, Λf = 602.3MeV, GΛ2f = 1.835 and KΛ
5
f =
12.36. These parameters are determined in order to reproduce the pion
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Figure 6.2: Temperature dependence of the order parameters in the mean-
field approximation. The bare quark mass is taken to be 5.5 MeV for the
u and d quarks, and 140.7 MeV for the s quark. The chiral condensates
are normalised by their vacuum expectation values: ⟨u¯u⟩1/3 = −241.9 MeV,
⟨s¯s⟩1/3 = −257.7 MeV.
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mass mπ = 135.0MeV, the kaon mass mK = 497.7MeV, the η′ mass mη′ =
957.8MeV and the pion decay constant fπ = 92.4MeV in the vacuum. Note
that the Polyakov loop enters only through the quark distribution function
so that it does not appear in the vacuum. This implies that our procedure
to set the values of the parameters from physical observables in the vacuum
is the same as the one taken for the NJL model without the Polyakov loop.
The solid red line and the dotted black line are the two chiral condensates,
⟨u¯u⟩, ⟨s¯s⟩ respectively, scaled by their respective vacuum expectation values.
The dotted blue line is the expectation value of the Polyakov loop which
characterises the deconfinement transition. The amplitude of the u-quark
condensate approaches zero rapidly at temperatures above Tc, while that of
the s-quark condensate remains non-zero even at higher temperature due to
the larger bare s-quark mass, which is comparable to Tc.
We plot the pressure in the mean-field approximation in Fig.6.3. The
solid red line (the dotted blue line) is calculated in the mean-field approxima-
tion with (without) the eﬀective potential of the Polyakov loop U [Φ¯,Φ, T ],
which gives the gluon pressure. The dotted blue line is the pressure only due
to the quark quasiparticles. The dotted pink line is the pressure calculated
in the NJL model. Comparing the pink and the blue lines, one sees that
the quark pressure becomes almost zero at low temperatures because the
quark excitations are strongly suppressed by the Polyakov loop in the con-
fined phase, while they persist even at low temperatures in the NJL model
without the Polyakov loop.
6.3 Mesonic fluctuations
In the previous section, we have discussed the equation of state obtained in
the mean-field approximation with the three-flavour PNJL model. We have
observed that the Polyakov loop suppresses the quark pressure in the low
temperature confined phase. Now we explore how the mesonic correlations
contribute to the equation of state in this section.
The pressure from the mesonic correlations can be calculated from the
second and the third terms of Eq.(6.22) for the thermodynamic potential.
By the thermodynamic relation pV = −TΩ , the pressure of the mesonic
correlations in the background gauge field A4 is given by
pM (T,A4) = − T2V
(
TrM ln
δ2I
δφaδφb
+TrM ln
δ2I
δπaδπb
)
, (6.42)
where I is the eﬀective action given in Eq.(6.17). The first term comes from
scalar mesons and the second term is from pseudo-scalar mesons. The indices
a and b in Eq.(6.42) run from 0 to 8 in the SU(3) flavour space. The trace
TrM is taken over the space-time coordinates of the auxiliary meson fields
which obey a periodic boundary condition in the imaginary time direction.
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Figure 6.3: Pressure in the mean-field approximation. The dotted blue line
is the pressure of quarks calculated with the PNJL model, the solid red
line includes the gluon pressure coming from the eﬀective potential of the
Polyakov loop. The dotted pink line is the quark pressure calculated with the
NJL model without confinement, which allows quark excitations even at low
temperatures. In the PNJL model both the quark and the gluon pressures
decrease rapidly below the crossover region due to the Polyakov loop which
suppresses the quark distribution in the confined phase. The pressures of the
massless quark gas and the gas of massless quarks and gluons are indicated
by the lower and upper horizontal dashed lines, respectively.
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From Eqs.(6.17) and (6.42), we find
pM = −
∑
n
∫
d3q
(2π)3
{
3lnMπ(ωn, q) + 4lnMK(ωn, q) + lnMη(ωn, q)
+lnMη′(ωn, q) + lnMσ(ωn, q) + 4lnMκ(ωn, q)
+3lnMa0(ωn, q) + lnMf0(ωn, q)
}
,
(6.43)
where Mα measures the Gaussian fluctuation of the Fourier component of
the mesonic auxiliary fields in the mesonic channel α(= π,K, η, η′,σ,κ, a0, f0)
with the Matsubara frequencies ωn = 2nπT and the spatial inverse wave-
length q. It contains the information about the existence of collective
mesonic excitations in each channel. It can be written in the form
Mα(ωn, q) = 12G′α
−Πα(ωn, q), (6.44)
where Πα(ωn, q) is the quark polarisation for each mesonic channel α. We
have
Πα(ωn, q) = β
∑
m
∫
d3p
(2π)3
×⟨trq
(
ΛαSE(ωn + ϵm,p+ q, A4)ΛαSE(ϵm,p, A4)
)⟩
(6.45)
for the scalar fields (channels α = σ,κ, a0, f0) and
Πα(ωn, q) = β
∑
m
∫
d3p
(2π)3
×⟨trq
(
Λαγ5SE(ωn + ϵm,p+ q, A4)Λαγ5SE(ϵm,p, A4)
)⟩
(6.46)
for the pseudo-scalar fields (α = π,K, η, η′) while Λα is the projector onto
the flavour channel α. Each term in the right hand side of Eq.(6.43) is
multiplied by the appropriate degeneracy factor: 3 for pions, 4 for kaons,
etc.
G′α in Eq.(6.44) is the eﬀective four-point coupling, combination of the
original four-point coupling G and the additional four-point coupling gener-
ated from the six-point couplingK with appropriate weight for each channel,
as indicated pictorially in Fig. 6.4. The explicit form of G′ will be given
for each meson channel in the following subsections. We note here that
this eﬀective four-point coupling depends on the condensate ⟨q¯iqj⟩ so that
it depends on the temperature.
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Figure 6.4: The eﬀective four-point coupling G′ is a sum of the original cou-
pling G and the coupling induced by the six-point coupling in the presence
of the condensate.
The discrete Matsubara frequency sum in Eq.(6.43) for the mesonic cor-
relation pressure can be transformed by the method of contour integration
into an integral along the positive real ω axis:
pM = −
∫
d3q
(2π)3
∫ ∞
0
dω
2πi
[
1 +
2
eβω − 1
]
×
{
3ln
[
M˜π(ω − iδ, q)
M˜π(ω + iδ, q)
]
+ 4ln
[
M˜K(ω − iδ, q)
M˜K(ω + iδ, q)
]
+ln
[
M˜η(ω − iδ, q)
M˜η(ω + iδ, q)
]
+ ln
[
M˜η′(ω − iδ, q)
M˜η′(ω + iδ, q)
]
+ln
[
M˜σ(ω − iδ, q)
M˜σ(ω + iδ, q)
]
+ 4ln
[
M˜κ(ω − iδ, q)
M˜κ(ω + iδ, q)
]
+3ln
[
M˜a0(ω − iδ, q)
M˜a0(ω + iδ, q)
]
+ ln
[
M˜f0(ω − iδ, q)
M˜f0(ω + iδ, q)
]}
,
(6.47)
where
M˜α(ω, q) ≡Mα(−iω, q) = 12K ′α
− Π˜α(ω, q) (6.48)
with
Π˜α(ω, q) =
∫
d3p
(2π)3
∫ ∞
0
dϵ
2πi
−1
eβω + 1
×⟨trq
(
Λαγ5S(ϵ+ ω,p+ q, A4)Λαγ5S(ϵ,p, A4)
)⟩,
(6.49)
where S(ω,p) is the standard Feynman propagator for quarks. We note that
each logarithm in the integral Eq.(6.47) is just the argument of M˜α(ω+iδ, q)
multiplied by 2.
For the computation of the correlation energy or the pressure, it is con-
venient to decompose the function M(ω ± iδ, q) into a real part M1(ω, q)
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Figure 6.5: The meson self-energy Πα contains two terms, a non-dispersive
contact term (a) and a dispersive term (b).
and an imaginary part M2(ω, q):
M(ω ± iδ, q) = M1(ω, q)± iM2(ω, q). (6.50)
The imaginary partM2(ω, q) becomes non-zero in the kinematical region of
(ω, q) that allows pair excitations of quarks and antiquarks, or scatterings
of thermally excited quarks into unoccupied states, as indicated by the non-
zero imaginary part of the function Fpair(ω ± iδ, q) and F scat(ω ± iδ, q),
respectively, given explicitly in Appendix E. A long-lived meson collective
mode exists when the real part M1(ω, q) vanishes in the region where the
imaginary part also vanishes.
6.3.1 Pseudo-scalar mesons: π, K, η, η′
In this section, we consider the contribution to the pressure from the pseudo-
scalar mesons that form a nonet in the SU(3) flavour space. From Eq.(6.43),
we see that their pressure is written as a sum of contributions from each
meson. With the SU(3) flavour symmetry breaking, but keeping the isospin
SU(2) symmetry intact, the pseudo-scalar mesons can be classified in four
kinds according to their masses.
The diﬀerence between these four mesons appears in the meson self-
energy due to the quark polarisation Πα and the eﬀective four-point coupling
G′α. The self-energies Πα of the pseudo-scalar mesons are given in general
by
ΠPS = Π1PS(A4) +Π
2
PS(ωn, q, A4), (6.51)
where
Π1PS(A4) = −2T
∑
n
trc
∫
d3p
(2π)3
(6.52)
×1
2
( 1
(ϵn + gA4)2 + Ei(p)2
+
1
(ϵn + gA4)2 + Ej(p)2
)
= −(⟨q¯iqi⟩
Mi
+
⟨q¯jqj⟩
Mj
)
(6.53)
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is the non-dispersive contact component of the meson self-energy shown
diagrammatically in Fig.6.5 (a), while
Π2PS(ωn, q, A4) =
(
ω2n + q
2 + (Mi −Mj)2
)
Fij(ωn, q, A4) (6.54)
with
Fij(ωn, q, A4) = 2T
∑
n′
trc
∫
d3p
(2π)3
1
[(ϵn′ + gA4)2 + Ei(p)2]
× 1
[(ϵn′ + gA4 + ωn)2 + Ej(p+ q)2]
(6.55)
is the dispersive component shown in Fig.6.5 (b). In these expressions,
i, j(= u, d, s) indicate the flavours of the quarks and antiquarks constituting
the pseudo-scalar meson.
The dispersive part of the meson self-energy needs to be analytically
continued to a real frequency ω in order to find the dispersion relation of
the collective meson modes. The detail of this computation is given in the
Appendix E. Here we present the result of this computation for pseudo-scalar
mesons:
Π˜2PS(ω, q, A4) =
(−ω2 + q2 + (Mi −Mj)2)Fij(ω, q, A4), (6.56)
where
Fij(ω, q, A4) = Fscatij (ω, q, A4) + Fpairij (ω, q, A4) (6.57)
with the scattering term
Fscatij (ω, q, A4) =
∫
d3p
(2π)3
1
2Ei(p)2Ej(p+ q)
(
1
ω + Ei(p)− Ej(p+ q)
− 1
ω − Ei(p) + Ej(p+ q)
)
×trc [f(Ei(p)− igA4)− f(Ej(p+ q)− igA4)]
(6.58)
and the pair creation and annihilation term
Fpairij (ω, q, A4) =
∫
d3p
(2π)3
1
2Ei(p)2Ej(p+ q)
(
1
ω + Ei(p) + Ej(p+ q)
− 1
ω − Ei(p)− Ej(p+ q)
)
×trc [1− f(Ei(p)− igA4)− f(Ej(p+ q)− igA4)] .
(6.59)
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These functions have singularities when ω = ±(Ei(p) − Ej(p + q)) for the
scattering term and when ω = ±(Ei(p) + Ej(p + q)) for the pair term cor-
responding to real excitations of the medium. Note that the eﬀect of the
background gauge field A4 cancels for these excitations since they are to-
tally colour singlet. However, the gauge field still appears in the distribution
functions of the quark quasiparticles as a phase factor in exactly the same
way as in the mean-field calculation. We replace this phase factor by the
Polyakov loop, and then we take the statistical average, e.g.
trc [f(Ei(p)− igA4)− f(Ej(p+ q)− igA4)]→ [fΦ(Ei(p))− fΦ(Ej(p+ q))]
(6.60)
for the statistical averages of each component,
Fscatij (ω, q) = ⟨Fscatij (ω, q, A4)⟩, Fpairij (ω, q) = ⟨Fpairij (ω, q, A4)⟩.
(6.61)
Having discussed these generic results for pseudo-scalar mesons, we now
present the explicit forms for each pseudo-scalar meson starting with pions.
With the SU(2) isospin symmetry, u-quark and d-quark are degenerate so
that the contributions to the pressure from the three pions π+, π− and π0
are identical.
M˜π(ω, q) = 12G′π
− Π˜1π − Π˜2π(ω, q), (6.62)
where
G′π ≡ G′1 = G′2 = G′3 = G−
K
2
⟨s¯s⟩ (6.63)
is the eﬀective four-point coupling for the pions. The non-dispersive and
dispersive parts of the pion self-energy are given by
Π˜1π = ⟨Π1π(A4)⟩ = −2
⟨u¯u⟩
Mu
(6.64)
Π˜2π(ω, q) = ⟨Π˜2π(ω, q, A4)⟩ = (−ω2 + q2)Fπ(ω, q). (6.65)
An explicit form of Fπ(ω, q) is given in Appendix E.
Comparing Eq.(6.62) with the gap equation for Mu, we observe that the
first two terms in the right hand side of Eq.(6.62) can be transformed into
a simpler form:
M˜π(ω, q) = (−ω2 + q2)Fπ(ω, q) + mu2G′πMu
. (6.66)
We note that in the limit of the coupling K = 0, M˜π coincides with our
previous results for the two-flavour model.
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Similarly, for the kaons, we find,
M˜K(ω, q) = 12G′K
− ⟨Π˜1K⟩ − ⟨Π˜2K(ω, q)⟩, (6.67)
where
G′K ≡= G′4 = G′5 = G′6 = G′7 = G−
K
2
⟨u¯u⟩, (6.68)
and
⟨Π˜1K⟩ = −
(⟨u¯u⟩
Mu
+
⟨s¯s⟩
Ms
)
(6.69)
⟨Π˜2K(ω, q)⟩ = (−ω2 + q2 + (Ms −Mu)2)FK(ω, q) (6.70)
with FK(ω, q) given in the Appendix E. By making use of the gap equation
for Ms, Eq.(6.67) can be transformed into
M˜K(ω, q) = (−ω2 + q2 + (Mu −Ms)2)FK(ω, q)
+
1
2G′K
− Mu −mu
4G′KMs
− Ms −ms
4G′KMu
− G
G′K
(⟨u¯u⟩ − ⟨s¯s⟩
Ms
+
⟨s¯s⟩ − ⟨u¯u⟩
Mu
)
. (6.71)
Although it looks rather complicated, this result coincides with that for
pions when the flavour SU(3) symmetry becomes exact.
Next we consider the η and η′ mesons. If there were no Kobayashi-
Maskawa-’t Hooft interaction, in other words if the U(1)A symmetry is not
broken, the masses of these two mesons would be same. Both the η and η′
mesons are mixtures of a flavour singlet η0 and a flavour octet η8. Without
mixing, we find for η8,
M˜η8(ω, q) = 12G′η8
− ⟨Π˜8(ω, q)⟩
= (−ω2 + q2)Fη8(ω, q)
+
1
2G′η8
− 2
3
[ 1
3G′8
(Ms −ms
Mu
+ 2
Mu −mu
Ms
)( ⟨s¯s⟩
4⟨u¯u⟩ − 1
)
+
G
3G′8
{ 1
Mu
(⟨s¯s⟩⟨s¯s⟩
⟨u¯u⟩ − 4⟨s¯s⟩+ 3⟨u¯u⟩
)
+
8
Ms
(⟨s¯s⟩ − ⟨u¯u⟩)}],
(6.72)
where
G′η8 = G+
K
6
(⟨s¯s⟩ − 4⟨u¯u⟩). (6.73)
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And for η0, we have
M˜η0 = 12G′η0
− ⟨Π˜00(ω, q)⟩
= (−ω2 + q2)Fη0(ω, q)
−2
3
[ 1
3G′η0
(
2
Ms −ms
Mu
+
Mu −mu
Ms
)( ⟨s¯s⟩
2⟨u¯u⟩ + 1
)
+
G
3G′η0
{ 1
Mu
(
4
⟨s¯s⟩⟨s¯s⟩
⟨u¯u⟩ + 8⟨s¯s⟩+ 6⟨u¯u⟩
)]
+
1
Ms
(
5⟨s¯s⟩+ 4⟨u¯u⟩)},
(6.74)
where
G′η0 = G+
K
3
(⟨s¯s⟩+ 2⟨u¯u⟩). (6.75)
In order to check these results for the η8 and η0, we inspect these
formula in some limiting cases. First, we consider the case of an exact
SU(3)L × SU(3)R symmetry, taking mu = md = ms = 0, but with a finite
Kobatashi-Maskawa-’t Hooft coupling K. In this case, the η8 becomes a
massless Nambu-Goldstone mode, while the η0 becomes a massive mode.
Furthermore, if we set K = 0 while keeping the SU(3) chiral symmetry, the
η0 also becomes a massless NG mode. Regarding the mixing of η0 and η8,
we need an eﬀective coupling G′08;
G′08 = G+
√
2K
6
(⟨u¯u⟩ − ⟨s¯s⟩) (6.76)
and ⟨Π˜08(ω, q)⟩.
We show in Fig.6.6 the eﬀective coupling G′ scaled by the four-point cou-
pling G as a function of T/Tc in order to check the eﬀect of the Kobayashi-
Maskawa-’t Hooft interaction. Each G′ indirectly depends on the tempera-
ture through the chiral condensates. Although this interaction is introduced
to generate the mass splitting of η8 and η0, it also influences the couplings
of the π and K mesons. One can see that the eﬀective coupling of the π
does not vary much compared to others as the temperature increases be-
cause of the moderate change of ⟨s¯s⟩. Another feature is that only G′η0
becomes smaller than the original four-point coupling G. All the others
become larger than G because of the negative eﬀect of the second terms in
Eqs. (6.63),(6.68) and (6.73).
6.3.2 Scalar mesons: σ, κ, a0, f0
We find for the scalar mesons,
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Figure 6.6: Temperature dependence of the eﬀective four-point coupling
G′ for pions (the dotted red line), kaons (the dotted blue line), η8 (the
dotted pink line), and η0 (the dashed light black line). The temperature
is scaled by the pseudo critical temperature Tc computed in the mean-field
approximation.
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M˜S(ω, q) = 12G′S
− ⟨Π˜1S⟩ − ⟨Π˜2S(ω, q)⟩, (6.77)
where
G′S =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
G+ K2 ⟨s¯s⟩ for a0
G+ K2 ⟨u¯u⟩ for κ
G− K6 (⟨s¯s⟩ − 4⟨u¯u⟩) for σ
G− K3 (⟨s¯s⟩+ 2⟨u¯u⟩) for f0
(6.78)
and where
⟨Π1S⟩ = −
(⟨u¯u⟩
Mi
+
⟨s¯s⟩
Mj
)
= ⟨Π1PS⟩ (6.79)
⟨Π˜2S(ω, q)⟩ = (−ω2 + q2 + (Mi +Mj)2)FS(ω, q) (6.80)
with FS(ω, q) = FPS(ω, q).
The only important diﬀerence between Π2PS for pseudo-scalars and Π
2
S
for the scalars resides in the first term of the dispersive parts where the com-
binationMi+Mj appears for the scalar case instead of Mi−Mj . Therefore,
if Mi = Mj , this factor generates a massless Nambu-Goldstone mode for
the pseudo-scalar case, while the scalar mesons become massive with their
masses given by MS = 2Mi.
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6.3.3 Numerical results
We display the pressure scaled by the fourth power of the temperature as a
function of T/Tc in Fig.6.7. On the top panel in Fig.6.7, we plot the pressure
of quarks, gluons and mesons (the red line), the pressure of quarks and glu-
ons only (the blue line) which corresponds to the mean-field pressure, and
the pressure of free pions and kaons (the lower black line). At low temper-
atures, our result including mesons agrees with the free meson pressure. As
the temperature increases, the free meson pressure approaches the Stefan-
Boltzmann constant, (3+4)×π2/90 ∼ 0.77 , since there is no mechanism to
increase the number of degrees of freedom. In contrast, our calculation can
describe the change of the number of degrees of freedom from the hadrons
to the quarks and gluons. Therefore, the pressure dominated by mesons at
low temperature increases as the temperature increases, then it changes to
the pressure of the quarks and gluons at high temperatures.
In the bottom panel of Fig.6.7, we compare the pressure in the PNJL
model (the red and blue lines) with the pressure calculated from the fit func-
tion which is obtained from a lattice QCD calculation (the black line) [130].
Since there are no thermal excitations in the mean-field approximation,
where the quark excitations are suppressed by the Polyakov loop and the
mesonic excitations are not included, the pressure in the mean-field ap-
proximation is zero at low temperatures. Our approach can describe the
contribution from mesonic excitations at low temperatures, so that a diﬀer-
ence between the red and blue lines appears due to the mesonic excitations.
In addition, the behaviour of the pressure gets close to that of the lattice
simulation by taking mesonic excitations into account, compared with the
mean-field result. The diﬀerence between our result and the lattice result
at low temperatures comes from the missing contribution from resonances
in our result. In our approach, only free pions and kaons are taken into
account, so that the contribution from the resonances to the pressure is
neglected. There is also a diﬀerence between our result and the lattice re-
sult at high temperatures. The pressure of the gluon sector in the PNJL
model agrees with the pressure in a pure gauge lattice calculation at high
temperatures by construction, so that the diﬀerence may come from the
quark sector. In the lattice calculation, the remainder of the pressure after
subtracting the pure glue pressure [130] from the total lattice pressure [130]
does not approach quickly the Stefan-Boltzmann limit at high temperatures.
While in the PNJL model, the pressure of the quark sector approaches the
Stefan-Boltzmann limit, as the expectation value of the Polyakov loop Φ
approaches unity at high temperatures. This is because the pressure of the
quark excitations in the PNJL model is controlled by Φ through the mod-
ified quark distribution function as a result of confinement. As the eﬀect
of the Polyakov loop in the quark distribution function becomes weak, the
quarks become free, and therefore the pressure of the quark sector gets close
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to the free quark pressure. This is the source of the diﬀerence between the
lattice result and our result at high temperatures, and this may perhaps
indicate that the description of the confinement in the PNJL model, which
only appears via changes of the quark distribution function, is insuﬃcient.
We have only included the π and K in this calculation. Our approach
for taking mesonic excitations can describe only free mesons, and the contri-
bution from free mesons is dominated by their mass. Therefore, we expect
that in this model heavier mesons would not contribute much to the pressure
at low temperatures. To estimate the contribution of mesons, we plot the
pressure of free mesons as a function of temperature in Fig. 6.8. Tc is deter-
mined from the chiral transition of the PNJL model. At low temperatures,
the pressure of π and K is much larger then that of η and σ. Although the
mass diﬀerence between the eta meson and the kaon is not very large, the
contribution from the kaons to the pressure is much larger than that of the
eta mesons because of the kaon degeneracy.
In order to study until which temperature the mesons persist as collec-
tive modes, we plot the real part and the imaginary part of M(ω, q) as a
function of ω/q at several temperatures near Tc. The conditions of isolated
meson poles are given by the vanishing of both the real part M1 and the
imaginary part M2. In particular, the condition M1(ω, q) = 0 determines
the dispersion relation of collective modes. M2 corresponds to the excita-
tions of quarks and antiquarks in the continuum. Therefore, collective meson
modes exist when both the real part and the imaginary part of M˜(ω+ iδ, q)
vanish simultaneously. The latter condition guarantees an infinite lifetime.
We derive expressions for the real part and the imaginary part of M(ω, q)
in Appendix E.
We plot the two components as a function of ω/q in Fig.6.9 for pions
and in Fig. 6.10 for kaons, at three diﬀerent temperatures around Tc. These
panels are showing whether collective modes exist or not for the pions and
for the kaons. In the shadowed areas, where the imaginary part M2 has
a finite value, the continuum of quarks and antiquarks exists. The time-
like region where the imaginary part is finite extends to lower ω/q as the
temperature increases because of a decrease of the constituent quark masses
along with chiral symmetry restoration.
In Fig.6.9, there is a point where both the real and imaginary parts
become zero until T = 1.15Tc, but when T reaches 1.2Tc such a point dis-
appears. This means that the collective pion modes exist until T = 1.15Tc.
The same plots for kaons are displayed in Fig.6.10. The collective kaon mode
disappears at T = 1.15Tc. This melting temperature of kaon pole is lower
than that of the pion.
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Figure 6.7: Pressure scaled by T 4 as a function of the temperature T scaled
by the pseudo critical temperature Tc. The dashed blue line is the result of
the mean-field approximation, consisting of the quark pressure and the gluon
pressure, while the solid red line contains also the pressure from mesonic cor-
relations in the pion and kaon channels. The top panel is the comparison
between our results and the free meson (pion and kaon) pressure. The bot-
tom panel is the comparison between our results and the lattice result [130].
The pressures of massless quarks and gluons is indicated by the horizontal
dashed line.
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Figure 6.8: Pressure of free mesons scaled by T 4 as a function of the tem-
perature T scaled by the pseudo critical temperature Tc. The red line is
three degenerated pion, the blue line is four degenerated kaon, the orange
line is the eta meson, and the green line is the sigma meson.
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Figure 6.9: M1 and M2 of the pion as a function of ω/q calculated at three diﬀerent values of
the temperature T/Tc = 1.0, 1.15, 1.2, 2.0 respectively. WhenM1 vanishes in the region whereM2
also vanishes, the long-lived pion collective mode exists, as clearly seen below T = 1.15Tc. The
pion collective mode is absorbed into the continuum of pair excitations at T = 1.2Tc.
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Figure 6.10: The same plots as the Fig. 6.9 for kaons. The collective kaon mode is absorbed into
the pair continuum at T = 1.15Tc, slightly below the pion melting temperature.
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In Fig.6.11, we plot the pressure of the pion and the kaon separately. It
is remarkable that the pion and the kaon still survive after the colour con-
finement is lost. Namely, the quark-gluon excitations and meson excitations
coexist in the transition region. The chiral symmetry is still not fully recov-
ered at these temperatures. Therefore, a small window between a continuum
in the time-like region and that in the space-like region still persists in the
ω− q plane, where the spectrum of the isolated collective meson excitations
resides. As the temperature increases further these windows shrink because
of the decrease of the constituent quark masses and the collective meson
spectra are absorbed into the continuum of individual quark-antiquark pair
excitations.
We also display the entropy in Fig.6.12. At low temperatures, the pions
and the kaons carry the entropy. As the temperature increases, the carrier
of the entropy changes to the quarks and the gluons in the transition region.
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Figure 6.11: Pressure scaled by T 4 as a function of the temperature T
scaled by the pseudo critical temperature Tc. The solid red line is the sum
of the contributions from the mean-field and mesonic correlations (pion,
kaon). The dotted pink line is for the mean-field plus pionic correlation only
and the dotted blue line is the pressure without mesonic correlations. The
melting temperatures of the pions and the kaons are indicated by arrows.
The pressures of the gas of pions, the gas of pions and kaons, and the gas
of massless quarks and gluons are indicated by the horizontal dashed lines,
going from bottom to top respectively.
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Figure 6.12: Entropy scaled by T 3 as a function of the temperature T scaled
by the pseudo critical temperature Tc. The solid red line is the sum of the
contributions from the mean-field and mesonic correlations (pion, kaon).
The dotted pink line is for the mean-field plus pionic correlation only and the
dotted blue line is the pressure without mesonic correlations. The melting
temperatures of the pions and the kaons are indicated by arrows. The
entropies of the gas of pions, the gas of pions and kaons, and the gas of
massless quarks and gluons are indicated by the horizontal dashed lines,
going from bottom to top, respectively.
120
Chapter 7
Perspective of the PNJL
model with mesons and
baryons
In the chapters 5 and 6, we have taken the mesonic correlations into account
in the two- and the three-flavour PNJL model at zero chemical potential, and
we have shown that the mesonic excitations dominate the pressure and the
entropy at low temperatures, while the quarks and the gluons dominate at
high temperatures instead of the mesons. Compared with calculations based
on the mean-field approximation, our method can describe a more realistic
hadronic phase including the mesonic excitations. However, the baryonic
degrees of freedom are still missing, even though there are the quark triads
at low temperatures as a remnant of the phase cancellation in the modified
quark distribution function [1]. The quark triads look like baryons carrying
three times the energy and three times the chemical potential of a single
quark, but these degrees of freedom are quite diﬀerent from baryons: they
are essentially the same as those of the original quarks. When we shift our
focus to the finite chemical potential, baryons cannot be ignored since they
provide the baryon density at finite chemical potential.
It may look unnatural to include baryons into the NJL models whose
main focus is the chiral symmetry breaking and its restoration. Unlike the
mesons, the baryons are not obtained from the chiral symmetry breaking, so
that we need another approach to describe the baryons in the NJL models.
We assume that a baryon is composed of a quark and a diquark instead of
three quarks. The diquark correlations have been originally introduced in
a spectroscopic study of baryons [131–134] . Each quark pair in a baryon
is required to have a colour anti-triplet configuration. However, this does
not mean that a quark pair has to have correlations. It is possible that
two quarks in a baryon which are arranged in a colour anti-triplet state
exist without any correlation. The diquark correlations have been more
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recently invoked in studies of possible exotic states of hadrons [114] and have
been related to the QCD analogue of the BCS states in a superconducting
phase. The single gluon exchange interaction between a colour anti-triplet
quark pair indeed gives an attraction between the two quarks, which form
a bound state on the Fermi surfaces of degenerate quarks at high baryon
densities. The diquark correlation has been conjectured as one of the most
prominent features of the QCD phenomenology independent from the colour
confinement and the chiral symmetry [135].
We introduce an eﬀective quark-quark interaction in the colour anti-
triplet diquark channel as a seed in order to induce the baryonic correla-
tions. In principle, a two-body attractive interaction alone can form three-
body bound states by repeated actions of the two-body interaction on three
diﬀerent pairs of the three body system. A relativistic version of the Fadeev
equation has beens used with a contact interaction of NJL-type in order to
construct the baryons in the NJL scheme [136]. Here we follow a diﬀerent
approach.
We begin with the two-flavour PNJL model with a quark-quark four-
point interaction which is used to make diquarks, not only a quark-antiquark
interaction. Then, we introduce auxiliary fields for mesons, diquarks, anti-
diquarks, baryons, and anti-baryons. The meson fields, the diquark and
the antidiquark fields are used for replacing the four-point interactions by
Yukawa interactions. For the baryons, we need to introduce a coupling con-
stant between quarks and diquarks by hand, since it does not appear in
the original Lagrangian. We perform the Hubbard-Stratonovich transfor-
mation to eliminate the four-point interactions and get an eﬀective action
as a function of the auxiliary fields.
In the next section, we introduce the two-flavour PNJL model for in-
teracting quarks with a quark-antiquark interaction and a quark-quark in-
teraction. We calculate the partition function from the path integral. We
introduce dummy integrals over the auxiliary fields for mesons, diquarks,
anti-diquarks, baryons and anti-baryons. In this procedure, we need to
introduce another coupling between quarks and diquarks, which does not
appear in the original Lagrangian. We determine this parameter in the vac-
uum in order to reproduce the nucleon mass. The four-point interactions
in the Lagrangian are replaced by Yukawa interactions with the meson, the
diquark and the anti-diquark fields. By this procedure, we turn the fourth
power of the fermion fields into quadratic terms in the eﬀective action, and
then the Grassmann integral can be performed by using the Nambu-Gorkov
basis. Moreover, we show that the gap equations for the constituent quark
mass, the diquark condensates, and the Polyakov loop are obtained from the
stationarity conditions of the eﬀective action. In Section 7.2, we perform the
Gaussian integration over the diquark and the anti-diquark fields in order
to obtain an eﬀective action for the mesons and the baryons. For this inte-
gral to be doable analytically, we need to approximate the eﬀective action.
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We expand up to the second order in the diquark fluctuations around the
stationary point determined by the gap equations. In Section 7.3, we set
the diquark and the antidiquark condensates to zero for simplification, in-
stead of solving the gap equations. By this procedure, the five gap equations
(one for the constituent quark mass, two for the Polyakov loop and the anti
Polyakov loop, two for the diquark and the anti-diquark condensates) are
reduced to three equations because we do not need to solve the ones for the
diquark and the anti-diquark condensates any longer. This approximation
can be justified only when the chemical potential is small. In this setting,
we obtain the pressure of the diquark and the baryonic fluctuations, and we
show that the diquark fluctuations do not give a large contribution at low
temperatures and low densities [4].
7.1 Extended PNJL model for mesons, diquarks
and baryons
7.1.1 Model setup
In this section, we introduce the two-flavour PNJL model. In this model,
only the quarks and the antiquarks are treated as dynamical valuables, and
the mesons and the baryons are constructed from the quarks. The gluons
are described by an eﬀective potential which has already been introduced
in Chapters 5 and 6. Here we assume that a baryon is composed by a
quark and a diquark, instead of the three quarks, so that we start from a
Lagrangian which has two types of four-point interactions. The first one
is a quark-antiquark interaction for the mesons, and the other is a quark-
quark interaction for the diquarks. The partition function is written as a
path integral over the quark and the antiquark fields with the Lagrangian
including the four-point interaction terms for q¯q and qq:
Z =
∫
[dq¯][dq]exp
[∫ β
0
dτ
∫
d3x
(L(q¯, q)− iµq¯γ0q)] (7.1)
and
L(q¯, q) = q¯(i /D −m0)q + Lq¯q + Lqq − U [Φ¯,Φ, T ], (7.2)
where the covariant derivative is Dµ = ∂µ + gA0δµ0. The quark-antiquark
interaction is given by
Lq¯q = G
[
(q¯q)2 + (q¯iγ5τq)2
]
(7.3)
as already introduced in the previous chapters, with the coupling constant
G, and the quark-quark interaction is given by
Lqq = H
∑
i=1,2,3
[
(q¯iγ5τ2ζiCq¯T )(qTCiγ5τ2ζiq)
]
(7.4)
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with the coupling constantH. Note that we consider only the scalar diquarks
(See Section 4.4 in Chapter 4). Here τ1,2,3 are isospin matrices; ζi are 3×3
colour matrices defined in terms of the Gell-Mann matrices λa by ζ1 = λ7,
ζ2 = λ5 and ζ3 = λ2, so that q¯ζiq¯T = iϵijkq¯j q¯k (qT ζiq = iϵijkqjqk) give
the i-th component of the colour anti-triplet diquark creation (annihilation)
operator with respect to colour indices. The charge conjugation operator
is defined as C = iγ0γ2 . The coupling constant H in Lqq is related to
the coupling constant G in Lq¯q by a Fierz identity. The eﬀective action
U [Φ¯,Φ, T ] is given as a function of the expectation value of the Polyakov
loop by
U [Φ¯,Φ, T ]/T 4 = −1
2
b2(T )Φ¯Φ− 16b3(Φ
3 + Φ¯3) +
1
4
b4(Φ¯Φ)2 (7.5)
with
b2(T ) = a0 + a1
(T0
T
)
+ a2
(T0
T
)2
+ a3
(T0
T
)3
, (7.6)
as we have seen in Chapters 5 and 6, which gives the gluon pressure at high
temperatures. Φ and Φ¯ are the expectation values of the Polyakov loop,
Φ =
1
3
⟨trcL⟩ (7.7)
Φ¯ =
1
3
⟨trcL†⟩. (7.8)
The Polyakov loop is defined by
L(x) = Pexp
[
ig
∫ β
0
dτA4(r, τ)
]
. (7.9)
In order to obtain the eﬀective action for the mesons, the diquarks, and
the baryons, we perform an extended Hubbard-Stratonovich transformation
by inserting dummy integrals over the meson, the diquark, the anti-diquark,
the baryon, and the anti-baryon fields [137,138] :∫
[dφ][d∆¯][d∆][dB¯][dB]
×exp(∫ β
0
dτ
∫
d3xLaux(φ, ∆¯,∆, B¯, B)
)
(7.10)
with
Laux = − 14G
(
(σ − 2Gq¯q)2 + (π − 2iGq¯γ5τ q)2
)
− 1
4H
∑
i
(∆¯i − 2Hq¯γ5τ2ξiCq¯T )(∆i − 2HqTCγ5τ2ξiq)
− 1
4λ
(B¯ − 2λ∆¯q¯)(B − 2λq∆), (7.11)
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where φ = (σ,π) for the mesons and ∆i (∆¯i) for the diquark (the anti-
diquarks) are ordinary commuting fields for bosons, while B (B¯) for the
baryons (the anti-baryons) are anti-commuting Grassmann fields for fermions,
as well as the composite fields q∆ =
∑
i qi∆i. Note that φ, ∆, ∆¯ and λ,
all have a dimension of energy, and B, B¯ have a dimension of energy to the
power 3/2, as well as q, q¯.
The first term of Eq.(7.11) works to replace the fourth power of the
fermion field in Lq¯q by a second power. It can be illustrated as (a) in Fig.7.1.
The second term works in the same way for Lqq and is represented as (b)
in Fig.7.1. We note here that these two terms are suﬃcient to eliminate the
four-point interactions that make the Grassmann integral in the partition
function impossible. However, we have introduced another term in Eq.(7.11)
in order to describe the baryons; the coupling constant λ in the last term of
Eq.(7.11) can be viewed as a coupling between a baryon and a pair made of a
diquark and a quark. We assume that this parameter is constant, and it will
be fixed in order to reproduce the nucleon mass in the vacuum. Of course
there is no reason that this parameter is independent from the temperature
and the chemical potential as well as all other parameters. Indeed it may
be possible to deal with it as a variational parameter. If we treat it as
a variational parameter and we determine its value by minimising the free
energy at each given temperature and chemical potential, it would vary with
the temperature and baryon chemical potential. In this case, there is no
guarantee that baryons exist as bound states even in the vacuum. However,
here we assume that baryons constructed from quarks and diquarks exist
in the hadronic phase, and then we study how they evolve upon changes of
the temperature and of the chemical potential. Therefore, we treat λ as a
parameter fixed in the vacuum by the condition that baryons exist, instead
of a variational parameter.
Having inserted the dummy integrals over the five auxiliary fields, the
partition function is now written in terms of the path-integrals not only over
the quark and anti-quark fields but also over the auxiliary meson, diquark,
anti-diquark, baryon and anti-baryon fields,
Z =
∫
dq¯dqdφd∆¯d∆dB¯dB e−I(q¯,q,φ,∆¯,∆,B¯,B), (7.12)
and the eﬀective action is written in terms of q¯, q and the auxiliary fields,
I(q¯, q,φ, ∆¯,∆, B¯, B)
=
∫
dτ
∫
d3x
[−q¯(i /D −m0 + µγ0 + σ + iγ5τ · π − λ∆¯∆)q
−1
2
B¯q∆− 1
2
∆¯q¯B − 1
2
∆¯i(qCγ5τ2ζiq)− 12(q¯γ5τ2ζiCq¯
T )∆i
+
1
4G
(
σ2 + π2
)
+
1
4H
∆¯∆+
1
4λ
B¯B + U [Φ¯,Φ, T ]]. (7.13)
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Figure 7.1: (a) Lq¯q is replaced by the dummy integral over the meson field.
(b) Lqq is replaced by the dummy integral over the diquark field. (c) Baryons
are made from the quarks and diquarks.
If there were no quark-quark interaction Lqq in the Lagrangian, the eﬀective
action would become a linear function of q¯q after inserting the dummy inte-
gral over the meson field. In that case, one can easily perform the integral
over the quark fields, and obtain the eﬀective action of the mesons. How-
ever, the eﬀective action Eq.(7.13) is more complicated because of Lqq. This
eﬀective action now contains terms proportional to q, q¯, q¯q¯ and qq besides
the q¯q term. In order to perform the Grassmann integral over q and q¯, we
first rewrite the eﬀective action as a bilinear form in terms of a fermion
doublet q,
q =
(
q
Cq¯T
)
, q¯ =
(
q¯, qTC
)
(7.14)
and of the inverse of the Nambu-Gorkov propagator,
G−1 =
(
i /D + Σ 12γ5τ2ζ∆
1
2∆¯ζγ5τ2 −i /D + Σ
)
, (7.15)
where
Σ = −m0 − iµγ0 + σ + iγ5τ · π − λ∆¯∆. (7.16)
We have used abbreviated notations: ζ∆ =
∑
i ζi∆i, ∆¯ζ =
∑
i ∆¯iζi, ∆¯∆ =∑
i ∆¯i∆i for the sum over the colour indices. Then the eﬀective action can
be rewritten as,
I(q¯, q,φ, ∆¯,∆, B¯, B)
=
∫
dτ
∫
d3x
[−1
2
(
q¯G−1q + q¯ξ + ξ¯q
)
(7.17)
+
1
4G
σ2 +
1
4H
∆¯∆+
1
4λ
B¯B + U [Φ¯,Φ, T ]],
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where
ξ =
(
∆¯B
−B¯∆
)
, ξ¯ =
(
B¯∆,−∆¯B) . (7.18)
The terms linear in q and q¯ can be absorbed into the bilinear term by
shifting the Grassmann fields: q → q+Gξ, q¯ → q¯+ ξ¯G−1. Performing the
Grassmann integral over the quark fields, we get the eﬀective action for the
mesons, the baryons and the diquarks:
I(φ, ∆¯,∆, B¯, B)
=
∫
dτ
∫
d3x
[
1
4G
σ2 +
1
4H
∆¯∆+
1
4λ
B¯B
−1
2
ξ¯Gξ − U [Φ¯,Φ, T ]
]
− 1
2
ln(DetG−1). (7.19)
The first three terms in the integrand form a part of the mass terms of
the auxiliary meson, diquark and baryon fields respectively. The fourth
term, bilinear in the composite fields ξ and ξ¯, which has appeared due to
the shift of the quark Grassmann integral, is a baryon-diquark interaction
mediated by a quark exchange. The last term, written rather symbolically
with a determinant in the functional space, contains some highly non-linear
terms in these fields due to the coupling to a quark loop. Although there
are no kinetic terms for the auxiliary fields, the energy and the momentum
dependence of these fields are hiding in their space-time dependence, that
will be retrieved later from the sum over the Matsubara frequencies.
7.1.2 Gap equations
The partition function is now expressed as a path integral over the auxil-
iary fields with the non-linear eﬀective action Eq.(7.19). We note that no
approximation has been done so far. In order to evaluate this path integral,
we need to do an approximation, a method of steepest descent, in order to
do the Gaussian integral around the stationary point of the eﬀective action.
The stationarity conditions are given by the functional derivatives of this
eﬀective action with respect to each auxiliary field:
δI
δφ
=
δI
δ∆
=
δI
δ∆¯
=
δI
δB
=
δI
δB¯
= 0, (7.20)
where the last two conditions for the stationarity with respect to the baryon
fields would simply give B = B¯ = 0.
Since there is no non-linear term in Eq.(7.19), the stationarity condi-
tions for the baryon and the anti-baryon are trivially satisfied. We obtain
the explicit form of the gap equation for the constituent quark mass from
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Eq.(7.20):
M0 −m0
= γqGtrc
∫
d3p
(2π)3
M0
2Ep
(7.21)
×
(Ep + µ
E+∆,A4
(
1− 2f(E+∆,A4)
)
+
Ep − µ
E−∆,A4
(
1− 2f(E−∆,A4)
))
and for the diquark condensate ∆0, we have
∆0 = γqH∆0trc
∫
d3p
(2π)3
(7.22)
×
( 1
E+∆,A4
(1
2
− f(E+∆,A4)
)
+
1
E−∆,A4
(1
2
− f(E−∆,A4)
)
,
(7.23)
where
E±∆,A4 =
√
(Ep ± µ∓ iA4)2 +∆20, (7.24)
and γq = 2 × 2 × 3 × Nf counts spin, particle-antiparticle, colour, and
flavour degeneracy. Note that the gap equation for the constituent quark
mass Eq.(7.21) agrees with Eq.(5.29) which has been obtained in Chapter 5
when the diquark condensate is equal to zero and the chemical potential is
equal to zero.
In the case where the diquark condensate ∆0 is equal to zero, the quark
distribution function f(E±∆,A4) can be written in terms of the expectation
value of the Polyakov loop. We take the diagonal representation for the
Polyakov loop, L = (eiφ1 , eiφ2 , e−i(φ1+φ2)), following Fukushima’s method,
so that the expectation values of the Polyakov loops Φ and Φ¯ become
Φ =
1
3
⟨(eiφ1 + eiφ2 + e−i(φ1+φ2))⟩ (7.25)
Φ¯ =
1
3
⟨(e−iφ1 + e−iφ2 + ei(φ1+φ2))⟩ . (7.26)
By using Φ and Φ¯, we get
1
3
trcf(E±A4) = fΦ(E
±)
=
Φe2βE± + 2Φ¯eβE± + 1
e3βE± + 3Φe2βE± + 3Φ¯eβE± + 1
. (7.27)
From the eﬀective action Eq.(7.19), we can also obtain the gap equations
for the expectation values of the Polyakov loops Φ and Φ¯,
δI
δΦ
=
δI
δΦ¯
= 0. (7.28)
By solving these equations simultaneously, we get the stationary point.
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7.2 Eﬀective action for mesons and baryons
In this section, we derive the eﬀective action for mesons and baryons by
performing the diquark and anti-diquark integrals in the partition function,
Z =
∫
dφd∆¯d∆dB¯dB e−I(φ,∆¯,∆,B¯,B) (7.29)
with the eﬀective action Eq.(7.19). Since the eﬀective action is not bilinear
in the diquark and the anti-diquark fields, it is impossible to calculate the
partition function analytically, so that we need an approximation of the
eﬀective action. We expand Eq.(7.19) up to the second order in the diquark
fluctuations around the stationary point determined by the gap equations
Eq.(7.20).
I(φ, ∆¯,∆, B¯, B) (7.30)
≃ I0(φ, ∆¯ = ∆ = ∆0, B¯, B) + 12
∑
i,j
δ2I
δ∆¯iδ∆j
∣∣∣∣
∆¯=∆=∆0
∆¯i∆j ,
where the sum in the second term in the right hand side is taken over the
colour indices i, j. From the second derivative of the last term in Eq.(7.19)
with respect to the diquark fields, we get the diquark self energy Πk∆,
Πk∆(q,ωn) = Π1,∆ +Π
k
2,∆(q,ωn), (7.31)
where
Π1,∆ =
∑
m,i
tr
∫
d3p
(2π)3
( 1
ε2m +E
−2
∆,i
+
1
ε2m + E
+2
∆,i
)
(7.32)
and
Πk2,∆ = (ω
2
n + q
2 + 4M20 +∆
2
0)F (ωn, q) (7.33)
with
F (ωn, q) =
∑
m,i,j
ϵilktr
∫
d3p
(2π)3
×
{ 1
(ε2m + E
−2
∆,i(p))((εm + ωn)2 + E
−2
∆,j(p+ q))
(7.34)
+
1
(ε2m + E
+2
∆,i(p))((εm + ωn)2 + E
+2
∆,j(p+ q))
}
.
The ωn = 2nπT are the bosonic Matsubara frequencies and εm = (2m+1)πT
are the fermionic Matsubara frequencies. The sum in Eq.(7.32) is taken over
the quark Matsubara frequencies and the quark colour index, and the sum
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in Eq.(7.34) is taken over the quark Matsubara frequencies and the quark
colour indices i, j. The energy E±∆,i are given as
E±∆,i =
√
(Ep ± µ∓ iφi)2 +∆20 . (7.35)
Note that φk = −(φi+φj). The sum over the fermionic Matsubara frequen-
cies can be replaced by a contour integration like in the previous calculations
performed in Chapters 4 to 6. We will show the explicit form of the diquark
self energy as a function of the diquark momentum and the diquark energy
in the next section, under the assumption that the diquark condensate ∆0
is equal to zero.
The forth term in the square bracket in Eq.(7.19) contains two types of
diagrams shown in Fig.7.2. The intermediate bold line in the diagram (a) is
the quark propagator dressed by an even number of diquark field insertions
as shown in the top diagram of Fig.7.3, while in (b) it is the quark propagator
dressed by an odd number of diquark field insertions, as shown in the bottom
diagram of Fig.7.3.
● ● ● ●
(a) (b)
Figure 7.2: (a) Intermediate quark propagator with an even number of di-
quark fields (shown in the top of Fig.7.3). (b) Quark propagator with an
odd number of diquark fields (shown in the bottom in Fig.7.3.)
In order to perform the Gaussian integral over the diquark fields in the
partition function, we only need the second order terms in the diquark fields.
For this reason, we neglect all the terms beyond the second order, so that
only the lowest term in the diagram (a) of Fig.7.2 remains. There is no con-
tribution from the diagram (b) because even the lowest order term contains
the third power of the diquark fields. Therefore, we take only the first term
in the diagram (a) of Fig.7.2 into account, which is illustrated in Fig.7.4.
Since we stop the expansion at the second order in the diquark fluctu-
ations, we can perform the integral over the diquark fields, and then we
obtain the eﬀective action as a function of the meson fields and the baryon
fields:
I(φ, B¯, B) = I0 +
1
2
Tr ln
δ2I
δ∆¯δ∆
∣∣∣∣
∆0
, (7.36)
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Figure 7.3: The top diagram is the intermediate quark propagator of the
diagram (a) in Fig.7.2, which has an even number of diquark fields. The
bottom diagram corresponds to the intermediate propagator of the diagram
(b) in Fig.7.2, which has an odd number of diquark fields.
●●
Figure 7.4: The intermediate line is a free quark propagator without diquark
fields.
where
δ2I
δ∆¯δ∆
∣∣∣∣
∆0
=
1
2H
−Π∆0 − B¯SB (7.37)
and where
S(ε, p) = [(ε− µ− iφiT )γ0 − p · γ −M0]−1 (7.38)
is the quark quasiparticle propagator. This eﬀective action contains all
informations about mesons and baryons in this approach.
7.3 The ∆0 = 0 case
Having derived the eﬀective action for the meson, the diquark and the baryon
fields, we now consider the thermal excitations of mesons and baryons in the
low temperature confined phase, where the baryons are described as colour
singlet bound states of a quark and a diquark, in the same way as the mesons
are described as colour singlet bound states of a quark and an antiquark. For
this purpose, we assume that there are no diquark condensates (∆0 = 0),
and integrate out the diquark auxiliary fields around the stationary point.
This procedure is very similar to the method used in Chapter 5 to compute
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the mesonic correlations (in the absence of diquark correlations) for the
pressure and for the entropy. We first recall the procedure for the mesonic
correlations in order to apply it for the present purpose.
7.3.1 Scalar meson correlation
In the absence of diquark interaction Lqq Eq.(7.4), the mesonic eﬀective ac-
tion can be extracted from Eq.(7.19) by expanding in powers of the mesonic
auxiliary fields and by setting ∆ = ∆¯ = B¯ = B = 0:
I(φ, ∆¯ = 0,∆ = 0, B¯ = 0, B = 0)
≃ I0(φ) + 12
∑
i,j
δ2I
δφiδφj
∣∣∣∣∣∣
∆¯=∆=0
φiφj , (7.39)
where the indices i and j run over the sigma meson (i = 0) and over the
pions (i = 1, 2, 3) and the trace is over the other internal degrees of freedom
of the meson fields. For example, we find for the sigma meson polarisation:
δ2I
δσδσ
∣∣∣∣
∆¯=∆=0
=
1
2G
−Πσ, (7.40)
where
Πσ(q,ωn) = − 1
β
∫
d3p
(2π)3
×
∑
m,i
Tr [Si(iεm + iωn, p+ q)Si(iεm, p)] . (7.41)
Si is the quark quasiparticle propagator at finite chemical potential,
Si(ε, p) = [(ε− µ− iφiT )γ0 − p · γ −M0]−1. (7.42)
The trace is taken over the Dirac indices as well as the flavour indices, and
the sum is taken over the quark colour index i. The sum over the fermionic
Matsubara frequencies εm yields the following Minkowski space expression
for the sigma meson polarisation:
Πσ(ω, q) = −
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i
Tr [Si(ε+ ω, p+ q)Si(ε, p)] .
(7.43)
The detailed computation of this scalar meson polarisation is given in Ap-
pendix G, where after the statistical average over the background gauge
field, we find
Πσ(ω, q) = T + (ω2 − q2 − 4M20 )F(ω, q), (7.44)
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where T is a function of the temperature and of the chemical potential given
by
T = γq
∫ Λ d3p
(2π)3
1
Ep
[fΦ(Ep − µ) + fΦ(Ep + µ)− 1] ,
(7.45)
which is independent of (ω, q). This quantity is just the thermal expectation
value of the quark condensate divided by the constituent quark mass, and
it is related by the mass gap equation to the NJL coupling G:
T = ⟨q¯q⟩
M0
= − 1
2G
(
1− m0
M0
)
. (7.46)
The second term in Eq.(7.44) contains the scattering term and the pair
excitation term,
F(ω, q) = Fscatt(ω, q) + Fpair(ω, q). (7.47)
The explicit forms of the scattering term Fscatt(ω, q) and the pair excitation
term Fpair(ω, q) at finite chemical potential µ are given in Appendix G.
The contribution from the sigma meson correlations to the pressure is
given by
pσ = −T
V
1
2
Tr ln
[
1
2G
−Πσ
]
= −T 1
2
∑
n,k
∫
d3q
(2π)3
ln
[
1
2G
−Πσ(ωn, q)
]
= −1
2
∫
d3q
(2π)3
∫
dω
2πi
(fB(ω)− fB(−ω))
×ln
[
1− 2GΠσ(ω + iδ, q)
1− 2GΠσ(ω − iδ, q)
]
= −1
2
∫
d3q
(2π)3
∫
dω
2πi
(1 + 2fB(ω))
×ln
[
1− 2GΠσ(ω + iδ, q)
1− 2GΠσ(ω − iδ, q)
]
, (7.48)
where we have used fB(−ω) = −1−fB(ω) for the Bose distribution function,
fB(ω) =
1
eβω − 1 . (7.49)
The scalar meson contribution to the pressure is contained in the pole parts
of the argument. In the chiral limit, the collective mesonic pressure can be
extracted explicitly thanks to the cancellation between the tadpole term T
of the polarisation.
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7.3.2 Diquark correlations
We adopt the same procedure for the diquark field, by expanding Eq.(7.19)
up to the second order in the diquark fluctuations
I(φ, ∆¯,∆, B¯, B) ≃ I0(φ, ∆¯ = ∆ = 0, B¯, B)
+
1
2
∑
i,j
δ2I
δ∆¯iδ∆ j
∣∣∣∣∣∣
∆¯=∆=0
∆¯i∆j .
(7.50)
Extracting the kinetic term of the diquark fields leads to:
δ2I
δ∆¯iδ∆ j
∣∣∣∣
∆¯=∆=0
=
(
1
2H
+Πi∆ − B¯SB
)
δij , (7.51)
where Πi∆(ω, q) is the polarisation of the diquark of a colour index i into
a pair of quarks in the mean field distribution (See (b) in Fig.7.5) , while
the third term is the interaction of a diquark and a baryon through a quark
exchange.
Figure 7.5: Quark polarisation for mesons (a) and for diquarks (b). The
solid lines represent quark quasiparticles with eﬀective quark massM . Note
the diﬀerence in the sign of momentum.
Figure 7.6: Diquark propagation in the presence of ”external baryon fields”.
The intermediate line is a quark propagator in the mean field approximation.
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The diquark polarisation is similar to the meson polarisation as shown
in the panel (b) in Fig.7.5, and it is given by
Πk∆(q, n) = −
1
β
∫
d3p
(2π)3
×
∑
m,i,j
ϵijkTr [γ5Si(iεm + iωn, p+ q)γ5Sj(−iεm,−p)] .
(7.52)
Performing the sum over the fermionic Matsubara frequencies εm by the
contour integration methos, we obtain the Minkowski space polarisation in
a similar way as the scalar meson polarisation:
Πk∆(ω, q) = −
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
∑
i,j
ϵijk
×Tr [γ5Si(ε+ ω, p+ q)γ5Sj(−ε,−p)] .
(7.53)
We present the details of the computation of the diquark polarisation in the
Appendix G and we find that the result is very similar to the scalar meson
polarisation:
Πk∆(ω, q) = T + (ω′2 − q2 − 4M20 )F∆(ω′, q). (7.54)
We note that the diquark energy ω is replaced by
ω′ = ω − 2µ+ iφkT. (7.55)
This shift reflects that the diquark carries the quark number 2, or the baryon
number 2/3, and carries the same colour as an antiquark. In deriving the
above results, we have taken the gauge field average for the quark distri-
bution functions ignoring the gauge field dependence in the shifted diquark
energy ω′.
After performing the Gaussian integration over the diquark fields, we
find the eﬀective action for the meson-baryon system:
I(φ, B¯, B) = I0(φ, B¯, B)
+
1
2
Tr ln
[
1
2H
−Π∆ − B¯SB
]
,
(7.56)
where the baryon fields are contained in the first term I0 which has been
obtained in the mean-field approximation for the quarks, as well as in the
second term due to the thermal fluctuations of the diquark field, or the
diquark correlations. In this expression, the trace is taken over the bosonic
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Matsubara frequencies ωn of the diquark fields as well as over the diquark
momentum q.
In order to evaluate the baryon contribution to the partition function,
we need to perform the Grassmann integration over the baryon fields. For
this purpose, we expand the logarithm in Eq.(7.56) in powers of the term
bilinear in the baryon fields:
Tr ln
[
1
2H
−Π∆ − B¯SB
]
≃ Tr ln
[
1
2H
−Π∆
]
− Tr
[ 2HB¯SB
1− 2HΠ∆
]
.
(7.57)
The first term is the contribution of the thermal excitations of the diquarks
to the eﬀective action, which gives a contribution of the diquark correlations
to the thermodynamic potential:
p∆ = −TV
1
2
Tr ln
[
1
2H
−Π∆
]
(7.58)
= −T 1
2
∑
n,k
∫
d3q
(2π)3
ln
[
1
2H
−Πk∆(ωn, q)
]
(7.59)
= −1
2
∑
k
∫
d3q
(2π)3
∫
dω
2πi
[fB(ω − 2µ− iφkT )
−fB(−ω − 2µ− iφkT )] (7.60)
×ln
[
1− 2HΠk∆(ω + iδ, q)
1− 2HΠk∆(ω − iδ, q)
]
.
fB is the bosonic distribution function that depends on the diquark energy
ω, and contains twice the quark chemical potential µ and a gauge potential
φk. Only when the diquark condensate is equal to zero, the distribution
function can be written in terms of the expectation value of the Polyakov
loop. To simplify, we write βA4 = diag(φ1,φ2,φ3) = diag(φ,−φ, 0). By
taking the trace over the colour index, the diquark distribution function
f∆(E) can be written as
f∆(ω) ≡ ⟨13trcfB(ω − 2µ− iφkT ) (7.61)
=
1
3
e2(ω−2µ)(e2iφ + e−2iφ + 1)− 2eω−2µ(e2iφ + e−2iφ + 1) + 3
e3(ω−2µ) − e2(ω−2µ)(e2iφ + e−2iφ + 1) + eω−2µ(e2iφ + e−2iφ + 1)− 1 .
It can be also written in terms of the expectation value of the Polyakov loop
Φ, then we obtain f∆(ω − 2µ) as a function of Φ:
f∆ =
Φ(3Φ− 2)e2(ω−2µ) − 2Φ(3Φ− 2)eω−2µ + 1
e3(ω−2µ) − 3Φ(3Φ− 2)e2(ω−2µ) + 3Φ(3Φ− 2)eω−2µ − 1 . (7.62)
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Note that in the deconfined phase where Φ = 1, we have a diquark distri-
bution function with diquark energy Ep +Ep+q,
f∆ =
1
eβ(ω−2µ) − 1 . (7.63)
On the other hand, in the confined phase where Φ = 0, we have a suppressed
distribution function with prefactor 3 times the diquark energy as argument:
f∆ =
1
e3β(ω−2µ) − 1 . (7.64)
Now we get the diquark pressure in terms of the diquark distribution
function modified by the Polyakov loop,
p∆ = −32
∫
d3q
(2π)3
∫
dω
2πi
[f∆(ω − 2µ) + f∆(ω + 2µ) + 1]
×ln
[
1− 2HΠk∆(ω + iδ, q)
1− 2HΠk∆(ω − iδ, q)
]
. (7.65)
Since Eq.(7.64) suppresses the diquark excitations at low temperatures, their
contribution to the pressure is small.
We note that the contribution Eq.(7.65) to the pressure from diquark
correlation indicates that the diquark collective modes are given by the
solutions of
1− 2HΠk∆(ω + iδ, q) = 0. (7.66)
Like for the meson collective modes, this equation has isolated zeros when
the imaginary part of the diquark self-energy is zero,
ImΠk∆(ω + iδ, q) = 0, (7.67)
which is the kinematical condition that guarantees that the diquark does
not decay spontaneously into a pair of quarks. Even if a solution exists for
the diquark collective modes, their thermal excitations are suppressed by
the colour correlations as the mean-field quark excitations.
7.3.3 Baryon excitations
The second term of Eq.(7.57) can be viewed as a correction to the baryon
self-energy, so that we write
ΣB = − 2HS1 + 2HΠ∆ . (7.68)
Note that ΣB is a 4 × 4 Dirac matrix with the quark propagator S. Its
diagrammatical representation is shown in Fig.7.7. Then the baryon sector
of the eﬀective action becomes,
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Figure 7.7: Quark-diquark polarisation for baryons.
IB = TrB¯
[
1
2λ
+ ΣB
]
B. (7.69)
The contribution of the baryonic correlations to the pressure is obtained by
performing the Grassmann integration over the baryon fields, which leads
to:
pB =
T
V
Tr ln detγ
[
1
2λ
+ ΣB
]
=
1
2
T
∑
n
∫
d3P
(2π)3
ln detγ [1 + 2λΣB(En, P )]
=
1
2
∫
d3P
(2π)3
∫
dE
2πi
[f(E − 3µ) + f(E + 3µ)− 1]
×ln detγ
[
1 + 2λΣB(E + iδ, P )
1 + 2λΣB(E − iδ, P )
]
, (7.70)
where detγ denoted the determinant over the Dirac indices and Tr is the
trace over all the other indices including the baryon momentum P and the
fermionic Matsubara frequencies En of the baryon fields.
The baryon excitations are contained in the poles of the argument, like
in the calculation of the mesonic pressure. Therefore, the equation that
determines the baryon mass MB is given by
detγ [1 + 2λΣB(MB + iδ, P = 0)] = 0. (7.71)
Note that no statistical average over the background gauge fields appear
here, since the baryons are colour neutral states (like the mesons). This
implies that there is no suppression for the baryon distribution function due
to the phase cancellation, unlike the quark or the diquark distributions in
the confined phase.
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It may be interesting to compare our calculation with the Faddeev ap-
proach to make baryons from quarks used by Ishii, Bentz and Yazaki [136].
They also begin with the NJL model (but without the Polyakov loop), and
construct baryons from quarks and diquarks by solving the relativistic Fad-
deev equation. Since their calculation contains the exchange of quarks (see
Fig.7.8), while ours does not, our baryons correspond to their lowest order
term.
Figure 7.8: An exchange diagram for the polarisation of baryons.
7.4 Conclusions
We have calculated in this chapter the diquark pressure and the baryon
pressure. The diquark pressure is written in terms of the modified bosonic
distribution function with the diquark energy and the diquark momentum.
When the diquark condensate is equal to zero, the distribution function can
be rewritten in terms of the expectation value of the Polyakov loop. Since
the Polyakov loop suppresses the diquark excitations at low temperatures,
the contribution from the diquark fluctuations to the pressure is small. In
contrast, the Polyakov loop does not appear in the fermionic distribution
function for the baryons. Therefore, the baryonic fluctuations can give a
contribution at low temperatures. However, the baryons have a large mass,
for instance compared to pions, so that their contribution to the pressure at
low temperature is smaller than that of the pions and of the sigma mesons.
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Chapter 8
Conclusions
We have proposed a method to describe the mesonic and the baryonic exci-
tations at low temperatures in the PNJL model, in order to better describe
the quark-hadron phase transition. First, in Chapter 5, we have focused
on the zero chemical potential case, and considered only the mesonic cor-
relations in the two flavour PNJL model, by expanding the eﬀective action
including the meson fields (as auxiliary fields) up to second order in the
fluctuations around the stationary point determined from the gap equation.
Since the Polyakov loop which is coupled to a quark loop suppresses the
coloured states at low temperatures, the quark excitations do not appear in
the hadronic phase when described in this method, but instead the mesonic
correlations appear as the dominant thermal excitations. However, even
though the Polyakov loop acts for suppressing quark excitations, the quark
triads still continue to exist at low temperatures. They cause a mismatch
of degrees of freedom, if one tries to understand them as baryons. This
is indeed a problem at least in principle, but we have found numerically
that the contribution from the quark triads to the pressure and the entropy
is very small, so that mesons, especially pions, dominate the pressure and
the entropy at low temperatures. As the temperature increases, the contri-
bution from the mesons becomes smaller, since they melt into quarks and
antiquarks in the transition region, then we have a pressure dominated by
quarks and gluons at high temperatures.
We have also discussed at which temperature the mesons as collective
modes melt into quarks by calculating the real part and the imaginary part of
the meson polarisation. The condition that the real part is equal to zero gives
the dispersion relation, and the imaginary part gives the thermal excitations
of the non-collective modes of quarks and antiquarks. If both the real and
the imaginary parts vanish simultaneously at a common value of momentum
and energy, it means that there is an isolated meson pole at this momentum
and energy. In the two-flavour case, we have found that the sigma meson
melts at a lower temperature than the pion. This can be interpreted by the
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fact that the sigma meson pole appears at a higher energy than that of the
pion with the same momentum because of its heavier mass. Therefore, when
the continuum of quarks in the time-like region moves down to lower energy
as the temperature increases, the sigma meson pole is absorbed first. The
pion pole is absorbed only after the continuum approaches suﬃciently the
light cone, since the pion pole is located just above the light cone because
of its small mass. After being absorbed into the continuum, both the pions
and the sigma mesons melt into quarks and antiquarks. We do not allow
correlations between mesons in this method. Therefore, there is no process
by which a sigma meson would decay into two pions. If one is interested in
such a process, the expansion of the eﬀective action up to at least fourth
order in the fluctuations is necessary. This may be a direction for future
works.
In Chapter 6, we have extended the two-flavour PNJL model to the three-
flavour case. The Lagrangian of the three-flavour PNJL model requires a
six quark interaction in order to break the axial U(1) symmetry. First, the
six quark interaction has been reduced to an eﬀective four quark interac-
tion by making the approximate assumption that quark and antiquark pair
is replaced by a condensate. This approximation makes it possible to deal
with this eﬀective four-point interaction and the original four-point inter-
action simultaneously by introducing an eﬀective coupling constant. Once
we have rewritten the six-quark interaction as a four-quark interaction, the
same calculations as in the two-flavour case have been performed in order to
obtain the equation of state including the mesonic fluctuations. In contrast
to the two-flavour case, the three-flavour PNJL model contains 9 species of
pseudo scalar mesons and 9 species of scalar mesons. We have calculated
numerically the pressure including the pions and the kaons. In this calcu-
lation of the pressure, we have neglected all the other mesons, such as the
η, η′, κ, a0, σ and f0. These mesons can be expected not to dominate the
pressure because of their heavier masses than the π and K.
We have then extended the two-flavour PNJL model to the finite chem-
ical potential case in Chapter 7. In order to consider the baryons, not only
the mesons, we have introduced a Lagrangian containing a quark-antiquark
interaction and a quark-quark interaction. The quark-antiquark interaction
is used for composing the q¯q condensates as shown in Chapter 5, and the
quark-quark interaction is used for making the qq condensates. The values
of these condensates are determined by solving the gap equations for the
constituent quark mass and the diquark condensate. But we have set the
diquark condensate equal to zero in order to simplify, then we have solved
the gap equation for the constituent quark mass. We have assumed that
baryons are composed by a quark and a diquark. Therefore, the baryon
polarisation calculated under this assumption is represented by a combina-
tion of the quark propagator and the diquark propagator. In this approach,
we can calculate the contribution from both the diquark excitations and the
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baryonic excitations to the pressure. The pressure of the diquark excitations
can be written in terms of a modified bosonic distribution function with the
diquark energy and twice the quark chemical potential. The diquark dis-
tribution function also depends on the gauge potential. Since the gauge
potential appears in the phase factor of the diquark distribution function, it
can be replaced by the expectation value of the Polyakov loop in the same
way as for the quark distribution function, but this can only be done when
the diquark condensate is equal to zero. The Polyakov loop acts at low tem-
peratures to suppress the diquark excitations, so that they do not dominate
the pressure at low temperatures. The pressure of baryonic excitations is
written in terms of a fermionic distribution function with the baryon energy
and three times the quark chemical potential. Since the baryons are colour
singlet states, the Polyakov loop does not appear in the baryon distribution
function, unlike in the quark and the diquark distribution functions. This
means that the baryonic excitations can give a contribution to the pressure
at low temperatures as well as the mesonic excitations.
In this work, we have considered only the case with a vanishing diquark
condensate. This amounts to looking only at the small chemical potential
region. However, it would be interesting to consider also a finite diquark
condensate in order to investigate at which chemical potential the colour
superconductor phase appears, and how the hadronic phase changes to the
colour superconductor phase. This knowledge may play an important role
when searching the phase structure in QCD. Moreover, taking correlations
between baryons into account is also important. In this work, the baryon-
baryon correlations have been neglected, since we have stopped the expan-
sion of the eﬀective action at the second order in the baryonic fluctuations.
It may be possible to consider them by continuing the expansion up to higher
order in the fluctuations. In addition, it may also be interesting to calculate
the baryon number susceptibility at finite temperature and finite chemical
potential. Since our method can describe the change of the degrees of free-
dom from hadrons to quarks, this would be useful to search some important
features of the QCD phase diagram, such as a critical point.
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Appendix A
Gamma matrices
We summarise some important properties of the Gamma matrices that we
have used for the calculations in this work. More details about the Gamma
matrices can be found in the following reference [139].
The Gamma matrices γµ (µ = 0, 1, 2, 3) are defined as satisfying this
relation;
{γµ, γν} = 2gµν , (A.1)
and γ5 is defined by
γ5 ≡ iγ0γ1γ2γ3 = −iγ0γ1γ2γ3. (A.2)
The set of γµ that satisfies Eq.(A.1) is not unique. Indeed, the following two
representations are often used. The first one is the chiral representation:
γ0 =
(
0 1
1 0
)
, γ =
(
0 −σ
σ 0
)
, γ5 =
(
1 0
0 −1
)
, (A.3)
and the second one is the Dirac representation:
γ0 =
(
1 0
0 −1
)
, γ =
(
0 σ
−σ 0
)
, γ5 =
(
0 1
1 0
)
, (A.4)
where σ = (σ1,σ2,σ3) are the Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.5)
Note that the Gamma matrices also satisfy the relation,
γµγµ = 4. (A.6)
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We summarise some useful properties results for traces of products of
Gamma matrices:
tr γµ = 0 (A.7)
tr (any odd number of γ’s) = 0 (A.8)
tr (γµγν) = 4gµν (A.9)
tr γ5 = 0 (A.10)
tr (γµγνγ5) = 0. (A.11)
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Appendix B
Pressure from non-collective
mesonic excitations in the
chiral limit
Here we present the detail of the computation of the pressure exerted by the
non-collective mesonic excitation modes given by Eq.(5.62).
We first perform the sum over the bosonic Matsubara frequencies ωn in
(5.62) by the contour integration in the complex z-plane:
∆pM (T,A4) = −2T
∫
d3q
(2π)3
1
2πi
∫
C
dz
1
eβz − 1lnF (−iz, q, A4), (B.1)
where the contour C encloses the imaginary axis counter-clockwise. The
function 1 / (eβz − 1 ) has poles at z = 2πnTi = iωn and this function is
analytic everywhere else. We change the integration path along the contour
C to the path that encloses the real z-axis clockwise. Denoting the integra-
tion variable z by ω on the real z-axis and then converting the integration
along the paths in the negative ω region into an integration around the
positive real axis, we find
∆pM (T,A4) = −2
∫
d3q
(2π)3
1
2πi
∫ ∞
0
dω
[
1 +
2
eβω − 1
]
ln
[F(ω + iϵ, q, A4)
F(ω − iϵ, q, A4)
]
,
(B.2)
where we have defined F as
F(ω, q, A4) = F (−iω, q, A4)
= 2T
∑
n′
trc
∫
d3p
(2π)3
1[
(ϵn′ + gA4)2 + E2p
] · [(ϵn′ + gA4 − iω)2 + E2p+q] ,
(B.3)
where the ϵn′ = (2n′+1)πT are the fermionic Matsubara frequencies for the
quark-quasiparticles. If it is necessary, we can rewrite the above expression
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by partial integration into
∆pM (T,A4) = −2T
∫
d3q
(2π)3
1
2πi
∫ ∞
0
dω
×[ω + 2
β
ln(1− eβω)] d
dω
ln
[F(ω + iϵ, q, A4)
F(ω − iϵ, q, A4)
]
. (B.4)
We now perform the sum over the fermionic Matsubara frequencies ϵn′
by contour integration:
F(ω, q, A4) = trc
∫
d3p
(2π)3
∫
C
dz
2πi
−1
eβz + 1
× 1[
(−(z + igA4)2 + E2p
] · [−(z + igA4 + ω)2 + E2p+q] ,
(B.5)
where the function −1/(eβz + 1) is chosen because it has poles at the
fermionic Matsubara frequencies on the imaginary axis. The minus sign
is necessary for ensuring the right sign of the residues at these poles. The
integration path is chosen in the same way as for the bosonic contour in-
tegration. We change the integration path again to the path enclosing the
real z-axis, and we perform the integral around the poles of the integrand
at the real values of z. The result can be written as a sum of two terms:
F(ω, q, A4) = Fscat(ω, q, A4) + Fpair(ω, q, A4). (B.6)
The first term is scattering term
Fscat(ω, q, A4) =
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep − Ep+q −
1
ω − Ep + Ep+q
)
×trc (f(Ep − igA4)− f(Ep+q − igA4)) ,
(B.7)
while the second term corresponds to pair creation and pair annihilation
Fpair(ω, q, A4) =
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep + Ep+q
− 1
ω − Ep − Ep+q
)
×trc (1− f(Ep − igA4)− f(Ep+q − igA4)) .
(B.8)
The external gauge field again appear in a phases factor in the quark dis-
tribution function as well as in the mean-field approximation. We therefore
replace these phase factors by the expectation values of the Polyakov loops,
and then we substitute them by statistical average as in Eq.(5.30):
F(ω, q) ≡ ⟨F(ω, q, A4)⟩ = Fscat(ω, q) + Fpair(ω, q), (B.9)
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where
Fscat(ω, q) = 3
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep − Ep+q −
1
ω − Ep + Ep+q
)
× (fΦ(Ep)− fΦ(Ep+q)) (B.10)
and
Fpair(ω, q) = 3
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep + Ep+q
− 1
ω − Ep − Ep+q
)
× (1− fΦ(Ep)− fΦ(Ep+q)) . (B.11)
We may interpret these correlation energies as the non-collective fluctuations
of the system carrying mesonic quantum numbers with quenched quark dis-
tributions.
In order to compute the correlation energy and the pressure, it is conve-
nient to decompose the function F(ω ± iϵ, q) into its real part F1(ω, q) and
its imaginary part F2(ω, q):
F(ω ± iϵ, q) = F1(ω, q)± iF2(ω, q) =
√
F1(ω, q)2 + F2(ω, q)2e±iφ(ω,q),
(B.12)
where the argument φ is given by
φ(ω, q) = tan−1
F2(ω, q)
F1(ω, q) . (B.13)
The real part and the imaginary part of the function F are further decom-
posed into two parts: the scattering term and the pair excitation term. The
two components of the real part are given by the principal part integrals:
Fscatt.,1(ω, q) = P
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep − Ep+q −
1
ω − Ep + Ep+q
)
× (fΦ(Ep)− fΦ(Ep+q))
(B.14)
and
Fpair,1(ω, q) = P
∫
d3p
(2π)3
1
2Ep2Ep+q
(
1
ω + Ep + Ep+q
− 1
ω − Ep −Ep+q
)
× (1− fΦ(Ep)− fΦ(Ep+q)) ,
(B.15)
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while the two components of the imaginary part contain the energy conserv-
ing δ-functions:
Fscatt.,2(ω, q) = −π
∫
d3p
(2π)3
1
2Ep2Ep+q
(fΦ(Ep)− fΦ(Ep+q))
× (δ(ω + Ep − Ep+q)− δ(ω − Ep +Ep+q))
(B.16)
Fpair,2(ω, q) = −π
∫
d3p
(2π)3
1
2Ep2Ep+q
(1− fΦ(Ep)− fΦ(Ep+q))
× (δ(ω + Ep + Ep+q)− δ(ω − Ep −Ep+q)) .
(B.17)
Similar functions have been computed for the vector channel in the NJL
model without the Polyakov loop [140] and for the finite temperature bosonic
system [141, 142]. It is obvious that the scattering term has a non-zero
imaginary part in the space-like energy-momentum region (q2 > ω2), while
the pair creation-annihilation term is non-zero only in the time-like region
(q2 < ω2). It is important to note that the non-collective mesonic correla-
tions arise only from the non-vanishing imaginary part of F(q,ω).
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Appendix C
Computation of Fscat(ω, q)
and Fpair(ω, q)
Here we present the computation of the phase space integral in the functions
Fscat(ω, q) and Fpair(ω, q). As we have seen in Appendix B, the function F
can be separated into a scattering term and a pair excitation term, and both
terms have a real part and an imaginary part. It is convenient to rewrite the
scattering term and the pair excitation term as functions of new variables
that will be introduced soon instead of Ep and Ep+q.
We first adopt the polar coordinate system, d3p = dpp2d cos θdφ, and
then change the variables (p, cos θ) to new variables (E, ε) defined by
E =
1
2
(Ep + Ep+q) (C.1)
and
ε = Ep+q − Ep. (C.2)
Note that 2E represents the energy absorbed by pair excitations, while ε is
the energy transferred by scatterings. The Jacobian of this transformation
is
∂(E, ε)
∂(p, cos θ)
=
p2q
EpEp+q
, (C.3)
so that the new integration measure absorbs the Lorentz factor EpEp+q:
d3p
EpEp+q
=
dpp2d cos θdφ
EpEp+q
=
1
q
dEdεdφ. (C.4)
Note that by construction
2Eε = E2p+q −E2p = 2pq cos θ + q2, (C.5)
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so that the domain of integration in the (E, ε) plane is constrained by the
condition
cos2 θ =
Eε− q22
pq
≤ 1. (C.6)
The relation,
p =
√
E2p −m2 =
√
(E − 1
2
ε)2 −m2 (C.7)
implies
E2ε2 ≤ q2
(
E2 +
1
4
ε2 −m2 − q
2
4
)
. (C.8)
The allowed region of integration in the (E, ε) plane is indicated by the grey
zone in Fig. C.1.
Figure C.1: The allowed region of integration in the (ε, E) plane is shown
by the gray area.
We can now rewrite Eq.(B.10) and Eq.(B.11) in simpler, physically more
transparent, forms. The scattering term Eq.(B.10) can be written as
Fscat(ω, q) = 12π
∫ q
−q
dε
(
1
ω − ε −
1
ω + ε
)
Nscat(ε), (C.9)
where
Nscat(ε, q) =
1
2πq
∫
E0
dE
(
fΦ(E − 12ε)− fΦ(E +
1
2
ε)
)
. (C.10)
This may be interpreted as the number of scattering states with the energy-
momentum transfer (ε, q). The lower boundary of the E-integration, E0, is
150
given from the constraint Eq.(C.8) as a function of (ε, q):
E0(ε, q) =
q
2
√
1 +
4m2
q2 − ε2 . (C.11)
If the condition ε≪ q is satisfied, the integration can be performed approx-
imately as
Nscat(ε, q) ≃ − 12π
ε
q
∫
E0
dE
dfΦ(E)
dE
=
1
2π
ε
q
fΦ(E0). (C.12)
Note that the number of scattering final states decreases exponentially for
large q.
Similarly, we can express the pair excitation term Eq.(B.11) as
Fpair(ω, q) = 12π
∫
E0
dE
(
1
ω − 2E −
1
ω + 2E
)
Npair(E, q), (C.13)
where
Npair(E, q) =
1
2πq
∫ ε+
ε−
dε
(
1− fΦ(E − 12ε)− fΦ(E +
1
2
ε)
)
. (C.14)
This may be interpreted as the number of pair excitation states with the
energy-momentum (2E, q). The boundary of the ε-integration is obtained
from Eq.(C.8) as a function of E and q:
ε±(E, q) = ±q
√
1− m
2
E2 − q2/4 . (C.15)
Since the value of ε is constrained by −q < ε < q, we can estimate the
integration approximately, and we find
Npair(E, q) ≃ 12πq (ε+ − ε−) (1− 2fΦ(E)) (C.16)
=
1
π
√
1− m
2
E2 − q2/4 (1− 2fΦ(E)) . (C.17)
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The functions Nscat(ε) and Npair(E) determine the imaginary part of
Fscat(ω+iϵ, q) and Fpair(ω+iϵ, q), respectively. Using the expression Eq.(C.9),
we find
Fscat,2(ω, q) = 12π
∫ q
−q
dε (−πδ(ω − ε) + πδ(ω + ε))Nscat(ε)
= −Nscat(ω), (C.18)
where we have used the fact that Nscat(ε) defined by Eq.(C.10) is an odd
function of ε when extended to negative values of ε. Similarly, from Eq.(C.13)
we obtain
Fpair,2(ω, q) = 12π
∫
E0
dE (−πδ(ω − 2E) + πδ(ω + 2E))Npair(E)
= −Npair(ω/2). (C.19)
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Appendix D
Separation of the collective
mesonic modes with finite
bare quark mass
In the case of a non-vanishing bare quark mass, collective meson modes are
also contained in Eq.(5.81), or in the pressure as a function of the gauge
field A4, i.e. before replacing A4 by the expectation value of the Polyakov
loop,
∆pM (T,A4) = −
∫
d3q
(2π)3
1
2πi
∫ ∞
0
dω
[
1 +
2
eβω − 1
]
×
{
3ln
[Mπ(ω + iϵ, q)
Mπ(ω − iϵ, q)
]
+ ln
[Mσ(ω + iϵ, q)
Mσ(ω − iϵ, q)
]}
(D.1)
together with the non-collective excitation modes. In this case, we can still
separate the contribution from the collective and the non-collective meson
modes.
We first note that for small, but finite ϵ, the real parts of the function
M(ω, q) for the pion and the sigma meson read,
M1π(ω, q) = (−ω2 + q2)F1(ω, q) +
m0
2GM0
(D.2)
M1σ(ω, q) = (−ω2 + q2 + 4M20 )F1(ω, q) +
m0
2GM0
, (D.3)
while their imaginary parts are
M2π(ω, q) = −2ωϵF1(ω, q) + (−ω2 + q2)F2(ω, q) (D.4)
M2σ(ω, q) = −2ωϵF1(ω, q) + (−ω2 + q2 + 4M20 )F2(ω, q). (D.5)
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The imaginary parts M2π/σ depend on both F1 and F2. In the kinematical
region where no individual excitation exists, we have F2(ω, q) = 0 and
M2π/σ(ω, q) = −2ωϵF1(ω, q). (D.6)
SinceM1π/σ = 0 at the meson poles, the argument ofMσ(ω+ iϵ, q) becomes
±π/2, depending only on the sign of F1(ω, q). In the limit ϵ→ 0, the poles
move to the real ω axis.
The locations of the meson poles in the (ω, q) plane are determined by
the conditions:
M1σ(ω, q) = (−ω2 + q2 + 4M20 )F1(ω, q) +
m0
2GM0
= 0 (D.7)
M1π(ω, q) = (−ω2 + q2)F1(ω, q) +
m0
2GM0
= 0 (D.8)
for the σ meson pole and the pion pole respectively. The bare quark mass
parameter m0 is determined so that it generates the physical mass of the
pions in the vacuum, hence it should satisfy near q = 0 the on-the-mass-shell
condition ω =
√
q2 +m2π. Therefore, we obtain
−m2πFvac(mπ, q) +
m0
2GM0
= 0, (D.9)
where Fvac(ω, q) is the vacuum piece of the function F(ω, q):
Fvac(ω, q) = −π
∫ Λ d3p
(2π)3
1
2Ep2Ep+q
. (D.10)
Subtracting Eq.(D.9) from Eq.(D.7) and Eq.(D.8), we obtain
Mσ(ω, q) = (−ω2 + q2 + 4M20 )F(ω, q) +m2πFvac(mπ, 0) (D.11)
and
Mπ(ω, q) = (−ω2 + q2)F(ω, q) +m2πFvac(mπ, 0). (D.12)
The contribution of these ”pole terms” to the ω-integral is essentially the
same as in the chiral limit, except that the masses of the mesons are shifted.
The contribution from the cuts comes from the non-vanishing imaginary
part of F(ω±iϵ, q), which generates the non-zero imaginary parts inMσ(ω±
iϵ, q) by
M2σ(ω, q) = (−ω2 + q2 + 4M20 )F2(ω, q) (D.13)
and
M2π(ω, q) = (−ω2 + q2)F2(ω, q), (D.14)
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while the real parts of Mπ/σ(ω± iϵ, q) remain non-zero on the cuts, so that
we have the phases
φπ(ω, q) = tan−1
M2π(ω, q)
M1π(ω, q)
= tan−1
⎛⎜⎜⎝ F2F1 + m02GM0 1q2 − ω2
⎞⎟⎟⎠
(D.15)
and
φσ(ω, q) = tan−1
M2σ(ω, q)
M1σ(ω, q)
= tan−1
⎛⎜⎜⎝ F2F1 + m02GM0 1q2 + 4M20 − ω2
⎞⎟⎟⎠ .
(D.16)
They are slightly shifted compared to their values in the chiral limit. These
phases may be interpreted as the phase-shift of the scatterings of a quark
oﬀ a quark or an anti-quark [143–145] . A constraint on the phase shift,
due to Levingson’s theorem, has been exploited recently for studying the
dissolution of the mesonic bound states in a model similar to ours [146] .
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Appendix E
Explicit form of F(ω, q) in the
three-flavour PNJL model
Here we show the explicit form of F(ω, q) for the pseudo-scalar mesons.
They can be written in terms of Fuu(ω, q), Fss(ω, q) and Fus(ω, q). Since
we assume SU(2) isospin symmetry, Fud = Fdd = Fuu. These functions
contain a scattering term and a pair excitation term, and both terms can
be written in terms of the modified quark distribution function fΦ.
Fuu(ω, q) = Fscatuu (ω, q) + Fpairuu (ω, q) (E.1)
=
∫
d3p
(2π)3
1
2Eu(p)2Eu(p+ q)
×
( 1
ω + Eu(p)− Eu(p+ q) −
1
ω − Eu(p) + Eu(p+ q)
)
× (fΦ(Eu(p))− fΦ(Eu(p+ q))) (E.2)
+
∫
d3p
(2π)3
1
2Eu(p)2Eu(p+ q)
×
( 1
ω + Eu(p) + Eu(p+ q)
− 1
ω − Eu(p)− Eu(p+ q)
)
× (1− fΦ(Eu(p))− fΦ(Eu(p+ q))) (E.3)
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Fss(ω, q) = Fscatss (ω, q) + Fpairss (ω, q) (E.4)
=
∫
d3p
(2π)3
1
2Es(p)2Es(p+ q)
×
( 1
ω + Es(p)− Es(p+ q) −
1
ω − Es(p) + Es(p+ q)
)
× (fΦ(Es(p))− fΦ(Es(p+ q))) (E.5)
+
∫
d3p
(2π)3
1
2Es(p)2Es(p+ q)
×
( 1
ω + Es(p) + Es(p+ q)
− 1
ω − Es(p)− Es(p+ q)
)
× (1− fΦ(Es(p))− fΦ(Es(p+ q))) (E.6)
Fus(ω, q) = Fscatus (ω, q) + Fpairus (ω, q) (E.7)
=
∫
d3p
(2π)3
1
2Eu(p)2Es(p+ q)
×
( 1
ω + Eu(p)− Es(p+ q) −
1
ω − Eu(p) + Es(p+ q)
)
× (fΦ(Eu(p))− fΦ(Es(p+ q))) (E.8)
+
∫
d3p
(2π)3
1
2Eu(p)2Es(p+ q)
×
( 1
ω + Eu(p) + Es(p+ q)
− 1
ω − Eu(p)−Es(p+ q)
)
× (1− fΦ(Eu(p))− fΦ(Es(p+ q))). (E.9)
Since the pions are written as collective modes of u-quark, Fπ is written
in terms only of Fuu;
Fπ(ω, q) = Fuu(ω, q). (E.10)
For kaons,
FK(ω, q) = Fus(ω, q) (E.11)
because they are collective modes of u-quarks and s-quarks. The η8 and η0
mesons contain both u¯u and s¯s, so that we have
Fη8(ω, q) = Fuu(ω, q) + 2Fss(ω, q) (E.12)
for the η8 meson, and
Fη0(ω, q) = 2Fuu(ω, q) + Fss(ω, q) (E.13)
for the η0 meson.
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Appendix F
Polarisations of mesons,
diquarks and baryons
F.1 Scalar meson polarisation
The integrand of the scalar meson polarisation given in Eq.(7.41) contains
the factor:
Tr [Si(ε+ ω, p+ q)Si(ε, p)]
=
Nσ[
(ε+ ω − µ+ iφiT )2 − E2p+q
] [
(ε− µ+ iφiT )2 − E2p
] ,
(F.1)
where the numerator is given by
Nσ = −Tr {[(ε+ ω − µ+ iφiT )γ0 + (p+ q) · γ +M0]
× [(ε− µ+ iφiT )γ0 + p · γ +M0]}
= −2{[(ε+ ω − µ+ iφi)2 − E2p+q]
+
[
(ε− µ+ iφiT )2 − E2p
]
+ (−ω2 + q2 + 4M20 )
}
. (F.2)
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Hence,
Πσ(q, n) = −γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i
Tr [Si(ε+ iωn, p+ q)Si(ε, p)] (F.3)
= −2γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i
[
1
(ε− µ+ iφiT )2 − E2p
+
1
(ε+ iωn − µ+ iφiT )2 − E2p+q
+
(ω2n + q2 + 4M20 )[
(ε+ iωn − µ+ iφiT )2 − E2p+q
]
× 1[
(ε− µ+ iφiT )2 − E2p
]] .
(F.4)
The contour integral of the first term picks up the residues of the poles at
ϵ = ±Ep + µ− iφiT , so that
−2γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
∑
i
1
(ε− µ+ iφiT )2 − E2p
= −γq
∫
d3p
(2π)3
1
Ep
∑
i
[f(Ep + µ− iφiT )
+f(−Ep + µ− iφiT )]
= −γq
∫
d3p
(2π)3
1
Ep
∑
i
[f(Ep + µ− iφiT )
+f(Ep − µ+ iφiT )− 1] , (F.5)
where we have used
f(−ϵ) = f(ϵ)− 1 (F.6)
for the fermionic distribution function for particles with a negative energy.
The integral of the second term in Eq.(F.4) picks up the residues of the poles
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at ϵ = ±Ep+q − iωn + µ− iφiT , so that
−2γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i
1
(ε+ iωn − µ+ iφiT )2 − E2p+q
= −γq
∫
d3p
(2π)3
1
Ep+q
∑
i
[f(Ep+q − iωn + µ− iφiT )
+ f(−Ep+q − iωn + µ− iφiT )]
= −γq
∫
d3p
(2π)3
1
Ep+q
∑
i
[f(Ep+q + µ− iφiT )
+ f(Ep+q − µ+ iφiT )− 1] , (F.7)
where we have used eiβωn = 1 for the bosonic Matsubara frequencies ωn =
2πnT in deriving the last equality. By making the shift of the momentum
integration variable p → p + q, this integral becomes identical to the first
one. Performing the statistical average over the gauge fields, they give a
tadpole term T , given by Eq.(7.45), which is independent from both ω and
q. This term is exactly the same as the integral that appears in the gap
equation for the constituent quark mass. Therefore, this can be rewritten
simply in terns of the eﬀective quark mass M0 and the four-point coupling
G,
T = − 1
2G
(
1− m0
M0
)
. (F.8)
The integration of the last dispersive term can be performed by per-
forming a similar change of variable and it gives the two dispersive terms,
the scattering term and the pair excitation term, with a quark distribution
function whose energy argument is shifted by the chemical potential and by
the background gauge field as ϵ→ ϵ−µ+iφiT for quarks or ϵ→ ϵ+µ−iφiT
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for antiquarks.
−γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i
1[
(ε+ iωn − µ+ iφiT )2 − E2p+q
]
× 1[
(ε− µ+ iφiT )2 − E2p
]]
= −γq
∫
d3p
(2π)3
∑
i
×
[
f(Ep+q + µ− iφiT )− f(−Ep+q + µ− iφiT )
2Ep+q
[
(Ep+q − iωn)2 −E2p
]
+
f(Ep − µ+ iφiT )− f(−Ep − µ+ iφiT )
2Ep
[
(Ep − iωn)2 − E2p+q
] ]
= −γq
∫
d3p
(2π)3
∑
i
×
[
f(Ep+q + µ− iφiT ) + f(Ep+q − µ+ iφiT )− 1
2Ep+q
[
(Ep+q − iωn)2 − E2p
]
+
f(Ep − µ+ iφiT ) + f(Ep + µ− iφiT )− 1
2Ep
[
(Ep − iωn)2 −E2p+q
] ] ,
(F.9)
where we have again used eiβωn = 1 and the relation Eq.(F.6).
After taking the statistical average over the background gauge fields, we
find the expression Eq.(7.44) for the Minkowski representation of the scalar
meson polarisation
Πσ(ω, q) = T + (ω2 − q2 − 4M2)F(ω, q), (F.10)
where
F(ω, q) = Fscatt(ω, q) + Fpair(ω, q). (F.11)
The two functions Fscatt and Fpair are given respectively by
Fscatt(ω, q) = γq
∫
d3p
(2π)3
[
fΦ(Ep − µ)− fΦ(Ep+q − µ)
2Ep 2Ep+q
+
fΦ(Ep + µ)− fΦ(Ep+q + µ)
2Ep 2Ep+q
]
×
(
1
ω + Ep − Ep+q −
1
ω − Ep +Ep+q
)
(F.12)
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and
Fpair(ω, q) = γq
∫
d3p
(2π)3
[
1− fΦ(Ep − µ)− fΦ(Ep+q − µ)
2Ep 2Ep+q
+
1− fΦ(Ep + µ)− fΦ(Ep+q + µ)
2Ep 2Ep+q
]
×
(
1
ω + Ep + Ep+q
− 1
ω − Ep −Ep+q
)
.
(F.13)
The function Fscatt(ω+ iδ, q) has a non-zero imaginary part in the space-like
region, namely ω2 < q2, corresponding to the scatterings of a quark and an
antiquark that carry the energy-momentum (ϵ,p) and (ϵ+ω,p+ q). While
the non-vanishing imaginary part of the function Fpair(ω+ iδ, q) appears in
the time-like region, namely ω2 > q2, corresponding to the pair excitations
of a quark and an antiquark carrying the energy-momentum (ϵ,p) and (ϵ+
ω,p+ q). We note that the gauge potential does not appears in the energy
denominator due to the cancellation of the two gauge potentials associated
to a quark-antiquark pair, reflecting the fact that the meson is colour singlet.
This is not the case for diquarks since they are not colour singlet.
F.2 Scalar diquark polarisation
The scalar diquark polarisation contains the factor:
Tr [iγ5Si(ε+ ω, p+ q)iγ5Sj(−ε,−p)]
=
Nij[
(ε+ ω − µ+ iφiT )2 − E2p+q
] [
(ε+ µ− iφjT )2 − E2p
] ,
(F.14)
where
Nij = −Tr {iγ5 [(ε+ ω − µ+ iφiT )γ0 + (p+ q) · γ +M ]
×iγ5 [(ε+ µ− iφjT )γ0 + p · γ −M ]}
= −2{[(ε+ ω − µ+ iφiT )2 −E2p+q]
+
[
(ε+ µ− iφjT )2 − E2p
]
+ (−ω′2 + q2 + 4M2)} (F.15)
with
ω′ = ω − 2µ+ iφiT + iφjT
= ω − 2µ− iφkT. (F.16)
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In this formula we have used the traceless condition for the background
gauge field which implies
∑
i φi = 0.
Inserting Eqs.(F.14)-(F.15) into Eq.(7.52) and performing the integral
over ε , we pick up the residues of the poles at ε = ±Ep+q − ω + µ − iφiT
and at ε = ±Ep − µ + iφjT . The first non-dispersive term is exactly the
same as in the scalar meson polarisation. In the derivation of the second
dispersive term, we encounter the computation of the following integral
−γq
∫
d3p
(2π)3
∫
C
dε
2πi
f(ε)
×
∑
i,j
ϵijk
1[
(ε+ iωn − µ+ iφiT )2 − E2p+q
]
× 1[
(ε+ µ− iφiT )2 − E2p
]]
= −γq
∫
d3p
(2π)3
∑
i,j
ϵijk
×
[
f(Ep+q + µ− iφiT )− f(−Ep+q + µ− iφiT )
2Ep+q
[
(Ep+q − iωn + 2µ+ iφkT )2 − E2p
]
+
f(Ep + µ− iφiT )− f(−Ep + µ− iφiT )
2Ep
[
(Ep − iωn + 2µ+ iφkT )2 −E2p+q
] ]
= −γq
∫
d3p
(2π)3
∑
i,j
×
[
f(Ep+q + µ− iφiT ) + f(Ep+q − µ+ iφiT )− 1
2Ep+q
[
(Ep+q − iωn + 2µ+ iφkT )2 − E2p
]
+
f(Ep − µ+ iφiT ) + f(Ep + µ− iφiT )− 1
2Ep
[
(Ep − iωn + 2µ+ iφk)2 − E2p+q
] ] ,
(F.17)
where we have used eβωn = 1 again for the bosonic Matsubara frequencies ωn
and the traceless condition φi + φj = −φk for the background gauge fields.
This integral is similar to the one encountered in the computation of the
scalar meson polarisation. The gauge potential dependence now appears not
only in the quark distribution function (as in the scalar meson polarisation)
but also in the energy denominator, reflecting the fact that the diquarks
carry a colour charge. If we replace the quark distribution function by its
statistical average over the external gauge potential while ignoring the gauge
field in the energy denominator, we find
Πk∆(ω, q) = T − (−ω′2 + q2 + 4M2)F∆(ω, q), (F.18)
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where
F∆(ω, q) = F(ω′, q) (F.19)
with ω′ given by Eq.(F.16). We note that the scattering term in F(ω′, q) is
now given by
Fscatt(ω′, q) = γq
∫
d3p
(2π)3
[
fΦ(Ep + µ)− fΦ(Ep+q − µ)
2Ep 2Ep+q
+
fΦ(Ep − µ)− fΦ(Ep+q + µ)
2Ep 2Ep+q
]
×
(
1
ω′ + Ep − Ep+q −
1
ω′ − Ep + Ep+q
)
,
(F.20)
which may be physically interpreted as a scattering of a quark quasiparticle
oﬀ an antiquark by an emission of a diquark whose energy is shifted by
−2µ− iφkT and vice versa. Similarly,
Fpair(ω′, q) = γq
∫
d3p
(2π)3
1
2Ep 2Ep+q
× [2− fΦ(Ep − µ)− fΦ(Ep+q − µ)
−fΦ(Ep + µ)− fΦ(Ep+q + µ)]
×
(
1
ω′ + Ep + Ep+q
− 1
ω′ − Ep − Ep+q
)
(F.21)
can be interpreted as the diquark polarisation from a pair of quark quasi-
particles.
In the vacuum, the scalar particle-antiparticle polarisation for the mesons
becomes identical to the particle-particle polarisation for the diquarks. This
is known as the Pauli-Gu¨rsey symmetry.
The replacement of ωn by ω′n brings two important diﬀerences. The
first one is that the quark chemical potential shifts the kinematics of the
non-vanishing imaginary parts in the absence of the external colour gauge
potential. For positive values of µ, the scattering term which is associated
with a transition of a thermally excited quark to an excited antiquark is
excluded from the space-like region for small value of the momentum q. The
other diﬀerence is that the threshold for quark pair excitations moves down
from the value of 2M0 to 2(M0 − µ) at small momentum q.
In the presence of the non-vanishing gauge potential A4, that adds imag-
inary parts to ω′, these dispersive terms acquire extra imaginary parts
i(φi + φj)T in the energy denominators as well as in the imaginary parts
in the quark distribution functions, and their physical eﬀects become more
complicated.
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The gauge potential dependence that appears in the quark distribution
functions is the same as the one encountered in the case of the meson po-
larisation. Taking a statistical average over the gauge fields, this gauge field
acts to suppress the thermal excitations of the quarks, replacing the quark
distribution function by fΦ. We will keep the gauge field dependence in
the energy denominator for later use to suppress the thermal excitations of
diquarks in the confining phase, by ignoring the correlations between the
gauge fields in the quark distribution functions and the gauge fields in the
energy denominator while taking the statistical average [147].
F.3 Baryon self-energy
The Fourier components of the baryon self-energy ΣB is given by
ΣB(P, ϵn) =
∑
l,m
∫
d3p
(2π)3
2HS(p, ϵm)
1− 2HΠ∆(P − p,ωl)δl+m,n,
(F.22)
where
S(p, ϵm) =
1
(iϵm − 2µ− iφiT )γ0 − p · γ −M0
=
−(iϵm − 2µ− iφiT )γ0 + p · γ −M0
(iϵm − 2µ− iφiT )2 − p2 −M20
(F.23)
with ϵm = (2m+ 1)πT the fermionic Matsubara frequencies, ωl = 2πlT the
bosonic Matsubara frequencies. In this equation, the Fourier components of
the diquark polarisation read
Π∆(P − p,ωl) = T +
[
(iωl − 2µ+ iφkT )2
−(P − p)2 −M20
]F∆(iωl, P − q),
(F.24)
where
F∆(iωl, P − q) = F(iωl − 2µ− iφkT, P − q). (F.25)
The Kronecker delta δl+m,n in Eq.(F.22), that reflects energy conservation,
originates from the integral over the imaginary time,
T
∫ β
0
dτeiτ(ωl+ϵm−ϵn) = δl+m,n,
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where we have used ωl = 2lπT , ϵm = (2m + 1)πT and ϵn = (2n + 1)πT .
Performing the sum over the fermion Matsubara frequencies ϵn by contour
integration, we obtain
ΣB(P, n) =
∫
C
dϵ
2πi
fF (ϵ)
∫
d3p
(2π)3
× 2HS(ϵ, p)
1− 2HΠ∆(iϵn − ϵ, P − p) .
(F.26)
The contour integral over ϵ picks up the residues from the energy denom-
inator in the quark Dirac propagator S(ϵ, p) at ϵ = ±Ep + µ + iφiT and
from the energy denominator 1− 2HΠ∆(ϵn− ϵ, P − p) for the propagator of
the scalar diquark. The latter contributions are better seen by rewriting the
integral with a change of integration variable from ϵ to ω = iϵn − ϵ, which
gives
ΣB(P, n) = −
∫
C
dω
2πi
fF (iϵn − ω)
∫
d3p
(2π)3
× 2HS(ϵn − ω, p)
1− 2HΠ∆(ω, P − p)
= −
∫
C
dω
2πi
(1 + fB(ω))
∫
d3p
(2π)3
× 2HS(ϵn − ω, p)
1− 2HΠ∆(ω, P − p) . (F.27)
Note that in this expression, the fermion distribution changes to a boson
distribution by
fF (ϵ) = 1 + fB(ω) (F.28)
due to the identity eiβϵn = −1 for a fermionic Matsubara frequency ϵn =
(2n + 1)πT with overall minus sign for integration. Therefore, the poles
from the quark propagator contribute to the baryon self-energy because of
the fermion distribution function, while the poles and cuts of the diquark
propagator contribute to it because of the boson distribution function as
they should.
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