The experiments aimed to compare data driven models for the valuation of residential premises were conducted using KEEL (Knowledge Extraction based on Evolutionary Learning) system. Twelve different regression algorithms were applied to an actual data set derived from the cadastral system and the registry of real estate transactions. The 10-fold cross validation and statistical tests were applied. The lowest values of MSE provided models constructed and optimized by means of support vector machine, artificial neural network, decision trees for regression and quadratic regression, however differences between them were not statistically significant. Worse performance revealed algorithms employing evolutionary fuzzy rule learning. The experiments confirmed the usefulness of KEEL as a powerful tool with its numerous evolutionary algorithms together with classical learning approaches to carry out laborious investigation on a practical problem in a relatively short time.
Introduction
The most popular approach to determining the market value of a property is sales comparison approach. Applying this approach it is necessary to have transaction prices of the properties sold which attributes are similar to the one being appraised. If good comparable transactions are available, then it is possible to obtain reliable estimates. Prior to the evaluation the appraiser must conduct a thorough study of the appraised property using available sources of information such as cadastral systems, transaction registers, performing market analyses, accomplishing on-site inspection. His estimations are usually subjective and are based on his experience and intuition. Automated valuation models (AVMs) are based on statistical models such as multiple regression analysis [24] , [31] , soft computing and geographic information systems (GIS) [34] . Many intelligent methods have been developed to support appraisers' works: neural networks [33] , fuzzy systems [4] , [13] , case-based reasoning [5] , [29] , data mining [27] and hybrid approaches [10] .
Several Mamdani and Takagi-Sugeno-Kang-type (TSK) fuzzy models to assist with real estate appraisal were developed and evaluated [17] , [18] by the authors so far. The experiments conducted using MATLAB software package were rather time consuming so that much effort was devoted to find more time effective solutions comprising testing the fuzzy models with reduced number of input variables, different parameters of the rule base, fuzzy membership functions as well as the evolutionary optimization process [17] , [18] , [21] , [22] , [28] . The goal of all fuzzy models was to predict the prices of land real estates.
In the paper an approach to use another tool for creating, learning, optimizing and evaluating various models ranging from soft computing ones to support vector machines and decision trees for regression, which is called KEEL (Knowledge Extraction based on Evolutionary Learning) is presented. KEEL contains several dozen of algorithms for data pre-processing, designing and conducting the experiments, data post-processing and evaluating and visualizing the results obtained, which have been bound into one flexible and user friendly system. KEEL has been developed in Java environment by a group of Spanish research centres and is available for free for non-commercial purposes (www.keel.es) [2] , [3] .
The data driven models considered in the paper are devoted to predict the prices of residential premises. The notion of residential premises means here a residential apartment, i.e. the room or set of rooms separated with the durable walls within the building dedicated to the permanent stay of people, which together with the auxiliary rooms serve the purpose of fulfilling their housing needs. Actual data used to generate and optimize models using KEEL came from the cadastral system and the registry of real estate transactions. Results of preliminary investigation of real estate appraisal models using KEEL were reported in [19] , [20] . This paper is arranged as follows. The next section introduces the concept of internet system assisting appraisers' work and describes data sets used in study. Section 3 characterizes KEEL: its main features and algorithms employed in experiments. In Section 4 the results of investigations conducted using KEEL are presented. Section 5 points out some conclusions and future work.
Cadastral systems as the source base for data driven model generation
The concept of an data driven models for premises valuation, presented in the paper, was developed basing on sales comparison method [16] . It was assumed that whole appraisal area, that means the area of a city or a district, is split into sections (e.g. clusters) of comparable property attributes. The architecture of the proposed system is shown in Fig.  1 . The appraiser accesses the system through the internet and chooses an appropriate section and input the values of the attributes of the premises being evaluated into the system, which calculates the output using a given model. The final result as a suggested value of the property is sent back to the appraiser.
Actual data used to create and learn models for premises valuation come from the cadastral system and the registry of real estate transactions. Due to the substantial dispersion in Poland, these systems are located in district local self-governments as well as in the municipalities of bigger towns, and there are above 400 such centres all over the country. The cadastral system called the land and buildings register comprises uniform for the country, set of information on the land, buildings and premises, their owners and other physical and legal persons using these lands, buildings and premises updated on the regular basis and created and kept according to the rules as stipulated under the act. The registry of real estate transactions called the real estate prices and value register comprises the register of the prices of the real estates as determined under the notary deeds and the value of the real estates as determined by the real estate valuators under the real estate valuation studies. Both above mentioned systems are not integrated in Poland yet and in consequence data of sales/purchase transactions used in the research reported in the paper and should have been extracted from these systems and combined with location data derived from the cadastral map.
From a rough data set containing above 32000 records referring to residential premises transactions accomplished in one big city within eight years form 1999 to 2006 were drawn out. Nine features were pointed out as main drivers of premises prices which may be derived from the data set available. These were the usable area of premises, number of rooms, floor, year of construction, number of storeys in a building, number of residential and non-residential premises in a building, geodetic coordinates Xc and Yc of a building. The latter should represent the location characteristics of the premises. In order to select final attributes the analysis of correlation was carried out. The attributes ranked according to correlation with prices were shown in Table 1 , where values normalized using min-max method were placed. The analysis revealed that the usable area and number of rooms were strongly correlated, the correlation coefficient was equal to 0.679. The same was with the attributes referring to a building, that is the correlation coefficient between the number of storeys and non-residential premises was 0.652 and between the number of storeys and residential premises was 0.518. So that the correlated attributes: the number of rooms in premises, the number of residential and non-residential premises in a building were discarded. Moreover the data set was cleaned by removing items with lacking or erroneous values of attributes and only the transactional records referring to residential premises sold at market prices were left. Thus the resulting set counted 5007 records. Preliminary research was conducted using KEEL and four data sets with different combinations of the attributes the most correlated with prices [19] . The experiments showed that the data set comprising four following attributes: area, storeys, floor and year (emphasized by boldface in Table 1 ) led to the best models. Moreover it turned out that the geodetic coordinates Xc and Yc of building rather had no positive impact on the performance of models obtained. So in the study reported in the article only this four attribute data set comprising 5007 transactional records was employed. It could not be directly applied to our investigations, because the prices of premises were changing substantially in the course of time. Therefore it was split into subsets covering individual years, and we might assume that within one year the prices of premises with similar attributes were roughly comparable. So we were forced to conduct each experiment for each year subset of data separately. The sizes of one-year data subsets are given in Table 2 . It is obvious that data derived from the cadastral system and the register of property values and prices can cover only some part of potential price drivers. Physical condition of the premises and their building, their equipment and facilities, the neighbourhood of the building, the location in a given part of a city should also be taken into account, moreover overall subjective assessment after inspection in site should be done. Therefore we intended to study to what extent the data obtained from public registers could be helpful to obtain even initial valuation of real estate.
KEEL as the tool for data driven model exploration
KEEL is a non-commercial Java software tool [2] , [3] designed to assess evolutionary algorithms for data mining problems. It enables to solve regression, classification, clustering, pattern mining problems. Genetic fuzzy algorithms based on different approaches such as Pittsburgh, Michigan, IRL, GCCL are encapsulated into one system. KEEL is designed for different users with different expectations and provides three main functionalities:
 Data Management, which is used to set up new data, import, export data in other formats to the KEEL format, data edition and visualization, apply new transformations and partitioning data etc.,  Experiments, which is used to design and evaluate experiment with use of selected data and provided parameters,  Educational, which is used to design experiment and run it step-by-step in order to display learning process. Main KEEL features are following:
 It presents algorithms in predicting models, pre-processing and post-processing.  It offers pre-processing algorithms such like data transformation, discretization, instance selection, feature selection, missing values supplement.  Post-processing algorithms can be used to refine the results obtained by knowledge extraction algorithms and they ensure membership function tuning, fuzzy rule weighing and selection.  It contains a Knowledge Extraction Algorithms Library with the incorporation of multiple evolutionary learning algorithms, together with classical learning approaches.  It also contains a statistical library to analyze and compare the results of the algorithms.  Moreover it provides on-line experimentation for educational purposes and off-line experimentation for research purposes.  User-friendly graphical interface enables the researchers to design experiments by joining individual functions and components into whole processes.  The great advantage of KEEL is the possibility to create different experimental sets of data automatically and to perform cross validation of learned models within the same process, what substantially decreases time needed to prepare and accomplish investigations and allows to avoid or diminish the threat of model overfitting. Following KEEL algorithms for building, learning and tuning fuzzy models were employed to carry out the experiments.
Regr-COR_GA. The cooperative rules methodology is an approach to generation simple, accurate linguistic fuzzy rules [9] . It is an improvement for the ad hoc data-driven methods. Instead of choosing the consequents with highest performance in current subspaces this methodology investigates other consequents, which will effectively cooperate in KB, to be chosen.
Regr-Fuzzy-P_FCS1. This method, based on Pittsburgh model, is an approach to genetics-based reinforcement learning of fuzzy controllers [8] . Genetic operations are performed at the level of the complete fuzzy rule-set. Genetic algorithm, which includes rule base and fuzzy membership functions (encoded with real numbers) optimization, is the tool/mechanism used.
Regr-Fuzzy-WM. The aim of approach is to provide a common fuzzy rule base from fuzzy rules which are generated from the data pairs (examples) and the linguistic fuzzy rules [32] . Rules are determined by choosing rule with the highest degree from each group established according to their antecedents.
Post-G-G-Tuning-FRBSs. Dealing with linguistic variables post-processing method adapts Data Base of a Mamdani Fuzzy Rule-Based System (FRBS) with use of genetic algorithm [11] .
Post-G-S-Weight-FRBS. Based on the Post-G-T-Weights-FRBSs and Post-G-S-Weight-FRBS method combines both of them in order to create linguistic models [1] .
MLPerceptronConj-Grad. Proposed by Moller [23] conjugate gradient based algorithm is an approach for supervised learning of the neural nets avoiding a time consuming line-search. Algorithm is performed on networks consisting of multiple layers, usually interconnected in a feed-forward way, where each neuron on layer has directed connections to the neurons of the subsequent layer. Such approach performs faster than other second order algorithms and provides better results than other algorithm such like standard back-propagation method.
Regr-RBFN. Radial Basis Functions Networks is a type of neural network, in which activation functions are represented as radial basis functions. Typical RBFN consists of three layers: input layer, hidden layer containing a non-linear RBF activation function and output layer. The common used RBF function is the Gaussian Radial Basis function [7] .
Regr-EPSILON_SVR. The SVM (Support Vector Machine) model uses the sequential minimal optimization training algorithm. It treats given problem in terms of solving a quadratic optimization problem. It constructs support vectors in high-dimensional feature space. Then, hyperplane with the maximal margin is constructed. Kernel function is used to transform the data, which augments the dimensionality of the data. This augmentation triggers/brings out that the data can be separated with an hyperplane with much higher probability, and establish a minimum prediction probability error measure. SVM for regression problems is an extension of the traditional SVM and it aims to build a loss function. In the case when the difference between actual and predicted value is less than a threshold ε, then the regression function is not considered to be in error [12] .
Regr-NU_SVR. The SVM (Support Vector Machine) model also uses the sequential minimal optimization training algorithm and treats a given problem in terms of solving a quadratic optimization problem. The NU-SVR, called also v-SVM, for regression problems is an extension of the traditional SVM and it aims to build a loss function. In the classification approach a parameter v is used to control the number of support vectors. In regression approach v replaces parameter  of Epsilon-SVR. The decision function is the same as that of Epsilon-SVR [12] .
Regr-LinearLMS. Linear regression method is a standard statistical approach to build a linear model predicting a value of the variable while knowing the values of the other variables. It uses least mean square in order to adjust the parameters of the linear model/function [26] .
Regr-PolQuadraticLMS. Quadratic regression is a standard statistical approach to build a quadratic model predicting a value of the variable while knowing the values of the other variables. It uses least mean square in order to adjust the parameters of the quadratic model/function [26] .
Regr-M5. The M5 model tree is a system solving regression problems. It is based on decision tree approach which can learn efficiently being capable to solve tasks with high dimensionality. As it is in decision trees, it builds tree based model, however instead of having values at their nodes it contains multivariate linear regression models at each node. The input space is divided into cells based on the training data and their outcomes, then on each cell it is built regression model, which is reflected as a leaf in the tree. Algorithm chooses the best, the one that maximizes the expected error reduction, splits from the whole set of produced trees. The tree built normally is very complex and needs to be pruned in order to gain some reduction. Then, the smoothing operation is performed in order to present the predicted values at the nodes among the path between root and that leaf. The main advantage of M5 approach over traditional regression trees is that model trees are much smaller than regression trees [25] .
Regr-CART. The CART tree is a method of generating classification or regression trees. It is based on binary recursive partitioning. At each node, which represents a group-subsets of the training data, there is applied binary rule which produces two branches. Such process, which divides input spaces into regions, is repeated till the given threshold is reached or when the algorithm finds out that no further gain is made. Instead of choosing standard deviation as the foundation of calculating the greatest expected reduction, as it is done in M5 approach, either variance or absolute deviation is taken [6] .
Results of the investigation using KEEL
The main goal of our study was to compare twelve algorithms for regression, devoted to create and learn data driven models. The algorithms we employed are listed in Table 3 . We divided them in six groups for two methods: evolutionary fuzzy rule learning which we denoted FRL, the Wang-Mendel algorithm for fuzzy rule learning tuned by means of evolutionary post-processing algorithms (WMP), artificial neural networks (ANN), support vector machines (SVM), statistical regression models (SRM), and decision trees for regression (DTR). Our study consisted of two stages: an initial selection one and the final comparison one. The first one aimed at choosing one algorithm from each group, which produces the best regression model. The second one, in turn, consisted in comparing these six selected algorithms in a round-robin manner. All the experiments were run for all one-year subsets of data using 10-fold cross validation. In order to obtain comparable results, the normalization of data was performed using the min-max approach. As fitness function the mean square error (MSE) implemented in KEEL was applied. Three statistical tests were included into the experiments, namely, the Shapiro-Wilk test to check the normality of the output produced by individual methods, the parametric t-test which results are interpretable provided the compared data are normally distributed, and finally the non-parametric Wilcoxon signed-rank test, which does not require any assumption of normality.
Initial selection of regression algorithms
Six series of similar experiments were conducted in order to select for one the best algorithm from FRL, WMP, ANN, SVM, SRM, and DTR groups. KEEL graph of the experiment designed for the ANN algorithm selection is shown in Fig. 2 . The values of MSE obtained for test files of 10-fold cross validation for individual groups of algorithms are given in Fig. 3-8 .. The results of statistical tests are placed in Tables 4-9 , where N denotes that there is no evidence against the H0 hypothesis and Y that there is evidence against the H0 hypothesis. The SVM1, DTR2 algorithms provided significant lower values of MSE comparing to their group opponents, and this was proved by statistical tests. The values of MSE achieved by the models produced by FRL1, WMP1, and ANN1 algorithms were lower for all one-year data sets, but in some cases there were no evidence against H0. In turn, statistical regression SRM2 algorithm revealed only slightly better performance, but for almost all data sets there were no evidence against H0. Thus the final choice was somewhat arbitrary. We selected FRL1, ANN1, WMP1 and SRM2 to final round-robin comparison taking into account the lower median of MSE.
Final round-robin comparison
Second series of experiments aimed at the final comparison of the best algorithms, selected from six groups, in a round-robin way. Fifteen runs of Keel experiments were accomplished altogether, using for each pair of algorithms the same 10cv partition into training and test files. The graph of the experiment designed for this series of experiments is depicted in Fig. 9 . In order to assure clarity in further considerations, tables and figures we designated the selected algorithms as FRL, WMP, ANN, SVM, SRM, and DTR. The aggregate results of performance for all pairs of algorithms and for eight one-year data sets are presented in Tables 10-13 , where minimal, maximal values of MSE, median and average for individual algorithms were placed in table rows. The column denotations indicate with which algorithm in a pair a given result was obtained. The best results, in terms of median, average and minimal value of MSE, were obtained by SVM1 algorithm (see Table 10 , 12, 13), however the statistical tests did not confirm significant better performance over the ANN1, SRM2, DTR2 algorithms (see Table 14 -16) in the most cases. Moreover, there was not notified significant better performance between those algorithms. On the other hand, the worst results were provided by the FRL1 and WMP1 algorithms (see Table 10 -13). Furthermore, statistical tests did not confirm the significantly better performance between these two algorithms. However, FRL1 and WMP1 were pointed out by the statistical tests as the ones which perform worst in the most cases.
In order to be able to make additional analysis we gathered the values of MSE achieved for all 5 runs of each algorithm, for individual folds of 10cv, and one-year data sets. Altogether for each algorithm we obtained 400 MSE values. Descriptive statistics of so prepared data is placed in Table17, where 25% Q1 denotes first quartile (lower quartile), 75%Q3 designates third quartile (upper quartile) and 25%-75% IQR means interquartile range. The box-and-whisker plots are shown in Fig. 10 . The graphical illustration in Fig. 10 confirms our earlier observations, i. e. the lowest median of MSE is provided by the model obtained using SVM algorithm, however all four algorithms SVM, ANN, SRM and DTR are comparable with respect to MSE. Only FRL and WMP algorithms present significantly worse performance. Our experimentation lasted roughly 2 weeks and comprised 21 runs of algorithm pairs using KEEL. The shortest one took approximately 2 minutes for following pairs of algorithms SRM-DTR, SVM-DTR, SRM-SVM and the longest one 18 hours FRL-WMP. All results were gained using PC computers with processors Intel Pentium, and windows XP operating systems.
Conclusions and future work
The main goal of investigation reported in the paper was to assess the usefulness of knowledge extraction system KEEL to build and evaluate data driven models for the valuation of residential premises. Twelve different regression algorithms in six groups: evolutionary fuzzy rule learning, the Wang-Mendel algorithm tuned by means of evolutionary post-processing algorithms, artificial neural networks, support vector machines, statistical regression models, and decision trees for regression were explored. An actual data set derived from the cadastral system and the registry of real estate transactions and divided into eight one-year subsets was the basis of the experiments. The normalization of data was accomplished with the min-max method. Altogether 21 KEEL runs for pairs of algorithms using 10-fold cross validation were made. As fitness function the mean square error implemented in KEEL was applied. Three statistical tests were included into the experiments, namely, the Shapiro-Wilk test to check the normality of the output produced by individual methods, the parametric t-test which results are interpretable provided the compared data are normally distributed, and finally the non-parametric Wilcoxon signed-rank test, which does not require any assumption of normality.
The lowest values of MSE provided models constructed and optimized by means of support vector machine, artificial neural network, decision trees for regression and quadratic regression, however differences between them were not statistically significant. The significantly worst performance revealed algorithms employing evolutionary fuzzy rule learning. The shortest processing times were achieved in the case of support vector machines, decision trees for regression and quadratic regression algorithms.
The experiments reported in this paper provided valuable information to assess KEEL as experimentation tool. The usefulness of KEEL to carry out study upon the regression algorithms do build data driven models to assist with real estate appraisals was confirmed. KEEL proved to be a convenient tool for conducting repeatable tests to compare different learning methods on various sets of data. The auxiliary procedures of data preparation, tuning the obtained models, statistical analysis of results allow conducting the laborious and tedious investigation in a relatively short time. KEEL provides transparent GUI (Graphical User Interface), which enables ease of usage and fast preparation of the experimentation. Moreover, the division into the pre-processing and post-processing models results with transparency of the experiments and higher readability.
Though the system performs very well, it contains a significant drawback, a lack of code manipulation. Therefore, KEEL must be excluded from the competition of dominance with system such like MATLAB so far. However, the new version of KEEL is declared to patch up this defect. Furthermore, we discovered some tiny failures. These defects are not significant concerning the assessment of the tool, however its authors should take care of that. It should be mentioned that we did not explore all possibilities available in KEEL, we primarily focused on data management and regression experiments.
Data of premises sales/purchase transactions used in the experiments were derived from the cadastral system and the registry of real estate values and prices were relatively easy to acquire even without the participation of humans. However the data were incomplete in terms of necessary and sufficient price drivers. So that such lack of data could be treated as some kind of noise which decreases the accuracy of models extracted. Therefore we intend to test data obtained from public registers and then supplemented by experts conducting on-site inspections and evaluating more aspects of properties being appraised. Moreover further investigations of multiple models comprising ensembles of evolutionary fuzzy models using bagging and boosting techniques are planned.
