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Chapter 1
Introduction
Nowadays, the huge amount of information available may easily overwhelm users
when they need to take a decision that involves choosing among several options. On
the one hand, it is necessary to identify which items are relevant for the user at a
particular moment and place. On the other hand, some mechanism would be needed
to rank the different alternatives. Recommendation Systems (RS) [RV97, RRSK11,
LMY+12, BOHG13, LRU14], that offer relevant items to the users, have been pro-
posed as a solution to these problems. The main goal of these systems is to rec-
ommend certain items based on user preferences. The use of RS has increased in
different application scenarios [LWM+15]. For example, they have been proposed for
the recommendation of books, music, movies, news, friends in social networks, and
even traffic signal timings [ZGWW17]. Netflix [HR97, Ama13, GUH16, Aro16], Ama-
zon [Bez94, LSY03, Aro16, SL17], MovieLens [Gro96], TripAdvisor [KS+00, WCN12]
and IMDb [Jay90] are examples of popular recommendation applications that cur-
rently play an important role in the Internet.
Most RS operate in a two-dimensional (2D) User × Item space. However, con-
sidering only information about the users and items is not enough in applications
such as the recommendation of vacation packages, where the recommendation system
should be able to suggest places appropriate, for example, for the summer or winter
season. In this case, it is important not only to determine which items should be
recommended, but also when these recommendations should be provided and how to
combine them in a ranked list. Therefore, additional contextual information (e.g.,
season, time, weather, location, etc.) should be considered in the recommendation
process.
Examples like the one above have motivated research on Context-Aware Recom-
mendation Systems (CARS) [ASST05, AT11], which additionally consider contextual
information related to the collected preferences (User×Item×Context space). Thus,
CARS can discriminate the interest of users about particular items in several situa-
tions.
Moreover, the context of a user in a mobile computing scenario is highly dynamic
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(e.g., the location of the user usually changes constantly). Therefore, recommendation
algorithms should be able to effectively and efficiently exploit the dynamic context
of the user in order to offer her/him suitable recommendations and keep them up-to-
date.
The research area of this thesis belongs to the fields of context-aware recommen-
dation systems and mobile computing. We focus on the following scientific problem:
how could we facilitate the development of context-aware recommendation systems in
mobile environments to provide users with relevant recommendations? This work is
motivated by the lack of generic and flexible context-aware recommendation frame-
works that consider aspects related to mobile users and mobile computing. We at-
tempt to make a step forward in that direction and encourage further research in this
area.
In order to solve the identified problem, we pursue the following general goal: the
design and implementation of a context-aware recommendation framework for mobile
computing environments that facilitates the development of context-aware recommen-
dation applications for mobile users. In this thesis, we contribute to bridge the gap
not only between recommendation systems and context-aware computing, but also
between CARS and mobile computing.
In order to guide the research, we focus on four main aspects, which are summa-
rized below:
1. What is the technological background related to context-aware recommendations
in mobile environments?
2. How could we develop data management techniques that enable the deployment
of a context-aware recommendation system for mobile environments?
3. How could we determine the potential interest of these types of context-aware
mobile recommendations?
4. How could we evaluate the architecture proposed for the validation of the results
in several application domains?
Throughout the thesis, we will try to answer each of the previous scientific ques-
tions. For that purpose, we propose a specific framework called MOONRISE (MObile
cONtext-aware RecommendatIon SystEm). It is a generic and flexible context-aware
recommendation architecture that aims to facilitate the development of context-aware
recommendation systems in mobile computing environments. In order to improve the
accuracy of the recommendations and to solve the cold start and sparse data problem,
the architecture allows the hybridization of several strategies for recommendation
(e.g., content-based filtering and collaborative filtering), as well as the possibility to
exploit data available outside the local knowledge base obtained through a mobile
peer-to-peer (P2P) network to obtain missing useful information. In addition, the
architecture accommodates different context-aware recommendation paradigms (pre-
filtering, post-filtering, and contextual modeling). Both pull-based recommendations
(reactive recommendations, obtained as an answer to a query submitted by the user
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and evaluated by the system as a continuous query) and push-based recommendations
(proactive recommendations, received without explicit requests from the user) are
supported. In both cases, appropriate recommendations are provided to the user by
taking into account (static and dynamic) contextual information in real-time.
In this chapter, we firstly summarize the technological context necessary to facil-
itate the understanding of the problem of context-aware recommendations in mobile
environments. Secondly, we present the motivation of our thesis. Thirdly, we provide
a general overview of the main contributions presented in this thesis. Finally, we
describe the structure of the thesis.
1.1 Context of the Thesis
The research context of this thesis is centered on context-aware recommendation
systems and mobile computing. Specifically, we focus on the existing gap between
context-aware recommendation systems and mobile computing.
1.1.1 Mobile Computing
Mobile computing provides flexible communication between people, as well as contin-
uous access to data and network services anywhere and at anytime. In this context,
the users with portable devices have access to a shared infrastructure independent of
their physical location. The main characteristics and challenges of mobile computing
can be summarized as follows: [FZ94, Sat96, Sat10]:
• Wireless communication. Mobile devices require wireless network access, which
are subject to some limitations, such as more frequent disconnections, lower
bandwidth, greater variation in the available bandwidth, greater network het-
erogeneity, and increased security problems.
• Mobility. Mobile devices are able to change their location while they are con-
nected to the network. This generates several problems. For example, the
network addresses change dynamically and the current location may affect the
relevance of data as well as the appropriate answers to user queries and data
needs.
• Portability. Mobile devices are portable. The convenience of using portable
devices introduces limitations, such as low power, more risk of data loss, small
user interfaces, and small storage capacity.
In recent years, there has been a great interest in mobile computing research, in-
spired by the increased use of mobile devices [Sat01, EW17]. The rapid progress of
mobile computing is continuous regarding the development of technologies in industry
and commerce. Some key hot trends are the development of mobile P2P architec-
tures [IDTL15], Location-Based Services (LBS) [IIMS11, YMII14], and Intelligent
Transportation Systems (ITS) [IWD14], among others.
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In order to contribute to the improvement of potential performance problems (e.g.,
reduced battery life, storage capacity, and bandwidth) in mobile computing, Mobile
Cloud Computing (MCC) [DLNW13, MAV17] has emerged as a potential technology
for the development of mobile services. It integrates the concept of cloud computing
into the mobile environment and refers to an infrastructure where both the data
storage and data processing happen outside the mobile device [YD16]. MCC provides
on-demand resources, simplifies the use of hardware, and eliminates some technical
barriers related to the mobile devices’ performance. However, moving data from and
into the cloud is not easy, especially when high bandwidth is required and applications
need fast real-time responses.
Rapid advances of communication technologies and mobile devices have led to
the emergence of new computing paradigms that alleviate the disadvantages of cloud
computing, such as unpredictable latency, bandwidth bottlenecks, lack of mobility
support, and location awareness, among other [HNYL17]. This new trend is an
extension of cloud computing and it is called fog computing, also known as Mo-
bile Edge Computing (MEC), which brings running applications and related pro-
cessing tasks closer to the mobile users, in such a way that the network conges-
tion is reduced and the applications perform better [AA16, MYZ+17]. Fog com-
puting positively influences domains such as mobile computing, Internet of Things
(IoT) [AIM10, GBMP13, WF15], and big data analytics, that could help in reducing
latency, increasing throughput, consolidating resources, saving energy, and enhancing
security and privacy [HNYL17, YvLJ+17, IPCF17, AAHC17, WYG+17].
The integration of mobile computing with CARS is of great importance for this
thesis. It would facilitate the exploitation of the dynamic contextual information of
mobile users (or items) in real-time to provide recommendations of high quality in
specific situations.
1.1.2 Context-Aware Recommendation Systems (CARS) in
Mobile Environments
Recommendation Systems can be described as an information filtering technology
that suggests information (or items) to the user, taking into account her/his tastes.
Generally, these systems are classified into collaborative filtering and content-based
filtering [AT05]. In order to identify the useful items for the user, a recommendation
system must be able to estimate the utility (or rating) of each of them, and then decide
which items to recommend based on this estimation. For example, a recommendation
system for restaurants can be implemented by a classifier [KZP07], which estimates
one of five classes (ratings in the scale of one to five) for each item not seen by the
current user, based on a number of features that describe it [RRSK11]. The resulting
items to recommend can be the K items with the best prediction or those with a
predicted rating above a predefined threshold.
Traditional recommendation systems deal with applications having only two di-
mensions, users and items (User × Item), and do not consider contextual informa-
tion (e.g., time of the day, company of other people, day of the week, etc.) dur-
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ing the recommendation process. However, recent approaches have highlighted the
importance of considering the context of the situation in which the recommenda-
tion process takes place, in order to offer more relevant and precise recommenda-
tions [AT11]. As a consequence, the integration of recommendation systems and
context-aware computing have given rise to the so-called context-aware recommenda-
tion systems [ASST05, AT08, AMRT11].
Context-aware recommendation systems are traditionally classified in the following
paradigms [AT11]: pre-filtering, where the contextual information is used to filter the
data set before applying traditional recommendation algorithms; post-filtering, where
the ratings are predicted using a conventional 2D recommendation system, taking
all the input data available into account, and then the resulting set of recommen-
dations is adjusted (contextualized) for each user by using contextual information;
and contextual modeling, which uses the context information directly in the modeling
technique as part of the estimation of ratings.
Most existing research in the field of CARS considers only static context infor-
mation [AT11, KLK16], despite the fact that exploiting dynamic context information
would be very helpful in mobile computing scenarios. This implies that the recommen-
dations produced by the system are static. Even if the user’s dynamic environment
(e.g., the user’s location) changes, the data provided to the user are not updated
based on the changes generated in the user’s dynamic context. Instead, during the
recommendation process, only the static context (i.e., context attributes that do not
change frequently, such as the information previously entered by the user into the
system about her/his age, job, etc.) is taken into account.
Research on context-aware recommendation systems and research on mobile com-
puting often progress independently, with little synergies between them. Hence, a
current challenge is the integration of CARS with mobile computing. The emergence
of new context-aware recommendation approaches that consider the peculiarities of
mobile environments is key to obtain recommendations of high quality. Indeed, the
main goal of context-aware mobile recommendations is to suggest the right items (or
services) to mobile users anywhere and at anytime, being the contextual information
a key element to determine their relevance.
1.2 Motivation
Nowadays, the interest in context-aware recommendation systems has grown due to
the need to recommend items where the contextual information is relevant. Moreover,
the emergence of mobile computing has opened new possibilities in the field of CARS.
For example, traditional RS are typically accessed from a website or desktop applica-
tion at home, but in recent years, mobile computing has facilitated the development of
CARS for mobile devices. Sometimes people want to receive recommendations at any
time, no matter where they are. In addition, the context often is location-dependent
and sensors (e.g., the Global Positioning System –GPS– receiver and accelerometer)
embedded in mobile devices can be exploited to access this type of information, while
on a computer at home the location will not change.
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However, CARS is still an emerging and underexplored field [RRSK11]. Indeed,
Adomavicius and Jannach claimed recently that there is still much research needed in
the field of CARS [AJ14]. According to their study, the main research issues studied
so far are related to the problem of understanding and representing the context in rec-
ommendation systems, the development of different recommendation algorithms that
include contextual information, and the evaluation of context-aware recommendation
paradigms [PTG14b]. Despite these efforts, the design of flexible and generic archi-
tectures and frameworks to support an easy development of CARS has been relatively
unexplored. Particularly, in mobile environments, where the user is moving and the
context is highly dynamic, aspects related to mobile users and mobile computing are
usually ignored in the field of CARS. Among others, we would like to highlight the
following problems identified, that motivated our research:
• Centralized architecture. One common feature of CARS is that they follow a
centralized (client-server) topology [BBC+08, LCVA12, BHD13, CMVGRG+15,
PGPS16, LT16]. The main limitations of this architecture are related to the bot-
tleneck generated in the server, which must be always running and accessible
by the clients during the recommendation process. Recently, a few attempts to
develop decentralized CARS have been performed [YYN10, YYN12]. This has
been demonstrated by an increasing attention to P2P systems, which are char-
acterized by a cost reduction, improved scalability, reliability and robustness,
dynamism, and high levels of anonymity and privacy [Ric10].
• Specific scenarios. Most proposed approaches are designed and built for specific
scenarios of CARS, such as tourism [SPK04, GLX+11, MLCM13, GKMP14,
BRLW15, CPGPSM16], news [SJM14, PCV+16], movies [ONM+12, CFTCD13,
CMVGRG+15], music [BKL+11, WRW12, BDH13, BHD13], etc. They are
ad hoc solutions, which limits the extensibility of CARS to other application
domains.
• Static context. Most CARS consider a static representation of context [AT11,
KLK16]. However, in mobile environments, where the context can change very
quickly due to the mobility of the users and/or items involved, context-aware
recommendation systems should be able to update continuously (e.g., at a
certain refreshment frequency) the context information and the recommended
items, until the recommendation process is explicitly canceled by the user.
• Explicit recommendations. CARS are focused on providing items based on
an explicit user query [CMBMRL+11, HMB13, BER14]. In a mobile envi-
ronment, due to the limitations of mobile devices, entering a query manu-
ally may be inconvenient. Thus, in the last years, a key challenge is to rec-
ommend proactively relevant items without explicit requests from the mobile
users [WHBGV11, VWB11, GBAH12, TZAQL12, GWH13, BRLW15, ABF16].
For this, context-aware recommendation systems should be able to automati-
cally react to the user’s contextual conditions in real time. For example, if the
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current situation of the user is appropriate, then the system should recommend
items of interest without the need of an explicit query.
In this thesis, we attempt to overcome the current deficiencies of CARS, and bridge
the existing gap between CARS and mobile computing.
1.3 Overview of the Work
Our main contribution is a study of context-aware recommendation systems for mo-
bile computing environments. First, we have proposed a generic and flexible archi-
tecture that supports context-aware recommendations in mobile environments over a
distributed infrastructure of local databases, which are located on user’s mobile de-
vices and that contain information about items rated by users in specific contexts. In
this distributed architecture, every mobile device acts as an independent node, which
communicates with others to exchange information under specific conditions, using
mobile P2P networks to facilitate the enrichment of the local databases of mobile
users in a cost-effective way.
The proposed architecture supports pull-based context-aware recommendations,
which are reactive recommendations obtained as an answer to a query submitted
by the user. Besides, it provides push-based context-aware recommendations, where
recommendations are automatically delivered to the user without explicit requests
from her/him, when the current context is appropriate for it. In order to bridge the
existing gap between context-aware recommendations and mobile computing, both
recommendation approaches continuously re-evaluate the list of recommended items
and automatically update the context information (e.g., using sensors of different
types). The architecture is able to exploit not only static but also dynamic con-
text information in mobile environments. Besides, no assumption is made about the
movements of the objects involved in the recommendation process (users and items),
that can be moving through predefined paths or freely in the open space. During the
design of the architecture, we consider the peculiarities and generalities of different
scenarios of CARS proposed in the literature, in order to obtain a framework that is
sufficiently generic and flexible.
Furthermore, motivated by the lack of datasets available for the evaluation of
CARS, we also developed a synthetic data generator for CARS, called DataGen-
CARS. It is generic and allows flexible configurations to set up any type of realistic
recommendation scenario, as well as the generation of coherent data about users,
items, contexts, and ratings. Our experiments show the interest of a tool like this
one, given the scarce availability of rich context-enhanced datasets that can be used
for context-aware recommendation evaluation purposes.
Finally, we have performed a set of experiments that, among other aspects, show
the benefits of incorporating context information in a recommendation process and
the feasibility of using a mobile P2P architecture for context-aware recommendation
systems. Due to the difficulty of evaluating context-aware dynamic recommendation
approaches in a real-world environment, we also developed an application for the
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simulation and evaluation of a recommendation scenario for mobile users. For this
purpose, we considered a specific use case: museum guidance, where visitors want
to appreciate a large number of works of art of interest in a limited time, in order
to maximize the profit of their visiting time to the museum. The proposed recom-
mendation system, in addition to continuously suggest relevant items to the mobile
user, is able to sort the suggested items according to the interest, current context,
and trajectory of the user. Besides, it supports mobile P2P ad hoc communications
in order to disseminate, in an opportunistic way, information about ratings stored in
the mobile devices of the users. The use case scenario is built from both real data and
synthetic data created by using DataGenCARS. The application makes it possible to
evaluate context-aware dynamic recommendation scenarios easily and at a minimal
cost.
In the following, we describe in more detail the main contributions of our work.
Firstly, we present the main ideas of the proposed architecture. Secondly, we provide
an overview of the context-aware mobile recommendation approaches considered in
our architecture. Thirdly, we show the main contributions of DataGenCARS. Finally,
we summarize some aspects of an extensive experimental evaluation that we have
performed, including the study of the use case for dynamic recommendations in a
museum.
1.3.1 Context-Aware Mobile Recommendation Architecture
MOONRISE is a generic and flexible architecture that tries to facilitate the develop-
ment of context-aware recommendation systems for mobile environments. The main
features of our architecture are:
1. It supports context-aware mobile recommendations based on pull and push ap-
proaches. Pull-based recommendations follow a request-response approach in
which the recommendations are provided to the mobile user upon her/his re-
quest, while a push-based approach proactively recommends items to the mo-
bile user when the current situation seems appropriate, without explicit user
requests. In a mobile environment, both recommendation approaches can re-
evaluate the suggested items at a certain frequency (e.g., every five seconds),
since the contextual information of the items and/or the users involved can
change quickly.
2. During the context-aware recommendation process, the static and dynamic con-
text information is exploited. On the one hand, what we call static context is
characterized by attributes whose values do not change frequently over time
(e.g., the age of the user, her/his job, etc.). On the other hand, the dynamic
context (e.g., weather, location, transport way, etc.) represents changing infor-
mation that is associated with a specific moment. The dynamic context plays an
important role in context-aware recommendation approaches for mobile environ-
ments, since these approaches are capable of continuously adjusting themselves
to the user’s interest according to the current situation [BBG12].
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3. It is capable of operating over mobile P2P networks, which provides the benefits
of distributed systems (e.g., the recommendations can be distributed among all
users, enhancing the scalability and improving the privacy of the users) [SP14].
Each mobile device contains a local database and behaves like a peer. The local
databases of mobile users can be enriched through the exchange of information
among them under specific conditions.
4. Besides continually suggesting relevant items to the mobile user, the recommen-
dation system is able to order the resulting items according to the user’s interest,
dynamic context and expected trajectories.
5. The architecture is flexible and generic. For example, the users and/or items
involved in the context-aware recommendation process may be moving through
predefined paths (e.g., people in a car following a transportation network) or
freely in the space (e.g., people in a park).
In Figure 1.1, we present an overview of the previous ideas, which represent the
main features and motivations of our architecture. In general terms, the architec-
ture is designed for mobile environments (e.g., users with mobile devices, moving
through predefined paths or freely in the space) and where the information can be
stored in a distributed way on the users’ mobile devices. It is able to exploit data
available outside the local knowledge base (obtained through data exchanges in a
mobile P2P network) to benefit from external useful information, by potentially us-
ing several communication technologies (e.g., Bluetooth, Wireless Fidelity –Wi-Fi–,
etc.). Besides, the proposed context-aware recommendation approaches consider both
static and dynamic context information. In this architecture, a key goal is to enhance
the existing context-aware recommendation approaches by considering the features of
mobile computing. In this way, mobile users could minimize the effort of explicitly
entering context information into the recommendation systems, in such a way that
contextual elements are automatically captured, by using sensors of different types
(see Section 2.1.2).
The proposed framework is based on a multilayered architecture. Specifically, we
use a three-tier architecture in which the presentation, application processing, and
data management are independent. Below, we briefly describe the three levels of our
architecture:
• View layer. It reflects the main components of the user interface.
• Logic layer. It contains the main modules of the system, such as a sentiment
analyzer, a pull-based recommendation module, a push-based recommendation
module, a sensing engine, a user reliability analyzer, and a rating reliability
analyzer.
• Data layer. It provides access to data relevant for context-aware recommenda-
tions in mobile environments, managing the details of the specific persistence
approach used (relational database, files, etc.) in a transparent way, by using
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Figure 1.1: Overview of the main ideas of our proposal.
a repository manager, a user profile and context manager, and a data sharing
manager.
In general, the architecture tries to facilitate the development of context-aware rec-
ommendation systems for mobile users. In Figure 1.2, we show a high-level overview
of our architecture. In the view layer, the user can enter into the context-aware rec-
ommendation system the item type of interest as well as static context information,
if the Pull-Based Recommendation module is applied in the system developed. As
this module is designed for mobile environments, the dynamic context information is
also exploited during the recommendation process, and can be obtained by using the
Sensing Engine module, which uses the sensors embedded in mobile devices. In case
of using the Push-Based Recommendation module in the context-aware recommenda-
tion system, the user will implicitly receive item suggestions when the user’s context
is appropriate, by using the available dynamic context information. Both context-
aware recommendation modules access the local database of the mobile user for the
generation of recommendations of items, by using the Repository Manager module.
The provided recommendations are then updated in a continuous way (e.g., at a cer-
tain refreshment frequency). In Section 1.3.2, we present the basics of pull-based and
push-based recommendations.
Besides, the Data Sharing Manager module allows implementing mobile context-
aware recommendation systems by using a pure mobile P2P approach, where no
centralized database or server exists. Instead, the mobile devices of the users propa-
gate rating information in an opportunistic way, when they become neighbors from
a communication point of view. In Section 3.2.3, we describe in detail the proposed
data dissemination solution for these mobile P2P exchanges.
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Further details about the architecture are explained in Chapter 3.
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1.3.2 Context-Aware Mobile Recommendation Approaches
In this section, we present the main modules of the logic layer of the architecture
proposed in this thesis, which tackles both pull-based recommendations and push-
based recommendations. We focus on the description of the main features of these
approaches. In general, a key contribution of our work is that we take into account the
features of mobile environments during the context-aware recommendation process.
As specific and common benefits of both approaches, we highlight the following:
• They are generic context-aware recommendation approaches for mobile scenar-
ios, where not only the static context is considered but also the dynamic context
information.
• They infer and update the dynamic context (e.g., transport way, location, mobil-
ity, temperature, etc.) without user intervention, by using the Sensing Engine
module, that exploits implicitly the information obtained from the available
sensors.
• They update the list of recommended items automatically (e.g., at a certain
refreshment frequency).
• They allow the user to optionally specify her/his context criteria (or preferences)
about the importance of different context variables. For example, for a user who
needs restaurant recommendations, the most relevant context variable could be
the transport way she/he is using and/or the distance to each restaurant.
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• They support hard and soft constraints. Soft constraints represent the prefer-
ences of the user regarding the impact of the different context variables, while
hard constraints are specific conditions on the values of certain context variables
that need to be satisfied.
In the following, we highlight the main aspects of these approaches. In Chapter 4,
we present more details about the pull-based and push-based recommendation models.
1.3.2.1 Pull-Based Recommendations
In the architecture proposed, the pull-based recommendation module provides reac-
tive recommendations, obtained as an answer to a query explicitly submitted by the
mobile user and evaluated by the system as a continuous query [GU00, MXHA05].
During the pull-based recommendation process (see Figure 1.3), the user first intro-
duces the item type (e.g., restaurant, movie, etc.) required (as the query). In addition,
the user has the option to incorporate certain data about her/his static context (e.g.,
user preferences about item features, or basic personal data like her/his age or her/his
genre) and context constraints (hard and/or soft constraints can be considered). After-
wards, a certain context-aware recommendation paradigm (pre-filtering, post-filtering,
or contextual modeling) is applied to obtain appropriate recommendations for the cur-
rent user. As the mobile environment can continuously change, the recommendation
system must automatically update the dynamic context information (by using sensors)
and evaluate the query in a continuous way. This continuous revaluation process will
be performed until the user decides to cancel the query.
In Section 4.1, we explain the pull-based recommendation approach in more detail.
1.3.2.2 Push-Based Recommendations
Push-based approaches are usually exploited by context-aware recommendation sys-
tems that detect some condition in the environment that triggers the appropriate
recommendation process. As an example, when it is time to have lunch and the user
is outside in a foreign city, she/he could automatically receive appropriate recommen-
dations of restaurants in the area.
As part of the logical layer of the architecture, we propose a generic push-based
recommendation approach that supports proactive recommendations, provided with-
out explicit requests from the mobile user. It is built on a multi-layer model which
is general and can be adapted to different mobile computing scenarios and domains.
Our proposal is based on the joint use of the pre-filtering and post-filtering paradigms,
adapted for mobile environments by including a continuous revaluation of item rec-
ommendations and context updates. The push-based recommendation process follows
the following phases (see Figure 1.4):
1. Recommendation triggering: phase that decides when the recommendation pro-
cess should start.
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Figure 1.3: Overview of a pull-based recommendation scenario.
2. Pre-filtering: phase that filters items out of the scope of the user’s context, and
then a recommendation algorithm is used to obtain a set of possible items to
recommend.
3. Post-filtering: phase that resolves conflicts between different types of items.
4. Results display: phase that presents the results to the user.
The push-based recommendation model proposed in our work is based on the
definition of the concepts of context and environment, takes into account the impact
of dynamic events, and includes all the actors that may play a role in a mobile context-
aware recommendation process. In addition to the general benefits mentioned at the
beginning of Section 1.3.2, this approach presents the following advantages:
• It recommends items of interest to the user without an explicit user request.
• It decides when it is appropriate to push recommendations to the user, avoiding
an overload of information on the user’s mobile device.
• It uses a generic contextual model based on several concepts: contexts, envi-
ronments, agents, users, events, and activities. This model can be used in any
recommendation domain.
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Figure 1.4: Overview of a push-based recommendation scenario.
• It allows the integration of different stakeholders and entities participating in
a recommendation scenario. For example, a recommendation provider can set
up environment managers that define the required conditions for a user to be a
potential target of certain recommendations.
In Section 4.2, we explain in more detail the proposed design for push-based
recommendations.
1.3.3 Generation of Synthetic Datasets for the Evaluation of
CARS
Evaluating and comparing recommendation models is a key issue [SG11, HKTR04].
However, traditional well-known datasets are not suitable for the evaluation of CARS,
due to several reasons:
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• They do not usually incorporate contextual information that can be exploited.
• They are usually oriented to very specific domains, such as movies, music, or
travel-related ratings and reviews.
• They are costly to collect in terms of the resources required (many mobile users
actively using mobile applications to rate items in a wide area would be needed)
and can usually lead to privacy problems, especially when trying to extract the
contextual information.
• They are static, i.e., they capture data during a fixed period of time and under
certain circumstances, but one cannot assume that the collected data will be
representative enough for fully testing recommendation algorithms in any sort
of scenario.
There are some datasets incorporating contextual information to test algorithms
for CARS (e.g., STS [BERS13, EBRT13]). However, they are usually incomplete,
since most users prefer not to disclose their context when they rate items, or they
may just be lazy to do so. Moreover, these datasets do not cover all the possible
potential scenarios that researchers would need to verify the validity and generality
of their recommendation approaches.
Motivated by the reason indicated above, we developed DataGenCARS, a syn-
thetic dataset generator that can be used for the automatic generation of datasets
which are appropriate for the evaluation of context-aware recommendation algorithms.
According to our own study (see Section 7.5), there are different tools to build syn-
thetic data, but none of them is suitable to generate datasets for the evaluation of
CARS. DataGenCARS is very generic and can fit different application domains and
sets of needs, by appropriately defining a set of input data files that will direct its
behavior. Figure 1.5 describes a simplified basic workflow of the dataset generator.
However, the tool can also support other workflows, depending on the purpose of the
dataset to be generated:
• Generation of a dataset similar to an existing one.
• Generation of a completely-synthetic dataset.
• Increasing of the number of ratings in an existing dataset.
• Filling of unknown context information in an existing dataset.
• Introduction of noise or unknown values in an existing dataset.
• Composition of different workflows (e.g., first a workflow that generates a syn-
thetic dataset and then a workflow that increases the number of ratings).
DataGenCARS represents an interesting tool that can help to alleviate the prob-
lem of scarcity of datasets suitable for the evaluation of recommendation strategies,
especially those that require rich context information. It presents features such as: a
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Figure 1.5: Simplified basic workflow of DataGenCARS.
flexible definition of user schemas, user profiles, types of items, and types of contexts;
a realistic generation of ratings and attributes of items; the possibility to mix real and
synthetic datasets; functionalities to analyze existing datasets as a basis for synthetic
data generation; and support for the automatic mapping between item schemas and
Java classes. In Chapter 5, we explain in detail the features of DataGenCARS.
1.3.4 Experimental Evaluation
In this thesis, we have performed an extensive experimental evaluation that sup-
ports our proposals and conclusions. For example, we can mention experiments that
show that the incorporation of context information in the recommendation process
increases the effectiveness of recommendation systems for mobile users, and others
that show the feasibility of a mobile P2P approach. Due to the difficulty of evalu-
ating context-aware recommendation systems for mobile users in the real world, we
also used an example of a case study to simulate and evaluate a scenario of dynamic
recommendations for visitors to a museum.
In the museum use case, a context-aware recommendation system is able to pro-
vide the visitor with accurate guided tours through a museum, taking into account
different aspects of the context, such as opinions of other visitors, time constraints,
her/his current location and trajectory, and her/his tastes, among others. We de-
signed the system in a push-based manner, in such a way that recommendations are
automatically provided and updated whenever it is considered relevant, without the
explicit user’s intervention. The exchange of opinions between the mobile devices
of the visitors is opportunistic and relies on a mobile pure P2P architecture, which
exploits short-range wireless ad hoc communications. Hence, there is no need of a
fixed support infrastructure and no centralized server is devoted to collecting all the
rating information provided by the users.
Moreover, in the use case, we use real data about the Museum of Modern Art
(MoMA) in New York [The16], including information about paintings and sculptures
as well as the map layout of the museum. Besides, we complete the real dataset (data
about works of arts and map information) with other synthetic data (ratings provided
by the users about the works of arts in specific contexts) needed to evaluate different
CARS algorithms, by using DataGenCARS.
In Chapter 6, we explain in detail the use case scenario. Summing up, the novel
contribution of this case study is twofold:
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• We present a design and implementation of a recommendation system for mu-
seum visitors, which is able to exploit context-awareness for mobile devices.
The system collects information from other users (i.e., their opinions about the
works of art visited), by means of an information exchange service, and offers
personalized recommendations about the next works of art to visit, taking into
account context factors such as the location and trajectory of the user.
• We contribute to filling the gap between the design and evaluation of CARS, by
exploiting the DataGenCARS tool in a mixed scenario built using both real and
synthetic data. Up to our knowledge, this is the first experience of using a tool
like this one to generate a mixed scenario for the evaluation of a recommendation
approach for a real use-case scenario. This is particularly valuable because,
especially for indoor environments, there is a lack of rich datasets that can be
used to evaluate these kinds of systems.
There are also experiments that support the development of the DataGenCARS
tool. All the experimental results are available in Chapter 8.
1.4 Structure of the Thesis
This thesis is composed of nine chapters, including this one, where we have introduced
our motivation and main contributions. The remainder of the thesis is structured as
follows.
In Chapter 2, we review the technological context of this work. In order to fa-
cilitate the understanding of this thesis, we provide an overview of general issues in
mobile computing, traditional recommendation systems, the emergence of new rec-
ommendation techniques as a result of the incorporation of contextual information,
and some considerations about the evaluation of recommendation systems.
In Chapter 3, we present our general and flexible context-aware recommendation
architecture, that aims to facilitate the development of context-aware recommendation
systems for mobile computing environments. Besides, we describe the main modules
of each layer of the architecture.
In Chapter 4, we propose two approaches to the problem of context-aware recom-
mendation for mobile environments. On the one hand, the pull-based recommendation
approach provides reactive recommendations, obtained as an answer to a query ex-
plicitly submitted by the user, and evaluated by the system as a continuous query.
On the other hand, in the push-based recommendation approach, the user would not
need to explicitly request recommendations about specific types of items she/he is
interested in. Instead, the system automatically provides suggestions (relevant items)
to the users proactively.
In Chapter 5, we describe DataGenCARS, a complete Java-based synthetic dataset
generator that can be used to obtain the required datasets for any type of scenario
desired, allowing a high flexibility in the generation of appropriate data that can be
used to evaluate context-aware recommendation systems.
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In Chapter 6, we focus on a specific case study and describe the development of a
prototype that facilitates the simulation and evaluation of the use case scenario of a
museum, where the mobile visitors continuously receive context-aware recommenda-
tions.
In Chapter 7, we present an exhaustive survey of the state of the art on context-
aware recommendation systems for mobile environments. We review some of the most
relevant existing techniques for location-aware recommendation systems in several
recommendation scenarios. In addition, we consider works related to mobile P2P
recommendation systems. Moreover, we describe and compare different approaches
existing in the literature to build synthetic datasets for evaluation purposes.
In Chapter 8, we present an experimental evaluation. Mainly, we focus on ana-
lyzing a set of experiments that support our proposal. Moreover, some experiments
illustrate the interest and the benefits provided by DataGenCARS. We also evaluate
context-aware dynamic recommendations in the specific use case of a museum visit,
considering a decentralized P2P environment.
Finally, this thesis concludes in Chapter 9, by presenting our conclusions, main
contributions, and some future research directions.
In addition, we provide three complementary appendices. Appendix A shows
relevant classes of the architecture prototype. Appendix B presents some details of
the DataGenCARS architecture. Finally, Appendix C discusses an evaluation of the
proposed keyword-based item type searching approaches.
Chapter 2
Technological Context
In this chapter, we introduce in detail the technological context necessary to facili-
tate the understanding of the problem of context-aware recommendations in mobile
environments. In Section 2.1, we focus on mobile computing, describing its current
trends and related technologies. In Section 2.2, we provide an overview of traditional
recommendation systems. Specifically, we describe the basics of the main types of
recommendation systems, highlighting their differences, advantages, and limitations.
In Section 2.3, we describe the concept of context-aware recommendation systems,
as an extension of traditional recommendation techniques, as well as some challenges
described in the literature. We focus on the explanation of the main paradigms for
context-aware recommendation. Besides, we specify the importance of taking into ac-
count the features of mobile computing scenarios in the development of context-aware
recommendation systems, where the user’s context is highly dynamic. As a special
case of context-aware recommendation systems, we also explain the specific case of
location-based recommendation systems, where the contextual information exploited
is basically the user’s location. Finally, in Section 2.4 we discuss the key aspects
to take into account during the evaluation of recommendation systems and several
evaluation challenges to be addressed.
2.1 Mobile Computing
The emergence of portable devices (e.g., mobile phones, smartphones, portable com-
puters, tablets, etc.) and advances in wireless networking technologies gave rise to
a new paradigm of computing, called mobile computing. In mobile computing, users
with portable devices have access to a shared infrastructure independent of their phys-
ical location [FZ94]. This provides flexible communication between people, as well as
continuous access to data and network services anywhere and at anytime.
In Figure 2.1, we show an overview of a mobile computing scenario, where we
can see that there are alternatives for long-range communications (e.g., 3G and
4G) [FFF+06, AA14], that require a wide-area infrastructure, and short-range com-
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munications (e.g., Wi-Fi and Bluetooth) [LSS07, SK17]. A mobile environment in-
frastructure, represented in Figure 2.1, is composed by portable devices and base
stations, which serve all the mobile devices within their coverage area or cell, by
using wireless communications. The communication among base stations is wired.
Thus, base stations allow the communication between mobile devices and the hosts
of the fixed network. Moreover, mobile devices can directly interact without any sup-
porting infrastructure through ad hoc P2P interactions, by using technologies such
as Wi-Fi or Bluetooth. In public places (e.g., coffee shops, hotels, airports, libraries,
schools, supermarkets, etc.), there are hotspots that offer internet access to the mobile
devices, typically using Wi-Fi technology.
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Figure 2.1: Overview of a mobile computing scenario.
In the last years, the use of mobile devices has increased. According to the statis-
tics portal statista, the number of mobile phone users worldwide in 2017 is about 4.77
billions and is forecasted to increase to 5.07 billions in 2019 [sta17b]. In an analogous
way, the number of smartphone users worldwide is about 2.32 billions in 2017, and
is expected to increase to 2.71 billions in 2019 [sta17c]. By 2020, 80% of all mobile
data traffic will come from smartphones [Eri15]. In 2021, there will be more people
with smartphones than people with running water, according to the latest predictions
revealed by Cisco [Dru17]. Moreover, according to [LMA+16], the explosive use of
smartphones has led to a paradigm shift in many computing domains. Hence, the
great interest and motivation of researchers in mobile computing is well motivated by
the market expectations and existing trends.
Mobile and wireless technology has experienced great progress in recent years.
This combination has attracted a wide community of developers that are continually
releasing new applications and services. The leading mobile application stores con-
tained more than two million applications in 2016. For example, the number of avail-
able applications in Google Play [Goo12b] was about 2, 200, 000 in June 2016 [sta17a].
In the rest of this section, we describe some technologies related to mobile comput-
ing. First, we introduce the basics of P2P networks and their integration with mobile
computing (see Section 2.1.1). Second, we present examples of applications that use
sensors of mobile devices in dynamic environments (see Section 2.1.2). Third, we
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describe the main features of context-aware computing as a specific paradigm within
the mobile computing environment (see Section 2.1.3).
2.1.1 P2P Networks
A P2P network is an alternative to a centralized (client-server) architecture, where
there is usually a server and many clients (see Figure 2.2). Instead, in its purest form,
a P2P network does not have the concept of centralized server: a node rather, all the
computers are equally clients and servers at the same time, and so they are generally
called peers or nodes. As a client, it can request resources from other nodes, and as
a server, it can provide resources to other nodes.
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Figure 2.2: P2P and centralized networks.
Oram [Ora01] defines P2P in the following way: “Peer-to-peer is a class of appli-
cations that takes advantage of resources –storage, cycles, content, human presence–
available at the edges of the Internet. Because accessing these decentralized resources
means operating in an environment of unstable connectivity and unpredictable IP
addresses, peer-to-peer nodes must operate outside the DNS and have significant or
total autonomy from central servers.”
In other words, P2P networks allow exchanging resources (e.g., documents, im-
ages, songs, etc.) in a distributed way in a computer network. In the context of
file-sharing, Napster (for music file sharing in MP3 format) [PF99, Fox01], Gnutella
(network protocol, mainly used for file sharing) [FP00, Rip01, CRB+03, Mil04] and
BitTorrent (communication protocol for file sharing) [GCX+07, YLZC17] are exam-
ples of popular P2P applications. The result to a keyword-based query is obtained
through a collaboration of peers, where each peer contains a subset of the global re-
sults (e.g., text, audio, video, etc.) [NBM+06]. When a user submits a query from
one of the nodes, it is sent to a set of nodes in the P2P network. Then, a list of results
is obtained at each node individually, taking into account only the information that
it stores. Finally, the combination of the lists sent by the nodes, is the final result of
the initial query. An example of a collaborative P2P search is the Web search engine
MINERVA, presented in [BMT+05].
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In media streaming, there is great interest in using P2P networks [XHHB02,
THD04, HC04a, YJC07, NMJ+13, HCXZ14, KG17]. Hence, a large number of P2P
media streaming systems for audio/video sharing amongst multiple interconnected
peers have been developed [JDXB03, HHB+03, Li04, KN10, PFS17, DYS+17]. The
studies presented in [LGL08, GCM11] provide an overview on existing P2P video
streaming applications in the related literature, including aspects of P2P streaming
design, security, and privacy.
P2P networks have also been applied to traditional recommendation systems
as a solution to the problems of scalability and calculation complexity, due to the
rapid increase of information in centralized databases used by these systems. Hence,
several methods and frameworks to build P2P recommendation systems have been
proposed in the literature [HXYS04, PM06, WPLR06, KKC08, MBDR10, DPPV11,
dCPHSS12, SP14, KRR17].
In comparison to the traditional centralized model, P2P networks provide certain
advantages that justify their usage in building distributed systems [HAY+05]. For
example, nodes provide resources and use resources of others in a collaborative way
through the network (thus maximizing the effective use of the resources available),
they will continue to operate even if one of the nodes is disconnected, improve scala-
bility by avoiding the dependency on centralized servers, eliminate the need to use a
costly hardware infrastructure by enabling direct communication among clients, and
reduce bandwidth costs. However, this type of architecture presents some challenging
disadvantages [PBV05], such as weak security, lack of global control of access to re-
sources (as there is no server), the backups have to be done on each peer individually,
etc.
According to the degree of centralization, P2P networks are classified in several
types [LCC+02, PBV05]:
• Centralized. It performs resource transactions through a server, which serves
as a connection point between two nodes. The server stores a centralized index
with meta-information of the resources stored locally on the nodes of the network
community. In this type of architecture, during the search process the nodes in
the P2P network apply the query to the existing index on the central server to
find the location of the nodes that contain the desired resources. For example,
the Napster application applies a centralized indexing.
• Pure or decentralized. It is a distributed system that does not require any type
of centralized service. In such pure P2P networks, all the nodes act equally
as servers and clients. Currently, it is the most common and popular P2P
architecture. Gnutella is an example of a traditional application that applies a
pure P2P network.
• Hybrid or mixed. It combines the centralized and pure P2P networks. In this
case, there is a central server that manages the resources related to the use
of bandwidth, routing and communication between nodes without the need to
know the identity of each node. The main advantage of this type of network
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is that it can incorporate more than one server for the management of shared
resources. If the server (or the servers) fail, then the group of nodes can perform
a direct communication between them. Thus, it is possible to continue sharing
and downloading resources without servers. Among the most popular examples
of protocols using a hybrid architecture, we can highlight BitTorrent.
2.1.1.1 Mobile P2P Networks
With advances in wireless technology, P2P networks have played an important role in
mobile computing [RM06, SYBA10, ZI16]. The decentralization of information has
enabled large-scale dynamic interactions between mobile devices, which can quickly
exchange data using short-range wireless communication.
In this context, a new domain of P2P applications for Mobile Ad Hoc Networks
(MANETs) [CCL13, BCGS13, CG14] have appeared. For example, we can mention
frameworks such as Proem and Peer2Me, which facilitate the development of P2P
applications in MANETs [KSP+01, WBS07]. Another example is the COMPASS pro-
tocol, that dynamically determines the data access paths that minimize the overall la-
tency in heterogeneous mobile Chord-based P2P systems [SPS13]. iTrust [LMMSC14]
is a P2P retrieval system over Wi-Fi Direct [CMGSS13] for MANETs. In the same
line, mobile P2P video/audio streaming systems is another example [IBHD16]. A
survey of P2P content/file sharing systems for MANETs is provided in [SAQM17].
In the field of recommendation systems, there are also specific proposals. For
example, a P2P recommendation system that suggests products and services to mo-
bile customers is proposed in [Tve01]. Another example, is the iTravel system, that
recommends attractions to tourists in a mobile P2P environment [YH13]. A context-
aware recommendation system that proactively pushes news in a mobile P2P network
is presented in [YY10].
Moreover, the increased interest of mobile P2P networks and Intelligent Trans-
portation Systems [DD10, ZWW+11], has led to intensive research on Vehicular Ad
Hoc Networks (VANETs) [WL09, CMS15, RGAQ17], as a specific type of MANET.
The combination of these technologies facilitates the rapid exchange of relevant in-
formation with other cars (e.g., accidents, available parking spaces, obstacles in the
road, real-time traffic information, etc.) in a P2P way. In [IDTL15], the authors
provide a detailed overview of data management techniques for vehicular networks.
2.1.2 Sensors
A sensor is a device that converts a physical phenomenon of the environment into an
electrical signal [Wil04, JGT+05]. According to the way the data is captured, sensors
can be classified into the following types [IWD14, IHTLdCRH15]:
• Physical or hardware sensors: they provide certain raw data captured from the
environment.
• Virtual or software sensors: they provide higher-level observations usually ob-
tained by fusing the measurements of several sensors (e.g., a location obtained
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by combining different positioning mechanisms) [KPJ06].
• Social sensors: they provide data based from the social media, such as data
posted in social networks (e.g., Facebook, Foursquare, and Flickr), blogs, or
microblogs (e.g., Twitter) [RMZ13]; as an example, the proposal in [AMO13]
exploits microblogs to detect events in the vicinity.
• Human sensors: humans can also provide interesting data using their own
senses or managing other sensors in specific ways; so, they can provide vol-
unteered geographic information (VGI) [Goo07] or participate in spatial crowd-
sourcing [KS12] tasks.
Users with their mobile devices have become an important source of sensor data,
as it is possible to exploit the sensors available in existing smartphones [CEL+06,
GYL11, LML+10]: inertial sensors, compasses, GPS receivers, microphones, cameras,
proximity sensors, ambient light sensors, accelerometers, gyroscopes, temperature
sensors, pressure sensors, and so forth. These sensors have facilitated the devel-
opment of more flexible and dynamics systems in several domains, such as health-
care [CMT+08], social networks [MLF+08], environment monitoring [MRS+09], and
transportation [TRL+09, Fle13].
In recent years, the use of sensors is an essential element for context detec-
tion [IHTLdCRH15]. Below we mention, for each type of context, the mechanisms
or sensors typically used to capture the contextual information indicated [VMO+12,
Asa13b]:
• Computing context. It includes aspects such as the processing power of the
CPU, amount of memory, current CPU and memory use, battery level, etc. It
is captured implicitly by the device itself.
• User context. It refers to user’s interests (or goals) and can be obtained ex-
plicitly, for example, through a user registration process [SGRB08] or by using
modules able to capture explicit interest indicators (e.g., the system identifies
thematic groups by analyzing social annotations of each user’s preferred re-
sources) [SBMD10]. Implicit approaches obtain the user’s context information
through interactions of the user with the system [ZR08].
• Location context. It refers to the spatial location (e.g., latitude and longitude) of
a person or object. In outdoor scenarios, it is often sensed by using positioning
mechanisms (e.g., GPS) [BHE00, BZM12, BKR13, ZJL+16, TGG+17], while in
indoor scenarios the positioning technologies commonly used are based on short-
range signals (e.g., Bluetooh, Wi-Fi and infrared), or by using ZIP code [HNV06,
DMG12], trajectory data [TS05, TS06a, CSdVR11], and explicit methods that
require scanning Radio Frequency Identification (RFID) tags [EBOY07, MPS14,
DP16, XZYN16, HPC+16], among others.
• Social situation context. It refers to relations between users (e.g., family mem-
ber, friends, neighbors, co-workers, etc.). For example, this can be informa-
tion about whether a user is with her/his manager or with a co-worker. The
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social situation can be explicitly captured from a manual representation of
the group structure [PM08], or implicitly by capturing data from the system
(e.g., enrollment data from learning management systems [CC08] or social net-
works [LPCY17]). In order to obtain indications of the level of collaboration
between different member of a group, there are systems that infer the social
relations by analyzing interactions between users [HSG10].
• Physical context. It is typically acquired from the environment implicitly (e.g.,
with a thermometer sensor to determine the temperature of the environment, a
light sensor to know if it is day or night, a microphone sensor to measure the
noise level, etc.) [BDR07], or captured explicitly by the user [CB05].
• Time context. It can be entered either explicitly by the user (e.g., available
study time [CB05]) or determined implicitly by checking the device’s internal
clock.
• Activity context. It is often achieved through mobile phone sensors (e.g., ac-
celerometer, gravity sensor, magnetometer, microphone, and gyroscope), with-
out interfering with the user’s lifestyle. Some systems require explicit user in-
teractions, such as scanning a QR (Quick Response) code [TCL11] or providing
manual text input [CC08], to obtain activity context information.
In Section 2.1.3, we revisit some concepts of context under perspective of context-
aware computing.
2.1.3 Context-Aware Computing
The interest of exploiting contextual information gave rise to the emergence of context-
aware computing as a paradigm within mobile computing [CK00, MN13]. Several
perspectives on how mobile applications consider the context have been presented in
the literature [SAW94, CBJC11, FCF+14, BN16, ALLR16, CLLP17]. In general, the
main goal of context-aware applications is to examine the user’s context and react to
the changes of the dynamic environment to discover information of interest [HS09].
In [ADB+99], the authors define the context as “any information that can be
used to characterize the situation of an entity”, where an entity could be “a person,
place, or object that is considered relevant to the interaction between a user and
an application, including the user and applications themselves”. Other definitions of
context have been introduced in the literature related to the context-aware computing
field (e.g., [Dey01, Dou04]). The meaning of context-aware was defined in [ADB+99]
by indicating that “a system is context-aware if it uses context to provide relevant
information and/or services to the user, where relevancy depends on the user’s task”.
Examples of elements defining the context could be the location, temperature,
weather, noise level, activity, traffic conditions, lighting, time of day, week, season
of the year, network connectivity, nearby resources, communication bandwidth, and
people accompanying the user, among others. There are certain types of context
elements that, according to the circumstances, could be more important than others;
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for example, if it is raining a person could prefer to stay at home watching a movie
rather than to go to run (i.e., the weather element in this case is more important
than others). Sometimes authors classify the context by categories. For example, the
following categories are used occasionally [Asa13b]:
• Computing context. It describes hardware (e.g., storage or CPU capabilities),
software (e.g., operating system), or network characteristics (e.g., network con-
nectivity, communication costs, and communication bandwidth) of the mobile
device and nearby resources.
• User context. It describes the user environment, including the location of the
user, social situation, and people nearby.
• Physical context. It describes the environmental situations related with the user
or system. For example, the amount of lighting, traffic conditions, temperature,
weather, and noise levels.
There are also authors who include other categories [CDC14], such as date and
time information (e.g., hour, week, month, semester, year, time available for a user’s
activity, etc.), or the user’s activity, that includes characteristics such as tasks, objec-
tives and actions executed [BBC+08, DTB12]. In addition, it can refer to the current
activity that the user is performing (e.g., walking, running, going upstairs, riding an
elevator, watching TV, driving a car, riding a bike or bus, etc.). From the perspective
of the source and the persistence of information, the context can be divided into two
main types [HIR02, Pas05, AT11], which are:
• Static context. It does not change its value frequently (e.g., address book, con-
tact list, user profile, user preferences, hardware profile, etc.).
• Dynamic context. It is highly variable. Examples of dynamic context are the
user’s location, user’s current task, vicinity to other people or objects, weather,
temperature, speed, time, system status, user’s emotions, etc.
Context awareness represents a generalized model of relevant data input (both
implicit and explicit) that allows an application to react to its environment. According
to Adomavicius and Tuzhilin [AT11], the contextual information can be acquired in
several ways, such as the following:
• Explicit acquisition: when the user enters contextual information directly into
the system (through input fields of the system, by asking the user to fill out a
form or answer specific questions, etc.).
• Implicit acquisition: when the context is obtained by observing the user’s be-
havior, relevant data, or the environment (e.g., the user’s location detected by
the mobile device).
• Inferred acquisition: when the system obtains context data using statistical or
data mining methods.
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Generally, the computing context is acquired implicitly by embedded sensors in
mobile devices (see Section 2.1.2). In [BDR07, PZCG14, YLS+16], the authors pro-
vide a survey on context-aware systems, highlighting the different types of sensors
used.
2.2 Traditional Recommendation Systems
A Recommendation System (RS) is an application which suggests relevant items (ar-
ticles, products, objects, or places) to users [RV97, RRSK11, LMY+12, BOHG13,
LRU14]. It tries to adapt its proposals to each user individually, based on her/his
preferences. These recommendations can be seen as an advice about relevant items
that are considered of interest for a particular user. For example, in a scenario of
books the recommendations should be books that are expected to be relevant for
the user (and so they should be read before others), in a scenario of travel destina-
tions the recommendations would be places that according to the user preferences
will be more attractive for the user, in the context of a digital newspaper the rec-
ommendations would be the news that the user could find interesting, in the context
of movies the recommendations would be movies that the user would probably like,
etc. More formally, the task of recommendation can be formulated as indicated in
Definition 1 [AT05].
Definition 1 Let U = {u1, u2, . . . , uk} be the set of users and let I = {i1, i2, . . . , it}
be the set of all possible items that can be recommended. Let f : U×I → R be a utility
function that measures how useful item i is for user u, where R is a totally ordered
set (e.g., non-negative integers or real numbers within a certain range). Then, for
each u ∈ U the goal of a recommendation system is to find the item i∗u ∈ I, not yet
known to the user, that maximizes the utility function:
i∗u = argmaxf(u, i)i∈I
In Figure 2.3, we show the main elements of a recommendation system:
• The input data (e.g., the item type requested to the RS and information related
to the user profile) are entered (explicitly or implicitly) by the user to initialize
the recommendation process.
• A database stores information about user and item profiles.
• The recommendation algorithm uses the input data and the database to suggest
a list of items to the user (also known as target user, current user, or active
user).
On the one hand, user profiles have information about the characteristics (e.g.,
age, sex, occupation, country, etc.) and preferences (e.g., opinion on a rating scale
about an item seen, purchased or visited) of the users. This profile information can
be explicitly or implicitly entered by each user in the system. In the explicit case, for
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Figure 2.3: Overview of a recommendation process.
example, the user is asked to manually provide some profile information (e.g., Netflix
asks the user to select some movies or series that might like her/him). In the implicit
case, for example, the preferences are obtained directly from the user’s interaction
with the system, without requiring their intervention in an express way. On the other
hand, item profiles contain the products or places (e.g., books, movies, restaurants,
etc.) to recommend, which are typically characterized by features (e.g., obtained
from a catalog of products, or provided by business owners, etc.), textual descriptions
(e.g., extracted from external sources such as forums), and tags (e.g., generated by
a user community), among other types of information (e.g., acquired from logs). In
Figure 2.4, we show an example of basic information about the relationships between
users and items in a movie recommendation system, in this example, only binary
ratings are shown (like or not like).
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Figure 2.4: Example of user and item profiles in a movie recommendation system.
One of the fundamental tasks of a recommendation system is thus the prediction
of a rating: for a particular item not seen by the user, the system should be able
to estimate how the user would evaluate it. Then, if the predicted rating is above a
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predefined threshold, then the item can be recommended to the user. A list of suitable
items to be recommended to a target user is usually sorted according to the ratings
predicted by the system. Depending on how the recommendations are obtained, a
recommendation system can be classified in one of three categories [AT05]:
• Collaborative filtering recommendation. In user-based collaborative filtering,
the user is recommended items that people with similar tastes and preferences
liked in the past. In item-based collaborative filtering, is the same idea, but use
similarity between items instead of users.
• Content-based recommendation. The user is recommended items similar to the
ones the user preferred in the past.
• Hybrid recommendation. It combines collaborative filtering and content-based
methods.
In the last decade of the 20th century, the use of these systems has increased
in different application scenarios [LWM+15]. Most major companies use RS within
their services: for example, we can cite Google [HCK05, DDGR07, DLL+10], Twit-
ter [Dor07, KLZ12], eBay [Omi95, SKR01], Facebook [ZSHM07, NGL11, SRF13],
LinkedIn [HBG+02, LGS+11b, SKS13, DVR17], NetFlix [HR97, Ama13, GUH16,
Aro16], Amazon [Bez94, LSY03, Aro16, SL17], Spotify [Sta08, GC13, JMN+16], Ya-
hoo! [YF94, KDK11], and Pandora [KGW00]. Recommendation systems have been
proposed to recommend a whole range of items, including books, music, movies,
news, touristic destinations, friends in social networks, and others [CLG+10, RRSK11,
PKCK12, BOHG13, Eth14, KS16, ZCZ+17]. They are particularly popular in e-
commerce [SKKR99, SKR01, WHF07, Lin14], as providing relevant recommendations
to customers can help to improve their satisfaction and increase product sales. Given
the continuous increase of the volume of information to which the users are exposed,
recommendation systems are a very useful tool, able to learn the behavior of users
and discover their preferences.
In general, the use of recommendation systems has been successful for solving the
problem of information overload, the growth of the number of items sold, the sale
of the most diverse and novel items, as well as to facilitate a better understanding
of the user’s needs and to increase the satisfaction and fidelity of the users [AT05,
RRSK11]. However, there are still challenges and constraints that offer research
opportunities [RRSK11, KS16], related to topics such as:
• The incorporation of contextual information during the recommendation pro-
cess [AT05, AT11, LMCX13, Asa13b, PTG14b, AZK15].
• The scalability of recommendation algorithms, taking into account large real-
world datasets [SKKR02, SKR05, TPNT09, YAG17, LCF+17].
• The support of multi-criteria ratings [AT05, LT07, ZHW+10, JKG12, AK15].
For example, a restaurant can be evaluated (e.g., on a scale of one to five) regard-
ing different aspects or criteria (e.g., rating food = 3, rating decoration = 4,
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rating service = 5, and rating price = 4), rather than in a single criterion
rating (e.g., rating = 4) like in traditional recommendation systems.
• The privacy-protection between users in RS [SFR06, ZHW+10, MKS11, BP12,
PGPM17, DGK17]. Recommendation systems must be able to keep the personal
information of the users private, including their preferences, as users should not
be tracked against their will [ABFO08].
• The design of recommendation systems that operate on mobile devices [TS04,
KMtH06, AjKH06, PKK06, LP07, ARN08, SPGR08, GKMP14, RCK+17].
• The proactive recommendation of items without the need to generate explicit
queries [SUPOK08, MBR09, YY10, SKP+14, ASM16, Sab16].
• The diversity of items recommended to a target user [ZH08, ZKL+10, VC11,
HZ11, AK12].
• The serendipity (or novelty and unexpectedness of items) in recommendation
systems [IGL+08, ZSQJ12, KWV16, MTAS17].
• The application of strategies that deal with the sparsity problem (the number
of ratings provided by users is very small compared to the number of ratings
unknown, and consequently the rating matrix is usually very sparse) [HCZ04,
PPK05, YK08, KBV09, PHJ15, NKG15].
• The use of distributed architectures (e.g., P2P networks) in recommendation
systems [MBDR10, MCR11, dCPHSS12, YH13, SP14, KM16]. For more details
see Section 7.4.
• Recommendations to groups of users with common interests [OCKR01, Jam04,
JS07, RGJDSRDA09, KRS13b, ZWF13, PDM17, FC17].
In Sections 2.2.1 and 2.2.2, we will address the fundamental characteristics of some
of the types of RS previously mentioned.
2.2.1 Collaborative Filtering Recommendations
Collaborative filtering (CF) is the process of filtering (or evaluating) information us-
ing techniques involving the collaboration among several users, through their provided
ratings [SFHS07, SK09, TH01, ERK11, SLH14]. The motivation of this idea is based
on the usual decision-making process of people, where the opinion of known people
(e.g., friends, family, experts, etc.) can greatly influence the decision made by a
person. This is because people tend to trust the opinions of other people who gen-
erally have similar tastes. CF essentially automates the process of “word of mouth”
recommendations, where people suggest products or services to each other [SM95].
These recommendation systems have been successful in research projects, such
as GroupLens [RIS+94, KMM+97] for news, MovieLens [DKH+98] for movies, Video
Recommender [HSRF95] for movies, Ringo [SM95] for music, and Jester [GRGP01]
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for jokes. From a commercial perspective, CF recommendation methods are notably
deployed into commercial websites, such as Amazon.com, Netflix.com, CDNow.com,
Launch.com and MovieFinder.com.
The information domain for CF recommendation systems consists of users who
have expressed preferences for several items. A preference expressed by a user for
an item is called a rating and is frequently represented as a 〈User, Item, Rating〉
triplet. These ratings can take different ranges of values and forms. For example,
some recommendation systems use rating scales of one to five stars, or integer or real
values in the range of one to 10, while others use binary scales (e.g., like or dislike)
or unary ratings (e.g., “has purchased”, “has been”, or “has visited”).
The information of the user-item ratings can be represented as a matrix User ×
Item with ratings r. An example of a matrix of ratings can be seen in Table 2.1. Cells
with question marks represent unknown rating values, which must be determined for
the recommendation of items.
User/Item Movie A Movie B Movie C Movie D Movie E Movie F
User 1 4 2 3 ? ? 4
User 2 5 3 ? ? 1 ?
User 3 4 4 1 3 ? ?
User 4 3 3 ? 4 1 3
Table 2.1: Example of a matrix of ratings.
The main tasks of CF recommendation approaches are to establish the similarity
among users (user-based or user-user CF) or items (item-based or item-item CF), the
selection of neighbors with similar tastes (user-based CF) or the selection of items
with similar ratings (item-based CF), and the prediction of the items to be recom-
mended. Depending on the specific algorithm used, collaborative filtering methods
can be classified into the following categories [BHK98, SLG11]:
• Memory-based collaborative filtering. It is one of the most popular collaborative
recommendation techniques, and it is based on algorithms to find the nearest
neighbors (NN). For the prediction of new items, this technique analyzes the
entire User× Item matrix of ratings to identify users or items with patterns of
similar ratings.
• Model-based collaborative filtering. It applies machine learning techniques (e.g.,
Bayesian networks, linear classifiers, clustering, neural networks, association
rules, etc.) to learn a model (or common patterns of behavior), by using avail-
able interaction information provided by the users to the system (i.e., the ratings
provided by users). The model learnt is then used to generate the predictions
about the missing interactions.
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2.2.1.1 Memory-Based Collaborative Filtering
Memory-based collaborative filtering methods perform predictions by analyzing simi-
larities between users or items [BHK98]. Below we briefly explain the user-based and
item-based approaches:
• On the one hand, the user-based collaborative filtering approach (or user-user
collaborative filtering) [SLH09, ZS10] identifies the k-nearest neighbors to the
current user, and based on these neighbors it determines the prediction of the
items not seen by the current user. The prediction rˆ(ua, i) of an item not seen
can be calculated as the linear combination of the ratings r(uv, i) assigned to
the item i by the users uv most similar to ua (see Equation 2.1).
rˆ(ua, i) = C
∑
uv∈Ukua
sim(ua, uv)× r(uv, i) (2.1)
where C = 1∑
uv∈Ukua
| sim(ua, uv) |
In order to give greater weight (in the prediction) to the ratings of the users that
are more similar to the current user ua, the similarity sim(ua, uv) is included
in the linear combination. Similar users are called neighbors and, for reasons
of computational cost and noise elimination, the list of neighbors used in the
prediction rˆ(ua, i) is truncated to the k nearest to ua. Hence, U
k
ua represents
the set of the k users more similar to ua, and C is a normalization constant
so that the resulting prediction rˆ(ua, i) remains in the same range of r(uv, i).
Among others metrics, the similarity between the users can be calculated with
the cosine measure or the Pearson correlation coefficient (see Equations 2.9
and 2.10, respectively).
One problem with the prediction of ratings is that it does not take into account
the different biases that users tend to have when evaluating items (e.g., on a
scale of one to five, whereas for a user one rating = 3 means that the item is
acceptable, for another user the same rating can be used for items that she/he
does not like) [SLG11]. In order to soften this problem, Equation 2.1 is fre-
quently normalized by including the average of the votes assigned by the user
r¯(uv), as shown in Equation 2.2.
rˆ(ua, i) = r¯(ua) + C
∑
uv∈Ukua
sim(ua, uv)× (r(uv, i)− r¯(uv)) (2.2)
• On the other hand, the item-based collaborative filtering approach (or item-item
collaborative filtering) [SKKR01, LSY03] takes into account the set of items
rated by the current user to determine the k items more similar to an item
that the user has not rated yet. Formally, the prediction rˆ(ua, i) for a target
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item i is determined as the linear combination of the items rated by the current
user r(ua, ij), weighted by the similarity sim(i, ij) between these items and the
target item (see Equation 2.3).
rˆ(ua, i) = C
∑
ij∈Iua
sim(i, ij)× r(ua, ij) (2.3)
C =
1∑
ij∈Iua
| sim(i, ij) |
As in the case of user-based collaborative filtering, the similarity between the
items can be calculated using the cosine and Pearson measures (see Equa-
tions 2.9 and 2.10, respectively), exchanging users for items.
2.2.1.2 Model-Based Collaborative Filtering
Model-based collaborative filtering methods build a model that identifies patterns of
common behavior, which is then used to perform rating predictions [Agg16]. Many of
these methods are inspired by Machine Learning (ML) techniques. For example, the
problem can be treated as a classification problem: the rating matrix can be viewed
as a knowledge base, where the target classes could be the ratings and the features
would be the rated items. Examples of algorithms within the ML category used
in model-based collaborative filtering methods include Bayesian networks [BHK98,
MP00], linear classifiers [ZI02], clustering [UF98, KM99], neural networks [BP98],
and association rules [SKKR00].
In comparison to memory-based approaches, model-based CF methods are typi-
cally faster at query time, but they are time-consuming during the learning or updat-
ing phases [XLY+05, LM05]. In [PHLG00, GYT09, AT05], the authors combined the
memory-based and model-based approaches, and empirically demonstrated that the
use of this combined approach can provide better recommendation than traditional
collaborative filtering approaches.
2.2.1.3 An Example of a Popular Model-Based Collaborative Filtering
Approach: SVD
In terms of scalability and precision, matrix factorization techniques have gained
popularity [KBV09, YHSD14, SZ17]. Among the existing techniques, Singular Value
Decomposition (SVD) is one of the most used in the field of recommendation sys-
tems [Bra03, SKKR02], generating recommendations of high quality in a short time.
SVD is based on the linear algebra theorem presented in Definition 2 [GR70]:
Definition 2 A rectangular matrix A (m×n) can be decomposed into the product of
three matrices: an orthogonal matrix U (m×m), a diagonal matrix S (m× n), and
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the transpose of an orthogonal matrix V (n× n), being represented as follows:
Amn = UmmSmnV
T
nn
From the perspective of applying SVD as a recommendation algorithm, the rating
matrix can be considered the rectangular matrix A, where m represents the number
of users (located in the columns) and n the number of items (in the rows). Taking
into account the previous definition, the three components (or matrices) resulting
from the matrix decomposition would be the following: U [m×m], related with users,
S[m×n], which is associated with items, and the diagonal matrix V [n×n], composed
by singular values (sorted by decreasing importance).
The original rating matrix A can be approximated by considering the most impor-
tant singular values of matrix S. The k values of the matrix S are thus a compressed
representation of the data, and model the different factors considered in the recom-
mendation. The most appropriate value of k depends on the data set.
SVD is a powerful technique when a large amount of data is available and we need
to reduce the dimensionality [RRSK11]. The main advantage of the SVD method is
its utility in cases where two users are not very similar despite having information
from both. This is due to the ability of this method to relate users even if they have
not rated common items.
2.2.1.4 Advantages and Disadvantages of Collaborative Filtering
In contrast to content-based recommendation (explained in Section 2.2.2), collabora-
tive filtering has the advantage that it does not need information about the features
of the items. In addition, collaborative filtering takes into account the global criteria
of the user community in the estimation of votes, which provides an important ad-
vantage, enabling the possibility to recommend novel items (very different from those
already seen) to users.
However, a collaborative filtering approach is not capable of generating good rec-
ommendations under certain circumstances, such as the following [SLG11, RRSK11,
CCFF11]:
• The cold start problem, which occurs when a user or item is new in the recom-
mendation system [Ahn08, BOHB12, LKH14b, HCC+16, HBOG17]. In the first
case, for new users the system does not have information about their preferences
in order to suggest suitable recommendations. For example, in the case of new
items, since no users registered in the system have rated those new items yet,
they cannot be recommended to any user. The emergence of hybrid approaches
is one of the proposed solutions to solve this problem [SPUP02, PC09, Son16].
In Section 2.2.3, we describe hybrid recommendation systems in more detail.
• The high computational cost of the recommendation algorithm [PRPT05, GM05,
SBM12]. This is due to the high dimensionality of the data produced by item-
user interactions (e.g., ratings) and the number of comparisons needed to find
the nearest neighbors. A potential solution is to perform comparisons offline, but
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once new data are introduced in the recommendation systems, the comparison
process must be repeated. Another way to attack this problem is to use parallel
computing techniques [ZWSP08].
In Section 2.2, we mentioned some challenges of traditional recommendation sys-
tems.
2.2.2 Content-Based Recommendations
The general idea of the content-based recommendation model is to recommend items
similar to the ones the user liked in the past, taking into account the description of
the items (i.e., their features) [PB07, LGS11a]. This model needs, in addition to the
rating matrix, the description of the items to recommend. For example, a movie could
be described by its genre, director, actor, etc.
In content-based recommendation systems, the user and item profiles are con-
sidered. On the one hand, the user profile represents the preferences of the users
according to the description of the items for which the user has shown interest. On
the other hand, the item profile of a user is represented as a vector (or set) of k
features that characterize the item i. Each dimension of the vector has associated a
weight, which can be determined in several ways. One of the simplest methods is the
binary representation (used in Table 2.2), where 1 represents the presence of a feature
and 0 its absence.
Item Comedy Violence Action Drama Romantic Rating
Movie A 0 0 1 1 1 4
Movie B 0 0 0 1 1 5
Movie C 0 1 1 0 0 2
Table 2.2: Example of item profiles of movies.
Taking into account both profiles (user and item profiles), a content-based recom-
mendation model suggests the items that have a high degree of similarity to the user’s
preferences. For example, if Table 2.2 represents movies watched by a particular user,
we can conclude that the user B prefers movies of drama and romantic genres.
A content-based recommendation approach uses measures to determine the simi-
larity between items. Among the different existing measures, the Euclidean distance
(see Equation 2.7), the cosine of the angle (see Equation 2.9) and the Pearson cor-
relation (see Equation 2.10) are frequently used. For more details about similarity
measures, see Section 2.2.4.
2.2.2.1 From Text to Structured Features
Sometimes, the information about the items is a textual description (or a document),
which we can be structured and exploited to provide content-based recommendations.
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In this case, the weight assignment can be binary (where 1 represents the presence of
a term in the document, and 0 its absence), or can be the frequency of occurrence of a
term tk in the document di and denoted as tfk,i (see Equation 2.4). In order to avoid
a predisposition towards long documents, the measure tfk,i is usually normalized by
dividing f(tk, di) by the maximum frequency of any term in the document.
tfk,i =
f(tk, di)
max∀t{f(t, di)} (2.4)
Another possible measure to use is the inverse document frequency of each term,
which for the term k can be denoted as idfk (see Equation 2.5), where | M | is
the number of documents existing in the collection M and | nk | is the number of
documents where the k-th term appears. The logarithm is applied to smooth the
resulting value of the division. The goal of this measure is to give less importance to
common terms. In this case, a term tk with low occurrence frequency in the collection
of documents M is more discriminating than a term that appears in all the documents.
Hence, the idfk value will be high for rare terms (or terms with a small number of
occurrences in the complete collection of documents) and low for the very frequent
ones [MRS08].
idfk = log
|M |
| nk | (2.5)
An evolution of the above measures is the combination of both, tfk,i× idfk, which
establishes a relation between the term frequency tfk,i within a document and its
frequency in the documents of the collection idfk. In order to normalize the frequencies
for long and short documents, the equation would be as shown in Equation 2.6.
tfk,i × idfk = f(tk, di)
max∀t,d{f(t, d)} × log
|M |
| nk | (2.6)
2.2.2.2 Advantages and Disadvantages of Content-Based Recommenda-
tions
One of the advantages of this type of recommendation approach, in comparison with
collaborative filtering methods, is the user independence: unlike in content-based rec-
ommendation methods, in collaborative filtering it is necessary to know the ratings
from other users for the recommendation of items that are mostly liked by the neigh-
bors (user-based CF) or items data have similar ratings to the ones mostly liked by
the user (item-based CF). This implies that a content-based recommendation system
is able to suggest items that have not yet been rated by other users. Furthermore,
content-based recommendation systems facilitate the explanation of why certain items
have been recommended to the user, by using the descriptors of the items.
A disadvantage of content-based recommendation methods is the need to define
and specify the information that characterizes the items (e.g., music, artworks, etc.).
Besides, ignoring the information of other users has the disadvantage that the system
will recommend only items similar to those already rated by that user, excluding
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from the recommendation list the novel, diverse and unexpected items that could be
of interest to the user. The latter disadvantage is commonly known as the overspe-
cialization problem. In addition, the new user problem is present. A content-based
recommendation system will not be able to suggest recommendations to a user when
few ratings have been provided by that user, unless her/his profile has been explicitly
defined.
2.2.3 Hybrid Recommendations
Hybrid recommendation systems are obtained through the combination of two or
more recommendation techniques [Bur02, Bur05, Bur07]. Most of the time, hybrid
recommendation algorithms are motivated by the need to increase the quality of
the recommendations. For example, the combination of collaborative filtering and
content-based recommendation methods helps to handle certain limitations that they
have when used separately [MCG+99, SN99, KLP+06]. Generally, for example, the
combination of collaborative filtering and another recommendation technique can help
with the cold start problem [SPUP02, LVLD08].
There are different ways to combine recommendation methods into a hybrid rec-
ommendation system. For example, in [Bur02, Bur07, LST12, HLGZ14, SS14] the
following classifications are proposed:
• Weighted: the predicted rating of an item is determined from the results of all
the recommendation models applied separately in the system. For example, the
P-Tango system [MCG+99] uses a weighted hybrid approach that combines
content-based and collaborative filtering recommendation models to provide
personalized access to daily news stories. In this system, the rating prediction
is based on a weighted average of the predictions obtained from both models. In
addition to the weighted average, other voting strategies may be applied, such
as the sum, minimum, or maximum, of all the item ratings estimated by the
recommendation models applied [HLGZ14].
• Switching: a criterion to switch between several recommendation models is ap-
plied. For example, the DailyLearner system [BP00] uses a content-based and
collaborative filter recommendation models, where a content-based recommen-
dation model is employed first. If this model cannot predict a recommendation
with sufficient confidence, then a collaborative filtering recommendation model
is applied. Similarly, the movie recommendation system MoRe [LC08] imple-
ments a hybrid approach by switching between content-based and collaborative
filtering recommendation models.
• Mixed: recommendations obtained from different recommendation models (ap-
plied at the same time) are presented together. For example, the PTV sys-
tem [SC00], that recommends TV programs, uses a mixed hybrid recommenda-
tion approach that assembles content-based and collaborative filtering recom-
mendation models. It bases its recommendations on the programs that a user
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has liked in the past, by using the textual descriptions of TV shows (content-
based recommendation) and on the programs that similar users liked (collabo-
rative filtering recommendation). The items recommended by both approaches
are collected into a single list.
• Feature combination: features relevant to different recommendation models are
considered. For example, in [BHC98] the authors formalized the recommenda-
tion problem as a learning problem. The system applies an inductive learning
approach that combines features used by collaborative filtering (e.g., item rat-
ings on a scale of one to 10) and content-based approaches (e.g., certain content
information of the items). From a binary classification perspective, the input
of this approach are features that include user-item ratings and item content
information, and the output is a set of items that the system predicts that will
be liked by the user. Therefore, the target classes are liked or disliked, rather
than ratings.
• Cascade: the set of candidate items obtained by one recommendation model is
refined by another. The first recommendation model is used to produce a coarse
ranking of candidates, while the second model focuses only on those items for
which additional refinement is needed. Hybrid recommendation systems in cas-
cade are motivated by social processes, such as when someone selects several
items of interest and asks for external opinions about them to others, in order to
ensure the best selection. For example, in [LST12, LST14], the problem of rec-
ommendation is decomposed as a two-level cascade recommendation approach.
The first level applies the content-based features of items to incorporate the
individualized user preferences within the recommendation process, by using a
one-class classifier. In the second level, a collaborative filtering model is used to
select appropriate items resulting from the first level. Another example is the
restaurant recommendation system EntreeC [Bur02], which first obtains a set of
restaurants that match a user preferred cuisine (e.g., Chinese, Vegetarian, etc.)
by using a knowledge-based model, and then those restaurants are ranked with
a collaborative recommendation method.
• Feature augmentation: it is similar in some ways to the feature combination,
but in this case the rating produced by one recommendation model is used as
an input feature in another recommendation model. For example, the content-
based book recommendation system Libra [MR00] utilizes the rating prediction
obtained through collaborative filtering as the input to a content-based recom-
mendation model. A similar example was presented in [WSS03, SSW04], where
the authors used association rules over collaborative data to obtain new content
features for content-based recommendation. In the same line, a hybrid collabo-
rative recommendation model based on Bayesian networks, that combines both
content and collaborative features, was presented in [CFLHRM10].
• Meta-level: it is inspired by an idea similar to the one behind the feature aug-
mentation strategy. In both cases, the recommendation model learnt is used
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as input to another one. However, in an augmentation hybrid recommendation
system, the features generated by the model learnt are the input to the second
model, while in a meta-level hybrid recommendation system the entire model
becomes the input. For example, LaboUr [SKK04] is a framework that gen-
erates content-based user profiles, by using instance-based learning, which are
then compared collaboratively.
The hybridization of several recommendation models can alleviate problems that
appear when using pure recommendation systems. In Table 2.3, we summarize some
of the benefits of hybrid recommendation approaches mentioned in [Bur02, Bur07].
Hybridization
strategy
Benefits
Weighted It is one of the simplest hybrid strategies to implement.
Switching
It alleviates the weaknesses of the recommendation algorithms used, highlighting
their strengths. Nevertheless, the switching criteria generate an additional
complexity during the recommendation process.
Mixed
It avoids the “new item” problem. A content-based approach facilitates the
recommendation of items based on their features even if they have not been
rated by anyone. However, it does not solve the “new user” problem, since both
the content-based and collaborative filtering recommendation models need some
data about the user preferences.
Feature
combination
It reduces the sensitivity of the system to the number of users who have rated an
item, since the system considers collaborative data without depending on it.
Cascade
It is useful in cases where an additional discrimination of the items to recommend
is necessary. This strategy is more efficient than the weighted hybridization, which
applies all its recommendation models to all the items.
Feature
augmentation
It would be applied when there is a desire of additional knowledge sources.
Generally, the augmentation can be done offline, making this strategy attractive.
Moreover, the use of the feature augmentation approach is usually preferred to a
feature combination, as the augmentation hybrid approach includes a smaller
number of features as input to the main recommendation approach.
Meta-level
It avoids the problem of data sparsity, by compressing the user’s interests into a
model learnt (e.g., content-based). In this way, a second recommendation
mechanism (e.g., a collaborative recommendation model) could operate on this
representation more easily than on a traditional user profile.
Table 2.3: Benefits of hybrid recommendation approaches.
There are only a few studies that compare hybrid recommendation processes with
experiments using the same data [Bur02]. For example, the meta-level and weighted
approaches based upon content, collaborative, and demographic data, were compared
in [Paz99]. In terms of precision, both hybrid recommendation approaches led to
significant improvements. Moreover, a detailed analysis of approaches for the devel-
opment of hybrid recommendation systems was presented in [Bur05].
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2.2.4 Similarity Measures
As discussed previously, some recommendation approaches (approaches based on
memory CF) use similarity measures. For example, content-based recommendation
models apply similarity measures to determine the closeness between two weighted
feature vectors, whereas in user-based collaborative filtering the similarity between
rating vectors specified by users is measured. Among the different existing measures
to determine the similarity between two objects (e.g., users or items), we can highlight
the following ones:
• Euclidean distance. It is one of the simplest and most commonly used distance
measures [JAK16]. The distance equation is as follows:
distance(p, q) =
√√√√ n∑
k=1
(pk − qk)2 (2.7)
where n is the total number of features, and pk and qk are the k-th features of
data objects p and q, respectively. The minimum distance between two objects is
0, whereas a value very far from 0 represents that the objects are very different.
The resulting value of computing 1 − distance can be considered a metric of
similarity.
• Jaccard coefficient. It determines the degree of similarity between two sets of
items [RV96], obtaining values between 0 and 1. The value of 1 indicates the
equality between the two sets. The Jaccard coefficient is calculated as follows:
jaccard(Iu, Iv) =
| Iu ∩ Iv |
| Iu ∪ Iv | (2.8)
where Iu and Iv represent the item sets preferred by the users u and v, respec-
tively.
• Cosine measure. It considers each object as a feature vector and defines the
similarity as the cosine of the angle between two feature vectors in the vector
space [SM86] where • denotes the scalar product of vectors p and q:
cosine(p, q) =
(p • q)
‖p‖ × ‖q‖ (2.9)
If the cosine of the angle is 1, it means that the objects are very similar (equiva-
lent in their features). Otherwise, values close to 0 will imply that the vectors are
orthogonal, and so the objects are completely different (the maximum possible
separation in the vector space).
• Pearson correlation coefficient. It determines the similarity through the linear
correlation between the two objects [BCHC09], obtaining values between−1 and
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+1. A positive value indicates that the values of both objects are correlated.
The Pearson correlation is calculated as follows:
pearson(p, q) =
∑
(p, q)
σp × σq (2.10)
where σ is the standard deviation of the items and
∑
(p, q) is the covariance of
the data points p and q.
The Pearson correlation is one of the similarity measures most commonly used in
collaborative filtering. Several empirical studies show its successful utility in obtaining
the best neighbors [BHK98, HKR02, HF08]. In [BHK98], the authors found that the
Pearson correlation performed better than the cosine similarity. Some variations of the
Pearson correlations in memory-based collaborative filtering can be seen in [MH04].
Moreover, the cosine similarity measure is the most widely used in content-based
recommendation systems to predict the user’s interest in a particular item [RRSK11].
2.3 Next Generation of Recommendation Systems
Many studies have been performed in the area of recommendation systems [RRSK11,
BOHG13]. Despite this, the research community stills continues developing new ap-
proaches, as many interesting problems remain unsolved, such as how to obtain suit-
able recommendations in the absence of previous information about the user, how to
ensure enough variability in the items recommended, how to incorporate contextual
information into the recommendation process, how to combine and exploit informa-
tion from other sources such as social networks, etc. [AT05, FJN+13].
In this section, we focus exclusively on context-aware recommendation systems as
the new generation of traditional recommendation systems. First in 2.3.1, we explain
the main context-aware recommendation paradigms described in the literature (pre-
filtering, post-filtering, and contextual modeling). Nowadays, combining CARS with
mobile computing is an important challenge in this area. Hence, we also treat aspects
related to both areas in Section 2.3.2. Finally, in Section 2.3.3 we discuss the basics
of location-aware recommendation systems as a specific case of CARS.
2.3.1 Context-Aware Recommendation Systems
Most RS operate in a 2D User× Item space. However, considering only information
about the users and items is not enough in applications such as the recommendation
of vacation packages. In this case, it is important not only to determine which items
should be recommended, but also when these recommendations should be provided
and how to combine them in a ranked list. Moreover, traditional collaborative fil-
tering techniques generally take into account all the collected ratings of the items to
generate the recommendation models; these techniques assume that the context is
homogeneous, but actually a user can assign different ratings to the same item in di-
verse contexts, as the relevance and interest of a specific item for a user may depend
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on her/his current context. Therefore, additional contextual information (e.g., the
time, with whom the user is with, the weather conditions, what the user is doing,
etc.) should be considered in the recommendation process.
With advances in the fields of ubiquitous and mobile computing, the lack of anal-
ysis of contextual information in recommendation systems has been strongly crit-
icized [AT05, WS07, AT11, MP14]. So, whereas researchers and developers had
previously mainly focused on solving classic problems of recommendation systems,
such as the cold start problem [SPUP02, Ahn08, LVLD08, ZZX13, Son16, XYT+17,
WHC+17], high dimensionality [NIIZ15, Sym16], spam vulnerability [MHF07, VK16],
and many others, researchers working on recommendation systems have recently rec-
ognized the need to investigate them in domains where the contextual information is
particularly relevant [AMRT11, CRC16, CCZ17, RSHS17].
The integration of recommendation systems and context-aware computing (see
Section 2.2 and 2.1.3, respectively) has given rise to the so-called Context-Aware
Recommendation System. A pioneer proposal in the field of CARS is the one by Ado-
mavicius et al. [ASST05, AT08, AMRT11]. In order to improve the recommendations
based on contextual information, the authors of that work extend the classical 2D par-
adigm to a multidimensional recommendation model that provides recommendations
based on multiple dimensions: (User × Item × Context). So, besides considering
the information of users and items, CARS take into account the context informa-
tion, which is a set of contextual attributes C = {c1, c2, . . . , cq}. In particular, those
authors introduced three different context-aware recommendation paradigms:
• Pre-filtering, where the contextual information is used to filter the data before
applying traditional recommendation algorithms.
• Post-filtering, where the contextual information is considered only in the final
step of the process. So, contextual information is initially ignored and the rat-
ings are predicted using any conventional 2D recommendation system, taking all
the potential items to recommend into account. Afterwards, the resulting set of
recommendations is adjusted (contextualized) for each user by using contextual
information.
• Contextual modeling, where the contextual information is used directly in the
modeling technique as part of the estimation of ratings.
The pre-filtering and post-filtering methods consider the context as an additional
filtering step that can be applied to any traditional recommendation algorithm, either
to restrict its input (pre-filtering) or its output (post-filtering). On the other hand,
contextual modeling recommendation systems imply a radically different approach,
as the contextual information directly affects the generation of the recommendation
models. Later in this section, we will discuss in more detail the three paradigms
separately.
In several studies, the pre-filtering, post-filtering and contextual modeling para-
digms have been compared [PTG+09, PG11, CFTCD13, PTG14a, PTG14b]. The
most recent experimental analysis shows that none of the considered context-aware
2.3. Next Generation of Recommendation Systems 43
recommendation paradigms dominates the others in terms of their predictive perfor-
mance and diversity measures [PTG14b]. However, the performance was affected by
several factors, such as the type of recommendation task (e.g., find all or only the
top-k items), the granularity of the context information, and the type of dataset (e.g.,
depending on features such as a high or low sparsity and heterogeneity of data).
2.3.1.1 Pre-filtering Paradigm
In the pre-filtering approach, the contextual information is used to select the most
relevant data (User × Item) for 2D recommendations. In Figure 2.5, we show the
general process of the pre-filtering paradigm. Firstly, the contextual information is
used to filter out irrelevant ratings. Then, a traditional recommendation model based
on contextualized data suggests items to the user.
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Figure 2.5: Pre-filtering paradigm.
The pre-filtering paradigm is also known as the reduction-based approach, as it
reduces the problem of multidimensional contextual recommendations to the tradi-
tional 2D recommendation space [ASST05]. For example, in a context-aware music
recommendation system, if a person enjoys listening to music while running and is
at a action moment practicing sports, then the recommendation system will only use
rating data (User × Item→ Rating) related to the context running.
An advantage of this approach is that it supports any of the 2D recommenda-
tion models proposed in the literature [AT05]. However, a poor amount of filtered
data could generate a severe constraint, since the model would not have enough
data to generate confident recommendations. Moreover, a future work in the pre-
filtering paradigm would be the incorporation of context hierarchies. For exam-
ple, the context C = {Girlfriend, Theater, Saturday} can be generalized to C ′ =
{WithCompany,AnyP lace,AnyT ime}.
2.3.1.2 Post-filtering Paradigm
The basic idea of the post-filtering approach is to consider the context as an additional
constraint to verify a posteriori. As shown in Figure 2.6, this paradigm does not take
into account the contextual information in the initial data input of the 2D recommen-
dation model. Only the ranked list of candidate items (obtained by using a traditional
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2D recommendation model) will be adjusted with the contextual information. This
adjustment can be performed in two ways [AT11]:
• Filtering (or selecting) the most relevant items in a given context. In a context-
aware book recommendation system, an example of item filtering would be the
following: if a person usually reads science books over the weekend, the system
may remove non-science books from the candidate list of books to recommend.
• Adjusting the ranking of the list retrieved based on a given context. Following
with the same scenario, if the ranking adjustment strategy is applied instead,
books with more stars (i.e., better valued) of the writers preferred by the user
(in that specific context) would have a higher value in the ranked list.
In the filtering adjustment, if there are very few contexts similar to the one of
current user, then many items from the candidate list to recommend could be elimi-
nated (even all), in the worst case. In the case of ranking adjustment, if there are no
similar contexts, then an approach equivalent to a traditional recommendation would
be applied.
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Figure 2.6: Post-filtering paradigm.
Moreover, the contextual post-filtering approaches (for both forms of adjustment)
can be classified into the following types [AT11]:
• Heuristic post-filtering approaches, which try to find the common item features
for a user in a given context, and then use these features to adjust the list of
recommendations.
• Model-based post-filtering approaches, which build models to predict the proba-
bility with which the user prefers an item type (e.g., likelihood of choosing books
of a certain literary genre) in a given context, and then use this probability to
adjust the list of recommendations.
As we indicated when describing the pre-filtering paradigm, a relevant advantage
of post-filtering paradigm is the ability to use any of the traditional recommendation
models. In addition, similarly to the pre-filtering approaches, incorporating the abil-
ity to handle context generalization models (context hierarchies) into post-filtering
paradigm is an interesting future work.
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2.3.1.3 Contextual Modeling Paradigm
In the contextual modeling approach, the contextual information is used directly
in the recommendation model. For this purpose multidimensional (MD), predictive
models (e.g., a probabilistic model, decision tree, etc.) or heuristics that incorporate
the context dimension to the user and item data are applied (see Figure 2.7). This
contextual approach assumes that context attributes are appropriate features to learn
a recommendation model.
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Figure 2.7: Contextual modeling paradigm.
In this paradigm, traditional 2D recommendation algorithms cannot be used di-
rectly (unlike in the case of the pre-filtering and post-filtering paradigms). How-
ever, these can be modified (or extended) with the purpose of incorporating the con-
text dimension in the rating estimation. For example, the traditional neighborhood-
based recommendation approach [BHK98] was extended to the multidimensional case
in [ASST05].
2.3.1.4 Challenges of Context-Aware Recommendation Systems
Some challenges of context-aware recommendation systems (see Table 2.4) are inher-
ited from traditional recommendation systems (e.g., sparsity, cold start, high dimen-
sionality problems, security, privacy, and spam vulnerability), while others arise as
new ones. Among the additional challenges, the following are open research issues in
the literature of CARS [YL10, AMRT11, VMO+12]:
• From the perspective of context-aware computing:
– The variety of application scenarios and user needs make it difficult to
determine what types of contexts are actually needed in CARS. Hence,
the efficient discovery of valid (or suitable) context types for a specific
domain is a serious challenge that CARS should overcome, in order to
reduce the difficulty of context acquisition and the computational cost of
recommendation algorithms, thus improving the performance accuracy of
CARS. According to [ASST05], this challenge can be treated as a problem
of feature selection to reduce the dimensionality of the context, and thus
make context comparisons more efficient.
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– Context acquisition and automatic discovery of dynamic user preferences
from several external data sources (e.g., social networks, sensors, RFID
data, etc.) is a major research challenge for CARS. The resulting rec-
ommendations could be more effective if the characteristics of dynamic
environment were effectively exploited.
– Another critical issue for CARS is the development of generic contex-
tual models. The problem of the current proposals (e.g., [YZZ+06, SB10,
SMP+11]) is that they model information for a very specific application
domain (e.g., tourism, movies, etc.) or more abstract domains (e.g., prod-
ucts, web services, e-learning, etc.), and so their domain-specific models
cannot be easily reused in other recommendation scenarios. However, in
the literature of CARS there are some works that try to solve this chal-
lenge. As an example, [LD06] presents a generic model using an ontology,
which can be used in different types of recommendation systems, and model
data, context, and the recommendation process itself. Moreover, [MP13]
carried out a study to try to determine whether a more generic model-
ing approach could be applied for CARS. As a result of the study, the
authors proposed a novel generic contextual model for CARS, which was
theoretically evaluated with positive results.
– Very few works in the CARS literature combine the context history and
the user behavior [PTG08, HSKK09]. Hence, the understanding of the
user’s behaviors with context history should be improved. This could be
very important to improve the performance accuracy.
• From the perspective of mobile computing:
– The existing gap between CARS and mobile computing is a serious challenge
that CARS should face. For example, mixed RS and mobile computing so-
lutions would be useful in the case of a user who is walking down the street
and uses a mobile application that suggests to her/him an appropriate
taxi in real-time (in this case, both the user and the target items may be
moving).
– User interfaces designed for recommendation purposes (explicit or implicit
recommendations) should be simple and easy to understand. However,
very few studies have evaluated the usability of interfaces in the context of
recommendations [BSW11, SBCH12, GWH13, BKR13, HWBH16], or have
studied in depth the best way to present the information to recommend.
– Development of generic and flexible architectures that facilitate the cre-
ation of context-aware recommendation systems for mobile environments.
This aspect should be analyzed, given the interest of having a generic
solution that can be extended and adapted to different applications and
domains [dCRHI14c].
– Most context-aware recommendation systems require users to explicitly
express their interests and information needs as a query. Currently, due
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to the limitation of mobile devices (e.g., data input is inconvenient), a key
challenge is how to proactively deliver relevant recommendations to the
user’s mobile device [VWB11, WHBGV11, LW12, GWH13].
• From an overall perspective:
– The lack of public datasets available and the emergence of new evaluation
measures different from the classical ones (e.g., MAE, RMSE, precision,
recall, and F-measure score) adjusted for the evaluation of CARS, such as
the combination of metrics (e.g., the accuracy and the diversity with the
latency) or the incorporation of context parameters in existing measures,
are currently critical challenges. In Section 2.4.2, we explain in more detail
both challenges.
– Development of practical context-aware recommendation applications, es-
pecially in real business domains. Most research on CARS has been concep-
tual. Generally, researchers implement a context-aware recommendation
model, which is tested (using datasets) and compared with other models
proposed in the literature of the same research field. There has been little
work done on developing practical applications for CARS [AT11].
In certain occasions, the problems to be solved require the combination of several
recommendation techniques. Hence, the combination of context-aware recommen-
dation paradigms facilitates the emergence of new approaches. An example is the
approach proposed in [ASST05], which uses several pre-filtering models and combines
their outputs. Another interesting hybridization could be to combine the pre-filtering
and post-filtering paradigms. For example, sometimes it may be more useful to use
the pre-filtering approach for attributes such as the day of the week, while for context
attributes like the weather the post-filtering approach might be more appropriate.
2.3.2 Context Aware Recommendation Systems in Mobile En-
vironments
In the last years, some context-aware recommendation architectures have been pro-
posed in the literature [BHHD13, HLGZ14, ZMB15]. However, these architectures
are not designed with mobile users in mind, where the context and the movements of
the users may be important factors to consider when deciding which items should be
recommended. This problem is indeed currently a future research direction.
Moreover, the widespread availability of mobile devices, such as smartphones and
portable computers, implies that the relevance of mobile computing scenarios is nowa-
days undeniable. This, in turn, demands new approaches for the development of rec-
ommendation systems that can handle and effectively exploit the data available in
those environments. Hence, the combination of context-aware recommendations and
mobile computing gives rise to the emergence of Context-Aware Mobile Recommenda-
tion Systems [WBE09, VMO+12, LMCX13].
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Challenges State of the art
1) Automatic data
acquisition and context
exploitation: representation,
acquisition, and enrichment of
data dynamically.
CARS could be more effective if the characteristics of
the dynamic environment were effectively captured and
exploited.
Examples of related contributions:
-Exploiting GPS trajectories: [CSdVR11, TS05, TS06a]
-GPS sensing: [BZM12, BKR13]
2) Evaluation: evaluation
measures adjusted to dynamic
environments, context-enriched
data sets.
There is a need to use evaluation measures different
from the classical ones, adjusted for the evaluation of
CARS. Moreover, the datasets used for evaluation are
usually still the same datasets used to evaluate
traditional recommendation systems (e.g., MovieLens
and Foursquare).
Examples of related contributions:
-Diversity measure: [SU11]
-Usability questionnaire: [BKR13, KCL09, SBCH12]
-Continuous query processing performance: [LSEM12]
3) User interfaces: proper
design of user interfaces for
mobile devices and dynamic
environments.
It is necessary to design suitable user interfaces (i.e.,
simple and intuitive) for CARS, in order to avoid
overloading the user with information.
Examples of related contributions:
-Usability evaluation of interfaces: [BKR13, SBCH12]
4) Security and privacy:
ensuring the location privacy
and user security.
The study and application of techniques to ensure
location privacy and user security are important
challenges to consider in the development of CARS.
Examples of related contributions:
-For recommendation systems in general: [RKM+01]
5) Generic architectures
and middleware: emergence
of generic architectures.
Despite the efforts, there is still no implemented
architecture that facilitates the development of CARS
for mobile environments. An adaptable architecture
that could be extended and customized for several
application scenarios would be really useful.
Examples of related contributions:
-Proposal of a generic framework: [dCRHI14c].
Table 2.4: Summary of key challenges related with CARS.
The main goal of context-aware mobile recommendation systems is to suggest
the right items (or services) to mobile users at anywhere and anytime, being the
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contextual information a key element in determining the relevance of the items. From
the perspective of mobile computing, these recommendation systems are characterized
by the following elements [LMCX13]:
1. User mobility: the users can access a mobile information system in different
locations, while moving.
2. Device portability: the device used to access the information system is mobile
(e.g., a smartphone, a portable computer, etc.).
3. Wireless connectivity: the device used to access the recommendation system
uses wireless communication technologies (e.g., Wi-Fi or Bluetooth).
In mobile scenarios, the context is highly changing. For example, in a taxi rec-
ommendation scenario both the users and the items to recommend can be on the
move. Thus, mobile recommendation systems must automatically update the contex-
tual information of users and items. Likewise, during the recommendation process,
the answer to a user’s query must be continuously re-evaluated by the system until the
user decides to cancel it. Some context-aware mobile recommendation systems have
already been developed, but they focus mostly on specific domains (e.g., restaurants,
museums, gas stations, supermarkets, foods, etc.) [ONMU06, LWGD07, HPNM09,
WHBGV11, VHR12]. In Section 7.2, within the context of related work, we present
more examples of CARS for mobile environments.
2.3.3 Location-Aware Recommendation Systems
In context-aware recommendations, the context variable location, of the users and/or
the items, has been proved to be of special importance to suggest relevant recommen-
dations [HNV06]. Hence, the emergence of Location-Aware Recommendation Systems
(LARS), as a special case of CARS, must be highlighted.
LARS take into account the spatial properties (locations) of users and/or items to
suggest proper recommendations. The emergence of LARS comes from the fact that
users typically prefer nearby items (e.g., restaurants, museums, cinemas), as the effort
needed to reach items close to their physical positions will be smaller. Moreover, it
may happen that only nearby items are relevant or that items located far have a short
spatio-temporal relevance. For example, a suggestion about a specific parking space
provided to a driver searching for parking could become obsolete in a short time if
the parking space is not nearby (while the user drives towards the parking spot, it
can be occupied by another vehicle).
In general, LARS can be considered as an extension of traditional recommendation
systems, and an important subset of CARS, that focuses on the location dimension.
In LARS, the rating is modeled as a function of the item, user, and location, that is,
f : U × I × L → R. The framework proposed in [LSEM12] classifies location-based
ratings in three categories:
• Spatial ratings for non-spatial items, represented by the tuple 〈user, ulocation,
rating, item〉, where ulocation is the user’s location.
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• Non-spatial ratings for spatial items, stated by the tuple 〈user, rating, item,
ilocation〉, where ilocation represents an item’s location.
• Spatial ratings for spatial items, represented by the tuple 〈user, ulocation,
rating, item, ilocation〉. In this case, the location of the user and the loca-
tion of the item are both relevant.
So, the location can be associated to the physical position of the user when she/he
rates an item (e.g., a book rated by a user who is at home), to the location of an
item (e.g., the geographic location of a restaurant rated), or to both. The set of
recommendations provided to the user should be monitored and kept up-to-date, as
the relevant recommendations may change due to movements of the user and/or the
target items (e.g., if the items are taxi cabs).
As shown in Figure 2.8, in LARS the location information of the users and/or
items can be captured in different ways (Section 2.1.2 provides more details about
existing mechanisms for obtaining location information). The location information
captured is employed to recommend relevant items in several application domains,
such as for the recommendation of news [SBE+12, AW14], shopping [TS06a, YCD08,
ZOON12], POIs [HNV06, TR09, THK11, BZM12, CFP+12, SBCH12, YCS+14], mu-
sic [BKR13], and tourism [YpC09, LMZW10, CSdVR11, NBSM12]. Currently, several
real-world recommendation systems use the location as an important parameter for
the suggestion of relevant items. Well-known examples are Google Now [Goo12a],
Foursquare [CS09], and Yelp [Yel04]. 
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Figure 2.8: Overview of LARS.
In [dCRHITLH15], we presented a survey that explains in more detail the as-
pects mentioned in this section. Another review about the main components of a
mobile location-based recommendation system was presented in [Lat15]. Besides, in
Section 7.3, we provide more information related work on LARS.
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2.4 Evaluation of Recommendation Systems
The evaluation of recommendation systems aims at verifying if a proposed system
meets the proposed goal and solves the problems identified. It usually implies com-
paring different algorithms or recommendation systems. In general, the evaluation
of recommendation systems allows measuring a variety of properties, such as the ac-
curacy, user satisfaction, robustness, scalability, etc. [SG11, BGLB16]. The existing
evaluation methodologies can be classified into two types [HKTR04, SLG11]:
• offline, based on a pre-collected dataset that allows simulating the behavior of
users interacting with the recommendation system.
• online, based on experiments with real users that interact with the recommen-
dation system in real time.
The offline evaluation, unlike the online evaluation, has the advantage that exper-
iments are less costly and can be reproduced under the same conditions. In addition,
offline experiments facilitate the comparison of several recommendation systems at
different moments in time.
Generally, offline experiments are highly used because they do not require real
users and allow comparing a wide range of recommendation algorithms at a low
cost. This type of evaluation requires data collections for specific domains. A data
collection is a dataset, usually tabulated, where each row represents an element (or
instance) and each column is related to a feature (or attribute) that describes the
element. In the field of recommendation systems, there are datasets commonly used,
such as MovieLens [Gro16, HK15], the Netflix Prize dataset [Net09, BL07], the Jester
dataset [Jes03, GRGP01], Yahoo! datasets (music, movie, or images) [Yah04, MZ09,
SBM12], the Book Crossing dataset [Zie04, ZMKL05], etc.
Creating a dataset requires a lot of effort by a wide community of users or experts,
hence the importance of publishing the existing data collections. Facilitating the use
of such data collections will allow the scientific community to make comparisons
between different algorithms on the same data collection, since different algorithms
may behave better or worse in different collections of data.
For the evaluation of the accuracy of recommendation systems, “as for the evalu-
ation of any machine learning algorithm” [KZP07], the data collection is commonly
partitioned into two datasets: training and testing. The training set is used to learn a
recommendation model, while the testing set is used to evaluate the ability to predict
new ratings by using the model learnt. In this way, the accuracy of the recommen-
dation system can be measured by comparing the predicted data with the known
data. Sometimes, a third set of data (the validating dataset) is considered to adjust
parameters of the machine learning model the testing set.
In [SLG11], several ways of partitioning the data collection (in training and testing)
are mentioned. For example, cross-validation techniques are one of the most popular.
In occasions, they are classified into the following three types [Koh95, AC10]:
1. K-fold cross-validation [BG04]. The dataset is divided into K disjunct subsets
of equal size. One of the subsets is used as testing data and the rest (K − 1)
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as training data. The cross validation process is repeated during k iterations
(or folds). Finally, the average of the results of each iteration is calculated to
obtain a unique value. Usually, the value of k = 10 folds is used [MDA05].
2. K-fold random cross-validation [RKGP17] or random subsampling [DGB09]. It
is similar to the first technique, but in this case, for each fold, the dataset is
partitioned randomly into a set for training and a set for testing. For example,
in each iteration (or fold) 30% of the data is randomly selected from the dataset
for testing and 70% for training. The final result corresponds to the average of
the values obtained for the different divisions.
3. Leave-one-out cross-validation [CT03, CT04]. It is a k-fold technique with K =
1. In each iteration one data instance is left out for testing, while the training
is carried out on the rest of the dataset.
The first cross-validation technique is very precise, but slow from a computational
perspective. Moreover, in the second technique some data may not be evaluated, and
others may be evaluated more than once. Finally, the third technique has a very
low evaluation error, but the computational cost is high, due to the high number of
iterations needed to test the whole dataset. Hence, it is typically used only for the
analysis of very small datasets.
2.4.1 Evaluation Metrics
The most commonly used metrics to determine the accuracy of recommendation mod-
els are the Mean Average Error (MAE) [SM95] and the Root Mean Squared Error
(RMSE) [HKTR04, WM05], which are defined as follows:
MAE =
1
| T |
∑
r(u,i)∈T
| rˆ(u, i)− r(u, i) | (2.11)
RMSE =
√√√√ 1| T | ∑
r(u,i)∈T
(rˆ(u, i)− r(u, i))2 (2.12)
where r(u, i) is a known rating of the testing set T , and rˆ(u, i) is a predicted rating
obtained by the recommendation model. Both MAE and RMSE evaluate the average
model prediction error in the range from 0 to ∞. However, the RMSE gives a higher
weight to larger absolute values than to errors with smaller absolute values [CD14].
This is because in the RMSE the errors are squared before they are averaged. Hence,
the RMSE is more suitable when large errors are particularly undesirable.
Another popular metric is the Hamming distance that counts the number of ratings
in which predicted and known (in the test set T ) rating values disagree, as defined in
the following equation [AAAPS09, KvWG09, ANPS11]:
Hamming =
1
| T |
∑
r(u,i)∈T
d(rˆ(u, i), r(u, i)) (2.13)
2.4. Evaluation of Recommendation Systems 53
where d(rˆ(u, i), r(u, i)) = 1 if rˆ(u, i) 6= r(u, i), and 0 otherwise.
Sometimes, researchers need to evaluate whether the system adequately predicts
that the user will use or like the recommended items, rather than if the system
correctly predicts the item rating. In this case, the metrics of precision and recall can
be used [GS09, Pow11].
The precision (see Equation 2.14) reflects the capability to recommend only useful
items (avoiding the irrelevant ones), while the recall (see Equation 2.15) represents
the coverage of useful items that the recommendation model can obtain (avoiding
missing relevant items). Finally, as a combined metric, the F-measure is defined as
the harmonic mean of the precision and recall [HR05, Pow11]. The F1-measure is a
particular case of the F-measure (see Equation 2.16) for a value of β = 1. Notice
that the meaning of the values TP, FP, and FN, used in the formulas of precision
and recall, is explained below, in relation to the concept of confusion matrix (see
Table 2.5).
precision =
TP
TP + FP
(2.14)
recall =
TP
TP + FN
(2.15)
Fβ =
(
1 + β2
) ∗ precision ∗ recall
(β2 ∗ precision+ recall) (2.16)
To illustrate the performance of the system in terms of precision and recall, it
is useful to use a confusion matrix (or contingency table), as shown in Table 2.5.
This table represents the four possibilities that can arise regarding a recommendation
decision. The diagonal numbers TP (True Positives) and TN (True Negatives) count
the correct decisions: recommend an item when it should be recommended and do not
recommend an item when it should not be recommended, respectively. On the other
hand, FP (False Positives) and FN (False Negatives), represent incorrect decisions:
recommend an item when it should not be recommended and do not recommend an
item when it should be recommended, respectively.
Predicted
Positive
(relevant item)
Negative
(non-relevant item)
Real Positive (relevant item) TP FN
Negative (non-relevant item) FP TN
Table 2.5: Template of a confusion matrix.
In order to take into account the positions of the items in the recommendation
ranking, the following precision metric at k items can be used [TS06b, ML10]:
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P@k(u) =
1
k
k∑
k=1
rel(Ri, u) (2.17)
where rel(Ri, u) is 1 if the item i in the ranking is relevant for the user u, and 0
otherwise. This measure computes the precision of the top-k ratings.
On the other hand, for the comparison of rankings (e.g., to compare the ranking
obtained with an ideal ranking), the measure of Kendall’s tau [Ken38, FKS03] can be
used, which we show below:
K(p)(l1, l2) =
∑
i,j∈P (l1,l2)
K¯
(p)
i,j (l1, l2) (2.18)
where l1 and l2 are the lists of recommended items to compare and P (l1, l2) is the
union set of the elements in both lists. If K¯
(p)
i,j (l1, l2) = 1, it means that one of the
following conditions have been met:
• The elements i and j appear in both lists but in reverse order.
• Both elements (i and j) appear in one list, but only one (i or j) appears in the
other list.
• Only the element i (or j) appears in one list.
Otherwise, K¯
(p)
i,j (l1, l2) = 0.
There are other metrics that could be used to evaluate recommendation systems,
such as the Discounted Cumulative Gain (DCG) [JK02, Voo01, QLXL10, IKPC17].
In Table 2.6, we present a summary of the evaluation metrics discussed in this section.
The last column indicates the goal of the metric.
2.4.2 Evaluation Challenges
Regarding the evaluation of recommendation systems, there are still significant re-
search challenges to be addressed. Firstly, RS have become more complex over time,
by considering new parameters during the recommendation process, such as the con-
textual information. The evaluation of CARS is a challenge, due to the scarce avail-
ability of public datasets that incorporate context information related to the ratings
provided by the users. Although, there exist some datasets with contextual informa-
tion to test algorithms for CARS (e.g., STS [BERS13, EBRT13]), they are usually
incomplete, since most users prefer not to disclose their context when they rate items,
or they may just be lazy to do so. Moreover, these datasets do not cover all the possi-
ble potential scenarios that researchers would need to prove the validity and generality
of their recommendation approaches. Besides, traditional well-known datasets (e.g.,
MovieLens, NetFlix, or Foursquare, among others) are not suitable for the evaluation
of CARS, and the obtention of new data collections is very costly. Real datasets could
be collected more easily by a mobile recommendation system if the user’s context data
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Evaluation metric Brief description Purpose
MAE [SM95, HKTR04, WM05]
It measures the average absolute deviation
between a predicted rating and the user’s
true rating.
Rating accuracy
RMSE [HKTR04, WM05]
It determines the root-mean-square error
and is biased to weigh large errors
disproportionately.
Rating accuracy
Hamming [AAAPS09, KvWG09]
It counts the number of ratings in which
predicted and known rating values disagree.
Diversity
Precision [GS09, Pow11]
It reflects the capability to recommend only
useful items.
Classification accuracy
Recall [GS09, Pow11]
It represents the coverage of useful items
that the recommendation model can obtain.
Classification accuracy
F-measure [HR05, Pow11]
It measures the harmonic mean of the
precision and recall.
Classification accuracy
P@k [TS06b, ML10]
It obtains the precision of a result set
considering the first k items in the ranked
list.
Ranking accuracy
Kendall’s tau [Ken38, FKS03]
It compares the ranking of items to
recommend obtained with an ideal ranking.
Ranking accuracy
DCG [JK02]
It evaluates the capacity of the
recommendation system to show the relevant
items in the first positions.
Ranking accuracy
Table 2.6: Summary of evaluation metrics.
were automatically detected. Furthermore, the definition of realistic synthetic data
generators, or even crowdsourcing data collection through videogames (gamification),
could be explored.
Secondly, researchers continue using traditional measures (e.g., MAE, RMSE,
Hamming, precision, recall, and F1 score) to evaluate context-aware recommen-
dation systems [HKTR04, YL10]. We believe that an interesting research direction
could be the proposal of new evaluation measures, as indicated in [MRK06, dOG08].
For example, the inclusion and evaluation of diversity is as an important element in
context-aware recommendation systems. This idea was considered for the first time
in [GPT11]: the goal is that the users should be provided with recommendations that
are diverse enough rather than very similar to each other, which is an idea that had
been exploited before in Information Retrieval contexts [AGHI09]. Another example
is the combining metrics such as the accuracy and the diversity with the latency,
or including context parameters in existing measures, could be an interesting area
to analyze. Moreover, most works focus on the evaluation of the effectiveness of the
recommendations, but in mobile environments the usability and efficiency are also rel-
evant aspects to evaluate, for example, timely suggestions could be more important
than perfect suggestions but with a long delay.
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Thirdly, in [AMRT11] the authors highlighted that “an important research direc-
tion is the comparison of the three CARS paradigms to detect strengths and weak-
nesses of each paradigm and to determine which one is better than the others and in
which circumstances”. In recent studies, this challenge has been partially addressed.
For example, in [PTG14b] the authors performed an evaluation and comparison of
the effectiveness of the existing paradigms (pre-filtering, post-filtering, and contextual
modeling), considering the accuracy and the diversity of the recommendations. Others
comparisons among the paradigms had been presented before in [PG11, CFTCD13].
Finally, potential temporal changes in user preferences [CCYX09, GZˇB+14] due
to the emergence of new products or services in the recommendation systems or
changes in the user’s habits, bring challenges for the evaluation of recommendation
systems [YL10].
2.5 Summary of the Chapter
Along this chapter, we presented the technological context related to this thesis,
including the field of mobile computing, the main features of traditional recommen-
dation systems, context-aware recommendation systems, and location-aware recom-
mendations systems. Besides, we also discussed the problem of evaluation of recom-
mendation systems.
Firstly, we described the context of mobile computing, emphasizing the current
increase of mobile devices worldwide. We focused on concepts and technologies such
as P2P networks, sensors, and context-aware computing.
Secondly, we described the basics of traditional recommendations systems. Mainly,
we presented a detailed explanation of the classic approaches of recommendation:
collaborative filtering, content-based filtering, and hybrid recommendations. Regard-
ing collaborative filtering, we emphasized two types of filtering: memory-based and
model-based. In terms of scalability and precision, we highlighted the popularity of
matrix factorization techniques, and particularly SVD. We also focused on similarity
metrics, as they are a key element during the recommendation process. Besides, we
mentioned the main advantages and limitations of traditional recommendation sys-
tems. Finally, we explained the motivation of hybrid recommendation systems and
some ways of combining several recommendation models.
Thirdly, we presented the context-aware recommendation paradigm as the next
generation of traditional recommendation systems. We described the main approaches
for context-aware recommendation: pre-filtering, post-filtering, and contextual mod-
eling. Besides, we emphasized the importance of taking into account the features of
mobile computing scenarios, where the user’s context is highly dynamic. As a special
case of context-aware recommendation systems, we explained the fundamentals of
location-based recommendation systems, where the contextual information is based
mainly on the user’s location.
Finally, we concluded the chapter discussing the main aspects to take into account
during the evaluation of recommendation systems. Initially, we described the most
popular evaluation metrics and their benefits. Afterwards, we presented a set of
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evaluation challenges identified in the literature of context-aware recommendation
systems.
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Chapter 3
Context-Aware Mobile
Recommendation
Architecture
In the field of context-aware recommendation systems, only static contextual infor-
mation is usually considered. However, the dynamic contextual information would
very helpful in mobile computing scenarios. Despite this interest, the design and im-
plementation of flexible and generic frameworks to support an easy development of
context-aware mobile recommendation systems have been relatively unexplored.
This chapter describes our proposed architecture, called MOONRISE (MObile
cONtext-aware RecommendatIon SystEm), specifically designed to exploit context-
aware recommendations in mobile computing environments. In Section 3.1, we present
a motivating scenario where a context-aware recommendation architecture like the one
proposed in this thesis would be useful. In Section 3.2, we describe the design of the
proposed context-aware mobile recommendation architecture. Specifically, we present
the different layers of the architecture structured by levels, detailing the corresponding
modules per layer.
3.1 Motivating Scenario
This section describes a sample scenario to illustrate the interest of a context-aware
mobile recommendation architecture. The scenario shows some of the main benefits
provided by the architecture that we propose in this thesis, as well as the interest of
having a flexible and global framework for CARS aimed at mobile users. We follow
a story-like style to describe the motivating scenario, which consists of two parts:
shopping (see Figure 3.1), and leisure after shopping (see Figure 3.2).
Throughout the description of the scenario, we assume the existence of an ap-
plication MOcCARSin (MObile Context-Aware Recommendation System), which can
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be installed in mid-range smartphones. This application recommends (proactively or
through explicit queries) products of interest to the user, considering an enriched user
profile built based on opinions issued in the past about products in different contexts
as well as exploiting additional contextual information obtained from the environment
(via different types of sensors).
The example provided in the rest of this section illustrates the benefits of a context-
aware mobile recommendation framework to provide useful recommendations in a
mobile computing environment. Several mobile computing applications for different
scenarios could be developed based on the generic framework proposed. This chapter
focuses on the design of an architecture that could support graphic applications, such
as the examples shown in Section 3.1.1 and 3.1.2. Although the fictitious application
MOcCARSin named in the example does not exist, it shows the ultimate goals pursued
in our research. Besides, in Chapter 6, we will focus on a different application scenario
(the visit to a museum) and analyze the interest of mobile recommendations in that
specific context.
3.1.1 Example Scenario: Shopping
Alice gets up at 7:30 am. It is Saturday and it is raining. She needs to buy some food
for the week, but she does not know exactly what she should buy and where she could
go. So, Alice decides to use MOcCARSin in order to receive recommendations of
supermarkets where she can go, given her current circumstances. First, she introduces
the keyword “food” as the query. Automatically, MOcCARSin enriches this input
with additional contextual information that is relevant in her context, such as the
hour and day of the week, the weather conditions, her current location, and even
information about the persons that are with Alice at the moment. MOcCARSin
infers that Alice is probably interested in buying food, as her potential desire to have
lunch or dinner at that time of the day is considered unlikely; taking breakfast outside
does not seem a plausible option either because Alice’s coffee machine broadcast a
“coffee ready” message a few minutes ago (by using Machine to Machine –M2M–
communications [AHD14, CL14]). So, MOcCARSin asks Alice “Do you need to buy
food?” and she confirms.
Then, MOcCARSin evaluates the different context parameters and Alice’s prefer-
ences to suggest her a place where she can buy food. It knows that Alice prefers
medium-price supermarkets rather than more expensive high-quality malls, small
stores, or gourmet food stores specialized in specific types of products. However,
in this case the closest supermarket is quite far, so going by foot there is not a good
option given that it is raining. Moreover, Alice does not have a car, the public trans-
portation system is not working yet at this time, and Alice’s brother (who could drive
her to the supermarket) is not with her at the moment. So, MOcCARSin considers
interesting to include in the list of suggestions a small food store located a few blocks
from her home. Alice finally selects a supermarket, and so MOcCARSin suggests her
to take a taxi or wait until 9:00 when the bus service starts. Alice decides to take
a taxi, and therefore MOcCARSin recommends her several taxi companies (ranked
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Figure 3.1: Example scenario for mobile CARS: shopping.
based on ratings from other users), continuously showing on a map the up-to-date
locations of taxis nearby along with contact information of the corresponding taxi
companies.
Once in the supermarket, MOcCARSin automatically suggests products that
she usually buys, products whose stock in her fridge is decreasing (this information
was provided by her fridge before leaving home), as well as other products that she
has never purchased but she might like. For each product suggested, MOcCARSin
provides optional information such as its name, price, and appropriate routes to reach
the supermarket’s section where the product is located. If Alice selects a set of
products at the same time, then MOcCARSin is able to suggest Alice a route that
optimizes the retrieval of all those products. As the supermarket may include several
floors, MOcCARSin exploits a hierarchical indoor map to obtain the appropriate
walking directions, including (if necessary) taking the stairs or an elevator.
Information about products is obtained from a web service provided by the super-
market, as well as from other customers that may disseminate and share dynamically
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(through a mobile P2P network) information about specific offers that they have seen.
From the P2P perspective, each customer has locally stored on her/his mobile device
information about their purchased products as well as their preferences. Customers
located nearby can exchange information stored on their mobile devices, by using
short-range ad hoc communications. Moreover, Alice has accepted to share infor-
mation about her current shopping cart with the supermarket, which the marketing
department exploits to offer her customized offers and related products (e.g., if Alice
has bought strawberries, she can be offered whipped cream at a special price).
By using NFC (Near Field Communication) [COO13], MOcCARSin is able to
provide Alice with information about products that she is currently observing, as
the supermarket has deployed an appropriate mechanism to query this information,
such as RFID [Rob06, Fin10] tags. For example, MOcCARSin can identify product
features including its ingredients or caloric content, its price, and its expiry date.
Alice is in a gluten-free diet, and so MOcCARSin warns her if she tries to pick up
products that contain gluten. It also prevents Alice from choosing specific products
whose expiry date is too close in time, taking into account her consumer habits (e.g.,
Alice might be used to leave products in the fridge for a long time).
When Alice considers that the shopping is finished, MOcCARSin alerts Alice that
she is just three euros below the threshold that would entitle her to a free delivery
at home. Therefore, as she does not have a car, she decides to buy also a couple of
chewing gum packets and ask for home delivery during the afternoon.
3.1.2 Example Scenario: Leisure After Shopping
After leaving the supermarket, the weather has improved considerably. Alice starts
walking home and she receives a recommendation to have lunch in a restaurant lo-
cated nearby. It is a good time to eat and she is hungry. Besides, the restaurant
offers Chinese food, which is Alice’s preferred meal. So, she decides to accept the
recommendation. MOcCARSin suggests Alice to ask Bob, Alice’s best friend, to join
her, as he also loves Chinese food. Alice contacts Bob and he accepts, but he is not
nearby, so he takes his own car to go there. Bob types “parking car” in his MOc-
CARSin application along with the address of the restaurant, to try to find available
parking spaces near the restaurant. MOcCARSin collects and offers him informa-
tion about available parking spaces that may be relevant (obtained from repositories
with information about parking lots and garages, data collected from parking sensors,
etc.). Some of the private parking spots suggested support booking and electronic
payment, which Bob finds convenient.
In the meanwhile, Alice decides to buy a present for Bob. He loves books, so she
asks for appropriate book recommendations. As Bob is sharing with Alice informa-
tion about his preferences and the books that he has already read, the MOcCARSin
application in Alice’s device uses those data to suggest Alice an appropriate book for
Bob.
At the restaurant, Bob invites Alice to go to the cinema after lunch. Alice ac-
cepts, but she has the responsibility to choose the movie. By simply introducing the
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Figure 3.2: Example scenario for mobile CARS: leisure after shopping.
keywords “cinema movies”, MOcCARSin is able to provide recommendations about
interesting movies being shown in cinemas in the vicinity. User preferences related to
the price, type of cinema (preferred size, audio and video capabilities offered, comfort
and additional services, etc.), and movie genres, are automatically analyzed during
the recommendation process. For example, MOcCARSin excludes 3D movies, as
they usually give Alice a headache. Moreover, as Alice shares many interests with
her friends, she trusts particularly the opinions (ratings) provided by people in her
social network, which is also taken into account by MOcCARSin when assessing the
reliability and relevance of the available ratings.
3.2 Architecture
MOONRISE is an architecture designed to facilitate the creation of context-aware
recommendation systems for mobile computing environments [dCRHI14c, dCRHI16].
In Figure 3.3, we show a high-level view of the architecture. It provides several tradi-
tional recommendation algorithms (see Section 2.2 for a description of their fundamen-
tals), such as collaborative filtering (e.g., user/item-based recommendation [BHK98]
and SVD [Bra03, SKKR02]), and content-based recommendation algorithms [LGS11a].
Knowledge-based recommendation algorithms [Bur07] also fit in the proposed archi-
tecture; they could be used to recommend items affected only by the user’s needs and
preferences but not by ratings (e.g., in a scenario where parking spaces are recom-
mended to a driver, the suitable recommendations are usually based on objective cri-
teria rather than ratings). Besides, it is possible to combine several recommendation
algorithms in order to improve the accuracy of the recommendations; for hybridiza-
tion of recommendations, several strategies can be applied [Bur07], such as weighting
(applying several algorithms at the same time and weighing their scores to obtain an
overall score) and switching (choosing the most appropriate recommendation model
based on the available information). In addition, the architecture accommodates
different context-aware recommendation paradigms (pre-filtering, post-filtering, and
contextual modeling) in a privacy-preserving way, by sharing data only in a local area
and keeping sensitive data and personal preferences privately on the user’s device.
The architecture is suitable for both indoor and outdoor scenarios, as the specifics
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Figure 3.3: Context-Aware Mobile Recommendation Architecture.
of each environment would be exploited internally by the system (e.g., by considering
appropriate positioning technologies to obtain the location of the user in that envi-
ronment, to determine if the mobility of the user is completely free or constrained
to specific path networks such as roads or a building’s layout, etc.). Besides, no
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assumption is made regarding the availability of complete information in the local
knowledge base of the user’s device, the communication technology used (Wi-Fi, 3G,
etc.), or the possibility to query central servers and/or opportunistically benefit from
information available in other mobile devices through a mobile peer-to-peer architec-
ture [LW08]. The architecture should adapt to the available options. Whatever the
scenario, the user should receive appropriate recommendations for her/his current
context in real-time, by following a best-effort approach.
The sensing engine module implicitly exploits information from sensors and other
available data sources (e.g., geospatial information services, social networks, web ser-
vices, etc.) to obtain relevant context information. Dynamic context values, such
as the transport way, mobility (e.g., sensed by accelerometers), temperature (e.g.
sensed by temperature sensors), and time of the day (e.g., sensed by optical sensors),
as well as the location (e.g., sensed by a GPS receiver) of the current user or item
may be captured from sensors of mobile devices. Thus, today’s mobile devices (e.g.,
smartphones) come equipped with a large number of sensors, which would be use-
ful to obtain contextual information of the user’s or item’s environment (e.g., timer,
humidity sensor, microphone, compass, gyroscope, camera, etc.) [LML+10, CC12].
Moreover, a supporting infrastructure of sensors may be in place (e.g., to obtain tem-
perature information from sensors deployed in a specified area). In [IHTLdCRH15],
we have performed an in-depth study of the role of sensors in mobile context-aware
recommendation systems. In our architecture, the static context information (e.g.,
user preferences about item features, and basic personal data such as the age, genre,
etc.) obtained from the user, as well as dynamic context data (e.g., transport way,
location, etc.) obtained from the environment, are considered in the context-aware
recommendation process. The architecture is very generic in terms of the context
model used, as we consider the generic context model proposed in [MP13], which can
be adjusted to any domain.
Both push-based recommendations (proactive recommendations, received without
explicit requests from the user) and pull-based recommendations (reactive recommen-
dations, obtained as an answer to a query submitted by the user and evaluated by the
system as a continuous query) are supported. In both cases, the system could simply
query data available on the local knowledge base (data pushed from other mobile
peers, introduced by the user, or obtained from other services and cached locally)
and/or access other data repositories, as required.
The proposed architecture includes strategies to deal with well-known problems
in recommendations systems, such as: the problem of cold start and sparse data,
by supporting hybrid recommendations models (e.g., combining content-based and
collaborative filtering) and the possibility to exploit data available outside the local
knowledge base (obtained through a mobile peer-to-peer architecture and/or by di-
rectly contacting central servers or repositories); the problem of high dimensionality,
by employing the SVD model; the problem of vulnerability spam, by allowing the
use of techniques to identify false information injection attacks [WMB07, MBBW07,
MHF07, ZLWL09, SKY11, VK16] as well as to discard information judged as unreli-
able through a reliability analysis (e.g., collaborative filtering can be constrained to
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consider only, or assign more confidence to, information provided by friends [AMT05]);
and the problem of too similar or redundant recommendations, by ensuring diversity
through the use of similarity measures and clustering techniques. Moreover, it con-
siders the possibility to obtain numerical ratings for items from opinions expressed
in natural language, by exploiting supervised learning methods for sentiment analy-
sis [LClC06, Liu10, Liu11, LZ12, BKKK16, YSZ17].
3.2.1 View Layer
This layer reflects the main components of the user interface. Through this interface,
the user can perform the following main actions: define and manage information to
include in her/his profile (e.g., birth date, age, sex, occupation, home city, friends,
etc.), indicate her/his preferences about items (ratings), submit queries, and receive
recommendations.
The user’s preferences may be reflected in the system through explicit or implicit
ratings. Explicit ratings can be expressed numerically (e.g., values in the range of one
to five, zero to 10, etc.) or by using literal expressions (e.g., “good”, “poor”, etc.).
Numeric ratings may be quite subjective (they depend heavily on the user’s tendency
to assign higher or lower scores, and therefore similarity metrics such as Z-score
normalize the ratings to avoid this bias), but on the other hand literal expressions
usually need to be translated to numeric values for the recommendation process.
Implicit ratings are obtained through analysis of the user’s behavior (e.g., purchases
of specific products, visits to certain places, etc.). It is important to emphasize that
the ratings assigned by the users may depend on the existing context when the rating
was released. So, this contextual information is stored along with the ratings.
Moreover, the user can receive push-based recommendations and pull-based rec-
ommendations. Push-based recommendations are provided to the user based only on
the user’s profile and the current context, without a previous request by the user. On
the other hand, pull-based recommendations are provided as an answer to a query
explicitly submitted by the user (by using keywords related to the type of item re-
quired, by filling application forms and templates, by selecting among predefined
queries, or by directly expressing the item type, for example, by choosing an option
from a drop-down list). The user can enter, along with the query, soft constraints
and hard constraints (e.g., the price of an item should be below a certain threshold,
the item should not be located further than a certain distance, etc.) for the items as
well as hints regarding the context criteria that should be considered for that type of
item during the recommendation process.
3.2.2 Logic Layer
This layer contains the main modules of the system. A module called Sentiment
Analyzer is envisioned to interpret an opinion in natural language (e.g., an opin-
ion expressed in free text) and to determine if the opinion is positive, negative, o
neutral, to assign it a rating automatically. It can apply techniques for sentiment
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classification [LClC06, Liu10, Liu11, LZ12, BKKK16, YSZ17]. Methods of super-
vised learning, Na¨ıve Bayes [DHS00], Support Vector Machines (SVMs) [VC95], and
regression methods [KWPG01] can be used.
A module called Rating Reliability Analyzer would be in charge of protecting
against profile injection attacks (attacks that try to artificially increase or decrease
the relevance of some items by injecting fake ratings). This module would apply
different attack detection methods [MBBW07] and its filtered output would be used
to update the corresponding local knowledge base by using the module Repository
Manager.
The User Reliability Analyzer module allows assigning more confidence to the
information provided by the user’s friends, by exploiting trust statements and user
personal data in social networks [AMT05, MA07, MA15, LCCT17, XZZS17].
Pull-Based Recommendation Module
The Pull-Based Recommendation module is illustrated by the main steps shown below
(see Figure 3.4):
• STEP 1: Query. First, the user introduces the item type as query in the system.
• STEP 2: Context criteria and constraints. The user can specify (optionally)
hints regarding context criteria that should be taken into account during the
recommendation process, as well as soft and hard constraints.
• STEP 3: Context-aware recommendation paradigm. Finally, a certain context-
aware recommendation paradigm is considered to obtain the items to suggest.
In this module, the type of context-aware recommendation paradigm executed
depends either on the final implementation of the architecture (provided by the system
developer) and/or the type of items to recommend. The study performed in [PTG14b]
provides a comparison of paradigms for context-aware recommendation in terms of
the accuracy and diversity of the recommendations they provide, which is useful to
determine which methods are more appropriate under certain circumstances.
With the pre-filtering paradigm, first a context update is performed. Then, a
context analysis takes place during the phase of obtaining contextualized data. The
contextualized data allows creating/updating a 2D recommendation model. Finally,
the item recommendations are provided to the user. The post-filtering paradigm is
similar to the pre-filtering but inverting the order of steps; as an example of a post-
filtering step, filtering the candidate items according to specific location-dependent
constraints [IMI10] could be considered (e.g., filtering the items based on their distance
from the user). Finally, in the contextual modeling paradigm, the context information
is used directly in the recommendation model. In this case, the recommendation
model can be a classification technique, where the context variables and the attributes
of items are considered features and the ratings are the target classes.
It should be noted that in a mobile environment, where the context is constantly
changing, the recommendations should be kept up-to-date over time. For that pur-
pose, the recommendation modules include a loop. For example, both the context
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Figure 3.4: Main steps of the pull-based recommendation module.
update and obtaining contextualized data tasks must be executed periodically, with a
certain frequency.
Push-Based Recommendation Module
On the other hand, the Push-Based Recommendation module is based on the pre-
filtering and post-filtering paradigms, adapted for mobile environments by including
a continuous reevaluation of context updates (see Figure 3.5). Below, we show the
main steps for a push-based recommendation:
• STEP 1: Context update. First, the context is automatically captured from the
user’s environment.
• STEP 2: Recommendation triggering. The user’s contextual conditions are
analyzed to decide when to trigger a recommendation process.
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• STEP 3: Context-aware recommendation paradigm. Finally, if the MD rec-
ommendation algorithm is executed, then the pre-filtering and post-filtering
recommendation paradigms are considered to obtain the items to suggest.
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Figure 3.5: Main steps of the push-based recommendation module.
Firstly, the context update and recommendation triggering tasks are performed in
order to detect when the system should provide a recommendation to the user. For
this analysis, the system uses the contextual conditions automatically detected from
the user’s environment. If a recommendation should be pushed to the user, then
the pre-filtering and post-filtering recommendation paradigms are performed. The
pre-filtering algorithm filters the appropriate data for the current context, and then
a 2D recommender is executed to obtain a set of candidate items to suggest. Finally,
the resulting list of items can be provided to the user by applying a post-filtering,
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which solves the possible conflicts between candidate items (e.g., this phase may filter
candidate restaurants to recommend by taking into account suggested user’s private
preferences, such as the need of gluten-free meals, or could adjust the ranking of
activities in an appropriate order).
3.2.3 Data Layer
This layer abstracts us from the details of access to the data, which can be stored
in relational databases, plain files, etc. The module User Profile and Context Man-
ager is responsible for managing (inserting, modifying, and removing) information of
the user’s profile and context. The information can be stored in a local knowledge
base through the module Repository Manager, which allows the access to the local
knowledge base. For example, if the data are stored in a relational database, it is
possible to access relevant data (e.g., about users, items, contexts and ratings) for the
recommendation process without the need to directly apply SQL queries. The infor-
mation needed to perform the recommendation process can be stored in a centralized
database or in local databases (located on the mobile devices of the users). In this
last case, the mobile device of a user can exchange data with others in a P2P way.
Context Model
The context model that we propose, inspired by [MP13], is shown in Figure 3.6. The
user item context rating entity represents a context-aware recommendation process,
which includes the dimensions U × I × C → R. It has exactly one User, exactly one
Item, but zero or more Context entities. Hence, a user can rate several items in none
or different contexts. If there is no context information, then the recommendation
process can be reduced to a traditional 2D algorithm. The ratings are integer values in
a specific range. However, the user can also give opinions in natural language, which
can be converted into a numerical value (or rating) by using the Sentiment Analyzer
module. The user provided property specifies if the rating is manually obtained by
the user or automatically generated from a user’s textual opinion.
The Context entity represents a set of context variables with their corresponding
types (e.g., user context, item context, environment context, system context, etc.),
names (e.g., mood, location, season, weather, etc.), and values (happy, near, summer,
hot, etc.). In order to facilitate calculations of soft context similarities, we explic-
itly include a reflexive relation between context variables. We also consider in the
model whether the context variable is dynamic or static. The type property, from the
perspective of context-aware computing, can be optionally related with the Item and
User entities (e.g., user context and item context). The Item entity, may have a set
of properties such as the name and location. Besides, this entity can be classified in
zero or one type of item (e.g., restaurant, music, book, museum, etc.), as well as have
one or more features that describe it. Moreover, the User entity may have associated
profiles, and each of these profiles may have variables that characterize them.
The extension of the context model [MP13], proposed by us and shown in Fig-
ure 3.6, implies a set of important differences, such as the following:
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Figure 3.6: The proposed context model for CARS, inspired by [MP13].
• We do not represent the rating property in the Context entity, since we consider
that the same context may have ratings for different users.
• We also allow opinions in natural language, from which the ratings can be
inferred.
• We allow the computation of soft context similarities, by considering a reflexive
relation between the context variables.
• We also allow context variables that are not associated with any predefined con-
text type (e.g., user context, item context, environment context, system context,
etc.). So, the type of context associated with a context variable is optional.
• We allow the use of the model for cases where there is no associated context
information.
• We allow one user with exactly one profile representing her/his preferences. For
example, during the recommendation process of an item, the distance (between
the location of the user and the item) may be relevant according to the user’s
preferences.
Finally, it is interesting to mention that, in addition to the data related to the
context model, this layer can also provide other types of information, such as data
about roads and maps of buildings.
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Data Sharing Manager Module
Obtaining data from external knowledge bases is also possible thanks to the Data
Sharing Manager. In this module, we advocate mobile P2P context-aware recom-
mendations that exploit exclusively short-range wireless ad hoc communications (e.g.,
Wi-Fi), which are usually assumed to provide a communication range of 200-300 me-
ters, to exchange data among mobile devices that are within the communication range
of each other [dCRHITH17]. In this way, there is no need of a fixed support infras-
tructure and no centralized server is devoted to collecting all the data (e.g., ratings)
provided by the users. Instead, the data are propagated opportunistically (i.e., as
the devices meet when they move around the space) through the ad hoc network and
the votes provided by the users are stored on the mobile devices of the users in a
distributed way. Then, the recommendation system running locally on each mobile
device can exploit its local database to predict ratings and recommend items to its
user.
Mobile P2P architectures offer several potential advantages over centralized solu-
tions (see Section 2.1.1). For example, the following advantages can be mentioned:
they are costless in terms of the infrastructure required (deploying a fixed support
infrastructure may be expensive); the mobile users do not incur any cost derived
from the use of cellular communications (e.g., 3G or 4G) when providing rating in-
formation; and they may provide better privacy guarantees, as no centralized server
collects all the information provided and the transmission of data is usually confined
to nearby spatial regions. So, a P2P approach could provide a number of benefits,
as it does not require a fixed support infrastructure that collects all the information,
and besides it can always be complemented (if needed) by some fixed support nodes.
More precisely, when a user releases a rating (i.e., provides a vote with her/his as-
sessment of an item), the rating information (user id, item id, context data, and rating
provided) is broadcast in its vicinity: all the mobile devices within its communication
range listen to the information and store it in their local databases. Thus, the rating
information propagates through the mobile devices of the users according to their
spatio-temporal relevance: the rating information that has been released recently will
reach first users located nearby. The time needed to propagate data by broadcasting
it in the wireless medium (TTP) is determined by the following equation:
TTP = l +
N
v
(3.1)
where l is the latency, N is the size of the data to transfer, and v is the communication
bandwidth available.
The data dissemination approach used for the propagation of rating information
through the mobile ad hoc network, once it has been released for the first time, is
based on contention-based forwarding. This implies that, instead of using a flooding
approach, which is known to be subject to a number of problems (mainly, the storm
broadcasting problem [NTCS99], that may cause a major network overload as well
as interferences due to network packet collisions), only a single mobile user will be
in charge of propagating each specific rating by broadcasting it to all her/his neigh-
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bors. All the mobile devices within the communication range listen to the wireless
medium and receive the rating information broadcast, but only one device at a time
is responsible for forwarding a specific piece of rating information to other nodes. In
this way, the protocol limits the amount of retransmissions of a single piece of data.
As suggested by other studies [CDI11, IDTL15], the mobile device of the user located
at a furthest distance from the last relay is chosen, in order to maximize the prob-
ability that the rating information will travel a large spatial distance as quickly as
possible. Indeed, that specific mobile device is expected to have the greatest number
of neighbor devices not yet informed about the rating information being transmitted.
As an example, Figure 3.7 illustrates a couple of communication chains.
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Figure 3.7: Mobile P2P data propagation.
Moreover, we also allocate a specific Time-to-Live (TTL) to each piece of data
(e.g., 3 minutes), which controls how long it will be kept alive in the mobile P2P
network: when the TTL expires, that rating information is discarded by the cur-
rent forwarder and not propagated anymore through the network (i.e., it will not be
transmitted to other mobile devices). In this way, by adjusting the TTL value, we
can avoid old ratings (released in out-of-date contexts) from further propagation. For
each piece of rating information, as long as the TTL is greater than 0, the forwarding
responsibility is thus handed over to the furthest mobile device within the commu-
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nication range. In case there is no neighbor within the communication range, the
forwarding role remains assigned to the same mobile device, which will retransmit
that piece of data with a certain retransmission period until a new data forwarder can
be assigned. The selection of the furthest forwarded is based on the use of backoff
timers whose duration is inversely proportional to the distance from the last relay.
More details about these types of contention-based dissemination protocols can be
found in works such as [CDI11, IDTL15].
3.3 Summary of the Chapter
In this chapter, we firstly presented two motivating scenarios to illustrate the inter-
est of a context-aware mobile recommendation architecture. Secondly, we described
MOONRISE, an architecture for context-aware recommendations in mobile environ-
ments. The architecture is generic, extensible and can be adapted to the requirements
of specific types of recommendations. Specifically, we presented the different layers of
the architecture, detailing the corresponding modules per layer. We also explained the
main steps of the pull-based recommendation module, which accommodates the pre-
filtering, post-filtering and contextual paradigms. In an analogous way, we explained
the push-based recommendation module. Both models (pull-based and push-based
recommendations) are considered as the main modules of the architecture. In the rest
of this thesis, we will focus on the description of the main modules related to the logic
layer, such as the Pull-Based Recommendation module (Section 4.1), and the Push-
Based Recommendation module (Section 4.2). The main goal of this chapter was to
show the interest and justification of the architecture designed. Our proposal is a
first step to contribute to bridging the gap between context-aware recommendation
systems and mobile computing.
Chapter 4
Context-Aware Mobile
Recommendation Approaches
In this chapter, we focus on the main modules of the proposed architecture. In
Section 4.1, we present an overview of the pull-based recommendation module im-
plemented in the architecture. We describe the context-aware recommendation para-
digms used in the pull-based recommendation process, which consider aspects related
to the mobile environment. We also explain how to compare (in the pre-filtering and
post-filtering paradigms used) the current user’s context and the contexts stored in
the knowledge base, by using a context similarity metric that we propose. In Sec-
tion 4.2, we describe a push-based recommendation model for mobile users, which
takes into account the context of recommendations and the surrounding events. For
illustration, we also describe a case study that shows the interest and feasibility of the
push-based recommendation proposal. Besides, in Section 4.3, we present an example
of a trajectory-based recommendation approach that pushes suitable recommenda-
tions to mobile users.
4.1 Pull-Based Recommendation Approach
In this section, we present the Pull-Based Recommendation module [dCRHI16]. This
module provides explicit (or reactive) recommendations, obtained as an answer to a
query explicitly submitted by the user and evaluated by the system as a continuous
query [TGNO92].
4.1.1 Overview of the Pull-Based Recommendation Process
In Chapter 3, we presented a high-level view of the pull-based recommendation pro-
cess, where the user first introduces the item type (as the query) and context con-
straints (hard and/or soft constraints can be considered) in the system. Afterwards,
the user might (optionally) specify hints regarding the importance of the different
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context criteria that should be taken into account during the recommendation pro-
cess. Finally, a certain context-aware recommendation paradigm (pre-filtering, post-
filtering, or contextual modeling) is applied to obtain appropriate recommendations
for the user. The type of paradigm executed depends of the choice of the system
developer and/or the type of items to recommend. As the context will continuously
change (e.g., imagine a scenario where both the user and the items to recommend
move, such as a taxi recommendation scenario), the recommendation system must
automatically update the contextual information (context of the user and context of
the items) and evaluate the query in a continuous way. This continuous revaluation
process will be performed until the user decides to cancel the query (i.e., when she/he
is not interested in recommendations about that type of item anymore).
Algorithm 1 shows the pull-based recommendation process in more detail. It re-
ceives as input: the contextual information of the current user, which is obtained
from mobile sensors and/or the user himself/herself; the kind of items required; op-
tionally a maximum number of items k to recommend; the minimum score required
for two contexts to be considered similar (called the similarity threshold); and the time
interval between two consecutive recomputations of the recommendation (the refresh-
ment period). The sub-algorithm contextAwareMobileRecommendation, can be im-
plemented according to any context-aware recommendation paradigm: pre-filtering,
post-filtering, and contextual modeling; the details of these paradigms are provided
in sections 4.1.3, 4.1.4, and 4.1.5, respectively. This algorithm is executed with the
required refreshment frequency until the query is explicitly cancelled by the user.
For this purpose, the values of the dynamic context variables are updated in each
refreshment.
Algorithm 1: Pull-based recommendation algorithm
Input: A set of context variables (C = {c1, c2, . . . , cn}), the type of items
required (type), optionally the maximum number of items to
recommend (k), the minimum context similarity required
(simThreshold), and the refreshment period (refreshPeriod). It is
assumed that continue (initially set to true) will be set to false when
the user decides to cancel the recommendation process.
Output: Continually keeps the set of items to recommend up-to-date
(items = {i1, i2, . . . , im}, with m ≤ k in case k is provided).
1 items← ∅;
2 while (continue == true) do
3 initialT ime← getCurrentT ime();
4 items←
contextAwareMobileRecommendation(C, type, k, simThreshold, items);
5 timeToSleep← refreshPeriod− (getCurrentT ime()− initialT ime);
6 if timeToSleep > 0 then
7 sleep(timeToSleep);
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4.1.2 Comparing Contexts
Both the pre-filtering and the post-filtering paradigms require determining the sim-
ilarity between contexts, as the recommendation model will need to identify past
votes/ratings (from the same user and from other users) that have a context similar
to the current context of the user. In this section, we first describe the representation
of contexts using context variables and then introduce a context similarity metric.
Context Variables
When comparing two contexts, the different context variables composing them have
to be compared. In principle, all the context variables can be considered as equally
important; so, we could assume that each context variable has a weight that is ob-
tained by dividing one between the number of context variables. However, there are
circumstances where some variables are more important than others, which should
be considered during the recommendation process. Hence, for each domain (i.e., type
of items) the recommendation system designed should assume by default a higher
importance weight for the context variables that are usually considered more relevant
and a value of zero for those that are irrelevant in that domain. Moreover, the user
can optionally modify her/his context criteria, by adjusting one or all the weights
of the variables. For example, the user could consider some context variables as ir-
relevant, assigning them a weight of zero. Alternatively, she/he could highlight the
importance of some context variables over others, assigning them higher weights. If
the user modifies only one or a few weights, then the values of the remaining weights
will be automatically adjusted (to keep their desired relative importance and still
ensure that the sum of all the weights is equal to one). These weights are considered
during the recommendation process.
Example:
Let us suppose that a restaurant recommendation system considers that the variables
more relevant in that domain are: companion, weekday, transport way, mobility, time
of the day, mood, temperature, weather, and price. For these variables, the system
automatically assigns default relevance weights that are assumed to be generally suit-
able for that type of items, ensuring that the sum of all the weights is 1 (see Table 4.1).
However, the user U1 considers that the variables that are relevant to her/him are:
transport way, companion, price, time of the day, and weather; hence, she/he mod-
ifies all the initial weights. On the other hand, the user U2 considers that the most
important context variables are others (transport way, price, and time of the day),
and so decides to assign other weights.
transport way mobility weekday mood companion price season temperature time of the day weather
Initial: 0.1 0.1 0.1 0.1 0.1 0.2 0.0 1.0 0.1 0.1
U1: 0.3 0.0 0.0 0.0 0.1 0.3 0.0 0.0 0.2 0.1
U2: 0.3 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.3 0.0
Table 4.1: Example of weight vector for the context variables.
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Context variables whose weights are different from zero represent soft constraints,
as they embed preferences of the user regarding the impact of the different context
variables. Moreover, the user could also formulate hard constraints, which are specific
conditions on the values of certain context variables that need to be satisfied (e.g., the
price of an item should be below a certain threshold, the item should not be located
further than a certain distance, etc.).
Context Similarity Metric
In Algorithm 2, we present the strategy used to calculate the similarity between
context variable vectors Cx (i.e., the context of the current user) and Cy (i.e., the
context of another user or the context of an item), of length n, by using Equation 4.1.
As shown in the equation, the similarity between contexts is computed based on the
similarity between the values for each of the context variables (e.g., transport way,
mobility, weekday, mood, companion, price, season, temperature, time of the day,
weather, etc.). Specifically, the similarity sim(cxi , cyi) computed between each pair
of values cxi and cyi (of the context variable i of the contexts cx and cy, respectively)
is multiplied by the relevance weight wi corresponding to that context variable. If
the overall similarity is greater than a certain similarity threshold, then the contexts
Cx and Cy are considered to be similar. The proposed equation is analogous to
the one used in [LCVA12]. However, in that work only the similarity between the
context of a current user (Cx) and an item context (Cphoto, as that work focuses in the
recommendation of photos) was considered, whereas we consider also the possibility
to compare two user’s contexts.
similarity (Cx, Cy) =
n∑
i=1
sim(cxi , cyi) ∗ wi (4.1)
To determine the similarity sim(cxi , cyi) between the values of a context variable
i in two contexts, we consider the following specific cases:
• If the values of the same context variable in the two contexts are identical (i.e.,
cxi = cyi), then their similarity is 1. For example, in Table 4.2, cx3 = cy3, cx5
= cy5, and cx7 = cy7, for the context variables weekday, companion, and season,
respectively.
• If cxi and cyi are considered to be completely different, then their similarity
is 0. According to the example in Table 4.2, the context variables transport
way, mobility, mood, price and time of day are examples of this (e.g., cx1 6= cy1,
cx2 6= cy2, cx4 6= cy4, cx6 6= cy6, and cx9 6= cy9).
• Finally, if the values of the context variable are not exactly the same but have
a close semantic relationship (areRelated() in Algorithm 2), then the similarity
takes some value between 0 and 1 (e.g., 0.5). This value (softSimilarity() in
Algorithm 2) has to be defined and stored previously and it represents a way
to explicitly encode soft distances between possible values of a variable. For
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Algorithm 2: Context Similarity
Input: Two sets of context variables (Cx = {cx1, cx2, . . . , cxn} and
Cy = {cy1, cy2, . . . , cyn}), the minimum similarity required
(simThreshold), and the weights for the different context variables
(weights = {w1, w2, . . . , wn}).
Output: A boolean indicating whether the two contexts provided are
considered to be similar.
1 similar = false;
2 similarityScore← 0;
3 for i← 0 to n do
4 if (IS NULL(cxi) ∨ IS NULL(cyi)) then
5 similarityBetweenV ariables←
compareV ariablesWithMissingInfo(cxi, cyi);
6 else
7 if (cxi == cyi) then
8 similarityBetweenV ariables← 1;
9 else
10 if areRelated(cxi, cyi) then
11 similarityBetweenV ariables← softSimilarity(cxi, cyi);
12 else
13 similarityBetweenV ariables← 0;
14 similarityScore← similarityScore+ similarityBetweenV ariables ∗ wi;
15 if similarityScore ≥ simThreshold then
16 similar ← true;
17 return similar;
1 2 3 4 5 6 7 8 9 10
transport way mobility weekday mood companion price season temperature time of the day weather
x car moving weekend happy alone expensive summer hot morning clear sky
y walking stopped weekend sad alone free summer warm afternoon sunny
Table 4.2: Example of two context variable vectors of users: dense vectors.
example, for the context variable temperature the distance between “hot” and
“warm” (cx8 and cy8 in Table 4.2) is smaller than the distance between “hot”
and “cold”, and regarding the weather the distance between “cloudy” and “rain”
is smaller than the distance between “rain” and “sunny”. Another example can
be illustrated by the context variable weather in Table 4.2, where the values
clear sky and sunny can be considered to be semantically close.
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Comparing Sparse Contexts
In many cases, it may happen that a complete description of a context is not available.
In other words, we could have context variables that have an unknown or null value.
Directly applying the method described above to compare sparse context vectors may
lead to similarity scores that are not appropriate. To deal with missing information,
we have included in Algorithm 2 the method compareVariablesWithMissingInfo, which
can consider several strategies:
• Regarding the comparison between an unknown value of a context variable with
another value, we could assume minimum similarity (i.e., a value of 0, which
corresponds to the pessimistic assumption that the real value missing would
be different from the other one), maximum similarity (i.e., a value of 1, which
corresponds to the optimistic assumption that if we knew the value missing this
would be equal to the other one), or neutral/medium similarity (e.g., a value of
0.5).
For instance, in Table 4.3 one of the values of the user’s context variable mobility
(cz2) is unknown and the other one has the value moving (cw2). An optimistic
comparison implies considering that the other user was also moving (maximum
similarity), whereas a pessimistic comparison leads to the assumption that the
other user was probably in a static location. A more neutral approach leads to
consider a similarity of 0.5 as an average of the similarity values computed for
the two other cases (1 and 0, respectively). Similarly, in Table 4.3 one of the
values for the context variable companion is unknown (cw5) and the other one
has the value alone (cz5), so a similar reasoning can be applied.
1 2 3 4 5 6 7 8 9 10
transport way mobility weekday mood companion price season temperature time of the day weather
z unknown unknown weekend happy alone expensive summer hot morning clear sky
w unknown moving weekend sad unknown budget traveler summer warm afternoon sunny
Table 4.3: Example of two context variable vectors of users: sparse vectors.
• If the two values of a context variable i are both unknown, two strategies are
possible. On the one hand, we can decide to ignore the comparison between
the two unknowns, which means that the context variable i is not taken into
account. On the other hand, it is also possible to perform the comparison
between the two unknowns anyway, by applying one of the strategies mentioned
above (that is, assume minimum similarity, consider maximum similarity, or
estimate neutral/medium similarity).
As an example, in Table 4.3, for the context variable transport way the values for
both users are unknown. The weights for variables whose values are unknown in
the two contexts to compare are assumed to be zero and the rest of the weights
are adjusted dynamically to make the overall sum of weights equal to 1 (unless
all the other weights are also zero, in which case no adjustment is possible and
one of the alternative strategies described in the following should be applied).
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So, we can ignore that context variable. Alternatively, we can assume that they
were actually using the same transportation means (maximum similarity), using
a different one (minimum similarity), or using a similar one (medium similarity).
Using a medium similarity can also be interpreted from a statistical perspective:
in this case, it is equally likely that the values match or do not match, so an
overall average similarity can be considered.
4.1.3 Pre-filtering Paradigm
With the pre-filtering paradigm (see Algorithm 3), first a context update is performed
(i.e., the information regarding the context of the user is updated, by using sensors
or explicit cues provided by the user). Then, a context analysis takes place to provide
contextualized data by determining the similarity between the current context of the
user Ccu and other user contexts Cj included in past ratings, based on the use of
Algorithm 2. The contextualized data is then provided as an input to a traditional
recommendation algorithm. So, we could say that with this process we remove irrel-
evant raw data (i.e., data that are not related to the current context of the user) and
that the data selected as relevant (smart data) are used to build the recommendation
model. Finally, a maximum of k items are recommended to the current user.
Algorithm 3: Prefiltering paradigm
Input: A set of context variables of the current context of the user
(Ccu = {ccu1, ccu2, . . . , ccun}), the type of items required (type),
optionally a maximum number of items to recommend (k), the
minimum context similarity required (simThreshold), and information
about past votes provided by the users u about items i (ratings =
{(useru, itemi, rating1, C1), (useru, itemi, rating2, C2) . . . ,
(useru, itemi, ratingh, Ch)}).
Output: A set of items = {item1, item2, . . . , itemm} to recommend (with
m ≤ k, in case k is provided).
1 ratingsF iltered← ∅;
// for each rating available
2 for j ← 1 to h do
3 if (itemj .type == type) then
4 similar ← contextSimilarity(Cj , Ccu, simThreshold);
5 if (similar == true) then
6 ratingsF iltered← ratingsF iltered ∪ {(userj , itemj , ratingj , Cj)};
7 recommender ← createTraditionalRecommender(ratingsF iltered);
8 items← recommender.recommend(Ccu, k);
9 return items;
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4.1.4 Post-filtering Paradigm
The post-filtering paradigm (see Algorithm 4) is similar to the pre-filtering paradigm,
but inverting the order of the steps. First, it applies a traditional recommendation
model to obtain candidate items and later contextualized candidate items are provided
to the current user. Moreover, the post-filtering algorithm considers hard constraints
to filter out items that do not satisfy those constraints. Notice that the pre-filtering
algorithm proposed (presented in Section 4.1.3) does not check hard constraints to
filter the items that will be used to learn the model; although hard constraints could
also be considered in the pre-filtering, that would decrease considerably the amount
of items used for training the model.
Algorithm 4: Postfiltering paradigm
Input: A set of context variables of the current context of the user
(Ccu = {ccu1, ccu2, . . . , ccun}), the type of items required (type),
optionally a maximum number of items to recommend (k), the
minimum context similarity required (simThreshold), information
about past votes provided by the users u about items i (ratings =
{(useru, itemi, rating1, C1), (useru, itemi, rating2, C2) . . . ,
(useru, itemi, ratingh, Ch)}), and the strict constraints required
(hardConstraints).
Output: A set of items = {item1, item2, . . . , itemm} to recommend (with
m ≤ k, in case k is provided).
1 recommender ← createTraditionalRecommender(ratings);
2 candidateItems← recommender.recommend(Ccu);
3 items← ∅;
4 if (hardConstraints 6= ∅) then
// Algorithm 5
5 candidateItems← filteringWithHardConstraints(Ccu, type,
candidateItems, hardConstraints);
// Algorithm 6
6 items← filteringWithSoftConstraints(Ccu, type, candidateItems,
simThreshold);
7 sort(items);
// in decreasing order of the predicted rating and remove all but
the first k items
8 return items;
As shown in Algorithm 4, to obtain these contextualized items, both hard con-
straints and soft constraints could be applied. The application of hard constraints
represents a strict requirement regarding the fulfillment of certain conditions, and
therefore only the items that match all the hard constraints of the current user will
be recommended (see Algorithm 5); as an example, filtering the candidate items ac-
cording to specific location-dependent constraints [IMI10] could be considered (e.g.,
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filtering the items based on their distance from the user). The application of soft
constraints implies a traditional comparison between the context of the user and the
context of each candidate item (see Algorithm 6).
Algorithm 5: Filtering with hard constraints
Input: The constraints to satisfy (hardConstraints = {constrainst1,
constrainst2, . . . , constrainstl}), the initial set of candidate items
(candidateItems = {item1, item2, . . . , itemo}), the current context of
the user (Ccu), and the type of items required (type).
Output: A set of items to recommend (itemsToRecommend = {item1,
item2, . . . , itemm}).
1 itemsToRecommend← ∅;
2 for j ← 0 to o do
3 if (itemj .type == type) then
4 satisfied← satisfyAllHardConstraints(itemj , Ccu,
hardConstraints);
5 if (satisfied == true) then
6 itemsToRecommend← itemsToRecommend ∪ {itemj};
7 return itemsToRecommend;
Algorithm 6: Filtering with soft constraints
Input: The initial set of candidate items (candidateItems = {item1, item2,
. . . , itemo}), the current context of the user (Ccu), the type of items
required (type), and the minimum similarity required (simThreshold).
Output: A set of items to recommend (itemsToRecommend = {item1, item2,
. . . , itemm}).
1 itemsToRecommend← ∅;
2 for j ← 0 to o do
3 if (itemj .type == type) then
4 similar ← contextSimilarity(itemj , Ccu, simThreshold);
5 if (similar == true) then
6 itemsToRecommend← itemsToRecommend ∪ {itemj};
7 return itemsToRecommend;
4.1.5 Contextual Modeling Paradigm
Finally, in the contextual modeling paradigm (see Algorithm 7) the contextual in-
formation is used directly in the recommendation model, as context variables are
simply considered as features in the feature vectors compared. Specifically, in our
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prototype we use a Na¨ıve Bayes classifier [JL95], which is a probabilistic classifier
based on Bayes’ theorem, but other approaches could be used, such as a SVM clas-
sifier [VC95] (e.g., see [ONMU06, XA06]) or association rule mining [RA+94] (e.g.,
see [SMB07, GK17]).
Algorithm 7: Contextual Modeling paradigm
Input: The minimum score needed to recommend an item
(recommendationThreshold), the profile of the user (userProfile =
{(C1, item1, rating1), (C2, item2, rating2) . . . , (ch, itemh, ratingh)}),
the potential items to recommend along with their context
(potentialItems, itemContexts), the type of items required (type), and
the current context of the user (Ccu).
Output: A set of items to recommend
(itemsToRecommend = {item1, item2, . . . , itemm}).
1 userKnowledgeBase← ∅;
2 for j ← 0 to h do
3 features(j)← {(Cj , itemj) | (Cj , itemj , ratingj) ∈ userProfile};
4 class← ratingj ;
5 userKnowledgeBase← userKnowledgeBase ∪ {(features, class)};
6 classifier ← createClassifier(userKnowledgeBase);
7 candidateItems← ∅;
8 for j ← 0 to size(potentialItems) do
9 if (potentialItems(j).type == type) then
10 instance← (itemContexts(j), potentialItems(j));
11 ratingPredicted← classifier.classify(instance, Ccu);
12 candidateItems← candidateItems ∪ {(instance, ratingPredicted)};
13 sort(candidateItems);
// in decreasing order of the predicted rating
14 itemsToRecommend← ∅;
15 for j ← 0 to size(candidateItems) do
16 if ((candidateItems(j).ratingPredicted ≥
recommendationThreshold) ∧ (itemsToRecommend.size() ≤ k) then
17 itemsToRecommend← itemsToRecommend ∪ {candidateItems(j)};
18 return itemsToRecommend;
In the contextual modeling paradigm, the classifier learns a model for each user
profile. The model is stored in a knowledge base, which contains several instances (one
for each user). Each instance is composed by the following features or attributes: the
context variables (of nominal type) and the item’s rating for those contexts (numeric
type). The decision class (nominal type) can be the different discrete values of the
ratings (e.g., integer values in a scale between one and five). For a new instance
(context variables of the current user and a possible item to recommend) the classifier
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predicts a rating. The ratings predicted for the different candidate items are sorted
(in descending order of rating) and the first k items with a predicted rating higher
than a specific recommendation threshold (e.g., the items with a rating predicted of
at least 4) are provided to the user.
Another variant for this paradigm would be to consider as the decision class the
labels like or dislike, by partitioning the possible rating values in these two categories
(e.g., the ratings 1, 2 and 3 could belong to the dislike class –i.e., items that should not
be recommended– and the ratings 4 and 5 to the like class –i.e., items that should be
recommended–). In this case, that implies approaching the recommendation problem
as a binary classification problem, the algorithm would recommend the k items with
the highest probability to belong to the class like.
4.1.6 Supporting Pull-Based Recommendations with a Key-
word-Based Searching Approach
In this section, we describe two possible solutions to the problem of identification of
the type of item (e.g., music, movie, book, etc.) that the user specifies, by using
keywords, in a pull-based recommendation system [dCRHITLG16]. For example, if a
user introduces in the system the keywords “place to eat” the system must be able to
interpret that the user is searching items of the type “restaurant” without the need
to choose the item type from a list previously defined by the system.
An alternative proposed is based on the use of the Hidden Markov Model (HMM)
[Rab89, Edd96, Fin14] and another one relies on the exploitation of Information Re-
trieval models [SM86, FBY92, BYRN99, MRS08]. Both solutions are implemented
in the architecture proposed. According to the experimental results presented in Ap-
pendix C, the HMM-based approach performs generally better than the IR-based
approach in terms of accuracy. However, a potential problem with the HMM model is
how to determine suitable probability values. Besides, it would be interesting to ana-
lyze how the use of query expansion techniques (e.g., thesaurus) or semantic relations
between words (mainly synonyms) could improve the experimental results obtained
(in particular, for example, if the user’s input includes keywords that are not present
in the available datasets).
It should be noted that in the field of recommendation systems, few works are
related to keyword-based searching. For example, in [SZ11] the authors studied two
methods of recommendation systems for personalizing and improving the search re-
sults, by using the collaborative users’ knowledge and integrating the information from
the users social network. For the movie recommendation system proposed in [SNC13],
a hybrid system (combining the collaborative filtering and the content-based recom-
mendation techniques) that alleviates the noise and semantic ambiguity problems
from the user-generated content (e.g., keyword and tag representations). However,
both works are focused only on searching on unstructured data sources. Moreover,
the research presented in [SS15], where the authors proposed the use of keywords
to indicate users’ preferences from a keyword candidate list, to generate appropriate
recommendations based on a hybrid filtering algorithm, is focused only on improving
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the scalability and efficiency of a Big Data environment. The lack of keyword-based
approaches specifically designed for recommendation systems motivates the proposals
that we present in this section.
4.1.6.1 HMM Approach
Let us define a Hidden Markov Model λ as a triple A, B, pi, where:
• A = aij are the state transition probabilities.
• B = [bj(T )] are the observation probabilities.
• pi = [pii] are the initial state probabilities.
There are mainly two basic problems associated to an HMM [Rab89]:
1. Problem 1. Given the observation sequence O = O1, O2, . . . , OT , and the model
λ, how do we choose a corresponding state sequence Q = q1, q2, . . . , qT with
the highest probability P (Q|O, λ), that is, the one that best “explains” the
observations?
2. Problem 2. How do we adjust the model parameters λ = (A,B, pi) to maximize
P (O|λ)?
According to the existing literature, the first problem (i.e., finding the most likely
explanation for an observation sequence) can be efficiently solved by using the Viterbi
algorithm [GDF73, Lou95]. Adapting that algorithm to be used in our system, we
have to define the following structures (the model λ is composed of A, B and pi):
• Q is the set of states, which will be composed of the feature names (that char-
acterize the items) and the item type.
• O is the set of observations, which will be the item types, as well the names and
values of the item features.
As an example, we show in Figure 4.1 a fragment of the HMM proposed for a
dataset InCarMusic [BKL+11]. The idea is the same for any other dataset.
The Viterbi algorithm needs as input the observations (B) and the HMM model
(λ). These values are obtained automatically from the database. An observation
file contains the values and the names of the item features (e.g., title, artist and
category in the case of Figure 4.1) and the item types (e.g., music in the case of
Figure 4.1). Moreover, another file describes the HMM model. Considering the
example of Figure 4.1, the structure of the file for three states (e.g., music-title,
music-artist, and music-category) and several observations (e.g., title, t1, t2, artist,
a1, a2, a3, category, c1, c2, and music) is displayed in Figure 4.2.
In the model λ, each state contains the state transition probabilities A, the obser-
vation probabilities B, and the initial state probabilities pi. By default, the probability
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Figure 4.1: Representation of the HMM model for the InCarMusic database.
 
 
NbStates 3 
 
State 
Pi 0.4 
A 0.4 0.3 0.3 
B [0.25 0.25 0.25 0 0 0 0 0 0 0 0.25 ] 
 
State 
Pi 0.3 
A 0.3 0.4 0.3 
B [0 0 0 0.2 0.2 0.2 0.2 0 0 0 0.2 ] 
 
State 
Pi 0.3 
A 0.3 0.3 0.4 
B [0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 ] 
 
Figure 4.2: Example of the structure of an HMM model stored.
values by state of the vector B are equally distributed on all the observations, dividing
one by the number of terms related to the current state (an example is shown in Fig-
ure 4.2). The state transition probabilities A have the same values for all the states,
obtained by dividing one by the number of states. The initial state probabilities pi
are determined similarly. Nevertheless, our system supports the manual modification
of the otherwise-equal values. In this way, it is possible to provide higher weights for
the most relevant elements. Once some probability values are modified, the system
automatically re-adjusts the values to ensure that the sum of all the probabilities is
one.
The keyword-based pull recommendation process proposed is presented in Fig-
ure 4.3, which summarizes the following sequence of steps:
1. Input of the query: the user introduces the keywords as the input query in the
system.
2. Query pre-processing: the keywords are preprocessed by using the extension of
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Figure 1: Keyword-based pull recommendation process by using HMM. 
 
 
 
 
 
 
 
 
 
 
Figure 2: Keyword-based pull recommendation process by using techniques of Information Retrieval. 
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Figure 4.3: Keyword-based pull recommendation process by using HM .
an analyzer of Lucene 2.4.0 [Apa05], which applies some filters:
• Quotation tokenizer: it parses the query respecting the numbers and the
double quotes.
• Standard filter: it applies a standard tokenizer that parses the query based
on a grammar (e.g., it splits words at punctuation characters, it removes
p nctuation, it splits words at hyphens, unless there is a number in the
token, and it recognizes email addresses and internet host names as a single
token).
• Lower case filter: it normalizes the text of the oken by converting it to
lower case.
• Stop filter: it removes stop words from the token stream, by using a file
with stop words.
• Snowball filter: it applies a filter that stems words using a Snowball-
generated stemmer [Por01].
It should be noted that the file “observations.txt” has been previously prepro-
cessed by following this same method.
3. Application of the Viterbi algorithm: given the keywords as the observation
sequence O and the HMM model λ, it allows determining the state sequence
Q with the highest probability (e.g., music-title, music-artist, music-category,
book isbn, book title, book author, book year, book publisher, etc.).
4. Selection of the type of item: the item type that the user needs would be
determined by the highest-frequency state sequence (obtained in the previous
step).
5. Filtering of the database: the database containing the different datasets is fil-
tered by considering the type of item identified in the previous step (e.g., film,
music, book, or concert). The data filtered will be used by the pull-based rec-
ommendation algorithm.
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6. Application of the pull-based recommendation algorithm: it allows obtaining
items of interest as an answer to the query submitted by the user, by applying
any existing recommendation algorithm desired.
7. Display of the items recommended: a list of items recommended are provided
to the user.
For the implementation of the HMM-based method, we used the Hidden Markov
Model functionalities provided by the popular library Apache Mahout [Apa14].
4.1.6.2 Information Retrieval Approach
A second solution to consider to solve our general problem is the use of IR tech-
niques [SM86, FBY92, BYRN99, MRS08]. In the area of Information Retrieval (IR),
where generally the data are unstructured (e.g., searching relevant documents in
the Web), the problem of keyword-based query answering by using an inverted in-
dex [ZM06] has been studied. For structured data, the field of keyword-based search
has started to emerge more recently [CSS10]. There are several systems that sup-
port keyword-based searching over structured sources, such as DISCOVER [HP02],
KEYMANTIC [BDG+10], KEYRY [BGRV11], BANKS [ABC+02], and DBXplorer
[ACD02]. For example, a generic keyword search method was presented in [LOF+08],
named EASE, which allows indexing and querying large collections of heterogeneous
data (unstructured, semi-structured, and structured data). The authors extended
the traditional inverted index in order to provide keyword-based search, as well as
proposed a novel ranking mechanism to improve the search effectiveness.
For this case, the index of the retrieval engine contains a certain number of docu-
ments, whose content is obtained from the databases automatically. Each document
is named with the item type and the feature names. For example, for the dataset In-
CarMusic [BKL+11], the document names to index are “music title”, “music artist”,
and “music category”. The content of each document is composed of the values of the
features (e.g., the artist names, the music categories, and the music titles), the item
type (e.g., music), and the names of the features (e.g., title, artist, and category).
The structure of the documents to index is displayed in Figure 4.4.
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Figure 4.4: Example of the structure of the documents to index with the IR approach.
In general, the keyword-based pull recommendation process performs the following
steps (see Figure 4.5):
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Figure 2: Keyword-based pull recommendation process by using techniques of Information Retrieval. 
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Figure 4.5: Keyword-based pull recommendation process by using IR techniques.
1. Input of the query: the user introduces the keywords as the input query in the
system.
2. Query pre-processing: the keywords are preprocessed by using the same proce-
dure described for the HMM approach.
3. Application of the IR algorithm: given the keywords, the system searches in the
index the k documents that are the most relevant to the query.
4. Selection of the type of item: the item type that the user needs would be the
item type corresponding to the most relevant document (of the ranked list).
5. Filtering of the database: the database containing the different datasets is fil-
tered by considering the type of item identified in the previous step (e.g., film,
music, book, or concert). The data filtered will be used by the pull recommen-
dation algorithm.
6. Application of the pull recommendation algorithm: it allows obtaining items
of interest as an answer to the query submitted by the user, by applying any
existing recommendation algorithm desired.
7. Display of the items recommended: a list of items recommended are provided
to the user.
In our prototype, for the indexing of the documents for the IR-based method,
we used Apache Lucene [Apa05]. Lucene is also used for pre-processing (of input
keywords and/or documents) in both methods.
4.2 Push-Based Recommendation Approach
In this section, we present a model that allows different stakeholders and entities to
be integrated in a push-based recommendation process and articulates the informa-
tion exchange among the existing participants involved [HITdCRH15]. This model
4.2. Push-Based Recommendation Approach 91
particularly focuses on the importance of the environment(s) of the user receiving rec-
ommendations and also on the set of potential phenomena happening around her/him.
4.2.1 Contextual Model
First, we present the different elements of our model (see Figure 4.6): contexts, envi-
ronments, agents, users, events, and activities.
ContextEnvironment
Constraint
Physical Event
Agent
User
*
*
* *
<<constrained by>>
Event
<<perceives>>
Activity
*
*
*
*
*
*
*
*
Purpose
*
1
<<has>>
Communicative 
Event
<<sends>>
1
Evaluation
**
EM
<<controls>>
Figure 4.6: Class diagram representing the proposed push-based recommendation
model.
Contexts
The main idea behind our model is the division of the users’ dynamics into purpose
units, called contexts (Definition 3). A context delimits the scope or purpose of
a recommendation. For instance, in the context of research, which papers to read
next or which top-rated conferences to attend are valid information recommendation
outcomes, while suggesting the best route to get to work would be meaningless.
Definition 3 A context c is a tuple 〈E , δ〉, in which E = {e1, ..., en} is the set of
environments in which the user is active and δ is the purpose of the recommendation
process.
It is important to remark that similar purposes with different associated environ-
ments may likely result in different recommendations. This is exactly the intention of
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our approach: to capture the dynamics in the user’s context to produce more accurate
recommendations.
Environments
An essential part of our model are the environments (Definition 4), since they allow
encapsulating a recommendation process and its associated contextual information,
as well as the communication among different entities.
Definition 4 An environment ec = 〈U,Θ, Act〉, belongs to context c, and is a com-
mon area, physical or virtual, in which users U (the set of users currently active in the
environment) coexist to perform a set of activities Act under certain environmental
constraints Θ = {θ1, θ2, ..., θn}.
The constraints Θ must be understood as physical or virtual boundaries used to
unambiguously delimit the environment. Some (but not all) of the characteristics
that might be used to form Θ are the following:
• Physical geo-location: coordinates of the physical area that determines the
boundaries of the environment (e.g., a quarter or a shopping mall).
• Virtual location: for instance, the web site of a social network the user has just
logged in.
• Time: the period of time the environment is valid for (e.g., a concert environ-
ment will be valid during the duration of that event).
• Number of users: some environments might accept only a limited number of
users, for instance when exceeding a certain number of users could entail im-
portant difficulties (lack of physical space, risk of overcrowding, communication
failures due to bottlenecks, and so on).
It is important to highlight the existing differences between the contextual pur-
pose δ and the environmental constraints in Θ. While the former delimits the topic
of the recommendation, the latter constrains the physical and virtual limits for a
user to belong to an environment. Moreover, environments do not only act as mere
containers for users but they are also meant to be a source of information for them.
Thus, besides accommodating the existence of users and enabling communications
among them, environments generate (or allow external sources to generate) informa-
tion relevant within the environment by means of events (e.g., messages providing
useful information).
Users may be active in several environments at the same time, which implies that
environments can overlap. As an example, someone might be visiting a museum but
also be part of the environment of the quarter the museum is located in; in that
case, she/he could receive relevant information about the museum and about the
surrounding area at the same time.
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Agents
Agents represent actors in the recommendation process that generate events (in par-
ticular, communicative events) that can affect users in a environment, and are denoted
by the set A = {α1, α2, ..., αn}. There are two fundamental types of agents: users
and Environment Managers (EMs). A user is an interested party in recommendations
in an environment or an entity that provides related information, while an EM is a
special agent associated to a specific environment in charge of controlling the mem-
bership of users and communication issues in the environment (as explained later in
Section 4.2.2). Users in the environment must be understood either as final users
(consumers of the recommendations) or representatives of third parties in the envi-
ronment (e.g., different types of businesses offering specific services). For example, in
the environment of a shopping mall, there might exist some special users represent-
ing different shops, announcing (broadcasting messages) special offers for other users
nearby (potential customers).
Users
As mentioned before, users are a type of agent. A user ui belongs to an environment
ec if she/he fulfills all the constraints Θ of that environment. Formally, let ec =
〈U,Θ, Act〉 be an environment, then:
belong(ui, ec)↔ ∀θj∈Θ fulfills(ui, θj)
Consequently, the user ui leaves an environment she/he belonged to iff any of
the constraints in Θ is no longer fulfilled by her/him. Then, for example, when a
user leaves a shopping mall it makes no sense to keep her/him informed about any
information related to that environment.
We consider that users have a multi-attribute utility function that guides their
decision process (see Equation 4.2). Users are assumed to be rational and perform
actions that maximize their utility functions (i.e., selecting items and activities that
better fit their interests). Given a set of attributes X = {x1, x2, ..., xn}, the utility
is modeled by using a function combining single-utility values obtained by evaluat-
ing the attributes of activities in which a user is interested. A vector ωˆui ∈ [0, 1]n
(<ω1, ω2, ..., ωn>) defines the relevance of each attribute for the user ui, and ui(xj)
is the single utility (i.e., a score) of the attribute xj for a specific user ui. Thus,
this vector represents which attributes she/he considers more important, and could
be defined explicitly by the user according to her/his preferences. The overall utility
function is determined as follows:
Ui =
j∑
ωjui(xj) (4.2)
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Events
Two types of events (Π) are considered: physical (Πp) and communicative (Πc). The
former are measured by sensors and represent uncontrollable phenomena that can
occur due to the inherent nature of the environment, such as weather conditions,
traffic congestions, etc. The perception of physical events will be usually carried out
by means of physical sensors [LML+10], which could collect diverse information such
as the GPS location, temperature, light, signal connection strength, etc. Nevertheless,
events measured by virtual sensors (e.g., the detection of an event in the user calendar,
a message posted by the user to a social network, etc.) are also considered physical
events. Communicative events released by agents are presented as a way to inform
users in the environment about different issues. For instance, tourists in a museum
could be informed by an EM associated to the museum about the stop of sales of
tickets as a safety measure to avoid crowds in the exhibition halls. Another example
of this type of communicative events would be a broadcast advertisement of a new
offer for a short period of time in a certain shop in the environment of a shopping
mall.
Users are assumed to be able to capture any event addressed to them. Physical
events can be detected by any user belonging to the environment. However, commu-
nicative events might target only a subset of users in the whole set of users U . As
an example, a certain offer in a shop might be of interest only for users in a specific
age range (e.g., people that are 18-25 years old, who may possess a youth card that
entitles them to specific discounts), and so users out of the intended age range could
be filtered out. It is important to avoid providing events to the wrong target group,
as this could be a nuisance and lead to an eventual desensitization to events and
the recommendation system in general (i.e., lost of interest in the recommendations
provided, with a potential eventual ignorance of all of them).
Activities
Regarding our proposed push-based recommendation model, we prefer to use the term
activity instead of the concept of item, traditionally used in the field of recommen-
dation systems and used in the rest of this thesis. We believe activity is a more
appropriate term for push-based recommendation, in the sense that it represents an
action on an item rather than simply an item (e.g., watch a movie in a cinema vs. the
movie itself). Activities are denoted by the set Act = {act1, ..., actn} and represent
the actions that the user can carry out in an environment. So, they are more specific;
for example, a user can be recommended to buy a certain book, to read it, to rent it,
etc., depending on the circumstances.
4.2.2 Management of Environments
EMs poll the users with periodic messages indicating which constraints they must ful-
fill to be active in the environment; we denote these messages with pollEM→uj (ei,Θi).
Once a user uj receives a poll message, her/his mobile device checks whether she/he
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was already active in that environment ei by querying an environment table (ETuj )
stored locally on her/his mobile device.
If the user was not active in that environment, then her/his mobile device proceeds
with the verification of constraints regarding the information collected by its sensors.
If the constraints are satisfied, then it replies to the EM with an acknowledgement
ACKuj→EM . When receiving this message, the EM adds (or updates) the state of
the user, setting it to Active. If the acknowledgement message is never sent from
the user uj , then the EM simply ignores the user until the next poll. This might
be caused because of the user’s incapability to fulfill the constraints any longer, and
so the user is not considered anymore as an active user by the EM. This processing
flow is depicted in Algorithms 8, 9 and 10. We consider that a user has also left
an environment when a period of time (timeout) has passed since the last message
received from the corresponding EM; for simplicity, in the algorithms we consider
that this timeout equals the poll period.
Algorithm 8: EM’s communication of poll messages
1 while (true) do
2 send(uj , POLL, environmentID, Θ);
3 sleep(secondsBetweenPolls);
Algorithm 9: User’s message receiving task
Input: The user ID (userID), a map implementing the environment table for
the user (ET).
1 while (true) do
2 m← receiveMsg();
3 if (ET.get(m.environmentID) 6= ACTIVE) && (m.type == POLL))
then
4 if (checkConstraints(m.Θ) == true) then
5 send(EM, userID, ACK);
6 ET.put(m.environmentID, ACTIVE);
7 else
8 if ((ET.get(m.environmentID) == ACTIVE) &&
(checkConstraints(m.Θ) == false)) then
9 ET.put(m.environmentID, INACTIVE);
10 else
11 dropMsg(m);
We illustrate and summarize the proposed model with the example depicted in
Figure 4.7. In the figure, we can observe a context (with a certain purpose) con-
taining three different environments. Each of the environments has a set of active
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Algorithm 10: EM’s message receiving task after sending poll mes-
sages
Output: U is the set of users in the environment.
1 U ′ ← ∅;
// For each user, and subject to a maximum time period for the
// whole process, perform the following:
2 while (true) do
3 m← receiveMsg();
4 U ′ ← U ′ ∪ m.userID;
5 U ← U ′;
6 return U ;
users. Moreover, each environment will be managed by a corresponding EM. Note
that environments may overlap and that the same user might be active in different
environments at the same time.
Context c
e1
e2
e3
u1
u2
u3
u4
u5 u6
u7
u8
Figure 4.7: An example of a possible contextual model for pushed-based recommen-
dations.
4.2.3 Dynamic Recommendations
In line with the contextual model presented in Section 4.2.1, the recommendation
process has to be understood as a multi-layer process, in which a user can be active
in several environments at the same time. In the model, we have presented environ-
ments as overlapped “boxes” containing users, events, activities, and a framework
for communication, hosting appropriate RS. The contextual model allows the user’s
device to obtain recommendations based on the context around. For simplicity, we
assume that recommendation algorithms are applied on the nodes where EMs run
and that the mobile devices of the users apply local post-filtering and prioritization
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based on preferences and private data stored only on the mobile devices.
Recommendations are encapsulated by a function as follows [ASST05]: fr : U ×
Act×C → R, where U stands for a set of users, Act is the set of activities to be rec-
ommended, C is the context for the recommendation, and R are the recommendations
provided (usually presented as a ranking of activities).
A push-based recommendation process implies that the user would not need to ex-
plicitly request recommendations about specific types of activities she/he is interested
in; instead, the system will automatically create recommendations and provide rele-
vant activities to the users proactively, even in the absence of user requests. Thus, the
RS would communicate the results of significant recommended activities once they
had been already assessed. In order to achieve that, several key aspects must be
addressed:
• A recommendation triggering approach to decide when the recommendation
process should start.
• A pre-filtering phase to filter out activities out of the scope of the user’s context.
• A recommendation algorithm to use for the remaining set of activities.
• A post-filtering phase for conflict resolution between activities (recommenda-
tions for different overlapped environments).
• A way to present the results to the user (results display).
Figure 4.8 summarizes these phases, indicating the proposed workflow and whether
they are executed in the user’s device or by the corresponding EM.
Recommendation 
triggering
Events
π1
π3
π4
πn
.
.
.
Pre-filtering 
phase
Type of 
activity
Activities
Recommendation 
algorithm
Activities'
Post-filtering 
phaseResults display
Activities'''
- Conflict  resolution
- Ranking
- Top-k
- One shot recommendation
Activities''
Executed in the EM
Executed in the user's device
Basic 
(non-private)
 preferences
- Private preferences
Figure 4.8: Recommendation process workflow for the push-based approach.
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Notice that the properties describing the activities offered in the environments
(i.e., the activity properties) and the attributes of the user’s utility function are in
general different sets. Let βActi = {β1, β2, ..., βm} be a set of properties describing an
activity and Xu = {x1, x2, ..., xn} be the set of attributes that affect the assessment of
the user’s utility of the activity. Then pˆActi =<p1, p2, ..., pm> is defined as a property
vector for activity Acti, where pj represents a rating according to, at least, a user’s
opinion about the activity property βj . Thus, for example, taking Acti as dinner at
Chez Le´on and βActi = {location-distance, avg-price}, an example of a property-value
vector is pˆActi = (2.3 km, 30 e).
With the above description of activities, we need to redefine the utility function
of users, in order to include the specific activity property-values available into the
assessment. The reason is that attributes in Xu can be generic (depending on the
user), such as the preference for quiet areas, distaste for luxury places, and so on,
and these attributes may not match perfectly with properties describing activities.
For instance, in TripAdvisor [KS+00] some of the properties for a ranked hotel are
its location, the service provided, or the cleanness, but nothing is explicitly rated
on the serenity or friendliness of the area where it is located. For the matching
process between the attributes in the user’s utility function and the specific activity
properties, a semantic alignment of the user’s attributes affecting her/his utility and
the properties describing the activities to be recommended could be performed. We
let the problem of concept alignment between the user’s attributes and the activity
properties to the implementation of the function u(·) used in Equation 4.3 (see below):
an activity property pˆActk is matched to an attribute xj in the user’s utility function
considering a strength ωj (relative weight regarding the contribution of their matched
utility to the global utility).
UActki =
j∑
ωju(xj , pˆActk) (4.3)
Recommendation Triggering
In a push-based recommendation, some conditions must be detected to trigger the
recommendation process without user interaction. These conditions will be defined
by means of different events or circumstances taking place in the environments where
the user is active in, such as weather conditions, the user’s geo-location, the messages
that a user can receive (regardless of the channel used), such as special offers in a
mall or messages from other users indicating that something is happening, etc.
A function t : P(Π) × TypeActivity → {true, false} is defined as the triggering
function, where P(Π) is the power set of events perceived in the environment and
TypeActivity is the set of the types of activity the user may be interested in, for
instance, have dinner; the types of activities relevant in an environment have been
previously sent from the corresponding EM to the device. Different mechanisms could
be applied to define appropriate triggering functions for specific users and types of
activities/items, based on the preferences of the users.
It should be noted that the recommendation triggering phase is executed on the
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mobile device of the user (see Figure 4.8), even though we are considering push-based
recommendations. Although the triggering could also be performed by the EMs,
this would require the constant communication of data to the EM by the mobile
device (location, context data, user preferences, etc.), which would be costly and also
potentially subject to privacy concerns. Anyway, the key aspect is that appropriate
recommendations will be created and provided to the user without an explicit user
request. Therefore, the overall goal of the recommendation triggering phase is to
detect a type of activity that may be relevant for the user (if any), thus triggering
the whole recommendation process.
Notice that this proactive recommendation behavior implies a double decision:
decide if it is appropriate to trigger the recommendation process and decide which
type/s of activities is/are relevant. For this, the purpose of the context of the user is
considered.
Pre-filtering Phase
The recommendation process needs to carry out a pre-filtering process to select,
among all the instances of the type of activity resulting from the triggering, those
that are more relevant in terms of the user’s utility function maximization. This will
be carried out by the EMs of the environments where the user is active in. To enable
this task, we assume that the user’s device is able to send relevant information to the
EMs. Then, the EMs compare activities’ properties and user’s preferences in terms
of attributes of her/his utility function.
Mathematically, the pre-filtering phase is defined as a function (see Equation 4.4),
where Act′ is a set of refined instances of a type of activity and ωˆu represents the
relevance of each attribute for the user. The EM carries out the task of assessing the
utility of every instance of that type of activity on behalf of the user. Thus, the user’s
device must send ωˆu and Xu to the corresponding EMs of the environments involved
in the context. Every EM will return the activities that better match the preferences
of the user, in terms of the corresponding weights and attributes, according to the
properties describing the activity.
fpf : Act× ωˆu ×Xu × βAct → Act′ (4.4)
Note that this is not an essential phase, but its use is interesting to reduce the
amount of candidate activities to be considered as input for the recommendation
algorithm.
Recommendation Algorithm
Different techniques could be applied to perform the recommendation process, such
as collaborative filtering, content-based recommendation, or a hybrid approach. The
input of any of these is a set of instances of the types of activities in which the user
may be interested. The output is a set of activities, not only relevant from the user’s
point of view but also taking into account related content (content-based filtering)
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or/and the similarity among users or items’ ratings in the environment (collaborative
filtering).
Post-filtering Phase
As commented before, in the pre-filtering phase the user’s device has to exchange some
information with the EM, but this information might lack some details which could
be eventually important to provide an accurate recommendation, as it is reasonable
to think that the user does not want to share some sensitive information, due to
privacy concerns. So, in a post-filtering phase, the user’s device exploits this private
information to filter out activities obtained by the recommendation algorithm.
As we pointed out, environments may overlap. For instance, in a museum we could
have recommendations to visit specific areas of the museum and also recommendations
for other activities in the surrounding area where the museum is located. So, a conflict
among recommendations for activities in different environments may arise. Different
techniques can be applied for conflict resolution (e.g., [ABC+05, RC03]), such as, for
instance, priority rules.
Display of Results
Different policies can be considered when displaying the outcomes of the recommen-
dation process on the user’s device. A typical approach is to sort the activities by
means of a ranking, based on the degree of suitability for the user (calculated in
previous phases, especially through the recommendation algorithm), and show the
top-k activities. Nevertheless, any other type of ranking would be allowed as well.
Furthermore, there exists the possibility that the user prefers not to be annoyed with
a number of different possible activities, trusting the RS in such a way that she/he
prefers to see only one activity as the output of the recommendation process (i.e., the
best activity that the system can suggest).
4.2.3.1 Case Study: A Tourism Scenario
In this section, we present an example tourism scenario in which a user, called Alice,
benefits from the multi-layer approach proposed (see Figure 4.9). Alice prefers to
avoid crowded places, she usually has lunch around 1PM, and she is allergic to gluten.
Now, she is enjoying holidays in Paris for a week. It is her first time in Paris, she
loves art, it is raining, and it is almost noon. She initially decides to walk around
the Louvre Museum area. Alice’s mobile device could easily infer the purpose for the
recommendation context as leisure time, since for instance Alice could have previously
booked those days as vacation time in her calendar.
Management of Environments. The recommendation context is formed by all
the environments where Alice is active, and the purpose of the recommendation would
be leisure time. One environment affecting the user is the museum itself. Besides, the
area where the Louvre museum is located (i.e., the Louvre Quarter) is also covered by
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Figure 4.9: Overview of a case study for push-based recommendations.
another environment, which offers the following types of activities: visits to museums
in the area, having something to eat, and open air activities (such as running a
marathon taking place that very same day). The only constraint (in Θ) belonging to
this last environment is to be located within the GPS coordinates of the corresponding
area. However, the Louvre Museum has other constraints to accept visitors as active
members of its environment: being located within the spatial area of the museum
and having activated a QR code provided in each of the entrances of the building.
Alice’s mobile device and the EMs corresponding to the Louvre Quarter (EMQ)
and the Louvre Museum (EMM ) are assumed to exchange messages as described in
Section 4.2.2.
Recommendation Triggering. Alice’s device receives events from different sen-
sors and the two EMs involved in the recommendation. It is still raining (physical
event); an agent (a special user) representing the museum informs that the average
estimated time to visit the museum is around five hours (communicative event) and
that the estimated time to enter the Gioconda’s hall is about 15 minutes (communica-
tive event); moreover, it is noon (physical event). Alice is willing to enjoy the day, and
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she is within appropriate environments for leisure activities, so the recommendation
process is triggered. Given the current time of the day, open air activities, having
something to eat and visit a museum are considered as feasible types of activity. So,
the mobile device communicates to each EM its interest in the instances of these types
of activities.
Pre-filtering Phase. When Alice is at the entrance of the Louvre Museum thinking
what to do, Alice’s device sends the ωˆAlice and XAlice attributes to each reachable
EM to filter out the different instances of the types of activities selected. Let the
set of instances available for the potential types of activities be: lunch at Restaurant
Y (where Y includes all open restaurants in the area), Regular visit to the Louvre
Museum, Quick visit to the Louvre Museum, and Detailed visit to the Louvre Museum.
In the case of restaurants, all of them are located outside the museum, and they
are at a reasonable distance by foot from the current location of Alice. The EMQ
checks in different websites the set of properties and opinions of former customers.
Some of them do not seem to be quiet places, so they are filtered out based on Alice’s
preferences. On the other hand, in the information exchanged between the device
and the EMM , it is clear that Alice would not like to spend five hours visiting the
museum, since that would delay her usual lunch time. Moreover, she does not like
crowded places, so maybe she would like to skip some halls with too many people.
The EMM decides to offer a quick visit to the museum. This would allow Alice to
visit some master pieces as well as finish at a reasonable time to go for lunch. Then,
the result of the pre-filtering phase is a set of the following activities: quick visit
to the Louvre Museum and Lunch at Restaurant Y’, where Y’ represents the set of
restaurants still interesting for the user.
Recommendation Algorithm. At this point, as the EMM has only one possible
recommendation activity to evaluate (quick visit to the Louvre Museum), we focus
on the EMQ, which will for example use information of other users to evaluate the
list of restaurants (user-user collaborative filtering). Thus, it could calculate the
similarity of Alice with all other participants in the environment who already ate in
those restaurants. Next, based on these similarities, it could calculate an expected
rating for each restaurant.
Post-filtering Phase. In this phase, a couple of issues must be checked. Firstly, the
device must observe if there exist recommendations from different environments. In
this case, Alice has several options: recommendations to have lunch (from the EMQ)
and a suggestion for a quick tour in the Louvre (provided by the EMM ). These
conflicts among recommendations must be solved. As Alice is used to have lunch a
bit later, the device decides that it is better to start with the museum and then go
for something to eat. Moreover, due to the fact that Alice does not want to share
her celiac condition (allergy to gluten) with any EMs, her own device would filter
out those restaurants not offering gluten-free meals (based on content features about
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the type of food they serve), even if they were highly rated by the recommendation
algorithm.
Display of Results. Finally, a sorted list with the two recommendations would
be displayed on the screen of Alice’s device, giving Alice a short-time plan of what
to do next in Paris: the quick tour to the Louvre and the lunch at the best ranked
restaurant.
4.3 Example of a Trajectory-Based Recommenda-
tion Approach for Mobile Users
In this section, we present an example of a user-based collaborative filtering recom-
mendation approach for mobile users that considers context data, such as the location
of the user and her/his trajectory, to proactively push new up-to-date recommenda-
tions to the user in real-time. It could be integrated into the pull-based recommen-
dation approach (see step 3 “Creating/updating a 2D recommender” in Figure 3.4)
and push-based recommendation approach (step 3.2 in Figure 3.5), described in Sec-
tions 4.1 and 4.2, respectively.
Figure 4.10 shows the workflow of the proposed trajectory-based recommendation
approach, which consists of the following steps:
1. Through user-based collaborative filtering (UBCF), other users with similar pref-
erences to the user are found.
2. The known ratings provided by those similar users are considered to estimate
the potential ratings that the user could provide for different items.
3. In order to determine the top-k items to recommend (i.e., the k items with the
best predicted ratings and not yet seen by the user); if the list of candidate items
is empty, due to the absence of enough data for the UBCF to provide results
(cold start problem), then just the k nearest points of interest are collected as
candidate items (this is called the nearest POI, or NPOI strategy).
4. The items with a rating prediction above a recommendation threshold (e.g., 2.5,
given an evaluation scale from one to five) are added to the list of potential
recommendations.
5. The resulting list is re-ordered, if necessary, in order to minimize the distance
that the user will need to traverse to access those items. For that purpose, the
shortest path passing through all those k items is computed and that path is
the one recommended to the user.
Moreover, as illustrated at the bottom of Figure 4.10, there are several circum-
stances that could trigger a reevaluation of the recommendation process:
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Figure 4.10: Recommendation process for a trajectory-based recommendation ap-
proach for mobile users.
• When the recommendation system has significant new information (it has new
data regarding at least a certain number of ratings, provided by the user him-
self/herself or by other users, according to the required knowledge base increase
threshold).
• When the user is about to leave an area such as a room in a building (and
therefore it is convenient to check if there is any additional item in that area
worth visiting at that moment).
• When the user has deviated from the recommended trajectory significantly (e.g.,
because something not recommended attracted her/his attention).
Besides, in order to avoid recommendation instability, a minimum time interval be-
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tween successive recommendation updates is considered. Finally, independently of the
previous conditions, the recommended list of items is updated if the list becomes
empty because the user already observed all the items previously recommended. The
previous rules ensure that an appropriate list of recommendations can be automati-
cally maintained up-to-date in a suitable way.
4.4 Summary of the Chapter
In this chapter, we explained the two main modules of the architecture proposed
in this thesis. First, we described in detail the design of the pull-based recommen-
dation module, which accommodates the pre-filtering, post-filtering, and contextual
modeling paradigms. This module provides reactive recommendations, obtained as
answer to a query explicitly submitted by the user and evaluated by the system as a
continuous query. We also introduced a similarity metric to compare contexts in the
pre-filtering and post-filtering paradigms. In the contextual modeling (used in pull-
based recommendations), we consider the recommendation model as a classification
problem, where the context variables are the features and the ratings are the decision
classes; in this way, we do not need to use a similarity metric because we include the
contextual information in the recommendation function as part of the estimation of
ratings. The pull-based recommendation module assumes by default that the user en-
ters into the system the item type of interest (e.g., restaurant, movie, book, museum,
etc.). Hence, we described two possible strategies to the problem of identification of
the item type from keywords specified by the user in a pull-based recommendation: an
alternative proposed is based on the use of the Hidden Markov Model and the other
one exploits Information Retrieval techniques. Finally, we presented a generic push-
based recommendation model for mobile users. The proposed model is a multi-layer
model, it is general, and it can be adapted to different mobile computing scenarios
and domains. Besides, it is based on a solid definition of the concepts of context and
environments, takes into account the impact of dynamic events, and includes all the
actors that may play a role in a mobile context-aware recommendation process.
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Chapter 5
DataGenCARS
The capability to generate context information is a key feature of DataGenCARS, as
existing real datasets often lack rich context data, which implies that it is very difficult
to exploit those datasets to evaluate context-aware recommendation algorithms. For
example, as we analyze in detail in Section 8.2.1, the STS dataset [BERS13, EBRT13]
contains 2534 ratings (on a scale from one to five), provided by 325 users in different
contexts, of approximately 249 POIs, and using 14 context dimensions to characterize
the context of the user. Unfortunately, our detailed analysis of that dataset shows
that it is very sparse in terms of the availability of ratings and contexts; for example,
the context variable “transport way” is specified only for 3.2% of the ratings and the
most-frequently specified context variable (the “temperature”) appears only in 15.6%
of the ratings. As another example, only a maximum of five context variables are
provided for some ratings and most ratings have only one context variable defined (or
none). Moreover, for 23.64% of the ratings in the dataset only one context variable
has a defined value and 38.44% of the ratings have none.
In this chapter, we present DataGenCARS, a complete Java-based synthetic data-
set generator that can be used to obtain the required datasets for any type of scenario
desired, allowing a high flexibility in the obtention of appropriate data that can be
used to evaluate context-aware recommendation systems. In Section 5.1, we describe
the main functionalities of the generator. Then, we explain the most important classes
of the proposed architecture. In Section 5.2, we illustrate the use of DataGenCARS to
perform some interesting tasks that can be useful to generate data for the evaluation
of recommendation algorithms. DataGenCARS presents features such as: a flexible
definition of user schemas, user profiles, types of items, and types of contexts; a
realistic generation of ratings and attributes of items; the possibility to apply different
workflows, such as the generation of a synthetic dataset similar to an existing one, a
completely-synthetic dataset, and a dataset of ratings incrementally; the completion
of missing information in datasets; and the composition of workflows. In Section 5.3,
we present a summary of the basic tasks that can be performed to evaluate a synthetic
dataset generated with DataGenCARS.
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5.1 Basics of DataGenCARS
In this section, we first describe the functionality of DataGenCARS [dCRHIHTL17a].
Then, we present an overview of the main classes of its architecture. The input files
and the output data files it produces are described in Appendix B.1.
5.1.1 Functionality of DataGenCARS
DataGenCARS is a tool that supports the generation of synthetic datasets of users,
items, contexts, and ratings, which can be used to evaluate CARS. Figure 5.1 describes
the general functionality of the dataset generator. Note that the tool may need
different phases depending on the purpose of the dataset to be generated, namely:
i) create a new dataset from the scratch; ii) create a new dataset replicating the
features of an existing one; or iii) enlarge an existing dataset. Some key features of
DataGenCARS are described in the following.
Only when replicating or 
enlarging an existing dataset 
 
Previous 
dataset 
input
Statistical 
analysis
•Statistics 
files
Config files
•Context schema
•User schema
•Item schema
•Generation schema
Dataset 
generation
•Completed 
dataset
Figure 5.1: Simplified workflow of DataGenCARS.
Flexible definition of user schemas
A user schema is the set of attributes or variables that characterize a user, including
the names of the attributes, their domains, and possible additional constraints (e.g.,
uniqueness when the value of the attribute cannot appear more than once in the set of
users synthetically generated). DataGenCARS supports the definition of any desired
user schema. For example, it might contain attributes such as the age, gender, occu-
5.1. Basics of DataGenCARS 109
pation, etc. The values of these attributes could be useful to evaluate recommendation
algorithms that exploit features of the users to perform the recommendations.
Flexible definition of context schemas
A context schema defines the features of a context. DataGenCARS supports any
desired definition of the attributes representing the users’ contexts. For example, we
might want to define the context through the set of attributes “day of the week”,
“mood”, “temperature”, “location”, and “type of social situation”.
Flexible definition of type of item schemas
A type of item schema defines the features of a type of item. DataGenCARS supports
the desired definition of the attributes for the synthetic items generated. Thus, we
could define the type of item “restaurant” with attributes “address”, “telephone”,
“price”, “opening hours”, “type of food”, etc. DataGenCARS can generate a dataset
with any desired number of items for each of the item types defined.
Flexible definition of user profiles
Besides the user schemas, it is possible to set up different user preferences for items
by defining different data utility functions, that we call user profiles, and assigning
them to the generated users. A user profile is defined by means of a list of attributes
(attributes of the type of item schema and/or context schema) and the weights to
apply to the values (scores) of those attributes to compute an overall score that
represents the user’s utility of an item in a specific context. The sum of all the
weights in a user profile must equal one; nevertheless, DataGenCARS provides an
automatic readjustment of the weights (respecting their relative values) to make sure
that summing them all gives one. The weights in the description of a user profile
may have the associated symbols (+) or (−): the former indicates that the order of
preference of the values of the attribute for that user profile starts with the furthest
on the right in the sorted list of possible values, while the latter indicates the opposite.
Non-relevant attributes defined in the scheme file have a weight of 0.
Moreover, the user profile can include an attribute others representing unknown
factors or noise: this allows modeling realistic situations in which the user profiles
are not completely defined and where the rating behavior of the user is partially
driven by unknown factors. As an example, the user profile 1 in Figure B.4 (see
Appendix B.1.2) considers that a 20% of a rating provided by a user characterized
by that user profile is due to unknown factors (notice that a weight of 0.2 has been
assigned to the generic attribute others). As another example, a user profile with
weight 1 for the attribute others (and 0 for the remaining weights) would represent
users that behave in a completely-unpredictable manner, as the ratings that they
provide cannot be explained by any of the attributes defining the user profile.
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Realistic generation of ratings
To generate synthetic ratings that could have been provided by real users in a given
context, DataGenCARS can consider:
• The context uncertainty. We do not assume that users will provide all the infor-
mation about their context in a precise way. Instead, a configuration parameter
allows selecting the desired average context information provided in the ratings.
For example, if this parameter is set to 10%, then for each rating only an av-
erage of 10% of the context information will be available along with the rating.
Needless to say, the specific context attributes filled for different ratings of the
users might differ.
• The user’s expectations. In real life, a user that recently voted bad items and
who then sees a good item will probably have a tendency to over-score the
new item, and vice versa. With DataGenCARS, it is possible to configure the
estimated impact of expectations on the user ratings by configuring the number
of recent ratings k to consider and the way that the corresponding ratings could
affect a new rating provided by the user.
• The rating distributions. It is possible to simulate different distributions of
ratings among the users, such as uniform distributions (i.e., users tend to con-
tribute with a similar number of ratings), Gaussian distributions with a certain
average number of ratings per user, biased distributions where there are highly-
participative users and others that hardly provide ratings, etc.
Moreover, it is possible to simulate changes over time in the parameters defining
the three aspects mentioned above (the uncertainty regarding the context, the user’s
expectations, and the rating distributions), thus simulating the potential temporality
of those features (e.g., the rating distributions could change after a certain amount of
time, as some highly-participative users could eventually lose interest and stop provid-
ing ratings). For this purpose, we could simply generate several datasets for different
temporal periods (each generated using different parameter values, as required) and
then merging them together.
Notice that any desired value can be set for those parameters, thus supporting
the definition of any situation. Therefore, there is no compulsory need of estimating
values for the parameters. If reflecting values that are appropriate in a specific real
situation is required, designing and developing a social experiment (e.g., by using
surveys) could be considered, to try to determine appropriate values for that case. The
power of DataGenCARS precisely relies on allowing the evaluation of recommendation
approaches in any hypothetical situation required; for example, we can easily check
how a recommendation algorithm would behave if little context data is available, if
the distribution of ratings among users is highly non-uniform, or if users tend to
over-rate items, just to cite a few examples.
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Consistent generation of item attributes values
When an item is generated synthetically, two strategies are applied to ensure a suitable
consistency among the values generated for the different attributes of the item:
• Each item to generate is previously assigned by DataGenCARS a certain cate-
gory, which we call item profile (e.g., we could represent a static classification
of items in generally-objective categories such as “good”, “normal”, or “bad”).
Item profiles support the definition of typical ranges for different attributes
whose values are usually correlated. The values of some attributes of the item
(the attributes considered relevant for the item profile) are generated in a way
that is acceptable for the corresponding item profile. So, item profiles are sim-
ply a useful tool that can guide the synthetic data generation process in the
required way. For example, for a restaurant with profile “good”, the value of
the attribute “food quality” may be expected to be “excellent” or “good”, but
it is not very likely to take a value “horrible”, as in that case probably the
restaurant would not be globally considered as “good”. Nevertheless, it is pos-
sible to simulate also unexpected values (consistency noise, which represents
the percentage of variation allowed over the standard range that defines each
item profile). For example, in the case of a good restaurant it might be possible
to generate a value of “normal” for the “food quality” or even a value of “bad”
for the “quality of service”, as other attribute values could compensate these
disadvantages and still lead to an overall good profile. A consistency noise of
x% represents a potential deviation of up to x% to the left or to the right of the
corresponding range. The required item profiles can be defined in a flexible way
and their use can be combined with the definition of appropriate values for the
consistency noise. Moreover, if item profiles are not required, we could simply
define a single item profile to represent any possible item; so, item profiles offer
support for the potential need of correlations among different attribute values
for a single item, but the definition of item profiles is optional.
It should be noted that the concepts of item profiles and consistency noise could
be reframed based on the theory of fuzzy logic [YL98]. As an example, let us
suppose that DataGenCARS needs to generate a “normal” restaurant. The
function “food quality for a normal restaurant” could be defined as shown in
Figure 5.2. According to that function, a score between 3 and 4 is typical for
a normal restaurant, but with a lower probability (lower membership degree)
it is also possible to obtain a value of food quality as low as 2 (more typical of
bad restaurants) or as high as 5 (more typical of excellent restaurants), with a
membership degree varying in this case according to the shape of a trapezoid,
which is one of the types of membership functions typically used in fuzzy logic.
In this case, the actual value of the food quality score for the normal restaurant
generated can be obtained by generating a random value using the trapezoidal
distribution [AD72, Wal96, Het12] shown in the figure. Of course, other mem-
bership functions (e.g., a Gaussian function) could be used similarly. At this
point, the relation with the concept of consistency noise explained above should
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be noted. In fact, in Figure 5.2 there is actually a consistency noise of 20%
over the attribute’s range (assuming that the typical range of the score for a
normal restaurant is 3-4, the score could be 20% lower than 3 or 20% higher
than 4). The difference with the approach implemented by DataGenCARS is
that, for simplicity, in the basic architecture of DataGenCARS the representa-
tion of that potential lack of consistency is not gradual but sharper (as shown
in Figure 5.3, a rectangle is used rather than a trapezoid). Nevertheless, it is
easy to incorporate finer-grained definitions of item profiles using the fuzzy logic
approach presented here. The trade-off is that more work is required to define
the membership functions for each attribute and item profile; simply defining
a consistency noise percentage is easier for the user of DataGenCARS, even
though it allows for a lower degree of parametrization.
Function “food quality for 
a normal restaurant” Membership 
degree 
Score for 
the food 
quality 
4 5 2 3 1 
1 
Figure 5.2: Definition of item profiles and consistency noise using fuzzy logic and a
trapezoid membership function.
Function “food quality for 
a normal restaurant” 
Membership 
degree 
Score for 
the food 
quality 
4 5 2 3 1 
1 
20% 
consistency 
noise 
20% 
consistency 
noise Typical range 
Figure 5.3: Simple definition of item profiles and consistency noise explained using
fuzzy logic.
• Besides supporting the definition of item profiles and the attributes relevant for
5.1. Basics of DataGenCARS 113
each item profile, DataGenCARS also allows the definition of jointly-generated
attributes (also called composite attributes, for simplicity), which are sets of
attributes that cannot be generated independently due to the existence of strong
correlations and interdependencies among them. For example, the attributes
“street”, “number”, “ZIP code”, “city”, “state”, “latitude”, and “longitude”
can be generated at the same time by querying external geographic data sources
(e.g., Google Maps, OpenStreetMap, etc.), to ensure that the resulting address
is correct.
The different item profiles and the attributes relevant for each item profile, the
consistency noise, and the average percentage of items to generate for each item profile
are configuration parameters of DataGenCARS. The jointly-generated attributes are
specified in the schemas defining the types of items.
Generation of mixed real-synthetic datasets
DataGenCARS can be used to generate any desired dataset adapted to the evalua-
tion needs, including creating a dataset similar to an existing one (applying similar
random probability distribution functions to generate attribute values) or enlarging
an existing dataset in a flexible way. We might use it to increase the number of
users, ratings, items, and/or the types of items in the dataset. Moreover, we could
also use DataGenCARS to complete the amount of context that was provided by
the users when rating the items (i.e., to complete the amount of context information
characterizing the real ratings). Given an existing real dataset of ratings and/or a
previously-generated synthetic dataset, DataGenCARS can also be used to recompute
the ratings according to other specific user profiles desired. Finally, we could re-use
only some existing elements of a given dataset, like information about the items and
their features (e.g., names of restaurants, addresses, etc.), in order to generate a syn-
thetic dataset inspired by real values and/or based on the combination of third-party
information. This includes the exploitation of external data sources such as Open-
StreetMap [Coa04] to obtain information about real types of items (e.g., business)
and their locations.
Support for the automatic mapping between item schemas and
Java classes
It is possible to define a Java class to represent a type of item and let DataGenCARS
automatically generate the corresponding configuration file representing the schema
of that item. Conversely, if we have already defined the schema of a type of item, the
template of a Java class (attributes and methods) that represents the corresponding
type of item can be automatically generated; in some cases, some special annotations
(e.g., references to Java packages that should be imported) may need to be included
in the input files describing the schema of the items to customize this conversion. In
this way, DataGenCARS facilitates the integration of Java code with the generation
of datasets, enabling the transparent integration between the application class model
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required and the definition of the files needed to configure the generation of datasets
with DataGenCARS. Moreover, some users may prefer defining Java classes repre-
senting the types of items rather than defining the schemas of the types of items in
the corresponding schema file.
Automatic learning of user profiles from an existing dataset
It is possible to infer appropriate utility functions from an existing dataset (see Sec-
tion 5.2.1). Those utility functions could then be used, for example, as user profiles
exploited to generate additional ratings. To generate the user profiles, DataGen-
CARS makes use of a class called GenerateUserProfile, which uses the LSMR iterative
method [FS11], implemented in the API of Apache Mahout [Apa14], to try to learn
an appropriate utility function, or user profile, for each user (for more details about
user profiles, see Appendix B.1.2). Specifically, the LSMR method solves (for each
user) a system of linear equations A ∗X = B, and applies the least-squares method
if needed. In our case, A is a rectangular matrix of dimension MxN , X is the vector
of weights of the utility function that we want to determine (i.e., the unknowns of
the system of linear equations), and B is the vector containing the ratings provided
by the user. Each row of the matrix A represents the scores (on a scale of one to
five) of the different attributes characterizing the corresponding rating in the vector
B, M is the number of ratings per user (i.e., the length of the vector B), and N is the
number of attributes characterizing the rating (including item attributes and context
attributes). The LSMR method is able to handle situations where M > N (i.e., situ-
ations where there are less unknowns than equations, and therefore an exact solution
is unlikely) as well as situations where M ≤ N (i.e., situations where there may be
more unknowns than equations, and therefore there may be no unique solution). In
any case, the method tries to minimize the error obtained when applying the utility
functions learnt to obtain the ratings. Our current prototype learns a different user
profile specific for each user. Nevertheless, the alternative of generating more generic
user profiles that could be shared by several users could be analyzed.
5.1.2 Architecture of DataGenCARS: Main Classes
As commented before, the dataset generator has been implemented in Java, following
an object-oriented design approach. From the high-level overview of the classes in the
architecture, shown in Figure B.1 (see Appendix B.3), we can highlight some classes,
explained in the following.
AttributeGenerator. The specification of each attribute (in the different input
files defining the schema of items, users, and contexts) includes a reference to a Java
class generator that will be in charge of generating values for such an attribute.
As depicted in Figure 5.4, different types of generators can be used. Some prede-
fined generators are provided with the basic architecture of DataGenCARS; for exam-
ple, DateAttributeGenerator allows generating random dates within a certain range
of dates required, AddressAttributeGenerator generates consistent values for typical
attributes representing an address (“street”, “number”, “ZIP code”, “latitude”, and
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“longitude”) by collecting these values from an input file provided, BooleanArrayLis-
tAttributeGenerator generates an array of Boolean values representing the presence
or absence of a certain feature or Component (e.g., it fills with true/false the open-
ing days of a business –Monday, Tuesday, Wednesday, Thursday, Friday, Saturday,
Sunday– or the types of foods served in a restaurant –Italian, Mexican, etc.–, based
on the average percentage of true values desired), and RandomAttributeGenerator
generates a random value (an integer in a given range, a value from an enumerated
list, or a Boolean, depending on the domain of the specific attribute). Random values
are by default generated according to a uniform probabilistic distribution, but it is
possible to parametrize or extend DataGenCARS to use other desired distributions.
 
 
AttributeGenerator 
uses is subclass of 
<<abstract>> 
AddressAttributeGenerator 
BooleanArrayListAttributeGenerator 
DateAttributeGenerator 
FixedAttributeGenerator 
NameURLAttributeGenerator 
RandomAttributeGenerator 
Attribute 
CompositeAttribute BooleanAttribute 
Component 
Figure 5.4: Class diagram for attribute generation in DataGenCARS.
Moreover, it is possible to extend the existing classes to simulate any behavior
desired. Thus, any other required generator can be easily plugged in by extending
the abstract class AttributeGenerator (or any of its subclasses) and defining the de-
sired Java code in the implementation of the method generateValueAttribute (abstract
method in AttributeGenerator). In the input files defining the different schemas, it
is possible to indicate also potential input parameters that may be required by such
generators, such as references to external data sources or files, or specific values to
consider for the generation of attribute values (e.g., see input parameter attribute 1
in Figure B.2 (in Appendix B.1.1). In this way, we combine the flexibility of Java to
define the desired behavior with an easy modification of the schema files to adjust
that behavior in the way desired.
InstanceGenerator. This class generates instances of users, items, and/or con-
texts for the output dataset, by combining values generated from the different at-
tribute generators specified (see Figure 5.5). The power of the Java Reflection API is
exploited to generate the required instances dynamically by interpreting the informa-
tion provided in the input schema files. Besides the schema file, this class interprets
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the input files describing the user and item profiles, as well as the input file defining
the generation parameters desired.
 
 
uses is subclass of 
GenerateSchemaFromClass 
<<abstract>> 
<<abstract>> 
GenerateClassFromSchema 
Instance 
InstanceGenerator 
AttributeGenerator 
NoiseStrategy 
NoiseStrategyAttribute 
Attribute 
DataAccess 
DataAccessItemProfile DataAccessSchema DataAccessGeneration DataAccessStatistics 
Figure 5.5: Class diagram for instance generation in DataGenCARS.
RatingGenerator. This class generates user ratings. For that purpose, it obtains
random combinations <user, item, context> and computes the corresponding rating
by applying the data utility function defined in the user profile of the corresponding
user. To compute the rating, this class takes into account whether the user profile
defines a preference for higher or lower values in the domain of values of each attribute
and transforms each attribute value into a normalized score in the output range
required (e.g., a value between one and five), through linear regression.
As real users do not rate items by applying a precise mathematical function,
potential noise or uncertainty for the rating generated can be simulated by defining a
weight different from zero for the attribute others in the user profile. Moreover, this
class generates a random time and date (within the allowable input range of dates
provided) representing the time instant when the user provided the rating; random
timestamps are generated in such a way that the ratings of the users are mixed with
each other, so supporting situations where several ratings are provided by the same
or by different users at approximately the same time.
As it can be observed in Figure 5.6, RatingGenerator is an abstract class with
two concrete implementations that add the specific adaptations required for two dif-
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uses is subclass of 
TimestampAndUnixTime 
RatingGenerator 
<<abstract>> 
DataAccess 
StaticRatingGenerator IncrementalRatingGenerator 
GenerateSampleDataset 
Figure 5.6: Class diagram for rating generation in DataGenCARS.
ferent use cases: StaticRatingGenerator generates a fixed number of ratings required,
while IncrementalRatingGenerator supports the incremental extension of an already-
existing dataset.
DataAccess. As depicted in Figure 5.7, this class, along with its related classes
DataAccessSchema, DataAccessGeneration, DataAccessItemProfile, and DataAccess-
Statistics, is in charge of interpreting the input files and extracting the values needed
during the dataset generation process applied by DataGenCARS.
 
 
uses is subclass of 
GenerateClassFromSchema 
DataAccess 
DataAccessItemProfile DataAccessSchema DataAccessGeneration DataAccessStatistics 
Figure 5.7: Class diagram for data access in DataGenCARS.
ExtractStatistics. This class obtains statistical information about users, items,
contexts, and ratings, from an input dataset. As it is shown in Figure 5.8, it contains
two class specializations: ExtractStatisticsUIC (statistics about users, items and con-
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texts) and ExtractStatisticsRatings (statistics about ratings). These classes use the
StatisticalMeasure class, that computes average, variance, and standard deviation
measures. Moreover, other statistical characteristics are also obtained, such as the
number of identifiers, the number of possible values by variable, the frequency or
percentage of values by variable, the number or percentage of ratings by user, the
percentage of items and contexts repeated by user, and the number of users, items,
contexts, and ratings.
 
 
uses is subclass of 
RatingGenerator 
<<abstract>> 
ExtractStatisticsRatings 
ExtractStatistics 
ExtractStatisticsUIC 
StatisticalMeasure 
StaticRatingGenerator IncrementalRatingGenerator 
Figure 5.8: Class diagram for the statistical extraction process in DataGenCARS.
5.2 DataGenCARS in Action
In this section, we illustrate some capabilities of DataGenCARS by exploring typical
tasks that can be performed by using it. Before entering into technical details, Fig-
ure 5.9 provides some usage guidelines that facilitate understanding the functionality
of DataGenCARS at a glance. When a researcher faces the problem of finding a
way to evaluate a recommendation algorithm, she/he also needs to tackle the issue
of finding out which data can be used to carry out such evaluation. The easiest way
for evaluating a recommendation algorithm is to use an already-existing dataset that
fulfills the expectations of the researcher (e.g., it includes context data, it has enough
ratings for the results to be significant, the domain is similar to the one the algorithm
has been designed for, and so on). Many times, existing datasets do not fully cover
all the features we are interested in, so a new dataset should be created. For this
purpose, we distinguish three main lines of action:
1. Perform a survey/study with real users or develop an app to capture the data
needed to build the dataset.
2. Design and implement an attractive game to gather information to build the
dataset through the user interaction with the game (gamification).
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3. Build a synthetic dataset with the help of some tool.
We have designed DataGenCARS for this last case. It not only supports building
datasets from scratch by using different parameters indicated by the user but also
creating datasets from existing collections of data, either enlarging or completing
them (e.g., to avoid potentially missing features such as context data or a low number
of ratings). In the rest of this section, we detail different functionalities provided by
DataGenCARS in a more technical fashion.
Need to test a recommender 
algorithm
Select the dataset
Can you use 
an existing 
dataset?
Evaluate your 
algorithm with 
the selected 
dataset
Yes
No
Completely 
new?
Generate a synthetic 
dataset
Generate a 
synthetic dataset
Generation of a 
completely 
synthetic dataset
With 
context?
Generate a synthetic 
dataset with context
Generate a synthetic 
dataset without context
Yes
Yes
No
Use real data as a model
Imitate the 
dataset? 
Replicate the 
dataset
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Enlarge 
the 
dataset
No
Automatic prior 
statistical analysis of 
the existing dataset
#ratings
#items
#users
+ context
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Creation of: users, items, 
ratings and context data 
from profile files
Creation of: users, 
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Approach 1
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participation
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• Time consuming
Approach 3
Gamification
Approach 2
• Develop an 
attractive game
• Need significant user 
participation
• Need of realistic 
environments
• Time consuming
• Flexibility
• Need to 
parametrize
Figure 5.9: Basic guidelines for the evaluation of CARS.
5.2.1 Generation of a Synthetic Dataset Similar to an Existing
One
Figure 5.10 shows a workflow whose purpose is to generate a synthetic dataset that
exhibits properties similar to those present in a real pre-existing dataset. As shown
in the workflow, in some cases (e.g., for the LDOS-CoMoDa dataset described in
Section 8.3.2.2), we may need first to split an original dataset file that contains in a
single file all the information (information about users, items, contexts, and ratings)
120 Chapter 5. DataGenCARS
into several files (shown in Figure B.1 in Appendix B.2). For this purpose, this step
must be provided with the required splitting rules that delimit the information related
to the users, items, contexts, and ratings (e.g., the positions of attributes in each row
of the input file that correspond to each of those types of data).
 
user.csv 
os_user.txt os_context.txt os_item.txt os_ratings.txt 
BEGIN 
END 
Generate Statistics 
<From original dataset> 
Generate Synthetic Dataset  
o_dataset.csv 
Generate User Profiles 
o_user.csv o_context.csv o_item.csv o_ratings.csv 
context.csv item.csv 
ratings.csv 
s_attribute.csv 
u_profile.csv 
u_schema.txt g_config.txt i_profile.txt 
Generate Synthetic Users 
i_schema.txt c_schema.txt 
Generate Synthetic Items Generate Synthetic Contexts 
comp_att_info 
u_: user 
i_: item 
c_: context 
g_: generated 
o_: original 
os_: original statistics 
s_: score 
comp_att_: composite attributes 
Splitting rules 
Split Original Dataset 
Figure 5.10: Workflow to generate a synthetic dataset similar to an existing one with
DataGenCARS.
5.2. DataGenCARS in Action 121
Besides, in order to obtain a synthetic dataset with value distributions similar to
those of a real dataset, DataGenCARS first needs to obtain statistics of the output
files obtained in the previous step. The statistics obtained are stored in several output
files that contain statistical information about the users, items, and contexts. This
statistical information includes the number of different identifiers, as well as informa-
tion related to the remaining attributes (e.g., number of possible values, frequency of
occurrence of their values, average, and standard deviation). Moreover, the collected
statistics about ratings contain information such as: the total number of users, items,
contexts, and ratings; the number and percentage of ratings per user; the number and
percentage of different (i.e., not repeated) items and contexts per user; the percentage
of equal (i.e., repeated) items and contexts per user; the average and variance of the
number of items per user; and the average and variance of the number of contexts per
user. By default, DataGenCARS will capture all the statistical information available.
However, it is also possible to inspect and manually modify the statistics gathered
by DataGenCARS as desired; for example, an expert user could inspect the statistic
files generated and manually remove rarely-occurring features in the original dataset
(e.g., if she/he considers some values in the original dataset to be noise). In addi-
tion, DataGenCARS facilitates the automatic inference of utility functions (or user
profiles) from a real dataset, by using a class called GenerateUserProfile. At the end
of Section 5.1.1, we explain the details about the automatic learning of user profiles
from an existing dataset.
5.2.2 Generation of a Completely-Synthetic Dataset
Figure 5.11 illustrates the steps followed to generate a dataset that is completely
synthetic. The steps are analogous to those presented in Section 5.2.1 concerning
the generation of a dataset similar to an existing one (see Figure 5.10). The main
difference is that in this case we do not have an existing dataset to use as a starting
point. Therefore, rather than obtaining statistics of data distributions from an exist-
ing dataset, the workflow relies on manually-defined configuration files, user profiles,
and schemas.
5.2.3 Generation of a Dataset of Ratings Incrementally
Figure 5.12 shows the workflow corresponding to the incremental generation of a
dataset of ratings: given an input dataset (real, synthetic, or partially synthetic), it
generates another dataset with a larger number of ratings. The new ratings generated
are obtained by applying the utility functions that define the user profiles, which could
be defined manually or learnt from an existing dataset (as explained in Section 5.2.1).
If needed, an expert user could also adjust manually the utility functions automatically
obtained.
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Figure 5.11: Workflow to generate a completely-synthetic dataset with DataGen-
CARS.
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Figure 5.12: Workflow to generate a dataset of ratings incrementally with DataGen-
CARS.
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5.2.4 Completion of Missing Information in Datasets
Sometimes, existing datasets for the evaluation of CARS contain unknown values
related to the items and/or the contextual information of the ratings. This is partic-
ularly true in cases when the user himself/herself has to manually enter information
about her/his context when providing a rating. Thus, most users will feel over-
whelmed with that need and provide only basic information, leaving most input fields
empty. Fortunately, DataGenCARS allows replacing the unknown values in a dataset
by useful information, by using the ReplaceUnknownValues class. It is an interesting
feature because it would allow evaluating context-based recommendation algorithms
on context-rich datasets that are not completely synthetic.
Figure 5.13 shows the workflow followed by DataGenCARS to replace unknown
values in the item and context files. For both files, DataGenCARS first checks, for
each instance, whether the value of the current attribute is null. If so, it generates a
new value (other than null) by using the corresponding schema file. Then, the value
null is replaced by the new value. Otherwise, the current value of the attribute is
preserved.
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Figure 5.13: Workflow to complete unknown contextual information with DataGen-
CARS.
5.2.5 Composition of Workflows
To conclude this section, it is important to emphasize that the previous ones are just
some examples of tasks that can be performed by using DataGenCARS. However,
the possibilities are much numerous. For example, by using DataGenCARS we can
also introduce in a dataset uncertainty in the ratings or unknown values. As another
example, we can generate a synthetic dataset based on a subset or sample (seed) of
an original dataset (as shown in Figure 5.14), by considering as a basis only a subset
of the original ratings.
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Figure 5.14: Workflow to generate a dataset from an initial sample of an existing
dataset with DataGenCARS.
Besides, we could even chain workflows or combine parts of several of the workflows
presented to generate datasets that suit our needs. For example, Figure 5.15 illustrates
a workflow that generates a synthetic dataset and then increments its number of
ratings. We could also use (part of) the workflow presented in Section 5.2.1 to learn
user profiles from an existing dataset and then apply those profiles to recompute
ratings in a different synthetically-generated dataset.
5.3 Real Data vs. Synthetic Data
Real datasets, even if they are available, can be subject to important limitations, such
as bias or incomplete data. For example, there could be a temporal bias if the rec-
ollection process focuses on a specific time period and the ratings exhibit seasonality
trends. Similarly, there could be a context bias if ratings are collected only in certain
contexts. The aforementioned example with the STS dataset shows that it may be
usual to have missing context data (e.g., see the analysis of the STS dataset presented
in Section 8.2.1), which could be a problem if the goal is to evaluate algorithms for
CARS. Besides, with a real dataset it is possible to evaluate recommendation algo-
rithms only under the specific conditions represented in the dataset. On the other
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Figure 5.15: Example of composition of workflows for DataGenCARS.
hand, by generating appropriate synthetic datasets we can evaluate recommendation
approaches in any desired condition, including usual cases that could frequently be
observed in reality (reproducing expected situations, or real observations, in the syn-
thetic data generated) and also extreme cases that are more rarely expected. So, real
data may guarantee veracity (if the data collection process is reliable) but not nec-
essarily validity for our evaluation purposes. With DataGenCARS we can generate
artificial data that is valid for the targeted purposes. The difficulty lies in the need to
specify the features of the dataset desired. However, DataGenCARS allows consid-
ering multiple scenarios, representing different hypothetical situations, for example
to determine how a certain recommendation approach would behave if little context
data is available, if the distribution of ratings among users is highly non-uniform, or
if users tend to over-rate items.
On the other hand, when a synthetic dataset is generated, some steps should be
performed to try to ensure that the generated dataset satisfies the purposes it has
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been created for. For example, if the synthetic dataset has been built based on real ob-
servations (i.e., there is a previously-existing dataset), it is interesting to compare the
behavior of the recommendation algorithms we want to evaluate in both the synthetic
data and the real data, as we have done in experiments presented in Section 8.3.2.
Nevertheless, it should be noted that a full fair comparison might not be possible in
the general case, as for example the number of real observations may be insufficient for
the recommendation algorithm to perform well with the real data available, feature
variations may have been introduced to fit the data to the evaluation purposes, new
attribute values (e.g., context data) might have been added, etc. In other cases, there
are no real observations at all, and therefore the only way to evaluate the synthetic
dataset is by verifying the desired statistical properties. As a summary, Figure 5.16
shows some basic tasks that can be performed to evaluate synthetic datasets; it should
be noted that, for simplicity, the performance metrics shown in the figure are related
to the prediction accuracy of the recommendation algorithms, but any other relevant
evaluation metric could be considered [SG11, HKTR04].
It may allow evaluations not possible  
with the real data, like testing context-
aware algorithms even if the real data 
do not contain context information
• MAE
• Precision
• Recall
• F-measure
• …
Statistical properties and 
configuration parameters:
• # users
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• …
Generate a synthetic dataset
Check if the 
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using the generated 
dataset
Yes
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and synthetic data
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purpose of the user
Good 
results?
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Inspired by  an existing 
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Comparable 
results?
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NoAnalyze and 
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Figure 5.16: Basic guidelines for the evaluation of synthetic datasets.
5.4 Summary of the Chapter
In this chapter, we presented DataGenCARS, a tool for the automatic generation
of datasets that is appropriate for the evaluation of context-aware recommendation
algorithms. First, we described the main functionalities of DataGenCARS, such as
flexible definition of schemas, realistic generation of ratings, consistent generation of
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attribute values for items, generation of mixed real-synthetic datasets, support for the
automatic mapping between item schemas and Java classes, and automatic learning
of user profiles from an existing dataset. The tool is very generic and can fit different
application domains and sets of needs, by appropriately defining a set of schemas as
input files that will direct its behavior. Second, we explained the most important
classes of its architecture. Third, we presented the different workflows supported by
DataGenCARS. Finally, we summarized the basic guidelines for the evaluation of
synthetic datasets. With the tool, we can simulate any desired situation as well as
reproduce or mimic any existing one (e.g., generate new datasets with features similar
to other existing ones). Therefore, DataGenCARS represents an interesting tool that
can help alleviate the problem of scarcity of datasets suitable for the evaluation of
recommendation strategies, especially those that require rich context information.
Later, in Section 8.3, we will discuss an evaluation experimental of DataGenCARS.
A first set of experiments illustrates how the synthetically-generated datasets can
be used to evaluate different types of recommendation algorithms in a variety of
situations. They show how the flexibility of DataGenCARS supports the generation
of different datasets with different features, adapted to the evaluation needs. For
example, we can easily generate the desired amount of context information, which
is a key element to evaluate context-aware recommendation algorithms. Moreover, a
second set of experiments shows how, by appropriately setting DataGenCARS, we can
generate any dataset required, including data similar to other existing observations
that correspond to situations observed in the real world. Summing up, we can generate
any dataset desired, either inspired by other real datasets or not, and so also datasets
that do not exist or would be very difficult to obtain.
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Chapter 6
Use Case Scenario:
Recommending Items in a
Museum
In this chapter, we present a use case scenario: the recommendation of items to
observe in a museum. In Section 6.1, we introduce a brief summary of the state of
the art on recommendation systems for museums as well as a motivation for this use
case. In Section 6.2, we describe the specific scenario considered. In Section 6.3,
we present the prototype developed for a subsequent experimental evaluation (shown
in Section 8.4). Besides, we discuss the process of synthetic generation of a rating
collection provided by users about the works of art that they observe in specific
contexts, by using DataGenCARS (see Chapter 5).
6.1 Recommendation Systems for Museums
Providing appropriate recommendations for museum visitors has been a hot topic
in the field of recommendation systems, and so we can find a significant number of
works dealing with it. Some of them focus on the design of systems that serve as
the visitors’ guide trying to offer a personalized experience. For instance, a couple
of collaborative models to predict the upcoming locations of users in a museum have
been proposed [BZB+08], which could be used to build user models; more specifically,
a temporal approach to predict future locations based on the potential interest of un-
seen exhibits, as well as a transitional approach to predict future locations based on
the paths followed by other visitors, are presented. A collaborative filtering algorithm
to recommend trajectories to visit POIs, which is evaluated with data regarding the
Vienna Zoo (Austria), has also been presented [HG11]. As contextual information,
this system takes into account the locations of the users, and so the authors present
a notion of similarity between contexts. Although this work presents rather inter-
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esting features, it has also some drawbacks (e.g., it does not consider the opinions
of other visitors, in terms of ratings provided rather than just POIs visited, and its
evaluation is quite limited). Regarding the use of collaborative filtering to recommend
attractions to visitors, we also find an appealing approach about POI recommenda-
tion taking into account the location diversity in [CZC+15]. This work is evaluated
by using outdoors check-in app-related datasets where the only contextual informa-
tion provided is the location of the users. In our opinion, those datasets somehow
limit the different types of scenarios where recommender systems could be tested on,
especially when dealing with CARS, as the context information available should be
rich instead. MusA [RXM+13] is a generic framework to develop multimedia guides
for mobile devices and provides a vision-based indoor positioning system, as well as
thematic paths created by professional curators or museum staff. Another interesting
work is SmARTweet [CMMP13], a location-based application able to detect visitors’
nearby artworks and show their corresponding history using multimedia resources.
It also uses collaborative filtering to recommend personalized artworks based on the
visitors’ interests (gathered via questionnaires) and behavioral information collected
by tracking the users throughout the museum.
There exist some other approaches also aimed at building reliable guides for visi-
tors in museums. For example, UbiCicero [GPSS09] provides recommendations thanks
to the detection of artworks nearby by using RFID readers assembled in mobile de-
vices. It also takes into account some contextual information, such as the visitor’s
current position and her/his behavioral history. With this information, the system
returns personalized recommendations. The evaluation of this proposal is quite lim-
ited too, since the system is tested with groups of 5-7 users. The recommendation
system for mobile devices for museum visitors presented in [BL15] can be seen as a
step forward, as it is able to adapt to the user’s interests, by taking into account con-
textual information such as the location, level of expertise in art, and time. It uses
a hybrid mechanism based on collaborative filtering combined with a post-filtering
semantics-based approach.
When focusing on the way these systems are tested, we realize that there is no
common methodology. To our knowledge, there does not exist any reliable dataset
for testing CARS, especially in indoor environments. Thus, some works deploy real
implementations and test the suitability of the systems by asking the visitor to fill out
questionnaires when leaving the museum, in order to know their satisfaction [GPSS09,
RXM+13, RHS+13, AAP+14]. Although this method might be a good way to evaluate
this type of systems, the real outcomes seem to be very simplistic, since collecting a
significant and reliable set of responses is too costly; moreover, even if the visitor is
satisfied, it could be difficult to know if she/he could be even more satisfied with a
different set of recommendations. We can also find some approaches that do not test
their approach but present different case studies [TCL08, CHGS05, JKSS07, BL15].
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6.2 Description of the Use Case
Motivated by the shortcomings mentioned in Section 6.1, we decided to study the
problem of recommendations in a museum as a specific case study, which we intro-
duced in [dCRHIHTL17c]. The goal of the recommendation system is to maximize
the user’s satisfaction with the visit. Specifically, the system will suggest to the user
a trajectory to follow within the museum, prioritizing the sequence of works of art to
observe in the museum within the visiting time available. By using DataGenCARS
along with a simulator of museum visitors (mobile users), we will not be so constrained
by the limitations mentioned in Section 6.1 regarding the evaluation of the proposed
recommendation system.
In this section, we first describe the main features of the works of art used in
the proposed use case. Then, we explain some particularities and generalities of the
layout of the Museum of Modern Art (MoMa) in New York.
6.2.1 Works of Art
We use a real dataset corresponding to the works of art in the MoMA [The16]. This
collection contains information about 129, 024 works of art, characterized by 29 at-
tributes, and belonging to 14,949 different artists. The works of art include basic
metadata, such as the title of the work, its dimensions, its author and her/his na-
tionality, etc. In order to facilitate the management of this dataset, we performed
some preprocessing tasks. For example, we discretized some attributes, like the date
of acquisition by the museum, which was classified into “recent” and “no recent” (as
some frequent visitors may feel attracted towards works of art that have been acquired
recently), and binarized others (like the nationality of the work of art).
Unfortunately, the precise location of each work of art is not available in the
original dataset. However, the location of each item is important for the evaluation of
context-aware recommendation systems. Therefore, we used the Java-based synthetic
data generator DataGenCARS (see Chapter 5), to create a random location for each
work of art, subject to some rules to ensure a feasible real-world distribution: the
works of art are distributed among the floors and rooms of the museum, and then
positioned equitably along the walls and interiors of the rooms, in order to avoid
overcrowded areas or situating two works of art with very little separation between
them. For that purpose, a class ItemLocationAttributeGenerator was defined to extend
the DataGenCARS framework.
6.2.2 Layout of the Museum
According to the documentation available in the Internet [The04], the MoMA museum
is composed by six floors (see Figure 6.1):
• First floor: it hosts the hall and a garden with sculptures.
• Second floor: it contains contemporary works of art.
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• Third floor: it is devoted to architecture, design, drawings, and photographs.
• Fourth and fifth floors: they include paintings and sculptures.
• Sixth floor: it is the place of special exhibitions.
We mimicked part of the layout of the MoMA museum. Without loss of generality,
for simplicity, we focused on floors fourth and fifth and restricted the types of works
of art considered to paintings and sculptures (a total of 240 items were considered).
From map images available on the Web, we reproduced the layout of those floors by
converting the images to graph structures.
Figure 6.1: Map of the MoMA museum.
6.3 Prototype Developed and Generation of Syn-
thetic Ratings
We developed a museum simulation application that loads and displays the layout of
the selected floors as well as the paintings and sculptures in the area, as shown in
Figure 6.2. This desktop application has been implemented by using the tools shown
in Table 6.1 and the general recommendation framework presented in Chapter 3.
Figure 6.3 shows a snapshot of the simulation application at a certain time in-
stant, where we can observe different users observing works of art or moving to other
locations. In the figure, there are no doors connecting rooms in the left part of the
figure and the right part of the figure: the reason is that the left and the right part
of the figure correspond to different floors (connected through the stairs) but, for the
sake of simplicity we show them next to each other.
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Tool/library Use
Java 8 Programming language
Swing GUI widget toolkit for Java
WebPlotDigitizer [Roh07]
Obtention of key locations (e.g., rooms,
doors, and stairs) from raster map images
of the museum
JGraphX [Cha16]
Management and visualization
of graph structures
Sqlite-jdbc [Sai16] Management of SQLite databases
Table 6.1: Tools used for the implementation of the museum simulation application.
(a) Fifth floor (b) Fourth floor
Figure 6.2: Simulation application showing the map of the MoMA museum.
The MoMA dataset contains only information about the works of art in the mu-
seum, not about ratings provided by users. Therefore, we used DataGenCARS to
generate rating data enriched with context information, that is, a set of ratings (opin-
ions) provided by users about the works of art that they observe in specific contexts.
For this purpose, we defined different user profiles, which are scoring functions that
are used exclusively to synthetically generate a rating based on a set of attribute
values [dCRHIHTL17a], and assigned a specific user profile to each user simulated.
These profiles are obviously unknown to the recommendation system and include con-
text attributes that might affect the ratings provided (see Table 6.2). For each user,
and based on her/his profile, we generated a rating for each work of art in the mu-
seum, in each possible context. Besides, for each piece of art, we generated a synthetic
attribute representing the emotion transmitted by that piece (happiness, sadness, or
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Figure 6.3: Simulation application in action: visitors in the museum.
neutrality) and defined a simple rating adjustment function that can slightly modify
the rating generated depending on the relation between the current mood of the user
and the emotion transmitted by that work of art.
Context attribute Possible values
User’s mood Happy, sad, or neutral
Temperature of a room Warm, hot, or cold
Number of people in a room Large, medium, or small
Noise level in a room High, medium, or low
Table 6.2: Context attributes considered in the museum use case scenario.
The desktop simulation application developed supports the simulation of visitors
moving throughout the museum, observing works of art, and releasing ratings. When
a visitor’s trajectory stops at a certain work of art, she/he observes it for a certain
amount of time and then emits a rating according to her/his satisfaction with that
work and the current context. As commented before, the ratings were previously
generated using DataGenCARS, and the simulator just needs to select the correct one
according to the specific context existing at that time (e.g., considering the current
mood of the user).
6.4 Summary of the Chapter
In this chapter, we first presented the motivation that led us to develop the proposed
use case. Then, we described the main features of our use case. Finally, we presented
the prototype developed in order to evaluate context-aware dynamic recommendations
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in real-time about items to observe in a museum. While describing the prototype, we
explained the process followed to build a mixed scenario using both real data (data
about work of arts and map information) and synthetic data (ratings provided by the
users about the work arts in specific contexts), by using DataGenCARS (described
in Chapter 5). In this way, we contributed to filling the gap between the problems of
design and evaluation of solutions for CARS.
Later, in Chapter 8, we will present an experimental evaluation performed on this
use case. The experimental results that we will show in Section 8.4 show that it is
possible to deploy a trajectory-based recommendation strategy based on collaborative
filtering, by using a mobile P2P ad hoc data sharing solution to exchange directly
data among the mobile devices of visitors located nearby.
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Chapter 7
Related Work
We already indicated in Section 2.3 the main features and challenges of context-
aware recommendation systems, as the new generation of recommendation systems.
In this chapter, we present work related to our proposal in the field of CARS. In Sec-
tion 7.1, we first review works of context-aware recommendation systems that assume
a static environment. In Section 7.2, we focus on context-aware recommendation sys-
tems for mobile environments. We consider mobile context-aware recommendation
systems to those works where the authors make it clear that they exploit dynamic
context information and the mobility of the users. In Section 7.3, we indicate some
works of location-aware recommendation systems, as a specific case of context-aware
recommendation systems. In Section 7.4, we present some mobile recommendation
approaches based on P2P networks. Finally, in Section 7.5, we analyze some popular
synthetic data generation tools, which are not suitable to generate datasets for the
evaluation of context-aware recommendation approaches, and so they motivate the
development of DataGenCARS.
7.1 Approaches for Context-Aware Recommenda-
tion Systems
In this section, we first present some works that propose specific algorithms for CARS,
which are complementary works to the one developed in this thesis. These algorithms
could be easily integrated into the proposed architecture and evaluated using syn-
thetic data obtained by using DataGenCARS. Then, we describe existing frameworks
to facilitate the development and evaluation of CARS. Finally, we highlight some
examples of context-aware recommendation systems in different application domains.
7.1.1 Algorithms for CARS
Several studies have proved that contextual information improves both the quality
of the recommendations and the user satisfaction when a recommendation system is
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employed [ADNZ15]. For example, the authors of [ASST05] proposed that the recom-
mendation procedure should incorporate contextual information. In [AMRT11], the
authors classified the context-aware recommendation approaches into pre-filtering,
post-filtering, and contextual modeling paradigms. This classification facilitated the
organization and understanding of the emerging context-aware recommendation ap-
proaches.
7.1.1.1 Contextual Pre-filtering Algorithms
Several approaches based on contextual pre-filtering have been proposed by the re-
search community of CARS. An example is the reduction-based pre-filtering approach
proposed in [ASST05]. It strictly uses the ratings generated in the same user’s cur-
rent context to learn a 2D collaborative filtering model that will predict unknown
ratings. A limitation of this approach is its rigidity in the selection of contextualized
ratings. Hence, the authors studied the possibility of pre-filtering generalization, by
aggregating ratings with hierarchically-related contextual conditions.
In order to reduce the computational cost, and motivated by the idea that an
item can have different evaluations in different contexts, an interesting contextual
pre-filtering approach for collaborative filtering, called Item Splitting, was presented
in [BR14]. It dynamically discovers, for each item, the relevant contextual factors.
In this method, the set of ratings for an item is not filtered but it is split into two
subsets taking into account the value of a context variable. These two sets of ratings
are then assigned to two new virtual (or fictitious) items, which are used in the pre-
diction algorithm instead of the original one. This split is performed only if there is a
statistically significant difference between the ratings for this item in two alternative
contextual conditions. The experimental results show that this method provides more
accurate rating predictions than the reduction-based pre-filtering approach proposed
in [ASST05]. Item splitting was previously introduced in [BR09a, BR09b]. A similar
pre-filtering approach was presented in [AM06], but in this case the contextual infor-
mation was used to alter the user model. In [Zhe13], a combination of item splitting
and user splitting, called user-item splitting (UI splitting) was presented.
An empirical comparison of context-aware splitting approaches (e.g., item split-
ting, user splitting, and UI splitting) on different datasets (food and movies) was per-
formed in [ZBM14]. The experimental results showed that splitting approaches out-
perform several popular context-aware CF algorithms. However, among the different
splitting approaches there is no clear winner. Recently, another empirical evaluation
of context-aware splitting approaches in a movie dataset was explored in [FPH+16].
In this comparison, the UI splitting approach outperforms the other context-aware
splitting approaches.
The data-sparsity problem of CARS was tackled in [CRC16], by exploiting se-
mantic similarities (based on distributional semantics [RG65, MSLdG14]) between
contextual situations in a reduction-based pre-filtering approach. During the filtering
process, this method considers in addition to the ratings generated by the user ex-
actly in a specific situation, those generated in similar situations. This approach was
previously introduced by the same authors in [CRC13a, CRC13b].
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7.1.1.2 Contextual Post-filtering Algorithms
Approaches based on contextual post-filtering have also been proposed in the literature
of CARS. For example, two probabilistic post-filtering approaches (weight and filter)
were considered in [PTG+09]. The first approach reorders the recommended items by
weighting the predicted rating according to their estimated probability of relevance
in the existing context. The second approach filters out the recommended items that
have a probability of relevance lower than a specific threshold.
A post-filtering approach was also proposed for the movie domain in [CGQT11].
The proposed contextual recommendation approach, called Context-RS, differs from
the traditional post-filtering approach in the adopted item selection technique. In
Context-RS, the items obtained from a traditional recommendation model are fil-
tered by using association rules to find useful correlations between the current context
and the features of each of the candidate items. The experimental results presented
in [CGQT11] show that Context-RS outperforms traditional recommendation meth-
ods.
In [LKH14a], the authors used the contextual post-filtering paradigm in a smart
TV system, which recommends multimedia content. The contextual recommendation
approach first applies a social tag-based CF, and then the resulting recommendation
ranking is adjusted by taking into account context information.
Recently, a context-aware recommendation algorithm with two-level SVD, called
CTLSVD, was proposed in [CHY+17]. CTLSVD is a contextual post-filtering ap-
proach that filters the recommendation results of the SVD algorithm, by using the
current time as contextual information. For two movie datasets, the experimental
results show that CTLSVD provides more accurate recommendations compared with
traditional methods.
7.1.1.3 Contextual Modeling Algorithms
Many of the contextual modeling approaches are based on extending Matrix Factor-
ization (MF) techniques [KBV09]. Generally, MF techniques learn latent features of
users and items from the seen/known ratings in the 2D rating matrix (User× Item).
Then, the unknown ratings are predicted by using these latent features. The emerged
extensions are due to the fact that MF is not flexible enough to easily add contextual
dimensions in the recommendation models. However, these extensions benefit from
most of the advantages of MF, such as scalability and accuracy.
Contextual Modeling Approaches Extending MF Techniques: Joint Matrix
Factorization
An extension of the classical MF technique to incorporate additional context infor-
mation (e.g., mood tags for the recommendation of movies) was presented in [SLH10,
SLH13]. For that purpose, the authors proposed a joint matrix factorization model
that, in addition to factorizing the 2D rating matrix (similar to the traditional CF),
uses contextual information in the recommendation process as a regularization term.
140 Chapter 7. Related Work
They also presented a novel similarity measure based on movie mood tags (e.g., sad,
anxious, upset, and scared) to relate the items (movies) with the contextual infor-
mation (tags). According to experimental results in the movie domain, the proposed
joint matrix factorization approach achieves an improvement (in terms of precision)
compared with the performance of other traditional recommendation approaches.
Contextual Modeling Approaches Extending MF Techniques: Tensor Fac-
torization
Another generalization of the MF technique was the Tensor Factorization (TF) ap-
proach to context-aware collaborative filtering, called Multiverse Recommendation,
presented in [KABO10]. The main idea of the Multi-Dimensional TF approach for
CARS is to model the context variables in the same way as the users and items are
modeled in 2D MF techniques, by considering the interactions between users, items
and contexts. For example, the 2D matrix (User × Item) can be converted into a
MD tensor matrix (User × Item× Context1 × ...× Contextk), that includes several
contextual factors. In this option, the interactions between users, items and contexts
are represented as latent factor vectors. Moreover, the rating tensor is factored into
a lower-dimension vector space. For the tensor decomposition, the authors used the
High Order Singular Value Decomposition (HOSVD) model [LMV00], that requires a
dense matrix. However, the model of regularized TF introduced by the authors avoids
this limitation, by optimizing only the observed values in the rating tensor. In terms
of accuracy, the experimental results show that Multiverse Recommendations outper-
forms non-contextual MF approaches. Unlike other context-aware recommendation
algorithms (e.g., pre-filtering and post-filtering), the proposed TF approach does not
require a rating filtering, since it uses all available ratings. Another advantage is its
computational simplicity and the ability to manipulate MD.
The generic TF approach, included in Multiverse Recommendation, has two lim-
itations: its model complexity (the number of model parameters to be learnt grows
exponentially with the number of context variables and polynomially with the size of
the factorization), and it only works for categorical context variables. In [XCH+10],
a Bayesian Probabilistic TF (BPTF) algorithm that tries to address these limitations
is presented. BPTF is able to learn the temporal evolution of online shopping prefer-
ences. Besides, in terms of scalability, the authors developed an efficient Markov Chain
Monte Carlo procedure. The experimental results with several real-world datasets
show the advantage of a temporal model (that includes the third dimension of time
in the form of a tensor) over non-temporal models.
A second solution for the previous drawbacks was presented in [RGFST11], where
the authors proposed to exploit Factorization Machines (FMs) [Ren10] to model con-
textual information and to predict the context-aware ratings. Context-aware FMs can
be applied in different context domains (including categorical or real-valued domains).
Besides, they provide fast and scalable context-aware recommendations due to the lin-
ear complexity of FMs in the number of context variables and the factorization size.
An empirical evaluation shows that the proposed context-aware FMs outperform the
Multiverse Recommendation in terms of prediction quality and runtime. The pro-
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posed model, despite achieving a decrease in computational complexity, it may still
suffer scalability problems, if the original user-item rating matrix is huge [LA13].
Contextual Modeling Approaches Extending MF Techniques: Context-
Aware Matrix Factorization
Another extension of the classical MF approach, called Context-Aware Matrix Fac-
torization (CAMF), to consider the contextual information in the rating prediction of
a recommendation model, was discussed in [BLR11]. The authors experimentally an-
alyzed three context-aware recommendation models based on MF (CAMF-C, CAMF-
CI and CAMF-CC). These models differ among them in the level of granularity (or
complexity) used to represent the interaction between the context and the items. The
experimental results with real-world and synthetic datasets show that the best model
granularity depends on the domain and amount of data available. However, the pro-
posed CAMF approaches outperform the standard MF approach (without context).
In terms of the MAE, the authors also compared the TF [KABO10] and CAMF-
CI approaches. CAMF outperforms TF with a real-world dataset, but not with the
semi-artificial datasets considered in the experiments. However, both approaches per-
formed better than two other pre-filtering approaches (reduction-based [ASST05] and
item-splitting [BR09a]).
Moreover, the combination of social network information and contexts to improve
the recommendation performance has attracted great attention recently. An exam-
ple is the context-aware recommendation system SoCo, described in [LA13]. It first
applies a random decision tree algorithm [CKY08] to divide the initial rating matrix
in rating groups with similar contexts. Then, a matrix factorization is applied to
infer the ratings of the items not seen, by using the partitioned matrix. The social
network information was introduced in the matrix factorization objective function
by including an additional social regularization term to infer a user’s preference in
accordance with her/his friends’ tastes. The user similarity measure was determined
with a context-aware version of the Pearson Correlation Coefficient, proposed by the
authors. SoCo was compared with two real datasets with a state-of-the-art contex-
tual collaborative filtering method called RPMF [ZFY12]. Both RPMF and SoCo
similarly apply a tree-based random partition to split the original user-item rating
matrix, by grouping users and items with similar contexts, and then apply MF to the
resulting sub-matrices. However, among other differences, RPMF does not consider
any social network information. In terms of the MAE and RMSE, both SoCo and
RPMF outperform classical MF-based recommendation models (with and without so-
cial network information) and traditional memory-based recommendation algorithms
(e.g., item/user-based CF). However, SoCo outperforms RPMF.
One limitation of applying tree-based random partitions is that a decision tree
can only handle categorical contexts. In order to avoid this drawback, a new context-
aware social recommendation model (based on MF), named CSIT, was proposed
in [LCCT17]. It uses a Gaussian mixture model (GMM) to perform user-item sub-
grouping, so it can support both categorical and continuous contexts. In terms of
the MAE and RMSE, the proposed method outperforms SoCo and some state-of-
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the-art social matrix factorization methods, such as SoRec (Social Recommenda-
tion) [MYLK08], RSTE (Recommendation with Social Trust Ensemble) [MKL09],
MFTP (Matrix Factorization Technique with Trust Propagation) [JE10], SoReg (So-
cial Regularization) [MZL+11], and RSTR (Recommendation with Social Trust Re-
lationships) [CZZC13].
Contextual Modeling Approaches Extending Similarity Metrics
A variant to integrate the contextual information into recommendation systems has
been the extension of the similarity metric applied. For example, the user-based
collaborative filtering was extended in [Che05b, Che05a] to predict ratings not only
from opinions of similar users, but also from neighbors with contexts similar to the
one of the current user, by using the Pearson Correlation Coefficient. In [AT11], a
similar idea was described.
Contextual Modeling Approaches Applying Machine Learning Techniques
From the perspective of machine learning, an SVM-based contextual modeling ap-
proach was proposed in [ONMU06, ONMU07]. The authors extended an SVM clas-
sifier by including contextual information (e.g., the month, hour, weekday, area type,
budget, holiday, partner information, weather, and temperature) in the feature space.
They also combined a Context-Aware SVM (C-SVM) with Collaborative Filtering,
which led to a method called C-SVM-CF. First, the SVM-based approach is used to
compute the similarity between users in a specific context. In this case, two users
are similar if the SVM approach classifies the liked and disliked items in a similar
way. Then, a memory-based approach (CF) is used to obtain the resulting items to
recommend. The SVM-based contextual approach was compared (in terms of satis-
faction) with other non-contextual approaches in a restaurant domain, resulting the
proposed approach the one of the best performance. In [AZK15], a detailed review of
context-aware recommendation works that exploits computational intelligence tech-
niques (e.g., fuzzy sets, artificial neural networks, evolutionary computing, swarm
intelligence and artificial immune systems) was presented.
7.1.2 Frameworks for CARS
The CARS community has devoted much research effort to the emergence of new
context-aware recommendation algorithms (see Section 7.1.1), but not to the devel-
opment of generic frameworks that facilitate the creation of context-aware recommen-
dation applications. Hence, the development of generic and flexible architectures for
CARS is currently an important challenge to address.
An example is the software framework called Hybreed [HLGZ14], that has been
proposed to build complex context-aware applications. The framework is based on a
quite generic notion of context. An interesting feature is that the user of the frame-
work (a developer of recommendation systems or a researcher working in this field) can
use different recommendation algorithms (e.g., item/user-based collaborative filtering,
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item-average recommendation, random recommendation, slope-one, content-based al-
gorithms, rule-based recommendations, as well as combinations of them). Besides, it
provides recommendations for both individual users and groups of users. It also in-
cludes methods to generate context-aware recommendations. Finally, it incorporates
data from external data sources (e.g., user’s profile information, semantic networks,
etc.) and is able to store and manage the information in databases (e.g., MySQL or
HSQL). However, there are still elements pending for future work, as identified by
the authors, such as developing and providing advanced learning algorithms as part
of the framework or the development of a processing engine that supports distributed
and asynchronous workflows. Moreover, privacy issues were not addressed. Besides,
this framework is not currently available for public use.
Moreover, a Java-based context-aware recommendation library, named CARSKit,
was proposed in [ZMB15, Zhe15a]. It contains context-aware recommendation algo-
rithms, as well as some data structures and data processing algorithms. Specifically,
the context-aware recommendation algorithms are divided into two types: transfor-
mation and adaptation algorithms. The transformation algorithms first pre-process
the contextual data to obtain a 2D rating matrix (only with the information of users,
items and ratings), and then apply a traditional recommendation algorithm. On the
other hand, the adaptation algorithms directly incorporate contextual information
into the prediction function. These context-aware recommendation algorithms can use
traditional recommendation algorithms provided by the LibRec Java library [Guo14],
included in CARSKit. Besides, it provides flexible configurations (of the algorithm
and experimental parameters) and a standard platform for evaluations. Moreover,
the library facilitates two methods to transform the categorical context information
to binary format, and thus reduce the storage space and computational costs. How-
ever, CARSKit assumes that all the information needed to make the recommendation
(users, items, contexts and ratings) is stored in a plain file. In addition, it does not
support a distributed processing of the data. As future work, the authors proposed
to include more state-of-the-art context-aware recommendation algorithms, as well as
others that suggest appropriate contexts for users to consume the items [Zhe15b].
7.1.3 Examples of CARS
In the last years, context-aware recommendation systems have become one of the most
popular topics of research in the field of recommendation systems. Moreover, several
context-aware recommendation systems have been developed in various application
fields. In this section, we present some examples of context-aware recommendation
systems described in the literature for different domains. Specifically, we focus on
domains such as the recommendation of songs, movies, TV programs, documents in
digital libraries, news, and learning resources.
CARS for the Recommendation of Music
In the music domain, an example of context-aware music recommendation system
(CAMRS) is the Smart Radio Web application, presented in [HC04b]. The main idea
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of Smart Radio is to recommend music playlists, built by a listener, to other like-
minded listeners. The recommendation model implemented in Smart Radio first uses
a CF technique to obtain a candidate playlist to recommend, which is then refined
with a content-based filtering, by using contextual data (e.g., artist and genre tags)
associated with the playlist to indicate the user’s current listening preference.
Another example is the C2 Music system [LL07], that identifies the user’s inten-
tion to listen music, as well the preferred type of music, by analyzing previous cases
with similar context situations. The authors used a case-based reasoning approach,
where the similarity of cases was extended to include the similarity of the contexts.
The context data (e.g., season, month, day of the week, atmospheric condition, the
lowest temperature, the highest temperature, and the average temperature of a day)
were extracted from a weather bureau. For a user in a specific context, the recommen-
dation model suggests the songs most listened by similar users under similar context
cases. The similarity between users is based on the user’s demographical data (e.g.,
taking into account the listening frequencies and the last dates when the songs were
listened). This system was previously presented in [LL06], but in this previous work
it recommends only the songs most listened by the same user in similar contextual
conditions.
Another notable example is uMender [SYPT10], which is a context-aware recom-
mendation system that combines musical content mining to select appropriate songs
and context information filtering to group users with similar context conditions.
The emotional (or mood) state is a contextual factor that has been frequently used
in CAMRS. An example of this is MusicSense, a contextual recommendation system
(inspired by Google AdSense [Goo03]) that automatically suggests music while the
user is reading web documents (e.g., Weblogs) [CZW+07]. In this scenario, the text
of the web page is the context in which music is recommended. MusicSense matches
the music and the content of a web page, in terms of the emotions expressed by
the writers of documents and the composers of music songs. Both resources (music
and web content) are represented as text documents, by using the “bag of words”
model. The text information that describes the music is captured from its meta-data
and online reviews. The authors proposed a generative model for determining the
emotions of a text document. The songs most relevant to the context of a web page
are then recommended.
Another example of mood-based CAMRS is described in [RjHH09, jHRJH10]. The
authors built an ontology, called COMUS, to infer a user’s mood from context infor-
mation (e.g., the time, location, event, and demographic information), and then the
inferred mood is matched with the mood transmitted by the songs, that is predicted
from the music content. They used Emotion classifiers to map the feature vectors
(e.g., pitch, rhythm, and tempo) of each piece of music into a single emotional state.
CARS for the Recommendation of Movies
In the movie domain, several context-aware recommendation systems have been im-
plemented for the evaluation of contextual recommendation approaches. An exam-
ple is the web application described in [ASST05], that was developed to test the
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multi-dimensional recommendation approach proposed by the authors. The 62 users
involved in the evaluation explicitly introduced into the system the applicable con-
textual information (e.g., the time –weekday, weekend, or do not remember–, place
–movie theater, at home, or do not remember–, and companion -alone, with friends,
with boyfriend/girlfriend, with family, or others–) and the rating (on a scale from one
to 13) when watching a movie.
In [OTTK11], the authors also created an online application to obtain ratings
entered by 89 users after watching a movie. In order to acquire the contextual infor-
mation, the users filled a questionnaire in the application. The resulting information
was used to generate the LDOS-CoMoDa dataset [Kosˇ11, KOK+11] and evaluate the
proposed contextual recommendation approach.
Similarly, in [CFTCD13], the authors needed to develop a web application to ex-
plicitly collect ratings (on a scale from one to five) and contextual information (e.g.,
time –morning, afternoon, night, or indifferent–, period of the week –working day,
weekend, or indifferent–, and companion –alone, with my couple, with my family, with
friends, or indifferent–) of movies watched by users (recruited via social networks).
The information obtained was used to empirically evaluate contextual recommenda-
tion paradigms (e.g., pre-filtering, post-filtering and contextual modeling) proposed
in the literature.
The challenge presented at the CAMRa 2010 workshop [BLSH10] focused on clas-
sification and ranking accuracy metrics of context-aware recommendation algorithms
for movies, and it brought new ideas into the field of CARS. For the evaluation of
the proposed contextual recommendation algorithms, two datasets (Moviepilot and
Filtipset) were released.
CARS for the Recommendation of TV Programs
In the domain of television, a broad set of RS have been proposed in the litera-
ture [VPB+15]. In the specific field of CARS, one example is the web application
iFanzy, that offers contextual recommendations of TV content to users [BSHA08].
For this purpose, the application uses a contextual semantic graph constructed from
the available meta-data in several content sources (e.g., online TV guides, online movie
databases such as IMDB, and broadcast). This graph is exploited to search available
TV content and provide contextual recommendations. The implemented system sup-
ports explicit contextual information, such as the time, location and audience.
Another notable example of contextual TV program recommendation is the Per-
sonalTVware system, presented in [dSAB12]. In this system, first the contextual user
profile is created with the user’s current context (e.g., location, day, type of the access
device, and time), personal data (e.g., language, gender, age, and occupation) and
preferences (e.g., director, actor, title of the TV program, etc.), which are explicitly
entered by the user into the system. Then, PersonalTVware infers the contextual
preferences for TV program genres, by using a machine learning technique (e.g., a
decision tree classifier, Na¨ıve Bayesian classifier, neural network, or case-based rea-
soning technique) and the current contextual user profile. Finally, the predicted genre
class is incorporated into the contextual user profile, which is used to filter the TV
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programs, by comparing the resulting contextual information with metadata of the
TV programs. The resulting recommendation list can optionally be used to explicitly
apply relevance feedback to the system, by selecting programs that are relevant for
the current context. For each relevant TV program, the user explicitly specifies its
genre. Therefore, thanks to this feedback, the contextual user profile is updated and
re-learned by the system.
Moreover, the smart TV system was presented in [LKH14a]. It supports context-
aware recommendations of multimedia content. The recommendation approach, in-
cluded in the system, applies the contextual post-filtering paradigm. First, a social
tag-based CF is applied from the user preferences, and then the resulting recommen-
dations are re-ranked considering information about both the user’s context (e.g.,
location type – public and private–, the crow around the user) and device context
(e.g., multimedia product type and device infrastructure).
CARS for the Recommendation of Documents in Digital Libraries
The increase of documents (e.g., books, academic articles, journals, scientific papers,
etc.) in Digital Libraries (DLs) has required the use of RS to facilitate the process
of search and personalization of information. In the field of CARS, several stud-
ies have used context information to improve the recommendation of documents in
digital libraries [NCI+11]. For example, in [JDA+11] the authors identified the con-
textual elements with more positive impact on the recommendation process for DLs,
including user characteristics such as the purpose, activity, literacy, past searches,
mental state, occupation, social status, expectations, and assumptions. In addition,
in this study they had no evidence to say that the location and time had an impact
on recommendations in scientific research ground. Moreover, the role of the context
in recommendation systems was discussed in [CSS15a]. In this study, the authors
conclude that the context information varies by domain, and so the context variables
to consider should be selected for each specific domain.
From the years 2001 to 2013, a systematic review was conducted to identify the
contextual information and context-aware recommendation approaches applied in the
domain of academic digital libraries [CSS15b]. In this review, the authors provided a
set of global conclusions. According to the context variables incorporated into a rec-
ommendation system, the authors classified the contextual information in categories
such as users’ context, document’s context, and environment’s context. Another con-
clusion was that the citation of past studies was the main contextual information
exploited. Specifically, the recommendation system considers articles cited in a paper
written by the user as relevant articles for her/him. Moreover, they detected that the
traditional RS more used was the collaborative filtering.
CARS for the Recommendation of News
For the domain of news, different context-aware recommendation systems have been
implemented. An example is the News@hand system presented in [CBC08a, CBC08b].
These systems use semantic technologies to recommend news. News contents, user
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preferences, and context are represented as concepts in a set of domain ontologies.
The exploited context information is obtained from the interaction (e.g., observed
news) of the user during a session on the news website. An interesting feature of
News@hand is that it supports recommendation of news for both a single user and a
group of users.
Moreover, filtering the most appropriate news articles for individual users was
addressed in [LCLS10, LCLW11]. For that, the authors modeled the problem of
personalized news article recommendation as a contextual multi-armed bandit prob-
lem [LPP10], called contextual bandit. The proposed contextual-bandit approach
learns to select news articles to users based on contextual information about the
users and the stories.
Another solution is the application of context trees in the context-aware news
recommendation system presented in [GDF13]. During the recommendation process,
a partition tree organized in a hierarchy of contexts is used. For the authors, a
context can be the sequence of articles read by a user, the sequence of topics, or the
distribution of topics. In the tree, each node is a context and corresponds to a set of
sequences or topic distributions within a partition. Then, a prediction model (called
expert) is assigned to each context (or node) of the tree. The expert determines the
probability of a candidate news item in that context, by considering the popularity of
the news item, the freshness of the story, and the sequence of news items (or topics)
that the user has seen so far. The user’s browsing history is matched to the context
tree and a path of contexts is identified. All experts associated with these nodes
are responsible to generate the recommendation. Finally, the candidate items with
the highest probability are recommended. Four versions of the proposed context-
dependent news recommendation system and different traditional RS were included
in a Personalized News RS framework (called PEN recsys), developed by the same
authors [GF13] to facilitate the evaluation of several recommendation algorithms of
news in an online environment [GFD+14].
CARS for the Recommendation of Learning Resources
In the domain of e-learning, a context-aware content recommendation system was
described in [YNJ+07]. The authors used three ontologies to represent the knowledge
about the learner (user’s context), knowledge about the content, and the domain
knowledge or learning field (e.g., computer science, mathematics, etc.). In the rec-
ommendation process, the semantic similarity between the user’s context and the
learning contents is first computed, and then a content list to recommend is gen-
erated. The resulting list can be interactively refined by the learner, taking into
account different criteria (e.g., easier, more difficult, more interactive, less interac-
tive, more generalized, and more specialized). When the learner selects one item of
the list, the system provides a learning path (or study route) to guide the learning
process. Finally, in addition to the recommendation, the system provides contents
(e.g., examples, exercises, etc.) related to the course that the user is studying.
A survey of CARS for Technology Enhanced Learning (TEL) [BLJ+09] is pre-
sented in [VMO+12]. In this review, the authors identified different contextual di-
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mensions used in the development of CARS for TEL. Besides, they analyzed exhaus-
tively existing CARS in educational environments. Finally, they discussed a set of
challenges related to the development and validation of CARS for learning.
7.2 Approaches for Context-Aware Mobile Recom-
mendation Systems
With the continuous technological advances of mobile devices and communication
technologies, the exploitation of contextual information in recommendation systems is
being adapted to the domain of mobile computing, which implies considering context-
aware mobile recommendations [LMCX13, PG13]. In the study carried out in [Ric10],
Ricci discussed the goals of context-aware recommendations and their importance in
mobile recommendation systems.
In this section, we first present several algorithms proposed in the literature of
mobile CARS. These algorithms could be included in our architecture (see Section 3)
in an easy way, thanks to its flexibility and genericity. Finally, we describe some
examples of context-aware mobile recommendation systems developed for different
domains. In Section 7.4, we mention some context-aware mobile recommendation
works that use technologies mobile P2P.
7.2.1 Algorithms for Mobile CARS
In order to organize and facilitate the understanding of the works presented in this
section, we classify context-aware mobile recommendation algorithms into two main
categories: pull-based algorithms and push-based (proactive) algorithms. In the first
case, we assume that the user actively (or explicitly) requests the recommendation.
In the second case, the user, under certain contextual conditions implicitly receives
recommendations, without explicit user requests. A common characteristic in both
cases is that the contextual factors (e.g., location, temperature, transport way, etc.)
are dynamic, in the sense that they can change over time.
Pull-Based Context-Aware Mobile Recommendation Algorithms
Pull-based context-aware mobile recommendation systems follow a request–response
pattern. These systems only recommends items if a user makes an explicit (or query-
based) request. A relevant aspect in mobile CARS is the dynamism of contextual
information. In this line, several pull-based context-aware recommendation approaches
have been proposed for mobile environments.
An example is the context-aware recommendation approach based on interest res-
onance (the common interest of users in some contextual attribute, such as location)
for mobile environments presented in [CNL+12]. The proposed approach first ob-
tains the interest resonance among users, by using a hash-based interest resonance
mining algorithm, which relates the behavior of the users with contextual informa-
tion obtained from the mobile devices. Then, the association degree between a user
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and an item is combined with the user’s rating on the item to build a context-aware
recommendation index. The experimental results show that the proposed approach
achieves a higher recommendation quality (in terms of both the MAE and RMSE)
than state-of-the-art approaches.
In [UBSR16], the authors criticized the Context-Aware MF recommendation ap-
proach presented [BLR11] for the fact of modeling situations with explicit specific
contexts to limit the dimensionality space. Hence, they decided to extend it and
to propose the Latent Context Matrix Factorization Recommendation (LCMF) ap-
proach, which is a contextual modeling algorithm. The main idea of this new approach
is to extract latent context data (e.g., regarding the location, ringer mode, speed, bat-
tery, activity, microphone, light, accelerometer, rotation, gyroscope, etc.) from a rich
set of mobile sensors and use them to enrich the recommendation algorithm. In order
to address the sparsity problem, the LCMF recommendation algorithm performs a
selection of the best features. In terms of the RMSE, the proposed LCMF approach
is superior to the Context-Aware MF model.
Push-Based Context-Aware Mobile Recommendation Algorithms
In mobile environments, where the user is moving and the context is highly dynamic,
it is essential to provide precise recommendations and avoid overloading the user with
the suggestion of many items. Generally, mobile devices such as smartphones have
important limitations in comparison to traditional mobile or desktop computers; for
example, they usually provide restricted input facilities (e.g., lack of a comfortable
keyboard, small display sizes, etc.). So, a recommendation system can try to relieve
the user from having to type or introduce significant information as an input, by us-
ing push-based context-aware recommendations rather than pull-based context-aware
recommendations. A push-based context-aware recommendation approach automati-
cally delivers recommendations to the mobile user in an appropriate context, without
explicit requests from her/him.
For example, Woerndl et al. [WHBGV11] proposed a proactive contextual rec-
ommendation approach that pushes suggestions to the mobile user when the current
situation (i.e., the context) is considered appropriate, without explicit user requests.
The idea of this approach is to determine not only which items to recommend, but
also when to make a recommendation. Hence, the proposed approach in a first phase
periodically analyzes the current contextual conditions, and if the current context is
appropriate, then a second phase is activated to examine the suitable items to sug-
gest. For example, a gas station recommendation system can proactively suggest a
gas station, when the remaining fuel level is nearly empty and a gas station is nearby,
without much or any detour.
In the same scenario, another proactive context-aware recommendation approach
was proposed in [LW12]. An important feature of this model is that it only considers
the user activity as contextual information to determine when a recommendation
must be generated. The user’s activity (e.g., if the user is walking or not) is inferred
from the contextual information (e.g., location, velocity, acceleration, distance to the
previous point, etc.) obtained by sensors.
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An agent-based architecture for context-aware recommendation was introduced
by Neves et al. in [dMNCR14]. The eAgora? application is an implementation of the
proposed architecture in a university scenario, which is characterized by an environ-
ment which is dynamic (mobile users), heterogeneous (several mobile devices, social
interactions, and services available), intelligent (when the system is able to react to
the environment), and contextualized (when the environment is context-aware). The
application learns the user preferences in a continuous way, by using software agents,
to adjust automatically the context changes and proactively recommend events.
From the perspective of artificial intelligent techniques (e.g., Bayesian Network,
Fuzzy logic, and rule-based approaches), a contextual recommendation approach for
mobile environments was proposed in [GK12]. This approach automatically recom-
mends services (or actions related to the volume adjustment, call settings, profile,
applications, etc.) in a specific contextual situation. For example, when in the li-
brary the recommendation model puts the device the vibrating mode automatically
and also provides services like book search. The contextual information (e.g., day,
time, location, temperature, etc.) is captured from sensors (e.g., accelerometer, tem-
perature, humidity, etc.), and applications such as electronic calendars, address books,
task lists, etc. In this contextual recommendation model, the context values captured
from the sensors are represented as fuzzy values to define the context situations, the
actions are executed under the current context conditions by using rules, and Bayesian
Network techniques are used to classify the incoming calls (e.g., into high-priority call,
low-priority call, and unknown call).
Moreover, the term UbiCARS has been proposed in [MP14] to emphasize the
combination of the characteristics of both ubiquitous systems and CARS. Systems
in this category are ubiquitous in the sense that they capture information from the
environment and react to it. At the same time, they are context-aware because
they consider the context in the recommendation process by using multidimensional
contextual datasets. As an example, we could consider the case of recommending
nearby items to a user while she/he is shopping (as in the use case presented in
Section 3.1); a potential support system could be based on the use of NFC or other
similar technologies to read RFID tags and identify products in the vicinity of the
user, as well as to deliver product information that can be useful in that context.
7.2.2 Examples of Mobile CARS
In this section, we present several examples of context-aware recommendation sys-
tems for mobile environments in different domains (e.g., recommendation of mobile
applications, restaurants, POIs, songs, learning resources, movies, services, etc.). As
a summary, in Table 7.1, we provide an overview of the context variables and example
application domains of existing work in the field of mobile CARS.
Mobile CARS for the Recommendation of POIs
In the field of mobile CARS, the recommendation of POIs has received the largest
attention. An example of context-aware mobile application is COMPASS [SPK04],
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References Context Variables Domain
[BBK10]
activity (travelling, working or shopping), calendar, conversations,
activity streams of social networks
mobile applications
[CMBMRL12] activity (applications used, application updated, etc.) mobile applications
[KBCB12]
number of times the app was used, location, speed, time of the day,
day of the week
mobile applications
[BNCM12] location, trajectory, speed POIs
[SPK04] location, status, shopping list, schedule, weather, traffic information POIs
[BNWP11] location, time, price, gas level of the car POIs
[jKAJ10] location, time, interest, satisfaction level POIs
[HG11]
age, first time in the zoo, companion with small children, time limit,
annual ticket, weather, trajectories of POIs
POIs
[BRLW15] travel time, visiting time, weather, time available, visit history POIs
[DGMS16] location, means of transport, weather, time of the day, day of the week POIs
[MLCM13] location, weather, time, social media sentiment tourist attractions
[LWGD07] location, time, weather, activity restaurants
[GWH13] location, time, activity (e.g., walking, hurry, etc.), companion restaurants
[ZGS16] location, transportation way, distance restaurants
[WHBGV11] location, time, companion, transport way, gas level of the car
restaurants and
gas stations
[HPNM09] week of the day, time, companion, weather restaurant foods
[PYC06] temperature, humidity, noise, illumination, weather, season, time, mood music
[BKL+11]
driving style, road type, landscape, sleepiness, traffic conditions, mood,
weather, time of the day
music
[WRW12] activity (studying, running, walking, sleeping, working, shopping) music
[SL15]
activity (stationary, walking, running, and driving), day of the week,
time of the day, indoor/outdoor, place, temperature, humidity, pressure,
sunshine
music
[BZ14]
background, preferred languages, schedule, activity, operating system,
screen resolution, available memory, network bandwidth
learning
resources
[LCVA12]
location, activity (sport, festival, landscape), personal information, date,
time, information about the mobile device
photos
[RK17] preview camera, time, weather, location photos
[YZZ+06] location and time media
[ONM+12] companion, time, location movies
[SJM14]
topics of interests, hobbies, country, activity (e.g., doing sport, working,
etc.), language, place, date, time, direction, movement, noise level,
device platform, battery status, Internet connectivity
news
[RDB+08]
[BBC+08]
week of the day, time of the day, weather, location leisure activities
[LRHW15]
weather, time of the day, day of the week, temperature, companion,
distance, crowedness, opening hours, item is in stock
shops
Table 7.1: Overview of example domains and context variables in existing work on
mobile CARS.
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which provides POI recommendations based on the location of a tourist and her/his
interests. In [BNWP11] the authors also included the context in a recommendation
system to recommend POIs such as gas stations, parking lots, or restaurants, in au-
tomotive scenarios (e.g., the driver of a car receives recommendations while driving).
In [BNCM12] a context-aware system for mobile devices that incorporates implicit
contextual information (the user’s speed and trajectory) was proposed. The authors
defined an area of interest (AOI) such that only the POIs (e.g., restaurants, museums,
etc.) within that area are recommended to the user.
Moreover, the classical collaborative filtering approach was modified in [jKAJ10]
to include several context dimensions (e.g., location, time, interest, and satisfaction
level) by applying data mining techniques (e.g., decision tree-based classification rules
to understand the needs of the users). The proposed algorithm was evaluated in the
context of the recommendation of places for shopping, eating, enjoying, drinking, and
learning. The inclusion of Context-aware Collaborative Filtering (CaCF) into mobile
guides was investigated in [HG11]. The authors started from the idea that simi-
lar users usually choose similar POIs in similar contexts. They included contextual
information into the CF through contextual pre-filtering and contextual modeling.
The methods proposed were evaluated with available GPS trajectories collected from
the Vienna Zoo (Austria), with the purpose of offering relevant context-aware POI
recommendations to the visitors.
In [BLPR12], the authors proposed a methodology that supports the development
cycle for CARS. To put it in practice, they developed a context-aware mobile recom-
mendation system prototype called ReRex, that suggests interesting POIs for tourists
according to the value of several contextual conditions.
According to [EBRT13], a better user profile will lead to better recommendations.
This can be obtained by applying active learning techniques to ask the user to rate
specific selected items (e.g., popular and non-redundant items) for which the knowl-
edge about the user ratings is expected to improve the quality of her/his profile. To
evaluate the approach proposed, a mobile CARS to recommend POIs for tourists in
the Alto-Adige region in Italy was presented in [EBRT13].
The work in [VHR12, GH12] presents a model to generate context-aware mobile
recommendation systems that recommend places (e.g., restaurants, stores, cinemas,
supermarkets, etc.) where bank clients have paid with their credit cards. The authors
used banking data to obtain information based on real person’s actions and banking
history.
Recently, a context-aware recommendation system that suggests popular itiner-
aries of POIs was described in [DGMS16]. During the recommendation process, it
considers the number of check-ins on social networking services (e.g., Foursquare),
the user’s profile, and the contextual information (e.g., current location, means of
transport, weather conditions, time of the day, and day of the week). The location
and means of transport are captured from GPS and accelerometer sensors, respec-
tively. Moreover, the weather conditions are acquired by querying weather services,
by using the current location. The authors applied a directed graph to determine the
shortest routes to recommend, where the nodes are the POIs and the edges contain
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the traveling time from one node to another as a weight, by considering the user’s
means of transport. Previously, the POIs are filtered based on the current context
information.
As a final example, a context-aware probabilistic matrix factorization approach
for POI recommendation was proposed in [RSHS17]. It uses textual information,
geographical information, social information, categorical information, and popular-
ity information, to generate a POI preference score, which is then integrated into a
probabilistic matrix factorization model.
Mobile CARS for the Tourism Domain
The tourism domain is the application area that has received the largest attention
in the recommendation of POIs. For example, in [BERS13, BER14], the authors
described a context-aware recommendation system for tourists, named STS (South
Tyrol Suggests), that takes into account the impact of the weather conditions at
a specific POI. In a similar direction, [MLCM13] proposed a hybrid mobile recom-
mendation system that exploits contextual information to support tourists in making
decisions about the attractions to visit.
In [BRLW15], a proactive mobile recommendation system pushes information
about POIs to tourists when the current contextual conditions (e.g., travel time,
visiting time, weather, time available to the user, and the user’s POI visit history)
seem appropriate. The proposed approach considers user preferences as well as sev-
eral heuristics to predict the overall utility of pushing a POI recommendation to the
mobile user in the current contextual situation.
Recently, the POST-VIA 360 system was presented in [CPGPSM16]. It is a
social and context-aware recommendation system that offers POIs to tourists based
on data from previous visits and the social environment of the tourist. In the tourism
domain, other context-aware mobile recommendation systems have been proposed in
the literature (e.g., [GLX+11, Liu14]).
Mobile CARS for the Recommendation of Services
In addition to POI recommendation systems, numerous service recommendation ap-
plications have been proposed in the tourism and mobile applications. An example is
the context-aware RS presented in [TZAQL12], that proactively pushes recommenda-
tions of suitable services (e.g., hotels, restaurants, events, etc.) to tourists, by using
multi-agent technology. In [XDL+16], a novel approach to recommend services or
applications on mobile devices to users has been proposed. The authors presented a
user behavior model by considering the user’s mobile context information (e.g., time
and location) to describe the user state. Based on the user behavior model, they built
a model to explain how the sequential service invocations are generated according to
the changes of user states. Finally, they trained a logistic model tree classifier (with
past context information and user states) to detect the user’s current state given a
specific mobile context, and thus to recommend services to the mobile user according
to her/his state.
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Moreover, several context-aware service recommendation systems based on role
mining [FBB10] have been proposed in the literature [WZH+12, WCH14, YWC15].
These works are motivated by the idea that users (or a user group) with the same role
are likely to share the same interests and behavior patterns. The user group represents
the abstract characterization of user behaviors within a certain context. Users can
play different roles, and their roles change dynamically as the context changes. Once
a user’s role in a certain context is automatically detected, the services closely related
to that role can be recommended to the mobile user.
Recently, in [NACH17], the authors presented the design and implementation of
a context-aware service recommendation system for mobile users in a smart city.
The proposed system is able to suggest a set of services to a mobile user according
to her/his context (e.g., the location, city, destination, speed, time, date, season,
temperature, and weather) in real-time. The recommended services can be explicitly
requested by the user or automatically pushed by the framework to identified users.
Although they are outside the field of recommendation systems, there are a cou-
ple of additional proposals worth mentioning. On the one hand, the SHERLOCK
system [YMII14] offers a framework for LBSs, which exploits ontologies and semantic
techniques to share knowledge among devices and guides the user in the selection of
the service that best fits her/his needs in the given context. On the other hand, the
Long-Life Application (LLA) approach [KIRD17] proposes the use of a single long-life
application for all purposes, that adapts itself dynamically to the current situation.
Mobile CARS for the Recommendation of Restaurants
For the domain of restaurants, a proactive recommendation system that pushes rec-
ommendations to the user when the current context is considered appropriate, without
explicit user requests, was described in [WHBGV11]. For example, a context-aware
restaurant recommendation guide suggests a restaurant to the mobile user, when
she/he is walking near the restaurant of her/his preference and it is lunch time.
Along these lines, [GWH13] evaluated the impact of proactivity in the user experi-
ence: whether users would accept proactive recommendations, how to present the
recommended items, and how to properly notify the users. To answer these ques-
tions, the authors evaluated two mobile user interfaces (a widget-based interface and
a notification-based interface) for context-aware restaurant recommendation, based
on the proactive recommendation model proposed in [WHBGV11]. Experimental re-
sults showed that the widget-based interface was preferred by the users. In [BA12],
the authors presented the situation-aware proactive recommendation system SAPRS,
that pushes information about relevant restaurants to the user at the right contextual
situation only. In the first phase, SAPRS applies fuzzy logic as an inference technique
to handle the uncertainty of the current situation, and if the situation is appropriate
then the CF recommendation model is activated in a second phase. The same authors
incorporated explanations to the recommendations provided by SAPRS, in [BASJ14].
Similarly, in [ABF16] a proactive context-aware recommendation system that consid-
ers only the location and the time as contextual information was presented.
Moreover, several pull-based mobile CARS have been described in the literature
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for the domain of restaurants. An example is the work presented in [LWGD07]. The
authors presented a CF-based framework, based on OLAP (Online Analytical Pro-
cessing) and multi-dimensional CF, that provides contextual recommendations; the
framework was implemented in an existing m-commerce platform of the food indus-
try. Another novel multidimensional approach for context-aware recommendation in
m-commerce was presented in [HPNM09] and evaluated in the context of a recommen-
dation system for restaurant meals. Recently, a pull-based context-aware recommen-
dation system for mobile environments called Co-ARS was developed in [ZGS16]. The
system recommends restaurants by considering contextual information, such as the
user’s location, restaurant’s location, user’s preferred transportation mode, network
distance between the user’s current location and the destination, and overall rating
of the restaurant. The user’s location was automatically acquired from the embedded
GPS sensor in a smartphone. The transportation mode (e.g., stationary, walking,
biking, or driving) was detected by using a Bayesian Network classifier [SES15]. Dur-
ing the rating prediction process, the proposed recommendation model favors nearby
restaurants, by considering the distance between the user’s current location and the
restaurant’s location and the mode of transportation. Besides recommending a list of
nearby restaurants, for each of them the optimal route and travel mode is suggested,
by using the Google Maps app.
Mobile CARS for the Recommendation of Music
In the domain of context-aware music recommendation, the CA-MRS system was
developed in [PYC06]. It uses a fuzzy system to pre-process information (that is
represented as a fuzzy membership vector) obtained from different sources (e.g., sen-
sors, the user profile, and the Internet), Fuzzy Bayesian networks to infer the current
context (e.g., temperature, humidity, noise, illumination, weather, season, and time)
from the fuzzy membership vector, and the utility theory to obtain the final score of
music based on the user preferences (e.g., genre, age, tempo, and mood) and context.
The user preferences are manually entered by the user.
InCarMusic is another example of context-aware mobile recommendation system
that offers music recommendations to the passengers of a car [BKL+11]. For the
recommendation of songs for daily activities (e.g., studying, running, walking, sleep-
ing, working, and shopping), a novel probabilistic model was proposed in [WRW12],
which integrates contextual information (collected through mobile devices) with music
content analysis.
A general framework for the recommendation of social events (e.g., music events)
was proposed in [BHD13, BHHD13]. It supports the implementation of context-aware
recommendation engines for mobile platforms. The main idea of the framework is
based on the hybridization of traditional CF with contextual information. Moreover,
it uses a MapReduce programming model [DG08] for the distributed data aggregation
and blending of multiple context-dimensions.
Another example is the music recommendation system presented in [SL15], that
suggests songs based on contextual sensor information (e.g., activity, day of the week,
time of the day, indoor/outdoor environment, place, and atmospheric conditions).
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Raw sensor data are fused and passed through a cascade of Fuzzy Logic models to
infer the user’s context, which is then used to obtain a candidate music list from an
online music streaming service (SoundCloud). Finally, the candidate list is filtered,
by considering the genre preferences that the user dislikes.
Recently, a multimedia recommendation framework, called RecAm, was proposed
in [ARD+16]. It incorporates contextual information (e.g., the time, health condi-
tions, emotions, calendar, location, etc.) into the recommendation process. The
purpose of this framework is to facilitate the recommendation of multimedia content
by identifying the user’s context through adaptive user interfaces in ambient intelli-
gent (AmI). For example, a prototype that uses the proposed framework would be
able to detect the stress level of a person (by capturing the heart signal) and recom-
mend suitable songs that can decrease the stress level. Besides, the prototype could
modify the environment of the room (e.g., adjusting the volume of the music and the
level of light) according to the preferences and current context of the user, by using
AmI interfaces.
Mobile CARS for the Recommendation of Movies
In the movie recommendation domain, Cinemappy was described in [ONM+12]. It
is a mobile application that uses two different contextual filtering paradigms and a
content-based recommendation approach to suggest movies and movie theaters to mo-
bile users. The recommendation engine first applies a pre-filtering approach, by using
contextual attributes such as companion and time. Then, a content-based recommen-
dation model is used to match movies with contextual user-profiles, by considering the
DBpedia [ABK+07] as the only information source. Finally, a post-filtering approach
is used to obtain the resulting movies or cinemas, considering geographic information.
In the movie showtimes domain, another example is the RecomMetz application, pro-
posed in [CMVGRG+15]. In this work, the authors put forward a recommendation
system for mobile devices based on the use of semantic web technologies in order to
provide users with suggestions about the best movies to watch and the most appro-
priate theaters to go to. To calculate the recommendations, they use context data
such as the time, the user’s location, or crowd measures.
Based on a dimensional recommendation model and a hybrid processing approach,
the CoMeR platform [YZZ+06] supports context-aware media recommendation for
smartphones. To validate the approach, a context-aware movie recommendation
system for smartphones, called ContAwareMovie, was developed by using CoMeR.
In [LT16], the authors incorporated contextual information (e.g., the location, com-
panion, mood, etc.) in two collaborative filtering approaches (memory-based and
model-based recommendation) for multimedia recommendation in a mobile environ-
ment. In order to evaluate these approaches, the authors implemented a system for
movie recommendations. The experimental results showed that the proposed ap-
proaches outperform traditional methods.
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Mobile CARS for the Recommendation of Learning Resources
In the context of learning, Wan and Wu [WW11] applied context-aware technologies,
recommendation algorithms, and RFID technology to implement a ubiquitous learn-
ing system. It is able to automatically detect learning resources in the user’s current
context for the recommendation of learning activities. For the same domain, the work
in [Asa13a] presented a framework for the recommendation of learning resources for
learners in a mobile social learning community.
Another case is the context-aware recommendation system proposed in [BZ14].
It provides learning services adapted to the learner’s context (e.g., learner’s back-
ground, preferred languages, and learner’s schedule), activity context (e.g., accessed
services, consumed learning resources, adopted learning sequences, etc.), device con-
text (e.g., operating system used, screen resolution, and available memory) and en-
vironment context (e.g., temporal and spatial contextual information, network band-
width, etc.). These contexts are represented by using different ontologies. When
the context changes, the system is able to identify the new contextual features and
translates them into new adaptation constraints in the operating environment, thus
enabling context-aware learning service recommendation.
Recently, an ambient intelligence context-aware affective recommendation plat-
form, called AICARP, was developed in [SSBRS16]. The main goal of this platform
is to deliver more interactive educationally-oriented recommendations. For example,
the system is able to detect if the learner is getting nervous while studying for an oral
test. In this situation, the system interacts with her/him without interrupting the
learning task and suggests her/him to reduce her/his breathing speed to calm her/him
down. The authors used an Arduino-based infrastructure to sense the changes in the
learners’ affective state, and thus be able to interactively push recommendations.
Mobile CARS for the Recommendation of Applications
Due to the popularity of smartphones and the growing number of mobile app made
available, a number of research works on context-aware mobile app recommendation
have appeared in the literature. For example, in [WSW07], the goal is to recommend
mobile applications (e.g., a mobile restaurant guide) to users that have a context
similar to the one existing for other users when they installed the applications. The
authors of that work proposed to hybridize traditional recommendation systems to
manage contextual information (e.g., the current location of the user).
In other works, the application recommendation approaches are focused on the use
of mobile applications as a relevance measure related to different contexts. An exam-
ple is the appazaar prototype [BBK10], which suggests mobile applications to mobile
device users based on the actual usage of the applications in different contexts. Its
authors describe different dimensions and techniques to obtain information about the
users, items, ratings, and contexts. Another example is Which App? [CMBMRL12],
an application that recommends mobile applications to users by considering the user’s
activity (e.g., which applications are used, how many times the application has been
used, how many times it has been updated, etc.), previous tagging of applications,
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her/his preferences, and similarities with other users. The user’s activity is collected
continuously and with a certain frequency. The Djinn model [KBCB12] is a context-
aware recommendation algorithm using tensor factorization, by considering implicit
contextual information such as the number of times the app was used, location, user’s
speed, time of the day, and day of the week. The proposed model was validated
with data collected by the appazaar application. Finally, a recent example is the An-
droid widget implemented in [MAP16], that recommends mobile applications, calls
and SMSs to the user at a given day of the week and time of the day, depending of
her/his activity pattern.
Mobile CARS for Recommendations in Shopping Scenarios
In order to facilitate the consumer shopping process, several mobile CARS have been
implemented. For example, in [CHPY15] the authors implemented an Intelligent
Shopping-aid Sensing System, called iS3, for online shopping. It is a context-aware
recommendation system that uses clustering techniques and association rule meth-
ods to provide product recommendations to customers according to their historical
purchasing records.
Another example is the context-aware mobile shopping recommendation system
presented in [LRHW15]. In this system, the authors introduced the contextual in-
formation (e.g., the weather, time of the day, day of the week, temperature, user’s
company, distance to shop, crowdedness, shop opening hours, and if the item is in
stock) into the recommendation model by applying the pre-filtering and post-filtering
paradigms. First, a pre-filtering approach is used to determine which items of the
knowledge base are relevant to the user, by considering contextual factors of the
shop. Then, a post-filtering step is applied to filter the items appropriate to the
current user context, by using a nearest neighbor algorithm.
In [SGM15], the authors studied a set of context factors used by others researchers
in the literature for e-commerce RS. They considered that the user’s real-time state of
mind and their current budget are important factors for commerce. Finally, another
work to be highlighted is [LLH17]. It intends to build routes for users in a shopping
mall by taking into account contextual information of both retailers and visitors. An
interesting property of this work is the consideration of the friends’ opinions as part
of the recommendation process.
Mobile CARS for the Recommendation of Other Items (Photos, News,
Activities, etc.)
In the domain of photos, MMedia2U [LCVA12] is an example of mobile photo rec-
ommendation system which exploits the user’s contextual information as well as the
existing context when the photo was created. Another example is ClickSmart [RK17],
a recommendation system that suggests real-time viewpoints for photography assis-
tance in popular tourist locations, based on the preview of the user’s camera, current
time, and user’s geolocation. Besides, the authors studied the impact of the context
(e.g., time and weather) for the viewpoint recommendation.
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Different recommendation systems have also been developed in the scenario of
news. An example is the recommendation system of news proposed in [SJM14], that
uses the current context of mobile users and the format in which the news items should
be represented. In [PCV+16], the authors studied the influence of the contextual
conditions in the recommendation of mobile news services.
Several existing works in the literature of mobile CARS are focused on the user’s
activity to generate recommendations. For example, Magitti is a scalable architec-
ture for context-aware activity-detecting mobile recommendation systems [RDB+08,
BBC+08]. It infers leisure time activities based on the context and patterns of user
behavior. [DTB12] presents an activity-aware recommendation system for teams of
medical professional working in hospital operating rooms. It suggests relevant virtual
actions (e.g., retrieval of information resources and initiation of communication with
professionals outside the operating rooms) based on the current state of the operation
(detected from sensor data) and in similar past situations, by using machine learning
techniques.
7.3 Approaches for Location-Aware Recommenda-
tion Systems
An important subset of CARS is represented by the so-called Location-Aware Rec-
ommendation Systems (LARS). These systems only consider the dimension location
in the multidimensional context. In this section, we first present some approaches
described in the literature for LARS. Then, we mention relevant examples of LARS
in several application domains.
7.3.1 Algorithms for LARS
In recent years, thanks to advances of mobile devices, ubiquitous computing, and
wireless communication technologies, a significant number of works have been car-
ried out in the field of LARS [dCRHITLH15]. An example is the system presented
in [LSEM12, SLEM14], which exploits location-based ratings to provide recommenda-
tions. To obtain spatial ratings, the authors applied an approach of user partitioning
based on the user locality, the scalability to large numbers of users, and the influ-
ence of the users, to control the size of the neighborhood. For spatial items, a travel
penalty was applied (favoring the closest items). The collecting process of the spa-
tial ratings was motivated by a study carried out on the MovieLens dataset [Gro16],
that associates the locations with the user’s ZIP codes (i.e., spatial ratings), and the
Foursquare dataset [Fou13, YZYW13], which contains information about places vis-
ited by users (i.e., spatial ratings for spatial items). Recently, and along the same
vein, the authors of [AD15] presented LARS*, that also recommends items based on
location-based ratings, by using user partitioning and travel penalty techniques. In
this case, the location is obtained from the IP address of the user’s mobile device.
A similar goal was pursued in [YCC+15], where the authors presented LA-LDA,
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a location-aware probabilistic generative model that uses location-based ratings to
model user profiles to produce recommendations (e.g., suggestions about restaurants)
as well as to mitigate the well-known cold start problem. They considered the three
types of location-based ratings proposed in [LSEM12] (i.e., spatial user ratings for
non-spatial items, non-spatial user ratings for spatial items, and spatial user rat-
ings for spatial items). In [KCL09], the authors proposed a location-based service
recommendation model (LBSRM) that combines relevant elements of LBS and rec-
ommendation technologies. Firstly, the model filters information based on the user’s
location, and then it recommends relevant mobile information services by using clus-
tering techniques. With a similar spirit, the authors of [DGY+14] recently integrated
LBSs with recommendation techniques to present a hybrid recommendation model.
Other approaches consider the impact of the locations not only as a pre-filtering
step but directly in the application of collaborative filtering. For example, [DMG12]
uses Voronoi diagrams to decompose the user’s space and then it uses them in a
spatially-aware collaborative filtering algorithm; specifically, the authors explored the
concept of spatial autocorrelation to cluster similar values on a map, by using sta-
tistical measures. In this approach, the ZIP code of the area is used to identify the
user’s location. A location-aware collaborative filtering was also proposed in [SU11],
which uses the user’s location to recommend web content in real-time, increasing the
diversity of recommendations; specifically, the authors determine the diversity us-
ing the Levenshtein edit distance [YB07] between attributes of items (e.g., locations,
tags, titles and URLs) to try to address the handicap of popularity bias without af-
fecting the performance. Moreover, recently, the authors of [YHL+15] proposed a
location-sensitive recommendation approach in ad-hoc social network environments.
With the development of the Web 2.0, some works focus on the combination of mo-
bile technologies with traditional social networks, giving rise to Location-Based Social
Networks (LBSN) [BZWM15], such as Foursquare [CS09], Facebook Places [ZSHM10],
and others. The emergence of this new kind of social networks allows connecting with
friends, share locations (and/or photos, videos, etc.), receive recommendations of
places (e.g., restaurants), etc. The main research topic covered is how to effectively
combine the information provided by social networks to offer more accurate recom-
mendations. For example, a user could trust particularly the recommendations offered
by her/his friends, but not all the user’s connections are necessarily real friends. Ana-
lyzing in depth how information about the user’s social interactions in real-time (e.g.,
a tweet or photo published by the user, or a conversation with a friend) could be
exploited in the context of LARS is an issue that has not been explored in depth so
far.
A Markov-based technique presented in [AJJR14] improves the quality of location-
aware recommendation systems by using the location information of items. In the
Markov model, the authors consider each item as a state. The states are defined as
the history of items viewed (or visited) by the users, and the transition probability
is calculated according to the preferences (likes) of items by the users in the past. In
general, the recommendation approach suggests the items with the highest likelihood
estimation, by taking into account the location (i.e., a greater geographical distance
7.3. Approaches for Location-Aware Recommendation Systems 161
among the items decreases the probability estimation). In [PZC+14], a collaborative
filtering recommendation approach was presented, focusing on the specific case of
suggesting geospatial locations (e.g., latitude and longitude) where mobile users can
take photos. The final list of locations to recommend must be within a (user-defined)
suitable distance from the physical position of the user. Instead of exploiting the
users’ locations, the authors used three million geotagged photos taken from smart-
phones (i.e., photos implicitly containing geocoordinates). In [SK11], data mining
techniques (e.g., clustering models) were used to recommend items to the mobile users
by considering the user’s location. In [QZC+14, QZH+14], the authors presented an
improvement of collaborative filtering that combines the user’s geographical informa-
tion and the content of items in order to learn location-based user group preferences,
considered by the authors as a rating distribution of a group of items. According
to the study performed with the MovieLens dataset, the user group preference has
strong correlation with the location of the user. In [MLM+17], the authors proposed
a framework for LARS, called APPLET. The main motivation of APPLET is to pro-
tect the user privacy information (e.g., locations and recommendation results) in a
cloud environment. For this purpose, they applied several encryption techniques in
an item-based collaborative filtering model.
7.3.2 Examples of LARS
In this section, we present some relevant examples of location-aware recommendation
systems for several application domains. Specifically, we focus on domains such as
the recommendation of POIs, restaurants, news, shops, songs, educational materials,
and TV shows.
LARS for the Recommendation of POIs
One of the most common application domains of LARS is suggesting interesting points
around the user. For instance, a collaborative location-aware filtering approach to rec-
ommend POIs to mobile users, which exploits the location as a relevant element for
the recommendation of items (e.g., restaurants) near the user’s current location was
proposed in [HNV06]. The approach proposed is the result of combining user-based
collaborative filtering techniques with a location-based partitioning method (i.e., it
allows an adequate rating database partitioning based on the location), with the goal
of achieving a high scalability. That work validates the hypothesis that users who
live nearby tend to visit the same local places. The proposal in [CFP+12] attempts
to solve the problem of location-based context-aware recommendations of POIs by
using a multiagent system architecture [Wei13]; the use of agents facilitates the col-
lection of information about POIs’ available on the Web. Another example is the
location-dependent collaborative filtering system presented in [THK11], that ana-
lyzes the mobile user’s moving features (e.g., moving direction, position, and speed,
obtained through a GPS receiver) and the POIs, in order to recommend to the mobile
user those items of interest that are in a region near the user’s current position and
in the same direction.
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A ubiquitous location-based recommendation algorithm that suggests relevant
places to mobile users is presented in [SBCH12]. The system, named “I’m feeling
LoCo”, considers the user’s profile and the places near her/him during the recom-
mendation process. It automatically infers the user’s preferences (by mining social
network profiles) and considers spatio-temporal constraints in the recommendation
process. The physical constraints are delimited by the user’s location and the trans-
portation way (e.g., driving a car, riding a bicycle, or walking).
A location-based and preference-aware recommendation system that suggests ven-
ues (e.g., restaurants and shopping malls) within a geospatial range was presented
in [BZM12]. It learns the user preferences automatically from the user’s location
history and infers the user’s expertise (e.g., in categories such as Chinese food and
shopping mall) in several cities. During the recommendation process, the system
filters the candidate local experts in a geospatial range (defined by the user) and
suggests the venues that match the user’s preferences and the social opinions of the
selected local experts. This type of system has the advantage of providing venues not
only near the area where users live, but also in cities unknown to them. A similar
goal was pursued in the Location-Content-Aware Recommendation System (LCARS)
proposed in [YCS+14], which recommends venues (e.g., restaurants) or events (e.g.,
concerts and exhibitions) within the city where the query initiator is located, by using
the probability of influence of the personal interests and local preferences of the users.
One of the main goals is to alleviate the data sparsity problem (the new city problem)
based on the location and content information of spatial items. As a final example,
the PECITS system [TR09] that provides location-aware recommendations of POI
paths (e.g., a list of several connections that the user could take to reach a certain
POI, by using public transportation and by foot) in the city of Bolzano (Italy).
LARS for the Recommendation of Restaurants
Various location-aware recommendation systems have been developed in the restau-
rant domain (e.g., Yelp [Yel04], Tabelog [Kak04], etc.). In [YH12], a recommendation
system that suggests restaurants close to the user’s location is presented. An inter-
esting contribution of this work is that users can visualize information (e.g., rating,
popularity, and distance) of the recommended restaurants as 3D bar graphs, applying
augmented reality.
Another example is the location-based recommendation architecture for dynamic
and ubiquitous environments proposed in [GS13]. The authors combine, in the pro-
posed architecture, the ideas of location, personalization, and content-based recom-
mendation. Finally, an Android application that recommends restaurants based on
the user’s location was recently introduced in [HKBO16].
LARS for the Tourism Domain
In the tourism domain, the recommendation process implies suggesting a set of prod-
ucts or services that support traveling and tour planning (e.g., attractions, accom-
modations, restaurants, and activities). For example, the authors of [LMZW10,
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NBSM12] integrated tourism mobile commerce and location-aware features into a tra-
ditional recommendation system to provide real-time recommendations for visitors,
by taking into account the locations and the ratings of the attractions. Similarly, an
architecture for location-based recommendation was proposed in [YpC09], which sup-
ports personalized tour planning for mobile tourism applications by using rule-based
recommendation techniques.
Along the same line, the authors of [CSdVR11] presented a system that recom-
mends touristic places based on the user’s visiting history in different regions (e.g.,
cities or countries). To recommend locations, a set of geotags representing the latitude
and longitude where a user took a photo (manually set on a map or automatically ob-
tained from the GPS device) is exploited. This is considered useful to plan a touristic
visit to a new city or country.
LARS for Recommendations in Shopping Scenarios
In the field of mobile commerce (m-commerce), several types of LARS have been
designed and presented in the literature to suggest a variety of products and services
that may be of interest to users. An example is the location-aware recommenda-
tion system presented in [YCD08], that recommends vendors’ web pages to interested
customers in mobile shopping. Another example is CityVoyager [TS06a], a recom-
mendation system based on the user’s location history, which is obtained by using
a GPS device. It recommends shops to the users based on the locations of previous
shops visited.
In order to avoid the need to type text, along with the associated spelling problems
and possible ambiguity, when the user needs to specify the types of items she/he
is interested in, an interesting proposal was presented in [ZOON12]. Specifically,
the location-based shopping recommendation system proposed uses an image of the
desired item (e.g., shoes, clothes) provided by the user, as the query, as well as
the smartphone’s GPS coordinates, to recommend retail shops (with information
including their GPS coordinates, promotions, and special offers) to mobile users.
LARS for the Recommendation of News
Most LARS use the user preferences and the distance between the current user’s
location and the positions of the items for the recommendation of relevant items.
However, it is not usual to enrich the previous approach by using existing relations
between items and tagged locations (e.g., geographical metadata of news articles),
which could have an impact on the recommendations.
Thus, the authors of [AW14] proposed an interesting spatial model for location-
based serendipitous recommendation of news articles. For that purpose, they studied
the existing associations between the user’s current location and the location data
available in geographical metadata of news articles. The introduction of serendipity
in traditional collaborative filtering implies modifying the recommendation approach
to emphasize the novelty (or the surprise) and discover useful items for the user, in
exchange of some accuracy.
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A location-based social networking system for mobile devices, named Sindbad,
was proposed also in the field of news [SBE+12]. With Sindbad, the user can re-
ceive her/his friends’ news based on their locations, as well as messages posted by
them. Moreover, its recommendation system also suggests spatial items (e.g., restau-
rants) and non-spatial items (e.g., movies) based on the users’ locations, the items’
locations, and the ratings provided by friends. For that purpose, the location-aware
recommendation module LARS proposed in [LSEM12] was used.
LARS for Other Scenarios (Music, Health, Learning, etc.)
Finally, it should be highlighted that, although the domains examined previously are
the most common ones, there are other possible use cases. For example, in the area
of music, the authors of [BKR13, KRS13a] tackled the problem of providing location-
dependent music recommendations by using emotional tags (e.g., melancholic, cold,
heavy, animated, etc.) related to the music and the places of interest. With this idea,
they developed a mobile location-aware recommendation system named PlayingGuide,
that suggests and plays appropriate music for a place of interest for the user (e.g., the
user might hear a specific music while visiting a place of interest in a city). As another
example [CS14], the authors implemented a recommendation system, called Just-for-
Me, that suggests songs based on the user’s location, global music popularity trends
(detected from Twitter streaming data), and music contents. The system unifies these
aspects through of a probabilistic generative model built by the authors.
Another interesting work is Motivate [LJdVT11], which presents a context-aware
mobile recommendation system that promotes a healthy lifestyle. It recommends
different kinds of useful advices to the user (e.g., take a break, walk/cycle to a park,
go to a museum), by considering the location of the user, the activities in the user’s
agenda (e.g., go to work, work, have lunch, go home, have dinner, and busy), the
time (e.g., the start and end time of an activity), and the weather (e.g., bad, fair, and
good) as context parameters.
There exist also some attempts to use the location for recommendation in e-
learning environments. The approach in [EBOY07] recommends educational materials
and peer learners who are nearby, by using RFID to detect the learner’s environmental
objects and her/his location. The system also allows the learners to share knowledge,
interact, collaborate, exchange individual experiences, and visualize the objects that
surround the learner, the space of learning resources, and the distance to possible
peer helpers.
Recently, in [WLX16] the authors presented a location-aware recommendation
system that suggests popular TV shows, by considering the social network information
of users from different locations, as well as the audio and visual features of TV shows.
These aspects are used as a regularizer into the collaborative filtering model to further
refine the recommendation.
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7.4 Approaches for Mobile P2P Recommendation
Systems
Most recommendation systems are implemented in a centralized way. However, some
researchers have also considered a P2P architecture as an interesting alternative to
reduce the calculation complexity of centralized recommendation algorithms. In this
section, we present some mobile P2P recommendation approaches described in the
literature.
One of the first approaches that addressed the problem of scalability in recom-
mendation systems was presented in [Tve01]. The authors proposed a P2P-based
collaborative filtering approach that suggests products and services to mobile cus-
tomers. Recommendation queries are broadcast to neighbor peers, which are software
assistant agents interacting with a mobile customer. In the same application domain,
Zhang et al. [ZLL11] proposed a distributed recommendation approach based on cloud
computing. In this distributed architecture, the authors divide the rating database
into sub-databases (by using the K-means clustering method), which are stored in
distributed cloud servers. The recommendation queries are submitted to the different
cloud servers in a collaborative way and the data are updated by using a Distributed
Hash Table (DHT).
Another early example where the authors propose a P2P architecture to achieve
a reasonable storage structure for opinions about items is presented in [HXYS04]. In
this proposal, the users maintain information as simple containers; specifically, DHTs
are used and new entries location are calculated by measuring similarities.
Another work worth mentioning is [PM06], where the authors present a P2P rec-
ommendation system that exploits trust as a cornerstone for users to share their
information with others. In this context, the trust between two users is interpreted
as their capability to predict the ratings of common choices.
In [KP10], the authors presented a P2P recommendation approach different from
the one that we propose in Section 3.2.3. It is based on a na¨ıve Bayesian classifier and
uses a P2P topology that preserves the privacy of users. Through a P2P network, the
users can communicate with each other and exchange data to generate predictions.
For example, when a specific peer needs to predict the rating of an item, it sends a
request of ratings about that specific item to other peers in the network. The peers
that rated that item predict the probability values for each class (likes or dislikes) and
then send the calculated values to the peer submitting the query. Besides, in order
to preserve the privacy, the authors apply a specific mechanism to hide rated items
in each peer. A challenge for the practical application of this approach in a mobile
P2P network is how to ensure the routing of the answers to the originating peer by
using only wireless ad hoc communications, which is difficult due to the continuous
movement of the mobile peers.
With the same flavor, an interesting P2P recommendation system for large-scale
data sharing was presented in [DPK11]. This work puts forward a mechanism that
is able to communicate information to other peers based on a semantics-based gos-
sip protocol. Moreover, the authors also propose a query routing algorithm able to
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identify relevant peers, in order to avoid the problem of information flooding, by
calculating similarities among peers and topics.
Another relevant example is the iTravel system, that recommends attractions to
tourists in a mobile environment [YH13]. iTravel supports mobile P2P interactions,
using short-range wireless communications such as Wi-Fi or Bluetooth, to exchange
the ratings of the visited attractions among the mobile devices of the users. The au-
thors presented three data exchange methods. In the first method (unconditional data
exchange), when the recommendation application of a user detects another iTravel
application nearby, it sends to that iTravel application all the ratings stored in its
database; to avoid the information flooding problem, the maximum number of prop-
agations of ratings is limited. The second method (preference-based data exchange)
avoids the information flooding problem by considering the user’s preferences when
deciding which information to exchange: iTravel propagates only the rating lists of
similar users (i.e., rating lists that are similar to the recipient’s rating list). This
alternative may be inappropriate for the case where the user is surrounded by other
users with tastes different from their own. Hence, the third proposed method (hybrid
data exchange) is a combination of the two previous ones.
Finally, a context-aware mobile recommendation system (called PPNews) based
on Bayesian Networks and P2P technologies was presented in [YYN10, YYN12]. It
proactively pushes news articles to users in a mobile P2P network, by considering the
user’s context and the content of news. The authors implemented it by using JHPeer,
which is a hybrid P2P framework built by themselves, that supports peer-to-peer com-
munications. JHPeer provides basic context-aware services to handle context queries
or deliver contextual information to peers. During the recommendation process, first
the mobile device establishes communication with one of the peer servers to commu-
nicate the user’s profile information. Then, the context service (JHPeer) installed on
the user’s mobile device automatically delivers context information (e.g., location and
usage pattern) to the server. Finally, the server proactively recommends the top-k
news articles to the mobile user based on the user’s profile, the context information,
the news content, and the ratings stored by the peer. The rating prediction is de-
termined by using a hybrid recommendation approach (content-based filtering and
collaborative filtering).
7.5 Approaches for Synthetic Data Generation
In this section, we analyze some existing approaches in the literature to build synthetic
datasets. Most of them are aimed at providing collections of data for fields in which
it is rare to find complete datasets, such as image recognition [MPR+12]. We can also
find some generic and commercial approaches with which datasets can be generated
using a web application, program, or downloadable framework that provides an API.
An overview of some popular tools can be seen in Tables 7.2 and 7.3. A couple of
interesting examples are GenerateData.com, which is a web site (and open source dis-
tribution) to generate generic (domain-independent) datasets, and Mockaroo, which is
a service that provides a large number of editable parameters to build a broad variety
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of data collections for different purposes. Most of these tools focus on the genera-
tion of data that can be used to fine-tune databases or to obtain sample data, rather
than on the generation of data to evaluate recommender systems or context-aware
recommender systems. Moreover, none of them is able to represent and generate
information about context. We could potentially use one of those tools to generate
for example datasets of synthetic items; for instance, with Mockaroo we could define
attributes for the Iris dataset (see Section 8.3.2.1), except in the case of the class
attribute, as Mockaroo does not allow specifying the need to select a value from a
fixed set of words, like in this case the set of available class names.
Tool References Purpose Type Developed in
Databene
Benerator
[Ber91,
ARMCM13]
Perform realistic load and
performance tests
Framework Java
GeCo [TVC12,
TVC13]
Evaluate algorithms in contexts
where realistic personal data are
required but privacy concerns
prevent the use of real data
Framework,
web
application
Python
Generate-
data.com
[Kee10] Test software, populate databases,
etc.
Web
application
JavaScript,
PHP and
MySQL
Mockaroo [Bro16] Test software and develop demo
software
Web
application
Ruby
DBMonster [Maj12] Test SQL databases Framework Java
Fake Name
Generator
[Cor16] Test software and other purposes
where fake personal data may be
needed
Web
application,
program
C++
(SourceForge
version)
IBM Quest
Synthetic
Data
Generator
[IBM15, RA+94,
CK14]
Mine associations and sequential
patterns in transaction data
Framework C++
DataGen-
CARS
[dCRHIHTL17a] Generate synthetic datasets for
the evaluation of context-aware
recommendation systems
Framework Java
Table 7.2: Overview of some existing dataset generators: basic information.
In any case, the tools shown in Tables 7.2 and 7.3 would not be suitable to gener-
ate datasets for the evaluation of CARS, and we would miss some interesting features
offered by DataGenCARS (described in Chapter 5), like the possibility to define pro-
files of items (thus supporting the definition of certain correlations among attributes),
define profiles of users (with the definition of their preferences or utility functions),
complete existing datasets (e.g., replacing null values or adding context attributes),
extract statistics from existing real data, generate ratings considering user prefer-
ences, mix real and simulated data, extract real data from external data sources like
OpenStreetMap, simulate noise/uncertainty, and map automatically from schemas to
Java classes and vice versa, to cite some examples.
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Tool Attribute
Generators
File Formats Maximum
number of
tuples
Fits to
CARS
Databene
Benerator
Random,
cumulated,
increment, random
walk, shuffle,
wedge, bit reverse,
expand, head,
literal, numbers
with weights,
Fibonacci,
Padovan
CSV, DbUnit,
Excel, Flat, SQL,
Text, XML,
Custom
Unlimited No
GeCo Random, normal,
uniform
CSV 9999,
unlimited with
the non-Web
version
No
Generate-
data.com
Random, normal
CSV, Excel,
HTML, JSON,
LDIF, JavaScript,
Perl, PHP, Ruby,
SQL, XML
100 (free),
5000
($20/year),
unlimited with
the non-Web
version
No
Mockaroo Random, Poisson,
normal
CSV,
Tab-Delimited,
SQL, Excel, JSON,
DBUnit XML
1000 (free),
10000 ($50 per
year), 10M
($500 per year)
No
DBMonster Random SQL Unlimited No
Fake Name
Generator
Random CSV, Excel,
HTML, SQL, text
50000,
unlimited with
the non-Web
version
No
IBM Quest
Synthetic
Data
Generator
Random, Poisson,
exponential
SQL Unlimited No
DataGen-
CARS
Random, uniform,
and Gaussian
CSV, text Unlimited Yes
Table 7.3: Overview of some existing dataset generators: features.
In the field of recommendation systems in particular, we can find some interesting
approaches proposed to bridge the gap between algorithm design and evaluation.
Most of the authors working on RS evaluate their recommendation algorithms by
using well-known datasets, such as MovieLens [Gro16], Flixster [ZL09], or Book-
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Crossing [Zie04], among others. The use of well-known collections have brought about
an unexpected side effect, as many researchers design their proposals focusing the
evaluation processes only on achieving a reasonable good performance on those specific
datasets (in order to compare their approaches with the ones developed by other
authors), but not testing the performance under different conditions.
In order to overcome this problem, some attempts to design synthetic datasets have
been made. In [TST06b, TST06a], the authors put forward a methodology to generate
synthetic datasets for evaluating RS. However, they only focus on the generation of
item attributes. Moreover, their work does not take into account the generation of
data regarding the context, and therefore the collections generated by using that
approach could not be used to evaluate CARS. Some other authors, as is the case of
Wang et al. [WTH10] and Christakopoulou and Karypis [CK14], designed ad-hoc data
collections to simulate the behavior of customers in a real environment to better test
their algorithms. Both approaches use the IBM synthetic dataset generator [AS94],
originally built to simulate user transactions for testing databases. This tool supports
the parametrization of the size of the set, as well as the average number of items per
transaction, or even the introduction of some repetitive patterns into the sample.
However, it does not offer any functionality to generate the context in which each
recommendation or rating takes place.
In the field of CARS, there exist some interesting works on synthetic data gener-
ation. So, in the work by Pasinato et al. [PEAZ13] an abstract methodology to build
context-aware collections of data (in terms of item ratings and context attributes)
was presented. However, they only sketch the steps to build this type of generators,
leaving a number of issues open, such as how to introduce noise in the ratings gen-
erated. Furthermore, they do not carry out an empirical evaluation to validate or
illustrate the possibilities of their approach. Another work in this line is the one by
Lee and Kwon [LK14], who presented a TV content RS, where they generated random
contexts for evaluation purposes. This is an example of ad-hoc data generation that
cannot be used in other domains, such as domains in which the GPS location of the
user is essential.
7.6 Summary of the Chapter
In this chapter, we presented relevant works in the area of context-aware recommen-
dation systems. First, we discussed several approaches that introduce the context
dimension during the recommendation process. In order to facilitate the understand-
ing, we organized the studied works in the categories of pre-filtering, post-filtering, and
contextual modeling. We also described some frameworks and examples of context-
aware recommendation systems for different domains. Second, we explained some
context-aware recommendation approaches applied to mobile computing. Specifically,
we focused on the pull-based and push-based algorithms. Several examples of context-
aware mobile recommendation systems were also exposed. Third, we described re-
lated work on location-aware recommendation systems for mobile environments. In
addition, we presented the main applications of this type of systems in different rec-
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ommendation scenarios. Then, we discussed some recommendation approaches for
mobile users based on P2P communications. Finally, we analyzed a set of tools that
facilitate the generation of synthetic data: the datasets resulting from these tools are
not appropriate for the evaluation of context-aware recommendation systems, which
motivated the development of our DataGenCARS tool.
Chapter 8
Experimental Evaluation
In this chapter, we present the experimental evaluation performed. In Section 8.1,
we first present the prototype of the MOONRISE framework. Specifically, we show
the main modules of the architecture developed, to address the existing gap between
CARS and mobile computing. In Section 8.2, we present some experiments focused on
analyzing the potential interest of context-aware recommendations. In Section 8.3, we
perform a set of experiments to evaluate DataGenCARS. In Section 8.4, we show the
experimental results of the evaluation conducted in the use-case scenario described
in Chapter 6, where a context-aware mobile recommendation system suggests works
of art in real time to a user in a museum. Besides, in Appendix C, we evaluate two
alternative solutions (one based on the use of the Hidden Markov Model and another
one exploiting Information Retrieval techniques) to the problem of identification of
the type of item that the user specifies in a pull-based recommendation system. All
the experiments were conducted on a computer with an Intel Core i5−2320 processor
with 3 GHz and 16 GB of RAM, running Windows 7.
8.1 Prototype of the Recommendation Framework
We have developed a prototype of our framework, whose aim is to facilitate the
development of context-aware recommendation systems in mobile environments. This
prototype is a Java library (Java 1.8 was used) that uses the following application
programming interfaces (APIs):
• Apache Mahout 0.9 [Apa14]. It allowed us to include collaborative filtering rec-
ommendation algorithms (e.g., user/item-based recommendations, SVD, etc.),
random-based recommendations, as well as extend and implement 2D recom-
mendation algorithms (e.g., content-based recommendations and popularity-
based recommendations) and context-aware recommendation algorithms (e.g.,
pull-based recommendations that use the pre-filtering, post-filtering and contex-
tual modeling paradigms), respecting the recommendation hierarchical structure
of Apache Mahout.
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• Weka data mining toolkit 3.7.6 [Uni93]. It was used for the implementation of
the contextual modeling recommendation paradigm, that includes a classifica-
tion algorithm.
• SQLite JDBC driver 3.14.2 [Sai16]. It was used to manage SQLite databases
from Java code.
• Apache Lucene 2.4.0 [Apa05]. It was used for the pre-processing of keywords
introduced in the system, as well as for the indexing of the documents for an
IR-based method, that identifies the type of item required by the user in a
pull-based recommendation (see Section 4.1.6.2), by using keywords.
• Jahmm 0.6.1. It allowed us to use the Hidden Markov Model functionalities for
the implementation of the HMM-based method that identifies the type of item
from keywords (see Section 4.1.6.1) as in the IR-based method.
In Chapter 3, we described the generic design of our propose architecture. In our
prototype, we have implemented the following modules of the logical layer: Repository
Manager, User Profile and Context Manager, and Pull-Based Recommendation. In
order to facilitate the maintenance and understanding of the prototype structure, the
code was finally organized into nine modules (or packages). In Figure 8.1, we show
the package diagram of the prototype according to our current implementation (e.g.,
the push-based recommendation package is still missing in our prototype).
Figure 8.1: Package diagram of the MOONRISE prototype.
As an example, we show the class diagram of the ContextAwareRecommendation
module in Figure 8.2. Other class diagrams and a description of the main classes are
included in Appendix A.
Moreover, from the proposed context model (see Section 3.2.3), we generate the
Entity-Relationship (E/R) schema shown in Figure 8.3. This schema describes in
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Figure 8.2: Class diagram of the Context-Aware Recommendation module.
an abstract way the representation of the persistent data used by a context-aware
recommendation system.
Figure 8.3: Entity-Relationship model for a context-aware recommendation system.
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8.2 Experimental Evaluation of Mobile Contextual
Recommendations
In this section, we present an experimental evaluation focused on mobile context-
aware pull-based recommendations. In Section 8.2.1, we describe the dataset chosen
for the evaluation. Then, we analyze the identified limitations in the dataset. In
addition, we explain the adaptation performed on the dataset for our experimental
evaluation. In Section 8.2.2, we present the experimental settings. In Section 8.2.3,
we show some experimental results applying soft and hard constraints. Besides, we
evaluate the impact of the sparseness of the dataset. Finally, we present a global
discussion of the results obtained.
8.2.1 Analysis of the Dataset Used (STS Application)
A very important problem to evaluate mobile CARS is the lack of available datasets
that contain information about the context of the user when she/he provided a spe-
cific rating. It would be interesting to have some reliable high-dimensional dataset
(e.g., like the well-known Movielens [Gro16]), but enriched with precise and complete
contextual information. Unfortunately, the current situation is quite different:
• Most papers in the field of context-aware recommendation systems for mobile
environments have been evaluated with own data collected from real users (e.g.,
see [WHBGV11, LCVA12, LWGD07, RDB+08, BBC+08, YZZ+06, WRW12,
WSW07, BNWP11]). For example, in [WRW12], to evaluate a context-aware
mobile music recommendation system, the authors firstly considered the pub-
licly available CAL500 dataset [TBTL07], which incorporates ratings along with
some usage annotations (such as whether the user was driving or sleeping).
However, those annotations only partially covered the evaluation needs of the
authors, and so they decided to build a new dataset with songs crawled from
Grooveshark [BGT06] and YouTube [HCK05] and using humans to annotate
them.
• There are some context-aware datasets available in the Internet that contain
contextual information (e.g., see [BGT15]), in domains such as foods and restau-
rants [ONMU06, OTMA09, RGGV14], movies [ASST05], music [BKL+11], and
hotels and travel [ZBM12, ZMB14, EBRT13, BERS13]. There is also a Yelp’s
Academic Dataset [Yel14, Asg16], which includes ratings provided by real users
to score local businesses (e.g., in [EVMT12] these data were enhanced by simu-
lating the context). ConcertTweets dataset [Ada14, AT14] is another interesting
dataset, which contains concert ratings combined with spatio-temporal contex-
tual dimensions and data of social networks.
So, an important current problem in this area is the lack of a good-quality large
dataset with enough information on ratings and contexts for (quantitative and quali-
tative) evaluation purposes of context-aware mobile recommendation paradigms and
applications developed by the research community.
8.2. Experimental Evaluation of Mobile Contextual Recommendations 175
Of the few datasets available, the one most suited to our problem, and therefore the
one that we decided to use, was the data collected by an Android Mobile Application
called South Tyrol Suggests (STS) [BER13b, BER14]. The STS application provides
context-aware suggestions for accommodations, attractions, events, and restaurants in
South Tyrol. Specifically, the dataset available at [BER13a] contains 2534 ratings (on
a scale of one to five), provided by 325 users in different contexts, of approximately
249 point of interest [EBRT13, BERS13]. Contexts in the dataset are composed
by 14 context dimensions:
• User context (8 variables): transport way (walking, bicycle, car, public), week of
the day (weekday, weekend), mood (happy, sad, active, lazy), companion (alone,
friends, family, girlfriend, children), time available (half day, one day, more than
one day), knowledge of the surroundings (new to the area, returning visitor,
citizen), travel goal (visiting friends, business, religion, health care, social event,
education, landscape, fun, sport), and distance to the item (far away, nearby).
• POI context (2 variables): budget (budget traveler, price for quality, high
spender, free) and crowdedness (crowded, not crowded, empty).
• Environment context (4 variables): season (spring, summer, autumn, winter),
temperature (burning, hot, warm, cool, cold, freezing), time of the day (morn-
ing, noon, afternoon, evening, night), and weather (clear sky, sunny, cloudy,
rainy, thunderstorm, snowing).
The values of context variables related to the environment were automatically col-
lected, whereas the values about the context of the items (POIs) and the user context
were manually obtained (the application requested the user to explicitly fill appropri-
ate values for those variables when submitting her/his rating), with the exception of
the context variable weekday, which was automatically computed. From now on, we
will consider 13 of the previous 14 context variables, as the distance between the user
and the item (considered as a variable of the user context) will be translated into a
geographic location for the item.
Analysis of the Dataset
Although the dataset chosen is the most appropriate one that we have been able to
find for the evaluation of recommendation systems that suggest POIs, it is subject to
important limitations. A notable problem is that it is pretty sparse in terms of the
availability of ratings and contexts. Figure 8.4 illustrates the low percentage of infor-
mation available for each context variable in the full dataset, which emphasizes the
interest of techniques that capture contextual information automatically without the
intervention of the user. As shown in the figure, the context variable for which there
is more information available is the “temperature” variable (a value of temperature
is provided in about 15.6% of the ratings), whereas the variable with more missing
values is the “transport way” (specified only for 3.2% of the ratings). The percentages
176 Chapter 8. Experimental Evaluation
0%
5%
10%
15%
20%
25%
30%
P
er
ce
n
ta
ge
 o
f 
ra
ti
n
gs
 w
it
h
a 
va
lu
e 
fo
r 
th
e 
va
ri
ab
le
Context variable
Figure 8.4: Analysis of the STS dataset: percentage of ratings with a value for each
context variable.
shown in the figure are really low, which means that in most cases the real value of a
specific context variable potentially affecting a rating is not available.
This sparseness of contextual information is further analyzed in Figure 8.5, which
indicates, for each rating, the number of context variables that have a value. As the
figure shows, only a maximum of 5 context variables are provided for some ratings
and most ratings have only 1 context variable defined (or none). For 23.64% of the
ratings in the dataset only one context variable has a defined value and 38.44% of the
ratings have no context variable defined.
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Figure 8.5: Analysis of the STS dataset: amount of variables with a value for each
context.
The ratings available are not uniformly distributed over the different users either:
for some users there are very few ratings available and for others we have compara-
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tively a high number of ratings. So, there is an average of 8 ratings per user, but some
users have provided many ratings (for example, a single user provided 175 ratings)
and some users provided only 1 rating.
As a reasonable decision could be to consider only the users for which a signifi-
cant number of ratings is available, we analyzed the contextual information for the
three users with more ratings in the dataset: user 1, user 7, and user 24, who have
175, 96, and 123 ratings, respectively; to determine an appropriate number of users to
select, we applied the clustering algorithm k-means for different values of k. Figure 8.6
shows, for those three users, the number of ratings with no contextual information,
the number of ratings with some contextual information, and the number of contexts
guaranteed to be different (two contexts that have the values of all the defined con-
text variables equal but that also have some undefined values are not guaranteed to
be different or equal). Just by coincidence, these three users voted exactly the same
items (numbered from 1 to 8 in the figure). Each division/portion of each bar in the
figure marks a value in the Y-axis. For example, the figure shows that for user 1
and item 1: the item was rated by the user 43 times; of those, 13 ratings completely
lacked contextual information and 30 ratings had some contextual information (i.e.,
at least 1 context variable had a defined value); moreover, it also shows that, from
the ratings with some contextual information, only 23 contexts are guaranteed to be
different. It should be noted that in some cases the portion corresponding to the
number of ratings with some contextual information is hardly appreciable (e.g., for
item 5 of user 1, for item 6 of user 7, etc.) because that number matches the number
of contexts guaranteed to be different. The figure shows that the sparseness of con-
textual information also holds in the case of the users for whom a higher amount of
information is available. Notice that the number of ratings of each user is in general
higher than the number of items that she/he rated. This is because there are users
that have rated the same POI several times even in potentially-identical contexts (i.e.,
identical contexts if we ignore context variables with undefined values).
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Figure 8.6: Analysis of the STS dataset: contextual information of the items rated
by some selected users.
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Adaptation of the Dataset
As the location is an important context parameter, that is not available in the dataset,
we decided to adapt the original dataset by including a new context variable to rep-
resent the location (location of the user in the case of the user context, location of an
item in the case of the item context). For this purpose, we completed randomly the
values of the context variables “distance to the item” and “transport way”. Firstly,
we generated randomly the location values (latitude and longitude) of the 249 POIs,
assuming that they are bounded by an area of 3 Km2 (i.e., the density of POIs is
about 83 per Km2). Then, we simulated the locations of the users in a certain context
by taking into account several user profiles (see Table 8.1) –each user is assumed to
belong to one of those profiles–, the values of the context variable “transport way” (as
there are missing values for this context variable in the dataset, we generated the miss-
ing values randomly), and the locations of the POIs generated previously. Although
these adaptations were performed without using DataGenCARS (see Chapter 5), it
should be noted that with DataGenCARS we could also complete the missing values
of the context variable “transport way” and generate the “locations” of the POIs.
As an example, according to Table 8.1, if a user with a “lazy profile” is driving in
her/his car, then she/he will consider that those POIs at a distance exceeding 1 Km
are located “far”. Now, let us imagine that we have a rating provided by this user
for a certain item and that the user indicated that the item was “near” (the location
she/he was at when she/he decided to visit that POI). In order to simulate a plausible
location of the user, we proceed as follows:
1. We generate randomly a location within a scenario of 4 Km2. This size is
slightly higher than the area of 3 Km2 where the items are positioned, in order
to simulate the potential absence of items, but not of users, near the borders of
the scenario.
2. We compute the distance between the location of the user and the POI. If the
distance is smaller than 1 Km (the maximum radius for that user profile and
transportation means), then that location is valid for the user’s rating and can
be kept, and otherwise we get back to step 1.
Transportation means
Walking Bicycle Car Public
Profile
lazy 0.50 Km 0.70 Km 1.00 Km 0.85 Km
normal 1.25 Km 1.35 Km 1.50 Km 1.42 Km
active 2.50 Km 2.70 Km 3.00 Km 2.85 Km
Table 8.1: User profiles and their maximum distances considered for nearby items.
As we are generating some data randomly to complete the dataset, it is important
to ensure that this artificial addition does not modify any substantial aspect of the
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dataset. For that purpose, we computed the Pearson correlation coefficient to de-
termine the relationship between the ratings provided by the users and the distance
to the corresponding POIs. We obtained a Pearson coefficient of 0.18 (very slight
positive correlation) for the original values in the dataset, which indicates that the
user does not generally penalize ratings for items that are far. For the simulated
data, we obtained a coefficient of −0.01 (near independency, which is consistent with
the fact that the missing data were generated randomly). In both cases, there is a
very weak correlation. Therefore, the modifications to the dataset do not affect the
real correspondence between the ratings and the distances between the users and the
items rated. In Figure 8.7, we show the distribution of ratings for each real distance
indication (item near the user or far from the user) and we can see that there is a high
percentage of high ratings (rating values of 4 and 5) for both of those two distance
indications, not only for nearby items.
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Figure 8.7: Percentage of ratings with a certain distance indication (near/far).
8.2.2 Experimental Settings for the Evaluation of Context-
Aware Recommendations
In order to evaluate the performance of the context-aware recommendation para-
digms included in the prototype, we compared the pre-filtering, post-filtering, con-
textual modeling, and traditional recommendations. For that purpose, we have used
the classical evaluation metrics of MAE, precision, recall, and F-measure (see Sec-
tion 2.4.1). The experiments were performed with the dataset STS, described, an-
alyzed and adapted in Section 8.2.1. Our experiments include a training phase and
a testing phase. Hence, we decided to divide 70% of the data for training and 30%
for testing. The training set represents information available about the user profiles
(previous ratings already provided by the users), whereas with the testing set we
simulate items that have not been rated yet (the system will try to predict the right
recommendations for those items). The experimental settings used for evaluation are
shown in Table 8.2.
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Parameter Default Value
Amount of data for training 70%
Amount of data for testing 30%
Traditional recommendation algorithm SVD
Classification algorithm for contextual modeling Na¨ıve Bayes
Similarity threshold 0.5
Recommendation threshold 3
Table 8.2: Experimental settings for the evaluation of context-aware recommenda-
tions.
Firstly, we compare the traditional non-contextual collaborating filtering with the
context-aware paradigms of pre-filtering, post-filtering, and contextual modeling. Due
to the limited information available in the dataset, we decided to use the SVD rec-
ommendation algorithm offered by Apache Mahout [Apa14] for the pre-filtering and
post-filtering paradigms. The SVD recommendation model allows a better handling of
the problem of cold start, by capturing indirect relationships between users and items
(i.e., it is able to relate several users even when they have not rated items in common).
For the contextual modeling, we use the Na¨ıve Bayes classification algorithm provided
by Weka [Uni93].
In the pre-filtering and post-filtering paradigms, the similarity threshold was set
at 0.5 and the similarity between two contexts was calculated by using Equation 4.1
(see Section 4.1.2). In the pre-filtering paradigm, for the computation of context
similarities by Algorithm 2 (see Section 4.1.3), we apply for compareVariablesWith-
MissingInfo the strategy that ignores context variables with unknown information
and assumes a maximum similarity of 1 when a variable has a value and the other
does not. We made this optimistic decision because the information of context vectors
is very poor (there is a high sparseness in the representation of contexts, as explained
in Section 8.2.1), and otherwise we would filter out too many contexts.
In the post-filtering paradigm, we implemented the filteringWithSoftConstraints
algorithm called in Algorithm 4 (see Section 4.1.4) by penalizing the predicted rating
for the case of items that are far from the user, by measuring by how much the
distance of what is considered near is exceeded (according to the user profile and
her/his transportation means, as shown in Table 8.1). For this purpose, we verified if
the rating predicted is greater than or equal to the recommendation threshold (set to
3). If so, we penalize the predicted rating by using Algorithm 11, where NNR is the
number of not recommended rating levels (integer rating values below the minimum
required threshold). It should be noted that the fact that from the results shown in
Figure 8.7 can be inferred that users do not seem to penalize distant items does not
imply that reaching such items does not have a cost to the user (the user only values
the items that she/he decides to visit).
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Algorithm 11: Post-filtering: penalization of the rating predicted
based on the distance
Input: The radius indicating what is considered near for the corresponding
user profile and transportation means (radius), the distance between
the user and the item (distance), and the minimum recommendation
threshold required (minRecommendThreshold).
Output: The rating predicted (RP ) after the penalization is applied.
1 RP ← 1;
2 NNR← minRecommendThreshold− 1;
3 excessDistance← distance− radius;
4 penalizationIncrement← NNR/3;
5 if (excessDistance < radius/NNR) then
6 RP ← minRecommendThreshold− (1 ∗ penalizationIncrement);
7 else
8 if (((radius/NNR) ≤ excessDistance) ∧ (excessDistance <
(2 ∗ (radius/NNR)))) then
9 RP ← minRecommendThreshold− (2 ∗ penalizationIncrement);
10 else
11 if (((2 ∗ (radius/NNR)) ≤ excessDistance) ∧ (excessDistance ≤
(3 ∗ (radius/NNR)))) then
12 RP ← minRecommendThreshold− (3 ∗ penalizationIncrement);
13 return RP ;
8.2.3 Experiments Comparing Traditional and Context-Aware
Recommendation Paradigms
We distinguish the experimental results according to whether only soft constraints
are applied (relevant context variables are marked, by assigning them an appropriate
weight) or whether hard constraints (strict conditions on context variables that need
to be satisfied) are also required. The details of these constraints are provided in
Sections 4.1.3 and 4.1.4.
Experimental Results with Soft Constraints
Figure 8.8 compares the different paradigms in the case of soft constraints. Regarding
the MAE, we can see that the traditional method achieves very similar results to the
pre-filtering paradigm, being these two the paradigms that provide the smaller MAE.
Figure 8.8 shows that the precision of the pre-filtering and the traditional paradigms
perform similarly to the post-filtering, and that contextual modeling performs slightly
better. In terms of recall and F1-measure, the pre-filtering and traditional paradigms
also perform similarly and outperform the post-filtering and contextual modeling
paradigms. Specifically, we can observe that with the post-filtering and contextual
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modeling paradigms the recall decreases in about 45.8% and 18.2%, respectively.
Similarly, the F1-measure decreases in about 26.7% with post-filtering and about
7.9% with contextual modeling. We think that an important reason for not observing
very large differences with the traditional paradigm is the lack of dense contextual
information in the dataset used.
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Figure 8.8: Comparison of paradigms with soft constraints: MAE, precision, recall,
and F1-measure.
As indicated in Section 8.2.1, the users with more ratings in the dataset are the
users 1, 7, and 24, with 175, 96, and 123 ratings, respectively. For these users, we
also determined the specific values of the MAE and F1-measure that apply to them
(see Figure 8.9 and Figure 8.10). We can see that there is a significant variability
regarding the performance of the different methods for different users, as the quality
of the recommendation models is heavily influenced by the amount of data available
for those users. In general, the more data available (i.e., the higher the number of
ratings per user) the better the accuracy of the recommendations.
To facilitate the analysis of the existing relation between the number of ratings
available and the recommendation performance, in Figure 8.11 we show the MAE
achieved for each of the recommendation methods when the number of ratings varies.
This figure presents results based on experimental data for the users 1, 7, and 24,
but a similar trend can be observed if we consider other users. For users with a
very low number of ratings the training phase has a very limited amount of data
available to build the recommendation model and, consequently, the recommendation
performance decreases. Later in this section, we analyze the impact of the problem
of sparseness of the dataset in detail.
Experimental Results with Hard Constraints
Now we consider the case of hard constraints. As an example, we consider as a
hard constraint the existence of a location-dependent constraint that requires that an
item must be near the user in order to be recommended. The concept of nearness is
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Figure 8.9: MAE for users 1, 7, and 24 (soft constraints).
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Figure 8.10: F1-measure for users 1, 7, and 24 (soft constraints).
relative: it depends on the user profile and the transportation means used, as shown
in Table 8.1.
We compare a traditional recommendation algorithm with the post-filtering par-
adigm. In the case of applying hard constraints, the traditional paradigm is clearly
worse in terms of precision and F1-measure (see Figure 8.12). The reason is that
the post-filtering paradigm is able to remove items that do not satisfy the hard con-
straints, which are not removed by a traditional recommendation algorithm, as it does
not apply any kind of post-filtering. Removing irrelevant items increases the precision
(by a factor of two, according to Figure 8.12). As the post-filtering does not remove
relevant items (only the items that do not satisfy the hard constraints are removed), it
does not affect the recall. As a result, the overall F1-measure improves considerably.
So, we see that checking hard constraints in a post-filtering step is essential.
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Figure 8.12: Comparison of the traditional and post-filtering paradigms with hard
constraints.
Impact of the Sparseness of the Dataset
The little information that we have in the dataset is considered as a reason for per-
formance reduction in the learning of an appropriate recommendation model. As a
result, the prediction of some ratings might be unsuitable, which in turn could lead
to imprecise or incomplete recommendations.
We have carried out an experiment to prove the hypothesis that the more data
available the better the learning model will perform. Firstly, we discarded the users
for which a very low number of ratings were available; specifically, we required at
least 11 ratings per user, which led us to the selection of 24 users (from a total
of 325 users). Then, we divided the dataset randomly in two subsets: 70% of the
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ratings of each user were used for training and the remaining 30% were used for
testing. Afterwards, we removed from the testing set those items and users that never
appear in the training set (neither jointly nor as part of different ratings). From the
above training set, we temporarily generated another “temporal training set”, where
we initially added only one rating per user. The rest of the ratings were stored in a
“pool set”. Next, we trained the recommendation model with the temporal training
set and we evaluated it with the testing set focusing only on the users 1, 7, and 24.
Later, we incrementally added to the temporal training set a maximum of 10 ratings
per user by using certain addition strategies:
• Option 1: adding ratings from the pool set to the temporal training set one by
one until a maximum of 10 ratings are added.
• Option 2: adding 5 ratings from the pool set to the temporal training set and
then 5 ratings more.
• Option 3: directly adding 10 ratings from the pool set to the temporal training
set.
We learned an SVD recommendation model using Apache Mahout with the com-
plete training set and performed the evaluation with the testing set; this evaluation
was named baseline, and it represents the model that can be obtained using all the
information available in the existing dataset, which means a total of 649 ratings in
the training set. After that, we trained an alternative SVD model with the temporal
training sets that were generated with the option 1, option 2, and option 3, and we
evaluated the MAE, precision, and recall of each variant with the testing set. Notice
that each option implies a different number of training-testing stages (11, 3, and 2,
respectively), with an increasing number of ratings in the temporal training set used
in each stage. Figures 8.13, 8.14 and 8.15 display the results obtained. The figures
clearly show that the quality of the model increases when more training data is avail-
able. Therefore, we could expect that better recommendations could be obtained if a
richer dataset was available.
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Figure 8.13: Evolution of the MAE with more training data.
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Figure 8.15: Evolution of the recall with more training data.
We can illustrate with some data the effect observed in the previous figures. For
example, if we focus on the MAE, we can see in Figure 8.13 that when there is initially
one rating for each user the value of the MAE is 0.99. From this initial training set,
for Option 1, when two ratings per user are added (i.e., there is a total of 76 ratings
in the training set) the value of the MAE decreases slightly to 0.98, and so on until
a value of 0.91 is obtained when there are 269 ratings in the training set. For Option
2, when five ratings per user are added (which leads to a total of 149 ratings in the
training set) the value of the MAE decreases from 0.99 (in the case of one rating per
user) to 0.94, and when adding five ratings more per user the MAE decreases to 0.91.
Finally, for the Option 3, when ten ratings are added per user (i.e., there is a total
of 269 ratings in the training set) the MAE is reduced to 0.96. In the previous three
options, by increasing the number of ratings per user in the training set, the values of
the MAE tend to decrease to values around 0.89 (the value obtained for the baseline
when the training set contains 649 ratings in total, that is, using the whole dataset).
A similar behavior can be observed for the precision and recall measures (Figures 8.14
and 8.15). The key aspect that should be noted is that there is a clear trend showing
that the performance can increase when more training data (i.e., historical data about
previous users’ rating) increases.
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Discussion About the Results Obtained
The experimental evaluation showed a couple of results that were unexpected:
• When hard constraints are used, a post-filtering step can significantly improve
the performance.
• With the STS dataset, when only soft constraints, we cannot observe a clear
improvement of the other paradigms over the traditional recommendation par-
adigm. We believe that the reason for this is the low quality of the dataset:
even if it is the best one that we have found, it has a significant amount of miss-
ing information and poor context descriptions (see Section 8.2.1). As a result,
the models learnt are not precise enough. A better context-rich dataset is ex-
pected to significantly improve the results and highlight the differences, as other
experiments that we have performed show (e.g., Sections 8.3.1.1 and 8.4.2).
• The recall with the post-filtering paradigm on the STS dataset decreases signif-
icantly (see Figure 8.8). This is because the post-filtering penalizes data items
that are far from the user; indeed, the difference between the post-filtering par-
adigm and the traditional paradigm is the application of this penalization a
posteriori (as shown in Algorithm 4). Whereas this seems reasonable, according
to our analysis in Section 8.2.1, with the dataset STS considered, the distance
between the user and the item does not seem to have a direct key impact on
the final rating provided by the user. Nevertheless, in Section 8.2.3 we ac-
tually showed how the post-filtering can significantly increase the accuracy of
the recommendations when there are hard constraints regarding the maximum
distance allowed (see Figure 8.12).
In summary, we conclude that the context may play a key role but that, at the
same time, a major inconvenience for the experimental evaluation of context-aware
recommendation paradigms is the difficulty to find a suitable dataset that incorporates
contextual information.
8.3 Experimental Evaluation of DataGenCARS
In this section, we explain the experimental evaluation that we have performed to
show the usefulness of DataGenCARS, described in Chapter 5. We present two sets
of experiments. On the one hand, the goal of the experiments presented in Sec-
tion 8.3.1 is to show the usefulness of generating a completely-synthetic dataset to
evaluate context-aware recommendation algorithms. On the other hand, the experi-
ments shown in Section 8.3.2 focus on the capabilities of DataGenCARS that support
the generation of realistic datasets. In both cases, we carry out an evaluation with
an offline setting [SG11, HKTR04].
In some of the experiments, we evaluate a context-aware recommendation algo-
rithm and a traditional recommendation algorithm that does not take the context
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factors into account. In particular, we compare an approach of Contextual Model-
ing [ASST05, AT08], using a classification algorithm based on Na¨ıve Bayes [JL95],
with a traditional user-user collaborative filtering algorithm based on SVD [BP98,
SK09]; in both cases, the class of items to recommend contains the items whose pre-
dicted rating (from one to five) is above a threshold of three. Even though Na¨ıve
Bayes is based on the assumption that variables are independent, which is rarely
the case, several studies have shown that it behaves surprisingly well in practice, as
the classification decision may be correct even if the probability estimates are not
accurate [LIT92, DP97, Ris01, Zha04, HTF01, HY01, Zha05]. Nevertheless, these
algorithms have been selected for illustrative purposes. It should be noted that ex-
ploring and evaluating appropriate algorithms for CARS is out of the scope of these
experiments and more advanced techniques could obviously be applied. The experi-
mental settings used for the evaluation of DataGenCARS are shown in Table 8.3.
Parameter Default Value
Amount of data for training 70%
Amount of data for testing 30%
Traditional recommendation algorithm SVD
Classification algorithm for contextual modeling Na¨ıve Bayes
Recommendation threshold 3
Table 8.3: Experimental settings for the evaluation of DataGenCARS.
We use the implementation of SVD provided by Apache Mahout [Apa14] and the
implementation of Na¨ıve Bayes provided by Weka [Uni93]. We apply a 10-fold random
subsampling [DGB09] validation strategy, which implies repeating each experiment k
times (k folds) with random samples for the training and testing set; in our case, in
each fold we consider 70% of the data for training and 30% of the data for testing.
Table 8.4 summarizes the experiments performed and their purpose.
It is important to emphasize that the goal of the experimental evaluation presented
in this section is not to show or propose a suitable recommendation algorithm, but
just to illustrate the benefits of a synthetic dataset generator and the possibility
to incorporate context information to the datasets. Indeed, other recommendation
algorithms, different from the ones evaluated, could have been applied.
8.3.1 Set of Experiments 1: Generating and Exploiting a Syn-
thetic Dataset
In this first set of experiments, we focus on a scenario of restaurant recommendations
for mobile users located in the state of California. Specifically, we have synthetically
generated a number of ratings (this number varies depending on the experiment),
which are values in the range from one to five, for a scenario consisting of 943 users,
1682 restaurants, and 900 contexts. Each rating is tagged with a time and date in
the range of the years 1980–2000. The schemas of users, types of items, and contexts
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Experiment Sect. Purpose
Set of Experiments 1:
Generating and
Exploiting a Synthetic
Dataset
8.3.1 Motivate and show the interest of a synthetic data
generator like DataGenCARS, by showing how it can
generate synthetic data and its usefulness.
Evaluating the Interest of
a Context-Aware
Approach
8.3.1.1 Show the interest of CARS, and so the need of
context-enriched datasets, which can be generated by
DataGenCARS.
Evaluating the Impact of
the User Uncertainty
8.3.1.2 Show the impact of uncertainty regarding the
behavior of users, and so the interest of capabilities
to represent uncertainty in a dataset generator like
DataGenCARS.
Evaluating the Impact of
the Amount of Context
8.3.1.3
Show the impact of the amount of context available,
and so the interest of datasets that have rich context
information (unlike usual real datasets), that can be
generated by DataGenCARS. Show also the interest
of capabilities to represent the availability of varying
amounts of context data in a dataset generator.
Set of Experiments 2:
Generating Realistic
Datasets
8.3.2 Show the flexibility of DataGenCARS to generate
any required dataset.
Flexible Generation of
Datasets of Items
8.3.2.1 Show the flexibility of DataGenCARS to generate
any desired dataset of items. In this experiment, the
desired features are inspired by real observations
available in the Iris dataset.
Flexible Generation of
Context-Enriched
Recommendation Datasets
8.3.2.2
Show the flexibility of DataGenCARS to generate
context-enriched ratings. In this experiment, the
desired features are inspired by real observations
available in the LDOS-CoMoDa dataset. Show also
how to enlarge an existing dataset and how to
complete a dataset that has missing values.
Table 8.4: Summary of experiments on DataGenCARS and their purpose.
considered, are defined as follows (in the case of categorical context attributes, we
indicate the possible values in brackets):
• Users: age, gender, occupation.
• Restaurants: web name, address, province, country, phone, weekday is open,
hour, type of food, card, outside, bar, parking, reservation, price, quality food,
quality service, quality price, global rating.
• Contexts: transport way (walking, bicycle, car, public), mobility (stopped, mov-
ing), weekday (week, weekend), mood (happy, sad, active, lazy), season (spring,
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summer, autumn, winter), companion (alone, friends, family, girlfriend, chil-
dren), temperature (warm, hot, cold), weather (sunny, cloudy, rainy, snowing),
distance (near, far), time of day (morning, night, afternoon).
Unless specified otherwise in the following, we modeled user profiles with six con-
text variables: two corresponding to the context of the user (transport way and dis-
tance) and four corresponding to features of the items (parking, price, quality food,
and quality service). By default, all the information about the context of the user is
available for training and testing, and there is no uncertainty in the utility functions
defining the user profiles (i.e., the weight for the extra context attribute others, rep-
resenting unknown factors, is zero). It should be noted that the user utility functions
are used only for data generation purposes, but obviously they are assumed to be un-
known, and therefore not available to the recommendation algorithms. In Chapter 5,
we explain in more detail the context attribute others and utility functions.
8.3.1.1 Evaluating the Interest of a Context-Aware Approach
In this experiment, we evaluated the differences between the two recommendation
approaches (SVD and CM) for different numbers of ratings. So, four datasets were
generated with 10, 000, 50, 000, 100, 000 and 200, 000 ratings, respectively. The re-
sults comparing the mean squared errors (MAE) for the ratings predicted and the
F-measure metric (F1 with β = 1), that combines the effects of the recall and preci-
sion, are shown in Figure 8.16. As we can see, an approach that takes into account
the context factors achieves better results; the only exception observed is in the case
of the MAE for a low number of ratings (10, 000). Moreover, the model improves as
the number of ratings available to learn the model increases. The positive effect of
a higher number of ratings also holds with a traditional approach, but the impact is
more moderate in that case.
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Figure 8.16: SVD vs. CM (Na¨ıve Bayes): two classes (recommend / not recommend).
A similar trend can be observed if we consider the problem as a multi-class clas-
sification problem where each potential rating from one to five is a class, as shown in
8.3. Experimental Evaluation of DataGenCARS 191
Figure 8.17. Nevertheless, the effect of having five classes instead of only two leads
to an overall decrease in the performance, as expected.
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Figure 8.17: SVD vs. CM (Na¨ıve Bayes): five classes (integer value of rating).
This experiment shows that taking into account context data can have an impact
on the recommendations. So, it motivates the interest of having datasets including
context information, as DataGenCARS can provide.
8.3.1.2 Evaluating the Impact of the User Uncertainty
In this experiment, we evaluated the difference in the behavior of the two approaches
for different degrees of uncertainty regarding the rating behavior of the users and
considering 50, 000 ratings. To achieve this goal, we defined user profiles with a weight
different from zero for the special context attribute that represents factors not modeled
but that have an influence on the rating behavior of the user. For example, an extreme
uncertainty percentage of 100% (i.e., a weight of 1 for the special attribute “others”
in the user profiles and a weight of 0 for all the remaining attributes) represents
a user that rates items in a way apparently random, as the actual rating may be
based on attributes that have not been modeled in the user profiles. Introducing this
uncertainty leads to difficulties to learn appropriate models for the users, as it implies
that there are unknown attributes that have an impact on the behavior of the users
and whose values are not available.
Figure 8.18 shows how increasing the uncertainty leads to a higher MAE and a
smaller F-measure. The CM approach performs better in terms of precision, recall,
and F-measure. However, the traditional approach SVD outperforms CM in terms of
the absolute predicted rating (MAE) when there is significant uncertainty; neverthe-
less, as shown in Figure 8.16, the MAE decreases more abruptly with the number of
ratings in the case of CM, so this effect is minimized when we increase the number of
ratings over 50, 000.
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Figure 8.18: Impact of the User Uncertainty.
8.3.1.3 Evaluating the Impact of the Amount of Context
In this experiment, we evaluate the impact of the amount of context information
available on the performance of the context-aware recommendation algorithm consid-
ered. For this purpose, we generate seven datasets of 50, 000 ratings each, but with
a different average percentage of context information available, from 100% (i.e., all
the context data were provided with the ratings) to 10% (i.e., on average 10 out of
each 100−sized chunk of values of the context variables are available). Figure 8.19
shows how the MAE increases and the F-measure decreases when a higher portion
of the context data is unknown. For easier interpretation, we also show on the right
part of the figure the results obtained by a random recommendation approach (that
randomly predicts a rating between one and five for each element in the testing set)
and those obtained by a baseline recommendation approach that simply predicts the
most frequent rating.
8.3.2 Set of Experiments 2: Generating Realistic Datasets
In this set of experiments, our goal is to show how DataGenCARS can help in the
generation of realistic datasets. First, in Section 8.3.2.1, we present an experiment
where we generate a synthetic dataset of items that exhibits features similar to those
present in a pre-existing real dataset. Afterwards, in Section 8.3.2.2, we consider an
existing context-based dataset used for the evaluation of context-aware recommenda-
tion systems and we use it as a basis to generate synthetic datasets.
8.3.2.1 Flexible Generation of Datasets of Items
In this experiment, we evaluate the flexibility of DataGenCARS to generate any
desired dataset by specifying the features required for the data to generate, which
could be based on situations observed in the real world. For simplicity, we focus on
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Figure 8.19: Impact of the amount of context available.
the generation of a dataset of items. For practical reasons, we extracted the desired
features of the synthetic dataset to generate from an existing dataset: the popular
Iris plants dataset [Fis88], which is one of the example datasets provided by Weka.
First, we analyzed the main features of the Iris dataset and we observed that
there is a strong correlation between some of its attributes. This implies that some
attributes have to be generated at the same time to ensure consistent values. For
that purpose, we defined an item profile for each of the three classes considered in the
Iris dataset. The attributes considered relevant for the item profile are in this case
“petallength” and “petalwidth”, and for each of the three classes we determined the
appropriate range of values for those attributes, based on the real dataset available.
Then, we generated 150 instances (like in the original dataset) and we evaluated a
Na¨ıve Bayes classification algorithm on both the original and the synthetic datasets.
In Figure 8.5, we show the performance metrics obtained with the original and
synthetic datasets, by using Weka. As it can be observed, the performance over the
two datasets is similar.
MAE Precision Recall F-measure
Original dataset 0.0342 0.96 0.96 0.96
Synthetic dataset 0.0177 0.987 0.987 0.987
Table 8.5: Performance metrics obtained with the original and synthetic datasets
(Iris).
Moreover, we also evaluated the performance of the classification algorithm when
the entire synthetic dataset is used for training and the entire real dataset is used for
testing, obtaining the following performance metrics: MAE = 0.0519, precision =
0.949, recall = 0.94, and F -measure = 0.94, which are also similar to the values
obtained in Table 8.5. We also compared the attribute values themselves (average
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values, standard deviation, percentage of unique values, and number of items of each
profile), and the results obtained are also similar. Finally, we also performed other
tests generating more instances (500 and 1000), which lead to similar conclusions.
It should be noted that the purpose of this experiment is simply to show the
flexibility of DataGenCARS to generate any dataset required, by specifying the fea-
tures of the data that must be generated. In this case, we extracted the features
desired from an existing dataset just to be able to easily evaluate the suitability of
the dataset synthetically generated. Obviously, if we already have a dataset with
the features required, the original dataset can be directly used and there is no need
to generate a synthetic one. Nevertheless, in some cases it might be interesting to
extract the features from an existing dataset, change some features (statistics) as de-
sired, and generate a new dataset similar to the initial one but with modifications in
some of its original features: this would allow assessing the impact of these changes
on the performance of the recommendation algorithms evaluated. As an example,
it could be interesting to take an existing dataset, add temporal information (e.g.,
timestamps) to the ratings, segment those ratings according to specific time periods,
and adjust the ratings to simulate different rating behaviors of the users along time;
in this way, we could evaluate how a recommendation algorithm would perform when
the ratings are subject to seasonality (e.g., movie ratings for new releases may exhibit
different patterns than ratings for older movies, some items are more popular dur-
ing certain periods of the year, some preferences may change along time, etc.), even
if the original dataset does not include temporal information. As another example,
it could be interesting to evaluate the performance of a recommendation algorithm
when there are users behaving unexpectedly (e.g., submitting random ratings) and/or
submitting highly-biased and unreliable ratings; with DataGenCARS we could easily
simulate users that behave as spammers or that show a random behavior. In some
cases, we could be interested in removing redundancy or repeated user ratings in the
original dataset (e.g., the same user evaluating a single item several times in the same
context). As a final example, we could be interested in removing attributes from the
existing dataset or complete missing data, to show their impact on the performance
of the recommendation algorithm that must be evaluated.
8.3.2.2 Flexible Generation of Context-Enriched Recommendation Data-
sets
Now we consider a real dataset that incorporates context information and that can
be used for the evaluation of context-aware recommendation algorithms. The goal of
the experiments presented in this section is to show that DataGenCARS can gener-
ate suitable synthetic datasets that can mimic the desired characteristics of existing
scenarios. For that purpose, we consider, as a basis for comparison and inspiration,
the LDOS-CoMoDa dataset [KOK+11, Kosˇ11, OTTK13], which is a movie recom-
mendation dataset that incorporates context information. Specifically, it contains the
following information:
• User: age, sex (male, female), city, and country.
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• Movie: director, country, language, year, genres, actors, and budget.
• Context: time (morning, afternoon, evening, night), day type (working day,
weekend, holiday), season (spring, summer, autumn, winter), location (home,
public place, friend’s house), weather (sunny, rainy, stormy, snowy, cloudy), so-
cial environment (alone, partner, friends, colleagues, parents, public, family),
end emotion (sad, happy, scared, surprised, angry, disgusted, neutral), domi-
nant emotion (sad, happy, scared, surprised, angry, disgusted, neutral), mood
(positive, neutral, negative), physical status (healthy, ill), decision point (user
decided which movie to watch, user was given a movie), and interaction status
for movies that are rated more than once by the user (first interaction with a
movie, n-th interaction with a movie).
• Rating: on a scale of one to five.
Although the LDOS-CoMoDa dataset is not freely available, it is possible to re-
quest it by contacting the researchers that own it at the University of Ljubljana
(User-adapted Communications & Ambient Intelligence Lab). As in the experiment
shown in Section 8.3.2.1 (Iris dataset), we extracted the features desired from an
existing dataset just to be able to easily evaluate the suitability of the dataset syn-
thetically generated. For these experiments, we decided not to use the STS dataset
(studied in Section 8.2.1) because the context attributes in the STS dataset contain
many unknown values. The LDOS-CoMoDa dataset also lacks contextual information
but to a lesser degree.
Generating a Similar Dataset
The first experiment generates a synthetic dataset that tries to replicate the origi-
nal LDOS-CoMoDa dataset, by applying the workflow described in Figure 5.10 (see
Chapter 5). After replicating the dataset, we compared the histograms of the dif-
ferent user attributes in the original and generated datasets, the distributions of the
context variables in both, and the corresponding statistical properties of the ratings
generated. For illustration purposes, we show some histograms in Figure 8.20, where
for simplicity we represent the values of qualitative attributes with numbers rather
than showing the corresponding label. The similarities can also be observed for other
attributes not shown in the figure. We have compared the histograms of all the indi-
vidual context attributes in both the original and the synthetic dataset. The average
difference in the mean values of the variables is 0.022 and the average difference in
the variance is 0.034. Moreover, the maximum difference in the mean is 0.074 (for
an attribute representing the dominant emotion, that can take seven different values)
and the maximum difference in the variance is 0.146 (for an attribute representing
the social environment, that can take seven different values). The average correlation
coefficient when comparing the frequency distribution of values of each original and
synthetic variable is 0.9989, being the minimum value 0.9934 (for the attribute rep-
resenting the dominant emotion), which indicates a very strong positive correlation
between the original dataset and the generated one.
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The results show the ability of DataGenCARS to generate datasets of appropriate
quality, including the capability to reproduce context data perceived in available real-
world situations. It should be noted that, instead of considering a real dataset (the
LDOS-CoMoDa dataset, in this case), we could have performed this experiment by
comparing two datasets generated by DataGenCARS; however, the results obtained
in that case would be optimistic, as we would be using the same tool to generate the
two datasets.
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Figure 8.20: Generating a dataset similar to LDOS-CoMoDa: some example his-
tograms.
In Figure 8.21, we show the results of the recommendation algorithms for the
original LDOS-CoMoDa dataset and the synthetic dataset generated based on LDOS-
CoMoDa. The algorithm applied when context variables are considered is CM and
the algorithm applied when context variables are not taken into account is SVD (like
in Section 8.3.1). As we can observe in the figure, the results are similar in both
cases, which shows that the synthetic dataset is able to capture the main features of
the original existing dataset. By comparing the performance on both the original and
the synthetic datasets, we can observe that the maximum difference in the MAE is
0.073 and the maximum difference in the F1-measure is 0.017. These differences can
be considered to be very small: the algorithms predict ratings between 1 and 5 and
the MAE is less than 0.1 in the worst case, which represents a very small deviation
of the accuracy.
An alternative way to evaluate the differences observed when the dataset is gener-
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Figure 8.21: Synthetic dataset based on an existing one (LDOS-CoMoDa): recom-
mendation performance (considering the datasets separately).
ated synthetically is shown in Figure 8.22. In this case, we compare the performance of
the recommendation algorithm with the original dataset (in each fold, 70% of the data
is used for training and 30% of the data is used for testing) with the performance
obtained when the recommendation algorithm is trained using the entire synthetic
dataset and the entire real dataset is used for testing. Again, the differences observed
are quite small.
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Figure 8.22: Synthetic dataset based on an existing one (LDOS-CoMoDa): recom-
mendation performance (only the original dataset vs. training with the synthetic
dataset).
Enlarging a Dataset
To generate the results shown in Figure 8.23, we follow a different strategy. We select
a 10% of the ratings of each user in the original dataset LDOS-CoMoDa and we apply
the workflow described in Section 5.2.3 to generate a higher number of ratings (the
number of ratings that were available in the whole original dataset LDOS-CoMoDa,
that is, 2296 ratings). Again, the results obtained with the original and synthetic
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datasets are similar.
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Figure 8.23: Synthetic dataset based on a subset of an existing one (LDOS-CoMoDa):
recommendation performance.
Completing a Dataset
As a final experiment, we generate a new dataset by replacing the unknown values in
the original dataset LDOS-CoMoDa with other values (i.e., we replace unknowns, as
described in the workflow presented in Section 5.2.4). Figure 8.24 shows the results
obtained when applying the recommendation algorithm CM to both datasets. The
results obtained are similar, as in both cases we are using a recommendation algorithm
that takes into account the context variables and the percentage of unknown values
in the original dataset is, in this case, only 3.27%.
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Figure 8.24: Completion of unknown values: recommendation performance.
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8.4 Experimental Evaluation of a Use Case Scenario
In this section, we present an experimental evaluation considering a specific example
scenario: the recommendation of works of art in the MoMA museum (see Chapter 6).
This evaluation has been performed to show the feasibility and the benefits that
context-aware mobile recommendations can offer over other recommendation strate-
gies. First, we describe the experimental settings used for the evaluation of a mobile
P2P context-aware recommendation approach. Then, we discuss the experimental
results obtained.
8.4.1 Experimental Settings for the Museum Scenario
The scenario of the museum and the simulation prototype developed were described
in detail in Chapter 6. In these experiments, the evaluated user is initially located
at the front door of the museum and follows a path suggested by the context-aware
recommendation application installed on her/his mobile device, while the other mu-
seum visitors start from a random location within the museum and follow other
synthetically-generated trajectories. The experimental settings used for evaluation
are shown in Table 8.6.
In the experiments performed, we evaluate the Trajectory and User-Based Collab-
orative Filtering approach described in Section 4.3, that we will denote T&UBCF, by
using pure mobile P2P ad hoc communications. Rather than assuming the availability
of a centralized server storing a large database of rating information, the idea is that
mobile users will propagate partial amounts of rating data in an opportunistic way,
that is, when they meet each other in the physical space. As baselines for comparison,
we also consider the following recommendation alternatives:
• Completely-random recommender (FULLY-RAND): the user visits works of art
recommended in a completely random manner, even if this means changing from
one room to another that may be located far away. This is expected to be the
worst approach possible, as the user could potentially have to traverse very large
distances between observations.
• Exhaustive visit recommender (ALL): the user is recommended to visit all the
works of art in her/his current room, then an exit (the stairs, that allow changing
from one floor to another, or a door) is recommended randomly, guiding the user
to a different room, and so on.
• Nearest Point Of Interest recommender (NPOI): the user is recommended to go
to the nearest POI (a work of art or an exit) in the museum. If the nearest POI
is an exit/door, then the user leaves the current room.
• Centralized recommender (Centralized) [dCRHIHTL17c]: a central server stores
information about all the ratings that are released along time and, based on all
these data available, a user-based collaborative filtering strategy is applied. The
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Parameter Default value
Number of items 240 items
Number of simultaneous visitors (floors 4 and 5) 176 visitors (inspired by [PdSS16])
Trajectories followed by other visitors in the
museum
50% of the visitors moving always to the nearest
POI (NPOI strategy) & 50% of the visitors
observing works exhaustively (ALL strategy)
Visiting time in the museum 1 hour
Visitor’s average speed 3 Km/h
Observation time (of a painting or sculpture) 30 seconds
Time needed to change to another floor (take the
stairs or the elevator)
60 seconds
Number of recommended items to keep in the
result list (K)
10 items
Recommendation threshold (1-5) 2.5
Knowledge base increase threshold 40 new ratings
Minimum time interval between successive
recommendation updates
30 seconds
Similarity threshold for the UBCF algorithm 0.5 (Pearson correlation)
TTL of the data to propagate 3 minutes
Communication latency 1 second
Communication bandwidth 54 Mbps (IEEE 802.11g)
Communication range 250 meters
Communication obstacles
Walls block signals (each data communication
limited to a single room)
Retransmission period 1 second
Table 8.6: Experimental settings for the museum use case scenario.
k items with the highest estimated rating and exceeding the predefined recom-
mendation threshold are re-ordered in order to minimize the distance traversed
by the user, and the sorted list is finally recommended to the user.
• Know-It-All recommender (Know-It-All): the trajectory and user-based collab-
orative filtering strategy T&UBCF is applied, but assuming complete knowledge
about all the real ratings that the other visitors would provide.
• K-Ideal recommender (K-Ideal): the real ratings are considered and the k items
with the best real ratings (not seen yet by the user) are recommended, after
re-ordering them according to the shortest trajectory passing through those
items.
All the strategies were implemented within the context of the generic framework
described in Chapter 3 and using Apache Mahout [Apa14]. For the strategies based
on collaborative filtering, in order to alleviate the cold start problem, when there is
not enough data to obtain a recommendation we apply a default NPOI strategy.
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The last two strategies assume complete knowledge about the real ratings that
the other visitors would provide for each work of art in the museum. Obviously, it is
unrealistic to assume that this information could be available (it includes knowledge
about votes that have not been released), and therefore the performance of these
last two approaches could be considered as a top-level performance that might be
potentially obtained if complete knowledge about the other visitors was available.
8.4.2 Experimental Results for the Museum Use Case
In this section, we present the experiments performed and the results obtained, that
show the interest of our proposal. In this set of experiments, we evaluate a P2P
deployment of our T&UBCF recommendation approach. The main goal of these
experiments is to analyze the potential feasibility of deploying mobile CARS by using
exclusively mobile P2P communications. Rather than assuming the availability of
a centralized server storing a large database of rating information, the idea is that
mobile users will propagate partial amounts of rating data in an opportunistic way,
that is, when they meet each other in the physical space.
In Figure 8.25, we show the average of the ratings provided by the user for the
items she/he observed in the museum, considering a rating scale in the range of one
to five. For the mobile P2P approach, we considered two possible cases: one where
the TTL of the data transmitted is set to three minutes (i.e., a vote stops propagating
after three minutes of its initial release) and another one where the TTL is ∞ (i.e.,
all the data are kept alive in the network during the whole simulation). In both
cases, we observe that the P2P strategy achieves a higher average rating than most
strategies (FULLY-RAND, NPOI, and ALL). The only exceptions are the Centralized
strategy, that behaves slightly better than mobile P2P thanks to a higher availability
of information (all the data are collected by a centralized server and made available
to the recommendation process), and Know-It-All and K-Ideal, which are unrealistic
ideal alternatives. Although the differences between the ALL and P2P strategies do
not seem very significant, the ALL strategy implies that the user sees more items that
he/she does not particularly like (no likes), as we will explain below with Figure 8.26.
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Figure 8.25: Average rating provided for the items observed in the museum use case.
Figure 8.26 shows the number of likes (items observed and particularly-well rated
by the user with a score no smaller than 3.5 in a scale of one to five), no likes
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(items rated by the user with a score below 3.5), and the difference between them.
The P2P variants exhibit a performance close to the centralized strategy and are only
outperformed by that centralized approach and by the ideal and unrealistic strategies.
Although NPOI achieves a high number of likes, it also leads to a considerably high
number of no likes, and so an overall higher dissatisfaction. Besides, as it was shown
in Figure 8.25, the average rating obtained with NPOI is also lower than with other
strategies.
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Figure 8.26: Likes and no likes in the museum use case.
We also analyzed the evolution along time of the proposed mobile P2P recommen-
dation approach. First, in Figure 8.27 we can see the number of votes released along
time. Figure 8.28 depicts the MAE in the predicted rating of the items observed by
the user during her/his visit to the museum. The dashed trend line depicted in Fig-
ure 8.28 shows that, as expected, the quality of the recommendations improves along
time (i.e., the MAE decreases), as the knowledge base stored on the user’s mobile
device (initially empty) increases in size thanks to the mobile P2P communications
with other users.
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Figure 8.27: Votes provided by the visitors along time.
Moreover, we have also evaluated the impact of other intermediate TTL values
(between 3 minutes and ∞) on the performance of the mobile P2P recommendation
approach (see Figures 8.29 and 8.30): higher TTL values eventually lead to larger
local databases and a higher recommendation accuracy, at the expense of a higher
number of network communications.
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Figure 8.28: Prediction error along time.
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(a) Number of items stored in the local database.
0
1,000
2,000
3,000
4,000
5,000
6,000
7,000
8,000
9,000
10,000
3 15 30 45 ∞
N
u
m
b
e
r 
o
f 
it
e
m
s 
in
se
rt
e
d
 in
to
 t
h
e
 
lo
ca
l d
at
ab
as
e
 t
h
ro
u
gh
 p
ro
p
ag
at
io
n
TTL (minutes)
0
1,000,
2,000,
3,000,
4,000,
5,000,
6,000,
7,000,
8,000,
9,000,
10,00 ,
3 15 30 45 ∞
N
u
m
b
e
r 
o
f 
it
e
m
s 
p
ro
p
ag
at
e
d
TTL (minutes)
(b) Number of items propagated.
Figure 8.29: Item propagation for different TTL values in the museum use case.
As a conclusion, the experimental results show that the mobile P2P recommenda-
tion approach provides satisfactory results while avoiding the potential inconveniences
of a centralized approach. Obviously, the centralized approach is slightly better be-
cause it applies the same recommendation process but it exploits a larger database to
learn appropriate recommendation models; instead, the mobile P2P alternative relies
on a local database with information collected opportunistically by the mobile device,
rather than a centralized database with all the information generated until then.
The experiments presented above are a set of representative results. Through other
experiments using user trajectories that lead to highly-skewed distributions of visitors
in the museum, we have observed that in those cases the cold start problem might
re-appear when there is a major change in the user’s location: as the information
propagated through the ad hoc network tends to spread over the spatial area only
gradually, reaching an area with a small number of visitors could be problematic at the
beginning; for example, if the user moves to a floor of the museum where the number
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Figure 8.30: MAE for different TTL values in the museum use case.
of visitors is very small, it could happen that the local database on her/his mobile
device initially has little information about the works of art in that floor, which would
lead to poor predictions about those works. A mixed P2P approach, based on some
support fixed nodes located at strategic places and storing some information about
ratings released in nearby areas, could be used to help to diminish this problem.
8.5 Summary of the Chapter
In this chapter, we presented a prototype of the MOONRISE framework and a set of
experiments that show the interests of our MOONRISE framework and the DataGen-
CARS synthetic dataset generator. In our proposal, we first compared the different
pull-based recommendation paradigms (pre-filtering, post-filtering, and contextual
modeling) for mobile environments. Then, we presented an evaluation of DataGen-
CARS. A complete experimental evaluation showed the interest of a tool like this one,
given the scarce availability of rich context-enhanced datasets that can be used for
recommendation evaluation purposes. Finally, we described the experimental evalua-
tion that we have performed in a real use-case scenario of recommendations of works
of arts to observe in the MoMA museum. The results obtained show the interest of
context-aware mobile recommendations. Besides, this case study also represents a
contribution to fill the gap between the design and evaluation in CARS, as we ex-
ploited the DataGenCARS tool in a mixed scenario built using both real data and
synthetic data, to evaluate a recommendation approach for an indoors scenario.
In addition to the experiments presented in this chapter, in Appendix C, we present
experimental results for two alternative solutions to the problem of identification of
the type of item that the user specifies in a pull-based recommendation: one based on
the use of the Hidden Markov Model and another one exploiting Information Retrieval
techniques (described in Section 4.1.6).
Chapter 9
Conclusions
In this chapter, we present some conclusions about the work presented in this dis-
sertation. First, we summarize our main contributions to the field of context-aware
recommendation systems. Second, we discuss the evaluation results obtained. Finally,
we indicate some open lines of work for future research.
In this thesis, we have focused on the study of mobile context-aware recommenda-
tion systems and presented a novel context-aware recommendation architecture that
aims to facilitate the development of context-aware recommendation applications for
mobile environments. It supports up-to-date recommendations of relevant items to
users with mobile devices moving through predefined paths (e.g., road networks) or
freely in the space, different scenarios of recommendation, static and dynamic context
information, pure P2P ad hoc communications, as well as recommendations based on
pull and push approaches. In this way, we comply with our general research goal
and answer the scientific questions initially identified during the research design. We
briefly summarize in the following those research questions and the tasks performed
in this thesis to answer them:
• What is the technological background related to context-aware recommendations
in mobile environments?
– We studied the current state of the art of context-aware recommendation
systems for mobile users. During the research process, we paid particular
attention to the fact that, in addition to other context information, the mo-
bility of users and items is important to determine the appropriate answer
to a recommendation query or to proactively suggest items of interest, and
proposed to modify the context-aware recommendation paradigms to keep
the answer up-to-date. With our research, we attempt to overcome the
existing gap between context-aware recommendation systems and mobile
computing.
– We analyzed the theoretical bases related to the fields of context-aware
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recommendation systems and mobile computing, with the purpose of im-
proving the effectiveness of the recommendations.
• How could we develop data management techniques that enable the deployment
of a context-aware recommendation system for mobile environments?
– We designed a context-aware recommendation architecture for mobile com-
puting environments, that can facilitate the development of context-aware
recommendation applications for mobile users.
• How could we determine the potential interest of these types of context-aware
mobile recommendations?
– We performed a set of experimental evaluations that show that the effec-
tiveness of context-aware recommendations for mobile users can improve
by considering contextual information in the recommendation process.
• How could we evaluate the architecture proposed for the validation of the results
in several application domains?
– We developed an automatic generator of synthetic datasets, called Data-
GenCARS, in order to alleviate the problem of the lack of datasets suitable
for the evaluation of context-aware recommendation systems.
– We developed a simulation application for a specific use case scenario,
due to the difficulty of testing our architecture in a real environment. It
supports the simulation of a museum scenario to test context-aware rec-
ommendation systems for mobile users that may exchange data by using
pure P2P ad hoc communications. We performed several experimental
evaluations that show the benefits of our proposal.
As far as we know, no existing work addresses the development of flexible and
generic architectures that facilitate the implementation of context-aware recommen-
dation systems for mobile computing environments over a distributed infrastructure.
Furthermore, we are also pioneers in implementing a synthetic data generator for
the evaluation of context-aware recommendation systems, called DataGenCARS, mo-
tivated by the lack of datasets available for that purpose. Both contributions are
a relevant novelty in the literature of context-aware recommendation systems and
mobile computing.
9.1 Main Contributions
In the following, we describe in more detail the main contributions of our work.
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9.1.1 Context-Aware Mobile Recommendation Architecture
Our proposed architecture is generic, extensible, and adaptable to the requirements
of specific types of recommendations. It is composed of three architectural layers, that
contain the necessary modules to exploit context-aware recommendations in mobile
environments.
The architecture provides several traditional recommendation algorithms (e.g., col-
laborative filtering recommendation and content-based recommendation algorithms),
the possibility to combine several recommendation algorithms, and context-aware rec-
ommendations based on pull and push approaches. As the pull-based recommendation
and push-based recommendation approaches are designed for mobile environments,
dynamic context information can be exploited, which can be obtained by using sensors
embedded in the mobile devices of the users. The modules access the local database
of the mobile user, by using the repository manager module, for the generation of rec-
ommendations of items, which are automatically updated as needed (e.g., at a certain
refreshment frequency).
Moreover, the information exploited by context-aware recommendation systems,
can be stored in a distributed way on the users’ mobile devices, that can disseminate
their local data by using pure P2P networks that exploit exclusively short-range wire-
less ad hoc communications (e.g., Wi-Fi, Bluetooth, etc.). In this scenario, the mobile
devices of the users would behave as peers and enrich their local database through
data sharing (exchange of rating information) between them under specific conditions
and in an opportunistic way, when they become neighbors from a communication
point of view.
9.1.2 Context-Aware Mobile Recommendation Approaches
In the logic layer of the architecture, the pull-based recommendation and push-based
recommendation approaches are the main modules. Both approaches are generic and
can be adapted to different mobile computing scenarios and domains. In this way,
with the proposed architecture, recommendation systems could dynamically capture
and update context information without the user intervention, by using different sen-
sors embedded in the mobile devices. Thus, mobile users could minimize the effort of
explicitly entering static context information into the recommendation system. Fur-
thermore, they could automatically update the list of recommended items (e.g., at a
certain refreshment frequency).
In addition, these recommendation approaches allow the user to optionally specify
her/his context criteria (or preferences) about the importance of different context
variables, by adjusting one or all the weights of the variables. For example, for a user
who requires restaurant recommendations, the most relevant context variable could
be the transport way she/he is using and the distance to each restaurant. Finally,
they can apply hard and soft context constraints. Thus, the mobile user can receive
items that satisfy specific conditions (on the values of certain context variables),
by specifying hard constraints (e.g., a location-dependent constraint that requires
that the recommended items must be near the user), or retrieve items according to
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her/his preferences (regarding the impact of the different context variables), which
are understood as soft constraints.
On the one hand, pull-based recommendations provide relevant items to the mobile
user based on an explicit query submitted by her/him. The main features of this
approach are:
• It supports the specification of an item type (e.g., restaurant) or keywords (e.g.,
place to eat) as the query. In case the user enters keywords, the system is
able to infer the item type required by the user, by using HMM-based and IR-
based methods. In this way, users can specify queries that fit their needs and
without having to know in advance the item types that have been defined in
the recommendation system.
• It evaluates the user’s request as a continuous query, and thus the items sug-
gested to the user are automatically updated by the recommendation system
(until the query is explicitly canceled by the user), recalculating the answer to
the corresponding query in an efficient manner when the contextual situation
changes.
• It allows applying any of the pre-filtering, post-filtering and contextual model-
ing recommendation paradigms, which incorporate context information in the
recommendation process in order to increase the effectiveness of the recommen-
dations.
On the other hand, push-based recommendations proactively provide relevant items
to the mobile user when the current context situation is considered appropriate. Thus,
the recommendation system relieves the user from having to type or introduce signif-
icant information as an input. The main features of this approach are:
• It recommends relevant items to the mobile user without an explicit request by
her/him.
• It decides when the contextual situation is appropriate to push recommendations
to the user, avoiding an overload of information on the user’s mobile device.
• It is based on the pre-filtering and post-filtering recommendation paradigms.
Thus, in a first phase of pre-filtering, the system ignores items out of the scope
of the user’s context, and then a traditional recommendation algorithm is used
to obtain candidate items to suggest. In a second phase, the post-filtering
approach is applied to resolve potential conflicts between candidate items (e.g.,
recommendations for different overlapped environments).
Besides, we considered, as an example of push-based recommendation, a trajectory-
based recommendation approach, that takes into account context data such as the
location of the mobile user and her/his trajectory to proactively push personalized
recommendations in real-time.
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9.1.3 DataGenCARS: A Synthetic Dataset Generator
One of the major issues that we have identified in the field of context-aware recommen-
dation systems is the lack of suitable datasets that incorporate context information.
Motivated by this, we developed DataGenCARS, a synthetic dataset generator that
can be used for the automatic generation of datasets which are appropriate for the
evaluation of context-aware recommendations algorithms (User×Items×Contexts→
Rating). The main features of this tool are:
• It is generic, as it can fit different application domains and sets of needs, by
appropriately defining a set of input data files that will direct its behavior.
• It presents a flexible definition of input data files (e.g., user schemas, user
profiles, item schemas, and context schemas) for the generation of synthetic
datasets.
• It facilitates a realistic generation of ratings and attributes of items.
• It allows mixing real and synthetic datasets.
• It provides functionalities to analyze existing datasets as a basis for synthetic
data generation.
• It supports the automatic mapping between item schemas and Java classes.
• It allows applying different workflows, such as the generation of a dataset simi-
lar to an existing one, the generation of a completely-synthetic dataset, increas-
ing the number of ratings in an existing dataset, completing unknown context
information in an existing dataset, and composing different workflows. The ap-
plication of one workflow or another depends on the purpose of the dataset to
be generated.
A set of experimental evaluations show the interest of a tool like this one, given
the scarce availability of rich context-enhanced datasets that can be used for recom-
mendation evaluation purposes. It also shows that it is possible to generate datasets
that exhibit any required behavior, including both those observed in real situations
and others that could arise in hypothetical scenarios. Therefore, it represents an in-
teresting tool that can help to alleviate the problem of scarcity of datasets suitable
for the evaluation of recommendation strategies, especially those that require rich
context information.
9.1.4 Experimental Evaluation
Our contributions have been tested through an extensive set of experimental evalua-
tions that, among other aspects, show that:
• Incorporating context data in the recommendation process can improve the
effectiveness of recommendation systems for mobile users.
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• Considering data distributed among the mobile devices of the users and shared
opportunistically in a P2P way is a feasible option.
Besides, we have also performed other experiments, among which we can highlight
those that support the development of the DataGenCARS tool.
9.2 Evaluation of Results
The results of the thesis presented in this document have been published in rele-
vant international journals, conferences, and workshops. In the following, we briefly
describe these publications in approximate chronological order and grouped by topic:
• Publications related to the proposed architecture:
– In [dCRHI14c], we outlined the basics of our architecture, designed to
support an easy development of context-aware recommendation systems
for mobile computing environments.
– In [HITdCRH15], we focused on the design of a theoretical framework
that puts forward a novel approach to model push-based recommendation
processes for mobile users through the use of the concept of environments.
– In [dCRHITLG16], we formalized the problem of keyword-based searching
for pull-based recommendations and evaluated two alternative solutions:
one based on the use of the Hidden Markov Model and another one ex-
ploiting Information Retrieval techniques.
– In [dCRHI16], we described in detail our architecture, that facilitates the
development of context-aware recommendation systems for mobile users,
focusing particularly on pull-based recommendations, which accommodates
the pre-filtering, post-filtering, and contextual modeling paradigms.
– In [dCRHIHTL17c], we presented a simulation application that allows
testing a trajectory-based context-aware recommendation system able to
proactively push relevant items to mobile users, assuming the availability
of a centralized server that stores a large database about all the ratings
that are released along time.
– In [dCRHITH17], we focused on analyzing the possibility of using pure
mobile P2P networks to exchange relevant data in contexts where no cen-
tralized database or server exists.
• Publications related to the synthetic data generator DataGenCARS:
– In [dCRHIHTL17a], we presented DataGenCARS, a complete Java-based
synthetic dataset generator that can be used to evaluate the suitability of
context-aware recommendation systems.
• Publications related to bibliographic reviews:
9.3. Future Work 211
– In [dCRHITLH15], we provided a survey of location-aware recommenda-
tion systems in mobile computing scenarios.
– In [IHTLdCRH15], we presented a review of the state of the art on the use
of sensors in mobile context-aware recommendation scenarios.
During the thesis we have also presented our research plans and some interme-
diate results in national conferences and events, such as [dCRHI14b, dCRHI14a,
dCRHGITL15, dCRHIHTL17b]. Besides, out of the main topic of this thesis but
also on the topic of recommendation systems, we have collaborated with work devel-
oped by the University of Modena and Reggio Emilia (Italy) [CGI+15, CGI+17].
Concerning other parameters that measure our contributions, one of our pa-
pers [dCRHI16], where we focus on the proposed architecture and pull-based context-
aware recommendations for mobile environments, is cited in a recent PhD thesis
defended at the University of Macedonia (Greece) [Pol17]. As we have also done,
the author emphasizes that one of the major issues identified in the literature of
context-aware recommendation systems is the lack of good-quality datasets and that
most datasets are domain specific. Other works where references to our papers can be
found are [YLS+16, PGPS16, MYDA´lG+16, NACH17, PG17, SS17a, SS17b, NWS17,
HKLK17, MPCB16, PGPS15, BH16, ATM17, YLY+16], where we can highlight refer-
ences from journals such as IEEE Communications Surveys and Tutorials [YLS+16],
Computer Standards & Interfaces [PG17], the International Journal of Distributed
Sensor Networks [HKLK17], and Wireless Personal Communications [NWS17].
9.3 Future Work
The field of context-aware recommendation systems is still a recent area of research.
This thesis constitutes a step forward in this area, but there are still interesting
research avenues to explore. In the following, we mention some aspects that we would
like to consider:
• We would like to continue the development of our architecture, with a spe-
cial emphasis on the design, implementation and evaluation of the Sentiment
Analyzer, User Reliability Analyzer, Rating Reliability Analyzer, and Sensing
Engine modules. Besides, we plan to implement the proposed Push-Based Rec-
ommendation module and evaluate it in several scenarios. Afterwards, we would
like to release the implemented framework as an open source project.
• We could study the use of ontologies to encode knowledge about the different
types of items and scenarios as well as rules to define actions to perform with
context changes.
• We plan to perform additional tests considering other application scenarios.
• We would like to study and incorporate users’ privacy-preserving methods for
context-aware recommendation systems in the proposed architecture.
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• Regarding DataGenCARS, we plan to develop a graphical user interface to
facilitate the definition of the different configuration files and schemas exploited
by DataGenCARS and its use. Besides, we would like to incorporate strategies
for the generation of dynamic events (e.g., road blocked, traffic jam, parking
space available, special offer in the context of shopping recommendations, etc.)
that may be taken into account by advanced context-aware recommendation
systems during recommendation processes targeted at mobile users. Finally,
we could incorporate more advanced data generation strategies, for example
to represent effects like the temporality of user profiles (changes of the user
preferences along time) or the overall loss of interest in specific items that may
go out-of-fashion.
In general, the goal of our future lines of research will be to continue exploring
the challenges related to the development and use of context-aware recommendations
systems in mobile computing scenarios.
Appendix A
Relevant Classes of the
Prototype of the Architecture
In this appendix, we provide more details of the prototype of the proposed architec-
ture, described in Chapter 3. The main modules in our prototype are the following:
• RepositoryManager (see Figure A.1). It contains the DBConnection class, to
establish the connection to a relational database, as well as the DataAccessLayer
class, that implements the DataAccess interface and allows access to the data
stored in a database, hiding the details of the procedure needed to access data
(use of SQL queries) to other modules.
Figure A.1: Class diagram of the RepositoryManager module.
• UserProfileAndContextManager (see Figure A.2). It contains the DBDataModel
class, that extends the AbstractDataModel class of Apache Mahout, to access not
only data of users, items and ratings, but also context data. The resulting data
(obtained by using the methods contained in this class) can then be exploited in
different recommendation algorithms. This module uses the Repository Manager
module.
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Figure A.2: Class diagram of the UserProfileAndContextManager module.
• Recommendation. It contains the following modules: TraditionalRecommen-
dation, HybridRecommendation, ContextAwareRecommendation, and PullBase-
dRecommendation. These modules extend the AbstractRecommender class and
implement the Recommender interface of Apache Mahout. In addition, each
one of these modules make use of the UserProfileAndContextManager module.
• TraditionalRecommendation (see Figure A.3). It contains the PopularityBase-
dRecommendation and ContentBasedRecommendation classes. The first class
recommends the most popular items. The second class applies a traditional
content-based recommendation, by using the cosine similarity measure. The
design of this module uses and follows the same class structure provided in
Apache Mahout [Apa14]. Hence, the collaborative filtering recommendation
classes of Apache Mahout can also be used from our prototype. In addition,
we include the CosineItemSimilarity class in our prototype, which implements
the cosine similarity measure. This class extends the AbstractItemSimilarity
abstract class of Apache Mahout, and can be used to determine the similarity
between items, by considering features that describe them.
• ContextAwareRecommendation (shown in Figure 8.2, in Chapter 8). It contains
the PrefilteringBasedRecommendation, PostfilteringBasedRecommendation, and
ContextualModelingBasedRecommendation classes, which implement the differ-
ent context-aware recommendation paradigms (described in Section 2.3.1) and
extend the AbstractContextAwareRecommendation abstract class.
• PullBasedRecommendation (see Figure A.4). It contains the PullBasedRecom-
mendation class, that implements the pull-based recommendation approach (ex-
plained in Section 4.1). This class uses the ContextAwareRecommendation mod-
ule.
• KeywordSearch. It contains the HMMBasedSearch and IRBasedSearch classes,
and it can be used by the PullBasedRecommendation class for the identification
of the type of item required by the user, by using keywords (see Section 4.1.6).
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Figure A.3: Class diagram of the TraditionalRecommendation module.
Figure A.4: Class diagram of the PullBasedRecommendation module.
• HybridRecommendation (see Figure A.5). It contains the AbstractHybridRec-
ommendation abstract class, which can be implemented by several types of hy-
bridization (see Section 2.2.3). However, in this prototype we only implemented
the weighted hybridization type (in the AbstractWeightedStrategy class). In this
class, the predicted rating of an item is determined from the results of all the
recommendation models (of the Recommendation module) applied separately.
The AbstractWeightedStrategy abstract class is extended by the WeightedAddi-
tiveStrategy, WeightedAverageStrategy, WeightedMinimumStrategy, and Weight-
edMaximumStrategy implementation classes, that determine the sum, average,
minimum, or maximum, respectively, of all the item ratings estimated by the
recommendation models applied.
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Figure A.5: Class diagram of the HybridRecommendation module.
Appendix B
DataGenCARS: Architecture
Details
In this appendix, we present details of the DataGenCARS architecture, described in
Chapter 5. In Section B.1, we explain the definition, structure and contents of input
files (e.g., schema, profile and configuration files) required by DataGenCARS for the
generation of synthetic data. In Section B.2, we present the output files (e.g., user,
item, context and rating files) generated by DataGenCARS. In Section B.3, we show
a detailed view of the architecture and the classes that compose it.
B.1 Input Files for DataGenCARS
The input files are text files with a human-readable format. In the following, we
summarize the structure and contents of the input files used to define schemas (user
schemas, types of items, and contexts) and dataset generation parameters.
B.1.1 Definition of Schemas
User schemas, contexts, and types of items, are defined by means of three text files:
user schema (see Figure B.1), context schema (see Figure B.3), and item schema (see
Figure B.2, where for simplicity a single attribute is considered), respectively. Each
schema is composed by a list of attributes (attribute names and types/domains)
and references to Java class generators that will generate values for the different
attributes. The user schema also includes an attribute representing the user profile
(each generated user will be assigned one among the different user profiles defined).
The schema of the types of items also includes an attribute for the item profile (needed
to ensure the consistency among attribute values, as explained in B.1.2), as well
as additional constraints such as the specification of uniqueness for the generated
attribute values (if required).
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type=user 
number_attributes=4 
 
name_attribute_1=age  
type_attribute_1=Integer 
minimum_value_attribute_1=15 
maximum_value_attribute_1=63 
generator_type_attribute_1=data.generator.attribute.RandomAttributeGenerator 
 
name_attribute_2=sex  
type_attribute_2=String 
number_posible_values_attribute_2=2 
posible_value_1_attribute_2=F 
posible_value_2_attribute_2=M 
generator_type_attribute_2=data.generator.attribute.RandomAttributeGenerator 
 
name_attribute_3=city  
type_attribute_3=String 
number_posible_values_attribute_3=3 
posible_value_1_attribute_3=Zaragoza 
posible_value_2_attribute_3=Granada 
posible_value_3_attribute_3=Valencia 
generator_type_attribute_3=data.generator.attribute.RandomAttributeGenerator 
name_attribute_4=country 
type_attribute_4=String 
generator_type_attribute_4=data.generator.attribute.FixedAttributeGenerator 
input_parameter_attribute_4=United States # all the users live in the USA  Figure B.1: Simplified example of a user schema file.
B.1.2 Definition of Profiles
user profile : is a comma-separated values (CSV) file that describes the different
user profiles desired (see Figure B.4). Each line contains the description of a user
profile (i.e., the utility function of the user), which consists of the identifier of the
user profile and a sequence of weights to apply to the values of each of the relevant
attributes defining the context of the user and the type of item. To better emphasize
the relative importance of each attribute, the sum of all the weights should add
up to one. DataGenCARS includes a functionality for automatic readjustment or
normalization of the weights, that respects the desired relative importance of each
attribute.
The domain of values of each (numeric or categorical) attribute is assumed to
be ordered in a meaningful way, but some users may prefer lower values for a given
attribute and others may prefer higher values. Therefore, next to each weight, it is
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type=item 
number_attributes=1 
 
name_attribute_1=director_movieCountry 
type_attribute_1=AttributeComposite 
number_maximum_subattribute_attribute_1=2 
name_subattribute_1_attribute_1=director 
name_subattribute_2_attribute_1=movieCountry 
generator_type_attribute_1=data.generator.attribute.RandomLineAttributeGenerator 
input_parameter_attribute_1=movie_information.csv 
important_weight_attribute_1=true 
Figure B.2: Simplified example of an item schema file.
possible to identify if higher (+) or lower (−) values of the corresponding attribute
are preferred. This provides significant flexibility, as the only requirement is the need
to define the range of values of each relevant attribute in any significant order: some
user profiles may prefer lower values of the range (−) and other profiles could rather
choose higher values (+). For instance, for the attribute “ambiance” of a restaurant
and a range of values defined as “extremely calm”, “calm”, “normal”, “lively”, “very
lively”, some users may prefer calm environments while others may have a tendency
towards trendy and active environments.
It should be noted that, in general, not all the attributes of the context and types
of item are relevant for the user profile (e.g., the specific name of an item of type
“hotel”, for example, is usually irrelevant). Consequently, the schemas of items and
contexts (item schema and context schema) include labels to mark the attributes that
are relevant to define the user profile. Moreover, the header of the file user profile
indicates the names of the relevant attributes that will be considered in the profiles
defined in the following lines of the file.
item profile : is a text file that describes the different profiles defined for the
generation of values of attributes in a consistent way (see Figure B.5). As an example,
this file allows the definition of a profile “good” for a restaurant indicating that in such
a profile we would expect, in general, values “excellent” or “good” for the attributes
“quality of food” and “quality of service”. DataGenCARS enables a flexible definition
of the different profiles required, for example allowing overlapping among values (e.g.,
“good” may be an expected/suitable value of an attribute for both the profiles “good”
and “normal”).
B.1.3 Configuration of a Dataset Generation Process
generation config : is a text file that contains parameters to configure the dataset
generation process (see Figure B.6). For example, it allows defining: the percentage
of items to generate for each item profile; the percentage of users to generate for
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type=context 
number_attributes=3 
 
name_attribute_1=time  
type_attribute_1=String 
number_possible_values_attribute_1=4 
possible_value_1_attribute_1=morning 
possible_value_2_attribute_1=afternoon 
possible_value_3_attribute_1=evening 
possible_value_4_attribute_1=night 
generator_type_attribute_1=data.generator.attribute.RandomAttributeGenerator 
important_weight_attribute_1=true 
 
name_attribute_2=season  
type_attribute_2=String 
number_possible_values_attribute_2=4 
possible_value_1_attribute_2=spring 
possible_value_2_attribute_2=summer 
possible_value_3_attribute_2=autumn 
possible_value_4_attribute_2=winter 
generator_type_attribute_2=data.generator.attribute.RandomAttributeGenerator 
important_weight_attribute_2=true 
 
name_attribute_3=companion 
type_attribute_3=ArrayList 
number_maximum_component_attribute_3=4 
type_component_attribute_3=Boolean 
component_1_attribute_3=friends 
component_2_attribute_3=family 
component_3_attribute_3=girlfriend 
component_4_attribute_3=children 
generator_type_attribute_3=data.generator.attribute.BooleanArrayListAttributeGenerator 
input_parameter_attribute_3=2 # at least two of the components will be false 
Figure B.3: Simplified example of a context schema file.
 
userProfileID; director; movieCountry; time;       season;   other 
1;           (-)   0.4;   (-)   0.4;             0;             0;              0.2 
2;           (-)   0.2;   0;        (-)   0.2;   (+)   0.6;   0 
3;           0;            (-)   0.6;       (-)   0.4;   0;              0 
… 
Figure B.4: Simplified example of a user profile file.
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number_profiles=3 
 
name_profile_1=good 
name_profile_2=normal 
name_profile_3=bad 
 
ranking_order_profile=desc 
overlap_midpoint_left_profile=1 
overlap_midpoint_right_profile=1 
Figure B.5: Simplified example of an item profile file.
 
number_user=100 
number_item=250 
number_context=40 
number_rating=500 
 
probability_percentage_profile_1=10 
probability_percentage_profile_2=30 
probability_percentage_profile_3=60 
 
noise_percentage_profile_1=20 
noise_percentage_profile_2=20 
noise_percentage_profile_3=20 
 
percentage_rating_variation=25 
Figure B.6: Simplified example of a generation configuration file.
each user profile; the number of users, items, contexts, and ratings desired; the noise
to introduce in the definition of user profiles; or the impact of user expectations in
future ratings (maximum percentage of variation in the expected rating and number
of recent ratings in the previous history that may have an impact).
B.2 Output Files for DataGenCARS
As shown in Figure B.1, DataGenCARS generates the following CSV files: user (U),
item (I), context (C), and ratings (U x I x C→ ratings). The first line of each file is a
header (with the names of the fields defining the file) and each of the remaining lines
represents the information of a generated user, item, context, and rating, respectively.
The output files for users, items and contexts have a structure defined by the corre-
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sponding schema (user schema, item schema, and context schema, respectively). The
output file for ratings contains a user identifier, a context identifier, an item identifier,
a rating, and the date and time when the user provided the rating.
  
userID;age;sex;city;country 
1;30;F;Zaragoza;Spain 
2;42;M;Granada;Spain 
3;28;F;Valencia;Spain 
… 
user.csv 
 
itemID;director;movieCountry 
1;Takeshi Kitano;Japan 
2;Tom Six;Netherlands 
3;Don Siegel;United States 
… 
movie.csv 
 
contextID;time;season 
1;night;spring 
2;morning;autumn 
3;afternoon;winter 
… 
context.csv 
 
userID;itemID;contextID;rating 
1;2;1;4 
1;3;2;5 
2;1;3;4 
… 
ratings.csv 
(a) user.csv
  
userID;age;s x;city;country 
1;30;F;Zaragoza;Spain 
2;4 ;M;Granada;Spain 
3;28;F;Valencia;Spain 
… 
user.csv 
 
itemID;director;movieCountry 
1;Takeshi Kitano;Japan 
2;Tom Six;Neth rlands 
3;Don Siegel;United States 
… 
movie.csv 
 
contextID;time;s a on 
1;night;spring 
2;morning;autumn 
3;afternoon;winter 
… 
context.csv 
 
userID;itemID;contextID;rating 
1;2;1;4 
1;3;2;5 
2;1;3;4 
… 
ratings.c v 
(b) item.csv
  
userID;age;sex;city;country 
1;30;F;Zaragoza;Spain 
2;42;M;Granada;Spain 
3;28;F;Valencia;Spain 
… 
user.csv 
 
itemID;director;movieCountry 
1;Takeshi Kitano;Japan 
2;Tom Six;Netherlands 
3;Don Siegel;United States 
… 
movie.csv 
 
contextID;time;season 
1;night;spring 
2;morning;autumn 
3;afternoon;winter 
… 
context.csv 
 
userID;itemID;contextID;rating 
1;2;1;4 
1;3;2;5 
2;1;3;4 
… 
ratings.csv 
(c) context.csv
  
userID;age;sex;city;country 
1;30;F;Zaragoza;Spain 
2;4 ;M;Granada;Spain 
3;28;F;Valencia;Spain 
… 
user.csv 
 
itemID;director;movieCountry 
1;Takeshi Kitano;Japan 
2;Tom Six;Neth rlands 
3;Don Siegel;United States 
… 
movie.csv 
 
contextID; ime;sea on 
1;night;spring 
2;morning;autumn 
3;afternoo ;winter 
… 
context.csv 
 
userID;itemID;contextID;rating 
1;2; ;4 
1;3;2;5 
2;1;3;4 
… 
ratings.c v 
(d) ratings.csv
Figure B.1: Simplified examples of output files.
B.3 Relevant Classes in the Architecture
The main classes of the architecture were described in Section 5.1.2 and Figure B.1
shows a detailed view of the architecture. In the following, we briefly comment on
some other interesting classes:
• Some classes in Figure B.1 are focused on the extraction of geographic infor-
mation from OpenStreetMap. For example, PlacesFromPOI obtains items of a
specific type that are close to a specific geographic location (instances of the Java
class Place). HTTPRequestPoster uses Nominatim [Ope04] to obtain structured
data about specific items. XMLQueryProcessing is an auxiliary class (based on
the Xerces Java Parser) that parses XML data. Overall, these classes support
the obtention of real data that can facilitate the creation of more realistic syn-
thetic datasets (or mixed real-synthetic datasets). For example, the information
obtained from OpenStreetMap can be stored in a file to be used later for the
dataset generation.
• Other classes provide support for automatic conversion from Java classes to
item schema files (class GenerateSchemaFromClass) and vice versa (class Gen-
erateClassFromSchema).
• AttributeComposite is used to represent sets of attributes whose values must be
generated jointly for consistency reasons (as explained in Section 5.1.1).
• Finally, other interesting classes include GenerateSampleDataset, GenerateUser-
Profile, ReplaceUnknownValues, and SplitDatasetInSeveralFiles, whose purposes
were made clear in Section 5.2.
We would like to highlight the generality of the proposed architecture, that enables
the generation of different types of items and scenarios by appropriately defining the
input data files. Thus, for example, it is possible to define any schema for items, users,
and contexts. The data generation strategies can also be easily configured and adapted
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uses is subclass of 
GenerateSchemeFromClass 
TimestampAndUnixTime 
<<abstract>> 
Component 
<<abstract>> 
GenerateClassFromScheme 
Instance 
InstanceGenerator 
RatingGenerator 
StaticRatingGenerator IncrementalRatingGenerator 
AttributeGenerator 
AddressAttributeGenerator 
BooleanArrayListAttributeGenerator 
DateAttributeGenerator 
FixedAttributeGenerator 
NameURLAttributeGenerator 
RandomAttributeGenerator 
<<abstract>> 
NoiseStrategy 
NoiseStrategyAttribute 
Attribute 
AttributeComposite AttributeBoolean 
DataAccess 
DataAccessItemProfile DataAccessScheme DataAccessGeneration DataAccessStatistics 
ExtractStatisticsRatings 
 
ExtractStatistics 
ExtractStatisticsUIC 
 
StatisticalMeasure 
GenerateSampleDataset 
ReplaceUnknownValues SplitDatasetInSeveralFiles GenerateUserProfile 
Figure B.1: Detailed high-level class diagram.
by extending the appropriate classes and referencing them in the corresponding input
files. The use of the Java Reflection API plays a key role, as it allows creating
instances of classes and invoking methods dynamically at runtime without the need
to predefine the specific needs at compilation-time.
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Appendix C
Evaluation of Keyword-Based
Item Type Searching
Approaches
In this section, we present the experimental evaluation of the HMM-based and IR-
based methods (see Section 4.1.6), implemented in the prototype of our architecture
for the identification of the type of item required by a user in a pull-based recom-
mendation process. The user types some keywords and the system needs to infer the
type of item required. In Section C.1, we describe the datasets that we use for the
evaluation. Besides, we present the keyword-based queries that are evaluated. In
Section C.2, we discuss the accuracy obtained with both proposals. In Section C.3,
we analyze the impact of increasing the number of instances in the datasets on the
performance of the methods proposed. In Section C.4, we present an evaluation of
the use of computational resources (in terms of the time required) to identify the
item type requested by the user. Finally, in Section C.5, we analyze the impact of
the model parameters used on the HMM approach.
C.1 Datasets and Keyword-Based Queries
We performed an experimental evaluation to compare the HMM-based and IR-based
approaches proposed for the identification of the type of item required by a user in
a pull-based recommendation process. For this, we consider the following datasets:
LDOS-CoMoDa [KOK+11], InCarMusic [BKL+11], Book-crossing [ZMKL05], Con-
certTweets [AT14], RCdata [VGGSPM11] and Frappe [BCKO15]. Specifically, we
focus only on information related to items. In Table C.1, some of the statistics re-
lated to the items of these datasets are described.
In order to represent the HMM model, we used the item types, the feature names,
and the features values of the six datasets considered. However, we only chose the
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LDOS-CoMoDa InCarMusic Book-crossing ConcertTweets RCdata Frappe
Number of items 2513 139 271, 084 50, 971 130 4082
Number of attributes of the items 8 7 7 8 25 10
Table C.1: Dataset statistics.
most appropriate features (see Table C.2). Specifically, we ignore some features (name
and values) of the following datasets: InCarMusic (e.g., album, mp3url, description
and imageurl), Book-crossing (e.g., image-URL-S, image-URL-M, and image-URL-
L), ConcertTweets (e.g., URL), RCdata (e.g., fax, URL, and the-geom-meter), and
Frappe (e.g., icon, description, and short description). We decided to ignore these
features because they do not provide useful information (e.g., there are attributes
where all their values are unknown, some URLs are incomplete, etc.). We use the
information of 1000 instances, selected randomly, for each of those datasets.
Considering the six datasets mentioned, the HMM model λ is composed by 52
states (e.g., film director, music artist, book title, concert date, restaurant address,
application category). These states are the combination of the item types (e.g., film,
music, book, concert, restaurant and application) and the feature names (e.g., direc-
tor, artist, title, date, address, category, etc.) of the six datasets.
The two methods proposed were evaluated by using 45 queries (see Table C.3).
The generated queries are a representative set of the item information contained in
the six databases. Notice that some queries actually correspond to item types that are
not available in the datasets considered (so the best possible output is “other”, that
represents a type of item not identified). For example, queries with identifiers from
30 to 35 explicitly include elements that are not part of the contents of the dataset.
C.2 Accuracy
The first proposed solution based on the HMM computes the most likely state se-
quence matching an observation sequence given an HMM model. The second pro-
posal (based on IR) searches the keywords in the query in the index of documents
and returns a ranked list of hits.
The results of the queries defined in Table C.3 are displayed in Table C.4 by using
both proposals. According to the values obtained of precision, recall and F1 measure
in Table C.5 and Table C.6, the HMM model performs better than the IR model
in the experimental setup considered. In Table C.6, the accuracy for other is zero
because the IR model never succeeds with this type of item (see Table C.4).
C.3 Impact of the Number of the Instances
We conducted another experiment with the aim of analyzing the impact of increas-
ing the number of instances in the datasets on the performance of the two methods
analyzed. For this experiment, we specifically selected the datasets Book-crossing,
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Dataset Item type Feature name Number of different values for each attribute
LDOS-CoMoDa film
director 814
country 39
language 27
year 63
genre 23
actor 1997
budget 174
title 1581
InCarMusic music
artist 119
category 10
title 138
Book-crossing book
isbn 271,084
title 238,982
author 99,361
year 116
publisher 16,596
ConcertTweets concert
date 673
city 4741
state 161
latitude 17,219
longitude 26,438
venue 22,759
band 13,605
RCdata restaurant
accessibility 3
address 99
alcohol 3
ambience 2
area 2
city 6
country 1
cuisine 59
days 7
dress 3
franchise 2
hours 274
latitude 129
longitude 129
name 126
parking 7
payment 11
price 3
services 3
smoking 5
state 4
zip 34
Frappe application
category 31
developer 2806
downloads 16
language 28
name 3503
package 3531
rating 225
Table C.2: Information about the datasets considered for the evaluation of keyword-
based approaches.
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Query Id Original query
1 films similar to “toy story”
2 a romantic movie of the year 2009
3 videos of the director “walter lang”
4 the english film titled monkeys
5 a movie of the actor “diane ladd”
6 a music of the singer giovanni
7 rock song
8 music titled “fu¨r immer”
9 song of a rock artist
10 songs like “potato head blues” by “louis armstrong”
11 books about “seabiscuit”
12 books similar to ”fast women” by the author “jennifer crusie”
13 publications with an isbn number similar to 195153448
14 documents by the publisher scholastic
15 books with title “urban etiquette” and publisher ”wildcat canyon
16 concert of the band “iron maiden”
17 musical group that will play on ”02/04/2014” in Madrid
18 concerts in the venue “twickenham stadium”
19 the band direction in the state germany
20 concerts like “cattle decapitation” in ”cellular center”
21 publications with an isbn
22 place to eat
23 lodging in Modena
24 romantic melody
25 upcoming soccer matches in Barcelona
26 a recent horror movie
27 songs of movies
28 readings about movies
29 books about singers
30 self-help documents
31 romantic movie in 1949
32 policy documents of 1930
33 festivals in the region of the Holguin
34 movies that were premiered in 1927
35 documents of the Antarctica of 1908
36 restaurant with bar and permit smoking
37 place for dinner with an ambience familiar and low price
38 places opened in the hours of “12-00-22-00” to have lunch
39 restaurants with the name “taqueria el amigo”
40 french food and with “MasterCard Eurocard” payment
41 applications of photography
42 mobile applications developed by yahoo
43 chats similars to “whatsapp messenger”
44 “sport game” with many downloads
45 a apk similar to “Angry Birds” and language es
Table C.3: Information about the queries considered for the evaluation of keyword-
based approaches.
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Query Id Real item type Item type by HMM Item type by IR
1-5 and 26 film film film
6 music music film
7, 9, and 10 music music music
8 music music film
11, 12, 14, 15, and 29 book book book
13 book book restaurant
16, 18, 19, and 20 concert concert concert
17 concert concert application
21 book book restaurant
22 other other concert
23 other other book
24 music other book
25 other concert application
27 music music film
28 book concert book
30 book other other
31 film other application
32 book other book
33 concert other concert
34 film other application
35 book other other
36-40 restaurant restaurant restaurant
41-45 application application application
Table C.4: Results to the queries with both keyword-based models.
Item type Precision Recall F1
film 1.0 0.75 0.86
music 1.0 0.86 0.92
book 1.0 0.64 0.78
concert 0.71 0.83 0.77
restaurant 0.83 1.0 0.91
application 1.0 1.0 1.0
other 0.25 0.67 0.36
Average 0.83 0.82 0.80
Table C.5: Evaluation of the HMM model.
Item type Precision Recall F1
film 0.67 0.75 0.71
music 1.0 0.43 0.6
book 0.78 0.64 0.7
concert 0.83 0.83 0.83
restaurant 0.71 1.0 0.71
application 0.56 1.0 0.86
other 0.0 0.0 0.0
Average 0.65 0.66 0.63
Table C.6: Evaluation of the IR model.
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ConcertTweets, and Frappe, which contain the larger number of instances (see Ta-
ble C.1). For each dataset, we considered four different versions with an increasing
number of instances (1000, 2000, 3000, and 4000 instances).
Then, we evaluated the performance (precision, recall and F1-measure) of both
models, as shown in Figures C.1, C.2, and C.3. As shown in the figures, increasing the
number of instances in the datasets, in general, leads to a decrease in the performance
of both methods, but the worsening is quite moderate and not very significant beyond
2000 instances per dataset. Again, in general, the HMM-based method performs
better than the IR-based approach.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1000 2000 3000 4000
P
re
ci
si
o
n
Number of instances per dataset
HMM
IR
Figure C.1: Average precision of both keyword-based models for several numbers of
instances.
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Figure C.2: Average recall of both keyword-based models for several numbers of
instances.
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Figure C.3: Average F1-measure of both keyword-based models for several numbers
of instances.
C.4 Use of Computational Resources
For each query, we also performed an evaluation of the processing time required.
The evaluation results (see Figures C.4 and C.5) show that the HMM model is more
efficient than the IR model, it requires less time to identify the item type required by
the user. Nevertheless, in both cases we have processing times of the order of just a
few milliseconds for the datasets considered.
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Figure C.4: Average runtime of the queries for both keyword-based models.
In Table C.7, we show the average runtime of the queries and the average time
needed for the creation of both models. The internal implementation of the func-
tionalities for HMM and IR provided by Mahout [Apa14] and Lucene [Apa05] seems
to include some initialization overhead that affects only the first query submitted, as
reflected in Table C.7; these first-query initialization times are not accumulated in the
results shown in Figures C.4 and C.5, as we rather consider them as initial overheads.
However, HMM uses a 39.38% of additional memory (in megabytes, MB) that the
IR model (see Table C.8).
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Figure C.5: Runtime per query for both keyword-based models.
HMM IR
Average runtime per query 1.64 ms 3.91 ms
Average time for model creation 0.11 ms 1.53 ms
Average initialization time for the first query 2.0 ms 36.0 ms
Table C.7: Runtime per query and the process to create the underlying model.
Memory usage with HMM Memory usage with IR
Average 9.54 MB 2.86 MB
Maximum 11.02 MB 4.92 MB
Minimum 7.31 MB 0.91 MB
Average 61.55 % 18.44 %
Maximum 71.15 % 31.77 %
Minimum 47.22 % 5.85 %
Table C.8: Memory usage of the models.
C.5 Impact of the Model Parameters Used in HMM
The experimental results obtained are quite promising. A potential problem with the
HMM model is how to determine suitable probability values when the observation
vector size is very large; potentially, it could happen that very small probabilities
could be rounded to 0 if the global probability values are shared among many dif-
ferent possible values. Besides, other methods to assign the probabilities (by default
we consider a proportional distribution/sharing) could be applied. Despite these con-
cerns, the performance results obtained with the datasets evaluated so far are quite
good.
Nevertheless, we consider interesting to evaluate the impact of modifying the pa-
rameters of HMM. In this case, we modify the observation probabilities B manually.
Specifically, we duplicate the probability values of the top k (e.g., k=2) most relevant
observations (such as the item type and the attribute representing the name of the
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item) for each state. The system is responsible for automatically adjusting the differ-
ent values ensuring that the sum of all the probabilities is one. In this case, the idea
of this strategy is to model observations whose likelihood depends on the state.
In Figure C.6, we show the average performance of two HMMs (i.e., one without
the parameters adjusted and the other one with the parameters modified and adjusted
automatically), by using the queries presented in Table C.9. These specific queries
contain information about the parameters that are expected to affect the model (the
item type and attribute name of the item), so we can easily see the impact of these
parameters on the model. According to the results shown in Figure C.6, the HMM-
based method performs better when the parameters are appropriately adjusted.
Query Id Original query
1 book 2002
2 film 2002
3 concert mexico
4 rock category
5 rock category
6 “sport game” category
7 film “diario ana frank”
8 book “ann frank remembered”
9 book “ana frank”
10 film “ann frank”
Table C.9: Information about the queries for the experiment where the HMM param-
eters are modified.
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Figure C.6: Average performance of the HMM keyword-based model for the default
and adjusted parameters.
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