We estimate the number of integers n up to x in the arithmetic progression a(mod^) with n free of prime factors exceeding y . For a wide range of the variables x, y, q, and a we show that this number is about x/(quu), where u = logx/ logy .
Introduction
We say a natural number « is y-smooth if every prime factor p of « satisfies p <y. Let y/(x, y) denote the number of y-smooth integers up to x. Thanks to many researchers in this century, we now know a great deal about the function y/(x, y). Less studied is the function y/(x, y; q, a) which denotes the number of ^-smooth integers « < x with n = a (modi?). It is the object of this paper to get reasonable estimate for ip(x, y ; q, a) for a wide range of the four variables.
Before stating the precise result we obtain, we briefly review some prior work. It is known that (1.1) y/(x, y) ~ p(u)x, « = logx/logy, uniformly in a large portion of the x, y plane. Here, p is the continuous solution to the differential difference equation up'(u) --p(u -1) for u > 1, with the initial condition p(u) = 1 for u < 1 . Results of this nature are due to Dickman, Buchstab and de Bruijn. The largest x, y region for which we know (1.1) is due to Hildebrand [Hi] :
y > exp{(log logx)5/3+£}
for any fixed e > 0. For (1.1) to be useful, it would be good to know estimates for p(u). This is provided by de Bruijn [de B]:
(1.2) p(u) = exp{-w(logw + log log(w + 1) + 0(1))} for u > 1. (In the cited paper, a more precise estimate of p(u) is given.)
What do we expect for y/(x ,y; q, a)l For this quantity to be nonzero it is necessary that no prime factor of (a, q) exceed y . If this occurs, then y/(x,y;q,a) = y/ [ y;
Xa,q)'" (a,q)' (a,q),
Thus we may as well assume that (a, q) = 1. Let y/q(x, y) denote the number of y-smooth integers « < x with («, q) -1 . Then one might expect these y/q(x,y) integers « to be roughly equally distributed in the q>(q) residue classes a (modq) with (a, q) = 1. Thus a natural function with which to compare ip(x, y; q, a) is ^hpjVqix > y) ■ Recently, Fouvry and Tenenbaum [F-T] have
shown that
(1.3) ¥(x,y;q,a) = -^ipq(x,y)(\ + 0A(e-^x°^l/2)) uniformly for (1.4) x>3, exp{c2(loglogx)2} < y < x, 1 < q < (log*)-4, (a,q) = \ where cx , c2 are positive, absolute constants and A > 0 is arbitrary. (They also have a similar result when q < eC|(logy) .) Further, they show that
(1-5) ¥q(x,y) = *f¥(x,y) (l + 0E (l0g l0g(^°g î f x > x0(e), exp{(log logx)5^3+£} < y < x,
(1-6) / logy ^l-£ log log(q + 2)<' Jog(u+ 1),
In particular, (1.5) holds under hypothesis (1.4).
In another recent paper, Granville [G] has obtained (1.3) with a weaker error term, but in a range much wider than (1.4). In particular, he shows (1.7)
¥(x,y;q,a) = ^fq(x,y){l^0{^)) uniformly holds in the range 2<y<x, I < q < min{x, ya}, (a,q) = \.
Here, a is any fixed positive quantity. Thus (1.7) contains the asymptotic result y(x,y;q,a)~ -r-ry/q(x, y) as x->oo, \ogq/\ogy -* 0. In this paper, we do not get an asymptotic estimate for ip(x, y ; q, a), but rather, upper and lower bounds. Note that by combining (1.1 )-( 1.3) and (1.5), one has x (1.8) y/(x, y; q, a) = -exp{-w(logu + log log(w + 1) + 0(1))} in the range (1.4). By (1.7), this result continues to hold for values of q satisfying (1.6) and q <yc. We are able to show that the double inequality of (1.8) holds for a still larger range.
Theorem. For each e > 0 and all x, y, q, a satisfying (1.9) x>2, exp{(log log*)2} < y<x2'3~E,
we have x (1.10) <p(x, y; q, a) = -exp{-w(logw + log log« + 0(1))}, where u = log x/ logy. The constants implied by the O notation depend at most on the choice of e.
The proof falls naturally into two cases: the upper bound implicit in (1.10) and the lower bound. The upper bound result rests strongly on [F2] in which a stronger result is proved for a somewhat narrower range. Our proof of the lower bound implicit in (1.10) bears some similarity to the method in [Fl] . In particular, we too show that the case u > 2 follows from the case u < 2. However, our proof also introduces new elements including the Weyl-Hooley estimation of incomplete Kloosterman sums, the lower bound in the fundamental lemma of the sieve and a combinatorial argument reminiscent of [CEP] .
Finally, we mention that in [G] , Granville, using the theorem above, has
shown that y/(x,y;q,a)^ -~y/q(x,y) for x, y, q , and a satisfying (1.9) and, in fact, in the expanded region where the lower bound on y is replaced with y > 2.
The upper bound
In this section we establish the upper bound implicit in the theorem. We begin by stating the following result from Friedlander [F2] .
Lemma 2.1. If (a, q) = 1, x > q2y5, and y > exp{(logx)4/5}, then ¥(x,y;q,a)^-p\u-A-x^y where u -logx/ logy.
for q, y satisfying (1.9). Thus Lemma 2.1 gives us the upper bound in the theorem for exp{(logx)4/5}<^<x1/8.
Our task in the remainder of this section is to expand this interval to exp{(log logx)2} < y < x2l3~£. The range x1/8 < y < x2/3~e is basically trivial since y/(x, y ; q, a) is majorized by the number of integers « < x in the residue class a (modi?). Thus ip(x, y; q, a) < -+ 1, Q which gives the upper bound in the theorem when u is bounded from infinity and from 1. We now consider the interval exp{(log logx)2} < y < exp{(logx)4/5} . We shall use an argument similar to that of Friedlander's for Lemma 2.1. Our proof, in fact, works for y up to xxlXosXosx , but not beyond. So we still need the more precise Lemma 2.1, at least for the range x1/,logl08X < y < xx¡8.
Let P(«) denote the largest prime factor of «. If x/y3 < « < x and P(n) < y, then « has at least one factorization as ml where x/y3 < m < x/y2 . Thus ip(x,y;q,a)<y/(^,y;q,a)+ ^ ^Z l yp{m)<y ml-a (mod?)
Using the fact that (1.2) and the Hildebrand region of validity of (1.1) imply y/(t, y) = t • exp{-w(logw-(-log log« + 0(1))} uniformly for x/y3 < t < x/y2, exp{(log logx)2} < y < xxl4 (where ulog*/logy), we have from (2.1) and (2.2) that
This inequality gives the upper bound we are looking for provided logy = exp{0(«)}, which holds if y < xx'Xo&log* .
The lower bound
We may suppose e in the theorem satisfies 0 < e < 1/10. Fix ô as e/4 and assume y2~s < x . Consider a number ml < x where x x < m < (3.1) y2~s y2~2S
and every prime p\m satisfies y3/2 < p <y, p\q. The number of representations of « < x in the form ml, where m satisfies (3.1), is at most From these inequalities we see that w , y, q , and b satisfy the hypothesis of the theorem (with e replaced with e' -e/3) and y2~ö > w . But if S' = e'/4, we have y2~s' > y2~s > w . Suppose the theorem holds when y2~s > x. In this case the theorem asserts that y/(x, y ; q, a) »£ x/q . The remaining case y2~s < x would thus follow from using this estimate on the right side of (3.3) and a lower bound for ¿^,1/m . That is, we need only show two things: the case y2~â > x and the following lemma.
Lemma 3.1. If 0 < ô < 1, exp{(log log*)2} < y, y2~s < x, then 2~ >exp{-w(logw + loglogM-i-05(l))}, m where m satisfies (3.1) and u = logx/ logy.
Proof of Lemma 3.1
We divide the proof into two cases: 2 -ô < u < e3/s , u > e3/s . In the first case, let~2 E-^ ^T = exp{-w(logM-r-loglogM + 0(l))} uniformly for exp{(log logx)2} < y. Thus (4.8)
Combining (4.6)-(4.8), we have our result.
The case y2~s > x
We begin by stating three technical results. We can now proceed with the proof of the lower bound in the theorem when y2~s > x (where S = e/4). Let Jo > 1 be an absolute constant so large that the factor 1 + O(e~so) in Lemma 5.1 is at least 1/2. Let Pq denote the product of the primes p < yöls°, p\q. Consider integers n = ml < x , where (5.3)
x/y<m<y, (m,Pq) = l, ml = a(modq).
Note that these conditions imply P(n) < y. The number of representations of « < x as ml in this fashion is at most the number of divisors of « free of prime factors below ys/s«. But « < x < y2, so that « has at most 2s2/ó prime factors that can possibly be used to make up m. Thus « has at most 22soIs = 05(1) representations as ml. Thus 
where a bar over a number denotes the inverse modulo q and 2^( ' denotes a sum over integers k satisfying x/(dy) < k < y/d and (k, q) = 1. We view M as the main term in (5.5) and R as the error term. To estimate ¿~^(rf) l/k in the main term, note first that by sieving with the prime factors of q, we have £ 1 = ^ + 0(T(,)).
• k<t (k,q)=l q Thus by partial summation we have, uniformly for every d < D, Recalling the hypotheses of the theorem, it is now easily seen that i? = o(x/q).
This result with (5.4)-(5.6) completes the proof.
