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Abstract 
The aim of production planning and control is to ensure the achievement of the logistic targets of high due date reliability, low lead times, high 
capacity utilization, and low WIP levels, while maintaining productivity and quality targets. If order due dates are missed, a common intuitive 
reaction of production planners is to adjust planned lead times. How often and to what extent updates are reasonable has previously been 
unclear because, while trying to improve the logistic target achievement, planned lead time adjustments may actually cause an opposite effect, 
which is known as the Lead Time Syndrome (LTS) of Manufacturing Control [1]. Previous research on the LTS interactions has shown that the 
line of argumentation of the LTS is valid [2]. Knollmann et al. showed by means of mathematical modeling, control-theoretic simulation and 
case study research that planned lead time adjustments lead to a short-term increase in lead time variation, thus to an increase in lateness 
variation and to a decrease in due date reliability [2–5]. The authors suggest to choose update frequency depending on the ratio of latency 
period and the update frequency (the period between two consecutive adjustments) as the misbalance of these two parameters turns out to be 
the main trigger of the LTS. Seluk investigated the LTS by means of queuing theory in an independent approach [6–8]. The authors concluded 
that planned lead time adjustments lead to an increase in process variability, thus to high WIP levels and long lead times. However, they 
suggest to reduce update frequency, to decrease process variability and thus to avoid LTS. This conclusion is not in line with the conclusions 
drawn from the research presented by Knollmann et al.. Therefore, this paper compares the different research approaches methodologies and 
discusses how the different research methodologies impact the conclusions drawn for practice application. This comparison provides further 
insights into LTS research and indicates further research fields. 
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1. Introduction 
Planned lead times are one of the central parameter in 
various Production Planning and Control (PPC) systems in 
order to improve logistic performance in terms of short lead 
times, low inventory levels, high capacity utilization and due 
date reliability (see e.g. [9,10]). In practice, planners often 
misinterpret system states or the logistic performance. Hence, 
in order to improve the logistic performance, e.g., planners 
decide to adjust planned lead times. Against expectations, the 
resulting due date reliability might decrease due to the so 
called Lead Time Syndrome of manufacturing control (LTS) 
[1].  
Mater & Plossl (1977) were the first to discuss the question 
of how often to update dynamic lead times. The authors argue 
that by adapting planned lead times and actual flow times 
more frequently, eventually results in uncontrolled order 
release patterns. With growing planned lead times, orders will 
be released earlier, queues grow longer and so do flow times, 
which again lead to growing planned lead times. The reason 
for this is twofold (1) the relationship between system’s 
workload and flow times [8] and (2) the human decision 
making process are ignored [11]. It can be summarized that 
the LTS causes instability, and should therefore be avoided. 
Instead of studying the LTS coherence, several researchers 
used the LTS logic in the past to introduce measures in 
production planning and control (PPC) that should overcome 
selected negative LTS interactions or its induction. Examples 
include assembly controlling [8], workload control [12], 
logistic positioning [13], controlling instead of forecasting 
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lead times [3], or use of MRP II (manufacturing resource 
planning) to avoid ‘phony backlog’ [6]. Two groups of 
authors have focused on the formal description to better 
understand the characteristics of the underlying dynamic 
system – in times of ubiquitous computing one could assume 
that more information and more frequent updates could be 
more advantageous. However, both authors come to opposite 
results when it comes to the question of the update frequency 
in order to improve the system’s stability and logistic 
performance.  
Both groups of authors chose similar research questions. 
The research question presented by Seluk et al. (2009) is thus 
representative for both research approaches aiming at the 
understanding of the LTS [8]:  
“How does the lead time syndrome affect the stability of 
the production process? 
What is the effect of the update frequency on the 
performance of the production department?” 
This paper aims at comparing the two different research 
approaches understand how the different research designs 
impact the recommendations the authors draw and the 
meaning for dealing with LTS in business practice. This 
comparison provides further insights into LTS interactions 
that lead to a decrease in logistic target achievement. 
The two authors have applied two different methodologies 
to explore the LTS. (1) Knollmann et al. have combined a 
mathematical modeling approach with a control-theoretic  
simulation study and a case study to evaluate the dynamic 
system behavior. (2) Seluk et al. (2006) and Seluk et al. 
(2009) have presented a model that represents the production 
process as a single server queue with continuous arrival and 
processing of production orders. A two dimensional Markov 
process was developed for this purpose, and using matrix-
geometric methods. 
The remainder article is structured as follows. First the lead 
time syndrome as outcome of a dynamic system with planned 
lead times is introduced. Second, the two different 
methodological approaches towards the analysis and the 
understanding of the LTS are introduced. Section 5 contrasts 
the different methodological settings and elaborates the 
question why both models lead to different results in terms of 
overcoming the syndrome. Section 6 discusses the results in 
the background of business practice and provides initial points 
for future research that aligns and harmonizes the two existing 
and on the first sight contradicting research results.  
2. From fixed to dynamic planned lead times – the lead 
time syndrome of manufacturing control  
The lack of logistic understanding, the poor quality of 
planned lead times, and the increasing complexity of 
production networks can lead to a low logistic performance as 
described by the Lead Time Syndrome (LTS) after 
observance in backward scheduling systems of manufacturing 
control. Mather and Plossl (1977) were the first to describe 
the phenomenon of the LTS. Their line of argumentation was 
a logical deduction of a likely occurring cascade of problems 
that reinforce themselves. Thus, they named this chain 
reaction the vicious cycle, which is presented below [1,14].  
The LTS starts with the initial observation of production 
planners that due date reliability is on a low level. A common 
strategy by production planners to increase due date reliability 
is to release orders earlier or to add safety lead times [15], 
because apparently prior planned lead times were set too short 
to produce in time. Due to the predominantly applied 
backward scheduling, an increase in planned lead times leads 
to an earlier order release. Thus, some orders that were 
initially planned to be released in later periods are now 
released in the current period, which leads to a sudden 
increase in current workloads of the work stations. With an 
increasing workload and constant capacities, the work in 
process (WIP) levels increase and so do mean and standard 
deviation of the actual lead times increase. Finally, this circle 
of mistakes leads to an even lower due date reliability, 
although the aim of production planners was to improve it by 
means of the initial planned lead time adjustment. Thus, the 
decreased due date reliability once again leads to the need of 
improvements. Eventually, the number of tardy orders 
increases and expediting of selected orders leads to an 
increased number of highly prioritized orders that lead to high 
sequence perturbations. This once again causes an increasing 
lead time standard deviation and reduced production capacity, 
e.g., due to increased set up times. In theory, this leads to a 
so-called vicious circle, which continues until mean and 
standard deviation of lead times reach a very high level 
[1,14,16,17]. 
Fig. 1. Lead time syndrome of production control (based on [1,16]) 
In today’s MRP-based production practice fixed planned 
lead times are still widely accepted. Hoyt [18] was the first to 
criticize fixed planned lead times. He suggested to introduce 
dynamic planned lead times to reflect the dynamic operational 
characteristics of a production system. Enns and Suwanruji 
[19] and Seluk et al. [6] analyze the effect of exponentially 
smoothed planned lead times. They pointed out the sensitivity 
of the system to safety lead time factors and lot-sizing 
choices. Seluk et al. identified thereby framework conditions 
that lead to erratic order release pattern. 
Although the phenomenon of the LTS was first described 
in 1977, the problem described by the LTS is still relevant in 
practice. As stated above, the LTS was observed in systems 
using backward scheduling [1,17]. At that time, simple, not 
computer-aided, scheduling techniques such as forward or 
backward scheduling were the prevailing technologies to meet 
logistic targets. As backward scheduling provides the latest 
possible time slot to produce in time [20], a lower inventory 
level is aspired to [21]. In spite or because of its simplicity, 
backward scheduling is still a very common approach in 
practice. For example, if ERP software like SAP is used for 
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scheduling, classical backward scheduling is still used [22]. 
However, these IT environments do not offer support for 
determination of plan values with regard to the logistic target 
achievement [23,24]. This leaves the planners with their 
intuition to adjust planned lead times. If planners overreact 
due to a short-term decrease in due date reliability and adjust 
planned lead times according to their gut feelings, there is a 
high possibility that the LTS is triggered [2,25].  
Further research is needed to investigate the impact of 
planned lead time adjustments on the resulting system 
performance to determine how (and how often) to set suitable 
planned lead times in practice. The research results of Seluk 
et al. [6–8] and Knollmann et al. [2–5] are presented and 
compared next. 
3. Research on the LTS by Seluk et al. 
Selçuk et al. were the first to investigate the characteristics 
of production systems causing the LTS [6–8]. Their research 
initially investigated the influence of the update frequency 
(how often planned lead times are changed) on the 
performance of hierarchical planning systems [6]. The 
discrete-event simulation of a two-stage production system 
provided experimental evidence of the existence of the LTS in 
a push production system [6]. The discrete-event simulation 
was based on an operations research model of supply chain 
operations management by Fransoo and De Kok [26]. In 
particular it was shown that planned lead time adjustments are 
able to cause unavoidable lead time increases and, as a result, 
unstable system states. 
Based on these preliminary results an exact analytical 
model was developed by using queuing theory [8]. Thereby a 
two-dimensional Markov process was developed to model a 
single-stage single-item produce-to-order production process 
as shown in Fig. 2.  
Fig. 2. Single-server queuing system with dynamic lead time (based on [7]) 
They found that the LTS increases the process variability 
and leads to a higher WIP level, thus also to increasing lead 
times. In this context, they argued that the attempt of planners 
to close the gap between planned and actual lead times by 
frequent planned lead time adjustments would lead to unstable 
order release patterns [7]. The author also concluded that the 
lead time variability increases if updates are more frequent 
and that possible overreactions (in terms of planned lead time 
adaptations), which could be triggered due to short-term WIP 
fluctuations, are smoothed if update frequency is decreased. 
However, the increase in lead time variability for an 
increasing update frequency diminishes at the utilization 
boundaries. The overall conclusion of this approach was that  
lower frequency would decrease the lead time variability and 
hence decrease the impact of the LTS [7,8].  
In summary this approach was able to show that the LTS 
exists, as planned lead time adjustments increase process 
variability. However, the authors do not give 
recommendations regarding an optimal update frequency that 
would avoid the LTS. The impact of the update frequency on 
the resulting logistics performance and namely due date 
reliability was not part of the research. Also, the time delay 
between calculating an adjustment and measuring changed 
system states was not included in the analytical models 
presented. Knollmann et al. [2–5] tried to bridge this research 
gap by means of a different approach to investigate the LTS, 
which is presented next. 
4. Research on the LTS by Knollmann et al. 
The aim of the research on the LTS by Knollmann et al. [2] 
was to investigate the influence of the LTS on logistic target 
achievement and thereby in particular the influence of planned 
lead time adjustments on the resulting actual lead time and due 
date reliability. Hence, the aim was to validate the LTS line of 
argumentation by Mather and Plossl [1]. Therefore 
mathematical modeling, control theory, and a case study were 
used. 
To determine the main triggers of the LTS a mathematical 
model of LTS interactions was presented. By means of the 
Funnel Model and statistics, a quantification of the planned 
lead time adjustment effects was derived for the first time and 
is summed up by Eq. (1) [4]: 
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This equation enabled the identification of reasons for a 
decreasing due date reliability in the scope of the LTS, which 
are backward scheduling, disturbances, and planned lead 
adjustments. These factors are able to lead to an increase in 
standard deviation of lateness and hence to a decrease in due 
date reliability. The mathematically derived influence of 
planned lead time adjustments on the due date reliability was 
able to prove that the argumentation of the LTS holds: The 
adjustment of planned lead times to increase due date 
reliability leads (in the short-term) to a decreasing due date 
reliability. The impact of the LTS thereby strongly depends 
on the resulting lateness (and lead time) standard deviation. 
These insights were then validated and extended by means 
of a control theoretic model of the LTS. The conceptual model 
is shown in Fig. 3, which was transferred into a control 
theoretic simulation model to simulate system behavior under 
planned lead time control. The developed control theoretic 
model was adapted from a closed-loop production planning 
and control system proposed by Duffie & Falu [27] and a 
control theoretic model of manufacturing control proposed by 
Petermann [28] and simulated in Simulink (MathWorks 
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MATLAB 2012). Central parameters of this simulation are 
information delay, adjustment frequency, magnitude of 
adjustments in the specific production system and the resulting 
logistic performance as measured in due date reliability. 
Fig. 3. Conceptual model of a single work system with planned lead time 
control [2] 
The author analyses correlations between information 
delay and adjustment frequency. Therefore, adjustment 
frequency and information delay, as well as input rate 
variance are varied. It is shown that planners should minimize 
the delay of adjustment implementation in order to achieve a 
high logistics target achievement because the LTS will be 
triggered as long as adjustment period length is smaller than 
information delay. In addition, the variation of the magnitude 
of planned lead time adjustments is analyzed as one way to 
reduce the impact of LTS. This means it is the goal to identify 
a value for the magnitude k that dampens LTS, but maintains 
system’s logistic performance. 
The simulation results validated the assumption that a 
planned lead time adjustment inevitably leads in the short-
term to a decrease in due date reliability, as it increases 
process variability (e.g. lead time standard deviation). It was 
also shown that the impact of the LTS can be significantly 
reduced for adjustment period lengths that are longer than the 
information delay. More specifically, planned lead time 
control triggers the LTS if the adjustment period length is not 
longer that the information delay. 
In the final step, an explorative, single case study is 
presented out to substantiate the existence of the phenomenon 
in reality and to derive guidance for industrial practice to 
overcome the problems caused by the LTS [2]. Hence, to 
observe the impact of the LTS in a job-oriented manufacturing 
process of a globally operating steel manufacturer. The case 
study showed that planners tend to rely on their gut feelings 
when making planned lead time adjustments. However, 
decisions based on intuition and experience are likely to be 
wrong [17,20]. To avoid overreactions of planners or 
misinterpretations of parameter settings the research of 
Knollmann et al. showed that further research is needed on 
human behavior and cognitive biases in the field of logistics 
and in particular PPC to avoid situations as described by the 
LTS (see also [29–31]). It was also shown that a planned lead 
time adjustment leads in practice to a sudden decrease in due 
date reliability, followed by a gradual increase. These results 
led to the conclusion that the adjustment period length should 
exceed the time period required for due date reliability to 
reach its base level again. This time period is given by the 
latency period, which is the sum of information and process 
delay. 
In summary, the research results show that the adjustment 
of planned lead times not necessarily leads to an avoidance of 
LTS and thus to an improved logistic target achievement. The 
authors suggest the following points to maintain a high system 
performance in practice in the scope of the LTS [2]: 
• Planners should be aware of the possible LTS effects 
• A reduction of disturbances and variation leads to an 
overall system improvement 
• The adjustment period length has to be set according to the 
given latency period 
• The adjustment of planned lead times should be objectively 
justified 
This research approach validated the LTS line of 
argumentation and developed methodologies for avoiding it in 
practice. The control-theoretic approach was able to provide 
new insights into the dynamical production system 
characteristics leading to the LTS. 
5. Comparison and drawbacks of both approaches 
Both approaches aimed to prove the emergence of the LTS 
to learn from it, but used different methodologies to achieve 
this target. The biggest difference is the use of control theory 
in place of queuing theory.  
Control theory was chosen as it provides tools to simulate 
and systematically manipulate dynamic systems, with to goal 
of obtaining desired system behavior [32]. Moreover, the 
problem in PPC that actual values often differ from planned 
values is a classical control problem, as manufacturing 
parameters (control variables) have to be adjusted 
continuously according to planned values (reference values) 
[33] (see also the closed loop of production planning and 
control [34]). The analogy between control theory and PPC 
can also be shown by the similarities between the positive 
feedback loop of control theory and the LTS [4]. The analogy 
is that positive feedback occurs in PPC because the increased 
and more variable workload in the manufacturing processes 
leads to longer lead times, which trigger earlier order releases 
and finally lead to even higher work center loads.  
Despite the benefits of control theory, individual orders are 
not modeled in a continuous time model. This exacerbates the 
direct transfer of findings to logistic correlations (and for 
example to directly observe actual lead times) in control-
theoretic models [35]. However, research in control theory 
has made progress in the last decades in modeling discrete-
time production systems [36,37]. Another drawback is the 
required reduction of complexity to identify cause and effect 
relations. With a strong focus on the validation of the LTS 
stochastic effects and disturbances were neglected.  
Selçuk et al. modeled a production department facing a 
stochastic arrival of production orders by means of queuing 
theory. Such models are deductive models to describe 
relationships between logistic parameters, which make it 
possible to consider stochastic effects when planning and 
controlling production processes [24]. However, also queuing 
theory has some shortcomings such as the big difference 
work 
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between the modeled theory and reality [38]. One example is 
that 100% capacity utilization is impossible also for non-
varying operation times. Moreover, the results are only valid 
for steady state situations and the analysis during the latency 
period is limited [39].  
While the aim of the control-theoretic model was to 
investigate the impact of planned lead time adjustments on the 
resulting due date reliability, the aim of the queuing model 
was to investigate stability conditions. With the LTS as 
underlying research motivation both researchers tried to 
derive strategies or conclusions of how to avoid the 
syndrome. Nevertheless, both failed to make clear statement 
that enable the definition of strategies with quantifiable 
outcomes. Exemplary, Selçuk stated that the update frequency 
of planned lead times should be low, but sometimes high, if 
the input rate variance is low [6]. Knollmann stated that either 
too frequent updates and too infrequent updates are able to 
lead to low system performance depending on the given input 
variance and latency period [2]. This shows that the definition 
of an ‘optimal’ update frequency is still an open research 
question. 
Although both results seem to contradict at first glance, 
they consolidate the bigger picture of interactions that are 
correlated with the emergence of the LTS. Both approaches 
identified that too frequent updates of planned lead times (in 
dependency of the given environmental conditions) can lead 
to unstable system states with low system performance, hence 
the LTS. Due to the avoidance of the LTS, an adequate or 
‘optimal’ update frequency leads to significantly better 
performances. However, too infrequent updates makes 
systems prone to disturbances, thus leading to lower 
performances again. These key elements of the LTS can be 
seen in both approaches. Nevertheless, a different focus of 
each of the approaches led to a different granularity of the 
results, as, e.g., different parameters were included, varied, 
and observed. 
6. Conclusion 
The comparison of the two independent research 
approaches shows that there are still a lot of research 
questions in scope of the LTS of manufacturing control. Core 
reason for the preliminary opposite research results in terms 
of update frequency to avoid LTS and to positively impact 
logistics performance lies in the different focus of research 
designs. The two groups of authors focus on different 
dynamical parameters in their analysis. Whereas Seluk et al. 
focus on the characteristics of the stochastic arrival processes, 
Knollmann et al. mainly focus on the latency period to 
understand the dynamical system behavior and its impact on 
the logistic performance as measured in due date reliability. 
Doing so both groups of authors chose their research design 
and method appropriately and could derive aspects impossible 
to identify in the other setting [40]. 
Both groups of authors link their findings with the update 
frequency to show that the ‘optimal’ update frequency itself 
dynamically depends on the other system characteristics. 
Knollmann et al. go one step further and include the 
magnitude of planned lead time adjustments into 
consideration and link it with the importance of human 
behavior in production systems.  
Doing so, both groups of authors point towards the 
development of a new dynamical, LTS-oriented planning and 
control approach in order to positively impact logistics 
performance. For this, other dynamical planning and control 
approaches, such as presented by Lödding [9] and Wiendahl 
[34] can serve as a basis to derive recommendations for 
business practice. Here, production planners need advice 
regarding the dimensioning of all controllable parameters, 
namely the magnitude of planned lead time adjustments, the 
update frequency, the delay components during the update 
procedure, and the input fluctuation in combination with lead 
time variability. 
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