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Abstract
Similar to the obstacle or medium scattering problems, an important property of the
phaseless far field patterns for source scattering problems is the translation invariance. Thus
it is impossible to reconstruct the location of the underlying sources. Furthermore, the
phaseless far field pattern is also invariant if the source is multiplied by any complex number
with modulus one. Therefore, the source can not be uniquely determined, even the multi-
frequency phaseless far field patterns are considered. By adding a reference point source
into the model, we propose a simple and stable phase retrieval method and establish several
uniqueness results with phaseless far field data. We proceed to introduce a novel direct sam-
pling method for shape and location reconstruction of the source by using broadband sparse
phaseless data directly. We also propose a combination method with the novel phase retrieval
algorithm and the classical direct sampling methods with phased data. Numerical examples
in two dimensions are also presented to demonstrate their feasibility and effectiveness.
Keywords: Phaseless data; phase retrieval; uniqueness; sampling methods; far field
pattern;
AMS subject classifications: 35P25, 45Q05, 78A46, 74B05
1 Introduction
Acoustic source imaging problems play an important role in such diverse areas as antenna
synthesis, biomedical imaging, sound source localization, or identification of pollutant in the
environment. In the last forty years, the inverse acoustic source scattering problems have
attracted more and more attention, and significant progress has been made on uniqueness
[1, 2, 6, 8, 9, 10, 11, 12, 15], stability analyses [2, 3, 7, 10, 11, 13] and numerical approaches
[1, 2, 3, 5, 10, 11, 12, 16, 17].
All the above works consider the case with phased measurements, where the corresponding
inverse problems are linear and higher wave number information may yield increased stability [2,
7, 13]. However, in many cases of practical interest, it is very difficult and expensive to obtain the
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phased data, while the phaseless data is much easier to be achieved. The phaseless inverse source
problems become nonlinear and the source function can not be uniquely determined, even multi-
frequency data are used. We refer to [4] for a continuation method for source reconstruction with
the multi-frequency phaseless Cauchy measurements. The accuracy is indeed not comparable to
those with phased data, which is reasonable because the phaseless inverse problem is nonlinear.
In a recent work [18], the authors introduce a stable phase retrieval method by adding twenty
reference point sources with specially arranged locations into the scattering system. In this
paper, following the idea introduced in our recent work [14] for phaseless inverse obstacle and
medium scattering problems, we introduce a novel phase retrieval technique by using at most
three reference point sources. Some uniqueness results and direct sampling methods are also
proposed. We focus on phaseless far field data, and the case with phaseless scattered fields can
be done similarly.
We begin with the formulations of the acoustic source scattering problems. Let k = ω/c > 0
be the wave number of a time harmonic wave, where ω > 0 and c > 0 denote the frequency and
sound speed, respectively. Fixing two wave numbers 0 < kmin < kmax, we consider the wave
equation with
k ∈ (kmin, kmax). (1.1)
Let
D :=
M⋃
m=1
Dm ⊆ Rn
be an ensemble of finitely many well-separated bounded domains in Rn, n = 2, 3, i.e., Dj∩Dl = ∅
for j 6= l. For any fixed k ∈ (kmin, kmax), let S(·, k) ∈ L2(Rn) represent the acoustic source with
compact support D. Then the time-harmonic wave uS ∈ H1loc(Rn) radiated by S solves the
Helmholtz equation
∆uS(x, k) + k
2uS(x, k) = S(x, k) in Rn (1.2)
and satisfies the Sommerfeld radiation condition
lim
r−→∞ r
n−1
2
(∂uS
∂r
− ikuS
)
= 0, r = |x|. (1.3)
From the Sommerfeld radiation condition (1.3), it is well known that the scattered field uS has
the following asymptotic behavior
uS(x, k) = C(k, n)
eik|x|
|x|n−12
u∞S (xˆ, k) +O(|x|−
n+1
2 ), xˆ =
x
|x| ∈ S
n−1,
as |x| −→ ∞, where C(k, n) = eipi/4/√8pik if n = 2 and C(k, n) = 1/4pi if n = 3. The complex
valued function u∞S = u
∞
S (xˆ, k) defined on the unit sphere Sn−1 is known as the far field pattern
with xˆ ∈ Sn−1 denoting the observation direction.
The radiating solution uS to the scattering problem (1.2)-(1.3) takes the form
uS(x, k) =
∫
Rn
Φk(x, y)S(y, k)ds(y), x ∈ Rn, (1.4)
2
with
Φk(x, y) :=
{
i
4H
(1)
0 (k|x− y|), n = 2;
ik
4pih
(1)
0 (k|x− y|) = e
ik|x−y|
4pi|x−y| , n = 3,
being the fundamental solution of the Helmholtz equation. Here, H(1)0 and h
(1)
0 are, respectively,
Hankel function and spherical Hankel function of the first kind and order zero. From asymptotic
behavior of the Hankel functions, we deduce that the corresponding far field pattern has the
form
u∞S (xˆ, k) =
∫
Rn
e−ikxˆ· yS(y, k)dy, xˆ ∈ Sn−1. (1.5)
Both the scattered fields uS in (1.4) and the corresponding far field patterns u∞S given in
(1.5) are complex valued functions. In many practical applications, only the intensity informa-
tion of these data are available. Thus the corresponding inverse problems are described as follows:
(IP1): Determine the source S from one of the following data sets
(1).
{
|uS(x, k)| : x ∈ Γ, k ∈ (kmin, kmax)
}
; (2).
{
|u∞S (xˆ, k)| : xˆ ∈ Sn−1, k ∈ (kmin, kmax)
}
,
where Γ is the measurement surface that contains D in its interior.
Clearly, the phaseless inverse problem (IP1) is nonlinear. For any fixed θˆ ∈ Sn−1, define
Sθˆ(y, k) := e
iθˆS(y, k). From the representations (1.4) and (1.5), we deduce the corresponding
scattered field uSθˆ and far field pattern u
∞
Sθˆ
satisfy
uSθˆ(x, k) = e
iθˆuS(x, k), x ∈ Γ and u∞Sθˆ(xˆ, k) = e
iθˆu∞S (xˆ, k), xˆ ∈ Sn−1, k ∈ (kmin, kmax). (1.6)
This implies that the phaseless data are invariant under rotation. Thus the source function S can
not be uniquely determined from the above phaseless data. For the case with phaseless far field
data, even the location of the support of the source can not be uniquely determined. Actually,
for any fixed vector h ∈ Rn, define Sh(y, k) := S(y − h, k). Then the corresponding support is
given by Dh := {x+h : x ∈ D}, which is the translation of D with respect to the vector h ∈ Rn.
Then, from (1.5), the corresponding far field pattern is given by
u∞Sh(xˆ, k) =
∫
Dh
e−ikxˆ· ySh(y, k)dy
=
∫
D
e−ikxˆ· (x+h)S(x, k)dx
= e−ikxˆ·hu∞S (xˆ, k), xˆ ∈ Sn−1, k ∈ (kmin, kmax). (1.7)
This implies that the modulus of the far field pattern is invariant under translations.
To find or describe the location of the unknown target, we add reference point sources into
the scattering system and take the corresponding phaseless data. Following the ideas given in
our recent work [14] for phaseless inverse obstacle and medium problems, we then introduce a
novel stable phase retrieval method using at most three point sources. We have the freedom to
choose the locations of point sources, but use different scattering strengths.
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The remaining part of the work is organized as follows. In the next section, we introduce
the new phaseless multi-frequency inverse source problem with give point sources. A phase
retrieval method is the proposed. We show that our phase retrieval method is Lipschitz stability
with respect to measurement noise. Section 3 is devoted to some uniqueness results on the new
phaseless multi-frequency inverse source problem. In Section 4, we introduce a direct sampling
method for source support reconstruction by using broadband sparse phaseless far field data
directly. We also combine the phase retrieval method and the direct sampling method proposed
in [1] to determine the source support. We want to strength that all the numerical methods
make no explicit use of any a priori information of the source. These algorithms are then verified
in Section 5 by extensive examples in two dimensions.
2 Phase retrieval method
2.1 New scattering model with given reference point sources
Let z0 ∈ Rn\D be a fixed point outside D. By adding a point source into the underlying
scattering system, uS,z0(x, k, τ) := uS(x, k) + τΦk(x, z0) is the unique solution to the problem
∆uS,z0(x, k, τ) + k
2uS,z0(x, k, τ) = S(x, k)− τδz0 in Rn
lim
r−→∞ r
n−1
2
(∂uS,z0
∂r
− ikuS,z0
)
= 0, r = |x|,
where τ ∈ C is the scattering strength of the point source and δz0 = δ(x− z0) is the Dirac delta
function at the point z0. In particular, if τ = 0, such a problem is reduced to the scattering
problem (1.2)-(1.3). The corresponding far field pattern u∞S,z0 takes the form
u∞S,z0(xˆ, k, τ) = u
∞
S (xˆ, k) + τe
−ikxˆ·z0 , xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ C. (2.1)
Straightforward calculations show that the phaseless data |uS,z0 | and |u∞S,z0 | are also invariant
under rotations and the modulus of the far field data |u∞S,z0 | is invariant under translations.
However, since we have the freedom to choose the source point z0 and the scattering strength
τ , the inverse problem considered is modified as follows:
(IP2): Determine the source S from one of the following data sets{
|uS,z0(x, k, τ)| : x ∈ Γ, k ∈ (kmin, kmax), τ ∈ T , z0 ∈ Z
}
;
or {
|u∞S,z0(xˆ, k, τ)| : xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ T , z0 ∈ Z
}
,
where T and Z are the admissible scattering strength set and source point set, respectively.
With properly chosen T and Z, we introduce a novel phase retrieval method for the phased
data in the next subsection. Unique determination of the source S will be established in Section
3. Some numerical methods for the source support will be studied in Sections 4 and 5.
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2.2 Phase retrieval method
In this subsection, we introduce a novel phase retrieval method to obtain the phased data uS
and u∞S from the phaseless data |uS,z0 | and |u∞S,z0 |, respectively. Our method is based on the
following geometric result [14].
Lemma 2.1. Let zj := xj + iyj , j = 1, 2, 3 be three different complex numbers such that they
are not collinear. Then the complex number z ∈ C is uniquely determined by the distances
rj = |z − zj |, j = 1, 2, 3.
Lemma 2.1 ensures the uniqueness of the phase reconstruction. Numerically, we have the
following phase retrieval scheme [14].
2Z．
．1Z
1r
2r
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．
．
．
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Figure 1: Sketch map for phase retrieval scheme. Here, Zj = (xj , yj) is the point in the plane
corresponding to the given complex number zj , j = 1, 2, 3. Define Z = (x, y) to be the point
corresponding to the unknown complex number z. Then Z is located on the spheres ∂Brj (Zj)
centered at Zj with radius rj , j = 1, 2, 3.
Phase Retrieval Scheme. (Numerical simulation for Lemma 2.1.)
• (1). Collect the distances rj := |z − zj | with given complex numbers zj , j = 1, 2, 3. If
rj = 0 for some j ∈ {1, 2, 3}, then Z = Zj. Otherwise, go to next step.
• (2). Look for the point M = (xM , yM ). As shown in Figure 1, M is the intersection of
circle centered at Z2 with radius r2 and the ray Z2Z1 with initial point Z2. Denote by
d1,2 := |z1 − z2| the distance between Z1 and Z2, then
xM =
r2
d1,2
x1 +
d1,2 − r2
d1,2
x2, yM =
r2
d1,2
y1 +
d1,2 − r2
d1,2
y2, (2.2)
• (3). Look for the points ZA = (xA, yA) and ZB = (xB, yB). Note that ZA and ZB are just
two rotations of M around the point Z2. Let α ∈ [0, pi] be the angle between rays Z2Z1 and
Z2ZA. Then, by the law of cosines, we have
cosα =
r21 − r22 − d21,2
2r2d1,2
. (2.3)
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Note that α ∈ [0, pi] and sin2 α+ cos2 α = 1, we deduce that sinα = √1− cos2 α. Then
xA = x2 + <{[(xM − x2) + i(yM − y2)]e−iα}, (2.4)
yA = y2 + ={[(xM − x2) + i(yM − y2)]e−iα}, (2.5)
xB = x2 + <{[(xM − x2) + i(yM − y2)]eiα}, (2.6)
yB = y2 + ={[(xM − x2) + i(yM − y2)]eiα}. (2.7)
• (4). Determine the point Z. Z = ZA if the distance |ZAZ3| = r3, or else Z = ZB.
Note that the measurements are always practically polluted by unavoidable errors. Thus we
wish to approximate the phased data z from a knowledge of the perturbed phaseless data rj with
a known error level
|rj − rj | ≤ , j = 1, 2, 3.
Here and throughout the paper, we use the right upper corner sign  to denote the polluted data.
From (2.2), we deduce that
|xM − xM | =
|x1 − x2|
d1,2
|r2 − r2| ≤  and |yM − yM | =
|y1 − y2|
d1,2
|r2 − r2| ≤ . (2.8)
Similarly, (2.3) implies the existence of a constant c1 > 0 depending on Zj , j = 1, 2, 3, such that
|eiα − eiα| ≤ c1.
Combining this with (2.8) and (2.4)-(2.7), we find that there exists a constant c2 > 0 depending
on Zj , j = 1, 2, 3, such that
|xii − xii| ≤ c2 and |yii − yii| ≤ c2, ii = A,B.
Therefore, we have
|Z − Z| ≤
√
2c2. (2.9)
This implies that our phase retrieval scheme is Lipschitz stable with respect to the measurement
noise level .
For any fixed z0 ∈ Rn\D, let τj ∈ C, j = 1, 2, 3 be three scattering strengths with different
principal arguments. Choose
Z := {z0}, T := {τ1, τ2, τ3}.
For the case with phaseless scattered field data, we set
zj := −τjΦk(x, z0) and rj := |uS,z0(x, k, τj)|, x ∈ Γ, k ∈ (kmin, kmax), j = 1, 2, 3.
For the case with phaseless far field data, we set
zj := −τje−ikxˆ·z0 and rj := |u∞S,z0(xˆ, k, τj)|, xˆ ∈ Sn−1, k ∈ (kmin, kmax), j = 1, 2, 3.
Denote by Zj = (xj , yj) the three points in the plane corresponding to the three given different
complex numbers zj , j = 1, 2, 3. By (2.9), we have the following stability result.
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Theorem 2.2. For any fixed z0 ∈ Rn\D, let τj ∈ C, j = 1, 2, 3 be three scattering strengths with
different principal arguments. Assume that we have the measured phaseless data |uS,z0 | or |u
∞,
S,z0
|
with ∣∣∣|uS,z0(x, k, τj)| − |uS,z0(x, k, τj)|∣∣∣ ≤ , x ∈ Γ, k ∈ (kmin, kmax), j = 1, 2, 3,
or ∣∣∣|u∞,S,z0(xˆ, k, τj)| − |u∞S,z0(xˆ, k, τj)|∣∣∣ ≤ , xˆ ∈ Sn−1, k ∈ (kmin, kmax), j = 1, 2, 3.
Then we have ∣∣∣uS(x, k)− uS(x, k)|∣∣∣ ≤ C, x ∈ Γ, k ∈ (kmin, kmax),
or ∣∣u∞,S (xˆ, k)− u∞S (xˆ, k)∣∣ ≤ C, xˆ ∈ Sn−1, k ∈ (kmin, kmax)
for some constant C > 0 depending only on τj , j = 1, 2, 3.
3 Uniqueness
In this section, we study the uniqueness for the inverse problem (IP2), i.e., we investigate the
question whether the phaseless data provides enough information to determine the nature of the
scatterer S completely. We assume that the source S(y, k) is a product of a spatial function f
and a frequency function g, i.e.,
S(y, k) = f(y)g(k), y ∈ Rn, k ∈ (kmin, kmax). (3.10)
Here, g ∈ C(kmin, kmax) is a given nontrivial function of k. Thus, there exists an interval
(ka, kb) ⊂ (kmin, kmax) such that
g(k) 6= 0, k ∈ (ka, kb). (3.11)
The following theorem establish the uniqueness of the source with phased data. We refer to
[2, 16] for the special case with g(k) ≡ 1, i.e., the source S is independent of the wave number k.
Theorem 3.1. Then the source S is uniquely determined by one of the following phased data
set:
(1).
{
uS(x, k) : x ∈ Γ, k ∈ (kmin, kmax)
}
, (2).
{
u∞S (xˆ, k) : xˆ ∈ Sn−1, k ∈ (kmin, kmax)
}
.
Note that by Rellich’s lemma and unique continuation principle, the above mentioned two
data sets are actually equivalent. In the sequel, we consider only the phaseless far field data for
the inverse problem (IP2). The uniqueness results with phaseless scattered data can be proven
quite similarly.
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Proof. Recall the representation (1.5) of the far field pattern, we have
u∞S (xˆ, k) =
∫
Rn
e−ikxˆ· yf(y)g(k)dy, xˆ ∈ Sn−1, k ∈ (kmin, kmax).
Note that g(k) 6= 0 for k ∈ (ka, kb), define ξ := kxˆ, we obtain the data
f˜(ξ) :=
∫
Rn
e−iξ· yf(y)dy, ξ ∈ Bkb\Bka .
Here, Br is the ball with radius r centered at the origin. Clearly, f˜ is an analytic function on ξ,
thus we actually obtain the following data
f˜(ξ) :=
∫
Rn
e−iξ· yf(y)dy, ξ ∈ Rn,
which is the Fourier transform of the function f . Thus, by the Fourier integral theorem, the
spacial function f is uniquely determined.
Theorem 3.2. Let τ := |τ |eiα ∈ C\{0} with the principal argument α ∈ [0, 2pi), and let z0 and
z1 be two different points in Rn\D. Then the source S is uniquely determined by the phaseless
far field data set
{|u∞S,p(xˆ, k, τ)| : xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ {0, τ1}, p ∈ {z0, z1}}.
Proof. For all xˆ ∈ Sn−1, k ∈ (kmin, kmax) and p ∈ {z0, z1}, we have
|u∞S,p(xˆ, k, τ)|2 = |u∞S (xˆ, k) + τe−ikxˆ·p|2
= |u∞S (xˆ, k)|2 + 2<
(
u∞S (xˆ, θˆ)τe−ikxˆ·p
)
+ |τ |2.
This implies <(u∞S (xˆ, θˆ)τe−ikxˆ·p) can be uniquely determined for all xˆ ∈ Sn−1, k ∈ (kmin, kmax)
and all p ∈ {z0, z1}. We rewrite u∞S (xˆ, k) and τe−ikxˆ·p in the form
u∞S (xˆ, k) = |u∞S (xˆ, k)|eiφ(xˆ,k) and τe−ikxˆ·p = |τ |ei(α−kxˆ·p),
respectively, for all xˆ ∈ Sn−1, k ∈ (kmin, kmax) and all p ∈ {z0, z1}. Here, φ(xˆ, k) ∈ [0, 2pi) is
the principal argument of u∞S (xˆ, k). We claim that the argument φ(xˆ, k) of u
∞
S (xˆ, k) is uniquely
determined. Indeed, assume that there are two arguments φ1(xˆ, k) and φ2(xˆ, k). Define
Sn−10 (k, z0, z1) := {xˆ ∈ Sn−1 : u∞S (xˆ, k) 6= 0 and xˆ · (z0 − z1) 6= 0}.
Since |u∞S (xˆ, k)| is given in the data set and <
(
u∞S (xˆ, θˆ)τe−ikxˆ·p
)
can be obtained for all
xˆ ∈ Sn−1, k ∈ (kmin, kmax) and all p ∈ {z0, z1}, we have that for all xˆ ∈ Sn−10 (k, z0, z1), k ∈
(kmin, kmax) and all p ∈ {z0, z1},
cos[φ1(xˆ, k)− (α− kxˆ · p)] = cos[φ2(xˆ, k)− (α− kxˆ · p)],
and furthermore, we conclude that
φ1(xˆ, k)− (α− kxˆ · p) = φ2(xˆ, k)− (α− kxˆ · p) + 2mpi, for somem ∈ Z, (3.12)
or
φ1(xˆ, k)− (α− kxˆ · p) = −[φ2(xˆ, k)− (α− kxˆ · p)] + 2lpi, for some l ∈ Z. (3.13)
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We now show that the case (3.13) does not hold. Actually, (3.13) implies that
φ1(xˆ, k) + φ2(xˆ, k)− 2lpi = 2[α− kxˆ · p], p ∈ {z0, z1}, for some l ∈ Z. (3.14)
The left side of (3.14) is independent of p. However, the right side of (3.14) changes for different
p ∈ {z0, z1}. This leads to a contradiction, and thus (3.13) does not hold.
For the case when (3.12) holds, we have
φ1(xˆ, k)− φ2(xˆ, k) = 2mpi, for somem ∈ Z.
Noting that φ1(xˆ, k), φ2(xˆ, k) ∈ [0, 2pi), we have φ1(xˆ, k)−φ2(xˆ, k) ∈ (−2pi, 2pi), and thus m = 0,
i.e.,
φ1(xˆ, k) = φ2(xˆ, k), ∀ xˆ ∈ Sn−10 (k, z0, z1), k ∈ (kmin, kmax).
This further implies that u∞S (xˆ, k) is uniquely determined for all xˆ ∈ Sn−10 (k, z0, z1), k ∈
(kmin, kmax) and also for xˆ ∈ Sn−1, k ∈ (kmin, kmax) by analytic continuation. The proof is
now completed by applying Theorem 3.1.
Theorem 3.3 below shows that, under further assumption on the source, uniqueness can even
be established by using much less data.
Theorem 3.3. Let the source S take the form (3.10) with a spatial function f and a given real
valued continuous function g satisfying (3.11). In R3, we further assume that
<(f(y)) ≥ 0 and ∃ y0 ∈ R3 s.t. <(f(y0)) > 0. (3.15)
In R2, we further assume that
=(f(y) ≥ 0 and ∃ y0 ∈ R2 s.t. =(f(y0)) > 0. (3.16)
Then, for any fixed τ1 ∈ R\{0}, the source S is uniquely determined by the phaseless data set{|u∞S,z0(xˆ, k, τ)| : xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ {0, τ1}}.
Proof. From the same arguments as in Theorem 3.2, we deduce that <(u∞S (xˆ, k)τ1e−ikxˆ·z0) is
uniquely determined for all xˆ ∈ Sn−1, k ∈ (kmin, kmax). For the fixed point z0 ∈ Rn\D, define
S−z0(y, k) := S(y + z0, k). Then by the translation relation (1.7), we have
u∞S−z0 (xˆ, k) = e
ikz0·xˆu∞S (xˆ, k) ∀xˆ ∈ Sn−1, k ∈ (kmin, kmax). (3.17)
This implies that
<(u∞S−z0 (xˆ, k)τ1) = <(u∞S (xˆ, k)τ1e−ikxˆ·z0),
and thus <(u∞S−z0 (xˆ, k)τ1) is uniquely determined for all xˆ ∈ Sn−1, k ∈ (kmin, kmax). From
(3.17), we have |u∞S−z0 (xˆ, k)| = |u
∞
S (xˆ, k)|. We rewrite u∞S−z0 (xˆ, k) in the form
u∞S−z0 (xˆ, k) = |u
∞
S (xˆ, k)|eiφ(xˆ,k), (3.18)
with some analytic function φ such that φ(xˆ, k) ∈ [0, 2pi) for all xˆ ∈ Sn−1, k ∈ (kmin, kmax).
We claim that φ is uniquely determined. If so, u∞S−z0 is uniquely determined, and thus the
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source S−z0 is uniquely determined by using Theorem 3.1. Furthermore, the source S is uniquely
determined since S is just the translation of S−z0 . The proof is complete by showing that φ is
uniquely determined.
Assume that there are two functions φ1 and φ2. To simplify the notations, for any k ∈
(kmin, kmax), we define
Sn−10 (k) := {xˆ ∈ Sn−1 : u∞S (xˆ, k) 6= 0}.
Then by analyticity of u∞S (xˆ, k), we deduce that the set S
n−1
0 (k) has Lebesgue measure zero.
Since |u∞S (xˆ, k)| is given and <
(
u∞S−z0 (xˆ, k)τ
)
is obtained for all xˆ ∈ Sn−1, k ∈ (kmin, kmax), we
have
cos[φ1(xˆ, k)] = cos[φ2(xˆ, k)], xˆ ∈ Sn−10 (k), k ∈ (kmin, kmax). (3.19)
This implies that for any fixed xˆ ∈ Sn−10 (k), k ∈ (kmin, kmax), φ1(xˆ, k) = φ2(xˆ, k) or φ1(xˆ, k) =
2pi − φ2(xˆ, k) since φ1(xˆ, θˆ), φ2(xˆ, θˆ) ∈ [0, 2pi).
We claim that
φ1(xˆ, k) = φ2(xˆ, k), xˆ ∈ Sn−10 (k), k ∈ (kmin, kmax), (3.20)
or
φ1(xˆ, k) = 2pi − φ2(xˆ, k), xˆ ∈ Sn−10 (k), k ∈ (kmin, kmax). (3.21)
For the special case φ1(xˆ, k) ≡ pi for all xˆ ∈ Sn−10 (k), k ∈ (kmin, kmax), we have φ2 ≡ φ1 = pi
by (3.19). Otherwise, without loss of generality, there exists a direction xˆ1 ∈ Sn−10 (k1) for some
wave number k1 ∈ (kmin, kmax) such that φ1(xˆ1, k1) > pi. By analyticity of the function φ1, there
exists a neighbourhood U(xˆ1) ⊂ Sn−10 (k1) of xˆ1 such that
φ1(xˆ, k1) > pi, ∀xˆ ∈ U(xˆ1). (3.22)
If φ2(xˆ1, k1) = φ1(xˆ1, k1) > pi, then φ2(xˆ, k1) = φ1(xˆ, k1), ∀xˆ ∈ U(xˆ1). Otherwise, there
exists a direction xˆ2 ∈ U(xˆ1) such that φ2(xˆ2, k1) = 2pi − φ1(xˆ2, k1). From (3.22), we have
φ2(xˆ2, k1) = 2pi−φ1(xˆ2, k1) < pi. By analyticity of φ2 in U(xˆ1), there exists a direction xˆ0 ∈ U(xˆ1)
such that φ2(xˆ0, k1) = pi. Thus φ1(xˆ0, k1) = φ2(xˆ0, k1) = pi by (3.19). However, this leads to a
contradiction to (3.22).
We show that (3.21) does not hold. Let S1 := f1g and S2 := f2g be sources corresponding to
φ1 and φ2, respectively. With the help of unique continuation, from (3.18) and (3.21) we have
u∞S1(xˆ, k) = u
∞
S2
(xˆ, k), xˆ ∈ Sn−1, k ∈ (kmin, kmax).
Using the representation (1.5) and the assumption that the function g is a given real valued
function satisfying (3.11), we have∫
Rn
e−ikxˆ·yf1(y)dy =
∫
Rn
e−ikxˆ·yf2(y)dy
=
∫
Rn
eikxˆ·yf2(y)dy
= (−1)n
∫
Rn
e−ikxˆ·yf2(−y)dy, xˆ ∈ Sn−1, k ∈ (ka, kb). (3.23)
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Clearly, both sides are analytic on the wave number k and thus (3.23) holds for all xˆ ∈ Sn−1, k ∈
[0,∞). By the Fourier integral theorem, we conclude that
f1(y) = (−1)nf2(−y), y ∈ Rn. (3.24)
In R3, from the assumption (3.15), we have
<(f1(y0)) > 0 for some y0 ∈ R3. (3.25)
However, from (3.24), using the assumption (3.15) on S2, we deduce that
<(f1(y)) = (−1)<(f2(−y)) ≤ 0,∀y ∈ R3.
This is a contradiction to (3.25). In R2, we can derive similar contradiction. Thus (3.21) does
not hold, and we deduce that (3.20), i.e., φ1 = φ2. The proof is complete.
Assumptions (3.15) and (3.16) are used to show that (3.21) does not hold. Theorem 3.2 also
holds if the assumptions (3.15) and (3.16) are replaced by
<(f(y)) ≤ 0 and ∃ y0 ∈ R3 s.t.<(f(y0)) < 0, (3.26)
and
=(f(y) ≤ 0 and ∃ y0 ∈ R2 s.t.=(f(y0)) < 0, (3.27)
respectively. We think these assumptions can be removed. But this need different techniques.
In Theorems 3.2 and 3.3, the phaseless data set includes the data with scattering strength
τ = 0. For diversity, we now prove a uniqueness theorem with three different scattering strength.
Theorem 3.4. Let τ1, τ2, τ3 ∈ C be such that τ2− τ1 and τ3− τ1 are linearly independent. Then
the source S is uniquely determined by the phaseless data set
{|u∞S,z0(xˆ, k, τj)| : xˆ ∈ Sn−1, k ∈
(kmin, kmax), j = 1, 2, 3
}
, where z0 ∈ Rn\D is a fixed point outside D.
Proof. For any fixed xˆ ∈ Sn−1, k ∈ (kmin, kmax), define
zj(xˆ, k) := τje
−ikxˆ·z0 , j = 1, 2, 3.
Obviously, zj is just the counterclockwise rotation of τj through the angle θˆ0 := k(θˆ − xˆ) · z0
about the origin for all j = 1, 2, 3. Thus, by the assumption on τj , we have that the complex
numbers zj , j = 1, 2, 3 are not collinear. Using Lemma 2.1 and the data
|u∞S,z0(xˆ, k, τj)| = |u∞S (xˆ, k) + zj(xˆ, k)|, j = 1, 2, 3,
we found that the far field patterns u∞S (xˆ, k) for all xˆ ∈ Sn−1, k ∈ (kmin, kmax) can be uniquely
determined. Then the proof is finished by Theorem 3.1.
We want to remark that by analyticity the far field pattern can be determined on the whole
unit sphere Sn−1 using partial value on some surface patch of Sn−1. In the proofs of Theorems
3.2, 3.3 and 3.4, we have showed that the far field pattern u∞S can be determined uniquely. Thus
the phaseless data can be taken on any nonempty surface patch of Sn−1.
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We are also interested in broadband sparse measurements, i.e., the data can only be measured
in finitely many observation directions,
{xˆ1, xˆ2, · · · , xˆM} =: Θ ⊂ Sn−1.
In particular, we are interested in what information can be obtained using multi-frequency data
with a single observation direction. For a bounded domain D, the xˆ-strip hull of D for a single
observation direction xˆ ∈ Θ is defined by
SD(xˆ) := {y ∈ Rn | inf
z∈D
z · xˆ ≤ y · xˆ ≤ sup
z∈D
z · xˆ},
which is the smallest strip (region between two parallel hyper-planes) with normals in the direc-
tions ±xˆ that contains D. Let
Πα := {y ∈ Rn|y · xˆ+ α = 0}
be a hyperplane with normal xˆ. Define
fˆ(α) :=
∫
Πα
f(y)ds(y). (3.28)
In a recent work [1], under the assumption that the set
{α ∈ R|Πα ⊂ SD(xˆ), fˆ(α) = 0} (3.29)
has Lebesgue measure zero, it is shown that the strip SD(xˆ) can be uniquely determined by the
phased far field data set {u∞S (xˆ, k) : k ∈ (ka, kb)}. Based on this fact, following exactly the same
line of arguments that are used in the proof of Theorem 3.4, using Lemma 2.1 again, we have
the following uniqueness result with phaseless far field data.
Theorem 3.5. Let τ1, τ2, τ3 ∈ C such that τ2 − τ1 and τ3 − τ1 are linearly independent. If the
set (3.29) has Lebesgue measure zero, then, for any fixed xˆ ∈ Sn−1, the strip SD(xˆ) of the source
support D can be uniquely determined by the phaseless far field data set
{|u∞S,z0(xˆ, k, τj)| : k ∈
(kmin, kmax), j = 1, 2, 3
}
.
A by-product of Theorem 3.5 is that one may determine a convex hull of the source support
D by using two or more finite observation directions. This will be verified numerically in the
next sections. Similarly, for the case with broadband sparse phaseless scattered data, we can
show that, under certain conditions, the smallest annular centered at the measurement point
containing the source support can be uniquely determined. We refer to [1] for more details on
uniqueness result by using the phased data.
4 Direct sampling methods with broadband sparse data
The uniqueness results in the previous section ensure the possibility to reconstruct the unknown
objects by stable algorithms. In this section, we investigate the numerical methods for support
reconstruction of the source S by using phaseless far field data
∣∣u∞S,z0∣∣. We will focus on designing
the direct sampling methods which do not need any a priori information on the geometry and
physical properties of the obstacle.
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Denote by Θ a finite set with finitely many observation directions as elements. We first
introduce an auxiliary function
G(z, xˆ) :=
∫ kmax
kmin
u∞S (xˆ, k)e
ikxˆ·zdk, z ∈ Rn, xˆ ∈ Θ. (4.30)
Let xˆ⊥ be a direction perpendicular to xˆ and we have
G(z + αxˆ⊥, xˆ) = G(z, xˆ), ∀z ∈ Rn, α ∈ R, (4.31)
since xˆ⊥ · xˆ = 0. This further implies that the functional G has the same value for sampling
points in the hyperplane with normal direction xˆ. By the well known Riemann-Lebesgue Lemma,
we obtain that G tends to 0 as |z| → ∞.
In the sequel, we assume that the source S takes the form
S(y, k) = f(y)g(k), y ∈ Rn, k ∈ (kmin, kmax)
with f ∈ L∞(Rn), g ∈ C1(0,∞). Recall from (1.5) that the far field pattern has the following
representation
u∞S (xˆ, k) = g(k)
∫
D
e−ikxˆ· yf(y)dy, xˆ ∈ Θ, k ∈ (kmin, kmax).
Inserting it into the indicator G defined in (4.30), changing the order of integration, and inte-
grating by parts, we have
G(z, xˆ) =
∫
D
∫ kmax
kmin
eikxˆ· (z−y)f(y)g(k)dkdy
=
∫
D
Sz(y, xˆ)
ixˆ · (z − y)dy, (4.32)
where Sz ∈ L∞(D) is given by
Sz(y, xˆ) := f(y)
[
g(k)eikxˆ·(z−y)
∣∣∣kmax
kmin
−
∫ kmax
kmin
eikxˆ·(z−y)g′(k)dk
]
.
This implies that the functional G is a superposition of functions that decays as 1/|xˆ · (z − y)|
as the sampling point z goes away from the strip SD(xˆ).
For any xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ C, we define
F(xˆ, k, z0, τ) := |u∞S,z0(xˆ, k, τ)|2 − |u∞S (xˆ, θˆ)|2 − |τ |2
= |u∞S (xˆ, k) + τe−ikz0·xˆ|2 − |u∞S (xˆ, k)|2 − |τ |2
= u∞S (xˆ, k)τe
ikz0·xˆ + u∞S (xˆ, k)τe
−ikz0·xˆ. (4.33)
Then, for any fixed τ ∈ C\{0} and z0 ∈ Rn\D, we introduce the following indicator
IΘz0(z) :=
∑
xˆ∈Θ
∣∣∣∣∫ kmax
kmin
F(xˆ, k, z0, τ) cos[kxˆ · (z − z0)]dk
∣∣∣∣ , z ∈ Rn. (4.34)
13
Inserting (4.33) into (4.34), straightforward calculations show that
IΘz0(z) =
∑
xˆ∈Θ
∣∣∣Vz0(z, xˆ) + Vz0(z, xˆ)∣∣∣
with
Vz0(z, xˆ) :=
τ
2
[
G(z, xˆ) +G(2z0 − z, xˆ)
]
.
Let D(z0) be the point symmetric domain of D with respect to z0. We expect that the indicator
IΘz0 takes its local maximum on the locations of D and D(z0).
Note that the indicator IΘz0 produces a false scatterer D(z0). However, since we have the free-
dom to choose the point z0, we can always choose z0 such that the false domainD(z0) located out-
side our interested searching domain. One may also overcome this problem by considering another
indicator IΘz1 with z1 ∈ Rn\D and z1 6= z0. So the scatterer D can be determined numerically by
the phaseless data set
{|u∞D∪{p}(xˆ, k, τ)| : xˆ ∈ Sn−1, k ∈ (kmin, kmax), τ ∈ {0, τ1}, p ∈ {z0, z1}}.
This is just the second phaseless data set provided in Theorem 3.2.
Scatterer Reconstruction Scheme One.
• (1). Collect the phaseless data set {|u∞S,z0(xˆ, k, τ)| : xˆ ∈ Θ, k ∈ (kmin, kmax), τ ∈ {0, τ1}}.
• (2). Select a sampling region in Rn with a fine mesh T containing the scatterer D,
• (3). Compute the indicator functional IΘz0 for all sampling point z ∈ T ,
• (4). Plot the indicator functional IΘz0 .
Using the Phase Retrieval Scheme proposed in the previous Section, we obtain the phased
far field pattern u∞S . Then we have the second scatterer reconstruction algorithm using the
following indicator [1]
I2(z) :=
∑
xˆ∈Θ
∣∣∣G(z, xˆ)∣∣∣, z ∈ Rn. (4.35)
Scatterer Reconstruction Scheme Two.
• (1). Collect the phaseless data set {|u∞S,z0(xˆ, k, τ)| : xˆ ∈ Θ, k ∈ (kmin, kmax), τ ∈
{τ1, τ2, τ3}
}
.
• (2). Use the Phase Retrieval Scheme to obtain the phased far field patterns u∞S (xˆ, k)
for all xˆ ∈ Θ, k ∈ (kmin, kmax),
• (3). Select a sampling region in Rn with a fine mesh T containing D,
• (4). Compute the indicator functional I2(z) for all sampling point z ∈ T ,
• (5). Plot the indicator functional I2(z).
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5 Numerical examples and discussions
Now we present a variety of numerical examples in two dimensions to illustrate the applicability
and effectiveness of our sampling methods with broadband sparse data. The forward problems are
computed the same as in [1]. For all examples, for xˆ ∈ Θ, we assume to have multiple frequency
phaseless far field data u∞S (xˆ, kj), j = 1, · · · , N, where N = 20, kmin = 0.5, kmax = 20 such
that kj = (j − 0.5)∆k,∆k = kmaxN . We further perturb this data by random noise∣∣∣u∞,δS,z0(xˆ, kl, τ)∣∣∣ = |u∞S,z0(xˆ, kl, τ)|(1 + δ ∗ erel), l = 1, 2, · · · , N,
where erel is a uniformly distributed random number in the open interval (−1, 1). The value
of δ used in our code is the relative error level. We also consider absolute error in Example
PhaseRetrieval. In this case, we perturb the phaseless data∣∣∣u∞,δS,z0(xˆ, kl, τ)∣∣∣ = max{0, |u∞S,z0(xˆ, kl, τ)|+ δ ∗ eabs}, l = 1, 2, · · · , N,
where eabs is again a uniformly distributed random number in the open interval (−1, 1). Here,
the value δ denotes the total error level in the measured data. .
5.1 IΘz0 with one and two observation directions
We first consider the case of one observation using τ = 1 and different z0. Let S = 5 and the
support of S is a rectangle given by (1, 2) × (1, 1.6). In Fig. 2, we plot the indicators using
xˆ = (1, 0) and three reference points z0 = (1.5, 4), z0 = (4, 4) and z0 = (12, 12). The picture
clearly shows that the source support and the corresponding point symmetric domain (with
respect to z0) lies in a strip, which is perpendicular to the observation direction.
(a) z0 = (1.5, 4). (b) z0 = (4, 4). (c) z0 = (12, 12).
Figure 2: IΘz0 with one observation direction when S = 5.
Next we consider two observation angles 0 and pi/2, we plot the indicators in Fig. 3. Since
the observation directions are perpendicular to each other, the strips are perpendicular to each
other too. The source support must be located in the cross sections of the two strips. To find the
correct source support, one may consider choosing a reference point far away from the sampling
domain (as shown in Figure 3(c)), or using multiple observation directions (as shown in Figure
4).
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(a) z0 = (1.5, 4). (b) z0 = (4, 4). (c) z0 = (12, 12).
Figure 3: IΘz0 with two observation directions when S = 5.
5.2 IΘz0 with multiple observation directions
We consider three sources in this part, the first one is still the rectangle given by (1, 2)× (1, 1.6)
with S = 5, the second one is a combination of a a rectangle given by (1, 1.6) × (1, 1.4) and a
disc with radius 0.2 centered at (−0.5,−0.5) with S = (x2−y2 +5)k, the third one is a L-shaped
domain given by (0, 2)× (0, 2) \ (1/16, 2)× (1/16, 2) with S = 5.
Now we use 20 observation angles xˆj , j = 1, · · · , 20 such that xˆj = −pi/2 + jpi/20. Note that
xˆj ∈ (−pi/2, pi/2). Fig. 4 gives the results for rectangle with different z0. The locations and sizes
of support of S are reconstructed correctly.
(a) z0 = (1.5, 4). (b) z0 = (4, 4). (c) z0 = (12, 12).
Figure 4: IΘz0 with multiple directions for rectangle when S = 5.
Figure 5(a) gives the results for the two source supports with z0 = (12, 12). Figure ??(b)
gives the results for the L-shaped domain with z0 = (12, 12).
5.3 The validity of the phase retrieval scheme
This example is designed to check the phase retrieval scheme proposed in the previous section.
The underlying scatterer is still the rectangle given by (1, 2)× (1, 1.6) with S = 5. In Fig. 6 and
Fig. 7, we compare the phase retrieval data with the exact one, the real part of far field pattern
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(a) S = (x2 − y2 + 5)k. (b) S = 5.
Figure 5: IΘz0 with multiple directions with z0 = (12, 12). (a) two sources; (b) L-shaped domain.
at a fixed direction xˆ = (1, 0) is given. We observe that our phase retrieval scheme is very robust
to noise.
(a) 10% noise. (b) 20% noise. (c) 30% noise.
Figure 6: Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with relative error at a fixed direction xˆ = (1, 0).
5.4 I2(z) with broadband sparse data
In this part, we use z0 = (4, 4) and τ = ±1, i. We first use the Phase Retrieval Scheme to
obtain the phased data, and then reconstruct the source support by the indicator I2.
Figure 8 shows the reconstructions of the rectangle given by (1, 2)× (1, 1.6) with one or two
observation directions. Different to Figures 3(b) and 4(b), the false strips disappear now. We
also consider sources with extended supports, the first one is an equilateral triangle with vertices
(−2, 0), (1, 0), (−1/2, 3/2√3), and the second one is a thin slab given by (−2, 2)×(0, 0.1). Figure
9 shows that both the triangle and the thin slab are reconstructed very well, even 10% noise is
considered.
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(a) 0.1 noise. (b) 0.3 noise. (c) 0.5 noise.
Figure 7: Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with absolute error at a fixed direction xˆ = (1, 0).
(a) xˆ = (1, 0). (b) xˆ = (1, 0), (0, 1).
Figure 8: Reconstructions of the rectangle with one and two observation directions.
Figure 9: Reconstructions of extended objects with S = 5 and 10%.
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