Abstract. It is often necessary to estimate fine-scale grassland heterogeneity in situ using ground-based spectral radiometers. However, the sampling techniques used to describe spatiotemporal heterogeneity will strongly influence perceived landscape structure. We hypothesize that nested sampling schemes based on random-effects analysis of variance (ANOVA) will provide a more reliable characterization of spatial structure than that provided by spatial dependence models of geostatistics, whose basic assumption of stationarity is often violated over patchy landscapes. To test this hypothesis, we simulated a variety of nonstationary landscapes with varying complexity of patchiness, then compared the consistency of findings of both approaches. Our results showed that significance tests by distance classes of nested ANOVA consistently provided a more stable characterization of structure than that provided by variogram parameters for all landscapes. Despite its limited scope, this simulation suggests that much more attention should be paid to approaches to pattern description when sampling real landscapes.
Introduction
Physical and chemical processes act on grasslands over a wide range of temporal and spatial extents. These processes interact to create complex and ever-changing landscape patterns. Spatial pattern is an important property of grasslands because it not only results from dynamic ecological processes (Wu and Levin, 1997) , but also can directly enhance or constrain these processes (Lobo et al., 1998) . This dual relationship makes the monitoring and measurement of grassland heterogeneity key to understanding concomitant ecological processes (Henebry, 1993) .
Spatial pattern (also often referred to as spatial heterogeneity or patchiness) can be generally defined as the amount and variability of a system property in space and time. Spatial structure is a subset of the concept of spatial pattern and refers to the spatial components of heterogeneity (i.e., the way in which total landscape variability is partitioned across spatial scales) (Gustafson, 1998) . Natural grassland systems are complex and tend to be patchy on virtually every level of space and time to some extent (Levin, 1993) . The challenge is to monitor and measure changing pattern in a way that can shed light on the ecological processes responsible for that change (Henebry, 1993) . This requires the characterization of both the spatial and temporal components of grassland heterogeneity, particularly the spatial extents over at which change is most prominent, and an understanding, at least conceptually, of how pattern and process interact. The knowledge of pattern and process leads to prediction, and prediction involves the basis for testing theory and taking action (Hawksworth and KalinArroyo, 1995) .
Grasslands and other landscapes, however, may appear homogeneous or heterogeneous, depending on the resolution of observation (Woodcock et al., 1988; Henebry, 1993) . Thus, the measurement of landscape change is not only reliant on some quantification of observed pattern, but also on the spatial and temporal resolutions over which pattern is observed (Riera et al., 1998) . Resolution, that is, the spatial size of a sample, is important because it defines the limits to our observations of the Earth (Goodchild and Quattrochi, 1997) , and the explicit consideration of its effects on pattern is arguably as important as recognizing heterogeneity itself (McIntosh, 1991) .
Remote sensing technologies offer a unique perspective for the observation and measurement of various terrestrial biophysical parameters over large grassland regions. As a result, these technologies have become one of the main tools used by landscape ecologists interested in quantifying the spatial pattern of vegetation (Wickham and Riitters, 1995; Csillag et al., 2001 ). However, the ability to detect and measure vegetation heterogeneity using remote sensing is constrained by both the spatial and temporal resolutions of the sensor(s) utilized. Remote sensors are incapable of directly resolving landscape variability at spatial resolutions finer than that of the sensor itself, and thus, at subpixel resolutions, satellite-derived landscapes appear spatially homogeneous. Furthermore, the repeat cycles of many satellites mean that it is rarely possible to collect sufficient data at fine enough spatial resolutions to adequately understand the temporal behavior of the observed landscape. This is especially problematic where grasslands undergo rapid and significant changes in local heterogeneity, or where the investigator requires the explicit elucidation of finer resolution pattern.
Because of these limitations, ground observations are also generally required to characterize vegetation pattern from remote sensing data (Atkinson et al., 2000) . These observations often take the form of spectral measurements, as derived from ground-based radiometry. However, small fields of view mean that when ground radiometers are used to measure the mean spectral characteristics (or estimate the mean biophysical characteristics) of a region larger than a few tens of square metres, or to map their variation, some kind of sampling must be used because providing complete spatial coverage is impractical (Webster et al., 1989) .
In such situations it is necessary to identify and implement effective sampling methodologies that are most suitable for the task(s) at hand. Several techniques have been developed to quantify the spatial heterogeneity of landscapes from sampled (point) information (see Fortin, 1999 , for a comprehensive review). Two such methods are those based on spatial dependence models of geostatistics (e.g., variograms) (see Cressie, 1993) and random-effects nested analysis of variance (ANOVA) (see Webster and Oliver, 1990a) . Although both these techniques appear regularly in the ecological literature, the former method is the more popular of the two, largely because of its use in spatial interpolation (e.g., kriging).
Previous comparisons of nested ANOVA and variogram approaches (Bellehumeur and Legendre, 1998; Ver Hoef et al., 1993) suggest that they provide equivalent means for characterizing spatial structure under assumptions of landscape stationarity (see the next section for theoretical details). However, our particular concerns are that variograms not only imply certain stationarity criteria that can produce misleading results when violated, particularly in ecological applications over patchy landscapes, but also require a large number of samples for their characterization. To date, there is an insufficient understanding of the consequences of estimating variograms based on sampling nonstationary landscapes (Atkinson and Csillag, 2002) . There has also been little direct comparison between the landscape spatial structures characterized by variograms and nested ANOVA using sampled data. Both these issues need to be explicitly addressed.
This study compares random-effects ANOVA and variograms for characterizing landscape heterogeneity over nonstationary landscapes. In particular, our aim is to compare both methodologies under a fixed (limited) sampling budget. We do this knowing that nested ANOVA provides a different characterization of the landscape (significant tests by distance classes) and involves a more rigorous sampling design but requires fewer samples. To achieve this aim, we simulate a variety of landscapes with varying complexity of patchiness then compare the relative abilities of each sampling approach to characterize the spatial structure of each landscape.
Nested ANOVA and variograms: two measures of spatial heterogeneity
Spatially nested sampling and random-effects ANOVA The application of the random-effects nested ANOVA model to spatial heterogeneity characterization is based on the idea that the spatial components of a population can be subdivided into distinct levels (here for us spatial resolutions), and that aggregated observations are viewed as the result of the nested contributions of these levels (Webster and Oliver, 1990a) . To illustrate this, consider a balanced, spatially nested sampling scheme of L levels, where each unit in level-1 is partitioned into n subunits at level-2, which in turn, are further partitioned until level-L is reached (i.e., level-L is nested within level-(L -1), which is nested within level-[(L -1) -1], etc.). The overall average of a sampled landscape attribute (Z x ( ), an unbiased estimate of the mean), its total sum of squares (SSQ total ), and its total mean square (MSQ total , an unbiased estimate of the variance) can be written as
...
where n 1 , n 2 , and n L correspond to the number of subdivisions within each partition of the level above, Z(x) corresponds to the value of the landscape attribute at each sampled location, and df total corresponds to the total degrees of freedom:
The SSQ total (Equation (2)) can also be expressed in terms of the individual contributions from each level of the hierarchy:
... ...
where the three terms on the right-hand side of the equation correspond to the SSQs of level-1, level-2, and level-L, respectively (Csillag and Kabos, 1996) . The leftmost of these three terms gives the individual SSQ at the coarsest level of sampling, and the rightmost term gives the individual SSQ at the finest scale (or often, replication error). For each partition at any given level, the difference between its mean and the mean of the partition to which it belongs at the level immediately above is squared and multiplied by the total number of observations that make up that partition (Webster, 1979) . The stochastic independence of the individual SSQ terms under the usual assumptions of ANOVA (Csillag and Kabos, 1996) allows significance testing between any two consecutive levels by computing their F ratio:
where b corresponds to the "upper" (i.e., coarser) level of interest. Where the variance of a given level is significantly high, we reject the hypothesis that the means of this level and the level it is being compared with are equal. In effect, F testing allows for statistically significant differences in patchiness between sampling resolutions to be identified. For example, the shortest distance over which significant differences are detected (between local means) may provide a guideline for minimum sampling distance.
Spatial dependence models of geostatistics: the variogram
Spatial dependence models of geostatistics also allow the quantification of landscape spatial structure from pointsampled data. One such model that has received much attention is the variogram (see Cressie, 1993) . The variogram reveals the randomness and structured aspects of the spatial dispersion of a given variable and is a plot of the average square difference between the values of a spatial variable at pairs of points separated by a lag distance against the lag. The empirical variogram γ(h) is calculated as
where h is the lag (in pixels) over which γ (semivariance) is measured, N is the number of observations used in the estimate of γ(h), and Z is the value of the variable of interest at spatial position x i . The value Z(x i + h) is the variable value at lag h from x. This calculation is then repeated for different intervals of h. The empirical variogram describes the overall spatial pattern of sample data (Fortin, 1999) .
A variogram function can then be fitted to the empirical variogram. This function is a theoretical model chosen to describe the spatial structure of a landscape attribute and to estimate γ(h) at unknown values of h. Of particular interest are the estimates of three parameters, the sill, range, and nugget variance, which define the spatial autocorrelation structure of the sampled landscape. The rate of increase of γ(h) allows one to characterize the spatial continuity of the variable (Bellehumeur and Legendre, 1998) . In landscapes where there is some degree of spatial dependence, γ(h) generally increases with h because pairs of sample points become increasingly different as larger distances separate them. As h increases further, sample points eventually become unrelated to one another, so γ(h) levels off at a sill that is equal to the average variance of all samples. The distance at which this occurs is called the range, and at distances greater than this, pairs of sample points can no longer be considered spatially correlated. The nugget effect refers to the nonzero intercept of the variogram and is an overall estimate of error caused by measurement inaccuracy and environmental variability occurring at fine enough scales to be unresolved by the sampling interval (Fortin, 1999) .
Although variograms are commonly utilized in the ecological sciences, their application should be limited by their statistical assumption of intrinsic stationarity; that is, that the data are normally distributed around the same mean, with constant variance-covariance across the entire study area (see Bellehumeur and Legendre, 1998) . Such strict statistical requirements are often problematic, especially for ecological data, which can be frequently generated by nonstationary processes (Bailey and Gatrell, 1995) . Some technical solutions exist for dealing with situations where stationarity assumptions do not hold, such as where the mean is not constant (Journel and Huijbregts, 1978; Atkinson, 1999a; 1999b) .
A variety of theoretical variogram models can be used to describe spatial structure. Of these, the most commonly used are the linear, spherical, exponential, gaussian, and power models (see Webster and Oliver, 1990b) . Because most of the spatial dependence signal is encompassed in the first part of the variogram (i.e., up to the spatial range), good parameter fitting for short values of h is important (Journel and Huijbregts, 1978; Isaaks and Srivastava, 1989) . Such fitting is made easier by the development of various optimization techniques for variogram modeling. These techniques optimize the fit for each variogram parameter by simultaneous nonlinear iterative least squares procedures (Cressie, 1993) . Optimization allows the elimination of many subjective elements from the analysis (Fortin and Jacquez, 2000) . However, subjectivity is not eliminated altogether; certain model features (e.g., stationarity decision, anisotropic-isotropic models, number of model components, and initial starting parameters for noninteractive model fitting) must still be explicitly chosen by the investigator (Atkinson, 1999a; 1999b) .
Methods

Simulation of nonstationary landscapes
To evaluate the effectiveness of each approach for characterizing spatial heterogeneity, one must compare conclusions derived from field sample data to the "reality" of a completely known landscape. Graniero (1999) refers to this problem as the "paradox of self-evaluation"; that is, we are only able to understand the landscape from field sampling itself, while our "truthing" knowledge is limited to the very techniques we wish to test. When faced with such a problem, alternative strategies must be implemented. One such approach is the use of computer-simulated landscapes whose spatial heterogeneity through space and time is fully known and controlled by the investigator.
Haar-quadtree (HQ) simulation allows the simulation of landscapes based on some a priori knowledge, or expectation, about the way in which the variance of some landscape attribute is partitioned across spatial scales (see Equation (5)). This approach, which has been described in greater detail elsewhere (see Csillag and Kabos, 1996) , is a nested simulation implemented by a quadtree algorithm, and a flexible and computationally efficient tool for simulation experiments (Csillag and Kabos, 1996; 2002) . We used the HQ-simulation algorithm implemented within a geographic information system (GIS) (geographical resource analysis support systems (GRASS), version 4.3) to generate a variety of nonstationary landscapes (herein referred to as scenarios), each with a different spatial structure. This algorithm allowed us to then simulate additional equally likely landscapes (herein referred to as replicates) for each given scenario; that is, landscapes that were the same in terms of their overall structural properties but differed in terms of the relative spatial arrangement of that structure. This gave a total of 10 replicates for each scenario. The output of each simulation took the form of a regular grid measuring 256 rows by 256 columns (65 536 cells). These dimensions allowed our HQ-simulation algorithm to generate landscapes with up to eight levels of patchiness (Figure 1 ).
Each grid was considered a surrogate of a "real" landscape measuring 128 by 128 m at a spatial resolution of 0.5 m, where the patchiness of the landscape attribute under scrutiny (say, for example, reflectance, normalized difference vegetation index (NDVI), biomass) was explicitly controlled at local (1 pixel (0.5 m), 2 pixels (1 m), 4 pixels (2 m)), intermediate (8 pixels (4 m), 16 pixels (8 m), 32 pixels (16 m)), and coarse (64 pixels (32 m), 128 pixels (64 m)) resolutions. The landscape scenarios generated in this study ranged in complexity from landscapes with no spatial structure (i.e., random landscapes) to simple and complex structures (Table 1; Figure 2 ). In our first experiment, we generated a landscape scenario with no spatial structure (Table 1; Figure 2a ). In our second experiment, we generated landscape scenarios with one, two, and three distinct levels of patchiness (Table 1; Figure 2b ). In our third experiment, we generated a variety of landscape scenarios whose multiple (i.e., >4) levels of patchiness closely corresponded to the observed spatial structure of various upland mixed-grass prairie communities, as described by Figure 2c ). We then used a variety of sampling approaches (nested, random, systematic, transect sampling; Figure 3 ) to extract information from each simulation and derive estimates of spatial structure based on nested ANOVA and variogram approaches.
Sampling design
We used four different sampling schemes (Figures 3a-3d ) to extract information from each simulated landscape. These samples were then used to provide estimates of spatial structure using ANOVA and variogram approaches. Sampling schemes To provide a direct comparison between approaches, the sampling budget of each scheme was restricted to n = 72 samples. We used 72 samples for two reasons. First, we wanted to restrict our sampling budget to a realistically low number of samples (i.e., n < 100). Second, because ground radiometer data must often be collected quickly, we wanted to use a sample size that could be collected relatively quickly using field radiometry (e.g., <1 h sampling time). In our nested sampling design, sample points were spatially nested at distances of 120 pixels (60 m), 20 pixels (10 m), 5 pixels (2.5 m), and 1 pixel (0.5 m). Four levels of sampling were chosen to capture measurement error (1-pixel resolution) and characterize the visible fine-resolution (5 pixels) and coarse-resolution (20 pixels, 120 pixels) patch sizes. In the systematic sampling design, sample points were separated by distances of 25 pixels (12.5 m; x direction) and 28 pixels (14 m; y direction). In the transect sampling design, sample points were situated 1 pixel (0.5 m) apart. Twenty-four variants of each sampling scheme were utilized in the study. For the nested, systematic, and transect designs, each variant was created by randomly shifting the origin of each sampling frame relative to that of the simulated landscape. For the random sampling design, each variant was generated by creating a new random sample. Sample data from each simulation were then extracted using each of these variants. This approach gave a total of 240 "sampling attempts" for each combination of sampling scheme and landscape scenario (i.e., 10 replicates for each scenario × 24 sampling variants). For each of these combinations, nested ANOVA was then used to provide 240 estimates of spatial structure using the scheme in Figure 3a , and variogram analysis was used to provide 120 estimates of spatial structure from each of the schemes in Figures 3b, 3c , and 3d. It is important to note that this approach leads to results that could be attributed to two separate but equally important effects (i.e., the effects of keeping landscape structure constant and varying sampling scheme and the effects of varying landscape structure and keeping sampling scheme constant).
However, we do not attempt to separate these effects here and instead evaluate both effects together.
Statistical methods
All statistical analyses were conducted using the S-PLUS statistical package (Version 4.5, MathSoft Inc., 1998). All variogram analyses were conducted using the S-PLUS SpatialStats Module (Version 1.0, MathSoft Inc., 1996). We used nested ANOVA (random-effects model) on our nested sampling data to partition the total sampled variance of each simulation into its various spatial components (i.e., 120 pixels (60 m), 20 pixels (10 m), 5 pixels (2.5 m), 1 pixel (0.5 m); Equation (5)). This yielded 240 ANOVA-derived estimates of spatial structure for each landscape scenario. We then used Equation (6) (for P < 0.05 and P < 0.01) to estimate whether significant differences in variances (i.e., significant differences in patchiness) existed between consecutive sample resolutions (i.e., between 120 and 20 pixels (60 and 10 m), between 20 and 5 pixels (10 and 2.5 m), and between 5 pixels and 1 pixel (2.5 and 0.5 m)). These results were then compared directly with the known characteristics of each landscape scenario. For each of these scenarios, the ability of nested ANOVA to correctly estimate expected significant or nonsignificant differences between consecutive sample resolutions was expressed as a percentage (n = 240).
We then used a robust estimator (Cressie and Hawkins, 1980 ) to generate 720 empirical variograms for each landscape scenario (i.e., 240 variograms for each of the random, systematic, and transect sampling schemes). The advantage of using a robust estimator was that the effects of outliers were reduced, without removing specific data points from the data set. Empirical semivariance was computed for distances only where greater than 30 pairs of points existed (see Isaaks and Srivastava, 1989 ) (Equation (7)). A theoretical variogram function was then fit to each empirical variogram using a spherical model by generalized least squares (see Cressie, 1985) . The sill, range, and nugget parameters generated by these fits were then compared directly to the known landscape structures.
Results
Nested ANOVA Table 2 shows that, for the most part, nested ANOVA is able to correctly estimate both significant and nonsignificant differences in variance between pairs of levels used in the study (i.e., between 120 and 20 pixels (60 and 10 m), between 20 and 5 pixels (10 and 2.5 m), and between 5 pixels and 1 pixel (2.5 and 0.5 m)). In experiment 1 (no spatial structure; random fields), the expected nonsignificant differences between 120 and 20 pixels (60 and 10 m), between 20 and 5 pixels (10 and 2.5 m), and between 5 pixels and 1 pixel (2.5 and 0.5 m) are estimated correctly by nested ANOVA in 98, 100, and 85% of all sampling attempts, respectively ( Table 2a) . The use of a less conservative test (i.e., P = 0.05; Table 2b ) results in only slightly lower success (90, 99, and 75%, respectively). In experiment 2 (simple landscape structure), the expected nonsignificant and significant differences between pairs of levels are also estimated consistently well, and this is independent of landscape complexity. Here, the expected nonsignificant differences between 120 pixels (60 m) and 20 pixels (10 m) are estimated correctly in 85% of all sampling attempts at worst (Table 2a , scenario ii) and in 93% of all sampling attempts at best (Table 2a, scenario iv) . Estimates of the nonsignificant differences between 20 pixels (10 m) and 5 pixels (2.5 m) are highly accurate and are estimated correctly in 99% of all sampling attempts at worst (Table 2a , scenarios i, iii, and iv), and in 100% of all sampling attempts at best (Table 2a , scenarios i and v). Estimates of nonsignificant differences between 5 pixels (2.5 m) and 1 pixel (0.5 m) are less accurate (ranging from 80% (Table 2a, scenario v) to 90% of all sampling attempts (Table 2a, scenario iv) ), but estimates of the expected significant differences between these two levels are high (ranging from 93% ( Table 2 . The ability of nested ANOVA to correctly estimate significant or nonsignificant differences in variance (patchiness) between 120-pixel (60 m), 20-pixel (10 m), 5-pixel (2.5 m), and 1-pixel (0.5 m) resolutions from the simulated landscapes used in experiments 1, 2, and 3. predictive capabilities were also found in experiment 3 (multiple levels of distinct patchiness) and, like experiment 2, these trends are independent of landscape complexity. However, the worst estimates of nonsignificant and significant differences were found in experiment 3 (78% of all sample attempts between 120 pixels (60 m) and 20 pixels (10 m) and between 20 pixels (10 m) and 5 pixels (2.5 m) ( Table 2a , scenario i), and 64% of all sample attempts between 20 pixels (10 m) and 5 pixels (2.5 m) (Table 2a, scenario ii) ). In all experiments, with the exception of pairs of levels between which significant differences were expected, the use of a more conservative test (i.e., P = 0.01) yielded more accurate estimates of nonsignificant differences between levels by nested ANOVA. Conversely, where a less conservative test was used (i.e., P = 0.05), a higher success rate was found for the estimation of significant differences between levels (see corresponding cells in Tables 2a and 2b).
Variograms
Empirical variograms
"Typical" examples of the generated empirical variograms are provided in Figure 4 . In most cases, the sampling of random fields (experiment 1) produces "noisy" variograms, where the semivariance comprises mostly nugget variance and is independent of the distance between sample points (plots 1, 2, and 3 in Figure 4) . In comparison, the trends in semivariance derived from the sampling of structured fields (experiments 2 and 3) are less consistent both within and among sampling schemes but are often more evident. For the sake of brevity, we do not provide a detailed discussion of the trends derived for each scenario here. Instead, we focus on two examples, one with a simple landscape structure (experiment 2) and one with a complex landscape structure (experiment 3), to illustrate the most apparent trends.
Plots 4, 5, and 6 in Figure 4 show empirical variograms generated by random, systematic, and transect sampling, respectively, for a simple landscape structure (experiment 2, scenario ii, one level of distinct patchiness at 4 pixels (2 m) resolution). While each variogram (particularly that derived from transect sampling) indicates the presence of slight patchiness at longer distances (inferred by the semiperiodic signals within the variogram), none detects the presence of the parameterized local variation at a distance of h = 4 pixels (2 m). Plots 7, 8, and 9 in Figure 4 also show empirical variograms generated by random, systematic, and transect sampling, respectively, but for a more complex landscape structure (experiment 3, scenario iii, multiple levels of distinct patchiness). Here, a more pronounced pattern is detected at short distances by random and transect sampling, and at longer distances by all sampling approaches. However, the parameterized local variation at distances of h = 4 pixels (2 m), h = 8 pixels (4 m), and h = 16 pixels (8 m) remains undetected. Empirical variograms derived from transect and random sampling estimate semivariances across a wider range of distances (minimum distances are h = 6 pixels (3 m) and h = 8 pixels (4 m), respectively)), compared to that of systematic sampling (minimum distance is h = 30 pixels (15 m)).
Theoretical (spherical) model fitting
We used spherical model fitting by generalized least squares to provide 120 estimates of spatial structure for each combination of landscape scenario and sampling strategy. The results of these analyses are provided graphically in Figure 5 . Although we acknowledge that other theoretical models may be a more appropriate fit for some of our data, we believe that spherical models are sufficient for illustrative purposes.
Figures 5a-5c show variograms created by fitting a spherical model to empirical variograms derived from random (Figure 5a) , systematic (Figure 5b) , and transect (Figure 5c ) sampling of simulated fields with no spatial structure (experiment 1). In most cases, and particularly for transect sampling, the spherical model fits variograms with very small ranges (i.e., <<2 pixels (1 m)) to our data. Because our spherical model-fitting procedure forces the estimation of a nonzero range, however, we view such values as an artifact of models with no intrinsic meaning, and thus good indicators of spatial independence. The most consistent characterization of the random fields is provided by transect sampling, where greater than 99% of the spherical fits show spatial independence (Figure 5c ). Variograms generated using random samples provide the next most consistent characterization of random spatial structure. Here, 78% of the spherical fits indicate spatial independence (Figure 5b) . Systematic sampling provides the least consistent characterization of random fields where, in comparison to the other sampling approaches, a significant proportion (84%) of the spherical fits estimate some degree of spatial structure (i.e., estimate ranges > 5 m) (Figure 5b) . Also of interest is the general variation in sill estimates. We kept the sample variance constant throughout our simulation of random fields. Spherical variogram fitting, however, estimates a wide range in total sample variances (denoted by the variation in the estimated sills (Figures 5a-5i) ). This variation is independent of sampling strategy (mean sills and their standard deviations are relatively similar between sampling approaches).
Figures 5d-5f show variograms created from fitting a spherical model to empirical variograms derived from random (Figure 5d ), systematic (Figure 5e ), and transect (Figure 5f ) sampling of simulated fields with simple spatial structure (experiment 2, scenario ii). Contrary to experiment 1, the parameter estimates generated by model fitting are dependent upon the sampling strategy utilized. For all sampling strategies, the estimation of some spatial structure (i.e., the identification of a range > 2 pixels (1 m)) is more frequent than that estimated for the random fields. However, the parameterized local variation at 4 pixels (2 m) is still only estimated correctly in very few cases (in 8% of model fits using random sampling, in 12% of model fits using systematic sampling, and in 4% of model fits using transect sampling).
Figures 5g-5i show variograms created from fitting a spherical model to empirical variograms derived from random (Figure 5g) , systematic (Figure 5h) , and transect (Figure 5i ) sampling of simulated fields with complex spatial structure (experiment 3, scenario iii). Similar to that of the fields with simple spatial structure, parameter estimates generated by model fitting are dependent upon the sampling strategy utilized. Here, random sampling overwhelmingly estimated variograms with very short ranges (82% of estimates). Systematic and transect sampling estimated very short ranges in 36 and 42% of all cases, respectively. In all cases, spherical model fitting indicated less frequent spatial structure at short distances than that estimated in experiment 2 for the simple landscapes.
Discussion
Characterizing the spatial structure of simulated landscapes
Our results show that nested sampling and nested ANOVA provide relatively accurate and consistent estimates of spatial structure (in terms of significant or nonsignificant differences in patchiness between sampled levels) over nonstationary simulated landscapes whose patchiness is nested at a variety of spatial scales. We have also shown that, under a similar sampling budget (in our case, n = 72), theoretical variogram fitting provides highly variable estimates of landscape structure and that these estimates are dependent upon the choice of sampling strategy utilized. Here, we discuss these results and, in doing so, evaluate the relative merits of nested ANOVA and variogram fitting for characterizing the spatial structure of patchy grassland landscapes.
The ability of nested ANOVA to estimate nonsignificant and significant differences in patchiness between pairs of sample resolutions is, as expected, dependent upon the P values used in significance testing (i.e., P = 0.05 or P = 0.01). The successful estimation of nonsignificant differences between pairs of sample levels is greater where a conservative test is used (i.e., P = 0.01) in preference to one that is less conservative (i.e., P = 0.05). Conversely, where a less conservative test is used, the successful estimation of significant differences between pairs of sample levels is greater than in the case where a conservative test is used (i.e., it becomes easier to reject the null hypothesis of no significant differences between variances). The choice of P value utilized thus depends on whether the investigator is more willing to accept errors of commission (type I error) or omission (type II error).
The shapes of the empirical and theoretically fitted variograms can be explained as follows. In experiment 1, the random, systematic, and transect sampling of structureless (random) fields provide, for the most part, noisy empirical variograms. One may expect such results because, by definition, the absence of spatial structure implies independence between semivariance (γ(h)) and distance (h). Thus, the ability to characterize these trends becomes possible even where relatively long distances exist between sample pairs (as, for example, in the case of our systematic sampling strategy). The adequate characterization of random fields by each sampling method is further reinforced when spherical variogram models are fit to these empirical data. Our expectation of variogram shape for a completely random field is a horizontal sill, with zero range, whose height is determined by the total sample variance (i.e., the intensity of the "noise"). When a spherical function is fit to such a field, however, the fitting algorithm forces the calculation of a range, nugget, and sill. Thus, if such a model is utilized under these conditions (e.g., when an investigator has no a priori knowledge of the structural characteristics of the landscape, and assumes some spatial dependence when, in fact, none exists), one may expect a resultant variogram whose range is close to zero and whose sill corresponds to the intensity of the noise. This trend indeed occurs with many of our spherical model fits to data derived from the sampling of random fields and, as noted previously, may be interpreted as an artifact of an inappropriate choice of variogram model, rather than as the identification of spatial variation at very short distances. In these situations, the fitting of linear variogram models to empirical data may be more appropriate. Linear models (slope = 0) may provide useful information regarding the total variance of the field.
It should also be noted here that the generation of a noisy variogram does not necessarily indicate the presence of a truly random field. Indeed, spatial structure may actually exist, but at finer resolutions (shorter distances) than those that can be resolved by the sampling scheme utilized. Where the modeled range of a variogram is less than the size of the support, one may assume that the fitted model is incorrect and that there is no inherent spatial structure in the data. Thus, variogram interpretation and model fitting should always proceed while keeping the minimum sampled lag distance firmly in mind.
In experiments 2 and 3, while spatial structure at longer distances is characterized (to varying degrees) by variograms derived using each sampling approach, none are able to capture the expected spatial variation at short distances. The semiperiodic signals within variograms at longer distances indicate that samples have been derived from nonstationary fields. The inability of each approach to characterize spatial variation at short distances is largely due to the inherent limitations of each sampling design, particularly those of the systematic and random approaches, that are imposed by our restricted sampling budget. For n = 72 and a field of 256 pixels (128 m) by 256 pixels, the systematic sampling approach provides pairs of points only at long distances (>25 pixels (12.5 m)), and thus short-range landscape variation cannot be characterized. Although the random sampling approach consistently provides a number of points separated by extremely short and long distances, these are, in most cases, too few in number (i.e., n < 30, see previous discussion) to adequately estimate semivariance. We are again unable to explain the inability of transect sampling to resolve short-range spatial variation to a consistent degree, particularly since measurements were separated by very short distances (1 pixel (0.5 m)).
Choosing an approach: nested ANOVA or variograms?
Considerations
Of practical concern to the investigator is whether one should choose nested ANOVA or variograms for analyzing spatial data. Although both approaches can be used to describe the data, the decision ultimately rests on a number of factors that influence whether spatial heterogeneity should be modeled as variation in nested blocks of constant mean structure assuming independent residuals (nested ANOVA) or as autocorrelated random error with constant mean structure (variogram) (Ver Hoef et al., 1993) . These factors include (i) the overall objectives of the investigator (e.g., identification of significant differences among variance components versus interpolation); (ii) the perceived spatial properties of the landscape in question, and hence the model assumptions that seem most reasonable (e.g., landscape stationarity versus nonstationarity); (iii) sampling budget (e.g., limited versus unlimited time and (or) cost); and (iv) the "penalty" associated with mischaracterizing landscape structure. These considerations are discussed further in the following sections.
Criteria for choosing an approach: advantages and disadvantages of approaches
Our results suggest that nested ANOVA is more appropriate than variograms in situations where the aim is to detect significant differences among variance components, the landscape is nonstationary, sampling budget is limited, or there is a high cost associated with mischaracterizing landscape spatial structure. The reasons for this are as follows.
First, nested ANOVA is able to test for significant differences in variance between hierarchical levels (Equation (6)) (Csillag and Kabos, 1996; Webster and Oliver, 1990a) . This statistical property allows the investigator to assess whether significant differences in patchiness exist between sample resolutions (i.e., identify potential spatial scale hierarchy). In comparison, semivariances at different distances are statistically dependent upon each other (Cressie, 1985) . Because of this, significance testing between variance components cannot be undertaken through variogram analysis.
Second, variograms rely on the statistical assumption of intrinsic stationarity. Although more flexible techniques have been developed that avoid such stringent assumptions (see previous discussions), this remains a problem, particularly for ecological data, which are rarely generated by stationary processes (Bailey and Gatrell, 1995) . As a result, nested ANOVA should be used in preference to variograms where it is perceived that landscape spatial structure is generated by nonstationary processes.
Third, nested ANOVA requires fewer samples for adequate coverage of the study area than that required to create variograms, which are usually derived from transect or systematic sampling. Although transect sampling allows points from even a relatively small sample size to be located close together, and has the added advantage of simplicity in planning and implementation over nested designs, the spatial variation in many landscape variables is often anisotropic (i.e., is spatially autocorrelated to various degrees depending on direction) because pattern is often produced by directional geophysical phenomena (Gustafson, 1998) . As a result, it is often more useful to create variograms based on the detection of spatial structure in two dimensions. If the creation of such variograms requires the same sampling distance as that used for onedimensional sampling, then the number of samples needed to satisfactorily estimate the variogram becomes equal to the square of the number of samples used in the original transect. Webster and Oliver (1992) examined the spatial structure of various soil properties and found that variograms generated using less than 50 grid points are of little value, those generated using 150 points are often satisfactory, and those generated using 225 points are usually reliable. Thus, regardless of measurement simplicity and low-cost attribute selection (e.g., spectral estimates of plant biophysical characteristics), samplesize requirements can render variogram analysis to be an expensive choice of model. Where circumstances do not permit such a large sample size (as in our sampling experiments), we argue that the reliable characterization of landscape structure in one direction is preferable to an unreliable characterization in two dimensions. In such cases, however, it must be kept in mind that any variogram-derived structure may be directionally dependent, and not necessarily characteristic of the landscape as a whole. Fourth, our results indicate that nested ANOVA should be used in preference to variograms where there is a high cost associated with mischaracterizing landscape spatial structure (i.e., where one needs to be sure that the estimated landscape structure matches the actual landscape structure). This is because (i) nested ANOVA provides estimates of spatial structure that are consistently more accurate than those provided by variograms for the simulated landscapes and sampling strategies used in this study; and (ii) variograms derived from each landscape scenario vary widely, even among those variograms generated using variants of the same sampling scheme. As a result, one may be more confident in the accuracy of an ANOVA-derived estimate of spatial structure than in the accuracy of an estimate derived using variograms. Even under conditions where the use of variograms may be more appropriate (see the following discussion), the a priori implementation of nested ANOVA may be useful to provide a guideline of "expected" spatial structure.
Despite the relative advantages outlined previously, nested ANOVA is also limited in two main respects. First, the implementation of a nested sample design relies on the investigator's a priori knowledge of the spatial scales of the phenomenon of interest (Webster, 1979) . Without such knowledge, an investigator may sample at scales of interest where minimal variation occurs. It is thus important that the investigator understand, at least conceptually, the local biological and environmental factors controlling the distribution of the attribute of interest before sampling is implemented (see previous discussions).
Second, nested sampling schemes are normally designed according to a balanced sampling scheme; that is, the number of sampling units in each partition of any level of the hierarchy is the same (although it may vary from level to level) (Bellehumeur and Legendre, 1998) . For each additional level in the hierarchy, sample size increases by a factor of ≥2, resulting in large sample sizes where many levels are utilized. In such instances, the problems with balanced nested sampling become comparable to those problems arising from attempts at estimating the variogram in two dimensions (see previous discussion). The use of unbalanced sampling may provide a partial solution to this problem instigated by large sample sizes. Unfortunately, the penalty for the lack of balance can introduce further complexity in estimation and interpretation (see Webster and Oliver, 1990a) .
There are also instances where one may choose to use variograms instead. These include situations where interpolation is the main goal, conditions of landscape stationarity are satisfied, and sampling budget is large or unlimited. However, directly comparing nested ANOVA and variograms under such conditions falls outside the scope of this study, and we do not consider them further here.
Choosing a hybrid approach?
Although nested ANOVA and variograms partition the total sample variance differently, they are similar in a few respects. First, both approaches are based on calculating the sum of squared differences. Nested ANOVA computes these differences for pairs of values sorted by nested partitions, whereas the empirical variogram computes these differences for pairs sorted by distance (Csillag and Kabos, 1996 ) (see Equations (5) and (7)). Second, Miesch (1975) showed that the accumulation of nested components, starting with the smallest spacing, was equivalent to the semivariances derived over the same range of distances. However, Webster and Oliver (1990b) note that, in practice, these are only rough estimates of the true semivariances because each is based on few degrees of freedom. Furthermore, Bellehumeur and Legendre (1998) caution that Miesch's assertion is only true for the sample design he specified and would not hold true for a transect of contiguous quadrats.
A variety of authors suggest that the choice of nested ANOVA or variogram need not be mutually exclusive. Webster and Oliver (1990a) outline a two-step approach that incorporates both techniques. For example, nested sampling can be used in the preliminary stages of an investigation to create a crude variogram spanning several orders of magnitude of distance. Alternatively, Ver Hoef et al. (1993) outline a theoretical approach where various statistical properties of nested ANOVA and geostatistics are merged to form one "hybrid" technique. This approach takes the form of spatially nested effects models where the random errors are independent among blocks, but correlated within blocks. Using this approach, the spatially nested effects could be removed within nested ANOVA and the residuals analyzed by a variogram. Although such approaches need further study, preliminary analyses (A. Davidson, unpublished data) suggest that where sample size is small and limited, variograms created in this way suffer from many of the problems discussed earlier.
Limitations of study
Although these results potentially have large implications for those wishing to characterize landscape structure through ground-based sampling, there are several unresolved issues. First, we only simulated 10 replicates for each landscape scenario. Further investigations should utilize more simulations. Second, we did not attempt to separate the effects of keeping landscape structure constant and varying the sampling scheme and the effects of varying landscape structure and keeping the sampling scheme constant. Future investigations should consider explicitly separating these two effects. Third, our evaluation of nested sampling is limited to a scheme where sampling distances are located at 120-pixel (60 m), 20-pixel (10 m), 5-pixel (2.5 m), and 1-pixel (0.5 m) resolutions. Although preliminary analyses indicate that other variants of our nested sampling scheme (e.g., using distances of 120 pixels (60 m), 16 pixels (8 m), 2 pixels (1 m), 1 pixel (0.5 m); 120 pixels (60 m), 32 pixels (16 m), 8 pixels (4 m), 4 pixels (2 m)) produce similarly accurate estimates of significant and nonsignificant differences in patchiness between sampled resolutions for the simulated landscapes used in this study, the effects of using other sampling distances need to be investigated further. Fourth, our initial choice of sampling distances used in the nested sampling scheme was somewhat arbitrary. Under real field conditions, more attention should be paid to selecting not only the number of nested levels, but also the distances at which sample points are located. Fifth, we do not attempt to compare nested ANOVA and geostatistics under conditions where sample size is significantly larger than n = 72. However, pilot studies (see Davidson, 2002) indicate that comparisons with smaller and larger samples sizes give no significant differences to the results obtained in the field. Comparisons under increasing sample sizes (e.g., n = 144 and n = 216) would be useful. Sixth, we do not provide a comparison of techniques under other types of nonstationarity where nested ANOVA may fail. This should be considered for future studies. Seventh, we do not create variograms based on data extracted from the nested sampling design. However, although a direct comparison may have been useful, one is provided elsewhere (see Bellehumeur and Legendre, 1998) .
Conclusions
The work presented here is an illustration of how accurately two approaches, nested ANOVA and variograms, characterize the spatial structure of various simulated patchy landscapes. We use simulated landscapes because they provide controlled spatial structures through which the efficiency of various sampling schemes can be compared. Despite the acknowledged limitations in our approach (limited number of replicated simulated for each scenario; no separation of simulation versus sampling effects), our results support our original expectation that the sampling methodology used to characterize spatiotemporal heterogeneity (and its associated statistical assumptions) strongly influence perceived landscape structure. We have shown that (i) nested ANOVA provides a more reliable characterization of landscape structure than that provided by variogram analysis under conditions of a limited sampling budget, and (ii) this ability is largely independent of landscape complexity. We believe that, fundamentally, the choice between nested ANOVA and variograms for characterizing landscape structure depends on the a priori assumptions made about the spatial characteristics of the landscape in question. Nested ANOVA should be used where the aim is to detect significant differences among variance components, the landscape is nonstationary, sampling budget is limited, or there is a high cost associated with mischaracterizing landscape spatial structure. However, if the landscape is not suspected of being nonstationary, then variogram analyses may be more reliable, although they require a larger number of samples.
