We generalize the non-negative matrix factorization (NMF) generative model to incorporate an explicit offset. Multiplicative estimation algorithms are providedfor the resulting sparse affine NMF model. We show that the affine model has improved uniqueness properties and leads to more accurate identification ofmixing and sources.
INTRODUCTION
Non-negative matrix factorization (NMF) has become a popular tool for data analysis. An often stated reason for NMF is that it leads to 'parts based' representations, hence, facilitates data analytic interpretation. However Figure 1 there are M = 2000 elements in V. The data is generated as in Equation 9 . The elements of R are exponentially distributed. The true W vectors and the column vectors of V are shown in Figure 1 panel (A) . Figure 1 (B-D) Figure 2 . Data is generated as in Equation 9 where the elements of W and Wo are uniform i.i. For completeness we have included in the performance evaluation a modification of the standard method in which data is first subtracted with constant offsets to achieve zero minimum value in each of the N variables of V. Figure 3 (A) examples from the database are shown. The algorithms described in section 2 are tested on the data set and a subset of the 17 basis pictures are shown in Figure 3(B-D) . Only the proposed method is able to find the 17 non-overlapping basis pictures, the standard NMF and Sparse NMF all let the torso be a part of all basis pictures. The Swimmer simulation is further analyzed in Figure 4 . The 1024 (= 32 x 32) dimensional column vectors in V and W are mapped onto a two dimensional subspace to show that the structure of the swimmer database is in fact equivalent to that of Figure 1 . In the plot it is seen that only the affine sparse NMF finds the true basis vectors.
Business Card Data Set. Our final example is based on a set of business card images of faculty of Aalborg University's Department of Electronic Systems. The photographer shown in Figure 5(B-D) . In this simulation the sparse affine NMF algorithm estimates more sparse basis pictures and most basis pictures describe one physical object only.
A two dimensional subspace (axes formed by a picture with 'hair' and an picture with the AAU-logo) of the images in Figure 5 are shown in Figure 6 . As above we find that none ofthe standard NMF's nor sparse NMF basis vectors describe the AAU logo without also capturing 'hair'. The basis pictures for the proposed method however are found close to the axes meaning that they either capture hair or the AAU' logo. Figure 1 . The x-axis is the an image of the AAU logo, and the y-axis is an image vector capturing the 'hair' region.
Hence, the H offset issue is a special case of the model we have discussed here: Ifthe resulting Wo is in the positive span of the columns of W, they can be interpreted as H offsets.
In this work we have defined the augmented non-negative linear mixing model -the sparse affine NMF. We have presented three case stories in which the new sparse affine NMF algorithm outperforms the standard algorithms and a naive solution in estimation of the underlying structure of the data. 
