We consider certain sets of non-normal continued fractions for which the asymptotic frequencies of digit strings oscillate in one or other ways. The Hausdorff dimensions of these sets are shown to be the same value 1/2 as long as they are non-empty. An outstanding example of such sets is the set of "extremely non-normal continued fractions" which was previously conjectured to be of Hausdorff dimension 0.
Introduction
Let Q c denote the set of irrational numbers and N the set of positive integers. It is well known that every x ∈ [0, 1) ∩ Q c can be represented in a unique way as an infinite simple continued fraction, namely x = [a 1 (x), a 2 (x), · · · ] = 1 a 1 (x) + 1 a 2 (x) + 1 · · · + 1 a n (x) + · · · where a n (x) ∈ N for all n 1. In what follows, the letter "x" will denote both an infinite word (x 1 , x 2 , · · · ) ∈ N N and a real number x ∈ [0, 1) ∩ Q c with continued fraction expansion [x 1 , x 2 , · · · ], where x n = a n (x) for all n 1.
Let N denote the set of finite words over N, which will be called digit strings alternatively. For any k-digit string W = (w 1 , · · · , w k ) ∈ N , we write f (W, x, n) := {1 j n − k + 1 : a j (x) = w 1 , · · · , a j+k−1 (x) = w k } for the number of occurrences of W among the first n digits of x. This paper is concerned with certain sets of continued fractions which are determined by the limit behaviors of the sequence of all asymptotic frequencies, namely, { 
Freq(W, x).
It is seen that, for any digit string W ∈ N , the asymptotic frequencies of W in the continued fraction expansion of x ∈ F oscillates to the maximal possible extent.
The set F is a set of totally non-normal continued fractions. To be more precise, let µ be any Borel probability measure which is ergodic with respect to the Gauss transformation (see [6] ), then it follows from the Birkhoff ergodic theorem that for µ-almost all x ∈ [0, 1) one has
Let us say that x is a µ-normal continued fraction if the last relation holds. It is then clear that F is a set of non-normal continued fractions which has µ-measure null. Therefore, the set F is "small" in the measure-theoretic sense. However, it is "large" from the topological viewpoint. Indeed, one can show that F is the intersection of a countable number of residual sets, hence the following Theorem 1·1. The set F is residual in [0, 1), namely, its complementary set is of the first category. As a consequence, the packing dimension of F is 1.
Let us remark that the packing dimension result follows from the fact (see [3, Exercise (1.8.4)]) that a residual subset of [0, 1) has packing dimension 1.
It is interesting to note that the Hausdorff dimension of F is of "intermediate" size.
Theorem 1·2. One has dim(F) = 1/2.
Here and in what follows, the symbol "dim" denotes the Hausdorff dimension. For basic properties of the Hausdorff dimension, see [4] . Our second example is the set E of "extremely non-normal continued fractions" introduced in [8] . Let us first recall the definition. For each k 1, define the simplex of probability vectors with index set N k by
We will denote the elements of ∆ k by vectors, and equip ∆ k with the 1-norm
Define the sub-simplex of shift invariant probability vectors in ∆ k by
Denote the vector of n-th asymptotic frequencies of the k-words occurring in x by
with respect to the 1-norm . 1 . It is known that A k (x) ⊂ S k (see [8] ). Then we define
E k , which is the set of "extremely non-normal continued fractions". The set E is closely related to the set F of continued fractions with maximal frequency oscillation. Indeed,
In [8] , it was proved that: the set E is residual in [0, 1) and has packing dimension 1. Therefore, Theorem 1·1 follows directly from Theorem 1·3. As for the Hausdorff dimension, based on the analogous results in the decimal expansion case, it was conjectured that dim(E) = 0. However, we prove in the present paper that Theorem 1·4. One has
We remark that Theorem 1·2 and 1·4 will follow from more general results. Our results apply to a large kind of sets of continued fractions which are determined by various "frequency properties". The techniques in the present paper might be useful in other parts of metric continued fraction theory. Let us describe these in more detail.
By virtue of E ⊂ F, to show that dim(E) = dim(F) = 1/2, it suffices to prove dim(F) 1/2 and dim(E) 1/2. The upper and lower bound on the Hausdorff dimensions will be treated separately. First, by the definitions, for any 1, the set F is included in
So the upper bound result will follow from
To deal with the lower bound, let us begin with the following
. It is then easy to see that both E and F are "zero-density-free" sets. Therefore, the lower bound results will follow from the following more general conclusion.
In words, for a"zero-density-free" set, the existence of a "good seed" will ensure the set has Hausdorff dimension at least 1/2. [7] that, for any b, c > 1, the set
Remark 1·8. It is shown in
Therefore, essentially, the condition on the "seed" that z n exp exp(n α ) for some α ∈ (0, 1) cant not be relaxed.
The structure of this paper is as follows. In section 2, we recall some basic terminology on the combinatorics of words, and prove that E ⊂ F. z ∈ F. In section 3, we verify the existence of a "good seed" for E. In section 4, we review some basic facts on the continued fractions. The upper bound (Proposition 1·5) and lower bound (Proposition 1·7) results will be proved in the last two sections.
Some combinatorics of words and the relation between E and F
We first recall some basic terminology on the combinatorics of words. Let N denote the set of all finite words over the alphabet N. For any k 1, a word W = (w 1 , · · · , w k ) ∈ N of length W = k will be called a k-digit string alternatively. The concatenation of n consecutive W will be denoted by W n .
Definition 2·1. The basic period of a word
The basic factor of W is the word
The following observation will be useful in the sequel.
Lemma 2·2. Let W ∈ N be a finite word with basic period p and basic factor W := (w 1 , · · · , w p ). Then, for each n 2, the number of occurrences of W in the pn-word W n is n − 1 or n according as p < W or p = W . As a consequence,
Now let us recall that f (W, x, n) stands for the number of occurrences of W among the first n digits of the infinite words x ∈ N N , that Freq(W, x) denotes the set of all accumulation points of { f (W,x,n) n : n 1}, and that
As a corollary of this and Lemma 2·2, one has Corollary 2·3. For any W ∈ N with basic period p, Freq(W ) = 0, 1/p .
Then we proceed to prove Theorem 1·3, namely, E ⊂ F. Let x ∈ E which can be regarded as an infinite word (
with respect to the 1-norm . 1 , and that A k (x) = S k for any x ∈ E, where
is the sub-simplex of shift invariant probability vectors.
). By Corollary 2·3, to prove that x ∈ F, it suffice to show that both of 0 and 1/m are limit points of the sequence
For the first one, let d > max{v i : 1 i k} and p ∈ S k with
< ε infinitely often. Therefore, 0 is a limit point. For the second one, we notice that
∞ is a periodic point with minimal period m under the shift mapping T : N N → N N . Let µ be the periodic orbit measure (see [2] p.195) which has mass 1/m at each of the points y, T y, · · · , T m−1 y . Then µ is a T -invariant ergodic measure. It induces a shift-invariant probability vector
In particular, p(V ) = 1/m. Since q ∈ A k (x), we have Π k (x, n) − q 1 < ε for infinitely many n. It follows that f (V,x,n) n − 1 m < ε infinitely often. Therefore, 1/m is a limit point. This completes the proof that x ∈ F, and hence that E ⊂ F.
A "good seed" for F
In this section, we shall verify the existence of a word z = (z 1 , z 2 
From this "good seed", a Cantor-like subset of E will be constructed in Section 5. We shall use the terminology on combinatorics of words introduced in the last section. For a pair of finite words
. A direct counting argument yields the following
Recall that the vector of n-th asymptotic frequencies of the k-words occurring in x is denoted by
For a finite word V , we use a similar notation
For ease of narration, we introduce the following Definition 3·2. Given ε > 0, we say that a finite word
It is clear that the set of accumulation points of the sequence {Π k (x, n)} ∞ n=1 can be expressed as
Let us recall again that A k (x) = S k for any x ∈ E, where
is the sub-simplex of shift invariant probability vectors. 
In what follows, we'll specify the elements of the array, and show that the resulting z satisfies the condition (3.1) and hence is a "good seed" for E.
We begin by defining, for each d 1,
is a dense subset of
We need the following technical lemma which is similar to Lemma 2.1 in [8] . 
Let U = (u 1 , · · · , u m ) and V = (y 1 , · · · , y n ) with n being so large that
Denote by F the collection of k-words that occur in U V but lie outside {1, · · · , d} k , i.e.
Since V ∈ {1, · · · , d} n , we have
This, in combination with lemma 3·1 and (3.3), yields
This completes the proof of the lemma.
Now we proceed to specify the elements of the array one by one. First,we observe that
and W 
With this construction, it is clear that the relation (3.2) is satisfied and hence z ∈ E. Now suppose that z n lies in
Therefore, the condition (3.1) is satisfied.
Remark 3·4. Let t n be any real sequence satisfying lim n→∞ t n = +∞, it is obvious from the construction that there exists a "seed" z = (z 1 , z 2 , · · · ) ∈ E such that z n t n for all but finitely many n.
Some facts about continued fractions
In this section, we first introduce some necessary notation, and then estimate the lengthes of the fundamental intervals for the continued fractions.
Let x ∈ [0, 1) be an irrational number with simple continued fraction representation [a 1 (x), a 2 (x), · · · ]. Denote the finite continued fraction 1 a 1 (x) + 1
by a reduced fraction p n (x)/q n (x) called the n-th convergent of x.
In the reminder of this section, let us agree to drop the dependence on x in the notation. Standard induction arguments yield the following recurrence relations
with the convention that p −1 = q 0 = 1, p 0 = q −1 = 0. For this and a wealth of classical results about continued fractions, we refer the readers to the book of Khintchine [5] . From this, one can easily get that
Keeping the notation x = [a 1 , a 2 , · · · ], we shall call the following set
an fundamental interval of rank n. It is known that (see [1, page 43] )
Concerning the length of the fundamental intervals, one has:
Thus the fundamental intervals of rank n decompose [0, 1) into intervals of length at most 2 −n+1 . In particular, the class of all fundamental intervals generates the σ-algebra of Borel subsets of [0, 1).
From (4.2) and (4.3), we get the following estimation:
Next, we compare the lengthes of adjacent fundamental intervals. Suppose that I n (x) = (a 1 , · · · , a n ) with a n = j 2, then the endpoints of I n (x) are
Consider the following rank-n fundamental intervals
which are adjacent to I n (x). By (4.1) and (4.3), one has the following Lemma 4·2. If a n (x) 2, then the lengths of the fundamental interval I n (x) and its two adjacent intervals I n (x) and I n (x) are related by
Upper bound estimate
This section is devoted to the proof Proposition 1·5. Let us fix some 1 and denote by G the set
To avoid complicated computation, we assume that 9. Then we are going to show that dim(G) 1/2.
Proof. Fix 0 < ε < 1. For each n 1, put
By the definition of G, we have
For any t > 1/2, let H t signify the t-Hausdorff measure, then
Let t be close to 1/2 and then let ε be so small that
In combination with that n m 2 n , this implies
Therefore, dim(G) 1 2 as desired.
Lower bound estimate
In order to get a lower bound on the Hausdorff dimension, we shall consider a class of Cantor sets which are interesting in themselves.
Let α, β and γ be given with 0 < α < β < γ < 1, (6.1) and M = {m k : k 1} be a subsequence of N such that
Here, as usual, the symbol " t " means "the integer part of t".
and let B(z) be the set of all
Since any "zero-density-free" set such as the set F contains a "seed" satisfying the condition (6.3), it contains the subset B(z). Therefore, Proposition 1·7 follows from the following
Proof. We will construct a measure supported on B(z) and then apply the mass distribution principle [4] to get the dimension estimation. Let I n = {I(a 1 , · · · , a n ) : I(a 1 , · · · , a n ) ∩ B(z) = ∅} and call the elements in I n admissible n-th order fundamental intervals.
We define a set function µ on the collection of fundamental intervals as follows. Put µ([0, 1)) = 1. If I(a 1 , · · · , a n ) ∈ I n , put µ(I(a 1 , · · · , a n )) = 0; if I(a 1 , · · · , a n ) ∈ I n and m k n < m k+1 , put µ(I(a 1 , · · · , a n )) = k j=1 1 exp exp(j γ ) .
By (6.4) and (6.5), the set function µ is well-defined and can be extended to a unique probability measure supported on the set B(z). Since µ is supported on B(z), one has dim(B(z)) 1/2 as desired.
