Abstract. In this paper, we present AR Paint, a fusion system of a paint tool and Augmented Reality (AR) that can augment in-place hand-drawn paintings onto an object. The system allows users to draw anything using the paint tool and then augment it onto an object whenever they want while providing a new experience and enjoyment during the process. It also has potential value if used in industry or for medical purposes. The hand drawing and visualization for AR is done through the screen of a mobile device, and all processes of the system are performed in real time.
Introduction
Have you ever desired to draw something directly onto a famous painting? When you visit an art gallery, you may wonder how a painting would look if something you drew could be added to the painting. For example, you can imagine drawing Mona Lisa's eyebrows onto the painting Mona Lisa by Leonardo da Vinci. This impossibility has motivated us, and we made it possible using Augmented Reality.
Augmented Reality (AR) is a type of human-computer interaction that enhances our perception and helps us to see, hear, and feel our environments in new and enriching ways while providing local virtuality [1, 2] . With AR technology, we can gain a better understanding of education, find guidance through processes, be instructed in the assembly of objects, and have new experiences that we otherwise could not.
In this paper, we present a fusion system of a paint tool and AR termed AR Paint. The system allows users to draw anything using the paint tool and augment it onto an object in real time while providing a new experience and enjoyment during the process. The drawing and visualization for AR is done through the screen of a mobile device, and all processes of the system are performed in real time. The system also has the potential to be used in industry or for medical purposes. For example, surgeons may need to mark specific blood vessel for tracking while performing surgery. In such a situation, AR Paint can be the best choice when it supports full 3D object tracking with drawing in 3D space. In the AR Paint system, however, we currently consider only 2D surface tracking while drawing on a surface.
The rest of this paper is organized as follows. In Section 2, we first present the AR Paint system with its scenario and framework. We then show a demonstration with a performance evaluation in Section 3. Finally, we conclude with a brief summary and discussion in Section 4.
AR Paint
In this section we present the AR Paint system from a scenario based on end users' viewpoints to detailed accounts of its processes. The system can take many different forms depending on its application, but in this paper, we describe our system via an AR Paint application for an art gallery for a clear understanding of its capabilities.
Scenario
In the Louvre Museum in Paris, a man is standing in front of Mona Lisa, Leonardo da Vinci's most famous painting. While looking at the painting, he wonders how different the painting would look if Mona Lisa was given eyebrows. He runs the AR Paint application on his smart phone and then he points its built-in camera at the painting. The boundary of the painting is marked and tracked in every frame. Once he touches a screen of the smart phone, the current frame is fixed and the GUI for the paint tool pops up. He starts drawing the eyebrows on the touch screen using his fingertip. Once he finishes this task, the eyebrows he drew are visualized and tracked in every frame. 
Framework
For the AR Paint system, only a mobile device equipped with a camera and a supporting touch-screen input are necessary, both of which are available on the latest smart phones. AR Paint system is composed of two main modules: the AR module and the Paint module, as shown in Fig. 1 .
In the AR module, recognition and tracking are performed using training data that is learned from recognizable objects. The recognizable objects and the distribution of the training data depend on the application. In our application, the recognizable objects are limited to 2D paintings and the distribution of the training data is done in advance when the application is installed on the mobile device.
The AR module switches to the Paint module when the user touches the screen while tracking an object. When switching, the three-dimensional position of the object is remembered for use later. Users can add something to the painting in the current fixed frame using the paint tool. The three-dimensional position is used to remove any distortion from the user's drawing and update the model which will be augmented in the AR module. Fig. 2 shows the entire process of the AR module, which is described in this section. The recognition process is initially performed for every frame captured by the camera. For real-time object recognition with pose estimation, we use a Generic Random Forest (GRF) [3] . The GRF is designed to be capable of simultaneous object recognition and keypoint matching through one pass over the original Random Forest [3, 4] . As shown in Fig. 3 , a GRF consists of N T random trees, and each tree conducts D binary tests comparing the intensities of two pixel locations of the input image patch surrounding a keypoint. Every leaf node of each tree stores n + 1 probability distributions (1 distribution is for object recognition, and each of the n distributions is for the corresponding object's keypoint matching). Therefore, for an image patch surrounding a keypoint, the GRF returns two results ('where' is the keypoint from among n objects, and 'what' is the keypoint from among the k keypoints of the corresponding object). For every frame, several keypoints are extracted via a FAST corner detector [5] . Every keypoint is passed through the GRF and the candidate object is predicted with matching pairs. Outliers are eliminated by the computation of a homography using PROSAC [6] , and only matching pairs with reprojection error amounts of less than 10 pixels become inliers. If the number of inliers is smaller than a threshold, the candidate object is rejected for recognition; otherwise, the initial sixdegree-of-freedom (6 DOF) pose of the candidate object is calculated [7] .
Recognition
Once an object is recognized, its ID and 3D pose are estimated and the tracking process is started. During the tracking process, a new pose of the object in a new frame is predicted using the previous 3D pose and the current camera motions. For the predicted new pose, coarse-to-fine matching is conducted to calculate the final pose and the opportunity to update the keyframe is given only in the case of good tracking. All of the aforementioned tracking processes are performed in the same manner as [8] . While an object is tracked, the boundary of the object is marked with a red line whose inner area becomes the canvas in the Paint module. Moreover, if there are some drawings of the object, they have to be augmented onto the object. In order to complete these tasks simply, we put one virtual layer per object and refer to the virtual layer as a model. The model is initialized by a transparent canvas with a red boundary considering corresponding to the object's shape and size. As a result, we can easily facilitate both augmentation and model update (Fig. 5) . 
Paint Module (Drawing and Model Update)
When the system is tracking, the current frame has an augmented model on the object as its image. By touching the screen during the tracking process, the current frame is fixed and the GUI for paint tool is displayed on the screen, as shown in Fig.  4 . This state is ready for drawing and the inner-area of the model's boundary becomes a canvas for drawing. Users can draw something on the touch screen using their fingertip or a touch pen. In our application, currently, drawing is limited to 2D space, as our recognizable objects are 2D paintings and because the drawing is added onto their surfaces.
Once the drawing task is finished, the system starts the tracking process again and the users can see their drawing become augmented. This means the model for the object is updated immediately. When users draw something onto an object, the 3D position of the object differs depending on the viewpoint of the users. Therefore, we need to remove distortion in the drawing before applying it to a model. As shown in Fig. 5 , the drawing is inversely warped to remove its distortion using 6 DOF pose of the object and the model is then updated according to the result. 
Demonstration
To test our system, we implemented the AR Paint application on a tablet PC with a 1.4GHz dual-core processor and 1GB of RAM. For target objects, we printed out 100 paintings and trained them using a GRF which consisted of 40 trees of 12 depths, as mentioned in Section 2.3. At runtime, the application works as described in Section 2.1. Fig. 6 shows the demonstration of the application. All processes of the application were performed in real time.
For an evaluation of the performance, we first measured the recognition rate and recognition time as the number of training objects increased from 20 to 100. We randomly synthesized 100 new images per object, and they were used to measure the recognition performances. The average recognition rate and recognition time are shown in Table 1 . We then measured the tracking time using a test movie with 500 frames. The test movie includes various events with tilts, scale variations, rotation, and fast movement. The averaged tracking time over all of the frames was 5.2ms. With the recognition time, it achieves more than 30 fps considering the total time requirements. This demonstrates that our system is fast enough in terms of its framerate performance. 
Conclusion
In this paper, we presented AR Paint, a system which is able to augment in-place hand-drawn paintings onto an object. With the AR Paint system, users can immediately add their own drawing to a well-known painting, and the system provides a new experience and enjoyment for users as they use it. In the proposed AR Paint system, currently only 2D drawings on 2D surfaces are allowed. However, by allowing 3D drawings on 3D objects, it will become feasible to use this system for various purposes. As a future work, we first intend to find needs the AR Paint system can fulfill by conducting user studies. We also have plans to expand the system to support 3D drawings on 3D objects.
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