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Abstract
Consider a discrete time model for metapopulation on two patches with local logistic dynamics. We analyze the impact of the
dispersion on the positive equilibrium. Our results show that the abscissa and ordinate of the positive equilibrium are monotone
functions of the dispersion rate under some conditions. Moreover, we prove that the positive equilibrium is saddle point when the
dispersion rate is either small or large enough.
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1. Introduction
The ecological importance of spatial structure to the maintenance of population was pointed out by Andrewartha
and Birch [1] based on the studies of insect populations. Subsequently, the concept of metapopulation [8] provides a
theoretical framework for studying spatially structured populations. There have been many studies on metapopulations
using continuous time models (see, e.g., [2,4,6,7,9–12] and the references therein). In the past decade, discrete time
models on metapopulation were proposed and paid attention [3,5,13]. In 2004, Huang and Zhou [5] proposed the
following model system:
x(n + 1) = 1x(n)(1 − x(n)) + b[y(n − 1) − x(n − 1)],
y(n + 1) = 2y(n)(1 − y(n)) + b[x(n − 1) − y(n − 1)]. (1.1)
Assume
0< 1 < 1< 2. (1.2)
Huang and Zhou give the following results:
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Proposition 1.1. Under the assumption (1.2), we have
(i) If 1 + 2 < 2, then (1.1) has an unique positive ﬁxed point for 0<b<b1, where
b1 = (2 − 1)(1 − 1)2 − 1 − 2
;
(ii) If 1 + 22, then for any b> 0, (1.1) has an unique positive ﬁxed point.
Consider the abscissa and ordinate of positive equilibrium of (1.1) as a function of the parameter b, and denote
them by
x ∗ =(b), y ∗ =(b), (1.3)
they obtain another result as follows.
Proposition 1.2. Assume that (1.2) holds, and let functions (·) and (·) be deﬁned by (1.3). Then the ranges R()
and R() of  and  satisfy
R() ⊂ (0, 1), R() = (0, 1 − 1/2).
Besides the results above, they studied the stability of equilibriums and obtained some results.
Considering that the positive equilibrium and its stability vary with dispersion rate b, we study how the positive equi-
librium moves with b, and deduce that  and  are monotone functions of b when parameter 1 and 2 satisfy some
conditions.Moreover, we prove that the positive equilibrium is a saddle point when b> 0 is either small or large enough.
2. How positive equilibrium move with dispersion rate
Theorem 2.1. Assume that (1.2) holds. Then
(i)  is increasing in (0,+∞) when 23;
(ii)  is increasing in (0, (2 − 1)/(3 − 2)) when 2 < 3;
(iii)  is decreasing in
(
(2−1)(1−1)
3−21−2 ,+∞
)
when 21 + 2 < 3.
Proof. Let (x, y) be the unique positive ﬁxed point of (1.1), then x and y satisfy the following cubic equations,
respectively.
b2 = (1 + 1x)
[
2 + 2
b
(1 + 1x)x
]
, (2.1)
b2 = (2 + 2yx)
[
1 + 1
b
(2 + 2y)y
]
. (2.2)
Differentiate (2.1) with respect to b, we have
2b = (1 + 1x′)
[
2 + 2
b
(1 + 1x)x
]
+ (1 + 1x)
[
1 − 2
b2
(1 + 1x)x +
2
b
(1 + 1x′)x +
2
b
(1 + 1x)x′
]
. (2.3)
Multiplying (2.3) by 1 + 1x, we obtain
2b(1 + 1x) = (1 + 1x′)(1 + 1x)
[
2 + 2
b
(1 + 1x)
]
+ (1 + 1x)2
[
1 − 2
b2
(1 + 1x)x +
2
b
(1 + 1x′)x +
2
b
(1 + 1x)x′
]
.
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Combining (2.1), we have
2b(1 + 1x) = (1 + 1x′)b2 + (1 + 1x)2
[
1 − 2
b2
(1 + 1x)x +
2
b
(1 + 1x′)x +
2
b
(1 + 1x)x′
]
= b2 + (1 + 1x)2
[
1 − 2
b2
(1 + 1x)x +
2
b
x
]
+
{
1b
2 + (1 + 1x)2
[12
b
x + 2
b
(1 + 1x)
]}
x′.
Then {
1b
2 + (1 + 1x)2
[12
b
x + 2
b
(1 + 1x)
]}
x′
= −b2 + 2b(1 + 1x) − (1 + 1x)2 − (1 + 1x)2
[2
b
x − 2
b2
(1 + 1x)x
]
= −(1 + 1x − b)2 − (1 + 1x)2
2
b2
x(b − 1 − 1x)
= −[1 − 1(1 − x)]2 − (1 + 1x)2
2
b2
x[−1 + 1(1 − x)]
= −[1 − 1(1 − x)]
[
1 − 1(1 − x) −
2
b2
(1 + 1x)2x
]
= −[1 − 1(1 − x)]
[
−b + 1 + 1x −
2
b2
(1 + 1x)2x
]
= [1 − 1(1 − x)]
{
b + (1 + 1x)
[2
b2
(1 + 1x)x − 1
]}
. (2.4)
On the other hand, (2.1) implies that
2(1 + 1x)x
b
= b
2
1 + 1x
− 2. (2.5)
Combining (2.4) and (2.5), we deduce that{
1b
2 + (1 + 1x)2
[12
b
x + 2
b
(1 + 1x)
]}
x′
= [1 − 1(1 − x)]
{
b + (1 + 1x)
[
1
b
(
b2
1 + 1x
− 2
)
− 1
]}
= [1 − 1(1 − x)]
[
2b − (1 + 1x)
(2
b
+ 1
)]
= [1 − 1(1 − x)]
[
2b + 2 − 2b − 1
b
(1 + 1x)
]
= [1 − 1(1 − x)]
[
2b + 2 − 2b − 1
b
(b + 1 − 1(1 − x)
]
= [1 − 1(1 − x)]
{
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)]
}
.
Therefore
′(b) = x′(b) =
[1 − 1(1 − x)]
{
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)]
}
1b2 + (1 + 1x)2
[12
b
x + 2
b
(1 + 1x)
] . (2.6)
B. Sun, Y. Zhao / Journal of Computational and Applied Mathematics 200 (2007) 266–275 269
It is easy to see that the denominator of the right-hand side of (2.6) is positive, so the sign of ′(b) is the same as the
numerator. Furthermore, from Proposition 1.2 we know that x ∈ (0, 1), which implies 1 − 1(1 − x)> 0, so the sign
of ′(b) is the same as that of
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)].
There are two possibilities.
Case (i): 23.
For 0<b<∞, we have
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)] = 2 − 1 +
2 − 1
b
[1 − 1(1 − x)] − 2[1 − 1(1 − x)]
2 − 1 +
2 − 1
b
[1 − 1(1 − x)] − 2
2 − 3 +
2 − 1
b
[1 − 1(1 − x)]
> 0,
which implies ′(b)> 0. Therefore (·) is increasing in (0,+∞).
Case (ii): 2 < 3.
For 0<b< 2−12 , it is easy to see that 2 − 2b − 1> 0, which implies ′(b)> 0.
For 2−12 b<
2−1
3−2 , it is easy to see that 2 − 2b − 10 and then
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)]2 − 1 +
2 − 2b − 1
b
2 − 3 +
2 − 1
b
> 2 − 3 +
2 − 1
2 − 1
3 − 2
= 0,
which implies ′(b)> 0. From the discussion above we know that (·) is increasing in
(
0, 2−13−2
)
.
As a subcase of case (ii), when 21 + 2 < 3, for b> (2−1)(1−1)3−21−2 , we have 2 − 2b − 1< 0, and then
2 − 1 +
2 − 2b − 1
b
[1 − 1(1 − x)]2 − 1 +
2 − 2b − 1
b
(1 − 1)
21 + 2 − 3 +
(2 − 1)(1 − 1)
b
< 21 + 2 +
(2 − 1)(1 − 1)
(2 − 1)(1 − 1)
3 − 21 − 2
= 0,
Therefore ′(b)< 0, which implies that (·) is decreasing in
(
(2−1)(1−1)
3−21−2 ,+∞
)
. This completes the proof. 
Theorem 2.2. Assume that (1.2) holds, then (·) is decreasing in (2 − 1,+∞).
Proof. The proof of Theorem 2.2 is similar to that of Theorem 2.1. From (2.2) we have
′(b) = y′(b) =
−(2 + 2y − b)2 −
1
b2
(2 + 2y)2(b − 2 − 2y)y
2b2 +
1
b
(2 + 2y)2(2 + 22y)
. (2.7)
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For b2 − 1, the denominator of the right-hand side of (2.7) is positive, and the numerator is negative. Therefore
′(b)< 0, which implies that (·) is decreasing in (2 − 1,+∞). This completes the proof. 
Theorem 2.3. Assume that (1.2) holds. Then
(i) limb→0+(b) = 0;
(ii) If 1 + 2 > 2, then
lim
b→+∞(b) = limb→+∞(b) = 1 −
2
1 + 2
;
(iii) If 1 + 2 > 2, then
lim
b→0+
(b) = 0;
(iv) If 2 > 3, then
R() =
(
0, 1 − 2
1 + 2
)
.
Proof. (i) From Proposition 2.1 we know that (·) is increasing in
(
0, 2−13−2
)
, no matter 23 or 2 < 3. Therefore
limb→0+ (b) exists and limb→0+ (b)0, denote it by (0+). From (2.1) we have
b3 = (1 + 1x)[2b + 2(1 + 1x)x],
Letting b → 0+, one can deduce that
0 = 2(1 − 1 + 1(0+))2(0+),
which implies (0+) = 0.
(ii) If 1 + 22, then from Proposition 1.1 we know that (1.1) has an unique positive equilibrium for any b> 0,
i.e., (·) and (·) are well deﬁned in (0,+∞). From (2.1) we know that x = (b) satisﬁes
b2 = (1 + 1x)
[
2 + 2
b
(1 + 1x)x
]
= (b + 1 − 1 + 1x)
[
b + 1 − 2 +
2
b
(1 + 1x)x
]
= b2 +
[
2 − 1 − 2 + 1x +
2
b
(1 + 1x)x
]
b + (1 − 1 + 1x)
[
1 − 2 +
2
b
(1 + 1x)x
]
.
So [
2 − 1 − 2 + 1x + 2
(
1 + 1 − 1
b
+ 1
b
x
)
x
]
b
= −(1 − 1 + 1x)
[
1 − 2 + 2
(
1 + 1 − 1
b
+ 1
b
x
)
x
]
and [
2 − 1 − 2 + 1x + 2
(
1 + 1 − 1
b
+ 1
b
x
)
x
]
= −1
b
(1 − 1 + 1x)
[
1 − 2 + 2
(
1 + 1 − 1
b
+ 1
b
x
)
x
]
.
Letting b → +∞, one can easily deduce that
2 − 1 − 2 + (1 + 2)x(+∞) = 0
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and therefore
(+∞) = x(+∞) = 1 − 2
1 + 2
.
Similarly, from (2.2) we can also deduce that
(+∞) = 1 − 2
1 + 2
.
(iii) At ﬁrst, 1 + 2 > 2 guarantees (·) is well deﬁned in (0,+∞). Secondly, from (2.2) we have
b3 = (2 + 2y∗)[1b + 1(2 + 2y∗)y∗].
Letting b → 0, we have
0 = 1(1 − 2 + 2(0+))2(0+),
which implies (0+) = 0 or (0+) = 1 − 12 .
If (0+) = 1 − 12 , then there exists a > 0 such that
(b)>
1
2
(
1 − 1
2
)
> 0
for 0<b< .
On the other hand, from (ii) we know that there exists a large M > 0 such that
(b)>
1
2
(
1 − 2
1 + 2
)
> 0
for b>M .
Since R() =
(
0, 1 − 12
)
, there exists {bn} ⊆ [,M] such that (bn) → 0. Moreover, {bn} has a subsequence
which converges to a b0 ∈ [,M], from the continuity of (·) we deduce that (b0) = 0, which contradicts to the fact
that R() =
(
0, 1 − 12
)
. So, (0+) = 0 is true.
(iv) If 23, then from Theorem 2.1 we know that (·) is increasing in (0,+∞). Combining (i) and (ii), we have
R() = ((0+),(+∞)) =
(
0, 1 − 2
1 + 2
)
.
This completes the proof. 
3. Stability of the positive equilibrium
In this section, we discuss the stability of the positive equilibrium. To this end, we set
w1(n) = x(n − 1) − y(n − 1), w2(n) = x(n), w3(n) = y(n).
Then (1.1) can be rewritten as the following discrete three-dimensional system:⎛
⎝w1(n + 1)w2(n + 1)
w3(n + 1)
⎞
⎠=
⎛
⎝ w2(n) − w3(n)1w2(n)(1 − w2(n)) − bw1(n)
2w3(n)(1 − w3(n)) + bw1(n)
⎞
⎠F
⎛
⎝w1(n)w2(n)
w3(n)
⎞
⎠
. (3.1)
The positive equilibrium (x∗, y∗) is transformed to (x∗ − y∗, x∗, y∗).
The derivative matrix of F is
DF(W) =
( 0 1 −1
−b 1 0
b 0 2
)
, (3.2)
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where
1 = 1(1 − 2w2), 2 = 2(1 − 2w3). (3.3)
The stability of an equilibrium of (3.1) is then determined by the characteristic equation of matrix (3.2):
(− 1)(− 2) + b(2− 1 − 2) = 0, (3.4)
where 1 and 2 are given by (3.3) and are evaluated at the corresponding equilibrium.
Huang and Zhou [5] assume that 0< 1 < 2, and then obtain some good results. However, their assumption does not
always hold for the positive equilibrium. This can be seen from the fact that R()= (0, 1− 1/2), and 1− 1/2 > 1/2
when 2 > 2, which implies that y∗ = (b)> 1/2, and thus 2 = 2(1 − 2y∗)< 0 for some b> 0. Moreover, it is
possible that x∗ =(b)> 1/2 and thus 10 for some b> 0 (see (iv) of Theorem 2.2). Besides, 1 =1(1− 2x∗) and
2 = 2(1 − 2y∗) vary with b, we cannot be sure which of them is greater for all b> 0. Therefore, we discuss more
general case in this paper, and we have
Theorem 3.1. For any b> 0 such that (1.1) has a positive equilibrium, we have
(i) If 1 + 20, then (3.4) has a real root 3(b) in
[
1+2
2 ,max{1, 2}
]
.
(ii) If 1 + 20, then (3.4) has a real root 3(b) in
[
min{1, 2}, 1+22
]
.
(iii) Suppose 1 + 22, then (3.4) has only one real root 3(b) when b is large enough, and moreover,
lim
b→+∞ 3(b) = 2 −
1 + 2
2
.
(iv) Suppose 1 + 22, then (3.4) has two imagine roots 1(b) and 2(b) when b is large enough, and moreover,
lim
b→+∞ |1(b)| = limb→+∞ |2(b)| + ∞;
(v) If 1 + 2 > 2, then (3.4) has three real roots i (b), i = 1, 2, 3 with 1(b) ∈ (0, 12 ) and 2(b) ∈ (12 , 1), when
b> 0 is small enough.
Proof. Let
f () = (− 1)(− 2) + b(2− 1 − 2).
It is easy to calculate that
f (1) = b(1 − 2), f (2) = b(2 − 1)
and
f
(
1 + 2
2
)
= −1
8
(1 − 2)2(1 + 2).
Therefore
f (max{1, 2})0, f (min{1, 2})0.
If 1 + 20, then f
(
1+2
2
)
0. By Intermediate Value Theorem, (3.4) has a root in
[
1+2
2 ,max{1, 2}
]
.
On the contrary, if 1 + 20, then f
(
1+2
2
)
0. By Intermediate Value Theorem, (3.4) has a root in[
min{1, 2}, 1+22
]
. This completes the proof of (i) and (ii).
Now we turn to (iii). At ﬁrst, we show that any real root remains bounded as b → +∞. Suppose a real root
(b) → +∞, then both ( − 1)( − 2) and b(2 − 1 − 2) tend to inﬁnite, moreover, their sign keep the same,
so f () = (− 1)(− 2) + b(2− 1 − 2) → ∞, which violates (3.4).
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Secondly, suppose there are two different real roots 3(b) and 2(b), then f ′() = 0 for a  between them. It is easy
to calculate that
f ′() = (− 1)(− 2) + (− 2) + (− 1) + 2b.
Since 3(b) and 2(b) remain bounded, as we have shown above, any  between them also remains bounded. Therefore,
f ′()> 0 when b is large enough, which deduces a contradiction.
Finally, (3.4) implies that any solution  satisﬁes
= −(− 1)(− 2)
2b
+ 1 + 2
2
. (3.5)
Letting b → ∞, and noticing that any real root remains bounded, one can deduce that
lim
b→+∞ 3(b) =
1
2
(
lim
b→+∞ 1(b) + limb→+∞ 2(b)
)
.
From (ii) of Theorem 2.3 we have
1(+∞) = 1(1 − 2(+∞))
= 1
[
1 − 2
(
1 − 2
1 + 2
)]
= 1
(
4
1 + 2
− 1
)
and
2(+∞) = 2(1 − 2(+∞))
= 2
[
1 − 2
(
1 − 2
1 + 2
)]
= 2
(
4
1 + 2
− 1
)
.
Then
lim
b→+∞ 3(b) =
1
2
[
1
(
4
1 + 2
− 1
)
+ 2
(
4
1 + 2
− 1
)]
= 1
2
(1 + 2)
(
4
1 + 2
− 1
)
= 2 − 1 + 2
2
.
In order to verify (iv), one should note that
123 = b(1 + 2),
so
|1|2 = 12 = b(1 + 2)
3
.
From (ii) of Theorem 2.3 we have
1(+∞) = 1(1 − 2(+∞)) = 1
(
4
1 + 2
− 1
)
,
2(+∞) = 2(1 − 2(+∞)) = 2
(
4
1 + 2
− 1
)
,
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and thus
lim
b→+∞(1(b) + 2(b)) = (1 + 2)
(
4
1 + 2
− 1
)
= 4 − (1 + 2).
Let us divide our discussion into two cases:
Case 1: 1 + 2 = 4.
In this case
lim
b→+∞(1(b) + 2(b)) = 4 − (1 + 2) = 0
and from (iii) we know that
lim
b→+∞ 3(b) = 2 −
1 + 2
2
= 0.
Therefore
lim
b→+∞ |1(b)|
2 = lim
b→+∞
b(1 + 2)

= lim
b→+∞
[4 − (1 + 2)]b
2 − 1 + 2
2
= +∞,
i.e.,
lim
b→+∞ |1(b)| = +∞.
Case 2: 1 + 2 = 4.
In this case limb→+∞(1(b) + 2(b)) = 0, and limb→+∞ 3(b) = 0. From (3.5) we know that
3 + o(3) = 1 + 22 ,
then
lim
b→+∞ |1(b)|
2 = lim
b→+∞
b(1 + 2)
3
= lim
b→+∞
2b(3 + o(3))
3
= +∞,
i.e.,
lim
b→+∞ |1(b)| = +∞.
Finally, we verify (v). From (i) and (iii) of Theorem 2.3 we know that
lim
b→0 1(b) = 1, limb→0 2(b) = 2,
so 0< 1 < 2 when b> 0 is small enough. It is easy to calculate that
f (0) = −b(1 + 2)< 0,
f
(
1
2
)
= 
2
1
4
(2 − 1) − b2 > 0
and
f (1) = b(1 − 2)< 0.
So
1(b) ∈
(
0,
1
2
)
, 2(b) ∈
(
1
2
, 1
)
.
This completes the proof. 
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Remark. From the proof of Theorem 3.1 one can easily see that |1| ∼
√
2b as b → +∞.
Theorem 3.2. Assume that (1.2) holds, we have
(i) If 1 + 2 > 2, then 0< 1 < 2 < 1 < 1, 3 > 1, and hence W0 is a saddle when b> 0 is small enough;
(ii) If 2< 1 + 2 < 6, then |1| = |2|> 1, |3|< 1, and hence W0 is a saddle when b is large enough.
Proof. From (i) and (iii) of Theorem 2.3 we know that 1 is close to 1, and 2 is close to 2 when b is small enough.
Moreover, from (i) and (v) of Theorem 3.1 we have 3 1+22 and 0< 1 < 2 < 1, when b> 0 is small enough.
Combining these facts above, we deduce that 0< 1 < 2 < 1 and 3 > 1, when b> 0 is small enough. This completes
the proof of (i). One can easily see that (ii) is a direct corollary of (iii) and (iv) of Theorem 3.1. 
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