We consider the problem of estimating the differences between two causal directed acyclic graph (DAG) models with a shared topological order given i.i.d. samples from each model. This is of interest for example in genomics, where changes in the structure or edge weights of the underlying causal graphs reflect alterations in the gene regulatory networks. We here provide the first provably consistent method for directly estimating the differences in a pair of causal DAGs without separately learning two possibly large and dense DAG models and computing their difference. Our two-step algorithm first uses invariance tests between regression coefficients of the two data sets to estimate the skeleton of the difference graph and then orients some of the edges using invariance tests between regression residual variances. We demonstrate the properties of our method through a simulation study and apply it to the analysis of gene expression data from ovarian cancer and during T-cell activation.
Introduction
Directed acyclic graph (DAG) models, also known as Bayesian networks, are widely used to model causal relationships in complex systems. Learning the causal DAG from observations on the nodes is an important problem across disciplines [10, 30, 36, 42] . A variety of causal inference algorithms based on observational data have been developed, including the prominent PC [42] and GES [24] algorithms, among others [41, 44] . However, these methods require strong assumptions [45] ; in particular, theoretical analysis of the PC [16] and GES [27, 46] algorithms have shown that these methods are usually not consistent in the high-dimensional setting, i.e. when the number of nodes is of the same order or exceeds the number of samples, unless highly restrictive assumptions on the sparsity and/or the maximum degree of the underlying DAG are made.
The presence of high degree hub nodes is a well-known feature of many networks [2, 3] , thereby limiting the direct applicability of causal inference algorithms. However, in many applications, the end goal is not to recover the full causal DAG but to detect changes in the causal relations between two related networks. For example, in the analysis of EEG signals it is of interest to detect neurons or different brain regions that interact differently when the subject is performing different activities [37] ; in biological pathways genes may control different sets of target genes under different cellular contexts or disease states [13, 33] . Due to recent technological advances that allow the collection of large-scale EEG or single-cell gene expression data sets in different contexts there is a growing need for methods that can accurately identify differences in the underlying regulatory networks and thereby provide key insights into the underlying system [13, 33] . The limitations of causal inference algorithms for accurately learning large causal networks with hub nodes and the fact that the difference of two related networks is often sparse call for methods that directly learn the difference of two causal networks without having to estimate each network separately.
The complimentary problem to learning the difference of two DAG models is the problem of inferring the causal structure that is invariant across different environments. Algorithms for this problem have been developed in recent literature [11, 32, 48] . However, note that the difference DAG can only be inferred from the invariant causal structure if the two DAGs are known. The problem of learning the difference between two networks has been considered previously in the undirected setting [20, 21, 49] . However, the undirected setting is often insufficient: only a causal (i.e., directed) network provides insights into the effects of interventions such as knocking out a particular gene. In this paper we provide to our knowledge the first provably consistent method for directly inferring the differences between pairs of causal DAG models that does not require learning each model separately.
The remainder of this paper is structured as follows: In Section 2, we set up the notation and review related work. In Section 3, we present our algorithm for directly estimating the difference of causal relationships and in Section 4, we provide consistency guarantees for our algorithm. In Section 5, we evaluate the performance of our algorithm on both simulated and real datasets including gene expression data from ovarian cancer and T cell activation.
Preliminaries and Related Work
Let G = ([p], A) be a DAG with node set [p] := {1, · · · , p} and arrow set A. Without loss of generality we label the nodes such that if i → j in G then i < j (also known as topological ordering).
To each node i we associate a random variable X i and let P be a joint distribution over the random vector X = (X 1 , · · · , X p ) T . In this paper, we consider the setting where the causal DAG model is given by a linear structural equation model (SEM) with Gaussian noise, i.e., This shows that the support of Θ is given by the moral graph of G, obtained by adding an edge between pairs of nodes that have a common child and removing all edge orientations. By the causal Markov assumption, which we assume throughout, the missing edges in the moral graph encode a subset of the conditional independence (CI) relations implied by a DAG model on G; the complete set of CI relations is given by the d-separations that hold in G [18] [Section 3.2.2]; i.e., X i ⊥ ⊥ X j | X S in P whenever nodes i and j are d-separated in G given a set S ⊆ [p] \ {i, j}. The faithfulness assumption is the assertion that all CI relations entailed by P are implied by d-separation in G.
A standard approach for causal inference is to first infer CI relations from the observations on the nodes of G and then to use the CI relations to learn the DAG structure. However, several DAGs can encode the same CI relations and therefore, G can only be identified up to an equivalence class of DAGs, known as the Markov equivalence class (MEC) of G, which we denote by [G] . In [47] , the author gave a graphical characterization of the members of [G]; namely, two DAGs are in the same MEC if and only if they have the same skeleton (i.e., underlying undirected graph) and the same v-structures (i.e., induced subgraphs of the form i → j ← k).
[G] can be represented combinatorially by a partially directed graph with skeleton G and an arrow for those edges in G that have the same orientation in all members of [G] . This is known as the CP-DAG (or essential graph) of G [1] .
Various algorithms have been developed for learning the MEC of G given observational data on the nodes, most notably the prominent GES [24] and PC algorithms [42] . While GES is a score-based approach that greedily optimizes a score such as the BIC (Bayesian Information Criterion) over the space of MECs, the PC algorithm views causal inference as a constraint satisfaction problem with the constraints being the CI relations. In a two-stage approach, the PC algorithm first learns the skeleton of the underlying DAG and then determines the v-structures, both from the inferred CI relations. GES and the PC algorithms are provably consistent, meaning they output the correct MEC given an infinite amount of data, under the faithfulness assumption. Unfortunately, this assumption is very sensitive to hypothesis testing errors for inferring CI relations from data and violations are frequent especially in non-sparse graphs [45] . If the noise variables in a linear SEM with additive noise are non-Gaussian, the full causal DAG can be identified (as opposed to just its MEC) [39] , for example using the prominent LiNGAM algorithm [39] . Non-Gaussianity and sparsity of the underlying graph in the high-dimensional setting are crucial for consistency of LiNGAM.
In this paper, we develop a two-stage approach, similar to the PC algorithm, for directly learning the difference between two linear SEMs with additive Gaussian noise on the DAGs G and H. Note that naive algorithms that separately estimate [G] and [H] and take their differences can only identify edges that appeared/disappeared and cannot identify changes in edge weights (since the DAGs are not identifiable). Our algorithm overcomes this limitation. In addition, we show in Section 4 that instead of requiring the restrictive faithfulness assumption on both DAGs G and H, consistency of our algorithm only requires assumptions on the (usually) smaller and sparser network of differences.
Let P (1) and P (2) be a pair of linear SEMs with Gaussian noise defined by (B (1) , (1) ) and (B (2) , (2) ). Throughout, we make the simplifying assumption that both B (1) and B (2) are strictly upper triangular, i.e., that the underlying DAGs G (1) and G (2) share the same topological order. This assumption is reasonable for example in applications to genomics, since genetic interactions may appear or disappear, change edge weights, but generally do not change directions. For example, in biological pathways an upstream gene does not generally become a downstream gene in different conditions. Hence
is also strictly upper triangular and we define the difference-DAG (D-DAG) of the two models by ∆ := ([p], A ∆ ) with i → j ∈ A ∆ if and only if B
(1) ij = B (2) ij ; i.e., an edge i → j in ∆ represents a change in the causal effect of i on j, including changes in the presence/absence of an effect as well as changes in edge weight. Given i.i.d. samples from P (1) and P (2) , our goal is to infer ∆. Just like estimating a single causal DAG model, the D-DAG ∆ is in general not completely identifiable, in which case we wish to identify the skeleton∆ as well as a subset of arrowsÃ ∆ .
A simpler task is learning differences of undirected graphical models. Let Θ (1) and Θ (2) denote the precision matrices corresponding to P (1) and P (2) . The support of Θ (k) consists of the edges in the undirected graph (UG) models corresponding to P (k) . We define the difference-UG (D-UG) by
ij for i = j. Two recent methods that directly learn the difference of two UG models are KLIEP [21] and DPM [49] ; for a review and comparison of these methods see [20] . These methods can be used as a first step towards estimating the D-DAG ∆: under genericity assumptions, the formulae for Θ ij in (1) imply that if B
(1)
ij . Hence, the skeleton of ∆ is a subgraph of ∆ Θ , i.e.,∆ ⊆ ∆ Θ . In the following section we present our algorithm showing how to obtain∆ and determine some of the edge directions in ∆. We end this section with a piece of notation needed for introducing our algorithm; we define the set of changed nodes to be
Difference Causal Inference Algorithm
In Algorithm 1 we present our Difference Causal Inference (DCI) algorithm for directly learning the difference between two linear SEMs with additive Gaussian noise given i.i.d. samples from each model. Our algorithm consists of a two-step approach similar to the PC algorithm. The first step,
Algorithm 1 Difference Causal Inference (DCI) algorithm
Input: Sample dataX (1) ,X (2) . Output: Estimated skeleton∆ and arrowsÃ Θ of the D-DAG ∆.
Estimate the D-UG ∆ Θ and S Θ ; use Algorithm 2 to estimate∆; use Algorithm 3 to estimateÃ ∆ .
Algorithm 2 Estimating skeleton of the D-DAG
Input: Sample dataX (1) ,X (2) , estimated D-UG ∆ Θ , estimated set of changed nodes S Θ . Output: Estimated skeleton∆.
i,j|S is invariant across k = {1, 2}, delete i − j in∆ and continue to the next edge. Otherwise, continue. end for Algorithm 3 Directing edges in the D-DAG Input: Sample dataX (1) ,X (2) , estimated set of changed nodes S Θ , estimated skeleton∆. Output: Estimated set of arrowsÃ ∆ .
SetÃ ∆ := ∅; for each node j incident to at least one undirected edge in∆ do
j|S is invariant across k = {1, 2}, add i → j toÃ ∆ for all i ∈ S, and add j → i toÃ ∆ for all i ∈ S and continue to the next node. Otherwise, continue. end for Orient as many undirected edges as possible via graph traversal using the following rule:
described in Algorithm 2, estimates the skeleton of the D-DAG by removing edges one-by-one. Algorithm 2 takes ∆ Θ and S Θ as input. In the high-dimensional setting, KLIEP can be used to estimate ∆ Θ and S Θ . For completeness, in the Supplementary Material we also provide a constraintbased method that consistently estimates ∆ Θ and S Θ in the low-dimensional setting for general additive noise models. Finally, ∆ Θ can also simply be chosen to be the complete graph with S Θ = [p]. These different initiations of Algorithm 2 are compared via simulations in Section 5. The second step of DCI, described in Algorithm 3, infers some of the edge directions in the D-DAG. While the PC algorithm uses CI tests based on the partial correlations for inferring the skeleton and for determining edge orientations, DCI tests the invariance of certain regression coefficients across the two data sets in the first step and the invariance of certain regression residual variances in the second step. These are similar to the regression invariances used in [11] and are introduced in the following definitions.
i,j|S to be the entry in β
to be the variance of the regression residual when regressing X
Note that in general β
can be interpreted as a regression coefficient,
, where Pa (k) (j) denotes the parents of node j in G
. Thus, when
ij , then there exists a set S such that β (k)
i,j|S stays invariant across k = {1, 2}. This motivates using invariances between regression coefficients to determine the skeleton of the D-DAG. For orienting edges, observe that when σ j|S would also stay invariant if S is chosen such that S = Pa
(1) (j) ∪ Pa (2) (j). This motivates using invariances of residual variances to discover the parents of node j and assign orientations afterwards. Similar to [11] we use hypothesis tests based on the F-test for testing the invariance between regression coefficients and residual variances. See the Supplementary Material for details regarding the construction of these hypothesis tests, the derivation of their asymptotic distribution, and an example outlining the difference of this approach to [11] for invariant structure learning. 
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Initiating Algorithm 2 with ∆ Θ being the complete graph and S Θ = [4] these hypothesis tests, the derivation of their asymptotic distribution, and an example outlining the 148 difference of this approach to [9] for invariant structure learning.
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Example 3.3. We end this section with a 4-node example showing how the DCI algorithm works.
150
Let B (1) and B (2) be the autoregressive matrices defined by the edge weights of G (1) and G (2) and 151 let the noise variances satisfy the following invariances: 
Initiating Algorithm 2 with ∆ Θ being the complete graph and S Θ = [4] , the output of the DCI 154 algorithm is shown below. Note that the edge 1 − 4 is not oriented, since σ Initiating Algorithm 2 with ∆ Θ being the complete graph and S Θ = [4] , the output of the DCI algorithm is shown above.
Consistency of DCI
The DCI algorithm is consistent if it outputs a partially oriented graph∆ that has the same skeleton as the true D-DAG and whose oriented edges are all correctly oriented. Just as methods for estimating a single DAG require assumptions on the underlying model (e.g. the faithfulness assumption) to ensure consistency, our method for estimating the D-DAG requires assumptions on relationships between the two underlying models. To define these assumptions it is helpful to view (σ and hence as a rational function in the variables (B
. The exact formulae are given in the Supplementary Material.
v,w|S and σ
w|S for all v, w, S. For consistency of the DCI algorithm we assume that the converse is true as well, namely that differences in B ij and σ j in the two distributions are not "cancelled out" by changes in other variables and result in differences in the regression coefficients and regression residual variances. This allows us to deduce invariance patterns of the autoregressive matrix B (k) from invariance patterns of the regression coefficients and residual variances, and hence differences of the two causal DAGs. ij then for all S ⊆ S Θ \{i, j} it holds that
i,j|S and β
Assumption 4.1 ensures that the skeleton of the D-DAG is inferred correctly, whereas Assumption 4.2 ensures that the arrows returned by the DCI algorithm are oriented correctly. These assumptions are the equivalent of the adjacency-faithfulness and orientation-faithfulness assumptions that ensure consistency of the PC algorithm for estimating the MEC of a causal DAG [35] .
We now provide our main results, namely consistency of the DCI algorithm. For simplicity we here discuss the consistency guarantees when Algorithm 2 is initialized with ∆ Θ being the complete graph and S Θ = [p]. However, in practice we recommend initialization using KLIEP (see also Section 5) to avoid performing an unnecessarily large number of conditional independence tests. The consistency guarantees for such an initialization including a method for learning the D-DAG in general additive noise models (that are not necessarily Gaussian) is provided in the Supplementary Material. is invariant across k = {1, 2}, then all edges adjacent to i are oriented.
Similar to the proof of Theorem 4.3, the proof follows by interpreting the rational functions corresponding to regression residual variances in terms of d-connecting paths in G (k) and is given in the Supplementary Material. It is important to note that as a direct corollary to Theorem 4.4 we obtain sufficient conditions for full identifiability of the D-DAG (i.e., all arrows) using the DCI algorithm. Corollary 4.5. Given Assumptions 4.1 and 4.2, and assuming that the error variances are the same across the two distributions, i.e. Ω
(1) = Ω (2) , the DCI algorithm outputs the D-DAG ∆.
In addition, we conjecture that Algorithm 3 is complete, i.e., that it directs all edges that are identifiable in the D-DAG. We end this section with two remarks, namely regarding the sample complexity of the DCI algorithm and an evaluation of how restrictive Assumptions 4.1 and 4.2 are.
Remark 4.6 (Sample complexity of DCI).
For constraint-based methods such as the PC or DCI algorithms, the sample complexity is determined by the number of hypothesis tests performed by the algorithm [16] . In the high-dimensional setting, the number of hypothesis tests performed by the PC algorithm scales as O(p s ), where p is the number of nodes and s is the maximum degree of the DAG, thereby implying severe restrictions on the sparsity of the DAG given a reasonable sample size. Meanwhile, the number of hypothesis tests performed by the DCI algorithm scales as O(|∆ Θ |2 |SΘ|−1 ) and hence does not depend on the degree of the two DAGs. Therefore, even if the two DAGs G (1) and G (2) are high-dimensional and highly connected, the DCI algorithm is consistent and has a better sample complexity (as compared to estimating two DAGs separately) as long as the differences between G (1) and G (2) are sparse, i.e., |S Θ | is small compared to p and s. . Since faithfulness, a standard assumption for consistency of causal inference algorithms to estimate an MEC, is known to be restrictive [45] , it is of interest to compare Assumptions 4.1 and 4.2 to the faithfulness assumption of P for k ∈ {1, 2}. In the Supplementary Material we provide examples showing that Assumptions 4.1 and 4.2 do not imply the faithfulness assumption on the two distributions and vice-versa. However, in the finite sample regime we conjecture Assumptions 4.1 and 4.2 to be weaker than the faithfulness assumption: violations of faithfulness as well as of Assumptions 4.1 and 4.2 correspond to points that are close to conditional independence hypersurfaces [45] . The number of these hypersurfaces (and hence the number of violations) increases in s for the faithfulness assumption and in S Θ for Assumptions 4.1 and 4.2. Hence if the two DAGs G (1) and G (2) are large and complex while having a sparse difference, then S Θ < < s. See the Supplementary Material for more details.
Evaluation
In this section, we compare our DCI algorithm with PC and GES on both synthetic and real data. The code utilized for the following experiments can be found at https://github.com/csquires/dci.
Synthetic data
We analyze the performance of our algorithm in both, the low-and high-dimensional setting. For both settings we generated 100 realizations of pairs of upper-triangular SEMs (B (1) , (1) ) and (B (2) , (2) ). For B (1) , the graphical structure was generated using an Erdös-Renyi model with expected neighbourhood size s, on p nodes and n samples. The edge weights were uniformly drawn from [−1, −0.25] ∪ [0.25, 1] to ensure that they were bounded away from zero. B (2) was then generated from B (1) by adding and removing edges with probability 0.1, i.e., Note that while the DCI algorithm is able to identify changes in edge weights, we only generated DAG models that differ by edge insertions and deletions. This is to provide a fair comparison to the naive approach, where we separately estimate the two DAGs G (1) and G (2) and then take their difference, since this approach can only identify insertions and deletions of edges.
In Figure 1 we analyzed how the performance of the DCI algorithm changes over different choices of significance levels α. The simulations were performed on graphs with p = 10 nodes, neighborhood size of s = 3 and sample size n ∈ {10 3 , 10 4 }. For Figure 1 (a) and (b) we set (1) , (2) ∼ N (0, 1 p ), which by Corollary 4.5 ensures that the D-DAG ∆ is fully identifiable. We compared the performance of DCI to the naive approach, where we separately estimated the two DAGs G (1) and G (2) and then took their difference. For separate estimation we used the prominent PC and GES algorithms tailored to the Gaussian setting. Since KLIEP requires an additional tuning parameter, to understand how α influences the performance of the DCI algorithm, we here only analyzed initializations in the fully connected graph (DCI-FC) and using the constraint-based method described in the Supplementary Material (DCI-C). Both initializations provide a provably consistent algorithm. Figure 1 (a) and (b) show the proportion of consistently estimated D-DAGs by just considering the skeleton (∆) and both skeleton and orientations (∆), respectively. For PC and GES, we considered the set of edges that appeared in one estimated skeleton but disappeared in the other as the estimated skeleton of the D-DAG∆. In determining orientations, we considered the arrows that were directed in one estimated CP-DAG but disappeared in the other as the estimated set of directed arrows. Since the main purpose of this low-dimensional simulation study is to validate our theoretical findings, we used the exact recovery rate as evaluation criterion. In line with our theoretical findings, both variants of the DCI algorithm outperformed taking differences after separate estimation. Figure 1 (a) and (b) also show that the PC algorithm outperformed GES, which is unexpected given previous results showing that GES usually has a higher exact recovery rate than the PC algorithm for estimating a single DAG. This is due to the fact that while the PC algorithm usually estimates less DAGs correctly, the incorrectly estimated DAGs tend to look more similar to the true model than the incorrect estimates of GES (as also reported in [41] ) and can still lead to a correct estimate of the D-DAG.
In Figure 1 (c) we analyzed the effect of changes in the noise variances on estimation performance. We set (1) ∼ N (0, 1 p ), while for (2) we randomly picked v nodes and uniformly sampled their variances from [1. 25, 2] . We used α = .05 as significance level based on the evaluation from Figure 1 . In line with Theorem 4.4, as we increase the number of nodes i such that
i , the number of edges whose orientations can be determined decreases. This is because Algorithm 3 can only determine an edge's orientation when the variance of at least one of its nodes is invariant. Moreover, Figure 1 (c) shows that the accuracy of Algorithm 2 is not impacted by changes in the noise variances.
Finally, Figure 2 (a) -(b) show the performance (using ROC curves) of the DCI algorithm in the high-dimensional setting when initiated using KLIEP (DCI-K) and DCI-C. The simulations were performed on graphs with p = 100 nodes, expected neighborhood size of s = 10, sample size n = 300, and (1) , (2) ∼ N (0, 1 p ). B (2) was derived from B (1) so that the total number of changes was 5% of the total number of edges in B (1) , with an equal amount of insertions and deletions. Figure 2 (a) -(b) show that both DCI-C and DCI-K perform similarly well and outperform separate estimation using GES and the PC algorithm. The respective plots for 10% change between B (1) and B (2) are given in the Supplementary Material.
Real data analysis
Ovarian cancer. We tested our method on an ovarian cancer data set [43] that contains two groups of patients with different survival rates and was previously analyzed using the DPM algorithm in the undirected setting [49] . We followed the analysis of [49] and applied the DCI algorithm to gene expression data from the apoptosis and TGF-β pathways. In the apoptosis pathway we identified two hub nodes: BIRC3, also discovered by DPM, is an inhibitor of apoptosis [14] and one of the main disregulated genes in ovarian cancer [15] ; PRKAR2B, not identified by DPM, has been shown to be important in disease progression in ovarian cancer cells [4] and an important regulatory unit for cancer cell growth [5] . In addition, the RII-β protein encoded by PRKAR2B has been considered as a therapeutic target for cancer therapy [6, 26] , thereby confirming the relevance of our findings. With respect to the TGF-β pathway, the DCI method identified THBS2 and COMP as hub nodes. Both of these genes have been implicated in resistance to chemotherapy in epithelial ovarian cancer [23] and were also recovered by DPM. Overall, the D-UG discovered by DPM is comparable to the D-DAG found by our method. More details on this analysis are given in the Supplementary Material.
T cell activation. To demonstrate the relevance of our method for current genomics applications, we applied DCI to single-cell gene expression data of naive and activated T cells in order to study the pathways involved during the immune response to a pathogen. We analyzed data from 377 activated and 298 naive T cells obtained by [40] using the recent drop-seq technology. From the previously identified differentially expressed genes between naive and activated T cells [38] , we selected all genes that had a fold expression change above 10, resulting in 60 genes for further analysis.
We initiated DCI using KLIEP, thresholding the edge weights at 0.005, and ran DCI for different tuning parameters and with cross-validation to obtain the final DCI output shown in Figure 2 (c) using stability selection as described in [25] . The genes with highest out-degree, and hence of interest for future interventional experiments, are GZMB and UHRF1. Interestingly, GZMB is known to induce cytotoxicity, important for attacking and killing the invading pathogens. Furthermore, this gene has been reported as the most differentially expressed gene during T cell activation [12, 31] . UHRF1 has been shown to be critical for T cell maturation and proliferation through knockout experiments [7, 28] . Interestingly, the UHRF1 protein is a transcription factor, i.e. it binds to DNA sequences and regulates the expression of other genes, thereby confirming its role as an important causal regulator. Learning a D-DAG as opposed to a D-UG is crucial for prioritizing interventional experiments. In addition, the difference UG for this application would not only have been more dense, but it would also have resulted in additional hub nodes such as FABP5, KLRC1, and ASNS, which based on the current biological literature seem secondary to T cell activation (FABP5 is involved in lipid binding, KLRC1 has a role in natural killer cells but not in T cells, and ASNS is an asparagine synthetase gene). The difference DAGs learned by separately applying the GES and PC algorithms on naive and activated T cell data sets as well as on the ovarian cancer data sets are included in the Supplementary Material for comparison.
Discussion
We presented an algorithm for directly estimating the difference between two causal DAG models given i.i.d. samples from each model. To our knowledge this is the first such algorithm and is of particular interest for learning differences between related networks, where each network might be large and complex, while the difference is sparse. We provided consistency guarantees for our algorithm and showed on synthetic and real data that it outperforms the naive approach of separately estimating two DAG models and taking their difference. While our proofs were for the setting with no latent variables, they extend to the setting where the edge weights and noise terms of all latent variables remain invariant across the two DAGs. We applied our algorithm to gene expression data in bulk and from single cells, showing that DCI is able to identify biologically relevant genes for ovarian cancer and T-cell activation. This purports DCI as a promising method for identifying intervention targets that are causal for a particular phenotype for subsequent experimental validation. A more careful analysis with respect to the D-DAGs discovered by our DCI algorithm is needed to reveal its impact for scientific discovery.
In order to make DCI scale to networks with thousands of nodes, an important challenge is to reduce the number of hypothesis tests. As mentioned in Remark 4.6, currently the time complexity (given by the number of hypothesis tests) of DCI scales exponentially with respect to the size of S Θ . The PC algorithm overcomes this problem by dynamically updating the list of CI tests given the current estimate of the graph. It is an open problem whether one can similarly reduce the number of hypothesis tests for DCI. Another challenge is to relax Assumptions 4.1 and 4.2. Furthermore, in many applications (e.g., when comparing normal to disease states), there is an imbalance of data/prior knowledge for the two models and it is of interest to develop methods that can make use of this for learning the differences between the two models.
Finally, as described in Section 2, DCI is preferable to separate estimation methods like PC and GES since it can infer not only edges that appear or disappear, but also edges with changed edge weights. However, unlike separate estimation methods, DCI relies on the assumption that the two DAGs share a topological order. Developing methods to directly estimate the difference of two DAGs that do not share a topological order is of great interest for future work.
A Hypothesis testing framework
In this section, we provide the details regarding the hypothesis tests that we used for testing the following two null hypotheses:
j|S . As in [11] , we used hypothesis tests based on the F-test for testing for invariance between regression coefficients and residual variances. For testing H i,j|S 0 : β (1) i,j|S = β (2) i,j|S we used the test statistiĉ
i,j|S is the empirical estimate of β (k) i,j|S obtained by ordinary least squares, (σ
is an unbiased estimator of the regression residual variance (σ
M,M is the sample covariance matrix of the random vector X (k) M with M = {i} ∪ S, and i M denotes the index in M corresponding to the element i. In [22] [Section 3.6], the author shows that under the null hypothesis the asymptotic distribution ofT can be approximated by the F-distribution F (1, n 1 + n 2 − 2|S| − 2). The basic explanation is that, for M := S ∪ {i}, let β (k) M be the best linear predictor when regressing X
j . Let β be the vector However, the F-distribution F (1, n 1 + n 2 − 2|S| − 2) is a better approximation for the distribution ofT , as outlined in Section 3.6 of [22] . A brief justification is in order. First, we know that the convergence is the same: for an F-distribution
. Additionally, F (1, d) andT both have a fatter tail than χ 2 (1). Together, these facts suggest the choice of a F-distribution F (1, d) with d → ∞ as n 1 , n 2 → ∞. For the second parameter d, we used d = n 1 + n 2 − 2|S| − 2, the total degrees of freedom of the unbiased estimators of the two regression residual variances, i.e., (σ
Similarly, for testing H j|S 0 , we used the test statistiĉ
Under the null hypothesis,F is a ratio of two χ 2 -distributed random variables and henceF follows an F-distribution, namely F (n 1 − |S| − 1, n 2 − |S| − 1).
B Comparison to related work on invariant causal structure learning
The complimentary problem to learning the difference of two DAG models is the problem of inferring the causal structure that is invariant across different environments. Algorithms for this problem have been developed in recent literature [11, 32, 48] . Since the hypothesis testing framework in [11] is similar to our approach, we here provide an example to explain the differences between the two approaches and in particular to show that a new approach is needed in order to obtain a consistent method for learning the difference DAG.
Recall that when we have access to data from a pair of DAGs, the algorithms in [11] make use of the following two sets that are estimated from the data. The first is the regression invariance set: S . The second is I, the set of variables whose internal noise variances have been changed across the two DAGs:
The output of the algorithms in [11] is fully determined by the invariant elements given in R and I.
In particular, Algorithm 1 in [11] estimates the invariant causal structure by considering all elements in R and I, while Algorithm 2 in [11] is a more efficient constraint-based algorithm that considers only a subset of the elements in R. Example B.1. Figure B .1 shows two cases where the underlying D-DAGs are different but in both cases [11] would produce the same sets R and I that are used to assign edge orientations. In (a) we consider two fully connected linear SEMs (B (1) , (1) ) and (B (2) , (2) ) where the edge weights of all edges change across the two DAGs. The variances of the internal noise terms for nodes 1 and 3 change while the variance of the internal noise term of node 2 stays the same. In (b) we instead consider two fully connected linear SEMs (B (1) , (1) ) and (B (2) , (2) ) where B
and B
23 . Moreover, the variances of the internal noise terms of nodes 1 and 3 change across k = {1, 2} while the variance of node 2 stays the same. It can be easily shown that in both cases R = ∅ and I = {1, 3}. Since both (a) and (b) correspond to exactly the same R and I, by simply using the output from [11] , we cannot distinguish whether the data is generated from the pair of DAGs given in (a) or the pair of DAGs given in (b). In fact, since for these examples R is empty, [11] will not uncover any edge orientations consistent with the underlying DAGs G (1) or G (2) . On the other hand, our algorithm is able to distinguish these two cases as well as discover the edge orientations of the underlying D-DAGs, as shown in Figure B .1 (c).
C Theoretical analysis C.1 Preliminaries: Schur complement
In this section, we describe how to use Schur complements to express β , can be
DCI output in (a) obtained from Θ by taking the Schur complement:
Note that here Θ M does not represent the submatrix of Θ with set of row and column indices in M , i.e., Θ M,M , but rather the Schur complement. For any two indices i, j ∈ M , let i M , j M ∈ [|M |] denote the row/column indices of matrix Θ M associated to i and j, then the (i M , j M )-th entry of matrix Θ M can be written as:
In [8, 19, 45] the authors also give a combinatorial characterization of the Schur complement.
Following their characterization, the value of (Θ M ) i M j M is determined by the parameters of the d-connecting paths from node i to j given M \ {i, j}. In this case, the entry (Θ 
Combining Eq. (S.2) with the formula for the Schur complement, one can easily see that β
can be expressed as rational functions in the variables (B
C.2 Proof of Theorem 4.3
In this Section we provide the consistency proofs of Theorem 4.3 when Algorithm 2 is initialized in the difference-UG. The proof of Theorem 4.3 when Algorithm 2 is initialized in the complete graph follows easily from the proofs in this section. To complete the proof, one also needs the following assumption: Assumption C.1 (Difference-precision-matrix-faithfulness assumption). For any choices of i, j ∈ [p], it holds that
ij , and for any with directed path i → j ← in either G (1) or G (2) , ∈ S Θ .
If σ
Note that Assumption C.1 is not a necessary assumption for the consistency of Algorithm 2, since one can simply take ∆ Θ as the fully connected graph on p nodes and S Θ = [p] as input. The same holds for the proof of Theorem 4.4. The strength of Assumption C.1 is further analyzed in Remark C.5.
To prove Theorem 4.3, we need to make use of the following two lemmas:
and Θ (2) , if Θ
Proof. By Schur complement, we have that (Θ (k)
¬M,¬M . Lemma C.3. Given two linear SEMs (B (1) , (1) ) and (B (2) , (2) ) and denoting the precision precision matrix of the random vector X with the first j rows and j columns, and
1:j is the random vector with the first j random variables of (k) . It can then be shown that the (i, )-th entry of the new precision matrix Θ * is given by:
It is then a short exercise to show that Θ * (1) i = Θ * (2) i only if at least one of the following two statements hold:
2. There exists at least one of < m ≤ j with i → m ← in either G (1) or G (2) such that
m .
By applying Assumption C.1, we have that
The diagonal entries of the precision matrix are given by:
Clearly,
only if at least one of the following statements hold:
m for at least one of the descendents of i in either G (1) or G (2) with i < m ≤ j.
By applying Assumption C.1 we have that Θ * (1) ii
Lemma C.4. Given two linear SEMs (B (1) , (1) ) and (B (2) , (2) ), then under Assumption 4.1,
ij if and only if
Proof. We show the "if" direction by proving the contrapositive, i.e. if B
This follows directly from Assumption 4.1. Now, we prove the "only if" direction, i.e., if B
i,j|S or β
We divide the proof into two cases: σ
j , and σ
Consider the precision matrix Θ * (k) of the random vector X (k) 1:j . In this case, we prove that choosing the conditioning set S = S Θ * \ {i, j} implies regression invariance. This is a valid choice for S, since it is a subset of S Θ \ {i, j} by Lemma C.3.
We will first show that Θ * (1) ij = Θ * (2) ij and Θ * (1) jj = Θ * (2) jj . According to the new SEM of the marginal distribution of the random vector X (k) 1:j , i.e.,
it is easy to conclude that node j no longer has any descendants in the marginal SEM. We therefore have that
Since B
(1) ij = B (2) ij and σ M can be written as
Now by invoking Lemma C.2 and Eq. (S.4), we obtain that (Θ
In this case, we prove that regressing on all of the parents of j in both DAGs, i.e., choosing the conditioning set as S = Pa
(1) (j) ∪ Pa (2) (j) \ {i}, implies regression invariance. This is a valid choice for S, i.e. S ⊆ S Θ \ {i, j}, since Assumption C.1 ensures that if σ
M , we get the regression coefficient as
M . By the Markov property, when regressing X
ij , which completes the proof.
We now show how the proof of Theorem 4.3 follows from this lemma.
Proof. By applying Assumption C.1 we have that∆ ⊆ ∆ Θ . Then the proof of Theorem 4.3 follows trivially from Lemma C.4, since Lemma C.4 shows that an edge i − j is deleted during testing the invariance of regression coefficients if and only if i − j ∈∆.
We end this section with a remark about the strength of Assumption C.1. i for any with directed path i → j ← in either G (1) or G (2) .
jj , and Θ
Assumption D.1' is a strictly stronger assumption than Assumption C.1, i.e., Assumption C.1 is satisfied whenever Assumption D.1' is satisfied. We expect Assumption D.1' to be much weaker than Assumptions 4.1 and 4.2 in the finite sample regime, and therefore the same also holds for Assumption C.1. This is because the number of hypersurfaces violating Assumption D.1' scales at most as O(p 4 ), which is a much smaller number as compared to Assumptions 4.1 and 4.2 that scale as O(|∆ Θ |2 |SΘ|−1 ).
C.3 Proof of Theorem 4.4
In this section, we provide a proof of Theorem 4.4 when Algorithm 3 is initialized in the difference-UG. Lemma C.6. For all nodes j incident to at least one edge in∆, σ
j|S .
Proof. Proving the "if" direction is equivalent to showing that, if σ
This follows directly from Assumption 4.2.
To prove the "only if" direction, consider again the marginal distribution of X
M ) j M j M by using Lemma C.2, we have that σ
j it holds that,
Proof. We prove both statements by contradiction. For B
ij , suppose there exists a S such that σ j . Therefore, all the nodes where the internal noise variance is unchanged will be chosen by Algorithm 3. In addition, it also follows from Lemma C.7 that for any i → j ∈ ∆, i ∈ S and for any j → i ∈ ∆, i ∈ S. This proves that for any node i where σ
is invariant, all edges adjacent to i are oriented and that all edges oriented before the last step of Algorithm 3 are correctly oriented.
It remains to show that all edges oriented in the last step of Algorithm 3 are correct. This easily follows from the acyclicity property of the underlying graphs and from the fact that all edge orientations before the last step are correct.
D Examples for Remark 4.7
Since our assumptions are closely related to the faithfulness assumption, it is interesting to compare the entailment relationship between our assumptions, i.e., Assumptions 4.1 and 4.2, and the faithfulness assumption. In this section, we give the following two counterexamples to show that our assumptions and the faithfulness assumption do not imply one another. Example D.1. We give a 3-node example that satisfies Assumptions 4.1 and 4.2 but does not satisfy the faithfulness assumption. Consider two linear SEMs (B (1) , (1) ) and (B (2) , (2) ) with
∼ N (0, 1) ∀ j, k and where B (1) and B (2) are the autoregressive matrices defined as shown in Figure D. 1. Clearly, P (1) does not satisfy the faithfulness assumption with respect to G 
and B (2) are shown as edge weights in G (1) and G (2) . We assume that all noise terms are standard normal random variables.
that for all choices of S, i.e. ∅ and {2}, we have β and B (2) are defined as shown in Figure D 1,3|S = 0.5. Therefore, although both SEMs satisfy the faithfulness assumption, the pair does not satisfy Assumption 4.1.
Next, we give an example explaining the hypersurfaces that correspond to the set of parameters violating our assumptions versus the faithfulness assumption. This example shows that the number of hypersurfaces corresponding to violations of the faithfulness assumption is much higher than the number of hypersurfaces corresponding to violations of our assumptions, which implies that the faithfulness assumption is more restrictive in the finite sample regime.
Example D.3. We give a 3-node example to provide intuition for why the number of hypersurfaces violating the faithfulness assumption is usually much higher than the number of hypersurfaces violating our assumptions. Consider the two fully connected linear SEMs (B (1) , (1) ) and (B (2) , (2) ) shown in Figure D If we think of each parameter B (k) ij or σ (k) j not as a parameter but rather as an indeterminate, the set of parameters that violate the faithfulness assumption and our assumptions correspond to a system of polynomial equations in the following 7 indeterminates: (B 
and B (2) are shown as edge weights in G (1) and G (2) . We assume that all noise terms are standard normal random variables. following 11 polynomial equations and hence correspond to a collection of 11 hypersurfaces:
2 ) : B 
1 , X
2 | X
3 ) : − 
3 | X
2 ) :
3 ) : B 13 σ 
To get a better sense of how the hypersurfaces of these polynomials are distributed in the parameter space, Figure D .4 visualizes the first 6 hypersurfaces. This figure was directly adopted from Figure 2 of [45] . On the other hand, the polynomials of the parameters violating our assumptions are as
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Fig . 2 . Parameter values corresponding to unfaithful distributions in the 3-node case.
Since in this example no CI relations are imposed by the Markov property, a distribution P is unfaithful to G if any of the polynomials in (1)- (6) [corresponding to (conditional) covariances] are zero. Therefore, the set of unfaithful distributions for the 3-node example is the union of 6 real algebraic varieties, namely the three coordinate hyperplanes given by (1), (5) 
12 ) 2 σ −2
Clearly, the number of polynomials that violate Assumptions 4.1 and 4.2 is much smaller as compared to those of the faithfulness assumption. HAs a consequence our assumption is weaker than the faithfulness assumption in the finite sample regime (where violations correspond to points that are close to any of the hypersurfaces).
E Constraint-based method for estimating the difference-UG
In this section, we present a constraint-based method for estimating the difference-UG model in linear SEMs with general additive noise, i.e., where the noise is not necessarily Gaussian. Our constraintbased method is built on performing a hypothesis test on each (i, j)-th entry and then finding the set of (i, j)-th entries where Θ
ij . The test for invariance of diagonal entries, i.e., Θ
ii , is equivalent to the hypothesis test
For the non-diagonal entries, since the non-zero pattern of Θ (k) ij is the same as the non-zero pattern of the partial correlation coefficients, i.e., ρ and Θ (2) by doing partial correlation tests for each distribution and then comparing the non-zero patterns. After that, for each entry (i, j) that is estimated to be non-zero in both Θ (1) and Θ (2) , we use the test statistic:
and test if it fits the F-distribution with parameters F (1, n 1 + n 2 − 2p + 2). If this is the case, we conclude that this particular entry (i, j) is invariant between the two precision matrices. The consistency guarantees of H i|[p]\{i} 0 and partial correlation tests follow trivially from previous results. ForQ, it follows from Proposition 3 of [9] on the asymptotic normal distribution of the empirical precision matrixΘ that if the null hypothesis is true, thenQ converges in distribution to χ 2 (1) as n 1 , n 2 → ∞.
F Additional high-dimensional evaluation
High-dimensional setting: 10% changes. We present the results of increasing the number of changes between the two DAGs, and hence the size of S Θ . We used the same simulation parameters as for Figure 2 , i.e. p = 100 nodes, a neighbourhood size of s = 10, and sample size n = 300, except that the total number of changes was 10% of the number of edges in B (1) , rather than 5%. As shown in Figure F .1, both initializations of the DCI algorithm still outperform separate estimation by GES and the PC algorithm. However, because the underlying DAGs have maintained constant sparsity while the difference-DAG has become more dense, the gains in performance by using the DCI algorithm have slightly diminished, as expected by our theoretical analysis.
G Real data analysis -ovarian cancer
We tested our method on an ovarian cancer data set [43] . This data set consists of the gene expression data of patients with ovarian cancer. The patients are divided into six subtypes (C1-C6). The C1 subtype was characterized by differential expression of genes associated with stromal and immune cell types and is associated with shorter survival rates. In this experiment, we divide the subjects into two groups, group 1 with n 1 = 78 subjects containing patients with C1 subtype, and group 2 with n 2 = 113 subjects containing patients with C2-C6 subtypes. In this work, we focused on two pathways from the KEGG database [17, 29] , the apoptosis pathway containing 87 genes, and the TGF-β pathway with 82 genes.
We compared our results to those obtained by the DPM method [49] , which infers the difference in the undirected setting. As input to Algorithm 2, we took S Θ to be all of the nodes in the output of the DPM algorithm and took ∆ Θ to be the fully connected graph on S Θ . We then learned the difference DAG using Algorithm 3. The final set of edges over different tuning parameters was chosen using stability selection as proposed in [25] and is shown in Figure G. 1. This procedure identified two hub nodes in the apoptosis pathway: BIRC3 and PRKAR2B. BIRC3 has been shown to be an inhibitor of apoptosis [14] and is one of the top disregulated genes in ovarian cancer [15] . This gene has also been recovered by the DPM method as one of the hub nodes. While BIRC3 has high in-degree, hub gene PRKAR2B has high out-degree, making it a better candidate for possible interventions in ovarian cancer since knocking out a gene with high out-degree will have widespread downstream effects on the target genes. Indeed, PRKAR2B is a known important regulatory unit for cancer cell growth [5] and the RII-β protein encoded by PRKAR2B has already been studied as a therapeutic target for cancer therapy [26, 6] . In addition, PRKAR2B has also been shown to play an important role in disease progression in ovarian cancer cells [4] . Since the DPM method does not infer directionality, it is not possible to tell which of the hub genes might be a better interventional target. This is remedied by our method and its impact for identifying possible therapeutic targets in real data is showcased by finding an already known drug target for cancer. For the TGF-β pathway, our analysis identified THBS2 and COMP as hub nodes. Both of these genes have been implicated in resistance to chemotherapy in epithelial ovarian cancer [23] , confirming the importance of our findings. These nodes were also recovered by DPM.
Overall, the undirected graph discovered by DPM is similar to the DAG found by our method. The disparity in the TGF-β pathway between the difference UG model ∆ Θ and the difference DAG model ∆ can be explained by the fact that the edge between COMP−BMP7 in ∆ Θ can be accounted for by the two edges BMP7→ID1 and COMP→ID1 in ∆. Though these edges might represent the true regulatory pathways, the sparsity-inducing penalty in the DPM algorithm could remove them while leaving the edge between COMP and BMP7. This disparity between the two algorithms highlights the importance of replacing correlative reasoning with causal reasoning, and accentuates the significance of our contribution.
We also applied the GES and PC algorithms on the ovarian cancer data set. We considered the set of edges that appeared in one estimated skeleton but disappeared in the other as the estimated skeleton of the D-DAG∆. In determining orientations, we considered the arrows that were directed in one estimated CP-DAG but disappeared in the other as the estimated set of directed arrows. Figure G .2 shows the results by applying the PC algorithm on the apoptosis and TGF-β pathway and the results by applying GES on the TGF-β pathway. Here we omitted GES results on the apoptosis pathway since GES algorithm did not discover any differences on the apoptosis pathway. Figure G .2 shows that PC and GES cannot discover any hub nodes. 
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H Real data analysis -T cell activation
We compare DCI with the GES and PC algorithms on the T cell activation data set. Figure G.3 (a) shows the results of applying GES to naive and activated data sets separately and calculating the difference. Figure G . 3 (b) shows the estimated results of applying PC to the T cell data set.
