Candidate retrieval is a crucial part in recommendation system, where quality candidates need to be selected in realtime for user's recommendation request. Conventional methods would make use of feature similarity directly for highly scalable retrieval, yet their retrieval quality can be limited due to inferior user interest modeling. In contrast, deep learning-based recommenders are precise in modeling user interest, but they are difficult to be scaled for efficient candidate retrieval.
INTRODUCTION
Recommendation system plays a crucial role in modern web services, e.g., online advertisement and e-commerce, as users' interested items can be automatically delivered on top of the analysis of their intensive behavioral data. Instead of selecting suitable items in-one-shot, a typical recommendation system would consecutively execute two fundamental operations (illustrated as Figure 1 ): candidate retrieval and ranking [9, 10] . Given a recommendation request from user, the retrieval module will select a small set of relevant candidates in realtime from the tremendous pool of items; then, the ranking module will further refine the candidates with higher precision, where those top ranked candidates are to be generated as the final recommendation result. It is apparent that the candidate retrieval operation severely affects the overall recommendation quality, whose performance has to be optimized within the integral system.
Because of its distinct role in the recommendation system, candidate retrieval is desirable of satisfying two pieces of properties. For one thing, considering tremendous the scale of item set in reality, candidate retrieval must be temporally scalable so as to maintain a tolerable running cost. For anther thing, to have high quality retrieval result, user interest must be precisely modeled while searching for appropriate candidates.
Conventionally, it is a common practice [8] to represent user and item with a shared group of features (e.g., keywords, categorical tags or LDA vectors), so that relevant candidates of a user can be retrieved based on their feature similarity. During such an operation, index structures like LSH (locality sensitive hashing) and KNN graph are pre-constructed for all the items, which will significantly short-cut the retrieval process thanks to their superior efficiency on similarity search. Following the same candidate retrieval paradigm, more proficient algorithms are developed on top of metric learning, such as DSSM [15] and CML [14] , where more expressive latent features are learned for user and item to better characterize their mutual relevance. Regardless of different formulations, all the above approaches have to represent user and item in the same space, and retrieve the candidates purely based on feature similarity (e.g., Cosine or Euclidean distance between user and item's feature vectors). Such a highly restricted workflow will probably give rise to inferior modeling of user interest, thus harming the retrieval quality.
By comparison, various types of deep learning-based recommenders have been developed recently, such as Wide&Deep [9] , Deep&Cross [32] , DeepFM [13] and xDeepFM [21] , where user interest can be captured with high precision. However, such approaches would rely on complex functional relationship between user and item's features; in other words, user interest is no longer reflected by feature similarity. As a result, it is hard to index the items w.r.t. the user interest learned by such recommenders. Therefore, they are mainly used for the ranking operation rather than candidate retrieval.
In short, conventional methods based on feature similarity are scalable for realtime retrieval, but their retrieval quality can be limited by inferior user interest modeling. Meanwhile, deep learningbased recommenders are precise in modeling user interest, yet they are difficult to be scaled for candidate retrieval.
In this work, we propose a novel personalized candidate retrieval paradigm Synthonet, which makes the best of both worlds. On the one hand, user interest is precisely captured by an arbitrary type of deep recommendation model; on the other hand, relevant candidates can be directly obtained via similarity search, which enables items to be indexed for efficient retrieval. The underlying idea of Synthonet is quite intuitive. Particularly, a deep recommendation D (e.g., [9, 13, 21, 32] ) is employed for the precise modeling of user interest; meanwhile, another model Ψ is learned to synthesize a "virtual item representation" for a user, referred as the retrieval key. Importantly, it is expected that user interest captured by D can be well approximated by the similarity between retrieval key and those real items' representations. In other words, given user u, who prefers item a over b; then u's retrieval key will always be more similar with a's representation:
where sim(·) is a certain similarity function, e.g., Cosine similarity, Ψ u indicates the retrieval key, and θ stands for the item's representation. Given the satisfaction of the above relationship, user's interested items will be confined within the neighborhood of Ψ u ; thus, it will enable high relevance candidates to be retrieved efficiently via similarity search. To realize the above candidate retrieval paradigm, an ActorCritic style learning framework [3, 18] is developed. With the Actor module, the retrieval key is synthesized for each user, together with similarity interest Figure 2 : Illustration of Synthonet's objective: to have the similarity between the retrieval key and item's representation aligned with user interest.
representations generated for each item, based on both parties' inherent information. And with the Critic module, supervision signals are generated for Actor, such that the relationship in Eq. 1 can be achieved. In Critic, a compound reward is integrated from three sources: evaluator, validator, and referencer, whose individual functionality is elaborated as follows.
(1) The evaluator is an arbitrary form of deep recommendation model, which is pre-trained for the accurate modeling of user's underlying interest. Now that the retrieval key can be regarded as the representation of a virtual item, the well-trained evaluator is employed to measure user's degree of interest towards such a virtual item.
(2) Because of deep models' inherent unrobustness [6, 12, 23] , the evaluator might falsely reward an inferior synthesization. To get rid of this potential defect, an auxiliary discriminative model called validitor is introduced, which resists the evaluator from being fooled by adversarial cases.
(3) The referencer is a certain type of similarity measurement, e.g., Cosine or Euclidean, which is used to encourage the maximization of similarity between the retrieval key and candidates' representations.
With the maximization of rewards in (1) and (2), Ψ u will become a local optima of user interest; in addition, with the maximization of reward in (3), representations of user's interested items will be anchored in the neighborhood of Ψ u . Finally, by maximizing all the rewards simultaneously, the "concentric diagram" is formed (shown as Figure 2) , with user's most interested point Ψ u being the center (the red point), representations of user's interested items being Ψ u 's neighborhood (the green points), and representations of those less interested items distributed away from Ψ u (the blue points). In other words, user interest becomes almost positively related with the similarity between retrieval key and item representation. Therefore, the relationship stated by Eq. 1 will come into existence.
To summarize, the major contribution of this work is highlighted as follows.
(1) A novel paradigm Synthonet is proposed in this work, which learns to synthesize the virtual item representation (i.e., retrieval key) for both precise and temporally scalable candidate retrieval.
(2) An Actor-Critic infrastructure is developed for Synthonet, which enables user interest to be well approximated by the similarity between retrieval key and item representation. (3) Extensive empirical studies are conducted with a series of real-world datasets, where consistent and remarkable improvements are achieved representative baseline methods, such as those based on metric-learning. The subsequent contents of this work are organized as follows. First of all, preliminaries and formulation of our problem are presented in Section 2. Secondly, Synthonet's architecture is overviewed in Section 3, followed by its instantiation discussed in Section 4. The experimental studies are made in Section 5; and the related works are reviewed in Section 6. Finally, the paper is concluded in Section 7.
PROBLEM FORMULATION
In this section, preliminaries for recommendation system and candidate retrieval are introduced in the first place, on top of which definition and quantitive formulation are presented for personalized candidate retrieval problem.
Preliminaries and Definition
2.1.1 Typical Workflow of Recommendation. As sketched by Figure  1 , a typical recommendation system operates with the following two consecutive steps.
• Candidate Retrieval. Given a recommendation request, which consists of user and context information, a small group of relevant candidates are retrieved in realtime from the whole item set.
• Candidate Ranking. The retrieved candidates will be further refined by the ranking module, which is of higher precision; the top ranked candidates will be returned as the recommendation result.
Given both parts' distinction in functionality, different techniques have to be developed in practice. Particularly, the ranking module mainly emphasizes on accuracy, whose developed algorithm should be as precise as possible; in contrast, the candidate retrieval module has to jointly consider precision and scalability, given that the whole items' scale could be huge in reality.
Candidate
Retrieval. Despite diverse formulations in detail, mainstream candidate retrieval methods share the common framework. Particularly, they would first determine the way of representation for the items (e.g., bag-of-keywords), along with their similarity measurement (e.g., keyword co-occurrence). Then items are organized with a certain index structure (e.g., hashing tables), where similar items can be grouped in common units. Once a recommendation request is issued from a user, the retrieval key will be generated for her, which follows the identical representation format as that of item. Finally, the retrieval key is used to search the pre-constructed index, where items with similar representations will be retrieved as candidates. Thanks to the sub-linear time complexity of such a similarity search paradigm, the candidate retrieval can be highly scalable, thus being able to be completed in realtime.
However, it remains an open question of designing better schemes so that high-relevance candidates can be comprehensively acquired. Particularly, the similarity search paradigm must be well aligned with user's underlying interest, such that user's top interested items will also be those whose representations are highly similar with the retrieval key. With the above concern in mind, the optimal personalized candidate retrieval (OPCR) problem is defined as follows.
Definition 2.1. In OPCR, user's most interested items will also become those whose representations are most similar with the retrieval key; therefore, the top relevance candidates can be retrieved efficiently via similarity search.
Quantative Formulation
In this part, the quantitive formulation of OPCR is presented, which also helps to illustrate our intuition of solving it in practice.
Let u/v be an arbitrary user/item, respectively. Suppose there is an "almost perfect" deep recommendation model D, which precisely measures user interest as D(θ u , θ v ), where θ * stands for the representations of the corresponding entity. In addition, there is a synthesization model Ψ, which generates Ψ u as the retrieval key. With a recommendation request r from user u, the following optimization problem is formulated, which specifies the retrieval of user's most interested candidates:
where Ω r stands for the retrieved candidates. The first constraint indicates that every candidate's representation is among the top-K nearest neighbours to Ψ u . Meanwhile, the second constraint requires the incorporation of the "ground truth", i.e., user's consumed items in reality (whose validity as candidates is self-evident) needs to be included in the selected candidates.
As is formulated by Eq. 2, the OPCR looks for the optimal configuration of synthesization model Ψ and item representation θ * , which will give rise to the retrieval of the best candidates. However, because of the combinatorial nature of Eq. 2, it will probably be difficult to obtain the optimal solution. As a result, a few mild relaxations are introduced for its approximate solution.
Firstly, we would let the KNN requirement replaced by a threshold constraint on similarity:
where sim(·) indicates the similarity measurement, and ϵ stands for the similarity threshold which filters high-relevance candidates from the whole items. Since Ψ u and θ v are required to be highly similar, we may adapt the objective function by approximation: max
Intuitively, it requires the maximization of user's interest towards Ψ u ; thus, user's interest to the candidates can be maximized as well, thanks to their representations' high similarity with Ψ u . Moreover, the similarity constraint is relaxed from Ω r to Λ r , and the above problem is transformed into its Lagrangian relaxation form:
Finally, it it constraint-free and fully differentiable (given that common similarity measurement, e.g., cos(·) or ∥ · ∥ 2 , are adopted). Therefore, it becomes solvable via gradient ascent. Now we may come to the following high-level framework for OPCR's solution.
• Firstly, a certain type of deep recommendation model D is selected and pre-trained based on user history, where user interest can be accurately predicted;
• Secondly, the synthesization model Ψ and item representation θ * are trained to maximize the objective function in Eq. 5 via gradient ascent. In this place, both functions D(·) and sim(·) are employed as the "critics" for Ψ and θ * 's performances, whereby providing the supervision signals for both parties' iterative updates.
Finally, we will get the near optimal solution to the original optimization problem in Eq. 2, which realizes our proposed objectives in OPCR.
GENERAL INFRASTRUCTURE OF SYNTHONET
Synthonet is a abstractive candidate retrieval paradigm, whose concrete realization can be flexibly adapted according to specific application scenarios. In this section, an overview is made for Synthonet's general infrastructure, which is illustrated with Figure 3 . Our discussion is partitioned into two parts: 1) Synthonet's offline construction and 2) its online workflow.
Synthonet's Construction
Synthonet is constructed in the offline stage. The construction is carried out in an Actor-Critic pipeline shown as Figure 3 (I).
3.1.1 Actor's Role. The Actor is to generate synthesized retrieval key and item representation based on user and item's raw features. Particularly, the Actor includes three components: (1) the synthesization module, where user's recommendation request is encoded as the retrieval key; (2) the user encoder and (3) the item encoder, where latent vectors are generated for user and item as their representations. It's worth nothing that the retrieval key and user representation are generated for different purposes: one for candidate retrieval, thus needs to follow the same format as the item representation; while the other one is for the deep recommendation model, whose format can be chosen flexibly for the best performance.
Critic's Role.
The Critic is to provide supervision signals for the Actor's generation process. Particularly, a compound reward is integrated from three sources: evaluator, validator, and referencer.
• The evaluator is a pre-trained deep recommendation model, which determines user's interest towards an item given both parties' representations. Once deployed in the Critic, it is used to calculate user's degree of interest towards the retrieval key (i.e., the representation of a virtual item). Such a reward can be interpreted as D(·) in Eq. 5.
• The validator is a discriminative model, which tells whether the synthesized retrieval key is within the distributed scope of those real items' representations. Such a reward helps to eliminate the adversarial cases, where the evaluator will falsely reward a meaningless synthesization 1 .
• The referencer compares the similarity between the retrieval key and the representation of a candidate item. Such a reward is corresponding to sim(·) in Eq. 5, which encourages the retrieval key and its candidates to be located in the same neighborhood.
3.1.3 Construction Process. Given the above framework, Synthonet's construction is carried out via the interaction between Actor and Critic. First of all, the evaluator and validator are learned so that the Critic can be deployed before hand. Secondly, given user's historical behaviors, retrieval keys and user/item representations are consecutively generated by the Actor, which will further get rewarded by the Critic. The Actor will then be updated ascendingly w.r.t. the partial gradients of its acquired reward. Finally, the above generation-reward-update process will be iteratively conducted until its convergence, where the compound reward can be maximized.
Synthonet's Workflow
The Actor is isolated from the well constructed Synthonet and deployed for the candidate retrieval operation. Particularly, all the items are encoded as their representations and organized with a certain index structure in the offline stage. Once an recommendation request is issued by the online service, the retrieval key will be synthesized and used for the ANN (approximate nearest neighbor) search over pre-constructed index. Finally, the top-K similar items can be identified, which will be returned as the retrieved candidates.
SYNTHONET'S INSTANTIATION
As introduced, Synthonet is a general paradigm for personalized candidate retrieval, whose formulation can be flexibly adapted for different recommendation scenarios. However, to better demonstrate how Synthonet works in practice, it is instantiated for "textrich" scenario, which is common for a wide variety of applications, such as online advertisement, e-commerce and news recommendation (e.g., [28, 35, 38] ). Particularly, settings for the discussed scenario are briefly introduced as follows.
• Item. Each item is associated with its text feature, which is organized as a sequence-of-word (e.g., the title of ad/news article).
• User. Each user is associated with her historical behaviors, where each behavior stands for a specific item consumed by the user (e.g., the whole ads/news articles clicked in history).
For the next part, concrete structures are designed so that Synthonet will be instantiated for the above scenario 2 . To facilitate comprehension, the frequently used notations are summarized in Table 1. 2 Although there can be various alternative structures for Synthonet, only one representative is discussed here for demonstration. However, more necessary alternatives are to be analyzed in the empirical studies.
Actor
4.1.1 Item Encoder. The item encoder's structure is shown by Figure 4 . First of all, the item's word sequence w v is transformed into the word embedding sequence e v by transferring each token into its embedding vector:
The word embedding sequence is further processed by a 1-D convolutional network (CNN) [17] so as to better extract its local information:ê
To highlight the meaningful information, the vector ρ a is introduced, which attentively aggregates the whole sequence:
Finally, the aggregated vector θ v is used as the item's representation.
User Encoder.
The structure of user encoder is shown as Figure 5 . Particularly, user representation (θ u ) is generated by attentively aggregating the representations of user's consumed items V u . In this place, multi-head attentive pooling [22] is employed for the aggregation. First of all, a total of K pooling heads {η i a } 1, ..., K are employed, each of which is used to generate a unique aggregated vector via attention:
.
As a result, a total of K aggregated vectors {θ i u } 1...K are obtained. All these vectors are concatenated along the column and multiplied by a Kd × d (d is the dimension of θ v ) mapping matrix W a , where the original representation dimension will be kept:
4.1.3 Synthesizer. The retrieval key (Ψ u ) is synthesized via two consecutive steps: firstly, user representation θ u is generated with the user encoder; secondly, a M-layer feed-forward network (FFN) is employed where user representation is translated into the retrieval key:
where W i д and b i д stand for the mapping matrix and bias of the i-th perception layer. Notice that the activation function is removed for the last layer so that the retrieval key can be an arbitrary real value vector (otherwise it will be confined in certain scope and probably unable to approach its candidate's embedding). outputs' element-wise product:
Critic
Here, σ (·) and ⊙ indicate the sigmoid function and element-wise product, and W e is the learnable weighting vector. The well-trained recommendation model is deployed as the evaluator. It will treat the retrieval key Ψ u as a virtual item's representation, and calculate the evaluation reward as:
Obviously, by maximizing the value of φ u , Ψ u will get aligned with user interest as much as possible.
Validator.
Inspired by the idea of generative adversarial network, A binary classifier VAL is trained for validation, which determines whether a vector comes from the real items' representation {θ v } V (with label 1), or those synthesized retrieval keys {Ψ u } U (with label 0). Once deployed, the validator takes a retrieval key Ψ u and calculate its log-likelihood of being positive:
Algorithm 1: Synthonet's Training Process (1) Pre-training: while not converge do for u ∈ U do for v ∈ V u do encode v to be θ v as Eq. 7 and 8; encode u to be θ u as Eq. 9 and 10; encode negative samples as {θ v ′ }; calculate the overall binary cross-entropy loss as Eq:12:
synthesize the retrieval key Ψ u as Eq. 11 based on a piece of randomly sampled user history; calculate the overall binary cross-entropy loss as Eq.
14: Apparently, Ψ u will be within the valid scope of real item's representation when Ω r is close to zero, thereby resisting the false reward from evaluator.
One more special thing about the validator is that it needs to be iteratively adapted along with the training progress of Actor, as the retrieval key's distribution is changed from time to time. Particularly, everytime one round of training is completed for the Actor, the validator will be refined with the up-to-date {Ψ u } U .
Referencer.
The referencer is a parameter-free function, which measures the similarity (e.g., Cosine) between the retrieval key and the representation of its high-relevance candidate. The range of similarity is mapped to (0, 1) so as to keep consistent in scale with other rewards:
where sim(Ψ u , θv ) = 0.5 * ( 1 + cos(Ψ u , θv ) ).
Herev indicates the user's consumed item in reality, thus being qualified to be a high-relevance candidate. By maximizing the value of γ u , the retrieval key and candidate's representation will get close to each other as much as possible w.r.t. the chosen similarity. 
Training of Synthonet
Putting together every component of Actor and Critic, Synthonet's training process is summarized as Algorithm 1. Firstly, the pre-training step is carried out, where our deep recommendation model is learned to capture user interest. Notice that the item encoder, user encoder and evaluator will participate the pre-training process; therefore, they will all be learned from such an operation.
Secondly, the validator is initialized, which is to distinguish the real items representations generated by the item encoder and the retrieval keys generated by the initial synthesizer.
Thirdly, the Actor is trained: given each user's consumed item, the retrieval key is generated based on her history before the consumption; then the compound reward is produced by the Critic so that the Actor can be updated w.r.t. the its gradient. Since Synthesizer and Item encoder's updates will change the distribution of retrieval key and item representation, the original validator will gradually expire; therefore, it will be adapted iteratively along with Actor's update.
EXPERIMENTAL STUDIES 5.1 Experiment Settings
Experimental studies are carried out for the evaluation of retrieval quality. As a general retrieval pipeline for all the methods in comparison: retrieval key and item representation will be generated in the first place based on both parties' inherent features; then items are sorted according to their representations similarities with the retrieval key; finally, items with the top-K similarity will be selected as the candidates. Detailed configuration about the experiments are introduced as follows.
Baselines.
Two groups of baselines are compared in our experiments. On the one hand, the metric-learning based methods are taken into comparison, which learn to represent user and item in the common latent space. Particularly, two representative approaches are adopted: one is based on Deep Structured Semantic Model (DSSM) [15] , the other one is adapted from Collaborative Metric Learning (CML) [14] .
• In DSSM, user and item representations are generated by encoding their raw features via two independent networks: the user encoder and item encoder.
• In CML 3 , user is represented by the embedding vector, which is associated with her ID; while item is still represented with item encoder as DSSM.
For the sake of fair comparison, user/item encoders in DSSM/CML will use the same structures as our proposed methods, which are illustrated in Section 4.
On the other hand, it is still popular in practice where candidate relevance is directly derived from raw features (e.g., those based on keyword similarity). As a result, we consider those learning-free methods, where user/item's representations are acquired beforehand, instead of specifically learned for candidate retrieval. Two representative approaches are adopted: one is based on average word embedding (AVG), the other one uses the sentence level embedding from BERT (SLE).
• In AVG, an item is represented as the average vector of its words' embeddings (GloVe-300 4 is used in our experiment), and a user is represented as the average of her items' embeddings. Despite of simplicity, such a method is a common and effective baseline in many NLP tasks [19, 25, 26] .
• In SLE, an item is represented via the sentence level embedding of BERT [11] , i.e., the embedding of token [CLS] is used as the item's embedding. Meanwhile, and a user is still represented as the average of her items' embeddings as AVG. Notice that the context feature in recommendation request is not directly comparable with item's text feature, thus they are ignored in AVG and SLE, where user embedding is used as the retrieval key.
Variations of Our Approach.
As is introduced, Synthonet can be instantiated in different ways. Therefore, alternative implementations are systematically tested so as to verify its generalizability.
• Variational Similarity Measurement. Cosine similarity (Eq. 15) is chosen as default similarity measurement; besides, Euclidean similarity is also included in the experiments.
• Variational Form of Evaluator. The bi-channel feed-forward network (BI) introduced in Section 4.2.1 is used as default evaluator; meanwhile, the fully-connected feed forward network (FC) is also taken into account, where user and item representations are concatenated along the column and processed by a 2-layer feedforward network for final logit.
• Variational Form of User Encoder. In addition to our default user encoder introduced in Section 4.1.2, the way of user representation in CML is also considered, where users are represented by the embedding vectors associated with their IDs.
• Variational Input. Apart from user history, there can be other available information when recommendation is to be made, such as context and user's intent. The auxiliary information is encoded in parallel with user history, and the encoded vectors of both parts' are concatenated along column for the final user representation.
Metrics.
The following three evaluation measurements are considered in our experiments.
• Recall Performance. The retrieval quality is directly reflected by its recall rate, as the ultimate goal of retrieval is to obtain all the quality candidates, instead of giving the final recommendation list. The recall rate is measured with Recall@K, where K is scale of retrieval set.
• Ranking Performance. To know more about the retrieval precision of different methods, the ranking performance is further compared, which is measured with MRR and NDCG@K.
Datasets.
Two real-world datasets are used in our experiments. One is the industrial dataset 5 from MSN News, which records users' news browsing behaviors. In this dataset, each user is associated with her browsed news articles in history, and each article is associated with its titles; additionally, user's intent is explicitly specified for each of her browsing behavior, i.e, the type of news (e.g., political or financial news) she's looking for. In our experiment, user history is used as by default; and user's intent is used while evaluating the effect of auxiliary information. Another 5 https://www.msn.com/en-us/news public dataset of Amazon reviews on Movies and TV 6 (referred as E-Commerce) is adopted in the experiment, which records users' online shopping behaviors: each user is associated with her purchased items in history, and each item is associated with its title and description. Detailed statistics about both datasets are illustrated as Table 2 . that better candidates can be retrieved with our proposed method. It may also be inferred that Synthonet's superiority on recall performance is resulted from its higher capability of identifying quality candidates, as top ranking scores can always be generated from it. Besides, it can be observed that all the learned representations (with SYN (*), DSSM, CML) outperform those learning-free methods significantly. The explanation about this phenomenon is twofold. For one thing, learning-free approaches, like AVG, are too simple to exploit user and item's raw features effectively, thus unable to identify candidate's relevance in fine-granularity. For another thing, although some other learning free methods, like SLE, are sophisticated to fully utilize raw features, their generated user/item representations may not relevant in terms of similarity, thus unsuitable for candidate retrieval task. Apart from the above obvious observations, some other interesting phenomenons can also be derived from the main result.
Experiment Analysis
• Effect of Similarity Measurement. For both similarity measurements (COS and EUC), SYN (*) consistently gives rise to the highest recall/ranking performances for all the testing cases; in addition, Synthonet's fluctuations across different similarity measurements are comparably smaller than those of baselines. The above phenomenons indicate that Synthonet is robust to the change of similarity measurement. One probable explanation is that Synthonet takes advantage of multiple supervision signals in its training process, thus making it less sensitive to each individual one. A more detailed analysis is to be made in Section 5.2.3.
• Effect of Evaluator's Form. For both forms of evaluators (BI and FC), consistent improvements are achieved over the baselines under the same setting, indicating that all forms of evaluators contribute substantially to the Synthonet's performances. However, distinct results might be generated by different forms of evaluators, which suggests that Synthonet's performance can be optimized by selecting more effective evaluators.
Additional Studies.
A series of additional studies are carried out for the complement of the main results. Because of redundant observation, analysis is only carried out for the result on News dataset.
• Synthonet with Auxiliary Input. As introduced before, user's intent is available for the News dataset, and it is adopted as our auxiliary input. The intent is virtually a categorical variable specifying the type of news the user's looking for, therefore it is represented by the embedding vector associated with its ID. According to the experiment results demonstrated in Table 5 , SYN (*) still gives rise to the best recall/ranking performances in contrast to the baselines (the learning-free methods are omitted due to their incapability of using auxiliary input). Besides, recall/ranking performances are remarkably improved (compared with those in Table 3 ) thanks to the presence of additional information. As a result, it validates that Synthonet is able to effectively exploit auxiliary input for better retrieval performance.
• Synthonet with Different User Encoder Performances with different user encoders are demonstrated in Table 6 . As it can be observed, SYN with our default user encoder consistently outperform those with CML's user encoder. Together with our conclusion in Section 5.2.1, we may have the following conclusion. That as a general candidate retrieval paradigm, Synthonet consistently outperforms those metric-learning baselines under the same settings (similarity measurement, user/item encoders); meanwhile, the performance of Synthonet itself can be further enhanced by selecting more appropriate configurations, such as forms of evaluator and user/item encoders.
• Alignment with User Interest. In addition to our metrics on recall/ranking performance, we would also like to know user's degree of interest towards the retrieved candidates, which can be measured as the negative log-likelihood of the top K retrieved candidates (denoted as LL@K):
where P u i (x j ) stands for user's probability of being interested in item v i . Apparently, a smaller NLL@K indicates a larger degree of interest. Since there is no way to acquire user's exact interest, the well-trained evaluator used by SYN (B) is employed for approximation. According to the demonstrated result in Table 8 , the degree of interest is almost aligned with the recall/ranking performances reported in Table 3 , despite that the employed user model is not fully accurate. As a result, it indicates that the retrieved candidates from Synthonet better meet user's interest. Table 7 , top performances are achieved by Compound in most testing cases. Meanwhile, improvements can be observed when evaluator work jointly with either validator or referencer. Therefore, it indicates that both components contribute substantially to Synthonet's performance. Moreover, Synthonet's performance is already no lower than the best baseline (DSSM) merely with the evaluator; and in some cases, top retrieval results can be obtained merely with evaluator and validator. Both phenomenons suggest that maximizing user's interest towards the retrieval key is crucial for the retrieval quality. In fact, such a point is also consistent with our problem formulation in Eq. 5.
Summarization.
Major findings of the experimental studies are summarized with the following points.
• Consistent and remarkable improvements are achieved by Synthonet in terms of recall/ranking performances, whereby validating its effectiveness on retrieving quality candidates.
• As a general candidate retrieval paradigm, Synthonet can be tuned flexibly for the optimal performance by selecting the most suitable configuration of each specific scenario.
• All the components in Critic contribute substantially to Synthonet's performance, which jointly gives rise to its superior candidate retrieval quality.
RELATED WORK
In this section, related studies are reviewed from two perspectives: deep recommendation algorithms and candidate retrieval.
Deep Recommendation Algorithms
Leveraging the recent progress of deep learning, today's recommendation algorithms become more and more proficient in capturing user's underlying interest. Roughly speaking, deep learning techniques contribute to the development of recommendation algorithms in two ways. For one thing, thanks to deep neural networks' superior capability on function approximation, complex user-item relationships, e.g., high-order feature interaction [9, 13, 21, 32, 41] , temporal behavioral patterns [40, 42] , can be effectively learned from user's behavioral data. For another thing, the employment of deep neural networks facilitates the effective exploitation of diverse data, such as textual [28, 35] , visual [16, 33, 36] relational [7, 30, 37] information, and common-sense knowledge from KB [29, 39] . It's noticeable that most of these advanced algorithms mainly emphasize the ranking efficacy, yet contribute little to the candidate retrieval due to their inherent limitation on temporal scalability.
Candidate Retrieval
6.2.1 Conventional Way of Candidate Retrieval. As discussed, candidate has to be selected in realtime from a tremendous pool of items. Therefore, mainstream candidate retrieval approaches would take advantage of structurized data so as to achieve feasible running efficiency. In early days, one of the most well-known representatives is based on inverted-index [5] (still widely applied in practice), where items are indexed w.r.t. a certain type of raw feature (e.g., keywords), and candidates are retrieved for a user if there exist a shared feature value. Later on, improved methods are consecutively proposed, where multiple raw features can be jointly utilized for candidate retrieval, and personalized features weights are learned for more precise retrieval [1, 2, 4] . In more generalized setting, user and item's relevance is derived based on their feature similarity. As a result, candidate retrieval can be conducted with even higher flexibility; meanwhile, thanks to the superior index structures like LSH and KNN graph [8, 27, 31] , the retrieval operation can be efficiently conducted with O(1) time complexity.
Metric Learning.
Metric learning is general machine learning paradigm [20, 34] , which is developed to represent entities such that those from the same class can be mutually close to each other in the representation space. Obviously, it turns out to be a natural choice for candidate retrieval, as user and item can be represented in the common space and their relevance will be measured by representations' similarity [14, 16, 24] . In contrast to those conventional methods, metric learning is able to identify quality candidates more accurately, as representations are carefully learned from user-item interactions, and raw features can be better exploited on top of more advanced structures. In fact, both Synthonet and metric learning will represent user as the retrieval key for candidate retrieval. However, there is fundamental distinction on how the retrieval key is generated. For one thing, metric learning merely cares about the overall similarity between the retrieval key and user's consumed items in history, whereas user's interest towards to retrieval key itself is not taken into account. As a result, the retrieval key may stray away from user's interested region, which will falsely introduce inaccurate candidates and impair the retrieval quality. On the other hand, Synthonet makes user's interest towards the retrieval key a priority, which is to be optimized simultaneous along with the similarity part. Therefore, more accurate candidate retrieval can be delivered. In this place, a toy example is presented for better illustration.
Example 6.1. Suppose that representations of a user's interest items are confined within the blue region S in Figure 6 . Meanwhile, vertex a indicates the representation of the user's consumed item in history. In metric learning, similarity (or distance) becomes the only factor to be considered, and it will determine the whole neighborhood of a (i.e., circle (a, ϵ)) to be the potential region for user representation. Consequently, user's representation could be falsely mapped to vertex b, which is out of user interested region despite its similarity with a; and all the items within b's neighbourhood (i.e., circle O(b, γ )) will be retrieved as candidates. Apparently, only limited part of user's interested area can be covered (i.e., s1), and many of the relevant candidates could be left out from the retrieval result. On the other hand, by taking user interest into account, Synthonet will identify vertex c to be a much more appropriate user representation, as it is not only similar with a but also accurately aligned with user interest. Therefore, items within circle (c, γ ) will be selected as the retrieval result, where much more of user's interested items (i.e., those within s2) can be obtained.
CONCLUSION
In this work, a novel paradigm Synthonet is proposed for personalized candidate retrieval, where the virtual item representation (i.e., retrieval key) is synthesized optimally for the efficient acquisition of high-quality candidates. With the developed Actor-Critic infrastructure, user's underlying interest becomes accurately aligned with the similarity between retrieval key and item representation. Therefore, high-quality candidates can be effectively identified and efficiently retrieved via similarity search. Extensive empirical studies are carried out with real-world datasets, whose results validate the effectiveness of our proposed method.
