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Abstract The precise choice of the local time at 0 for a Bessel process with dimension d ∈]0, 2[
plays some role in explicit computations or limiting results involving excursion theory for
these processes. Starting from one specific choice, and deriving the main related formulae, it
is shown how the various multiplicative constants correponding to other choices made in the
literature enter into these formulae.
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1 Introduction
1.1 Nowadays, it is no longer necessary to emphasize how powerful excursion theory for, say,
the study of linear Brownian motion, is. This is due, in particular, to the several fundamental
descriptions of Itoˆ’s characteristic measure of (Brownian) excursions, n1/2, which are mainly
due to D. Williams ([17],§II.67).
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The following compensation formula holds :
E
∑
γ∈G
H(γ, eγ) 1(δ−γ>0)
 = E [∫ ∞
0
dLs
∫
Ωexc
n1/2 (dε)H(s, ε)
]
(1.1)
where :
• H : R+ × Ω × Ωexc → R+ is P ⊗ E measurable, P denoting the predictable σ-field
associated to the Brownian motion (Bu, u ≥ 0), and (Ωexc, E) denoting the measurable
space of generic excursions ².
• {eγ , γ ∈ G} denotes the family of Brownian excursions, labelled with their starting time
γ, and where δ denotes the ending time of the same excursion, i.e : eγ(u) = Bγ+u1(u≤δ−γ)
• G is the set of left extremities of maximal intervals ]γ, δ[ which constitute the comple-
ment of the random set Zw = {s : Bs(w) = 0}; eγ(u) = Bγ+u1(u≤δ−γ) denotes the
excursion on ]γ, δ[.
• (Ls, s ≥ 0) is the standard local time at 0 of (Bs, s ≥ 0), i.e. : it satisfies
{|Bs| − Ls, s ≥ 0} is again a Brownian motion. (1.2)
Formula (1.1) is a key formula from which many consequences may be derived. See, e.g, [[15]
: Chap XII].
Note that on the RHS of (1.1), it is the product :
dLs n1/2 (dε) (1.3)
which appears, but since most authors take (1.2) as a definition of (Ls), then, as (1.3) is
intrinsic, there is no ambiguity about the choice of n1/2.
1.2 This clear cut Brownian situation is no longer so unambiguous when one considers the
excursion theory for other diffusions, and also Le´vy processes. The aim of the present note is
to give an easy access to pairs (L, nα) related to the d-dimensional Bessel process (Rt, t ≥ 0),
starting from 0, with dimension d = 2(1 − α) with 0 < d < 2 or equivalently, with index
−α = d
2
− 1 (0 < α < 1). To be precise, this process, which we shall denote sometimes as
BES(−α), is an R+-valued Feller diffusion whose infinitesimal generator L is defined by :
Lf(r) = 1
2
d2f
dr2
(r) +
1− 2α
2r
df
dr
(r)
on the domain :
D =
{
f : R+ → R ; Lf ∈ Cb(R+) , lim
r→0
r1−2αf ′(r) = 0
}
.
From now on, this dimension d will be fixed, hence so will α.
Inspired by the Brownian case, and formula (1.2), we shall take as a definition of (Lt, t ≥ 0)
the unique continuous increasing process such that :
R2αt − Lt := Nt , t ≥ 0 , is a martingale. (1.4)
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In the Brownian case, we have d = 1, α = 1/2. Then we recover (1.2).
Thus, the corresponding Itoˆ characteristic measure nα is, in fact, determined, and we shall
give some descriptions of it below.
We shall denote by (L(c)t , t ≥ 0) the choice :
L
(c)
t = cLt , for some c > 0. (1.5)
Thus, the corresponding Itoˆ measure n(c)α satisfies :
n(c)α =
(
1
c
)
nα , (1.6)
since, by (1.1), which also holds of course for all the Bessel diffusions, with 0 < d < 2, the
product :
dL
(c)
t n
(c)
α (dε) does not depend on c.
One of our tasks in this Note is to present, in Section 5, the various constants c found in the
literature, which, we hope, may be helpful in order to avoid trivial, but annoying, mistakes...
But, first, in Section 2, we give an elementary stochastic calculus approach to formula (1.4);
then, in Section 3, we examine some consequences of our choice for L.
1.3 Although the present work can hardly be considered as a research paper, but merely
as a user’s friendly note, we think its publication may be justified as the computations of
the constants related to various choices of local times for BES (−α) often play a crucial
role, if one deals simultaneously with several BES processes, e.g : relating one to another
one by time changes, as in Biane-Yor [2], or trying to pass to the limit as, say, α ↓ 0, as in
Donati-Martin-Yor [5].
2 A stochastic calculus approach
We now derive formula (1.4), and a number of properties of (Lt, t ≥ 0) by relying upon the
definition of squares of Bessel processes, via the stochastic differential equation :
R2t = 2
∫ t
0
Rsdβs + δt, t ≥ 0, (2.1)
where δ ≥ 0 is given, and (Rs, s ≥ 0) is assumed to be an R+-valued process. It is by now
well known that the equation (2.1), where (βs, s ≥ 0) is a driving Brownian motion, admits
a unique solution, which is strong (see, e.g. [15], Chap. IX).
Using stochastic calculus, we show the following
Theorem 2.1 For δ = 2(1 − α), 0 < α < 1, the process (R2αt , t ≥ 0) is a submartingale,
whose Doob-Meyer decomposition is
R2αt = Nt + Lt, t ≥ 0, (2.2)
with (Lt, t ≥ 0) a continuous increasing process, carried by the zeros of (Rt, t ≥ 0), and
(Nt, t ≥ 0) a martingale which may be written :
Nt = 2α
∫ t
0
R2α−1s dβs, t ≥ 0. (2.3)
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Proof. Let ε > 0. We apply Itoˆ’s formula to the semimartingale :
((
ε+R2t
)α
, t ≥ 0
)
; thus
we obtain :(
ε+R2t
)α = εα + 2α ∫ t
0
(
ε+R2s
)α−1
Rsdβs + 2α(1− α)ε
∫ t
0
ds(
ε+R2s
)2−α , t ≥ 0. (2.4)
It is not difficult to show, using dominated convergence that both the martingale part, and
the increasing process part in (2.4) converge, in L2(Ω), as ε → 0. Moreover, concerning the
Riemann integral, it is clear that, for any η > 0 :
ε
∫ t
0
1{Rs≥η}
ds(
ε+R2s
)2−α → 0, as ε→ 0.
Thus, from (2.4), we deduce that, by letting ε→ 0 :
R2αt = 2α
∫ t
0
R2α−1s dβs + Lt, t ≥ 0,
where (Lt, t ≥ 0) is a continuous increasing process such that : 1{Rt 6=0}dLt = 0.
Corollary 2.2 Let (Rt) as in Theorem 2.1. There exists a reflecting Brownian motion
(ρs, s ≥ 0) such that :
R2αt = ρAt , where At =< N >t= 4α
2
∫ t
0
R2(2α−1)s ds. (2.5)
Proof. Define θu = inf{t ≥ 0;At ≥ u}. Then, from (2.2), we deduce :
ρu
def= R2αθu = −γu + Lθu , u ≥ 0, (2.6)
where, from (2.3) and the Dubins-Schwarz theorem, (γu, u ≥ 0) is a one dimensional Brownian
motion. Since the increasing process
(
Lθu , u ≥ 0
)
is supported on the set of the zeros of
(ρu, u ≥ 0), the identity (2.6) may be considered as a particular case of Skorokhod’s reflection
equation. Hence, Lθu = sup
0≤v≤u
γv and therefore (ρu, u ≥ 0) is a reflecting Brownian motion.
3 Some useful formulae related to the choice (1.4) of L
Proposition 3.1 There exists a jointly continuous family (Lxt ;x ≥ 0, t ≥ 0) of local times
such that :
1. L0t = Lt ;
2. the occupation formula :∫ t
0
h(Rs)ds =
1
α
∫ ∞
0
h(x)Lxt x
1−2αdx (3.1)
holds for every Borel function h : R+ → R+.
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Proof. From the general theory of diffusion local times, we know that (3.1) holds with a
certain constant C, on the RHS, instead of 1α and our task is to show that C = 1α .
But, taking expectations on both sides of (3.1) (with C on the RHS, instead of 1/α), we get :∫ t
0
ds rs(x) = Cx1−2αE[Lxt ]
where rs(x) is the density of Rs.
Recall that (see for instance [15] Chap. XI, p446) :
rs(x) =
2αsα−1
Γ(1− α)x
1−2α exp
{
− x
2
2s
}
, s > 0, x ∈ R. (3.2)
Hence, from our choice (1.4), we get :
Cx1−2αE[R2αt ] ∼
x→0
∫ t
0
ds rs(x). (3.3)
But, since R2u
(d)
=2uγd/2, where γk denotes a standard Gamma variable with parameter k, it
easily follows from (3.3) that : C = 1α .
Denote by τ` ≡ inf {t : Lt > `} , ` ≥ 0 the right continuous inverse of (Lt, t ≥ 0).
Proposition 3.2 The process (τ`, ` ≥ 0) is a stable (α) subordinator, such that :
E [exp(−λτ`)] = exp
(
−`Γ(1− α)
Γ(1 + α)
2−αλα
)
. (3.4)
Moreover its Le´vy measure ν(dt) is equal to
1
2αΓ(α)
dt
tα+1
1{t>0}, i.e.
E [exp(−λτ`)] = exp
{
− `
∫ ∞
0
(
1− e−λt) 1
2αΓ(α)
dt
tα+1
}
. (3.5)
Proof. 1) As in the previous proof, we know a priori that there exists a constant C′ such
that :
E [exp(−λτ`)] = exp
(−` C′λα) (3.6)
and we wish to prove :
C′ = Γ(1− α)
2αΓ(1 + α)
. (3.7)
However, by integration of both sides of (3.6) with respect to (d`), we obtain :
E
[∫ ∞
0
dLt exp(−λt)
]
=
1
C′λα . (3.8)
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Again, from (1.4) the LHS is equal to :
E
[∫ ∞
0
dR2αt exp(−λt)
]
= E
[
R2α1
] ∫ ∞
0
α tα−1dt exp(−λt)
= 2α
1
Γ(1− α)αΓ(α)
1
λα
,
which yields (3.4).
2) An easy scaling argument shows that the Le´vy measure ν of (τ`) is of the form :
ν(dt) = Cν
dt
tα+1
1{t>0}, where Cν is a positive constant.
Integrating by parts, we have :∫ ∞
0
(
1− e−λt) dt
tα+1
=
λ
α
∫ ∞
0
e−λt
dt
tα
=
λα
α
Γ(1− α).
Consequently
Cν
λα
α
Γ(1− α) = Γ(1− α)
Γ(1 + α)
2−αλα.
This implies that Cν =
1
2αΓ(α)
.
Furthermore, by scaling, there is the relation :
for fixed ` , τ`
(d)
=(`/L1)1/α. (3.9)
If we denote by (θ`(t), t ≥ 0) the density of τ`, then :
θ`(t) =
1
pit
∞∑
k=1
(−1)k+1Γ(αk + 1)
k!
( γ
tα
)k
sin(kpiα) (t ≥ 0)
with :
γ := `
Γ(1− α)
Γ(1 + α)
2−α (see [9], p. 142).
In particular :
θ`(t) ∼
t→∞ γ
Γ(α+ 1)
pitα+1
sinpiα =
`
Γ(α)
2−α
tα+1
, (3.10)
because Γ(α)Γ(1− α) = pi
sinpiα
, (cf [8], p. 3).
We now discuss similar properties for the density (pt(`), ` ≥ 0) of Lt. The scaling property
yields :
Lt
(d)
= tαL1 . (3.11)
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Proposition 3.3 The following relation between θ`(t) and pt(`) holds :
θ`(t) =
`α
tα+1
p1
(
`
tα
)
.
Moreover :
p1(0) =
2−α
Γ(1 + α)
. (3.12)
Proof. The relation between θ`(t) and pt(`) follows directly from (3.9).
Taking the limit of
p1
(
`
tα
)
=
tα+1
`α
θ`(t),
as t→∞, and using (3.10), we obtain :
lim
t→∞ p1
(
`
tα
)
= lim
t→∞
tα+1
`α
`
Γ(α)
2−α
tα+1
=
2−α
Γ(1 + α)
.
This shows (3.12).
The positive moments of L1
(d)
=(τ1)−α have a nice expression.
Proposition 3.4 Let m be a positive real. Then
E [(L1)m] =
Γ(1 +m)
Γ(1 + αm)
(
2αΓ(1 + α)
Γ(1− α)
)m
. (3.13)
Proof. 1) It easily follows from the usual computation of negative moments of a R+-valued
r.v. that :
E
[
1
(τ1)αm
]
=
1
Γ(αm)
∫ ∞
0
duuαm−1E
[
e−uτ1
]
and it now remains to use (3.4).
2) An alternative proof of (3.13) consists in using the fact that, for S a standard exp(1)
distributed variable, independent of (Lt, t ≥ 0), one has LS (d)= SαL1, and LS is distributed
as an exp(C′) variable, with C′ given by (3.7).
3) For m an integer, the referee suggested another proof based on Kac’s recursive moment
formula :
E [(Lt)m] = mE
[∫ t
0
E
[
(Lt−s)m−1
]
dLs
]
. (3.14)
Assuming (3.14) for a moment, one recovers (3.13) by recurrence, from the scaling property
of (Lt, t ≥ 0).
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We now give a proof of formula (3.14).
This identity may be proved using the two first formulae of [7], p533, with ϕ(x) = 1.
It seems interesting to give a direct proof of (3.14) in a more general setting than Bessel
processes. Suppose that (Lt, t ≥ 0) is the local time process at 0 of a diffusion started at 0,
such that L∞ =∞ a.s. We claim that :
E[G(Lt)] = E
[ ∫ t
0
E[g(Lt−s)]dLs
]
, (3.15)
where g : R+ → R+ is Borel and G(x) =
∫ x
0
g(t)dt, x ≥ 0.
Obviously, (3.15) is an extension of (3.14) since taking g(x) = mxm−1 in (3.15) we recover
(3.14).
To prove (3.15), we introduce the two following positive measures on R+ :
µ1(t;A) = E
[ ∫ t
0
1A(Ls)dLs
]
, µ2(t;A) = E
[ ∫ t
0
P (Lt−s ∈ A)dLs
]
, t ≥ 0,
where A is a generic Borel set included in R+.
It is clear that µ1(t; ·) = µ2(t; ·) if and only if (3.15) holds. Therefore (3.15) is equivalent to :
θ1(λ, a) = θ2(λ, a), for any λ, a > 0, where
θi(λ, a) =
∫ ∞
0
e−λtµi(t; e−a·)dt.
Let (τu) be the right-inverse of (Lt) (i.e. τu = inf{s ≥ 0;Ls > u}) and ψ be the Le´vy exponent
of (τu) :
E
[
e−λτu
]
= e−uψ(λ), u, λ > 0. (3.16)
We first compute θ1(λ, a) :
θ1(λ, a) =
∫ ∞
0
dte−λtE
[ ∫ t
0
e−aLsdLs
]
=
1
λ
E
[ ∫ ∞
0
e−aLs−λsdLs
]
.
Setting u = Ls and using (3.16), we obtain :
θ1(λ, a) =
1
λ
E
[ ∫ ∞
0
e−au−λτudu
]
=
1
λ
∫ ∞
0
e−u(a+ψ(λ))du =
1
λ(ψ(λ) + a)
.
Similarly, we express θ2(λ, a) in terms of ψ(λ) :
θ2(λ, a) =
∫ ∞
0
dte−λtE
[ ∫ t
0
E[e−aLt−s ]dLs
]
.
Using Fubini’s theorem we get :
θ2(λ, a) = E
[ ∫ ∞
0
e−λsdLs] E
[ ∫ ∞
0
e−aLu−λudu
]
.
Since E
[ ∫ ∞
0
e−λsdLs] = E
[ ∫ ∞
0
e−λτudu], then (3.16) implies that :
θ2(λ, a) =
1
ψ(λ)
E
[ ∫ ∞
0
e−aLu−λudu
]
.
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Using excursions theory, we obtain :
θ2(λ, a) =
1
ψ(λ)
E
[∑
l>0
∫ τl
τl−
e−aLu−λudu
]
=
1
ψ(λ)
E
[∑
l>0
e−al−λτl−
1− e−λ(τl−τl−)
λ
]
=
1
λψ(λ)
(∫ ∞
0
e−alE[e−λτl ]dl
)
ψ(λ).
Using (3.16) and (3.5), we have :
θ2(λ, a) =
1
λψ(λ)
(∫ ∞
0
e−l(a+ψ(λ))dl
)
ψ(λ) =
1
λ(a+ ψ(λ))
.
This proves that θ1(λ, a) = θ2(λ, a). Hence, formula (3.15) has been proved.
Likewise, the moments of l1, the local time of the standard Bessel bridge, with dimension
2(1− α) may be computed explicitly as the following proposition shows.
Proposition 3.5 For m, any positive real, we have :
E [(l1)m] =
Γ(1 +m)Γ(α)
Γ
(
α(1 +m)
) (2αΓ(1 + α)
Γ(1− α)
)m
. (3.17)
The main difference with (3.13) is that in the denominator of (3.17), we find Γ
(
α(1 +m)
)
,
whereas in that of (3.13), we have Γ
(
(1 + α)m
)
.
Proof of Proposition 3.5
Let g = sup{t < 1, Rt = 0}.
We have :
L1 = Lg = gαl1,
by scaling, using the fact that
( 1√
g
Rug, 0 ≤ u ≤ 1
)
is a standard Bessel bridge independent
of g.
Next, we use the fact that g
(d)
= β(α, 1− α). Consequently :
E [(L1)m] = E
[
gαm
]
E [(l1)m] =
Γ
(
α(1 +m)
)
Γ(1 + αm)Γ(α)
E [(l1)m] .
Comparing this formula with (3.13), we obtain (3.17).
4 Descriptions of nα
Traditionally, following D. Williams’ descriptions of Itoˆ’s measure for Brownian motion, (see
e.g : Williams [17] and Rogers [16]), there are two descriptions for nα, which are obtained
by disintegrating nα with respect to M = supu≤v(ε) ε(u) or with respect to V (ε) = inf{t >
0; ε(t) = 0}, where ε denotes the generic excursion and V (ε) its lifetime.
These descriptions are (see [2], and [11]) :
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4.1 Disintegration with respect to M
(i) nα(M ≥ a) = a−2α ; (4.1)
(ii) Conditionally on M = a, {ε(u), u ≤ V (ε)} may be obtained by put-
ting two independent BES (α) processes back to back, up to their
first hitting times of a,
where BES(α) denotes the Bessel process started at level 0, with positive index α, or dimension
d′ = 2(1 + α) > 2.
4.2 Disintegration with respect to V
(i) nα(V ∈ dv) =
dv
2αΓ(α)vα+1
; (4.2)
(ii) Conditionally on V = v, the process (ε(u), u ≤ v) is distributed as
a standard BES (α) bridge, with length v.
In fact, a simple look at either (4.1) (i), or (4.2)(i), as well as the corresponding formulae in
Biane-Yor [2], shows that : nα = nˆα, where nˆα is the notation for Itoˆ measures chosen in [2].
Thus, it suffices to show (4.1) (i) : on one hand, from excursion theory, one has :
P
{
max
u≤τ`
Ru < a
}
= exp {−`nα(M ≥ a)} . (4.3)
On the other hand, trivially,
P
{
max
u≤τ`
Ru < a
}
= P {τ` < Ta} = P {LTa > `} . (4.4)
However, LTa is exponentially distributed, with mean E[LTa ] = a2α, from our choice of L.
Comparing (4.3) and (4.4), we obtain (4.1)(i).
Remark 4.1 We take this opportunity to correct an annoying mistake in (3.h) [2], where
the constant 14µ(1−µ) should be changed in
1
2µ(1−µ) (see also a similar remark before paragraph
(3.3) in [5]).
5 The different choices of c in the literature
As we scanned the literature about excursion theory and/or choice of local times for
BES (−α), we have come across the following papers :
1. Pitman-Yor ([12], [14], [13]) : in these three papers, the results do not depend on the
local time normalization;
2. Gradinaru-Roynette-Vallois-Yor ([7]; p.538);
3. Borodin-Salminen ([3], p.80);
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4. Chaumont-Yor : Exercises in Probability ([4]), Exercise 4.19, p.114;
5. Barlow-Pitman-Yor ([1], p.299);
6. Biane-Yor ([2], p.44, (3.f));
7. Pitman-Yor ([11], p.300);
8. Donati-Martin-Yor ([5])
9. Molchanov-Ostrovskii ([10])
In most of these papers from 2. to 9., the authors use a particular density of occupation
formula :∫ t
0
h(Rs)ds = γ
∫ ∞
0
h(x)Lx(c)t x
βdx ,
which, when compared with (3.1) yields :
L
x(c)
t =
1
αγ
x(1−2α−β)Lxt (5.1)
(in many cases, β = 1− 2α, so that : Lx(c)t = 1αγLxt ).
We now present a table for the formulae (5.1) obtained from the papers 2. to 9.
[7] Lx(c)t =
1
2α
Lxt [3] L
x(c)
t =
1
α
x1−2αLxt
[4] L(c)t =
Γ(1− α)2−α
Γ(1 + α)
Lt [1] L
x(c)
t =
Γ(1− α)
Γ(1 + α)
2−αLxt
[2] (p.44) Lx(c)t =
1
2α(1− α)L
x
t [11] (p.300) L
x(c)
t =
1
α
x1−2αLxt
[5] Lx(c)t =
1
α(2αΓ(α))2
Lxt [10] L
(c)
t = 2
−αΓ(1 + α)Lt
Acknowledgement : We thank the referee for his constructive suggestions which helped to
improve our paper.
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