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Kurzdarstellung
Diese Arbeit befasst sich mit dem Straßenverkehr in Theorie und Experiment. Das
Experiment stellt dabei Datensa¨tze dar, die Fahrzeugtrajektorien einer komplexen
Verkehrssituation beinhalten. Diese Daten werden analysiert und so aufbereitet, dass
sie mit einem Modell vergleichbar werden. Die Datenanalyse zeigt den starken Ein-
fluss der Spurwechsel und die starke Abha¨ngigkeit des Fahrzeug-Folge-Verhaltens
von der Geschwindigkeitsdifferenz zum Vordermann. Der Vergleich der Daten mit
dem absichtlich sehr einfach gestalteten Modell zeigt deutliche Unterschiede. Die
Gru¨nde dafu¨r sind sowohl das Modell an sich, als auch stark eine vereinfachte Ver-
kehrssituation. Die Analyse eines Brownschen Teilchens in einem Doppelmuldenpo-
tenzial gibt Anreize, ein Modell zu schaffen, das das Fahrzeug-Folge-Verhalten und
den Spurwechsel-Prozess auf eine gemeinsame Basis stellt.
Abstract
This thesis deals with vehicular traffic flow in theory and experiment. In this ca-
se the experimental part deals with datasets containing vehicular trajectories of a
complex traffic situation. This data is analised and prepared to be comparable with
a model. The data analysis shows the strong impact of lane changes and the strong
dependence on the velocity difference to the car in front. The comparison with the
intentionally simple model shows clear differences. The reason for that are both the
model itself and the simplified traffic situation. The analysis of a Brownian particle
in a double well potential stimulates the creation of a model which unifies the car
following bahaviour and the lane change process.
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1 Einleitung
Der Individualverkehr ist gleichzeitig Fluch und Segen fu¨r die Menschheit. Fu¨r den
einzelnen Menschen bedeutet er, innerhalb kurzer Zeit an sein Ziel zu kommen. Dies
kann die Arbeitsstelle sein, die zumindest in Deutschland wiederum mit recht hoher
Wahrscheinlichkeit mit der Herstellung von Autos (siehe dazu [16, 53, 54]) zusam-
men ha¨ngt. Staus und schlechte Luft sind die Kehrseite der Medaille. Konzepte wie
Elektrofahrzeuge zeigen den Willen der Wirtschaft und letztlich auch der Gesell-
schaft, das Modell des Individualverkehrs trotz begrenzter Mengen Erdo¨l und zu
hohem CO2-Ausstoß aufrecht zu erhalten.
Das grundlegende Versta¨ndnis von Straßenverkehr wird deshalb auch in Zukunft
ein Ziel der Forschung bleiben. Die Rolle der Physik (siehe [8, 23, 27, 38, 37, 47, 46,
50, 51, 52, 57]) ist und kann auch in Zukunft die der Instanz sein, die aufgrund ihrer
umfangreichen Erfahrung mit Vielteilchensystemen viel zum Thema beizutragen
hat. Wenn ich vom grundlegenden Versta¨ndnis spreche, meine ich das Erkennen
des Zusammenhangs zwischen individuellen Wechselwirkungen zwischen Fahrzeugen
(einer mikroskopischen Sichtweise) und makroskopischen Effekten. Dabei wird es
nicht nur von Interesse sein, das menschliche Verhalten zu verstehen. Dies wird an
Bedeutung verlieren, wenn autonom agierende Fahrzeuge die Marktreife erlangen.
Bei diesen Fahrzeugen wird es mo¨glich sein, Regelwerke zum Verhalten im Verkehr
direkt festzulegen. Eine Abscha¨tzung der Folgen im Vielteilchensystem ist dabei
unerla¨sslich.
1.1 Zielstellung der Arbeit
Ziel der Arbeit soll es sein, Straßenverkehr zu analysieren, zu charakterisieren und
zu modellieren.
Ein typisches Beispiel fu¨r die Bearbeitung dieser Aufgabenstellung wa¨ren inter-
essant anzuschauende Visualisierungen, die schnell den Eindruck entstehen lassen,
dass es sich dabei auch um echten Verkehr handeln ko¨nnte. Dabei stellt sich jedoch
die Frage, was richtigen Verkehr ausmacht. Was sind Kenngro¨ßen, die es erlauben
simulierten Verkehr von realem Verkehr zu unterscheiden? Diese Arbeit soll ein Ver-
such sein, diese Fragen zu beantworten.
Datensa¨tze, die detaillierte Informationen u¨ber die Bewegung von Fahrzeugen lie-
fern, werden dabei genutzt, um diese Kenngro¨ßen zu ermitteln. Anhand eines Mo-
dells soll dann gezeigt werden, wie die gewonnenen Gro¨ßen der Datensa¨tze mit den
modellierten Gro¨ßen zu vergleichen sind. Dabei sollen auch typische physikalische
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Gro¨ßen wie Energie und Energiefluss beschrieben werden.
Die Bearbeitung eines mathematischen Problems soll Anreize geben, u¨ber das
pure Fahrzeug-Folge-Verhalten hinaus Modelle zu entwerfen. Die strikte Trennung
zwischen dem Fahrzeug-Folge-Verhalten und dem Spurwechselalgorithmus ko¨nnte
damit u¨berwunden werden. Einflu¨sse mehrerer Fahrzeuge der eigenen und anderer
Spuren ko¨nnten u¨ber die Formung eines Potenzials einfließen.
1.2 Struktur der Arbeit
Diese Arbeit ist in vier Teile unterteilt.
Im ersten wird es um das mathematische Problem eines Brownschen Teilchens in
einem Doppelmuldenpotenzial gehen. Dieses Kapitel ist relativ losgelo¨st vom Rest
der Arbeit dargestellt. Als ein Ausblick wird eine eventuelle Anwendung beschrieben.
Im zweiten Teil geht es um Trajektoriendaten einer komplexen Straßenverkehrs-
situation. Diese Daten dienen als Grundlage fu¨r eine Analyse, die kla¨ren soll, was
aus solchen Daten heraus zu lesen ist und vor allem, wo solche Daten an Grenzen
stoßen.
Anschließend wird beschrieben, wie mit physikalischen Mitteln versucht wird, das
Fahrzeug-Folge-Verhalten zu modellieren. Das Modell selbst und die Umgebung, in
der es getestet und analysiert wird, sind mit Absicht sehr einfach gewa¨hlt. Dies
ermo¨glicht eine nicht nur numerischem sondern auch analytische Herangehensweise
bei der Herausstellung der Kernaussagen des Modells.
Im letzten Teil wird das erstellte Modell mit den Verkehrsdaten vergleichen. Hier
werden sich zwangsla¨ufig Grenzen bei der Testumgebung des Modells zeigen, da
wichtige Aspekte wie der Spurwechsel nicht einfließen werden.
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2 Doppelmuldenpotenzial
Als Beispiel eines stochastischen Systems soll ein Doppelmuldenpotenzial mit sto-
chastischer Kraft Fstoch(t) betrachtet werden.
dx(t)
dt
= Fdet(x) + Fstoch(t) (2.1)
dx(t)
dt
= −α′x(t)− βx3(t) +
√
2D ξ(t) (2.2)
dx(t) =
(−α′x(t)− βx3(t)) dt+√2D dW (t) (2.3)
x(t = 0) = x0 (2.4)
Es soll davon ausgegangen werden, dass die Bewegungen sehr langsam stattfinden.
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Abb. 2.1: Dargestellt ist die deterministische Kraft Fdet(x) im Fall der Einfach-
mulde (α′ = 5 s−1, β = 1 s−1 m−2, links) und der Doppelmulde (α′ = −5 s−1,
β = 1 s−1 m−2, rechts).
Das fu¨hrt dazu, dass die Kraft nicht proportional zur Beschleunigung sondern zur
Geschwindigkeit ist. Ein anschauliches Bild ist eine honigbestrichene Potenzialwand,
an der das Teilchen nur langsam herunter rollen kann. Die deterministische Kraft
Fdet(x) ist in Abbildung 2.1 dargestellt.
2.1 Skalierung
Es werden Skalierungsgro¨ßen fu¨r x und t eingefu¨hrt.
x = ay (2.5)
t = bT (2.6)
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Das Wiener Inkrement dW (t) kann man in der Na¨herung sehr kleiner Zeitschritte als
N
√
dt anna¨hern. Dabei ist N eine standard-normalverteilte Zufallszahl. Auf diese
Weise kann man auch hier die Skalierung anwenden.
√
dtN =
√
b
√
dT N (2.7)
dW (t) =
√
b dW (T ) (2.8)
Daraus ergibt sich die folgende Gleichung.
ady =
(−α′ay − βa3y3) bdT +√2Db dW (T ) (2.9)
dy =
(−α′by − βa2by3) dT + √2Db
a
dW (T ) (2.10)
Nun wird folgendes verlangt.
βa2b = 1 (2.11)
Db
a2
= 1 (2.12)
Daraus ergeben sich Gleichungen fu¨r a und b.
a =
(
D
β
) 1
4
(2.13)
b = (βD)−
1
2 (2.14)
Setzt man dies ein, ergibt sich die folgende Gleichung.
dy =
[
−α(βD)− 12y − y3
]
dT +
√
2 dW (T ) (2.15)
Jetzt wird ein neuer Parameter α eingefu¨hrt.
α = α′(βD)−
1
2 (2.16)
Und es ergibt sich eine skalierte Gleichung.
dy(T ) =
(−αy(T )− y3(T )) dT +√2 dW (T ) (2.17)
y(T = 0) = y0 (2.18)
Aus der Skalierung ergibt sich ein neues System mit einem Parameter α. Das skalier-
te und das unskalierte System sind ineinander u¨berfu¨hrbar. Mit der Untersuchung
eines bestimmten Parameters α untersucht man eine Schar von Parametersa¨tzen
{α′, β,D}, die die Gleichung α = (βD)− 12α′ erfu¨llen.
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2.2 U¨berfu¨hrung in eine Fokker-Planck-Gleichung
Skalierung des Sonderfalles der linearen Kraft
Wenn der Parameter β verschwindet, kann die Skalierung nicht durchgefu¨hrt wer-
den, da dann in den Gleichungen (2.13), (2.14) und (2.16) durch 0 dividiert werden
wu¨rde. Allerdings bietet sich hier eine andere Skalierung an, die das Problem sogar
parameterfrei macht. Die Skalierung von x, t und dW (t) wird analog zu (2.5), (2.6),
(2.7) und (2.8) vorgenommen.
ady =− α′aybdT +
√
2Db dW (T ) (2.19)
dy =− α′bydT +
√
2Db
a
dW (T ) (2.20)
Nun wird allerdings verlangt, dass
α′b = 1 (2.21)
Db
a2
= 1 . (2.22)
Daraus ergeben sich wieder Gleichungen fu¨r a und b.
a =
(
D
α′
) 1
2
(2.23)
b =
1
α′
(2.24)
Dies liefert eine parameterfreie Gleichung.
dy(T ) = −y(T )dT +
√
2 dW (T ) (2.25)
y(T = 0) = y0 (2.26)
2.2 U¨berfu¨hrung in eine Fokker-Planck-Gleichung
Das im Langevin-Formalismus dargestellte Problem (siehe Gleichungen 2.17 und
2.18 bzw. 2.25 und 2.26) ist nicht direkt integrierbar. Es ist jedoch mo¨glich, das
Problem in eine Fokker-Planck-Gleichung (FPE) zu u¨berfu¨hren.
∂
∂T
p(y, T ) =
∂
∂y
[(
αy(T ) + y3(T )
)
p(y, T )
]
+
∂2
∂y2
p(y, T ) (2.27)
p(y, T = 0) = δ (y − y0) (2.28)
Die klassische Unterteilung der Kraft in eine deterministische und eine stochastische
Kraft la¨sst es zu, ein Potenzial V (y) zu definieren.
−dV (y)
dy
= −αy(T )− x3(T ) (2.29)
V (y = 0)
!
= 0 (2.30)
V (y) =
α
2
y2(T ) +
1
4
y4(T ) (2.31)
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Abb. 2.2: Dargestellt ist das Potenzial V (y) im Fall der Einfachmulde (α = 5,
links) und der Doppelmulde (α = −5, rechts).
Hierdurch wird die FPE sehr u¨bersichtlich.
∂
∂T
p(y, T ) =
∂
∂y
(
p(y, T )
d
dy
V (y)
)
+
∂2
∂y2
p(y, T ) (2.32)
Das Potenzial V (y) ist in Abbildung 2.2 dargestellt.
2.3 Die stationa¨re Lo¨sung
Es ist mo¨glich, die Langzeitlo¨sung direkt aus der FPE zu finden. Bei der Lang-
zeitlo¨sung verschwindet die zeitliche Ableitung der Wahrscheinlichkeitsdichte.
∂
∂T
p(y, T ) = 0 (2.33)
p(y, T ) = pst(y) (2.34)
Eine Integration kann ausgefu¨hrt werden.
0 =
d
dy
(
pst(y)
d
dy
V (y)
)
+
d2
dy2
pst(y) (2.35)
C = pst(y)
d
dy
V (y) +
d
dy
pst(y) (2.36)
Die Wahrscheinlichkeitsdichte ist per Definition auf eins normiert. Das bedeutet
jedoch auch, dass sie im Unendlichen schneller gegen 0 strebt als jede Potenz von y.
Das bedeutet, dass die Konstante C identisch 0 sein muss.
0 = pst(y)
d
dy
V (y) +
d
dy
pst(y) (2.37)
Als Ansatz fu¨r pst(y) kann
pst(y) = N exp (−V (y)) (2.38)
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Abb. 2.3: Dargestellt ist die stationa¨re Lo¨sung pst(y) im Fall der Einfachmulde
(α = 5, links) und der Doppelmulde (α = −5, rechts). Dies ist ebenfalls die
Langzeitlo¨sung.
versucht werden. Dieser Ansatz ist erfolgreich. Die unbekannte Konstante N wird
u¨ber die Normierung bestimmt.
pst(y) =
1∫∞
−∞ exp (−V (y)) dy
exp (−V (y)) (2.39)
Die Normierung N kann in geschlossener Form angegeben werden.
N =

2
√−αpi exp
“
α2
8
”„
I− 14
“
α2
8
”
+I 1
4
“
α2
8
”« α < 0
√
2
Γ( 14)
α = 0
√
2√
α exp
“
α2
8
”
K− 14
“
α2
8
” α > 0
(2.40)
Dabei sind Kn(x) und In(x) die modifizierten Bessel-Funktionen. Die stationa¨re
Lo¨sung pst(y) ist in Abbildung 2.3 dargestellt.
2.4 U¨berfu¨hrung der FPE in ein Eigenwertproblem
Es soll eine neue Funktion Q(y, T ) definiert werden.
Q(y, T ) = exp
(
V (y)
2
)
p(y, T ) (2.41)
p(y, T ) = exp
(
−V (y)
2
)
Q(y, T ) (2.42)
Setzt man diese in obige Gleichung ein, entfa¨llt die erste Ortsableitung.
∂
∂T
p(y, T ) =
∂
∂y
(
p(y, T )
∂
∂y
V (y)
)
+
∂2
∂y2
p(y, T ) (2.43)
∂
∂T
Q(y, T ) =
[
1
2
d2
dy2
V (y)− 1
4
(
d
dy
V (y)
)2]
Q(y, T ) +
∂2
∂y2
Q(y, T ) (2.44)
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Abb. 2.4: Dargestellt ist das Schro¨dinger-Potenzial VS(y) im Fall der Ein-
fachmulde (α = 5, links) und der Doppelmulde (α = −5, rechts). Man kann
erkennen, dass das Schro¨dinger-Potenzial komplizierter ist als das Ausgangspo-
tenzial V (y) (siehe Abbildung 2.2).
Hier kann ein neues Potenzial VS(y) eingefu¨hrt werden. Dieses Potenzial soll ku¨nf-
tig Schro¨dinger-Potenzial VS(y) genannt werden. Das Schro¨dinger-Potenzial ist in
Abbildung 2.4 dargestellt.
VS(y) =
1
4
(
d
dy
V (y)
)2
− 1
2
d2
dy2
V (y) (2.45)
VS(y) =
1
4
y6 +
α
2
y4 +
α2 − 6
4
y2 − α
2
(2.46)
Dadurch la¨sst sich die Gleichung sehr u¨bersichtlich darstellen.
∂
∂T
Q(y, T ) =
∂2
∂y2
Q(y, T )− VS(y)Q(y, T ) (2.47)
Die erste Ortsableitung von Q(y, T ) ist verschwunden. Dafu¨r ist die ho¨chste Potenz
des Potenzials nun sechs und nicht mehr vier. Ein Separationsansatz vereinfacht das
System weiter.
Q(y, T ) = χ(T )ψ(y) (2.48)
ψ(y)
d
dT
χ(T ) = χ(T )
d2
dy2
ψ(y)− VS(y)χ(T )ψ(y) (2.49)
1
χ(T )
d
dT
χ(T ) =
1
ψ(y)
d2
dy2
ψ(y)− VS(y) (2.50)
Der linke Teil der Gleichung ist nur von T abha¨ngig, der rechte nur von y. Beide
Seiten ko¨nnen also nur konstant sein. Diese Konstante soll −λ genannt werden. Die
Lo¨sung der linken Seite ist einfach zu finden.
χ(T ) = χ0 exp(−λT ) (2.51)
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Die rechte Seite kann umgeschrieben werden.
−λ = 1
ψ(y)
d2
dy2
ψ(y)− VS(y) (2.52)(
− d
2
dy2
+ VS(y)
)
ψ(y) = λψ(y) (2.53)
Diese zeitunabha¨ngige Schro¨dingergleichung gilt es zu lo¨sen.
2.5 Hermitezita¨t des Schro¨dinger-Operators
Fu¨r die folgenden Betrachtungen ist es no¨tig zu zeigen, dass der Schro¨dingeroperator
hermitesch ist. In der Dirac-Notation muss gezeigt werden, dass
〈Aψ1, ψ2〉 = 〈ψ1, Aψ2〉 (2.54)
gilt, wobei
A = − d
2
dy2
+ VS(y) (2.55)
ist.
〈ψ1, Aψ2〉 =
∫ ∞
−∞
ψ1(y)
(
− d
2
dy2
+ VS(y)
)
ψ∗2(y)dy (2.56)
= −
∫ ∞
−∞
ψ1(y)
(
d2
dy2
ψ∗2(y)
)
dy +
∫ ∞
−∞
ψ1(y)VS(y)ψ
∗
2(y)dy (2.57)
= −
∫ ∞
−∞
(
d2
dy2
ψ1(y)
)
ψ∗2(y)dy +
∫ ∞
−∞
VS(y)ψ1(y)ψ
∗
2(y)dy (2.58)
=
∫ ∞
−∞
(
− d
2
dy2
+ VS(y)
)
ψ1(y)ψ
∗
2(y)dy (2.59)
= 〈Aψ1, ψ2〉 (2.60)
Es wurde zweimal partiell integriert und dabei ausgenutzt, dass die Wellenfunktionen
im Unendlichen 0 werden. Dies ist notwendig, da die Wahrscheinlichkeitsdichten
normierbar sein mu¨ssen.
Da der Schro¨dinger-Operator hermitesch ist, gibt es nur reelle Eigenwerte.
2.6 Der Grundzustand
Die Wahrscheinlichkeitsdichte muss normierbar sein, weshalb negative Eigenwerte
verboten sind. Positive Eigenwerte da¨mpfen jedoch die jeweilige Wahrscheinlich-
keitsdichte. Damit die jeweilige Verteilung normierbar bleibt, muss es einen zeitin-
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varianten Grundzustand geben, der durch λ = 0 charakterisiert ist. Die Schro¨dinger-
Gleichung (
− d
2
dy2
+ VS(y)
)
ψst(y) = 0 (2.61)
wird einfacher und kann mit dem Ansatz
ψst(y) = k exp (f(y)) (2.62)
gelo¨st werden. Formal wu¨rde man eine Linearkombination aus exp [f(y)] und
exp [−f(y)] ansetzen. Es wird allerdings gefordert, dass die Eigenfunktion normier-
bar ist, was zum Verschwinden einer der beiden Funktionen fu¨hrt.[
− d
2
dy2
f(y)−
(
d
dy
f(y)
)2
+ VS(y)
]
ψst(y) = 0 (2.63)
Da die Wellenfunktion im Allgemeinen ungleich 0 ist, muss
d2
dy2
f(y) +
(
d
dy
f(y)
)2
= VS(y) (2.64)
gelten. Aus Gleichung (2.45) wird schnell ersichtlich, dass
f(y) = −1
2
V (y) (2.65)
ist. Die Konstante k ist u¨ber die Normierung bestimmt. Wenn man mit Gleichung
(2.42) die Wahrscheinlichkeitsdichte ermittelt, ergibt sich die stationa¨re Lo¨sung
(2.39), wobei k =
√
N gilt. Diese ist in Abbildung 2.3 dargestellt. Man sieht al-
so, dass die stationa¨re Lo¨sung auch die Langzeitlo¨sung ist.
2.7 Lo¨sung des Eigenwertproblems bei linearer Kraft
In der Skalierung fu¨r β = 0 ist das Schro¨dinger-Potenzial
VS(y) =
y2
4
− 1
2
. (2.66)
Setzt man dieses Potenzial in die Schro¨dingergleichung ein, erha¨lt man das Problem
des harmonischen Oszillators. Durch Vergleich la¨sst sich so die Lo¨sung hinschreiben.
Allerdings soll hier die Lo¨sung elementar hergeleitet werden. Die Schro¨dingerglei-
chung lautet (
− d
2
dy2
+
y2
4
− 1
2
)
ψ(y) = λψ(y) (2.67)(
− d
2
dy2
+
y2
4
)
ψ(y) =
(
λ+
1
2
)
ψ(y) . (2.68)
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Fu¨r den Grundzustand λ = 0 wurde die Lo¨sung bereits ermittelt. Fu¨r das nun
einfachere Potenzial hat die Normierung N ebenfalls eine einfache Form.
ψst(y) = (2pi)
− 1
4 exp
(
−1
4
y2
)
(2.69)
pst(y) = (2pi)
− 1
2 exp
(
−1
2
y2
)
(2.70)
Als Ansatz fu¨r weitere Lo¨sungen der Schro¨dinger-Gleichung kann
ψn(y) = hn(y)ψst(y) (2.71)
verwendet werden, wobei hn(y) die Potenzreihe
hn(y) =
N∑
i=0
ai,ny
i (2.72)
ist.
Das asymptotische Verhalten der Eigenfunktionen soll so sein, dass die Eigenfunk-
tionen gegen 0 fu¨r große y gehen. Dies ist bei diesem Ansatz immer gewa¨hrleistet,
solange N 6= ∞ gilt. Geht man mit diesem Ansatz in die Differenzialgleichung,
erlangt man einen einfachen Ausdruck fu¨r hn(y).(
− d
2
dy2
+
y2
4
)
hn(y) exp
(
−1
4
y2
)
=
(
λn +
1
2
)
hn(y) exp
(
−1
4
y2
)
(2.73)
0 =
d2
dy2
N∑
i=0
ai,ny
i − y d
dy
N∑
i=0
ai,ny
i + λn
N∑
i=0
ai,ny
i (2.74)
0 =
N∑
i=2
ai,n(i− 1)iyi−2 −
N∑
i=1
ai,niy
i + λn
N∑
i=0
ai,ny
i (2.75)
0 =
N−2∑
i=0
ai+2,n(i+ 1)(i+ 2)y
i −
N∑
i=0
ai,niy
i + λn
N∑
i=0
ai,ny
i (2.76)
0 =
N−2∑
i=0
yi [ai+2,n(i+ 1)(i+ 2)− ai,ni+ λnai,n]−
N∑
i=N−1
ai,niy
i + λn
N∑
i=N−1
ai,ny
i
(2.77)
Die beiden Summenterme fu¨r i > N − 2 sollen hier vernachla¨ssigt werden. Es wird
sich spa¨ter zeigen, dass dieses Vorgehen gerechtfertigt ist. Fast immer gilt y 6= 0.
Damit muss jedes Summenelement fu¨r sich verschwinden.
0 = ai+2,n(i+ 1)(i+ 2)− ai,ni+ λnai,n (2.78)
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Aus dieser Gleichung la¨sst sich eine Rekursionsformel fu¨r die Koeffizienten ai,n ab-
leiten.
ai+2,n =
i− λn
(i+ 1)(i+ 2)
ai,n (2.79)
Aus bereits genannten Gru¨nden darf die Potenzreihe nicht unendlich viele von 0
verschiedene Glieder haben. Aus der Rekursion ist ersichtlich, dass ein ai,n = 0
dafu¨r sorgt, dass alle geraden Folgeglieder auch identisch 0 werden. Die einfache
Forderung
λn = n (2.80)
sorgt fu¨r die Erfu¨llung dieser Forderung. Hier wird auch klar, warum die beiden
Restsummen ignoriert werden konnten. Da nur N 6= ∞ gelten muss, kann man
N so groß wa¨hlen, dass aN−1 = 0 bzw. aN = 0 ist. Wenn a0,n bekannt ist, kann
daraus a2,n, a4,n usw. bestimmt werden. Wenn a1,n bekannt ist, kann daraus a3,n,
a5,n usw. bestimmt werden. Die Abbruchbedingung λn = n la¨sst allerdings nur eine
der beiden Folgen abbrechen. Aus diesem Grund muss gefordert werden dass a1,n = 0
falls a0,n 6= 0 bzw. a0,n = 0 falls a1,n 6= 0 ist.
Insgesamt fu¨hrt das also zu einer Diskretisierung von λ. Der einfachste Fall λ0 = 0
wurde oben bereits gelo¨st. Fu¨r alle weiteren Fa¨lle kann man die Gleichungen (2.79)
und (2.80) verwenden, um alle Koeffizienten in Abha¨ngigkeit von einem letzten
Koeffizient zu bestimmen, den man dann u¨ber die Normierung der jeweiligen Eigen-
funktion bestimmt. Bis auf die Vorzeichen sind dann alle Eigenfunktionen bestimmt.
Ausgehend von Gleichung (2.79) kann man jedoch auch eine geschlossene Form
fu¨r die normierten Eigenfunktionen finden.
ai+2,n =
i− n
(i+ 1)(i+ 2)
ai,n (2.81)
ai,n =
(i+ 1)(i+ 2)
i− n ai+2,n (2.82)
ai−2,n =
(i− 1)(i)
i− 2− nai,n (2.83)
Daraus kann man alle ai,n als Funktion von an,n ermitteln. Am Beispiel i = n − 6
soll dies verdeutlicht werden.
an−6,n =
(n− 5)(n− 4)
−6
(n− 3)(n− 2)
−4
(n− 1)(n)
−2 an,n (2.84)
an−6,n =
(n− 5)(n− 4)(n− 3)(n− 2)(n− 1)(n)
(−6)(−4)(−2)
(−5)(−3)(−1)
(−5)(−3)(−1)an,n (2.85)
an−6,n =
n!
(n− 6!)6!(−5)(−3)(−1)an,n (2.86)
an−6,n =
(
n
6
)
(−5)(−3)(−1)an,n (2.87)
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Man kann also die Eigenfunktionen wie folgt schreiben.
ψn(y) = an,n(2pi)
− 1
4 exp
(
−1
4
y2
)
×
(
yn − 1
(
n
2
)
yn−2 + 1 · 3
(
n
4
)
yn−4 − 1 · 3 · 5
(
n
6
)
· · ·
)
(2.88)
Den Term in eckigen Klammern kann man als Hermitesches Polynom
Hen(y) = (−1)n exp
(
y2
2
)
dn
dyn
(
exp
(
−y
2
2
))
(2.89)
zusammenfassen.
ψn(y) = an,n(2pi)
− 1
4 exp
(
−1
4
y2
)
Hen(y) (2.90)
Es gilt ∫ ∞
−∞
(2pi)−
1
2 exp
(
−y
2
2
)
Hen(y) Hem(y)dy =
{
0 fu¨r m 6= n
n! fu¨r m = n
(2.91)
Da die Eigenfunktionen orthonormiert sein sollen, kann man auf diese Weise die
Konstanten an,n bestimmen.
an,n = (n!)
− 1
2 (2.92)
Die Eigenfunktionen lauten also
ψn(y) = (n!)
− 1
2 (2pi)−
1
4 exp
(
−1
4
y2
)
Hen(y) (2.93)
Die noch unbestimmten Vorzeichen werden dabei definiert, was allerdings kein
Problem darstellt, da bei der Ru¨cktransformation je eine Konstante χn entspre-
chend gewa¨hlt werden kann. Das so aufgestellte System von Eigenfunktionen ist
orthonormal und vollsta¨ndig. Die ersten Eigenfunktionen sind in Abbildung 2.5 dar-
gestellt.
Diese Gleichung kann nun ru¨cktransformiert werden.
pn(y, T ) = χn exp (−λnT ) exp
(
−V (y)
2
)
ψn(y) (2.94)
pn(y, T ) = χn exp (−nT ) (2pi)− 14 (n!)− 12 exp
(
−1
2
y2
)
Hen(y) (2.95)
Fu¨r n = 0 wurde das Problem bereits untersucht. Fu¨r n > 0 ist kein pn(y, T ) eine
Wahrscheinlichkeitsdichte, da diese Funktionen teilweise negativ sind. Außerdem
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Abb. 2.5: Dargestellt sind die ersten sechs Eigenfunktionen auf Ho¨he ihrer
jeweiligen Eigenwerte bei linearer Kraft.
sind alle Funktionen auf 0 normiert, da man die Gleichung auch als Produkt aus
zwei Eigenfunktionen und einer rein zeitabha¨ngigen Funktion schreiben kann.
pn(y, T ) = f(T )ψ0(y)ψn(y) (2.96)
Die Norm dieser Gleichung wird aufgrund der Orthonormalita¨t der Eigenfunktio-
nen fu¨r alle n > 0 identisch 0. Alle diese Funktionen lo¨sen jedoch die FPE. Also
lo¨sen auch alle Linearkombinationen dieser Funktionen die FPE. Soll dabei eine
Wahrscheinlichkeitsdichte heraus kommen, muss diese auf eins normiert sein. Dies
ist durch die Wahl χ0 = (2pi)
− 1
4 erfu¨llt. Die restlichen Parameter χn>0 mu¨ssen so
gewa¨hlt werden, dass die Anfangsbedingung erfu¨llt ist und p(y, T ) =
∑∞
n=0 pn(y, T )
immer positiv ist.
Um die restlichen Faktoren χn>0 zu bestimmen muss die Anfangsbedingung erfu¨llt
sein. Es muss also
p(y, T = 0) =
∞∑
n=0
pn(y, T = 0) (2.97)
gelten. Die Anfangsbedingung y(t = 0) = y0 fu¨hrt in der Wahrscheinlichkeitsvertei-
lung zu einer δ-Funktion.
p(y, T = 0) = δ (y − y0) (2.98)
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Dies fu¨hrt zu einem auswertbaren Ausdruck und einer geschlossenen Form der Wahr-
scheinlichkeitsdichte.
δ (y − y0) =
∞∑
n=0
χn exp
(
−V (y)
2
)
ψn(y) (2.99)
δ (y − y0)ψm(y) exp
(
V (y)
2
)
=
∞∑
n=0
χnψn(y)ψm(y) (2.100)∫ ∞
−∞
δ (y − y0)ψm(y) exp
(
V (y)
2
)
dy =
∫ ∞
−∞
∞∑
n=0
χnψn(y)ψm(y)dy (2.101)
ψm(y0) exp
(
V (y0)
2
)
=
∫ ∞
−∞
χmψm(y)ψm(y)dy (2.102)
χm = ψm(y0) exp
(
V (y0)
2
)
(2.103)
p(y, T ) =
∞∑
n=0
pn(y, T ) (2.104)
p(y, T ) =
∞∑
n=0
exp(−nT ) exp
(
V (y0)− V (y)
2
)
ψn(y0)ψn(y) (2.105)
Wenn eine allgemeine Anfangsbedingung p(y, T = 0) gelten soll, ergibt sich die
folgende Lo¨sung.
p(y, T ) =
∞∑
n=0
exp(−nT ) exp
(
−V (y)
2
)
ψn(y)
∫ ∞
−∞
p(y, T = 0)ψn(y) exp
(
V (y)
2
)
dy
(2.106)
2.8 Lo¨sung des Eigenwertproblems im allgemeinen
Fall
Der Potenzreihenansatz, der weiter oben erfolgreich war, soll hier ebenfalls ange-
wendet werden.
ψn(y) = hn(y)ψst(y) (2.107)
hn(y) =
N∑
i=0
ai,ny
i (2.108)
Setzt man diesen ein, erha¨lt man die Gleichung
0 =
d2
dy2
hn(y)− d
dy
hn(y)
d
dy
V (y) + λnhn(y) , (2.109)
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Abb. 2.6: Der Einfluss von Ai=imax−2,n = const ist unbedeutend. Parameter:
n = 9, imax = 500, Ai=imax−2,n = 0,0 (links), Ai=imax−2,n = 0,0 (rechts), α = 10,0
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Abb. 2.7: Der Einfluss von imax zeigt sich bei 10 (links oben), 50 (rechts
oben) und 100 (links unten) sehr deutlich. Ab 500 (rechts unten) ist der Einfluss
sehr gering und zeigt sich erst bei sehr hohen Eigenwerten. Parameter: n = 9,
Ai=imax−2,n = 0,0, α = 10,0
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welche man weiter auflo¨sen kann zu
0 =
N∑
i=2
ai,ni(i− 1)yi−2 −
(
αy + y3
) N∑
i=1
ai,niy
i−1 + λn
N∑
i=0
ai,ny
i . (2.110)
Dies liefert
0 =
N∑
i=0
ai,ni(i− 1)yi−2 − α
N∑
i=0
ai,niy
i −
N∑
i=0
ai,niy
i+2 + λn
N∑
i=0
ai,ny
i . (2.111)
Diese Gleichung ist a¨quivalent zu
0 =
N−2∑
i=0
ai+2,n(i+ 2)(i+ 1)y
i − α
N∑
i=0
ai,niy
i −
N+2∑
i=0
ai−2,n(i− 2)yi + λn
N∑
i=0
ai,ny
i ,
(2.112)
wenn man a−2,n = 0 und a−1,n = 0 voraussetzt. Nun stellt sich die Frage, ob dieses
Gleichungssystem a¨hnlich lo¨sbar ist, wie es bei β = 0 der Fall war. Wenn man die
Summen nach Potenzen von y aufteilt, muss jeder Summand identisch 0 werden.
Es existiert nur ein Term i = N + 2 bzw. i = N + 1, woraus folgt, dass aN,n = 0
bzw. aN−1,n = 0 gelten muss. Daraus folgt, dass auch aN−2,n = 0 bzw. aN−3,n = 0
gilt. In der Folge werden alle ai,n identisch 0, womit nur die triviale Lo¨sung heraus
kommt. Da die triviale Lo¨sung nicht normierbar ist, existiert keine Lo¨sung bei der
es ein spezielles N gibt, fu¨r das alle ai>N,n identisch 0 sind.
Lo¨sungen fu¨r λ > 0 sind also unendliche Summen. Wenn man davon ausgeht, dass
man sehr hohe Potenzen von y vernachla¨ssigen kann, findet man eine Rekursions-
formel.
0 = (i+ 2)(i+ 1)ai+2,n + (λn − αi)ai,n − (i− 2)ai−2,n (2.113)
Diese Rekursionsformel ist doppelt verkettet. Es sollen nun Umformungen gemacht
werden, die am Ende auf eine numerische Nullstellenberechnung fu¨hrt. Wir nehmen
an, es gelte ai,n 6= 0.
0 = (i+ 2)(i+ 1)
ai+2,n
ai,n
+ (λn − αi)− (i− 2)ai−2,n
ai,n
(2.114)
Sei
Ai,n =
ai+2,n
ai,n
, (2.115)
dann ergibt Umstellen der vorherigen Gleichung
A−1i,n =
−(i+ 2)(i+ 1)
(λn − αi)− (i− 2)A−1i−2,n
(2.116)
Ai−2,n =
i− 2
(λn − αi) + (i+ 2)(i+ 1)Ai,n . (2.117)
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Abb. 2.8: Die Eigenwerte sind durch Nullstellen der Funktion Ri,n(λn) be-
stimmt. Die Bestimmung ist nicht eindeutig. Parameter: n = 4 (links), n = 9
(rechts), imax = 1000, Ai=imax−2,n = 0,0, α = 10,0
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Abb. 2.9: Wa¨hrend es bei positivem Parameter α die Methode zumindest
Ergebnisse liefert, versagt die Methode bei negativem Parameter α. Parameter:
n = 9, imax = 500, Ai=imax−2,n = 0,0, α = 10,0 (links), α = −1,0 (rechts)
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Dies sind zwei rekursiv definierte Gro¨ßen, die sich als von λ abha¨ngige Kettenbru¨che
darstellen. Man kann also zeigen, dass es eine Gleichung
0 = λn +Ki,n(λn) = Ri,n(λn) (2.118)
Ki,n(λ) = λn − αi+ (i+ 2)(i+ 1)Ai,n − (i− 2)A−1i−2,n (2.119)
gibt, die als Bestimmungsgleichung fu¨r λ dienen kann. Es gilt also Werte fu¨r λn zu
finden, bei denen die Gleichung anna¨hernd 0 ergibt. Hierfu¨r mu¨ssen die Kettenbru¨che
konvergieren. Beim Kettenbruch A−1i,n ist dies kein Problem, da a−1 und a−2 als
identisch 0 definiert sind. Das sorgt fu¨r einen Abbruch des Kettenbruches (A−1i<0,n =
0). Bei Ai−2,n ist dies nicht automatisch der Fall. Irgendwann muss ein ai,n ku¨nstlich
0 gesetzt werden. Dabei sollte der Fehler mo¨glichst klein sein. Es gilt also zu pru¨fen,
ob dies der Fall ist. Es sei imax so definiert, dass ai>imax = 0 gelte. Daraus folgt, dass
Ai>imax−2,n = 0 gilt.
Dies ist eine harte Bedingung und es stellt sich die Frage, ob es auch andere sinn-
volle Werte fu¨r Ai=imax−2,n = const gibt. Es scheint keinen gravierenden Unterschied
zu machen, wie man const wa¨hlt. Das Ergebnis ist nur geringfu¨gig anders und der
Unterschied la¨sst sich bei hohen imax nicht mehr nachweisen. Dies ist in Abbildung
2.6 illustriert. Abbildung 2.7 zeigt, dass es im uns interessierenden Bereich ausreicht,
ein recht hohes imax zu wa¨hlen.
Der Weg, die Eigenwerte zu finden, ist der, dass man sich i und α fu¨r Ki,n(λ)
vorgibt, den Kettenbruch Ai,n bei einer mo¨glichst hohen Ordnung abbricht und die
Nullstelle sucht.
Das Ergebnis ist leider nicht eindeutig. Wenn man weiß, wo die Nullstellen sein
sollen, findet man mit dieser Methode bei α > 0 sehr pra¨zise die gesuchten Ei-
genwerte als Nullstellen der Funktion. Leider gibt es mehr als eine Nullstelle und
es ist nicht klar, welche man nehmen soll. Die Kettenbru¨che konvergieren teilwei-
se nicht und es entstehen Nullstellen, denen kein Eigenwert entspricht. Abbildung
2.8 zeigt die Funktion Ri,n(λn) bei zwei verschiedenen Eigenwerten im Ganzen und
die gesuchten Nullstellen im Detail. Bei Parametern α < 0 gibt es nur Nullstellen
bei negativen Eigenwerten, was keinem Eigenwert entsprechen kann. Anscheinend
versagt die Methode in diesem Bereich. Dies ist in Abbildung 2.9 dargestellt.
2.9 Verhalten der Eigenwerte bei verschiedenen
Na¨herungen
Es wurde gezeigt, dass die Lo¨sung des Problems nicht in analytischer Form gefunden
werden kann. In bestimmten Grenzfa¨llen ist es jedoch trotzdem mo¨glich, analytische
Ausdru¨cke fu¨r die Eigenwerte zu finden. Es sollen prinzipiell folgende Fa¨lle unter-
sucht werden:
• α 0 und kleine λn
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• α 0 und kleine λn
• α = 0 und beliebige λn
Bei großen Eigenwerten λn dominiert der kubische Teil der Kraft, womit dieser Fall
mit dem dritten Fall gleichzusetzen ist, in dem der lineare Teil der Kraft verschwin-
det. Die restlichen Fa¨lle sind U¨bergangsfa¨lle zwischen den erwa¨hnten Fa¨llen.
2.9.1 Stark ausgepra¨gte Doppelmulde
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Abb. 2.10: Schro¨dinger-Potenzial (durchgezogene Linie) bei α = −12,
gena¨herte Teilpotenziale (gestrichelten Linien) fu¨r α  0 und numerisch er-
mittelte Eigenwerte (horizontale Linien)
Im ersten Fall ergibt sich eine stark ausgepra¨gte Doppelmulde im Potenzial. Das
Schro¨dinger-Potenzial hat drei Mulden. Alle drei Mulden lassen sich durch harmo-
nische Potenziale anna¨hern.
Zuna¨chst werden die Extrema des Schro¨dinger-Potenzials bestimmt.
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2
9
)
2 −
√
−2
3
α−
√
2 + α
2
9
+
√
2 + α
2
9
+ α
(
1
2
− α2
54
+ α
18
√
2 + α
2
9
)
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n yn VS(yn)
3 0 −α
2
4 +
√
−2
3
α−
√
2 + α
2
9
+
√
2 + α
2
9
+ α
(
1
2
− α2
54
+ α
18
√
2 + α
2
9
)
5 +
√
−2
3
α +
√
2 + α
2
9
−
√
2 + α
2
9
+ α
(
1
2
− α2
54
− α
18
√
2 + α
2
9
)
Interessant sind die Minima bei n = 1, n = 3 und n = 5. Wenn α  0 ist,
kann man 2 gegenu¨ber α
2
9
vernachla¨ssigen, wodurch die Minimumstellen deutlich
einfacher werden. Setzt man diese in das Schro¨dinger-Potenzial ein, erha¨lt man auch
hier einfache Ausdru¨cke.
n yn,α0 VS(yn,α0)
1 −√−α α
3 0 −α
2
5 +
√−α α
Mittels Taylor-Reihen-Entwicklung um die Minimumstellen und der Annahme,
dass α stark negativ ist, kann man zeigen, dass das Schro¨dinger-Potenzial um die
Minimumstellen anna¨hernd quadratisch ist.
VS,lin,1(y) = α
2
(
y +
√−α)2 + α (2.120)
VS,lin,2(y) =
(α
2
)2
y2 − α
2
(2.121)
VS,lin,3(y) = α
2
(
y −√−α)2 + α (2.122)
Man kann die Eigenwerte dieser Potenziale bestimmen.
λn,1 = −2n1α n1 > 0 (2.123)
λn,2 = −(n2 + 1)α n2 > 0 (2.124)
λn,3 = −2n3α n3 > 0 (2.125)
Dabei wurde zuna¨chst davon ausgegangen, dass alle drei Potenziale fu¨r sich allein ste-
hen. Man ko¨nnte somit jeweils eine Eigenfunktion fu¨r jeden Eigenwert ermitteln und
ha¨tte das Problem gelo¨st. Es muss allerdings eine normierte Gesamtwellenfunktion
gebildet werden, die die Symmetriebedingungen u¨ber das komplette Schro¨dinger-
Potenzial erfu¨llt. Fu¨r diese Wellenfunktionen gibt es auch nur jeweils einen Wert fu¨r
λ, der das zeitliche Verhalten der Wellenfunktion bestimmt.
Der Grundzustand der Gesamtwellenfunktion (λ = 0) fu¨hrt dazu, dass n1 =
0 und n3 = 0 gewa¨hlt werden mu¨ssen. Allerdings fu¨hrt dies zu n2 = −1, was
unterhalb des Potenzials liegt. Dieser eigentlich verbotene Bereich ist in diesem Fall
durchaus erlaubt. Es wird gefordert, dass die Wellenfunktion normierbar ist, was bei
einer divergierenden Wellenfunktion nicht der Fall ist. Es existiert allerdings immer
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Abb. 2.11: Dargestellt sind die ersten sieben numerisch ermittelten Eigen-
funktionen, bei denen eine ausgepra¨gte Doppelmulde vorliegt. Zusa¨tzlich ist fu¨r
n = 14 die Eigenfunktion dargestellt, wobei der zugeho¨rige Eigenwert kurz u¨ber
den beiden lokalen Maxima des Potenzials liegt. U¨berall ist α = −12.
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Abb. 2.12: Dargestellt sind die numerisch ermittelten Eigenwerte bei α ≤ 0.
Bei der am sta¨rksten ausgebildeten Treppenstruktur handelt es sich um den Fall
α = −12. Es folgen α = −11, α = −10 usw. bis α = 0.
die triviale Lo¨sung ψ(y) = 0, die die Differentialgleichung lo¨st, allerdings ebenfalls
nicht die Forderung nach Normierbarkeit erfu¨llt. Die Wellenfunktion ist allerdings
in den beiden a¨ußeren Potenzialen ungleich 0. Zusa¨tzlich ist sie normierbar. Eine
mo¨gliche Gesamtwellenfunktion fu¨r den Grundzustand besteht also aus den beiden
Grundzustandswellenfunktionen ψ0,1(y) > 0 und ψ0,3(y) > 0 der beiden a¨ußeren
Potenzialto¨pfe und der trivialen Lo¨sung ψ0,2(y) = 0 in der Mitte. Diese Lo¨sung
ist symmetrisch. Es existiert auch eine antisymmetrische Lo¨sung, wenn man statt
ψ0,3(y) > 0 ψ0,3(y) < 0 nimmt. Man kann also sagen, dass der Grundzustand
entartet ist, es gibt zwei Wellenfunktionen fu¨r einen Eigenwert. Es stellt sich die
Frage, wie Eigenfunktionen ho¨herer Eigenwerte aussehen.
Der na¨chstho¨here Eigenwert ist λ = −α, dabei ist n2 = 0. Fu¨r die beiden a¨uße-
ren Potenziale erga¨be sich n1/3 = 0,5, was jedoch kein Eigenwert ist, es bleibt also
fu¨r diese Potenziale nur die triviale Lo¨sung. Aus diesem Grund wird es nur eine
symmetrische Lo¨sung geben. Der Eigenwert ist nicht entartet. Beim na¨chstho¨heren
Eigenwert λ = −2α haben alle Potenziale nichttriviale Lo¨sungen. Dabei liefern al-
le Potenziale antisymmetrische Lo¨sungen. Wenn das mittlere Potenzial nichttrivial
sein soll, ergeben sich zwei Mo¨glichkeiten fu¨r eine antisymmetrische Gesamtwellen-
funktion. Fu¨r den Fall der trivialen Lo¨sung des mittleren Potenzials ero¨ffnet sich die
Mo¨glichkeit einer symmetrischen Gesamtwellenfunktion. Es wa¨ren andere Wellen-
funktionen denkbar, allerdings erga¨ben sich diese alle als Linearkombinationen der
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bereits genannten Wellenfunktionen. Der Eigenwert ist also dreifach entartet.
Analog dazu ergibt sich ein weiterer nicht entarteter Eigenwert, worauf wieder ein
dreifach entarteter Eigenwert folgt. Dieser Wechsel setzt sich fort, bis die quadrati-
sche Na¨herung nicht mehr gu¨ltig ist. Dies ist definitiv der Fall, wenn die Eigenwerte
die lokalen Maxima erreicht haben. Dieser Wert steigt jedoch in der dritten Potenz
von α.
Um eine Vorstellung von der Lage der Eigenwerte zu bekommen, zeigt Abbil-
dung 2.10 die numerisch ermittelten Eigenwerte (siehe dazu Kapitel 2.11) und das
Schro¨dinger-Potenzial fu¨r α = −12. In der Grafik sind zusa¨tzlich die gena¨herten Po-
tenziale eingezeichnet. Sehr gut zu sehen ist die Aufhebung der Eigenwertentartung
oberhalb der lokalen Maxima. Abbildung 2.11 zeigt numerisch ermittelte Eigenfunk-
tionen fu¨r das in Abbildung 2.10 dargestellte Potenzial. Man kann sehr gut erkennen,
dass sich die Eigenfunktionen in genannter Weise verhalten. Abbildung 2.12 zeigt,
dass sich die diskutierte Entartung der Eigenwerte bei kleinen Eigenwerten und stark
negativen α zeigt.
2.9.2 Stark ausgepra¨gte Einzelmulde
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Abb. 2.13: Dargestellt sind die ersten vier Eigenfunktionen bei α = 10. Die
Eigenfunktionen sind denen eines harmonischen Potenzials a¨hnlich.
Fu¨r stark positive α u¨berwiegt bei moderaten Werten von y der quadratische Teil
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des Schro¨dingerpotenzials
VS(y) =
1
4
y6 +
α
2
y4 +
α2 − 6
4
y2 − α
2
(2.126)
und es ergibt sich ein harmonisches Potenzial. In erster Na¨herung sollten also die
Eigenwerte einen linearen Verlauf zeigen. Abbildung 2.13 zeigt die ersten vier nu-
merisch ermittelten Eigenfunktionen bei α = 10. Vergleicht man diese mit den in
Abbildung 2.5 dargestellten Eigenfunktionen eines harmonischen Potenzials, deutet
die A¨hnlichkeit der Eigenfunktionen ebenfalls auf diese Annahme hin.
Dies kann als Ansatz fu¨r eine zeitunabha¨ngige Sto¨rungsrechnung verwendet wer-
den. Hierfu¨r sind einige Skalierungen sinnvoll.
z =
√
α
2
y (2.127)
λ = αE (2.128)
US(z) =
VS(y)
α
(2.129)
 =
2
α2
(2.130)
Setzt man diese ein, erha¨lt man ein Potenzial
US(z) = −1
2
+
1
2
z2 + 
(
−3
2
z2 + z4
)
+ 2
1
2
z6 (2.131)
und die dazu geho¨rige Differenzialgleichung
−1
2
d2
dz2
ψ(z) + US(z)ψ(z) = Eψ(z) . (2.132)
Ausgehend von der Tatsache, dass stark positive α betrachtet werden, kann  als
kleine Gro¨ße angesehen werden. Somit kann das Schro¨dinger-Potenzial in zwei Teile
zerlegt werden.
US(z) = U0(z) + U(z) (2.133)
U0(z) = −1
2
+
1
2
z2 (2.134)
U(z) = 
(
−3
2
z2 + z4
)
+ 2
1
2
z6 (2.135)
In erster Na¨herung wird  = 0 gesetzt. So kann das Problem geschlossen gelo¨st
werden.
ψ0n(z) = 2
−n
2 (n!)−
1
2pi−
1
4 exp
(
−1
2
z2
)
Hen(z) (2.136)
E0n = n (2.137)
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Allgemein gilt fu¨r die Energiekorrekturen Ep>0n
Epn = 〈ψ0n(z)|U(z)|ψp−1n (z)〉 . (2.138)
Angewendet auf den Fall p = 1 und u¨bersetzt in eine integrale Schreibweise heißt
das
E1n
′ =
∫ ∞
−∞
U(z)ψ
0
n(z)ψ
0
n(z)dz . (2.139)
Dies kann gelo¨st werden.
E1n
′ =− 3
2
〈ψ0n(z)|z2|ψ0n(z)〉 (2.140)
+ 〈ψ0n(z)|z4|ψ0n(z)〉 (2.141)
+
1
2
2〈ψ0n(z)|z6|ψ0n(z)〉 (2.142)
〈ψ0n(z)|z2|ψ0n(z)〉 =n+
1
2
(2.143)
〈ψ0n(z)|z4|ψ0n(z)〉 =
3
4
[
(n+ 1)2 + n2
]
(2.144)
〈ψ0n(z)|z6|ψ0n(z)〉 =
15
8
(
1 +
8
3
n+ 2n2 +
4
3
n3
)
. (2.145)
Nach der Sto¨rungsrechnung erster Ordnung ergibt sich somit die erste Korrektur der
Energieeigenwerte.
E1n
′ =
3
α2
n2 +
1
4α4
(
15 + 40n+ 30n2 + 20n3
)
(2.146)
Es ist sinnvoll, den zu α−4 proportionalen Term zu vernachla¨ssigen. Zum einen ist
der Term sehr klein, zum anderen werden Terme dieser Ordnung durch die Korrektur
zweiter Ordnung beigesteuert.
E1n =
3
α2
n2 (2.147)
Die zweite Korrektur der Energieeigenwerte la¨sst sich u¨ber die Formel
E2n
′ =
∑
m 6=n
|〈ψ0m(z)|U(z)|ψ0n(z)〉|2
E0n − E0m
(2.148)
berechnen. Dabei ergibt sich die zweite Energieeigenwertkorrektur
E2n = −
1
4α4
(
15 + 64n+ 30n2 + 68n3
)
. (2.149)
Bei der Berechnung wurden Terme, die proportional zu α−6 sind, bereits vernachla¨s-
sigt. Ausgehend von den drei Energietermen kann man nun die Eigenwerte λn in
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Abb. 2.14: Verschiedene Na¨herungen der Eigenwerte (links: α = 20, rechts:
α = 50); Kreuze: numerische Ergebnisse (jeder fu¨nfte Eigenwert), durchgezogene
Linie: λ0n, lang gestrichelte Linie: λ
1
n, kurz gestrichelte Linie: λ
2
n
verschiedenen Na¨herungen angeben.
λ0n = αE
0
n =αn (2.150)
λ1n = α(E
0
n + E
1
n
′) =αn+
3
α
n2 (2.151)
λ2n = α(E
0
n + E
1
n
′ + E2n) =αn+
3
α
n2 − 6
α3
(
n+ 2n3
)
(2.152)
In der grafischen Darstellung 2.14 sieht man sehr deutlich, dass die Na¨herungen eine
deutliche Verbesserung der theoretischen Eigenwerte liefern. Bei noch relativ kleinen
Werten fu¨r den Parameter α beschra¨nkt sich die Gu¨te der Na¨herungen auf kleine
Eigenwerte. Bei gro¨ßeren Parameterwerten sind die Na¨herungen auch u¨ber einen
gro¨ßeren Eigenwertebereich sinnvoll.
Wenn man die gleiche Art der Na¨herung auf den Fall großer α anwendet, erkennt
man, dass man die Na¨herungen fu¨r die drei Mulden separat machen muss. Das
funktioniert fu¨r die mittlere Mulde einigermaßen gut und man erlangt fu¨r kleine
Eigenwerte eine gute Korrektur zur linearen Abha¨ngigkeit. Fu¨r die beiden a¨ußeren
Mulden sieht das anders aus. Hier zeigt sich, dass Korrekturen ho¨herer Ordnung
no¨tig wa¨ren.
2.9.3 Die quasiklassische Na¨herung
Ein weiterer interessanter Grenzfall ist der fu¨r sehr hohe Eigenwerte. Der Grund
ist der, dass dabei die genaue Form des Potenzials keine Rolle spielt. Das bedeutet,
dass der Parameter α am prinzipiellen Verlauf kaum eine Rolle spielen sollte. Fu¨r
die Ausgangsgleichung
−ψ′′(y) + VS(y)ψ(y) = λψ(y) (2.153)
wird der Ansatz
ψ(y) = ℵ exp(S(y)) (2.154)
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gemacht. Setzt man diesen Ansatz ein, erha¨lt man die Gleichung
ψ′′(y) = ℵ exp(S(y)) (S ′′(y) + S ′2(y)) , (2.155)
welche man mit der Na¨herung
S ′′(y) S ′2(y) (2.156)
vereinfachen kann. Die Na¨herung ist zumindest fu¨r den Grundzustand und weit ab
von den Mulden des Potenzials gerechtfertigt. Da jedoch große Eigenwerte betrachtet
werden sollen, spielt dieses Argument keine große Rolle. Da Eigenfunktionen ho¨herer
Eigenwerte jedoch nicht bekannt sind, muss das Endergebnis die Na¨herung spa¨ter
rechtfertigen. Es ergibt sich eine Bestimmungsgleichung fu¨r S(y).
−S ′2(y)ψ(y) + VS(y)ψ(y) = λψ(y) (2.157)
S ′2(y) = VS(y)− λ (2.158)
Sei yA u¨ber VS(yA) = λ definiert. Dann kann man folgende Gleichungen aufstellen.
S ′(y) =
{
±√VS(y)− λ |y| > yA
±i√λ− VS(y) |y| < yA (2.159)
Im ersten Fall kann man das Vorzeichen aus der Bedingung ermitteln, dass die
Eigenfunktionen fu¨r y → ±∞ gegen 0 gehen sollen. Der Wurzelterm selbst ist in
diesem Fall stark positiv. Bei positivem Vorzeichen wird die Funktion S(y) also nach
links stark negativ, nach rechts stark positiv. Da S(y) im Exponenten steht, wird die
Eigenfunktion nach links zu 0. Somit kann das positive Vorzeichen gewa¨hlt werden.
Auf der rechten Seite muss dafu¨r das negative Vorzeichen gewa¨hlt werden.
S1(y) =
∫ y
−yA
√
VS(y)− λ dy (2.160)
S3(y) = −
∫ y
yA
√
VS(y)− λ dy (2.161)
Die andere Integrationsgrenze ist prinzipiell egal, da sie bei der Wellenfunktion nur
einen Faktor darstellt und in der Normierung aufgeht. Die jewels andere Integrations-
grenze bei ±yA zu setzen, erscheint sinnvoll, da dann die unnormierte Eigenfunktion
einen Wert von 1 und einen Anstieg von 0 hat.
Fu¨r den zweiten Fall findet man eine solche Bedingung nicht. Im folgenden sei
I1(y) =
∫ y
−yA
√
VS(y)− λ dy (2.162)
I2(y) =
∫ y
−yA
√
λ− VS(y) dy (2.163)
I3(y) =
∫ y
yA
√
VS(y)− λ dy . (2.164)
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Die Auswertung des Integrals I2(y) fu¨hrt also auf die Lo¨sung der Eigenfunktion.
S2(y) = ±iI2(y) (2.165)
exp (S2(y)) = cos (I2(y))± i sin (I2(y)) (2.166)
Wir interessieren uns fu¨r den Realteil der Funktion und deren Anschlussbedingung.
Aus diesem Grund kann der Imagina¨rteil vernachla¨ssigt werden. Auf diese Weise
kann man eine Gesamtgleichung fu¨r die Wellenfunktion angeben.
ψ = ℵ

exp (I1(y)) y ≤ −yA
cos (I2(y)) −ya < y < yA
± exp (−I3(y)) y ≥ yA
(2.167)
Das Vorzeichen bei der dritten Gleichung ist darauf zuru¨ck zu fu¨hren, dass es sym-
metrische (+) und antisymmetrische (−) Lo¨sungen gibt. Diese Lo¨sung ist stetig und
differenzierbar an der U¨bergangsstelle y = −yA. Damit sie auch bei y = yA stetig
ist, muss I2(yA) ein Vielfaches von pi sein. Dadurch ergibt sich eine Diskretisierung
von I2(yA).
n =
I2(yA)
pi
(2.168)
Da λ die Grenzen des Integrals bestimmt, ergibt das eine indirekte Diskretisierung
von λ selbst.
Fu¨r weitere Untersuchungen muss das Integral I2(yA) berechnet werden, was nicht
in geschlossener Form mo¨glich ist. Allerdings la¨sst es sich na¨herungsweise berechnen.
I2(yA) = npi (2.169)
=
∫ yA
−yA
√
λ− VS(y) dy (2.170)
=
∫ yA
0
√
(y6A − y6) + 2α (y4A − y4) + (α2 − 6) (y2A − y2) dy (2.171)
Die Skalierung
y = yAξ (2.172)
u¨berfu¨hrt das Integral in die Form
I2(yA) = y
4
a
∫ 1
0
√
(1− ξ6) + 2α
y2A
(1− ξ4) + α
2 − 6
y4A
(1− ξ2) dξ , (2.173)
welches sich na¨herungsweise lo¨sen la¨sst.
I2(yA) = y
4
A
√
pi
12
Γ
(
1
6
)
Γ
(
5
3
) (1 +O( 1
y2A
))
(2.174)
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Abb. 2.15: Die quasiklassische Na¨herung (durchgezogene Linie) stimmt sehr
gut mit dem Fall α = 0 (Kreuze) u¨berein. Fu¨r die Fa¨lle α = 10 (Dreiecke)
und α = −10 (Vierecke) ist die Na¨herung schlecht. Links ist einer von fu¨nf
Eigenwerten dargestellt, rechts ist es einer von hundert.
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Abb. 2.16: Dargestellt sind die Eigenfunktionen fu¨r n = 74 (links) und n = 75
(rechts) bei α = 0. Oben wurden die Eigenfunktionen aus numerischen Rech-
nungen ohne Na¨herungen ermittelt und normiert. Unten sind numerische Ergeb-
nisse mithilfe der quasiklassischen Na¨herung ermittelt worden. Eine Normierung
wurde nicht vorgenommen.
38
2.9 Verhalten der Eigenwerte bei verschiedenen Na¨herungen
-4
-2
0
2
4
0 0,5 1
y
(T
)
T
-4
-2
0
2
4
0 500 1000
y
(T
)
T
-4
-2
0
2
4
0 0,5 1
y
(T
)
T
-4
-2
0
2
4
0 500 1000
y
(T
)
T
Abb. 2.17: Dargestellt sind Trajektorien bei y0 = 2 und α = 5 (oben) bzw.
α = −5 (unten).
Auch den Eigenwert kann man na¨hern.
λ =
1
4
y6A +
α
2
y4A +
α2 − 6
4
y2A −
α
2
(2.175)
y6A = 4λ
(
1 +O
(
1
y2A
))
(2.176)
Wenn man Gleichungen (2.168), (2.174) und (2.174) ineinander einsetzt, erha¨lt man
eine Na¨herung fu¨r die Eigenwerte.
λn ≈ 1,6n 32 (2.177)
Aus numerischen Rechnungen geht hervor, dass die Eigenwerte von α abha¨ngen.
Diese Abha¨ngigkeit geht bei der Na¨herung verloren. In Abbildung 2.15 kann man
erkennen, dass die Na¨herung nur bei α = 0 sehr gut mit den numerischen Wer-
ten u¨bereinstimmt. In diesem Fall verschwindet der zu y4 proportionale Term im
Schro¨dinger-Potenzial. Dadurch verbessert sich die Na¨herung erheblich, in die nur
der zu y6 proportionale Term eingeht.
Abbildung 2.16 zeigt zwei Eigenfunktionen mit hohem Eigenwert. Die oberen Bil-
der wurden numerisch ermittelt und beinhalten keine Na¨herung. Die unteren Bilder
sind numerische Lo¨sungen der Gleichung (2.167) mit der Na¨herung (2.177) und
(2.174). Der prinzipielle Verlauf stimmt sehr gut u¨berein. Wenn sich die Eigenfunk-
tion den Potenzialra¨ndern na¨hert, wird die Na¨herung schlechter. Scheinbar ist hier
die Na¨herung (2.156) nicht mehr gut.
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2.10 Simulation des Problems
Eine in jedem Fall mo¨gliche Methode, das System zu untersuchen, ist die Simula-
tion. Hierbei werden Trajektorien erzeugt, die entweder jede einzeln oder in ihrer
Gesamtheit analysiert werden. Die Aufenthaltswahrscheinlichkeit la¨sst sich beispiels-
weise aus einer Trajektorie ermitteln, indem man sie u¨ber einen langen Zeitraum
untersucht. Wenn der Zeitraum lang genug ist, wird die Anfangssituation vergessen
und es ergibt sich die Langzeitlo¨sung. Wenn man die Aufenthaltswahrscheinlich-
keit zu einem bestimmten Zeitpunkt wissen will, muss man viele Trajektorien zu
diesem Zeitpunkt untersuchen. Aus der Verteilung dieser Orte kann man die Auf-
enthaltswahrscheinlichkeit ermitteln. Wenn der untersuchte Zeitpunkt lang genug
vom Ausgangszeitpunkt entfernt ist, ergibt sich auch hier die Langzeitlo¨sung. Die
Methode zur Erzeugung der Trajektorien ist in Kapitel A auf Seite 109 dargestellt.
2.10.1 Simulation einzelner Trajektorien
In Abbildung 2.17 sind zwei Trajektorien dargestellt, die den prinzipiellen Charakter
des Systems sehr gut darstellen. Oben hat das Potenzial nur eine Mulde bei y = 0.
Die Trajektorie bewegt sich von ihrem Ausgangspunkt bei y = 2 weg (links) und
schwankt anschließend um die Ruhelage bei y = 0 (rechts). Unten hat das Potenzial
eine ausgepra¨gte Doppelmuldenstruktur, wobei die Minima bei etwa y = ±2,35
liegen. Um das rechte Minimum schwankt die Trajektorie dann auch. Nach langer
Zeit jedoch springt die Trajektorie in den anderen Potenzialtopf und schwingt dort
weiter um das linke Minimum.
An diesem Beispiel ist zu sehen, wie aus einem monostabilen System durch die
A¨nderung eines Parameters ein bistabiles System werden kann. Scho¨n ist zu erken-
nen, dass die Anfangsbedingung nach kurzer Zeit vergessen ist.
2.10.2 Simulation von Verteilungen
In Abbildung 2.18 sieht man den zeitlichen Verlauf zweier Wahrscheinlichkeitsver-
teilungen. Die Verteilungen wurden aus Trajektorien ermittelt. In Abbildung 2.19
ist links der Vergleich zwischen den aus Trajektorien und den nach Gleichung
p(y, T ) =
∞∑
n=0
exp(−λnT ) exp
(
V (y0)− V (y)
2
)
ψn(y0)ψn(y) (2.178)
erzeugten Verteilungen dargestellt. Rechts ist die Langzeitlo¨sung nach Gleichung
(2.39) und anhand einer Langzeitsimulation dargestellt. Die U¨bereinstimmung ist in
beiden Fa¨llen sehr gut.
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Abb. 2.18: Dargestellt sind Verteilungen bei α = −5 (links) bzw. α = 0
(rechts) zu unterschiedlichen Zeiten (links: T = 0,1, T = 1, T = 10, T = 100,
T = 1000, T = 10000; rechts: T = 0,1, T = 1, T = 10). Man kann gut erkennen,
dass sich die Verteilungen der jeweiligen Langzeitlo¨sung na¨hern.
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Abb. 2.19: Links ist der Vergleich zwischen Simulation und Numerik darge-
stellt (α = −5, T = 10 bzw. T = 10000). Rechts ist die analytische Lo¨sung
verglichen mit der Simulation bei T = 10000 (α = −5).
2.11 Numerische Lo¨sung des Eigenwertproblems
Fu¨r die numerische Ermittlung von Eigenwerten und -funktionen wurden drei Ver-
fahren verwendet. Das Numerov-Verfahren ist in Kapitel A auf Seite 110 beschrieben.
Dieses Verfahren wurde in Kombination mit der Artillerie-Methode (siehe Kapitel
A, Seite 110) verwendet. Die bei der Normierung beno¨tigte numerische Integration
ist in Kapitel A auf Seite 111 dargestellt. Ein Test des Verfahrens an dem ana-
lytisch lo¨sbaren harmonischen Potenzial ist in Kapitel A auf Seite 112 zu finden.
Ausgewa¨hlte numerisch ermittelte Eigenwerte sind ebenfalls in Kapitel A auf Seite
121 aufgelistet.
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Abb. 3.1: Auftragung der Verkehrsdichte der Datensa¨tze D1, D2, D3 und
D4 (von links nach rechts und von oben nach unten) u¨ber der Zeit. Verwendet
wurden nur die Spuren 2–5.
Das Ziel einer jeden Verkehrsbeobachtung ist es, die Informationen zu erlangen,
die zur Lo¨sung fu¨r die aktuell gestellte Aufgabe no¨tig sind. Bei der Anpassung der
Ho¨chstgeschwindigkeit eines Autobahnabschnittes ko¨nnten das beispielsweise Flu¨sse
und Geschwindigkeiten an bestimmten Stellen sein. Ein scho¨nes Beispiel dafu¨r Ver-
kehrsleitsysteme, die die Ho¨chstgeschwindigkeit dynamisch anpassen. Fu¨r Stauvor-
hersagen liegt der Fall a¨hnlich. Prof. Schreckenberg von der Universita¨t Duisburg-
Essen hat solch ein System realisiert. Hierbei werden aktuelle Verkehrsinformationen
als Eingangsdaten fu¨r zellulare Automaten-Verkehrsflussmodelle (siehe [18, 42]) ge-
nutzt, die in kurzer Zeit viele Realisierungen des Verkehrs der na¨chsten 30 oder
60 min berechnen und so Wahrscheinlichkeitsaussagen u¨ber Staubildung und A¨hn-
liches machen ko¨nnen. Bei beiden Beispielen ist die Ru¨ckkopplung sehr wichtig. Die
wirklich eingetretene Situation legt Parameter der Simulation oder der Rechnung
fest und ermo¨glicht so eine pra¨zisere Vorhersage beim na¨chsten mal. Wie wichtig
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Abb. 3.2: Straßenzug mit jedem zehnten Datenpunkt aus D1.
das ist, zeigt sich, wenn man lange sich lange genug die Verkehrssituation auf [5]
anschaut. Ein Unfall auf der linken Spur einer Autobahn fu¨hrt meist zu einer Ver-
ringerung der Geschwindigkeit auf der Gegenspur. Der Grund dafu¨r ist natu¨rlich die
Neugier der Fahrer, die wissen wollen, was auf der anderen Spur passiert ist.
Die Aufnahme der Daten erfolgt meist u¨ber Za¨hlschleifen an signifikanten Stellen.
Der Informationsgehalt solcher Za¨hlschleifen beschra¨nkt sich auf die Belegung der
Strecke und die Geschwindigkeit der Fahrzeuge. Der Erfolg der darauf aufbauenden
Projekte (siehe [5]) allein begru¨ndet den Einsatz dieser Technik. Den Wunsch, den
Verkehr auf eine fundamentalere Weise zu verstehen, ko¨nnen sie allerdings nicht
erfu¨llen. Hierfu¨r ist es no¨tig, detailliertere Daten des Straßenverkehrs auszuwerten.
Solche Daten werden beispielsweise im NGSIM-Projekt (Next Generation Simula-
tion) seit Dezember 2003 in Form von Trajektoriendatensa¨tzen aus Videomaterial
erzeugt. Diese Datensa¨tze lassen sich auf der Projektseite [43] nach einer Registrie-
rung herunterladen.
In dieser Arbeit werden die Trajektoriendaten des NGSIM-Projektes untersucht,
die entlang der Interstate 80 (I-80) zwischen der Powell Street und der Ashby Avenue
Emeryville, Kalifornien erzeugt wurden. Eine detaillierte Beschreibung des Projek-
tes findet auf der Projektseite [43]. Diese umfassen einen Prototypendatensatz, der
45 min Trajektoriendaten entha¨lt und drei weitere Datensa¨tze, die jeweils 15 min
Daten enthalten. Im folgenden werde ich die Abku¨rzung D1 fu¨r den Prototypenda-
tensatz und D2, D3 und D4 fu¨r die kleineren Datensa¨tze verwenden. In Abbildung
3.1 sind die Dichteverla¨ufe der vier Datensa¨tze u¨ber der Zeit aufgetragen. Beim Da-
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Abb. 3.3: Straßenzug mit jedem zehnten Datenpunkt aus D2.
tensatz D1 kann man sehen, dass sich in den ersten 30 min ein anderes Verkehrsbild
zeigt als in den letzten 15 min. Wenn ich speziell auf diese Bereiche Bezug nehme,
verwende ich zusa¨tzlich die Bezeichnungen D1a und D1b. Am Anfang und am En-
de sind Spuren in den Datensa¨tzen nicht gefu¨llt, da die Datensa¨tze nur komplette
Trajektorien beinhalten. Diese Bereiche wurden fu¨r die Abbildung 3.1 entfernt. Die
Dichte ergibt sich aus den Nettoabsta¨nden (siehe Gleichung (3.1)) und der Anzahl
der Fahrzeuge.
Die Trajektoriendatensa¨tze sind deshalb so interessant, weil sie Informationen zu
den Reaktionen der Fahrer auf sie umgebende Fahrzeuge liefern. Diese Reaktionen
werden in der vorliegenden Arbeit allgemein als Wechselwirkung bezeichnet. Der
Grund fu¨r diese Bezeichnung ist die Herangehensweise, den Straßenverkehr als Sys-
tem von wechselwirkenden Teilchen zu betrachten. Dies hat den Vorteil, dass man
aus der Physik bekannte Methoden verwenden kann, um den Verkehr zu verste-
hen und vor allem Vorhersagen zu machen. In diesem Sinne kann man auch die
Datensa¨tze als Ergebnis eines Experimentes interpretieren, aus denen man Wechsel-
wirkungen heraus lesen und an denen man Modelle kalibrieren und testen kann.
Das NGSIM-Projekt hat entlang der I-80 Kameras installiert, die den Verkehr
filmten. Aus diesem Videomaterial wurden Trajektoriendaten extrahiert und in Text-
dateien geschrieben. Ausschnitte aus diesen Datensa¨tzen sind im Kapitel A auf Seite
115 dargestellt. Vor der Auswertung wurden die Datensa¨tze von mir aufbereitet. Die
Art und Weise dieser Aufbereitung ist in [24] detailliert dargestellt. Die Abbildungen
3.2 und 3.3 zeigen die zweidimensionalen Trajektorien und die Benennung der Spu-
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ren. Aus diesen Grafiken kann man sehr gut erkennen, wie kompliziert die Erfassung
des gesamten Problems ist. Eine erste Einschra¨nkung wird daher sein, die Trajekto-
rien nur eindimensional zu betrachten. Eine Interaktion zwischen zwei Fahrzeugen
findet also nur statt, wenn sie hintereinander fahren. In [24] wurde versucht, auch
Interaktionen zwischen Fahrzeugen benachbarter Spuren fu¨r die Analyse und Simu-
lation von Spurwechseln zu betrachten. Es zeigte sich jedoch, dass Spurwechsel sehr
kompliziert sind und durch viele Einflu¨sse bestimmt werden.
3.1 Zeit-Weg-Abbildungen
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Abb. 3.4: Dargestellt ist Spur 4 aus D3. Man kann sehr gut erkennen, dass
sich Sto¨rungen im Straßenverkehr sehr formstabil ru¨ckwa¨rts bewegen.
Fu¨r einen ersten U¨berblick, welche Verkehrssituation zur Zeit der Aufnahme ge-
herrscht hat, sind Zeit-Weg-Abbildungen (folgend TSP fu¨r time-space-plot genannt)
sehr hilfreich. Bei dieser Darstellung werden die Ortsdaten der Fahrzeuge (in Fahrt-
richtung) u¨ber der Zeit aufgetragen. Dies geschieht fu¨r jede Spur separat. Linien mit
geringem Anstieg bedeuten eine geringe Geschwindigkeit. Linien, die gar horizontal
sind, bedeuten Stillstand.
Abbildung 3.4 zeigt, dass Gebiete des Stillstands, also kleine Staus sehr stabil
sind. Die Geschwindigkeit, also der Anstieg der Geraden durch die sich bewegende
Staufront, mit der sich diese Staus entgegen der Fahrtrichtung bewegen, liegt bei
rund −4,7 m
s
. Dieser Wert ist eine Art Naturkonstante fu¨r die Verkehrsforschung.
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Abb. 3.5: Dargestellt ist Spur 2 aus D2. Eine spontan entstandene Verkehrs-
sto¨rung (t = 250 s, x = 400 m) bleibt stabil und bewegt sich ru¨ckwa¨rts.
100
200
300
400
500
600
240 250 260 270 280 290 300 310 320
x
[m
]
t [s]
Abb. 3.6: Dargestellt ist Spur 2 aus D2. Durch einen doppelten Spurwechsel
(dicke Linie) entsteht eine Verkehrssto¨rung.
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Es ist nicht klar, woher sie kommt, aber sie scheint weltweit zu existieren. Dies ist
interessant, wenn man nach Wegen sucht, allgemein gu¨ltige Aussagen u¨ber Verkehrs-
modelle zu treffen.
In Abbildung 3.5 kann man bei t = 220 s und x = 420 m sehen, wie sich eine
Verkehrssto¨rung bildet und dann stabil bleibt (zu Stoßwellen im Straßenverkehr siehe
[49]). Schaut man sich den Bereich der Bildung der Sto¨rung genauer an, erkennt man
in Abbildung 3.6, dass ein Fahrzeug die Spur u¨berquert hat, kurz bevor es zum Stau
kommt. Es ist also anzunehmen, dass dieser Fahrer mit seinen Spurwechseln den Stau
auslo¨ste. Verfolgt man diesen Fahrer zuru¨ck, kann man in Abbildung 3.7 erkennen,
dass er von der Auffahrtsspur (Spur 7) bis auf die High-occupancy vehicle (HOV )
lane (Spur 1) wechselt. Das sind sechs Spurwechsel in einer Minute, andere Fahrzeuge
wechseln gar nicht die Spur. Dieses Beispiel soll zwei Aspekte des Straßenverkehrs
verdeutlichen.
Zum einen sind Staus kaum direkt vorhersagbar. Damit will ich sagen, es ist nicht
klar, aus welcher Verkehrssituation sich ein Stau entwickelt. Es gibt begu¨nstigen-
de Faktoren wie eine hohe Verkehrsdichte oder einen Flaschenhals wie etwa eine
Baustelle. Der konkrete Ort und die konkrete Zeit bleiben aber unklar. Man ist ver-
sucht zu sagen, dass der Stau aus dem Nichts [56] ein purer stochastischer Prozess ist
[36, 10, 11, 12, 13]. Das obige Beispiel zeigt aber, dass zumindest dieser Stau eine Ur-
sache (den spurwechselnden Fahrer) hatte, was wiederum dazu fu¨hrt, dass man nun
jedem Stau eine Ursache zuweist und ihn als deterministisch bezeichnet (siehe dazu
[4, 3]). Die Wahrheit liegt irgendwo dazwischen. Wahrscheinlich ist es das Chaos,
das die Entstehung eines Staus wohl am besten beschreibt. Aus der Ferne betrachtet
scheint es ein Zufallsprozess zu sein. Aus der Na¨he wirkt alles deterministisch.
Zum anderen zeigt dieses Beispiel, wie stark der Verkehr durch Spurwechsel be-
einflusst wird. Spurwechsel fu¨hren zum Ausgleich der Verkehrsdichte verschiedener
Spuren. Spurwechsel werden getrieben, durch das Ziel des Fahrers. Spurwechsel wer-
den sogar aus purer Langeweile oder zur Vermeidung einer eingeschra¨nkten Sichtwei-
te (wie etwa durch einen LKW) durchgefu¨hrt. So vielfa¨ltig wie die Gru¨nde fu¨r einen
Spurwechsel sind dessen Mo¨glichkeiten der Durchfu¨hrung. Aggressive Fahrer nutzen
kleine Lu¨cken, andere warten, bis eine Lu¨cke groß genug. Einige Fahrer nutzen inten-
siv den Blinker, um mit anderen Fahrzeugen zu kommunizieren. Diese lassen dann
eventuell Platz fu¨r einen Spurwechsel. Gerade der aggressive Fahrer oben ist ein
Beispiel fu¨r einen mehrfachen Spurwechsel der wiederum anders abla¨uft als ein ein-
zelner. Diese U¨berlegungen sollen zeigen, wie vielfa¨ltig das Thema Spurwechsel ist.
Alle vier Datensa¨tze enthalten insgesamt 7258 Spurwechsel. Obwohl dies eine große
Zahl zu sein scheint, ist sie doch gering, wenn man ein Spurwechselmodell erzeugen
will. In [24] wurde dies auf sehr einfache Art und Weise versucht. Es stellte ich her-
aus, dass selbst in diesem einfachen Modell bis zu vier Parameter stecken ko¨nnen.
Dazu kommen individuelle Parameter, die das Verhalten in Bezug auf den Vorder-
mann bestimmen. Von den vorhandenen Spurwechseln mu¨ssen auch viele verworfen
werden, weil sie zu weit am Rand des beobachteten Gebietes stattfanden. Bei diesen
wu¨rden eventuelle Gru¨nde fu¨r den Spurwechsel verborgen bleiben, eine Einordnung
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wa¨re daher nicht mo¨glich.
Dies alles fu¨hrt dazu, dass in dieser Arbeit Spurwechsel nicht bearbeitet werden.
Es wird sich auf das Fahrzeug-Folge-Verhalten (zuku¨nftig FFV genannt) konzen-
triert. Dies fu¨hrt dazu, dass die HOV-Spur nicht betrachtet wird, da sich dort der
Verkehr meist ungesto¨rt fortbewegt. Dies kann man sehr scho¨n im TSP 3.8 sehen.
Der TSP von Spur 2 3.9 zeigt dagegen bereits deutliche Verkehrssto¨rungen, was fu¨r
die Theorie des Straßenverkehrs natu¨rlich lohnender zu untersuchen ist. Sowohl die
Auf- und Abfahrtsspur als auch die direkt angrenzende Spur werden ebenfalls nicht
untersucht werden. Die Abfahrtsspur (Spur 8) ist u¨berhaupt nur in D1 enthalten
und ist zu kurz, als dass man gut FFV untersuchen ko¨nnte. Die Auffahrtsspur (Spur
7) ist ebenfalls zu kurz und wird sicher zu stark vom anstehenden Spurwechsel eines
jeden Fahrzeugs gepra¨gt sein. Abbildung 3.10 zeigt den TSP von Spur 7 in D2. Auch
hier kann man trotzdem die typische Stabilita¨t von Verkehrssto¨rungen beobachten.
Spur 6 wird ebenfalls nicht weiter ausgewertet. Allerdings zeigt Abbildung 3.11 einen
interessanten Aspekt, den man beim Thema Spurwechsel beachten mu¨sste. Die Ab-
bildung zeigt zum einen, dass Fahrzeuge fu¨r andere Fahrzeuge Platz schaffen, wenn
diese die Spur wechseln wollen. Zum anderen sieht man, dass typische Strukturen
unbeeinflusst von der erho¨hten Dichte weiter existieren. Diese Spur wird also eben-
falls stark von Spur 7 und den erzwungenen Spurwechseln beeinflusst, was sie fu¨r die
geplanten Untersuchungen unbrauchbar macht. Insgesamt bleiben also die Spuren
2–5 u¨brig, die fu¨r die Untersuchung des FFV interessant sind.
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Abb. 3.7: Dargestellt ist D2. Einzelnes Fahrzeug wechselt in kurzer Zeit von
Spur 7 (links) bis auf Spur 1 (rechts).
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Abb. 3.8: Dargestellt ist Spur 1 aus D3. Auf der HOV-Spur ist der Verkehr
anna¨hernd frei von Sto¨rungen.
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Abb. 3.9: Dargestellt ist Spur 2 aus D3. Schon eine Spur neben der HOV-Spur
zeigt der Verkehr viele Sto¨rungen.
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Abb. 3.10: Spur 7 aus D3: Auch die Auffahrtsspur zeigt typische Verkehrs-
Charakteristika wie zum Beispiel sich ru¨ckwa¨rts bewegende, stabile Sto¨rungen.
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Abb. 3.11: Dargestellt ist Spur 6 aus D3. Die Spur links neben der Auffahrts-
spur zeigt das ungesto¨rte Einordnen von Fahrzeugen. Selbst Sto¨rungen pflanzen
sich ungehindert fort.
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3.2 Fundamentaldiagramm
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Abb. 3.12: Auftragung des Verkehrsflusses der Datensa¨tze D1, D2, D3 und
D4 (von links nach rechts und von oben nach unten) u¨ber der Zeit. Verwendet
wurden nur die Spuren 2–5.
In Abbildung 3.1 wurde die Dichte als ein wichtiges Element zur Beurteilung einer
Verkehrssituation erwa¨hnt. Aus Sicht der Optimierung einer Straße ist jedoch die
Anzahl der Fahrzeuge, die pro Zeit eine Strecke passieren (Fluss j) wichtiger als die
Dichte an sich. Abbildung 3.12 zeigt analog zu Abbildung 3.1 den Verlauf des Flusses
u¨ber der Zeit. Dabei ist der Fluss das Produkt aus der Dichte % und der mittleren
Geschwindigkeit der betrachteten Fahrzeuge. Es zeigt sich, dass der Fluss nicht
direkt mit der Dichte korreliert ist. Allerdings kann man den Fluss u¨ber der Dichte
auftragen und erha¨lt das Fundamentaldiagramm (siehe dazu [7, 19, 6, 35]), dass fu¨r
die beobachtete Straße charakteristisch ist. Dies ist in Abbildung 3.13 dargestellt.
Interessant ist, dass sich das Fundamentaldiagramm grob in drei Bereiche einteilen
la¨sst. Es gibt einen linearen Bereich, in dem der Fluss linear mit der Dichte ansteigt.
Hier konzentrieren sich die Datenpunkte aus D1a. Es folgt ein wolkenartiger Bereich
bei leicht erho¨hter Dichte. In diesem Bereich findet man die Datenpunkte aus D1b.
Der dritte Bereich ist ein Bereich, in dem der Fluss klar mit der Dichte abnimmt.
Es gibt keinen Grund, anzunehmen, dass der zweite und dritte Bereich ein prinzipi-
ell unterschiedliches Verhalten zeigen. Vielmehr deutet die Abbildung 3.13 an, dass
es nur zwei Bereiche gibt, in denen prinzipiell Anderes passiert. Die Lu¨cke zwischen
dem zweiten und dritten Bereich ist aufgrund der fehlenden Daten in diesem Dichte-
52
3.3 Felddaten
0
500
1000
1500
2000
2500
3000
0 50 100 150 200
j
[ h−1
]
%
[
km−1
]
Abb. 3.13: Das Fundamentaldiagramm beschreibt in u¨bersichtlicher Weise die
Charakteristik einer Straße.
bereich zu erkla¨ren. Ob es eine dritte Phase bei noch ho¨heren Dichten gibt, la¨sst sich
aus diesen Daten nicht ermitteln. Boris Kerner vertritt die Meinung, dass es genau
drei Phasen sind, die das Fundamentaldiagramm beinhaltet (siehe dazu [14, 15])
3.3 Felddaten
Anhand von TSPs wurde erla¨utert, was grundsa¨tzlich das Verhalten des Straßen-
verkehrs charakterisiert. Man konnte erkennen, dass die HOV-Spuren immer Zu¨ge
des freien Verkehrs zeigen, dass Spurwechsel sehr stark die Stabilita¨t des Verkehrs
beeinflussen und dass fu¨r Untersuchungen des FFV nur die Spuren 2–5 interessant
sind. Die Betrachtung der Dichte u¨ber der Zeit hilft dabei, die Situation auf der
Straße einzuscha¨tzen. Sehr abstrakt beschreibt das Fundamentaldiagramm die Stra-
ße und ihre Verkehrscharakteristik selbst. Es stellt die Verbindung zwischen Dichte
und Fluss her und zeigt, dass die Straßen eine Kapazita¨tsgrenze (maximaler Fluss)
haben.
Als ein na¨chster Schritt eignen sich Felddaten dafu¨r, Wechselwirkungen zu unter-
suchen. Hierfu¨r wurden aus den Datensa¨tzen alle Fahrzeugpaare analysiert, die u¨ber
mindestens eine Sekunde hintereinander fuhren. Es wurden die jeweilige Geschwin-
digkeit, der Abstand, die Geschwindigkeitsdifferenz und die jeweiligen A¨nderungen
nach einer Sekunde aufgenommen. Aus diesen Daten kann man also ermitteln, wie
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Abb. 3.14: Tendenziell gleicht ein Fahrzeug durch eine eigene Geschwindig-
keitsa¨nderung Geschwindigkeitsdifferenzen aus.
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Abb. 3.15: Bei v = 5 m
s
und ∆v = 0 m
s
existiert ein stabiler Punkt.
54
3.3 Felddaten
-15
-10
-5
0
5
10
15
0 50 100 150 200 250 300
∆
v
[m
/s
]
g [m]
Abb. 3.16: In erster Na¨herung bestimmt die Geschwindigkeitsdifferenz die
A¨nderung des Abstandes.
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Abb. 3.17: Eine Gerade trennt die Bereiche mit positiver oder negativer A¨nde-
rung der Geschwindigkeitsdifferenz.
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Abb. 3.18: Im freien Verkehr (D1a, A¨nderungen mit Faktor 3 skaliert) gibt es
nur in bestimmten Bereichen eine klare Tendenz.
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Abb. 3.19: Im dichten Verkehr (D2, D3, D4, A¨nderungen mit Faktor 3 skaliert)
kann man einen Fixpunkt bei g = 10 m und v = 5 m
s
. Hier tendiert ein Fahrer
zu keiner A¨nderung.
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sich ein Fahrzeug in Abha¨ngigkeit zu seinem Vordermann verha¨lt. Fu¨r die Aus-
wertung wurden Zellen gebildet, u¨ber die gemittelt wurde. Fu¨r eine bessere U¨ber-
sichtlichkeit wurde eine Mindestanzahl von Werten pro Zelle festgelegt. Zellen mit
weniger als 50 Datenpunkten wurden nicht in die Grafiken u¨bernommen. Die La¨nge
der Pfeile in der jeweiligen Grafik wurde teilweise mit einem Faktor multipliziert,
um besser zusammenha¨ngende Gebiete ausmachen zu ko¨nnen. Falls dies so war, ist
der Faktor in der jeweiligen Bildunterschrift vermerkt.
Abbildung 3.14 zeigt die Geschwindigkeitsdifferenz eines Fahrzeugs zum voraus
fahrenden Fahrzeug u¨ber der eigenen Geschwindigkeit an. Die Daten stammen aus
D1a. Man kann sehr gut erkennen, dass es unabha¨ngig von der eigenen Geschwin-
digkeit immer die Tendenz gibt, Geschwindigkeitsdifferenzen auszugleichen. Einzig
im Bereich großer Geschwindigkeiten gibt es einen kleinen Bereich, in dem die Ge-
schwindigkeitsdifferenzen ansteigen, auch wenn der Vordermann bereits schneller
ist. Tendenziell ist auch kaum eine Geschwindigkeitsa¨nderung auszumachen, wenn
der Vordermann die gleiche Geschwindigkeit hat wie man selbst. Wenn aber eine
Geschwindigkeitsdifferenz vorhanden ist, dann agiert der Fahrer meist selbst und
a¨ndert seine eigene Geschwindigkeit. Abbildung 3.15 zeigt den gleichen Sachverhalt
in den Datensa¨tzen D2, D3 und D4. Hier sind die Geschwindigkeiten und Geschwin-
digkeitsdifferenzen deutlich geringer. Trotzdem zeigt sich prinzipiell das gleiche Bild.
Wenn man sehr genau hinschaut, erkennt man bei v = 5 m
s
und ∆v = 0 m
s
einen
Punkt, an dem sich nichts bewegt. Links von diesem stabilen Bereich wird beschleu-
nigt, rechts davon gebremst. Der Effekt ist jedoch sehr klein.
Abbildung 3.16 zeigt die Geschwindigkeitsdifferenz u¨ber dem Abstand in D1a. Der
Abstand a¨ndert sich in guter Na¨herung mit der Geschwindigkeitsdifferenz, da diese
u¨ber eine Zeitableitung direkt in Beziehung stehen. Interessanter ist hier die A¨nde-
rung der Geschwindigkeitsdifferenz in Abha¨ngigkeit von der Position in der Grafik.
Hier scheint es eine Gerade zu geben, die eine positive von einer negativen A¨nde-
rung trennt. Diese Gerade hat einen Anstieg von etwa 0, 025 s−1 und durchquert den
Nullpunkt. In Abbildung 3.17, die den gleichen Sachverhalt fu¨r die Datensa¨tze D2,
D3 und D4 zeigt, wird dies noch deutlicher. Hier hat die Gerade allerdings einen
Anstieg von 0, 1 s−1 und eine Nullstelle bei g = 10 m. Scheinbar ist die Gerade
abha¨ngig von der Verkehrssituation.
Abbildung 3.18 zeigt die Geschwindigkeit des Fahrzeugs u¨ber seinem Abstand
zum Vordermann in D1a. Die Grafik ist recht komplex und zeigt kein klares Ver-
halten. Abbildung 3.19 zeigt die entsprechenden Daten fu¨r D1, D2 und D3. Hier
kann man zwei Geraden ausmachen. Eine Gerade trennt positive von negativen Ge-
schwindigkeitsa¨nderungen, die andere trennt die Grafik entsprechend der A¨nderung
des Abstandes. Beide Geraden haben einen Schnittpunkt bei g = 10 m und v = 5 m
s
.
In diesem Punkt a¨ndert sich der Zustand eines Fahrzeugs also im Schnitt nicht. Es
liegt ein Fixpunkt vor, der sich in den Abbildungen 3.19, 3.17 und 3.15 zeigt.
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3.4 Wahrscheinlichkeitsdichte u¨ber Abstand und
Geschwindigkeit
Ausgangspunkt der folgenden Betrachtung sind Darstellungen der Absta¨nde eines
jeden Fahrzeugs zu seinem jeweiligen Vordermann u¨ber seiner jeweiligen Geschwin-
digkeit. Der Abstand gi ist hierbei die Strecke zwischen der hinteren Stoßstange des
Vordermannes (Position xi+1, La¨nge li+1) und der vorderen Stoßstange des Hinter-
mannes (Position xi).
gi = xi+1 − li+1 − xi (3.1)
In spa¨teren Betrachtungen wird es um punktfo¨rmige Fahrzeuge gehen. Dabei ko¨nnen
gi und ∆xi = xi+1−xi als synonym angesehen werden. Im Fall der Datenauswertung
ist die Unterscheidung der beiden Gro¨ßen jedoch sehr wichtig. In diesem Abschnitt
werden nur die Datensa¨tze D1a und D2, D3 und D4 gemeinsam ausgewertet. In
den Abbildungen 3.20 (D1a) und 3.21 (D2, D3 und D4) ist jeder hundertste Punkt
zu sehen. Der Grund, warum nicht alle Punkte dargestellt sind, ist die Gro¨ße der
entstehenden Grafikdatei. Aus bereits genannten Gru¨nden sind nur die Spuren 2 bis
5 dargestellt.
Deutlich zu sehen sind regelma¨ßige Streifen in Abbildung 3.21 bei Vielfachen von
umgerechnet 5 ft
s
(1 ft = 0,3048 m). Diese Streifen haben ihren Ursprung in den Po-
sitionsdaten der Datensa¨tze. Wenn man sich die Verteilung der gemessenen Werte
anschaut, sieht man, dass sich bei Vielfachen von 0,5 ft die Messwerte ha¨ufen. Die
Vermutung liegt nahe, dass die urspru¨ngliche Messung nur auf 0,5 ft genau war und
spa¨ter die Werte mit einem Gla¨ttungsalgorithmus bearbeitet wurden. Dies fu¨hrte
zu einer gewissen aber nicht kompletten Auswaschung in der Ha¨ufigkeit. Das Zei-
tintervall von 0,1 s fu¨hrt zu einer Geschwindigkeit von 5 ft
s
oder Vielfachen davon.
Auf diese Weise lassen sich also die Ha¨ufungen in den Geschwindigkeitsverteilun-
gen auf ein grobes Raster in der Orts- und ein feines Raster in der Zeitbestimmung
zuru¨ck fu¨hren. Ich selbst habe die Daten, wie in [24] beschrieben, fu¨r alle weiteren
Auswertungen gegla¨ttet. Die beschriebenen Streifen finden sich aber auch in den
Originaldaten wieder. Leider fehlt eine detaillierte Beschreibung der Rohdatenauf-
bereitung des NGSIM-Projektes, weshalb es bei der Erkla¨rung bleiben muss.
Eine direkte Abha¨ngigkeit der Form v(g) zu finden, ist nicht sinnvoll. Eine sto-
chastische Verteilung zu finden, ist besser geeignet, um die Verteilung der Punkte
zu charakterisieren.
Die Abbildungen 3.22 und 3.23 zeigen die jeweiligen 2-dimensionalen Verteilungs-
funktionen
p(v, g) (3.2)
mit der Normierung ∫∫
p(v, g)dvdg = 1 (3.3)
die aus den Daten ermittelt wurden. Hierbei wurde bei Abbildung 3.23 darauf ge-
achtet, dass die besagten Streifen immer jeweils innerhalb eines Intervalls liegen.
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Abb. 3.20: Darstellung der Geschwindigkeit eines Fahrzeugs u¨ber dem Ab-
stand zum Vordermann in D1a.
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Abb. 3.21: Darstellung der Geschwindigkeit eines Fahrzeugs u¨ber dem Ab-
stand zum Vordermann in D2, D3 und D4.
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Abb. 3.22: Verteilung der Datenpunkte aus Abbildung 3.20.
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Abb. 3.23: Verteilung der Datenpunkte aus Abbildung 3.21.
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Das heißt, in jedem Intervall ist genau ein Streifen enthalten. Die Integration u¨ber
eine Variable liefert die jeweilige 1-dimensionale Verteilungsfunktion der anderen
Variable
p(v) =
∫
p(v, g)dg (3.4)
p(g) =
∫
p(v, g)dv (3.5)
Die Werte fu¨r p(v, g) liegen gerastert mit festem Raster (∆v = 1,524 m
s
und 2,5 m ≤
∆g ≤ 10 m) vor:
p(vi, gj) (3.6)
Das fu¨hrt zu folgender Normierung:∑
i
∑
j
p(vi, gj)∆v∆g = 1 (3.7)
Analog kann man auch die 1-dimensionalen Verteilungen ermitteln:
p(vi) =
∑
j
p(vi, gj)∆g (3.8)
= ∆g
∑
j
p(vi, gj) (3.9)
p(gj) =
∑
i
p(vi, gj)∆v (3.10)
= ∆v
∑
i
p(vi, gj) (3.11)
Multipliziert man die 1-dimensionalen Verteilungen mit dem jeweiligen Intervall ∆v
oder ∆g, erha¨lt man als Ergebnis die Normierung bzw. den Anteil an Wahrschein-
lichkeit fu¨r diesen Streifen der Ebene.
Nvi = p(vi)∆v (3.12)
Ngj = p(gj)∆g (3.13)
Mit diesen Angaben ist es nun mo¨glich, die Geschwindigkeitsverteilung fu¨r einen
bestimmten Abstand zu untersuchen. Es soll zuna¨chst eine Maxwell-Boltzmann-
Verteilung p′MB(v) an die Geschwindigkeitsverteilung angepasst werden.
p′MB(v) =
√
2
pi
(
m
kBT
)3/2
v2 exp
(
− mv
2
2kBT
)
(3.14)
Der Einfachheit halber ko¨nnen hier einige Konstanten zusammen gefasst werden:
a =
√
kBT
m
(3.15)
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Abb. 3.24: Parameter a im freien (links) und dichten (rechts) Verkehr. Der
Parameter kann als Temperatur interpretiert werden.
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Abb. 3.25: Darstellung der Mindestgeschwindigkeit im freien (links) und dich-
ten (rechts) Verkehr.
Damit ergibt sich die Beziehung:
p′MB(v) =
√
2
pi
1
a3
v2 exp
(
− v
2
2a2
)
(3.16)
Die Ergebnisse bei diesem Fit sind nicht zufriedenstellend. Deshalb wurde die Max-
well-Boltzmann-Verteilung angepasst. Es wurde ein zweiter Parameter v0 eingefu¨hrt,
der eine Verschiebung der Verteilung entlang der Geschwindigkeits-Achse darstellt.
Dies ist als eine Art Grundgeschwindigkeit in Abha¨ngigkeit vom Abstand zu verste-
hen. Die Verteilungsfunktion ist bei Werten kleiner als v0 identisch 0, bei gro¨ßeren
Werten entspricht es einer verschobenen Maxwell-Boltzmann-Verteilung.
pMB(v) =
{
0 v < v0√
2
pi
1
a3
(v − v0)2 exp
(
− (v−v0)2
2a2
)
sonst
(3.17)
Hiermit ergibt sich also eine Geschwindigkeitsverteilung bei einem bestimmten Ab-
stand. Typische Beispiele sind in Abbildung 3.26 dargestellt.
Fu¨r jeden Abstand gj ko¨nnen Fitparameter aj und v0,j ermittelt werden. Das heißt,
es entstehen Wertepaare [gj, aj] bzw. [gj, v0,j]. In den Abbildungen 3.24 und 3.25 sind
diese Wertepaare zusammen mit Fitpolynomen vierter Ordnung dargestellt.
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Abb. 3.26: Darstellung der Geschwindigkeitsverteilungsfunktion bei einem
bestimmten Abstand g (links: freier Verkehr, g = 35 m, rechts: dichter Verkehr,
g = 8,75 m).
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Abb. 3.27: Darstellung der Verteilungsfunktion des Abstandes im freien (links)
und dichten Verkehr (rechts).
Wenn man sich anschaut, wie a eingefu¨hrt wurde, kann man eine Verkehrstempe-
ratur TT definieren:
a =
√
kBT
m
(3.18)
TT = a
2 (3.19)
Damit ließe sich eine Formel aufstellen, die die Abha¨ngigkeit zwischen der Verkehrs-
temperatur und dem Abstand der Fahrzeuge beschreibt.
Das Ziel war es, die 2-dimensionale Dichteverteilung zu fitten. Hierfu¨r beno¨tigen
wir noch die Wichtung der Geschwindigkeitsverteilungen. Die Fitfunktion ist jeweils
eine Log-Normalverteilung:
p(g) =
1
σ
√
2pi
1
g
exp
(
−1
2
(
ln g − µ
σ
)2)
(3.20)
An dieser Stelle sollte man darauf hinweisen, dass g natu¨rlich die Einheit m hat. Die
Wahrscheinlichkeitsdichte p(g) hat damit die Einheit m−1. Der erste Fitparameter
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Abb. 3.28: Darstellung der Abweichung der Verteilungsfunktion (3.22) von
der Verteilung in Abbildung 3.22.
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Abb. 3.29: Darstellung der Abweichung der Verteilungsfunktion (3.22) von
der Verteilung in Abbildung 3.23.
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σ ist damit einheitenlos. Wenn von ln g die Rede ist, ist g als dimensionslose Zahl
gemeint. Dadurch wird auch der zweite Fitparameter µ einheitenlos.
Die Ergebnisse sind in den Abbildung 3.27 dargestellt. Damit sind alle Werte
bestimmt, die no¨tig sind, um die Verteilungsfunktion
p(v, g) = p(g)pMB(v) (3.21)
p(v, g) =
{
0 v < v0(g)
1
σpi
(v−v0(g))2
a3(g)g
exp
(
− (v−v0(g))2
2a2(g)
− (ln g−µ)2
2σ2
)
sonst
(3.22)
a(g) = a4g
4 + a3g
3 + a2g
2 + a1g + a0 (3.23)
v0(g) = v0,4g
4 + v0,3g
3 + v0,2g
2 + v0,1g + v0,0 (3.24)
zu fitten.
Die Abbildungen 3.28 und 3.29 zeigen die Differenz zum jeweiligen Fit der Ver-
teilungsfunktion.
Die Verteilungsfunktionen selbst sind nicht unbedingt interessant fu¨r die Auswer-
tung. Interessant ist die Entwicklung der Parameter a und v0 mit dem Abstand.
Abbildung 3.24 zeigt, dass a, also in dieser Betrachtung die Temperatur, im freien
Verkehr kaum eine Dichte-Abha¨ngigkeit zeigt. Im dichten Verkehr ist die Abha¨ngig-
keit anna¨hernd linear. Dies kann verschiedene Gru¨nde haben. Untersuchungen der
Hirnaktivita¨t (siehe [34]) belegen, dass es beim Fu¨hren eines Fahrzeugs dazu kom-
men kann, dass sich das Gehirn in einen sehr unaufmerksamen Zustand befindet.
Reaktionen finden auf einer unterbewussten Ebene statt. Vor allem bei vertrauten
Strecken kommt es zu diesem Pha¨nomen. Man ko¨nnte von einem entspannten Fah-
rer sprechen, den man im freien Verkehr trifft. Im dichten Verkehr kann es sich das
Gehirn nicht leisten, nur unterbewusst du reagieren. Ein Fahrer reagiert dann sehr
stark auf den Verkehr um ihn herum. Man ko¨nnte in diesem Fall von einem ange-
spannten Fahrer sprechen. Eine andere Ursache ko¨nnte sein, dass es Fahrer im freien
Verkehr nicht fu¨r no¨tig halten, auf den Vordermann zu reagieren, da ein Spurwechsel
jederzeit mo¨glich ist. Speziell auf amerikanischen Straßen ist das U¨berholen auf der
rechten Seite erlaubt.
Bei der Mindestgeschwindigkeit v0 (3.25) ist die prinzipielle Abha¨ngigkeit a¨hnlich.
Es gibt einen linearen Bereich bei hohen Dichten und einen konstanten Bereich bei
geringen Dichten. Allerdings sind die Abha¨ngigkeiten verschoben und stark skaliert.
Eine Interpretation ist schwierig und wu¨rde zu Spekulationen fu¨hren.
Die Parameter der in den Abbildungen 3.26, 3.24, 3.25 und 3.27 dargestellten
Funktionen sind in Kapitel A auf Seite 122 zu finden.
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Abb. 3.30: Darstellung der Geschwindigkeitsdifferenz u¨ber dem Abstand eines
Fahrzeugs zum Vordermann in D1a.
-10
-5
0
5
10
0 10 20 30 40 50
∆
v
[m
/s
]
g [m]
Abb. 3.31: Darstellung der Geschwindigkeitsdifferenz u¨ber dem Abstand eines
Fahrzeugs zum Vordermann in D2, D3 und D4.
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Abb. 3.32: Verteilung der Datenpunkte aus Abbildung 3.30.
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Abb. 3.33: Verteilung der Datenpunkte aus Abbildung 3.31.
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3.5 Wahrscheinlichkeitsdichte u¨ber Abstand und
Geschwindigkeitsdifferenz
Wie bereits in Abschnitt 3.3 erwa¨hnt spielt die Geschwindigkeitsdifferenz eine wich-
tige Gro¨ße im Verkehr. Auf deutschen Autobahnen werden teilweise Geschwindig-
keiten jenseits der 200 km
h
gefahren. Trotzdem ist die Zahl der Unfa¨lle in Bezug auf
den Verkehrsdurchsatz recht gering (siehe [44]). Denn obwohl die Geschwindigkeiten
recht hoch sein ko¨nnen, entstehen Unfa¨lle vorrangig durch hohe Geschwindigkeits-
differenzen. Aus diesem Grund werden hier diese in Abha¨ngigkeit vom Abstand
untersucht.
Die Abbildungen 3.30 und 3.31 zeigen die Originaldaten, wa¨hrend die Abbildun-
gen 3.32 und 3.33 die Verteilungsfunktionen dazu zeigen. Die Herangehensweise ist
die gleiche wie im Abschnitt 3.4. Fu¨r den Fit der Verteilung der Geschwindigkeits-
differenzen bei bestimmten Absta¨nden wurde allerdings die Funktion
pMB(∆v) =
√
1
2pi
1
a
exp
(
−(∆v −∆v0)
2
2a2
)
(3.25)
verwendet. Beispiele dafu¨r zeigt Abbildung 3.36. Dabei sind die Fitparameter a und
∆v0, deren Abha¨ngigkeit von g wieder durch jeweils ein Polynom vierter Ordnung
gefittet werden (a: Abbildung 3.34; ∆v0: Abbildung 3.35).
Damit kann nun eine Fitfunktion
p(v, g) = p(g)pMB(∆v) (3.26)
p(v, g) =
1
2σpi
1
a(g)g
exp
(
−(v − v0(g))
2
2a2(g)
− (ln g − µ)
2
2σ2
)
(3.27)
a(g) = a4g
4 + a3g
3 + a2g
2 + a1g + a0 (3.28)
∆v0(g) = ∆v0,4g
4 + ∆v0,3g
3 + ∆v0,2g
2 + ∆v0,1g + ∆v0,0 (3.29)
fu¨r die Verteilungen bestimmt werden, deren Differenzen zu den Verteilungen in den
Abbildungen 3.37 und 3.38 dargestellt sind.
Die Abha¨ngigkeit des Parameters a ist in diesem Fall nicht so eindeutig unter-
schiedlich, wie im Fall zuvor. Sie ist in beiden Fa¨llen anna¨hernd linear und nur
leicht verschoben und skaliert.
Einen deutlicheren Unterschied zeigt jedoch die Abha¨ngigkeit der mittleren Ge-
schwindigkeitsdifferenz. Sie als spiegelbildlich zu bezeichnen wa¨re u¨bertrieben. Im
dichten Verkehr zeigt sie eine nur geringe Abweichung, wenn man sie mit ihrer Brei-
te in Abbildung 3.36 vergleicht. Sie scheint aber im freien Verkehr eine Tendenz zu
besitzen. Bei großen Absta¨nden tendieren die Fahrer dazu, schneller als das voraus
fahrende Fahrzeug zu sein. Dies liegt sicher am Wunsch eines Fahrers, die erlaubte
Ho¨chstgeschwindigkeit auszunutzen.
Die Parameter der in den Abbildungen 3.36, 3.34 und 3.35 dargestellten Funktio-
nen sind in Kapitel A auf Seite 122 zu finden.
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Abb. 3.34: Der prinzipielle Verlauf des Parameters a im freien (links) und
dichten (rechts) Verkehr ist a¨hnlich.
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Abb. 3.35: Die mittlere Geschwindigkeitsdifferenz ∆v0 ist im freien Verkehr
(links) stark abstandsabha¨ngig. Im dichten Verkehr (rechts) ist sie verglichen
mit ihrer Breite (siehe Abbildung 3.36) verschwindend gering.
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Abb. 3.36: Die Geschwindigkeitsverteilungsfunktion bei einem bestimmten
Abstand g kann mit einer eindimensionalen, verschobenen Maxwell-Boltzmann-
Verteilung gefittet werden (links: freier Verkehr, g = 35 m, rechts: dichter Ver-
kehr, g = 8,75 m).
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Abb. 3.37: Darstellung der Abweichung der Verteilungsfunktion (3.27) von
der Verteilung in Abbildung 3.32.
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Abb. 3.38: Darstellung der Abweichung der Verteilungsfunktion (3.27) von
der Verteilung in Abbildung 3.33.
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In einem physikalischen Vielteilchensystem definiert man bei einer mikroskopischen
Betrachtung die Wechselwirkungen der Teilchen miteinander und gegebenenfalls mit
einer Umgebung. Die Wechselwirkung untereinander kann mit abstandsabha¨ngigen
Kra¨ften formuliert werden. Hierbei kann prinzipiell jedes Teilchen mit jedem in
Wechselwirkung stehen, was bei einem dreidimensionalen System schon bei kleinen
Teilchenzahlen recht schnell numerisch nicht mehr handhabbar ist.
Bei der Anwendung physikalischer Prinzipien auf nicht physikalische Systeme
(zum Beispiel Aktienkursentwicklung, siehe [48]) ist es jedoch oft nicht no¨tig, ei-
ne dreidimensionale Betrachtung inklusive aller Wechselwirkungen durchzufu¨hren.
Hier soll ein eindimensionales System mit periodischen Randbedingungen und der
Beschra¨nkung auf die Wechselwirkung na¨chster Nachbarn untersucht werden.
4.1 Das Modell
Wir betrachten eine Teilchenkette aus N Teilchen, die sich auf einem Ring der La¨nge
L verteilt befinden (periodische Randbedingungen). Jedem Teilchen ist eine Position
xi und eine Geschwindigkeit vi zugeordnet. Die Absta¨nde sind definiert als
∆xi = xi+1 − xi . (4.1)
4.2 Die Dynamik
Dem oben formulierten physikalischen Gedanken folgend formulieren wir als erstes
Wechselwirkungen in Form von Kra¨ften Fi,j zwischen den Teilchen i und j und
Kra¨ften Fi, die nur durch Ort und Geschwindigkeit des betrachteten Teilchens selbst
bestimmt sind. U¨ber die Newtonschen Bewegungsgleichungen ergibt sich dabei ein
2N -dimensionales Differenzialgleichungssystem.
dxi
dt
= vi (4.2)
mi
d2xi
dt2
=Fi(xi, vi) +
N∑
j=1
Fi,j(xi, vi, xj, vj) (4.3)
Zusa¨tzlich zu den Kra¨ften werden Anfangsbedingungen xi(t = 0) = xi,0 und vi(t =
0) = vi,0 fu¨r jedes Teilchen beno¨tigt, um das System vollsta¨ndig zu beschreiben. Es
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gilt 1 ≤ i ≤ N . Wie erwa¨hnt sollen nur Wechselwirkungen zwischen na¨chsten Nach-
barn betrachtet werden, wodurch sich die Gleichungen vereinfachen la¨sst. Zusa¨tzlich
sollen alle Massen identisch sein (mi = m ∀ i) und eine direkte Ortsabha¨ngigkeit
soll es nicht geben. Die allgemein formulierte Gleichung (4.3) geht dann in
m
d2xi
dt2
= FForward(xi, xi+1) + FBackward(xi−1, xi) + Fdiss(vi) (4.4)
u¨ber. Eine letzte Forderung ist die, dass die Kra¨fte zwischen den Teilchen nur von
den Absta¨nden (4.1) der Teilchen abha¨ngen.
m
dvi
dt
= FForward(∆xi) + FBackward(∆xi−1) + Fdiss(vi) (4.5)
4.2.1 Definition von Kra¨ften
Fu¨r weitere Betrachtungen des Systems ist es no¨tig, die drei Kra¨fte zu definieren. Zur
sinnvollen Definition der Kra¨fte ist es hilfreich, sich diese separat vorzustellen. Ein
Teilchen sollte allein im System (FForward(∞) = FBackward(∞) = 0) nicht zur Ruhe
kommen, es sollte auf eine maximale Geschwindigkeit vmax beschleunigt werden.
Diese Beschleunigung kann beispielsweise exponentiell erfolgen.
Fdiss(v) =
m
τD
(vmax − v) ≥ 0 (4.6)
Die anderen Kra¨fte sollten so definiert werden, dass ein Teilchen nicht schneller als
vmax werden kann, sodass die dissipative Kraft immer eine beschleunigende Kraft
ist. Der Name dissipative Kraft als eine beschleunigende Kraft ist in der Physik
unu¨blich, soll aber verwendet werden, da die Kraft nur von der Geschwindigkeit
abha¨ngig ist.
Die Kraft, die ein Teilchen durch das jeweils na¨chste Teilchen erfa¨hrt, sollte dafu¨r
sorgen, dass es mo¨glichst zu keinen Kollisionen kommt. Es sollte also prinzipiell eine
bremsende Kraft sein. Der folgende Ansatz soll verfolgt werden.
FForward(∆x) =
m
τF
(vopt(∆x)− vmax) ≤ 0 (4.7)
Die optimale Geschwindigkeit vopt(∆x) soll dafu¨r sorgen, dass die Forderung erfu¨llt
ist, dass die vorwa¨rts gerichtete Kraft immer negativ ist.
Die aufgrund des hinteren Teilchens wirkende Kraft soll gleicher Art sein, aller-
dings soll es eine beschleunigende Kraft sein.
FBackward(∆x) = −m
τB
(vopt(∆x)− vmax) ≥ 0 (4.8)
Es soll
τD ≥ 0 τF ≥ 0 τB ≥ 0
gelten.
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4.2.2 Stationa¨re Lo¨sung
Ohne die Funktion der optimalen Geschwindigkeit na¨her bestimmen zu mu¨ssen,
kann man die Geschwindigkeit der stationa¨ren Lo¨sung vst ermitteln. Wir gehen da-
von aus, dass eine homogene Verteilung vorliegt und setzen die Zeitableitung der
Geschwindigkeit gleich 0.
vst = vmax −
(
τD
τF
− τD
τB
)(
vmax − vopt
(
L
N
))
(4.9)
4.2.3 Definition der optimalen Geschwindigkeit
Prinzipiell sollte die optimale Geschwindigkeit eine Funktion sein, die gro¨ßer wird
bei gro¨ßeren Absta¨nden. Außerdem sollte sie nicht gro¨ßer werden als die maximale
Geschwindigkeit. Es soll die Funktion
vopt(∆x) = vmax
(∆x)2
D2 + (∆x)2
(4.10)
untersucht werden, die diese Voraussetzungen erfu¨llt. Sie ist nach oben durch vmax
beschra¨nkt und la¨uft horizontal in den Koordinatenursprung ein. Hier wird ein neu-
er Parameter eingefu¨hrt. Der Parameter D beschreibt die Langreichweitigkeit der
abstandsabha¨ngigen Kraft.
vopt(∆x = D) =
vmax
2
(4.11)
Ist D sehr klein, spielt diese Kraft nur in kleinen Absta¨nden eine Rolle.
4.2.4 Dimensionslose Betrachtung
Das Modell hat mittlerweile diverse Parameter und ist damit recht unu¨bersichtlich.
Man kann jedoch diverse Gro¨ßen skalieren. Dabei bleibt das prinzipielle Verhalten
des Modells identisch. Jede Geschwindigkeit soll mit vmax, jeder Ort mit D und jede
Zeit mit D/vmax skaliert werden. Das fu¨hrt zuna¨chst zu neuen skalierten Basisgro¨ßen.
v = vmaxvˆ (4.12)
x = Dxˆ (4.13)
t =
D
vmax
tˆ (4.14)
Setzt man die skalierten Gro¨ßen in die entsprechenden Gleichungen ein, ergeben sich
dimensionslose, abgeleitete Gro¨ßen.
F =
mv2max
D
Fˆ (4.15)
vopt(∆x) =vmaxvˆopt(∆xˆ) (4.16)
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Daraus ergeben sich die folgenden dimensionslosen dynamischen Gleichungen.
dxˆ
dtˆ
= vˆ (4.17)
dvˆ
dtˆ
=
1
τˆF
(vˆopt(∆xˆF)− 1)− 1
τˆB
(vˆopt(∆xˆB)− 1) + 1
τˆD
(1− vˆ) (4.18)
In den folgenden Betrachtungen sollen die folgenden Gleichungen gelten.
Fˆkons(∆xˆi,∆xˆi−1) = FˆForward(∆xˆi) + FˆBackward(∆xˆi−1) (4.19)
Fˆ (∆xˆi,∆xˆi−1, vˆi) = FˆForward(∆xˆi) + FˆBackward(∆xˆi−1) + Fˆdiss(vˆi) (4.20)
4.3 Spezialfa¨lle
Das Modell ist nun in dimensionsloser Form komplett definiert. Man kann es u¨ber
die drei Parameter τˆF, τˆB und τˆD anpassen. Hinzu kommt die Funktion der opti-
malen Geschwindigkeit. Zwei spezielle Fa¨lle sollen hier kurz untersucht werden. Sie
unterscheiden sich in der Wichtung der beiden abstandsabha¨ngigen Kra¨fte.
4.3.1 Totale Symmetrie
Im ersten Fall sollen FˆForward und FˆBackward gleichberechtigt sein, dass heißt, es soll
τˆF = τˆB(= τˆ) gelten.
dvˆi
dtˆ
=
1
τˆ
(vˆopt(∆xˆi)− vˆopt(∆xˆi−1)) + 1
τˆD
(1− vˆ) (4.21)
Die stationa¨re Lo¨sung ist eine homogene Verteilung der Fahrzeuge, die mit der ma-
ximalen Geschwindigkeit fahren.
vˆi, st = 1
∆xˆi, st =
Lˆ
N
∀i (4.22)
4.3.2 Totale Asymmetrie
Beim Fall der totalen Asymmetrie soll davon ausgegangen werden, dass τˆB gegen
unendlich strebt und damit FˆBackward verschwindet.
dvˆi
dtˆ
=
1
τˆF
(vˆopt(∆xˆi)− 1) + 1
τˆD
(1− vˆ) (4.23)
Die Geschwindigkeit im homogenen Fall la¨sst sich auch hier leicht ermitteln.
vˆst = 1− τˆD
τˆF
(
1− vˆopt
(
Lˆ
N
))
(4.24)
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Spezialisiet man das Modell weiter und setzt auch noch τˆF = τˆD(= τˆ), vereinfachen
sich die Ausdru¨cke weiter.
dvˆi
dtˆ
=
1
τˆ
(vˆopt(∆xˆi)− vˆ) (4.25)
vˆst = vˆopt
(
Lˆ
N
)
(4.26)
4.4 Dispersionsrelation (Stabilita¨tsanalyse)
In [9] wurde eine Stabilita¨tsanalyse des Modells der optimalen Geschwindigkeit (sie-
he Kapitel 5) diskutiert. An dieser Stelle soll eine Stabilita¨tsanalyse des homogenen
Systems nach Gleichung (4.9) durchgefu¨hrt werden. Die Gleichungen (4.17) und
(4.18) lassen sich zusammenfassen.
d2xˆ
dtˆ2
=
1
τˆF
(vˆopt(∆xˆF)− 1)− 1
τˆB
(vˆopt(∆xˆB)− 1) + 1
τˆD
(
1− dxˆ
dtˆ
)
(4.27)
Es soll davon ausgegangen werden, dass sich eine homogene Verteilung eingestellt
hat. Das heißt, es gilt
∆xˆF = ∆xˆB = ∆xˆst =
Lˆ
N
. (4.28)
Zusa¨tzlich sollen sich die Geschwindigkeiten nicht a¨ndern. Wir nehmen kleine Sto¨-
rungen δxˆn des Ortes an und differenzieren zweimal nach der Zeit.
xˆn = vˆsttˆ+ n∆xˆst + δxˆn + xˆ0 (4.29)
dxˆn
dtˆ
= vˆst +
dδxˆn
dtˆ
(4.30)
d2xˆn
dtˆ2
=
d2δxˆn
dtˆ2
(4.31)
Dies kann in Gleichung (4.27) eingesetzt werden.
d2δxˆn
dtˆ2
=
1
τˆF
(vˆopt(∆xˆn)− 1)− 1
τˆB
(vˆopt(∆xˆn−1)− 1) + 1
τˆD
(
1− vˆst − dδxˆn
dtˆ
)
(4.32)
Da wir von kleinen Sto¨rungen um die Ruhelage ausgehen, wird sich auch der Abstand
a¨ndern.
∆xˆn = xˆn+1 − xˆn = ∆xˆst + δxˆn+1 − δxˆn (4.33)
∆xˆn−1 = xˆn − xˆn−1 = ∆xˆst + δxˆn − δxˆn−1 (4.34)
Somit ko¨nnen wir vˆopt(∆xˆn) um ∆xˆn entwickeln.
vˆopt(∆xˆn) ≈ vˆopt(∆xˆst) + dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
(δxˆn+1 − δxˆn) (4.35)
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Dies in Gleichung (4.32) eingesetzt und mit der dimensionslosen Version von Glei-
chung (4.9) vereinfacht ergibt
d2δxˆn
dtˆ2
=
1
τˆF
(δxˆn+1 − δxˆn) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆB
(δxˆn − δxˆn−1) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆD
dδxˆn
dtˆ
(4.36)
Aufgrund der periodischen Randbedingungen kann eine Wellengleichung
δxˆn ∝ exp(ikn∆xˆst + ztˆ) (4.37)
als Ansatz fu¨r δxˆ verwendet werden, woraus sich auch die Differenzen
δxˆn+1 − δxˆn =δxˆn (exp(ik∆xˆst)− 1) (4.38)
δxˆn − δxˆn−1 =δxˆn (1− exp(−ik∆xˆst)) (4.39)
ergeben. Setzt man diesen Ansatz in Gleichung (4.36) ein, kann man zu einer Be-
stimmungsgleichung fu¨r z kommen.
z2 =
1
τˆF
(exp(ik∆xˆst)− 1) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆB
(1− exp(−ik∆xˆst)) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆD
z
(4.40)
Mit Hilfe der Hilfsgleichung (A.44) kann die letzte Gleichung umgeformt werden.
z2 =
1
τˆF
(cos(k∆xˆst) + i sin(k∆xˆst)− 1) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆB
(1− cos(k∆xˆst) + i sin(k∆xˆst)) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆD
z
(4.41)
Der Ansatz (4.37) erlaubt es, zwei Bereiche festzulegen, in denen sich das System
unterschiedlich entwickeln wird. Wenn der Realteil von z positiv ist, werden sich die
Sto¨rungen in der Zeit versta¨rken und das System wird seinen Zustand a¨ndern. Bei
negativem Realteil werden die Sto¨rungen abgebaut und das System stabilisiert sich.
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Die Grenze ist, wenn der Realteil verschwindet. Dieser Fall soll untersucht werden.
Es kann also angenommen werden, dass z rein imagina¨r ist.
z = iγ (4.42)
Dies fu¨hrt zu einer Gleichung, mit der γ eliminiert werden kann.
−γ2 =
(
1
τˆF
+
1
τˆB
)
(cos(k∆xˆst)− 1) dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
+ i
[(
1
τˆF
− 1
τˆB
)
sin(k∆xˆst)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
− 1
τˆD
γ
] (4.43)
Sortiert man Gleichung (4.43) nach Real- und Imagina¨rteil, nutzt die Beziehungen
(A.46), (A.48) und (A.50) aus und setzt den Wellenvektor
k =
2pi
Lˆ
=
2pi
N∆xˆst
(4.44)
ein, erha¨lt man eine Beziehung zwischen τˆD und den restlichen Parametern des
Systems.
1
τˆ 2D
=
(
1
τˆF
− 1
τˆB
)2
1
τˆF
+ 1
τˆB
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
(
1 + cos
(
2pi
N
))
(4.45)
Diese Funktion ist nur die Grenzfunktion, die die instabile von der stabilen Lo¨sung
trennt. Es bleibt die Frage, ob der stabile Bereich ober- oder unterhalb dieser Funk-
tion liegt. Anstatt z als rein imagina¨r anzunehmen, soll jetzt z zusa¨tzlich einen
kleinen Realteil a beinhalten.
z = a+ iγ (4.46)
Dies wird wieder in Gleichung (4.41) eingesetzt und nach Real- und Imagina¨rteil
sortiert. Mit Hilfe der Gleichungen (A.46) und (A.48) kann man dann eine Gleichung
finden, in der γ eliminiert ist.(
1
τˆF
− 1
τˆB
)2
4 sin2
(
k∆xˆst
2
)
cos2
(
k∆xˆst
2
)(
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
)2
=(
1
τˆF
+
1
τˆB
)
2 sin2
(
k∆xˆst
2
)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
1
τˆ 2D
+
[
1
τˆ 3D
+
(
1
τˆF
+
1
τˆB
)
8 sin2
(
k∆xˆst
2
)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
1
τˆD
]
a
+
[
5
τˆ 2D
+
(
1
τˆF
+
1
τˆB
)
8 sin2
(
k∆xˆst
2
)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
]
a2
+
8
τˆD
a3
+4a4
(4.47)
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Da a als klein angesehen werden soll, ko¨nnen ho¨here Potenzen von a vernachla¨ssigt
werden. Die resultierende Gleichung la¨sst sich auf a¨hnliche Weise umstellen, wie es
fu¨r Gleichung (4.45) getan wurde.
1
τˆ 2D
=
[(
1
τˆF
− 1
τˆB
)2
4 sin2
(
k∆xˆst
2
)
cos2
(
k∆xˆst
2
)(
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
)2
−
(
1
τˆF
+
1
τˆB
)
2 sin2
(
k∆xˆst
2
)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
4a
τˆD
]
×
×
[(
1
τˆF
+
1
τˆB
)
2 sin2
(
k∆xˆst
2
)
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
+
a
τˆD
]−1
(4.48)
Wenn man a komplett vernachla¨ssigt, erha¨lt man wieder Gleichung (4.45). Wenn a
positiv, das System also instabil ist, wird der Za¨hler von Gleichung (4.48) kleiner, der
Nenner gro¨ßer. Bei negativem a ist es andersherum. Das heißt, der stabile Bereich
liegt oberhalb der Funktion (4.45), unterhalb dieser ist das System instabil.
Gleichung (4.45) gilt fu¨r beliebige Kreisla¨ngen und beliebige Teilchenzahlen. Bei
ho¨heren Teilchenzahlen vereinfacht sie sich zu einer von N unabha¨ngigen Gleichung.
1
τˆ 2D, tl
=
2
(
1
τˆF
− 1
τˆB
)2
1
τˆF
+ 1
τˆB
dvˆopt(∆xˆn)
d∆xˆn
∣∣∣∣
∆xˆn=∆xˆst
(4.49)
Im weiteren Verlauf wird der thermodynamische Grenzfall durch die Abku¨rzung tl
(thermodynamic limit) gekennzeichnet.
4.5 Energiebilanz und Energiefluss
Ausgehend von den definierten Kra¨ften lassen sich nun Energien definieren.
Multipliziert man beide Seiten von Gleichung (4.20) mit vˆ, erha¨lt man die zeitliche
Ableitung der kinetischen Energie.
dvˆ
dtˆ
vˆ = Fˆ (∆xˆ, vˆ)vˆ (4.50)
d
dtˆ
(
1
2
vˆ2
)
= Fˆ (∆xˆ, vˆ)vˆ (4.51)
dEˆkin(vˆ)
dtˆ
= Fˆ (∆xˆ, vˆ)vˆ (4.52)
Die konservative Kraft ist die negative Ortsableitung der potenziellen Energie. Aus
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dieser Beziehung la¨sst sich die potenzielle Energie ermitteln.
Fˆkons(∆xˆF,∆xˆB) =− dEˆpot(∆xˆF,∆xˆB)
dxˆ
(4.53)
FˆForward(∆xˆF) + FˆBackward(∆xˆB) =− d∆xˆF
dxˆ
dEˆpot, Forward(∆xˆF)
d∆xˆF
− d∆xˆB
dxˆ
dEˆpot, Backward(∆xˆB)
d∆xˆB
=
dEˆpot, Forward(∆xˆF)
d∆xˆF
− dEˆpot, Backward(∆xˆB)
d∆xˆB
(4.54)
Es gelte Eˆpot(∆xˆ→∞) = 0, dann ergibt sich folgendes Integral zur Berechnung der
potenziellen Energie.
Eˆpot(∆xˆF,∆xˆB) =
∫ ∆xˆF
∞
FˆForward(∆xˆ
′
F)d∆xˆ
′
F −
∫ ∆xˆB
∞
FˆBackward(∆xˆ
′
B)d∆xˆ
′
B (4.55)
Die Integrale lassen sich mir Hilfe von Gleichung (A.51) lo¨sen.
Eˆpot(∆xˆF,∆xˆB) =
1
τˆF
(pi
2
− arctan (∆xˆF)
)
+
1
τˆB
(pi
2
− arctan (∆xˆB)
)
(4.56)
Die zeitliche Ableitung der Gesamtenergie eines Teilchens
Eˆ(∆xˆF,∆xˆB, vˆ) = Eˆkin(vˆ) + Eˆpot(∆xˆF,∆xˆB) (4.57)
ist der negative Energiefluss Φˆ(∆xˆF,∆xˆB, vˆ, vˆF, vˆB) durch das Teilchen.
−Φˆ(∆xˆF,∆xˆB, vˆ, vˆF, vˆB) = d
dtˆ
(
Eˆkin(vˆ) + Eˆpot(∆xˆF,∆xˆB)
)
=Fˆkons(∆xˆ)vˆ + Fˆdiss(vˆ)vˆ +
dEˆpot, Forward(∆xˆF)
dtˆ
+
dEˆpot, Backward(∆xˆB)
dtˆ
=Fˆkons(∆xˆ)vˆ + Fˆdiss(vˆ)vˆ +
dEˆpot, Forward(∆xˆF)
d∆xˆF
(vˆF − vˆ)
+
dEˆpot, Backward(∆xˆB)
d∆xˆB
(vˆ − vˆB)
=FˆForward(∆xˆF)vˆ + FˆBackward(∆xˆB)vˆ + Fˆdiss(vˆ)vˆ
+ FˆForward(∆xˆF)(vˆF − vˆ)− FˆBackward(∆xˆB)(vˆ − vˆB)
=Fˆdiss(vˆ)vˆ + FˆForward(∆xˆF)vˆF + FˆBackward(∆xˆB)vˆB
(4.58)
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Aus den Definitionen des Flusses als negative Energiea¨nderung und der Kra¨fte als
immer positive bzw. negative Gro¨ßen ergibt sich eine Aufspaltung des Flusses in
einen negativen und einen positiven Teil.
d
dtˆ
Eˆ + Φˆin + Φˆout = 0 (4.59)
Φˆin = −Fˆdiss(vˆ)vˆ − FˆBackward(∆xˆB)vˆB ≤ 0 (4.60)
Φˆout = −FˆForward(∆xˆF)vˆF ≥ 0 (4.61)
Stellt man sich den stationa¨ren Fall vor, in dem alle Fahrzeuge die gleiche Ge-
schwindigkeit fahren und den gleichen Abstand zum Vorder- und Hintermann ha-
ben, verschwindet zwar der Gesamtenergiefluss eines jeden Fahrzeugs, allerdings
gibt es immer von 0 verschiedene Teilstro¨me, das System befindet sich also nicht im
thermodynamischen Gleichgewicht sondern in einem Fließgleichgewicht. In Analogie
zum Straßenverkehr bedeutet dies, dass ein Fahrzeug bei konstanter Geschwindigkeit
Energie verbraucht.
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In den kommenden Abschnitten soll das sehr allgemeine System (4.17) und (4.18)
nur noch im Spezialfall (4.23) der totalen Asymmetrie betrachtet werden. Zusa¨tzlich
soll τˆF = τˆD = b
−1 gelten. Dadurch vereinfachen sich die Bewegungsgleichungen zu
dvˆ
dtˆ
= b(vˆopt − vˆ) (5.1)
dxˆ
dtˆ
= vˆ (5.2)
und sollen als Modell der optimalen Geschwindigkeit (kurz OVM fu¨r Optimal V elo-
city M odel) bezeichnet werden. Das Modell stellt also eine Relaxation zur optimalen
Geschwindigkeit vopt dar. Die Relaxationskonstante ist dabei
τˆ = b−1 . (5.3)
Die dimensionslose Version von Gleichung (4.10) ist
vˆopt(∆xˆ) =
(∆xˆ)2
1 + (∆xˆ)2
. (5.4)
Gleichung (5.4) ist in Abbildung 5.1 dargestellt. Sugiyama behandelte in [1] eine
a¨hnliche Funktion.
Aus diesen Definitionen ergeben sich andere Gro¨ßen, die an dieser Stelle aufgelistet
werden sollen.
Fˆdiss(vˆ) = b(1− vˆ) ≥ 0 (5.5)
Fˆkons(∆xˆ) = b (vˆopt(∆xˆ)− 1) ≤ 0 (5.6)
vˆst = vˆopt
(
Lˆ
N
)
(5.7)
b(∆xˆst) =
2∆xˆst
[1 + (∆xˆst)2]
2
(
1 + cos
(
2pi
N
))
(5.8)
btl(∆xˆst) =
4∆xˆst
[1 + (∆xˆst)2]
2 (5.9)
Eˆpot(∆xˆF) = b
(pi
2
− arctan (∆xˆF)
)
(5.10)
Φˆin = −Fˆdiss(vˆ)vˆ ≤ 0 (5.11)
Φˆout = −Fˆkons(∆xˆF)vˆF ≥ 0 (5.12)
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Abb. 5.1: Dargestellt ist die optimale Geschwindigkeit u¨ber dem Abstand
zum Vordermann nach Gleichung (5.4). Zusa¨tzlich ist der Fall markiert, wenn die
Geschwindigkeit die Ha¨lfte der maximalen Geschwindigkeit betra¨gt (gestrichelte
Linie).
Die Funktion btl(∆xˆst) selbst wird im weiteren Verlauf der Arbeit Spinodale genannt.
Dagegen ist b nur der Parameter, der das komplette System bestimmt.
Das OVM beschreibt nur die Wechselwirkung zweier Fahrzeuge bzw. Teilchen. Im
folgenden Text sollen die Begriffe Fahrzeug und Teilchen als synonym gelten. Als
Vielteilchensystem soll jetzt ein Kreis der La¨nge Lˆ angenommen werden. Auf dem
Kreis sollen sich N Fahrzeuge entsprechend des OVM bewegen. Eine Aufgabe wird
sein, die Spinodale na¨her zu untersuchen.
An dieser Stelle sollen einheitliche Bezeichnungen eingefu¨hrt werden. Aus der
La¨nge der Strecke Lˆ und der Fahrzeugzahl N ergibt sich die Gesamtdichte
%ˆ =
N
Lˆ
(5.13)
des Systems. Die reziproke Dichte ist der mittlere Abstand, der mit
∆xˆ =
Lˆ
N
(5.14)
bezeichnet wird. Im Allgemeinen sollen u¨ber das System gemittelte Gro¨ßen keinen
Index erhalten. Gro¨ßen, die sich auf ein einzelnes Fahrzeug beziehen, erhalten einen
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Index i, der einen Wert zwischen 1 und N annehmen kann.
vˆ =
1
N
N∑
i=1
vˆi (5.15)
Eˆ =
1
N
N∑
i=1
Eˆi (5.16)
Eˆkin =
1
N
N∑
i=1
Eˆkin, i (5.17)
Eˆpot =
1
N
N∑
i=1
Eˆpot, i (5.18)
Φˆ =
1
N
N∑
i=1
Φˆi (5.19)
Φˆin =
1
N
N∑
i=1
Φˆin, i (5.20)
Φˆout =
1
N
N∑
i=1
Φˆout, i (5.21)
Insgesamt ist das System also u¨ber den Parameter b definiert, der das OVM spezi-
fiziert. Hinzu kommen die Systemgro¨ßen Lˆ und N . Bei großen Systemen sollte sich
dies auf b und die Dichte %ˆ (bzw. den mittleren Abstand ∆xˆ) reduzieren.
5.1 Spezialfa¨lle des Modells
Bevor das System im thermodynamischen Grenzfall betrachtet wird, sollen einige
Sonderfa¨lle des Systems betrachtet werden.
5.1.1 Ein Fahrzeug im Kreis
Auf dem Ring befindet sich nur ein Fahrzeug. Da es sich trotzdem um einen Kreis
handelt, sieht sich das Fahrzeug selbst und hat somit einen konstanten Abstand
von ∆xˆ = Lˆ. Die daraus resultierende bremsende Kraft Fˆkons(∆xˆ) ist somit eben-
falls konstant. Die beschleunigende Kraft Fˆdiss(vˆ) ist geschwindigkeitsabha¨ngig. Das
Fahrzeug startet zum Zeitpunkt tˆ = 0 aus dem Stand. Die resultierende Differenzi-
algleichung
dvˆ(tˆ)
dtˆ
= b
(
Lˆ2
1 + Lˆ2
− vˆ(tˆ)
)
(5.22)
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ist lo¨sbar und ergibt
vˆ(tˆ) =
Lˆ2
1 + Lˆ2
(
1− exp(−btˆ)) . (5.23)
Mit der ermittelten Geschwindigkeit vˆ(tˆ), der Kreisla¨nge Lˆ und dem Parameter b
lassen sich nun alle Gro¨ßen berechnen.
Der Zustrom Φˆin ist eine quadratische Funktion der Geschwindigkeit. Diese hat
ein Minimum bei vˆ = 0,5. Wenn also die optimale Geschwindigkeit vˆopt(∆xˆ) gro¨ßer
als 0,5 ist, wird der Zustrom ein Minimum haben, andernfalls nicht. Fu¨r den Kreis
bedeutet das eine kritische La¨nge von Lˆ = ∆xˆ = 1.
5.1.2 Ein Fahrzeug und eine Mauer
Ein Fahrzeug startet aus dem Stand in einem gewissen Abstand von einer Mauer.
Das Auto wird beschleunigen, bis die abstoßenden Kra¨fte der Mauer zu groß sind
und es anfa¨ngt, langsamer zu werden. Abha¨ngig vom Parametern b wird es ent-
weder in die Mauer fahren oder davor zum Stehen kommen. Dieser Fall ist leider
nicht analytisch lo¨sbar, allerdings lassen sich prinzipielle Aussagen treffen. Wie zu-
vor bereits erwa¨hnt sollte der Energiezustrom ein Extremum haben, wenn es die
halbe Maximalgeschwindigkeit u¨berschreitet. Dies kann zwei mal passieren. Außer-
dem wird die Funktion in der Zeit ein Extremum haben, wenn die Geschwindigkeit
ihr Maximum durchschreitet. Der Energieabfluss wird in diesem Fall gleich 0 sein,
da die Geschwindigkeit der Mauer gleich 0 ist. Die Gesamtenergie im System steigt
also stetig an. Man kann den Energieendbetrag bestimmen, wenn man annimmt,
dass das Fahrzeug unmittelbar vor der Mauer zum Stehen kommt. Dann hat sie den
Wert
Eˆ(∆xˆ = 0) =
pi
2
b (5.24)
und ist nur noch von b abha¨ngig.
5.1.3 Unfallfreiheit bei zwei Fahrzeugen
Eine Verallgemeinerung des vorherigen Falls einer Mauer ist ein zweites Fahrzeug
mit konstanter Geschwindigkeit vˆ0. Das betrachtete Fahrzeug startet aus dem Stand
in sehr großer Entfernung vom zweiten Fahrzeug.
Abha¨ngig vom gewa¨hlten Parameter b kommt es anschließend zu einem Auffahr-
unfall oder nicht. Der Grenzwert zwischen unfallfreiem und unfallerzeugendem Mo-
dell soll als bkoll bezeichnet werden. Fu¨r ein still stehendes Fu¨hrungsfahrzeug wurde
bkoll = 1,1717 ermittelt. Fu¨r ho¨here Werte ist das Modell unfallfrei, bei kleineren
Werten werden Unfa¨lle produziert. Dieser Wert stellt die oberste Grenze fu¨r bkoll
dar. Wenn sich das vordere Fahrzeug mit konstanter Geschwindigkeit vˆ0 bewegt,
sollten kleinere bkoll-Werte mo¨glich sein. Die Abbildung 5.2 zeigt die Abha¨ngigkeit
zwischen bkoll und vˆ0.
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Abb. 5.2: Dargestellt ist der kritische Parameter bkoll u¨ber der Geschwindigkeit
des voraus fahrenden Fahrzeugs.
5.1.4 Der thermodynamische Grenzfall
Ein weiterer Spezialfall ist der, wenn die Fahrzeugzahl N sehr groß wird, parallel
aber die Dichte gegen eine Konstante wie in Gleichung (5.13) strebt. Dann soll vom
thermodynamischen Grenzfall gesprochen werden. Dieser Fall macht es jedoch no¨tig,
einige Vorbetrachtungen zu treffen. Dies werden Untersuchungen von einem System
mit N = 60 Fahrzeugen sein.
5.2 Das Modell mit 60 Fahrzeugen
Bisher wurde das homogene System betrachtet und es konnte ermittelt werden,
wann dieses homogene System instabil wird. Es ist jedoch nicht klar, wie sich das
System dann entwickelt. Um dies heraus zu finden, wurde ein Programm ovm.exe
geschrieben, was das gekoppelte Differenzialgleichungssystem (4.17) und (4.18) lo¨st.
Na¨here Erla¨uterungen zu ovm.exe sind im Kapitel A auf Seite 124 zu finden.
Die Fahrzeugzahl wurde auf N = 60 Fahrzeuge festgelegt. In den Rechnungen
wurde dann die mittlere Dichte und der Parameter b variiert.
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Abb. 5.3: Dargestellt ist die Spinodale b(∆xˆ) nach Gleichung (5.8) bei N =
60 (Linie). Oberhalb der Funktion ist das homogene System stabil. Unterhalb
ist es instabil. Die Kreuze stellen Ergebnisse von Rechnungen dar. Die Kreise
sind Rechenergebnisse fu¨r die Binodale, die gestrichelte Linie ist ein kubischer
Spline durch diese Punkte. Unterhalb der gepunkteten Linie kommt es beim
inhomogenen System zu negativen Absta¨nden, also zu Unfa¨llen.
5.2.1 Langzeitlo¨sungen
Bei allen Rechnungen wurde zuna¨chst eine homogene Anfangssituation gewa¨hlt. Das
heißt, alle Fahrzeuge haben zuna¨chst den gleichen Abstand zum na¨chsten Fahrzeug.
Zusa¨tzlich starten alle Fahrzeuge aus dem Stand. Dieses System wu¨rde jedoch in
der folgenden deterministischen Rechnung keine Entwicklung vollziehen, weshalb
ein einzelnes Fahrzeug leicht verru¨ckt startet. Die Dichte des Systems wird variiert,
indem die Kreisla¨nge Lˆ vera¨ndert wird. Das Ende einer jeden Rechnung ist durch
eine stabile Endsituation definiert.
Es zeigt sich, dass sich zwei Situationen in der Langzeitlo¨sung stabilisieren. Zum
einen ist dies eine homogene Lo¨sung mit a¨quidistanter Fahrzeugverteilung und einer
konstanten Geschwindigkeit. Diese Geschwindigkeit ist die optimale Geschwindig-
keit bei der globalen Dichte. Zum anderen kann sich eine Lo¨sung stabilisieren, bei
der es eine dichte und eine du¨nne Phase gibt (folgend Clusterlo¨sung genannt). Wenn
man immer von der besagten homogenen Anfangssituation startet, stabilisiert sich
dichteabha¨ngig die eine oder andere Situation. Die durch eine Stabilita¨tsanalyse ge-
fundene Funktion (5.8) (bzw. na¨herungsweise auch (5.9)) trennt dabei die beiden
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Abb. 5.4: Dargestellt ist der Grenzzyklus bei N = 60 Fahrzeugen, einer Ge-
samtla¨nge von lˆ = 40 und dem Parameter b = 1,0 (links) sowie die Geschwindig-
keit eines Fahrzeugs u¨ber der Zeit, wobei die Zeit willku¨rlich bei tˆ = 0 beginnt
(rechts).
Bereiche voneinander ab. Weiterfu¨hrende Informationen zum Verkehrszusammen-
bruch sind in [20, 21, 22, 25, 39, 40] zu finden.
Dem Programm kann man auch eine andere Anfangssituation vorgeben. Beispiels-
weise wurde eine Clusterlo¨sung als Anfangssituation vorgegeben. Anschließend hat
das Programm nach und nach die La¨nge der Strecke vergro¨ßert oder verkleinert,
dabei aber die Fahrzeugzahl konstant gelassen. Zwischen jeder A¨nderung der Stre-
ckenla¨nge hatte das System Zeit, eine stabile Situation zu finden. Es zeigt sich, dass
sich so stabile Clusterlo¨sungen finden lassen, die außerhalb des durch Gleichung (5.8)
definierten Bereiches liegen. Ab einer gewissen La¨nge stabilisiert sich nur noch die
homogene Lo¨sung. Die Grenzfunktion zwischen dem rein homogenen Bereich und
dem metastabilen Bereich soll Binodale genannt werden.
Die Rechenergebnisse sind inklusive der theoretischen Ergebnisse in Abbildung
5.3 dargestellt. Eine Verfeinerung dieser Darstellung wird folgen, wenn es darum
geht, deutlich ho¨here Fahrzeugzahlen zu betrachten. Warum die Spinodale auch im
Bereich fortgesetzt wurde, wo es eigentlich zu Unfa¨llen kommt, wird an dieser Stelle
gekla¨rt.
5.2.2 Der Grenzzyklus
Bevor gro¨ßere Fahrzeugzahlen untersucht werden, ist es no¨tig, sich die Clusterlo¨sung
genauer anzusehen. Abbildung 5.4 zeigt links den Phasenraum eines Fahrzeugs. Das
Fahrzeug bewegt sich zwischen den zwei Phasen, deren Position durch den Parameter
b bestimmt ist. Dieses Verhalten nennt sich Grenzzyklus. Abbildung 5.4 zeigt rechts
wiederum, dass sich das Fahrzeug meist in einer der beiden Phasen aufha¨lt und dabei
eine konstante Geschwindigkeit ha¨lt. Die beiden Phasen sind also jeweils durch einen
konstanten Abstand ∆xˆff bzw. ∆xˆcl definiert. Die jeweilige Geschwindigkeit ist die
optimale Geschwindigkeit beim jeweiligen Abstand in der Phase.
87
5 Eine Modellbetrachtung
0,95
1
1,05
1,1
1,15
1,2
10−2 100 102 104 106 108
Eˆ
tˆ
Abb. 5.5: Dargestellt ist die mittlere Energie der Fahrzeuge u¨ber der Zeit.
5.2.3 Zeitliche Entwicklung bei 60 Fahrzeugen
Bisher wurde das System immer in der Langzeitlo¨sung betrachtet. Allerdings ist
es fu¨r das Versta¨ndnis des Systems sinnvoll, auch die zeitliche Entwicklung zu be-
trachten. Hierfu¨r ist in Abbildung 5.5 die Gesamtenergie aller Fahrzeuge u¨ber der
Zeit aufgetragen. In der logarithmischen Darstellung ist gut zu sehen, dass die Ener-
gie zu Beginn ansteigt, da die Fahrzeuge mehr oder weniger homogen verteilt be-
schleunigen. Es folgt eine Phase konstanter Energie, bevor ein großer Energiesprung
stattfindet. Es folgen kleine, in etwa gleich große Energiespru¨nge, bis das System
bei einer konstanten Energie verharrt. Jeder Sprung entspricht der Verringerung der
Clusterzahl um eins (siehe [26].
5.2.4 Grenzen bei 60 Fahrzeugen
Im Gegensatz zur Spinodalen, die analytisch bestimmt werden kann, ist die Binodale
bisher nur u¨ber numerische Rechnungen zuga¨nglich. Auch konnte bisher nicht die
Frage der Kollisionen gekla¨rt werden. Abbildung 5.3 gibt diesbezu¨glich keine Hin-
weise. In Abbildung 5.6 lassen sich aber die Grenzen bereits erahnen, die sich bei
Rechnungen mit 60 Fahrzeugen auftun. Fu¨r diese Abbildung wurde versucht, die
Dichte-Werte zu finden, ab denen sich keine Zweiphasenlo¨sung mehr stabilisieren
kann. Links ist die mittlere Energie Eˆ der Fahrzeuge u¨ber dem mittleren Abstand
abgetragen. Man kann einen linearen Verlauf der Clusterlo¨sung erkennen. Dieser
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Abb. 5.6: Links: Mittlere Energie der Fahrzeuge u¨ber dem mittleren Abstand
bei N = 60 Fahrzeugen und b = 1,0. Rechts: Fluss u¨ber der Gesamtdichte.
setzt sich jedoch nicht fort, bis die homogene Lo¨sung erreicht ist, sondern fa¨llt auf
diese herab. In der rechten Abbildung wurde der mittlere Fluss des Systems u¨ber
der Dichte aufgetragen. Auch hier kann man sehr gut den linearen Verlauf erkennen,
allerdings ist der Abfall auf die homogene Lo¨sung speziell bei hoher Dichte besser
erkennbar. Die Vermutung liegt also nahe, dass die Rechnungen fu¨r die Binodale
bei 60 Fahrzeugen nicht zuverla¨ssig sind, da sich ja gerade die Binodale aus den
Werten ergibt, wo sich homogene und Clusterlo¨sung treffen. Versuche, mit ho¨heren
Fahrzeugzahlen direkt zu rechnen, scheiterten daran, dass sich die Langzeitlo¨sung
bei der verfu¨gbaren Rechenleistung nicht einstellte. Dies liegt daran, dass die Situa-
tion, in der sich nur noch zwei Cluster im System befinden, sehr stabil ist, falls die
Cluster ra¨umlich weit voneinander entfernt sind.
Grundsa¨tzlich kann man an einem System mit 60 Fahrzeugen viel ableiten. Bei
den oben beschriebenen Anfangsbedingungen bleibt die homogene Lo¨sung entweder
nur kurz oder fu¨r alle Zeit stabil. Zerfa¨llt sie, entstehen wenige Cluster, die sich
in der Folgezeit zu gro¨ßeren Clustern verbinden, bis in der Langzeitlo¨sung nur ein
einzelner Cluster u¨brig bleibt.
5.3 Der thermodynamische Grenzfall
Im letzten Kapitel wurde gezeigt, dass sich bei einem bestimmten Parameter b zwei
charakteristische Dichten (%ff und %cl) bilden. Diese Dichten sind unabha¨ngig von der
Gesamtdichte. Es wird sich zeigen, dass die Abweichungen von den beiden Dichten
bei einem sehr großen bzw. sehr kleinen Cluster (erkennbar am Abweichen vom li-
nearen Verlauf in Abbildung 5.6) aufgrund eines Effektes der endlichen Systemgro¨ße
auftreten.
Ausgehend von der Annahme, dass die Gesamtdichte und der Parameter b die
Dichten im freien Verkehr und im Cluster definieren, werden sich immer wenige
Fahrzeuge zwischen den Phasen befinden. Diese Anzahl sollte zumindest ab einer
gewissen Systemgro¨ße konstant sein und sich somit bei steigender Gesamtfahrzeug-
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Abb. 5.7: Energie pro Fahrzeug wie in Abbildung 5.6 links, gestrichelte Linie
ist theoretische Energie nach Gleichung (5.28) (links) und (5.30) (rechts).
zahl immer weniger auf die Eigenschaften des Systems auswirken. In Abbildung
5.6 wu¨rde das Abfallen erst bei ho¨heren (Cluster) bzw. niedrigeren (freier Verkehr)
Dichten stattfinden. Im Grenzfall eines sehr großen Systems sollte kein Abfall statt-
finden und die Grenzzykluslo¨sung geht an den fu¨r die jeweilige Phase charakteristi-
schen Dichte in die homogene Phase u¨ber. Die Binodale, die ja aus diesen Werten
bestimmt wird, ist also abha¨ngig von der Systemgro¨ße. Wenn in der Folge von der
Binodalen gesprochen wird, soll der Grenzfall eines unendlich großen Systems ge-
meint sein. Das Problem, dieses System in guter Na¨herung zu charakterisieren, soll
spa¨ter gelo¨st werden.
Bei der Clusterlo¨sung kann man in erster Na¨herung davon ausgehen, dass sich
eine bestimmte Anzahl der Fahrzeuge im Cluster befindet, wa¨hrend die restlichen
Fahrzeuge dem freien Verkehr zuzuordnen sind. Sowohl im Cluster als auch im freien
Verkehr gibt es eine jeweils feste Dichte %ˆcl =
1
∆xˆcl
und %ˆff =
1
∆xˆff
. Mit der Gesamt-
dichte %ˆ = N
Lˆ
kann man damit die Anzahl der Fahrzeuge Ncl und Nff in der jeweiligen
Phase berechnen.
Ncl/ff
N
=
1
%ˆ
−∆xˆff/cl
∆xˆcl/ff −∆xˆff/cl (5.25)
Allgemein lautet die Energiegleichung fu¨r ein System aus N Teilchen wie folgt.
Eˆ =
1
N
∑
i
1
2
vˆ2i + b
(
pi
2
− 1
N
∑
i
arctan(∆xˆi)
)
(5.26)
In der jeweiligen Phase ist der Zustand stabil, das heißt, es gilt vˆ = vˆopt(∆xˆ). Somit
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ergibt sich die Energie wie folgt.
Eˆ ′th =
Nff
N
12
[
1
1 + 1
(∆xˆff)
2
]2
+ b
(pi
2
− arctan(∆xˆff)
)+
Ncl
N
12
[
1
1 + 1
(∆xˆcl)
2
]2
+ b
(pi
2
− arctan(∆xˆcl)
)
(5.27)
Eˆ ′th =
1
%ˆ
−∆xˆcl
∆xˆff −∆xˆcl
12
[
1
1 + 1
(∆xˆff)
2
]2
+ b
(pi
2
− arctan(∆xˆff)
)+
1
%ˆ
−∆xˆff
∆xˆcl −∆xˆff
12
[
1
1 + 1
(∆xˆcl)
2
]2
+ b
(pi
2
− arctan(∆xˆcl)
)
(5.28)
In Abbildung 5.7 ist diese Funktion zusa¨tzlich zu den numerischen Ergebnissen dar-
gestellt. Es la¨sst sich eine Differenz zwischen der numerisch und der analytisch ermit-
telten Energie feststellen. Dies liegt an den beiden Bereichen zwischen den Phasen
in denen sich wie gesagt eine konstante Anzahl von Fahrzeugen befindet, die sich
nicht einer Phase zuordnen lassen. Man kann jedoch eine Energie
Eˆint =
Nff
N
12
[
1
1 + 1
(∆xˆff)
2
]2
+ b
(pi
2
− arctan(∆xˆff)
)+
Ncl
N
12
[
1
1 + 1
(∆xˆcl)
2
]2
+ b
(pi
2
− arctan(∆xˆcl)
)−
1
N
N∑
i=1
Eˆi
(5.29)
definieren, die diese Energiedifferenz ausgleicht. Insgesamt ergibt sich dann der fol-
gende Ausdruck fu¨r die Energie.
Eˆth =
1
%ˆ
−∆xˆcl
∆xˆff −∆xˆcl
12
[
1
1 + 1
(∆xˆff)
2
]2
+ b
(pi
2
− arctan(∆xˆff)
)+
1
%ˆ
−∆xˆff
∆xˆcl −∆xˆff
12
[
1
1 + 1
(∆xˆcl)
2
]2
+ b
(pi
2
− arctan(∆xˆcl)
)−
Eˆint
N
(5.30)
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Da NEˆint ein konstanter Wert ist, kann der Term Eˆint bei hohen Fahrzeugzahlen
vernachla¨ssigt werden. Dies soll bei zwei Rechnungen verdeutlicht werden, deren
Ergebnisse tabellarisch dargestellt sind.
N 60 45
Lˆ 40 30
b 1,0 1,0
∆xˆ 0,667 0,667
%ˆ 1,5 1,5
∆xˆcl 0,108 0,108
∆xˆff 1,265 1,265
%ˆcl 9,251 9,251
%ˆff 0,791 0,791
Ncl 31,02 23,26
Nff 28,98 21,74
NEˆth, cl 45,39 34,04
NEˆth, ff 24,88 18,66
NEˆth 70,26 52,70
NEˆ 69,54 51,98
NEˆint 0,720 0,720
Die Ergebnisse stimmen sehr gut mit den U¨berlegungen u¨berein. Die Absta¨nde
in den Phasen sind unabha¨ngig von der Gesamtdichte, die Energiedifferenz NEˆint
ebenso.
Der Wert fu¨r die Energiedifferenz NEˆint entspricht dem Wert der Energiespru¨nge
in Abbildung 5.5. Somit ist klar, dass die Energiespru¨nge die Situationen sind, in
denen sich zwei Cluster zu einem Cluster verbinden. Dann erho¨ht sich die Energie
im System genau um diesen Betrag.
5.3.1 Binodale und Spinodale
Die Spinodale ist aus der Stabilita¨tsanalyse bekannt und hat fu¨r große Systeme die
folgende Form.
b(∆xˆ) =
4∆xˆ
[1 + (∆xˆ)2]2
(5.31)
Daraus la¨sst sich ein Maximum bei bkrit
(
∆xˆkrit =
1√
3
)
=
√
27
4
ableiten.
In Abbildung 5.3 wurde eine erste Version der Binodalen eingezeichnet. In Kapitel
5.3 wurde erla¨utert, dass es sich bei der genauen Position der Funktion um einen
Effekt der endlichen Systemgro¨ße handelt. Wenn wir sehr viele Fahrzeuge betrachten,
sollte sich die Funktion weiter außen in der Grafik befinden, da sich die Absta¨nde,
bei denen die Clusterlo¨sung instabil wird verschieben (siehe dazu Abbildung 5.6).
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Wenn sich ein Cluster bildet, ist dieser Cluster durch die beiden Absta¨nde ∆xˆcl
und ∆xˆff definiert. Wenn man die La¨nge Lˆ des Systems a¨ndert, a¨ndert sich nur das
Verha¨ltnis der Anzahl der Fahrzeuge in den beiden Phasen. Die Absta¨nde selbst
bleiben erhalten und sind nur vom Parameter b abha¨ngig. Gesucht ist also der funk-
tionale Zusammenhang zwischen den Absta¨nden der Phasen und dem Parameter
b.
Hierfu¨r wurden Rechnungen bei verschiedenen Werten fu¨r b geta¨tigt. Diese Rech-
nungen starteten immer bei einer La¨nge von Lˆ = 35 und einer Fahrzeugzahl von
N = 60. Nachdem sich ein Cluster stabilisiert hat, werden die Fahrzeuge geza¨hlt, die
sich in den beiden Phasen befinden. Ist diese Zahl zu klein, werden unter Erhaltung
der Gesamtdichte zwei Fahrzeuge in die Rechnung eingefu¨gt. Wenn genu¨gend Fahr-
zeuge in einer Phase sind, wird der gro¨ßte bzw. kleinste Abstand als ∆xˆff bzw. ∆xˆff
interpretiert. Dies liefert fu¨r das Phasendiagramm zwei Punkte. Wie diese Vorga¨nge
im Programm ovm.exe realisiert sind, ist im Kapitel A auf Seite 124 beschrieben.
Der funktionale Zusammenhang soll durch einen Fit ermittelt werden, jedoch
sollen theoretische Betrachtungen zuna¨chst die Form der Funktion einschra¨nken.
Am kritischen Punkt sollte die Binodale die Spinodale beru¨hren und somit auch
dort ihr Maximum haben. Grundsa¨tzlich ist die Spinodale der Quotient aus einem
Polynom erster und eines vierter Ordnung. Fu¨r die Binodale erho¨he ich die Ordnung
des Za¨hlers um 1, rechne allerdings nur mit dem quadratischen Teil. Den Nenner
belasse ich bei seiner Ordnung. Die Fitfunktion sieht also wie folgt aus.
bfit(∆xˆ) =
(∆xˆ−∆xˆkrit)2∑4
i=0 ni(∆xˆ−∆xˆkrit)i
+ bkrit (5.32)
Die Fitparameter sind wie folgt.
n0 = −0,854781± 0,000025 (5.33)
n1 = −0,59376± 0,00005 (5.34)
n2 = −0,69245± 0,00015 (5.35)
n3 = 0,05815± 0,00013 (5.36)
n4 = −0,03676± 0,00023 (5.37)
Die Rechnungen ergaben sofort Unfa¨lle, wenn b kleiner als bkoll = 0,860 gewa¨hlt
wurde. Dies stimmt sehr gut mit dem Fit u¨berein. Bei Werten fu¨r b, die gro¨ßer
als 1,296 liegen, produzierten die Rechnungen nur noch eine homogene Lo¨sungen.
Eigentlich sollten sich bis zu einem Wert von bkrit = 1,299 Clusterlo¨sungen ergeben.
Dass dies nicht passiert, liegt wohl an der zu kleinen Anfangsfahrzeugzahl, da bei
geringfu¨gig kleineren Werten sehr hohe Fahrzeugzahlen no¨tig waren, um die Plateaus
zu produzieren. Ein Ausweg wa¨ren ho¨here Anfangsfahrzeugzahlen, allerdings wu¨rden
diese Rechnungen sehr lange dauern und wohl keine neuen Erkenntnisse liefern.
Oberhalb von bkrit ist das Verhalten des Systems definiert. Unterhalb von bkrit ist
die Situation allerdings nicht u¨berall klar. Unterhalb der Spinodalen kommt es zu
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Abb. 5.8: Verschiedenen Phasen des OVM. Leere Kreise: Nur eine homogene
Phase mo¨glich. Leere Quadrate: Nur Clusterphase mit den beiden Absta¨nden
auf der Binodalen. Gefu¨llte Quadrate: Abha¨ngig von der Anfangsbedingung,
Clusterbildung oder homogene Phase. Gefu¨llte Kreise: Homogene Phase stabil,
Unfa¨lle bei Clusterbildung. Freie Fla¨che: Sofortige Unfallbildung.
Unfa¨llen. Außerhalb der Spinodalen gibt es drei Bereiche, die zu unterscheiden sind.
Bei sehr hohen Dichten ist man immer unter der Binodalen. Bei kleinen Dichten
gibt es einen Bereich unterhalb und einen Bereich außerhalb der Binodalen. In die-
sen drei Bereichen wurden Beispielrechnungen vorgenommen. Es ist klar, dass sich
kein Cluster bilden darf, da es sonst zu Unfa¨llen kommen wu¨rde. Deshalb wurde
mit einer homogenen Situation angefangen. Die Fahrzeugzahl N war immer 60, der
Parameter b war immer 0,825, also unterhalb von bkoll. Die mittleren Absta¨nde wur-
den so gewa¨hlt, dass sie in die drei besagten Bereiche fallen: 0,1, 1,4 und 2,0. Die
Rechnungen waren stabil, obwohl die Anfangssituation Sto¨rungen aufweist. Diese
wurden aber abgebaut.
Das bedeutet, dass außerhalb der Spinodalen homogene Systeme immer stabil
sind. Oberhalb von bkoll trennt die Binodale die rein homogenen Bereiche von den
Bereichen ab, in denen sich auch Cluster stabilisieren ko¨nnen. Unterhalb von bkoll
hat die Binodale keine Bedeutung, da es keine Clusterlo¨sung gibt. In Abbildung 5.8
sind die verschiedenen Bereiche dargestellt.
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In Abschnitt 3 wurde gesagt, dass eine Verkehrsbeobachtung eine Art Experiment
sei. In Abschnitt 5 wurde dagegen ein Modell vorgestellt, dass das FFV mo¨glichst
gut wiedergeben sollte. Es ist also wichtig, das Experiment mit dem Modell zu
vergleichen.
6.1 Vergleich und Folgen des Versuchsaufbaus
Zur Erzeugung der Daten wurde eine sieben- bzw. achtspurige Straße (siehe Ab-
bildungen 3.2 und 3.3) gefilmt. Bei der Auswertung wurde sich auf die Spuren 2–5
beschra¨nkt, da deren Verhalten untereinander a¨hnlich ist. Die restlichen Spuren
weichen durch viele Spurwechsel (Spuren 6–8) oder fehlende Spurwechsel (Spur 1)
sehr stark ab. Es bleiben also vier nebeneinander liegende Spuren, die Spurwechsel
ermo¨glichen und zusa¨tzlich durch die nicht beobachteten Bereiche vor Beginn und
nach dem Ende der Spur beeinflusst werden. Das beobachtete System ist also offen.
Das Modell erlaubt auf seinem einspurigen Ring keine Spurwechsel oder U¨berhol-
mano¨ver. Es kommen keine Autos in das System hinein und es fahren auch keine
hinaus. Das System ist geschlossen und unterliegt somit keinen a¨ußeren Einflu¨ssen.
Dies fu¨hrt bereits dazu, dass ein Vergleich nur bedingt mo¨glich ist. Ein Beispiel ist
eine eventuell sehr hohe Verkehrsdichte, die auf dem Ring eine entscheidende Rolle
spielt, auf einer mehrspurigen Straße aber durch Spurwechsel in gewissen Grenzen
kompensiert werden kann. Spurwechsel selbst erzeugen, wie in Kapitel 3.1 gezeigt
wurde, Sto¨rungen, die sich dann stabil im Verkehr bewegen. Im Modell gibt es einen
metastabilen Bereich (siehe Abbildung 5.8), in dem das Gleiche passieren wu¨rde.
Mangels sto¨render Spurwechsel oder a¨ußerer Einflu¨sse entstehen solche Sto¨rungen
allerdings nicht.
6.2 Prinzipielle Aussagen des Modells
Das OVM kann prinzipielle Eigenschaften des Straßenverkehrs reproduzieren. So
zeigt Abbildung 5.8 die verschiedenen Phasen des Kreisverkehrs. Daraus la¨sst sich
ein Fundamentaldiagramm erstellen, das Abbildung 6.1 fu¨r verschiedene Werte von
b zeigt. Man kann erkennen, dass der lineare Verlauf im freien Verkehr (siehe Ab-
bildung 6.2 und Kapitel 6.3) nicht reproduziert werden kann. Im dichten Verkehr
zeigt es einen linearen Verlauf, der sich in den realen Daten nur in grober Na¨herung
finden la¨sst. Besser funktioniert hier ein quadratischer Fit.
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Abb. 6.1: Mit dem OVM erstellte Fundamentaldiagramme. Bei geringen Dich-
ten liegen sie u¨bereinander. Bei hohen Dichten zeigen sie lineares Verhalten
(b = 0,86, b = 0,90, b = 1,00, b = 1,10 und b = 1,2 mit steigendem negati-
ven Anstieg). Bei b < 0,86 kommt es zu Unfa¨llen, was einen positiven Anstieg
ergeben wu¨rde. Fu¨r b > 1,295 ergeben sich keine Staus.
Die drei Paramter vmax, D und τ des OVM lassen sich u¨ber die Gleichungen (5.3)
und (4.14) zu
b =
D
vmaxτ
(6.1)
kombinieren. Der Parameter b bestimmt dann das Verhalten das Systems. Erho¨ht
man die Maximalgeschwindigkeit vmax, wird b kleiner, was dazu fu¨hrt, dass sich bei
kleineren Dichten bereits Staus bilden. Diese Tatsache wird in Verkehrsleitsystemen
bereits ausgenutzt, um eine Staugefahr zu reduzieren. Der Paramter D ist in der op-
timalen Geschwindigkeit (4.10) ein Maß fu¨r die Reichweite der Funktion. Ein großes
D erzeugt eine Wechselwirkung u¨ber große Absta¨nde hinweg. U¨bersetzt man dies in
ein vorausschauendes Fahren, ist es leicht zu verstehen, warum dies die Stautendenz
reduziert. Der Parameter τ hingegen, kann als Reaktionszeit interpretiert werden,
deren Reduzierung eine Stautendenz vermindern kann.
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6.3 Bestimmung der Parameter des Modells
Es stellt sich die Frage, ob man b oder die drei in Kapitel 6.2 erla¨uterten Paramter
mit Hilfe der Daten bestimmen kann.
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Abb. 6.2: Aus den NGSIM-Daten gewonnenes Fundamentaldiagramm mit li-
nearen (links) und einem linearen und einem quadratischen Fit der unterschied-
lichen Bereiche (rechts).
In Abbildung 6.2 wurde das aus den Daten gewonnene Fundamentaldiagramm
durch einfache Funktionen gefittet. In beiden Fa¨llen wurde der lineare Bereich bei
geringen Dichten mit einer Ursprungsgeraden gefittet. Deren Anstieg sollte vmax sein,
da in diesem Bereich alle Fahrzeuge mit ihrer maximalen Geschwindigkeit fahren.
Eine Erho¨hung der Dichte fu¨hrt noch nicht dazu, dass sie langsamer fahren, der
Fluss wird somit linear erho¨ht. Damit betra¨gt
vmax = (25,819± 0,015) m
s
. (6.2)
Die Fitparameter zu Abbildung 6.2 sind in Kapitel A auf Seite 123 aufgelistet.
Bei der Bestimmung des Parameters b hilft die Geschwindigkeit, mit der sich eine
Staufront ru¨ckwa¨rts bewegt. Aus den Daten wissen wir bereits, dass dies rund vSF =
−4,7 m
s
sind. Skaliert man diesen Wert mit vmax, erha¨lt man eine dimensionslose
Geschwindigkeit der Staufront von
vˆSF =
vSF
vmax
(6.3)
vˆSF = −0,182 . (6.4)
Im Modell bewegt sich die Staufront mit
vˆSF =
vˆcl∆xˆff − vˆff∆xˆcl
∆xˆff −∆xˆcl . (6.5)
Eine Herleitung befindet sich in Kapitel A auf Seit 126. Da
vcl/ff = vˆopt(∆ˆxcl/ff) (6.6)
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Abb. 6.3: Die Geschwindigkeit der Staufront gilt als Naturkonstante. Der in
Realdaten gefunden Wert von vˆSF = −0,182 kann nicht reproduziert werden, da
er außerhalb des stauproduzierenden Parameterbereiches liegt.
gilt, kann man mit (5.32) den richtigen Parameter b finden. In Abbildung 6.3 ist vˆSF
als Funktion von b dargestellt. Dargestellt ist der gesamte Bereich, in dem das Modell
stabile Staus bildet. Fu¨r kleinere Werte fu¨r b produziert das Modell Unfa¨lle, fu¨r
gro¨ßere zerfallen Staus und es bildet sich eine homogene Situation aus. Es existiert
in diesem Bereich kein b, das vˆSF = −0,182 erzeugt. Das Modell kann also diesen
Wert nicht reproduzieren.
Es ist nicht sinnvoll, nach weiteren Parametern zu suchen, da das Modell scheinbar
den Verkehr nicht in ausreichender Weise beschreibt.
6.4 Anzeichen fu¨r das Scheitern des Modells
In Kapitel 3.3 wurde in den Abbildungen 3.14 und 3.15 gezeigt, dass die A¨nderung
der eigenen Geschwindigkeit sehr stark von der Geschwindigkeitsdifferenz zum vor-
aus fahrenden Fahrzeug abha¨ngt. Abbildung 6.4 zeigt das Verhalten im Grenzzyklus
des OVMs. Der Unterschied ist beachtlich. Die strenge Abha¨ngigkeit ist hier nicht
zu erkennen.
Die in den Abbildungen 3.18 und 3.19 gezeigte Abha¨ngigkeit vom Abstand ist
komplexer. Hier kann man allerdings eine gewisse A¨hnlichkeit zu Abbildung 6.6
erkennen, die das entsprechende Verhalten auf dem Grenzzyklus beschreibt.
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Abb. 6.4: Felddaten im Grenzzyklus. Ein Pfeil entspricht der durchschnittli-
chen A¨nderung der Position eines Fahrzeuges innerhalb von ∆tˆ = 0,5.
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Abb. 6.5: Felddaten im Grenzzyklus. Ein Pfeil entspricht der durchschnittli-
chen A¨nderung der Position eines Fahrzeuges innerhalb von ∆tˆ = 0,5.
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Abb. 6.6: Felddaten im Grenzzyklus. Ein Pfeil entspricht der durchschnittli-
chen A¨nderung der Position eines Fahrzeuges innerhalb von ∆tˆ = 0,5.
Die Abbildungen 3.16 und 3.17 zeigen nicht das direkte Verhalten eines Fahrers,
da der Fahrer nur seine eigene Geschwindigkeit beeinflussen kann. Hier kann man im
Vergleich zu Abbildung 6.5 nur bei negativen Geschwindigkeitsdifferenzen eine A¨hn-
lichkeit feststellen. Bei positiven Geschwindigkeitsdifferenzen ist keine A¨hnlichkeit
mehr vorhanden.
Man kann sicher geteilter Meinung sein, ob das OVM (so wie es hier behandelt
wurde) gescheitert ist, immerhin beschreibt es typische Pha¨nomene des Straßenver-
kehrs zumindest in einer qualitativen Weise. Allerdings ist die schlechte Repra¨senta-
tion der Abha¨ngigkeit von der Geschwindigkeitsdifferenz ein schwerwiegender Man-
gel. Dies liegt an der Definition der Kra¨fte, die auf das Auto einwirken. Diese Kra¨fte
sind nur vom Abstand und der eigenen Geschwindigkeit abha¨ngig. Eine explizite
Abha¨ngigkeit von der Geschwindigkeitsdifferenz fehlt. Korrelationen zwischen der
A¨nderung der eigenen Geschwindigkeit und der Geschwindigkeitsdifferenz sind nur
indirekt u¨ber die abha¨ngigen Gro¨ßen gegeben.
In Kapitel 5.2.2 wurde bereits gezeigt, dass sich Fahrzeuge nach dem OVM im
Grenzzyklus nur zwischen zwei Punkten im Phasenraum hin und her bewegen. Das
heißt, man wu¨rde zwei starke Erho¨hungen in der Verteilungsfunktion sehen. Diese
sieht man in den Daten u¨berhaupt nicht (siehe Abbildungen 3.22 und 3.23). Ande-
rerseits wurde auch in Kapitel 6.1 erkla¨rt, dass es sich bei den Daten um ein offenes
System handelt und starke Einflu¨sse von außen das System sto¨ren. Diese Sto¨rungen
ko¨nnen in der Tat dazu fu¨hren, dass eine eventuell starke Konzentration im Pha-
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senraum gesto¨rt wird. Der TSP in Abbildung 3.9 zeigt Ansa¨tze eines Grenzzyklus
bei t = 700 s, da hier Fahrzeuge das Stop-and-Go-Verhalten zeigen, wie es typisch
fu¨r einen Grenzzyklus ist. Eventuell muss hier die Verkehrsdichte noch ho¨her sein.
Insgesamt kann man also von der Verteilung im Phasenraum nicht auf die Gu¨ltigkeit
des OVM schließen.
6.5 Vorschla¨ge zur Verbesserung des Modells
Das OVM, wie es in dieser Arbeit behandelt wurde, kann Daten, wie sie das NGSIM-
Projekt produziert, nicht reproduzieren. Grundsa¨tzlich sind dafu¨r zwei Ma¨ngel ver-
antwortlich, die man in einem erweiterten Model beheben ko¨nnte.
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Abb. 6.7: Alternative optimale Geschwindigkeiten zur Verbesserung des Fun-
damentaldiagramms bei geringen Dichten: Originalfunktion (5.4) (durchgezoge-
ne Linie), Alternative (6.7) (gestrichelte Linie), Alternative (6.8) (gepunktete
Linie)
Das lineare Verhalten des Fundamentaldiagramms im freien Verkehr wird nicht
korrekt wiedergegeben. Hier ko¨nnte man die optimale Geschwindigkeitsfunktion so
aba¨ndern, dass sie sich bei großen Absta¨nden nicht asymptotisch vmax na¨hert, son-
dern ab einem bestimmten Punkt gleich vmax ist. Die Annahme, man ko¨nnte die
Funktion komplett aus linearen und konstanten Bereichen zusammen setzen, hat
sich allerdings als Irrtum erwiesen. Hierbei treten bereits bei sehr moderaten Dichten
Kollisionen auf. Eine Phasenseparation tritt hier nicht auf. Der sigmoidale Charakter
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Abb. 6.8: Fundamentaldiagramme mit linearer Abha¨ngigkeit bei geringen
Dichten aus alternativen optimalen Geschwindigkeiten: Originalfunktion (5.4)
(durchgezogene Linie), Alternative (6.7) (gestrichelte Linie), Alternative (6.8)
(gepunktete Linie)
scheint bei der Funktion also nicht nur ein sinnvoller Ansatz, fu¨r das Funktionieren
des Modells scheint er auch essentiell zu sein. Als Vorschla¨ge ko¨nnte man hier
vˆopt,1(∆xˆ) =

(∆xˆ)2 x < 1− 1√
2
(2−√2)(∆xˆ− 1) + 1
2
1− 1√
2
≤ x ≤ 1 + 1√
2
−(∆xˆ− 2)2 + 1 1 + 1√
2
< x ≤ 2
1 2 < x
(6.7)
oder
vˆopt,2(∆xˆ) =
{
1
2
− 1
2
cos
(
pi
2
∆xˆ
)
x ≤ 2
1 2 < x
(6.8)
anbringen. Aus diesen Funktionen (siehe Abbildung 6.7) kann man die homogene
Phase des Fundamentaldiagramms berechnen (siehe Abbildung 6.8). Man kann gut
erkennen, dass der gewu¨nschte Effekt der Linearita¨t bei geringen Dichten eingetre-
ten ist. Bei hohen Dichten zeigt sich ein a¨hnliches Verhalten, wie bei der bisher
verwendeten optimalen Geschwindigkeit. Wie genau das Phasendiagramm (analog
zu Abbildung 5.8) fu¨r die beiden alternativen optimalen Geschwindigkeiten aussehen
wu¨rde, ist unklar. Die Spinodale kann u¨ber die Stabilita¨tsanalyse in Kapitel 4.4 be-
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Abb. 6.9: Spinodale aus alternativen optimalen Geschwindigkeiten: Origi-
nalfunktion (5.4) (durchgezogene Linie), Alternative (6.7) (gestrichelte Linie),
Alternative (6.8) (gepunktete Linie)
rechnet werden, fu¨r die Binodale mu¨ssten allerdings wieder aufwendige Rechnungen
geta¨tigt werden. Die Spinodalen sind in Abbildung 6.9 dargestellt.
Grundsa¨tzlich ist die fehlende Abha¨ngigkeit der Beschleunigung von der Ge-
schwindigkeitsdifferenz ein Problem, dessen Behebung das OVM substanziell ver-
bessern wu¨rde. Aus Abbildung 3.17 ko¨nnte man vielleicht sogar eine Vorschrift ab-
leiten, wie dies zu realisieren sei. Allerdings wu¨rde dann die Kraft auf ein Teilchen im
Modell nicht nur von der eigenen Geschwindigkeit, sondern auch von der Geschwin-
digkeit des voraus fahrenden Fahrzeugs abha¨ngen. Eine Aufteilung in konservative
und dissipative Kra¨fte wa¨re nicht mehr so einfach mo¨glich. Die Vermutung liegt na-
he, dass dieses Modell in weiten Teilen der Analyse nur noch numerisch zu behandeln
wa¨re.
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Diese Arbeit unterteilt sich in vier Bereiche.
Im ersten Teil (Kapitel 2) wurde das mathematische Problem des Brownschen
Teilchens im Doppelmuldenpotenzial ausfu¨hrlich behandelt. Durch einen Parameter
war es mo¨glich, das Verhalten des Teilchens sowohl in den extremen Bereichen der
ausgepra¨gten Einzel- und Doppelmulde als auch dazwischen zu untersuchen. Es zeig-
te sich, dass sich dieses Problem als eine Erweiterung des harmonischen Potenzials
nicht mehr umfassend analytisch handhaben la¨sst. Deshalb wurden neben numeri-
schen Methoden zur Berechnung von Eigenwerten und -funktionen, auch Na¨herun-
gen verwendet, die das Problem in bestimmten Parameterbereichen gut beschreiben.
Zur U¨berpru¨fung der numerischen Ergebnisse wurden Simulationen gemacht, die
bewiesen, dass das mathematische Problem des Doppelmuldenpotenzials in dieser
Form ausreichend gut handhabbar ist.
Im zweiten Teil (Kapitel 3) ging es um die Auswertung von Trajektoriendaten, die
aus Videoaufnahmen gewonnen wurden. Aus Zeit-Weg-Abbildungen konnte man er-
kennen, dass Spurwechsel ein kritischer Punkt sind. Sie fu¨hren zum Dichteausgleich
zwischen Spuren und ko¨nnen Verkehrssto¨rungen auslo¨sen. Sehr kompliziert ist das
Spurwechselverhalten speziell bei Auffahrtsspuren. Hier zeigt sich, dass Fahrzeu-
ge im Straßenverkehr kooperieren. Wenn man dies bzw. den Spurwechsel allgemein
durch eine Wechselwirkung beschreiben will, sto¨ßt man auch bei diesen sehr umfang-
reichen Datensa¨tzen an Grenzen. Aus den von Spurwechseln weniger beeinflussten
Spuren kann man Daten aggregieren und ein fu¨r die I-80 charakteristisches Funda-
mentaldiagramm erstellen, was einen guten U¨berblick u¨ber prinzipielles Verhalten
im Straßenverkehr liefert. Aus Felddaten konnten erste Ideen fu¨r ein Fahrzeug-Folge-
Verhalten erschlossen werden. Hier zeigte sich, dass die Geschwindigkeitsdifferenz ei-
ne wesentlich gro¨ßere Rolle spielt als der Abstand zum Vordermann. Fitfunktionen
der Verteilungen Abstand-Geschwindigkeit und Abstand-Geschwindigkeitsdifferenz
zeigen, dass sich das Verhalten eines Fahrers stark mit der Situation auf der Straße
a¨ndert. Bei hohen Dichten sieht man ein anderes Verhalten als bei geringen Ver-
kehrsdichten.
Im dritten Teil (Kapitel 4 und 5) wurde ein Modell zum Fahrzeug-Folge-Verhalten
vorgestellt. Dieses Modell ist motiviert durch den Gedanken an Kra¨fte zwischen den
Fahrzeugen. Mittels dieser Herangehensweise ist es mo¨glich, das energetische Ver-
halten einer Verkehrssituation zu betrachten. Es zeigte sich, dass sich nach dem
Zusammenbruch des homogenen Systems ein energetisch ho¨her liegendes Gefu¨ge
stabilisiert. Diese u¨berraschende Ergebnis ist wahrscheinlich dem Bruch des dritten
Newtonschen Gesetzes geschuldet. Dies ist jedoch no¨tig, da ein Fahrer gewisslich
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sta¨rker auf seinen Vorder- als auf seinen Hintermann reagiert. Auch die beschleu-
nigende Reibung, die ein freies Fahrzeug auf seine Ho¨chstgeschwindigkeit beschleu-
nigen la¨sst und somit das gesamte System antreibt, kann den Effekt des erho¨hten
Energielevels verursachen.
Im vierten Teil (Kapitel 6) ging es um den schwierigen Vergleich der Trajektorien-
daten mit dem vorgestellten Verkehrsmodell. Es zeigte sich, dass das Model, so wie
es verwendet wurde, den Straßenverkehr nur in sehr begrenztem Umfang beschrei-
ben kann. Der vermutlich schwerwiegendste Mangel am Modell ist wahrscheinlich
die fehlende Abha¨ngigkeit zur Geschwindigkeitsdifferenz zum Vordermann. Das Ein-
bringen einer solchen Abha¨ngigkeit ist wahrscheinlich durch die Betrachtungen in
Kapitel 3 sehr fundiert mo¨glich, allerdings ist abzusehen, dass die Komplexita¨t des
Modells stark zunehmen wu¨rde und eine analytische Betrachtung nur noch in einem
engen Parameterraum mo¨glich sein wird.
Es wurde bereits diskutiert, dass man das Modell der optimalen Geschwindigkeit
verbessern ko¨nnte, um aus den Daten gewonnene Erkenntnisse zumindest prinzipiell
besser wiedergeben zu ko¨nnen. Doch mit der Verbesserung des Modells treten die
Idealisierungen des Versuchsaufbaus (siehe Kapitel 6.1) hervor. Das Problem der
periodischen Randbedingungen ko¨nnte man mit der Simulation einer sehr langen
Strecke mit offenen Enden beheben. Hier mu¨sste man sich Strategien u¨berlegen,
wann und mit welcher Geschwindigkeit man die Fahrzeuge auf die Strecke setzt. Die
gro¨ßere Herausforderung ist aber das Ende der Strecke. Na¨hme man die Fahrzeuge
einfach von der Strecke, wu¨rde das Fahrzeug direkt dahinter maximal beschleuni-
gen. Das wu¨rde wahrscheinlich zu einer Kettenreaktion fu¨hren, die die Fahrzeuge
sehr schnell werden la¨sst. In [24] wurde dieses Problem bereits in a¨hnlicher Form
diskutiert.
Damit ist jedoch der weitreichende Einfluss der Spurwechsel noch nicht beachtet.
Das bedeutet die Simulation mehrerer Spuren und die Einbindung von Vorschrif-
ten bzw. Strategien fu¨r Spurwechsel. Um diese fundiert zu realisieren, bedarf es
mehr Daten. Aus den hier betrachteten Datensa¨tzen ist kein Spurwechselalgorith-
mus abzuleiten (siehe dazu Kapitel 3.1). Fu¨r zuku¨nftige Projekte, die Videomaterial
erstellen und daraus Trajektorien ableiten, ist es wichtig, den beobachteten Bereich
deutlich zu erho¨hen. Fu¨r einen Fahrer muss es in diesem Bereich mo¨glich sein, die
Notwendigkeit fu¨r einen Spurwechsel zu erkennen und diesen auch durchzufu¨hren.
Hinzu kommt ein Bereich, in dem der restliche Verkehr auf diesen Spurwechsel rea-
gieren kann. Das betrifft den Bereich vor dem eigentlichen Spurwechsel, was bei
Auffahrtsspuren (absehbare Spurwechsel) wichtig ist und den Bereich nach dem
Spurwechsel, was bei aggressiven Fahrern (u¨berraschende Spurwechsel) wichtig ist.
Ein anderer Ansatz fu¨r ein Fahrzeug-Folge-Modell wa¨re ein Brownsches Teilchen
in einem durch umliegende Teilchen gebildetes Potenzial (fu¨r einen U¨berblick u¨ber
bestehende Modelle siehe [41, 33, 29, 32, 30, 28, 31]). Kapitel 2 zeigt das Verhalten
am Beispiel eines bestimmten zeitunabha¨ngigen Potenzials. In Abha¨ngigkeit eines
Parameters bildet sich eine Einfach- oder eine Doppelmulde aus, in denen sich das
Teilchen dann bewegt. Je nach Tiefe der Doppelmulde kann das Teilchen mit großer
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oder weniger großer Wahrscheinlichkeit zwischen den Mulden wechseln. Um Straßen-
verkehr richtig zu beschreiben, wa¨re eine Analyse im Hinblick auf die Formulierung
eines Potenzials no¨tig. Parameter, von denen das Potenzial dann abha¨ngt, ko¨nnten
lokaler Natur sein, wie der Abstand, die eigene und die Geschwindigkeit der umlie-
genden Fahrzeuge, aber auch globaler Natur sein, wie die Gesamtdichte auf einem
Straßenabschnitt. Eine Erweiterung auf ein zweidimensionales Potenzial wu¨rden Ein-
flu¨sse von Nachbarspuren und Spurwechsel ermo¨glichen. Der Parametersatz fu¨r ein
solches Modell wa¨re umfangreich und notwendigerweise fu¨r jedes Fahrzeug indivi-
duell. Dies fu¨hrt wiederum auf die Notwendigkeit von mehr Trajektoriendaten.
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Numerische Methoden
Explicit Order 1.5 Strong Scheme
Bei stochastischen Differentialgleichungen der Form
dy(t) = a
(
y(t)
)
dt+ b
(
y(t)
)
dW (t) (A.1)
y(t = 0) = y0 (A.2)
wurde das explicit order 1.5 strong scheme verwendet.
y(t+ h) = y(t) + b
(
y(t)
)
∆W
+
1
2
√
h
[
a
(
Υ¯+
(
y(t)
))− a(Υ¯−(y(t)))]∆Z
+
1
4
[
a
(
Υ¯+
(
y(t)
))
+ 2a
(
y(t)
)
+ a
(
Υ¯−
(
y(t)
))]
h
+
1
4
√
h
[
b
(
Υ¯+
(
y(t)
))− b(Υ¯−(y(t)))] [(∆W )2 − h]
+
1
2h
[
b
(
Υ¯+
(
y(t)
))− 2b(y(t))+ b(Υ¯−(y(t)))]
× (∆Wh−∆Z)
+
1
4h
[
b
(
Φ¯+
(
y(t)
))− b(Φ¯−(y(t)))
−b
(
Υ¯+
(
y(t)
))
+ b
(
Υ¯−
(
y(t)
))]
×
[
1
3
(∆W )2 − h
]
∆W
(A.3)
Υ¯±
(
y(t)
)
= y(t) + a
(
y(t)
)
h± b(y(t))√h (A.4)
Φ¯±
(
y(t)
)
= Υ¯+
(
y(t)
)± b(Υ¯+(y(t)))√h (A.5)
∆W = U1
√
h (A.6)
∆Z =
1
2
h
3
2
(
U1 +
1√
3
U2
)
(A.7)
Dabei sind U1 und U2 standard-normal verteilte Zufallszahlen. Eine genaue Herlei-
tung kann man in [17] finden.
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Numerov-Verfahren
Fu¨r das Lo¨sen der zeitunabha¨ngigen Schro¨dingergleichung
∂2
∂y2
ψ(y) + (λ− VS(y))ψ(y) = 0 (A.8)
wird das Numerov-Verfahren verwendet. Dies ermo¨glicht in guter Na¨herung die Be-
rechnung von ψ(y) auf einem a¨quidistanten Gitter mit der Gitterla¨nge h. Man kann
zeigen, dass zwischen drei benachbarten Punkten auf dem Gitter die Beziehung(
1 +
h2
12
w(y + h)
)
ψ(y + h) (A.9)
−2
(
1− 5h
2
12
w(y)
)
ψ(y) (A.10)
+
(
1 +
h2
12
w(y − h)
)
ψ(y − h) = O(h6) ≈ 0 (A.11)
w(y) = λ− VS(y) (A.12)
gilt. Diese Gleichung la¨sst sich nach
ψ(y + h) =
2
(
1− 5h2
12
w(y)
)
ψ(y)−
(
1 + h
2
12
w(y − h)
)
ψ(y − h)
1 + h
2
12
w(y + h)
(A.13)
umstellen. Wenn man sich zwei sinnvolle Startwerte vorgibt, kann man auf diese
Weise die komplette Funktion ermitteln. Da das Potenzial symmetrisch ist, ergeben
sich die Startwerte relativ einfach aus der Forderung nach Symmetrie bzw. Anti-
symmetrie. Ohne auf die Normierung zu achten kann man ψ(0) = 1 und ψ(h) = 1
fu¨r eine gerade (symmetrische) Funktion sowie ψ(0) = 0 und ψ(h) = h fu¨r eine
ungerade (antisymmetrische) Funktion setzen. Siehe dazu auch [55].
Artillerie-Methode
Bei der Erkla¨rung des Numerov-Verfahrens wurde bewusst nicht der Begriff der
Eigenfunktion verwendet, da wir nur von einer Eigenfunktion sprechen wollen, wenn
sie die Forderung nach der Normierbarkeit erfu¨llt. Der dazugeho¨rige Wert λ soll dann
Eigenwert genannt werden.
Um die Numerov-Methode anzuwenden, muss jedoch ein bestimmter Wert fu¨r λ
vorgegeben werden. Allerdings ist bisher nicht bekannt, welche Werte die Richtigen
sind. Die Forderung nach der Normierbarkeit fu¨hrt dazu, dass die Eigenfunktionen
im Unendlichen verschwinden mu¨ssen. Nur wenn der richtige Wert fu¨r λ sehr pra¨zise
gewa¨hlt wird, konvergiert die Methode.
Sind die Eigenwerte sehr gut separiert, lassen sich diese auf einfache Weise finden.
Wa¨hlt man sich zwei Werte λ′ und λ′+ ∆λ und die Funktion ψ(y) divergiert einmal
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Abb. A.1: Dargestellt sind die nach der Numerov-Methode berechneten Funk-
tionen bei λ = 1,01 (gestrichelten Linie), λ = 0,99 (gepunktete Linie) und
λ = 1 (durchgezogene Linie). Der analytisch berechnete Eigenwert liegt bei
λ = 1. Hat man einen falschen Wert λ eingefu¨gt, divergiert die Funktion ψ(y).
Hat man einen Eigenwert gefunden, konvergiert die Funktion und man hat eine
Eigenfunktion gefunden. Dass auch die Eigenfunktion divergiert, liegt an der
numerischen Methode.
in positive und einmal in negative Richtung, kann man davon ausgehen, dass es
einen Eigenwert λ mit λ′ < λ < λ′ + ∆λ gibt.
Auf diese Art und Weise kann man die Eigenwerte nach und nach einschra¨nken
und somit beliebig genau bestimmen. In Abbildung A.1 wird dies illustriert.
Numerische Integration
Bisher sind die gefundenen Eigenfunktionen nicht normiert. Dafu¨r ist es no¨tig, die
Funktionen zu integrieren. Wenn eine Funktion f(x) im Intervall [x1, xN ] integriert
werden soll, wird immer die Funktion
∫ xN
x1
f(x)dx = h
(
3
8
f(x1) +
7
6
f(x2) +
23
24
f(x3) + f(x4) + f(x5) + · · ·
+f(xN−4) + f(xN−3) +
23
24
f(xN−2) +
7
6
f(xN−1) +
3
8
f(xN)
)
+O
(
1
N4
)
(A.14)
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Abb. A.2: Dargestellt ist das Schro¨dinger-Potenzial bei linearer Kraft inklusive
der ersten sechs Eigenwerte. Auf Ho¨he jeden Eigenwertes ist die zugeho¨rige
Eigenfunktion analytisch (Linie) und numerisch (Kreuze) dargestellt.
als Na¨herung verwendet. Dabei soll xi+1−xi = h und (N−1)h = xN−x1 gelten. Auf
eine genaue Herleitung soll hier verzichtet werden, da sie in [45] sehr gut beschrieben
wird.
Test bei linearer Kraft
Bei linearer Kraft (β = 0) ist das Problem in geschlossener Form analytisch lo¨sbar.
Dieser Umstand bietet die Mo¨glichkeit, das Numerov-Verfahren, die Artillerie-Me-
thode und die numerische Integration zu testen. Wie man in Abbildung A.2 sieht,
funktioniert die Methode sehr gut.
Das Runge-Kutta-Verfahren
Fu¨r das Lo¨sen von gewo¨hnlichen Differentialgleichungen der Form
dy(x)
dx
= f(x, y) (A.15)
y(x0) = y0 (A.16)
wurde das klassische Runge-Kutta-Verfahren (nach Carl Runge und Martin Wilhelm
Kutta) verwendet. Die Herleitung ist in [45] zu finden und soll hier nicht weiter
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Abb. A.3: Geschwindigkeit eines freien Fahrzeugs nach Start aus vˆ = 0 (Punk-
te: Simulation, Linie: vˆ
(
tˆ
)
= 1− exp (−tˆ)).
beleuchtet werden. Die Berechnung eines Punktes y(x + h) ausgehend von einem
bekannten Punkt y(x) wird dabei durch
y(x+ h) = y(x) +
1
6
h (f1(x, y) + 2f2(x, y) + 2f3(x, y) + f4(x, y)) (A.17)
f1(x, y) = f (x, y) (A.18)
f2(x, y) = f
(
x+
h
2
, y +
h
2
f1(x, y)
)
(A.19)
f3(x, y) = f
(
x+
h
2
, y +
h
2
f2(x, y)
)
(A.20)
f4(x, y) = f (x+ h, y + hf3(x, y)) (A.21)
approximiert. Falls f(x, y) = f(x) gilt, vereinfachen sich die Gleichungen zu
y(x+ h) = y(x) +
1
6
h (f1(x) + 4f2(x) + f3(x)) (A.22)
f1(x) = f(x) (A.23)
f2(x) = f
(
x+
h
2
)
(A.24)
f3(x) = f(x+ h) . (A.25)
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Angewendet auf das in Abschnitt 5 untersuchte Modell bei N Fahrzeugen la¨sst sich
das wie folgt u¨bersetzen.
d
dt
~y(t) = ~f(~y(t)) (A.26)
d
dt

x1
...
xN
v1
...
vN

=

v1
...
vN
b
[
(x2−x1)2
1+(x2−x1)2 − v1
]
...
b
[
(x1−xN )2
1+(x1−xN )2 − vN
]

(A.27)
~y(t = 0) =

x1,0
...
xN,0
v1,0
...
vN,0

(A.28)
~y(t+ h) = ~y(t) +
1
6
h
(
~f1(~y(t)) + 2~f2(~y(t)) + 2~f3(~y(t)) + ~f4(~y(t))
)
(A.29)
~f1(~y(t)) = ~f (~y(t)) (A.30)
~f2(~y(t)) = ~f
(
~y(t) +
h
2
~f1(~y(t))
)
(A.31)
~f3(~y(t)) = ~f
(
~y(t) +
h
2
~f2(~y(t))
)
(A.32)
~f4(~y(t)) = ~f
(
~y(t) + h~f3(~y(t))
)
(A.33)
Der Testfall eines (anna¨hernd) freien Fahrzeugs ist in Abbildung A.3 dargestellt.
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Ausschnitt aus den Datensa¨tzen
Auf den folgenden Seiten sind Ausschnitte aus den Datensa¨tzen D1, D2, D3 und
D4 dargestellt. Dabei repra¨sentieren drei Zeilen in den Tabellen zusammen jeweils
eine Zeile in den Datensa¨tzen. Die Bedeutung der Spalten ist wie folgt. Genauere
Informationen findet man unter [43].
Spalte Bedeutung
1 Fahrzeug-Identifikationsnummer
2 zeitliche La¨nge der jeweiligen Trajektorie in 1
15
s
3 relativer Zeitpunkt in 1
15
s
4 lokale Position senkrecht zur Fahrtrichtung in feet
5 lokale Position in Fahrtrichtung in feet
6 globale Position senkrecht zur Fahrtrichtung in feet
7 globale Position in Fahrtrichtung in feet
8 globaler Zeitpunkt in 10−3 s
9 La¨nge des Fahrzeugs in feet
10 Breite des Fahrzeugs in feet
11 Fahrzeugklasse
12 Fahrzeuggeschwindigkeit in feet
s
13 Fahrzeugbeschleunigung in feet
s2
14 Spurnummer
15 Fahrzeug-Identifikationsnummer des voraus fahrenden Fahrzeugs der
selben Spur (0 falls kein Auto im Datensatz vorhanden)
16 Fahrzeug-Identifikationsnummer des folgenden Fahrzeugs der selben
Spur (0 falls kein Auto im Datensatz vorhanden)
Tab. A.1: Spaltenzuordnung der Tabelle A.3
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Spalte Bedeutung
1 Fahrzeug-Identifikationsnummer
2 relativer Zeitpunkt in 1
10
s
3 zeitliche La¨nge der jeweiligen Trajektorie in 1
10
s
4 globaler Zeitpunkt in 10−3 s
5 lokale Position senkrecht zur Fahrtrichtung in feet
6 lokale Position in Fahrtrichtung in feet
7 globale Position senkrecht zur Fahrtrichtung in feet
8 globale Position in Fahrtrichtung in feet
9 La¨nge des Fahrzeugs in feet
10 Breite des Fahrzeugs in feet
11 Fahrzeugklasse (1: Motorrad, 2: PKW, 3: LKW)
12 Fahrzeuggeschwindigkeit in feet
s
13 Fahrzeugbeschlaunigung in feet
s2
14 Spurnummer
15 Fahrzeug-Identifikationsnummer des vorraus fahrenden Fahrzeugs der
selben Spur (0 falls kein Auto im Datensatz vorhanden)
16 Fahrzeug-Identifikationsnummer des folgenden Fahrzeugs der selben
Spur (0 falls kein Auto im Datensatz vorhanden)
17 o¨rtlicher Abstand zum voraus fahrenden Fahrzeug (Abstand der
vorderen Stoßstangen) in feet
18 zeitlicher Abstand zum voraus fahrenden Fahrzeug (beno¨tigte Zeit fu¨r
die Strecke aus Spalte 18 bei der Geschwindigkeit aus Spalte 12) in s
Tab. A.2: Spaltenzuordnung der Tabellen A.4, A.5 und A.6
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4709 424 -14 41,06 104,21 6042894,61 ←↩
2132879,58 1070490899067 22,0 9,8 Auto 87,20 ←↩
0,00 4 0 0
4709 424 -13 41,48 110,03 6042894,32 ←↩
2132885,41 1070490899133 22,0 9,8 Auto 87,20 ←↩
0,00 4 0 0
4709 424 -12 41,91 115,84 6042894,05 ←↩
2132891,23 1070490899200 22,0 9,8 Auto 87,20 ←↩
0,00 4 0 0
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
2395 569 15416 2,83 2925,11 6042453,23 ←↩
2135666,59 1070491927733 16,4 7,9 Auto 50,54 ←↩
0,00 1 0 2389
2395 569 15417 2,86 2928,48 6042452,73 ←↩
2135669,92 1070491927800 16,4 7,9 Auto 50,54 ←↩
0,00 1 0 2389
2398 548 14851 63,59 27,55 6042926,57 ←↩
2132806,64 1070491890067 14,8 5,6 Auto 94,16 ←↩
0,00 6 2156 0
2398 548 14852 63,58 33,83 6042925,76 ←↩
2132812,87 1070491890133 14,8 5,6 Auto 94,16 ←↩
0,00 6 2156 0
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
4095 559 26994 72,95 2138,92 6042640,61 ←↩
2134900,31 1070492699600 15,7 9,2 Auto 49,04 ←↩
0,00 6 3935 0
4095 559 26995 72,95 2142,19 6042640,10 ←↩
2134903,54 1070492699667 15,7 9,2 Auto 49,04 ←↩
0,00 6 3935 0
4095 559 26996 73,40 2145,45 6042640,03 ←↩
2134906,83 1070492699733 15,7 9,2 Auto 49,04 ←↩
0,00 8 0 0
Tab. A.3: Ausschnitt aus Datensatz D1
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1 12 884 1113433136100 16,884 48,213 ←↩
6042842,116 2133117,662 14,3 6,4 2 12,50 ←↩
0,00 2 0 0 0,00 0,00
1 13 884 1113433136200 16,938 49,463 ←↩
6042842,012 2133118,909 14,3 6,4 2 12,50 ←↩
0,00 2 0 0 0,00 0,00
1 14 884 1113433136300 16,991 50,712 ←↩
6042841,908 2133120,155 14,3 6,4 2 12,50 ←↩
0,00 2 0 0 0,00 0,00
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
1758 5895 635 1113433724400 66,085 1638,098 ←↩
6042667,618 2134699,962 17,3 6,4 2 26,13 ←↩
0,00 6 0 1757 0,00 0,00
1758 5896 635 1113433724500 66,103 1640,598 ←↩
6042667,239 2134702,433 17,3 6,4 2 26,13 ←↩
0,00 6 0 1757 0,00 0,00
1759 5175 748 1113433652400 87,299 333,330 ←↩
6042877,049 2133409,283 14,4 5,9 2 31,16 ←↩
0,00 7 1750 0 53,15 1,71
1759 5176 748 1113433652500 87,302 336,829 ←↩
6042876,620 2133412,756 14,4 5,9 2 31,16 ←↩
0,00 7 1750 0 52,76 1,69
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
3366 3227 291 1113433457600 3,788 1632,516 ←↩
6042606,994 2134684,573 16,8 6,9 2 62,22 ←↩
0,00 1 0 978 0,00 0,00
3366 3228 291 1113433457700 3,829 1638,516 ←↩
6042606,083 2134690,504 16,8 6,9 2 62,22 ←↩
0,00 1 0 978 0,00 0,00
3366 3229 291 1113433457800 3,873 1644,511 ←↩
6042605,172 2134696,434 16,8 6,9 2 62,22 ←↩
0,00 1 0 978 0,00 0,00
Tab. A.4: Ausschnitt aus Datensatz D2
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284 63 526 1113436773200 41,375 66,469 ←↩
6042864,125 2133138,844 15,4 5,9 2 44,55 ←↩
0,00 4 0 0 0,00 0,00
284 64 526 1113436773300 41,375 71,069 ←↩
6042863,571 2133143,309 15,4 5,9 2 44,55 ←↩
0,00 4 0 0 0,00 0,00
284 65 526 1113436773400 41,374 75,570 ←↩
6042863,016 2133147,775 15,4 5,9 2 44,55 ←↩
0,00 4 0 0 0,00 0,00
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
1643 5918 936 1113437358700 45,815 1638,229 ←↩
6042647,583 2134696,878 15,8 6,9 2 12,30 ←↩
0,00 4 0 1650 0,00 0,00
1643 5919 936 1113437358800 45,828 1640,230 ←↩
6042647,279 2134698,855 15,8 6,9 2 12,30 ←↩
0,00 4 0 1650 0,00 0,00
1644 4983 860 1113437265200 29,140 50,182 ←↩
6042854,028 2133121,152 13,9 5,8 2 32,19 ←↩
0,00 3 1624 0 79,49 2,47
1644 4984 860 1113437265300 29,148 53,381 ←↩
6042853,635 2133124,327 13,9 5,8 2 32,19 ←↩
0,00 3 1624 0 79,42 2,47
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
2872 7021 290 1113437469000 11,340 1681,181 ←↩
6042606,689 2134733,825 5,9 3,6 1 47,64 ←↩
0,00 1 0 2079 0,00 0,00
2872 7022 290 1113437469100 11,423 1685,988 ←↩
6042606,003 2134738,584 5,9 3,6 1 47,64 ←↩
0,00 1 0 2079 0,00 0,00
2872 7023 290 1113437469200 11,582 1690,001 ←↩
6042605,520 2134742,571 5,9 3,6 1 47,64 ←↩
0,00 1 0 2079 0,00 0,00
Tab. A.5: Ausschnitt aus Datensatz D3
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3 613 1153 1113437626200 28,369 63,998 ←↩
6042851,531 2133134,762 12,8 6,8 2 8,86 ←↩
0,00 3 9 0 21,17 2,39
3 614 1153 1113437626300 28,370 64,498 ←↩
6042851,469 2133135,258 12,8 6,8 2 8,86 ←↩
0,00 3 9 0 21,59 2,44
3 615 1153 1113437626400 28,372 65,497 ←↩
6042851,346 2133136,250 12,8 6,8 2 8,86 ←↩
0,00 3 9 0 21,51 2,43
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
1564 6372 439 1113438202100 2,780 1635,524 ←↩
6042605,522 2134687,383 14,8 6,9 2 40,21 ←↩
0,00 1 0 1569 0,00 0,00
1564 6373 439 1113438202200 2,811 1640,024 ←↩
6042604,839 2134691,831 14,8 6,9 2 40,21 ←↩
0,00 1 0 1569 0,00 0,00
1565 5678 1729 1113438132700 53,367 63,442 ←↩
6042876,402 2133137,344 13,3 6,8 2 25,43 ←↩
0,00 5 1611 0 60,10 2,36
1565 5679 1729 1113438132800 53,373 65,942 ←↩
6042876,094 2133139,825 13,3 6,8 2 25,43 ←↩
0,00 5 1611 0 60,13 2,36
...
...
...
...
...
... ←↩
...
...
...
...
...
... ←↩
...
...
...
...
3011 10206 1203 1113438585500 64,277 1631,602 ←↩
6042666,862 2134693,262 16,3 6,9 2 37,76 ←↩
0,00 6 0 2377 0,00 0,00
3011 10207 1203 1113438585600 64,301 1635,103 ←↩
6042666,331 2134696,722 16,3 6,9 2 37,76 ←↩
0,00 6 0 2377 0,00 0,00
3011 10208 1203 1113438585700 64,329 1639,103 ←↩
6042665,724 2134700,676 16,3 6,9 2 37,76 ←↩
0,00 6 0 2377 0,00 0,00
Tab. A.6: Ausschnitt aus Datensatz D4
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Wertetabellen
Eigenwerte des Doppelmuldenpotenzials
n α = 10 α = 0 α = −12
0 0 0 0
1 10,2841775 1,3685925 0
2 21,1117409 4,4539436 11,7391201568
3 32,4301218 8,2596937 22,9255205429
4 44,2106308 12,7586178 22,925638201
5 56,4138294 17,8577023 22,9257558662
6 69,0266736 23,4953176 33,4970566639
7 82,0151903 29,6214175 43,32681888
8 95,3763076 36,2036899 43,34886001
9 109,0779709 43,2080147 43,37113941
10 123,1244623 50,6157433 52,31282932
11 137,4838481 58,3998704 59,29147093
12 152,1663711 66,5500488 60,00459818
13 167,1391949 75,0426571 60,99449214
14 182,4177078 83,8732002 66,55636005
15 197,9675356 93,0195366 70,63532595
16 213,8087041 102,481742 74,07274365
17 229,9048807 112,2380567 78,35548364
Tab. A.7: Die ersten 23 Eigenwerte fu¨r verschiedene Parameter α
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Fitparameter zu Kapitel 3.4 und 3.5
Abbildung 3.26 links Abbildung 3.26 rechts
a = (5,56± 0,16) m
s
a = 3,76± 0,05 m
s
v0 = (18,09± 0,24) ms v0 = −0,91± 0,07 ms
Abbildung 3.24 links Abbildung 3.24 rechts
a0 = (6,53± 0,26) ms a0 = (1,11± 0,23) ms
a1 = (−0,041± 0,018) 1s a1 = (0,44± 0,07) 1s
a2 = (5± 4) · 10−4 1ms a2 = (−0,024± 0,006) 1ms2
a3 = (−2,4± 2,7) · 10−6 1m2s a3 = (6,4± 1,6) · 10−4 1m2s2
a4 = (3± 7) · 10−9 1m3s a4 = (−6,0± 1,6) · 10−6 1m3s2
Abbildung 3.25 links Abbildung 3.25 rechts
v0,0 = (13,6± 0,4) ms v0,0 = (−2,0± 0,5) ms
v0,1 = (0,187± 0,028) 1s v0,1 = (0,04± 0,12) 1s
v0,2 = (−2,1± 0,6) · 10−3 1ms v0,2 = (0,017± 0,010) 1ms
v0,3 = (9± 5) · 10−6 1m2s v0,3 = (−7,0± 2,8) · 10−4 1m2s
v0,4 = (−1,4± 1,1) · 10−8 1m3s v0,4 = (7,5± 2,8) · 10−6 1m3s
Abbildung 3.27 links Abbildung 3.27 rechts
σ = 0,732± 0,010 σ = 0,742± 0,020
µ = 3,627± 0,012 µ = 2,331± 0,023
Abbildung 3.36 links Abbildung 3.36 rechts
a = (2,30± 0,05) m
s
a = (1,109± 0,015) m
s
∆v0 = (−0,30± 0,06) ms ∆v0 = (0,056± 0,022) ms
Abbildung 3.34 links Abbildung 3.34 rechts
a0 = (1,35± 0,16) ms a0 = (0,70± 0,04) ms
a1 = (0,009± 0,012) 1s a1 = (0,054± 0,010) 1s
a2 = (7,5± 2,3) · 10−4 1ms2 a2 = (−9± 8) · 10−4 1ms2
a3 = (−7,3± 1,7) · 10−6 1m2s2 a3 = (2,1± 2,4) · 10−5 1m2s2
a4 = (2,0± 0,5) · 10−8 1m3s2 a4 = (−2,3± 2,3) · 10−7 1m3s2
Abbildung 3.35 links Abbildung 3.35 rechts
∆v0,0 = (0,03± 0,15) ms ∆v0,0 = (0,000± 0,022) ms
∆v0,1 = (0,005± 0,011) 1s ∆v0,1 = (0,011± 0,007) 1s
∆v0,2 = (−6,2± 2,1) · 10−4 1ms ∆v0,2 = (−7± 5) · 10−4 1ms
∆v0,3 = (5,5± 1,6) · 10−6 1m2s ∆v0,3 = (1,7± 1,5) · 10−5 1m2s
∆v0,4 = (−1,4± 0,4) · 10−8 1m3s ∆v0,4 = (−1,3± 1,5) · 10−7 1m3s
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Fitparameter zu Kapitel 6.3
In Abbildung 6.2 sind links die Fitfunktionen
jlin, 1(%) = a% (A.34)
jlin, 2(%) = b%+ c (A.35)
und rechts
jlin, 1(%) = a% (A.36)
jquad(%) = d%
2 + e%+ f (A.37)
dargestellt. Die Fitparameter lauten
a = (92,95± 0,06) km
h
(A.38)
b = (−5,927± 0,024) km
h
(A.39)
c = (2144,3± 2,0) 1
h
(A.40)
d = (−0,0378± 0,0005) km
2
h
(A.41)
e = (0,77± 0,09) km
h
(A.42)
f = (1901± 4) 1
h
. (A.43)
123
A Anhang
Das Programm ovm.exe
Das Programm lo¨st die 2N -dimensionale Differentialgleichung mit den in Kapitel
A auf Seite 112 vorgestellten mathematischen Mitteln. Bei der Analyse des OVM
war es no¨tig, das Programm ovm.exe um Funktionen zu erweitern, die u¨ber die
reine Numerik hinaus gehen. Ausgewa¨hlte Beispiele fu¨r solche Funktionen sollen
hier erla¨utert werden.
A¨nderung der Dichte bei konstanter Fahrzeugzahl
Ein Problem bestand darin, Anfangsbedingungen zu konstruieren. Das Ziel war es,
in der Clusterlo¨sung zu starten und zu beobachten, ob sich das System aus dieser
Lo¨sung entfernt oder dort bleibt. Bei der Konstruktion wurde wie folgt vorgegangen.
Nach Erreichen einer stabilen Clusterlo¨sung bei einer bestimmten Fahrbahnla¨nge
wurde die Endkonfiguration gespeichert. Darin waren alle Absta¨nde, Positionen und
Geschwindigkeiten enthalten. Wenn man eine Clusterkonfiguration bei einer la¨nge-
ren Fahrbahn konstruieren will, entfernt man das langsamste Auto aus dem System
und dupliziert das schnellste Fahrzeug. Anschließend werden aus den Absta¨nden die
Positionen der Fahrzeuge berechnet. Dabei wird die Strecke la¨nger, da das schnells-
te Fahrzeug mehr Platz zum Vordermann hat als das langsamste. Die Summe der
Absta¨nde ist die La¨nge der Strecke und somit entsteht eine la¨ngere Fahrbahn. Wenn
man die Strecke verku¨rzen will, geht man den umgekehrten Weg und entfernt das
schnellste Fahrzeug und dupliziert das langsamste.
Erho¨hung der Fahrzeugzahl bei konstanter Dichte
Es wird eine Rechnung mit einer moderaten Anzahl von Fahrzeugen gestartet. Diese
Rechnung wird bis zu einer stabilen Situation vollzogen. In diesem Fall sollte sich ein
Cluster herausgebildet haben. Dabei gibt es jedoch meist das Problem, dass die zwei
Phasen nicht gut voneinander getrennt sind. Dies sieht man daran, dass es wenige
Fahrzeuge gibt, die den gleichen Punkt im Phasenraum besetzen. Die Grenzwerte im
Grenzzyklus sind nicht ausreichend stark besetzt. Man kann auch sagen, dass sich
ein Fahrzeug nicht lange genug auf den Grenzwerten des Grenzzyklusses befindet.
Die Lo¨sung des Problems ist, mehr Fahrzeuge zu berechnen. Allerdings sto¨ßt da die
Rechenleistung an Grenzen. Es ist nicht mo¨glich, diese Rechnung von Beginn an zu
ta¨tigen. Man braucht eine Anfangsbedingung, die sehr dicht an der Endlo¨sung ist.
Hierfu¨r wird die Endlo¨sung der Rechnung mit der moderaten Anzahl von Fahrzeu-
gen verwendet. An zwei Stellen sollten zwei Fahrzeuge zu finden sein, deren Abstand
zum Vordermann genau unter bzw. genau u¨ber dem durchschnittlichen Abstand sein
sollte. Zwischen diese beiden Fahrzeuge wird ein Fahrzeug eingefu¨gt mit dem durch-
schnittlichen Abstand auf dem Ring. Fu¨r die Geschwindigkeit wird der Durchschnitt
aus Vorder- und Hintermann gebildet. Damit erho¨ht sich die Fahrzeugzahl um zwei
und die La¨nge um das doppelte der inversen Dichte auf dem Ring. Damit bleibt
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die Gesamtdichte erhalten. Die Rechnung wird fortgesetzt, bis sich wieder eine sta-
bile Konfiguration eingestellt hat. Anschließend ko¨nnen auf gleiche Weise wieder
Fahrzeuge eingefu¨gt werden.
Anzahl der Fahrzeuge in einer Phase
Zur Beurteilung, ob genug Fahrzeuge in der Simulation vorhanden sind, um den ther-
modynamischen Grenzfall mo¨glichst gut zu repra¨sentieren, ist es no¨tig, die Anzahl
der Fahrzeuge in den beiden Phasen zu bestimmen. Dabei wird die maximale und
die minimale Geschwindigkeit und der maximale und der minimale Abstand aller
Fahrzeuge gesucht. Anschließend werden die Fahrzeuge geza¨hlt die von den mini-
malen bzw. maximalen Werten um weniger als 0,0001 % abweichen. liegt diese Zahl
sowohl in der freien als auch in der gestauten Phase bei mindestens zehn Fahrzeugen,
wird davon ausgegangen, dass das System groß genug ist, den thermodynamischen
Grenzfall zu repra¨sentieren.
Verwendete mathematische Formeln
Um den Lesefluss nicht zu behindern, wurden verwendete mathematische Umfor-
mungen hierhin ausgegliedert. Diese und gegebenenfalls ihre Herleitungen findet
man in [2].
exp(±iα) = cos(±α) + i sin(±α)
= cos(α)± i sin(α) (A.44)
sin(α)− sin(β) = 2 sin
(
α− β
2
)
cos
(
α + β
2
)
(A.45)
sin(α) = 2 sin
(α
2
)
cos
(α
2
)
(A.46)
cos(α)− cos(β) = −2 sin
(
α− β
2
)
sin
(
α + β
2
)
(A.47)
cos(α)− 1 = −2 sin2
(α
2
)
(A.48)
cos(α) cos(β) =
1
2
(cos(α− β) + cos(α + β)) (A.49)
cos2(α) =
1
2
(1 + cos(2α)) (A.50)
∫
1
1 + x2
dx = arctan(x) (A.51)
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Herleitung der Geschwindigkeit der Staufront
Zwei Fahrzeuge bewegen sich in der Clusterphase mit dem Abstand ∆xˆcl und der
Geschwindigkeit vˆcl = vˆopt(∆xˆcl) hintereinander her. Beide verlassen die Cluster-
phase und bewegen sich anschließend im Abstand ∆xˆff und der Geschwindigkeit
vˆff = vˆopt(∆xˆff). Die vier linearen Funktionen xˆ(tˆ) der Bewegung ko¨nne wie folgt
dargestellt werden. Dabei ist Fahrzeug 1 das hintere und 2 das vordere Fahrzeug.
xˆ1,cl(tˆ) = vˆopt(∆xˆcl)t+ xˆ0,cl (A.52)
xˆ1,ff(tˆ) = vˆopt(∆xˆff)t+ xˆ0,ff (A.53)
xˆ2,cl(tˆ) = vˆopt(∆xˆcl)t+ xˆ0,cl + ∆xˆcl (A.54)
xˆ2,ff(tˆ) = vˆopt(∆xˆff)t+ xˆ0,ff + ∆xˆff (A.55)
In erster Na¨herung fahren die Fahrzeuge beim Schnittpunkt xˆ1(tˆ1) und xˆ2(tˆ2) ihrer
Funktionen aus dem Stau heraus.
tˆ1 =
xˆ0,ff − xˆ0,cl
vˆopt(∆xˆcl)− vˆopt(∆xˆff) (A.56)
xˆ1 = vˆopt(∆xˆcl)
xˆ0,ff − xˆ0,cl
vˆopt(∆xˆcl)− vˆopt(∆xˆff) + xˆ0,cl (A.57)
tˆ2 =
xˆ0,ff + ∆xˆff − xˆ0,cl −∆xˆcl
vˆopt(∆xˆcl)− vˆopt(∆xˆff) (A.58)
xˆ2 = vˆopt(∆xˆcl)
xˆ0,ff + ∆xˆff − xˆ0,cl −∆xˆcl
vˆopt(∆xˆcl)− vˆopt(∆xˆff) + xˆ0,cl + ∆xˆcl (A.59)
Durch die beiden Schnittpunkte verla¨uft die lineare Funktion xˆSF(tˆ) der Staufront.
Ihr Anstieg ist die Geschwindigkeit vˆSF der Staufront.
vˆSF =
xˆ2 − xˆ1
tˆ2 − tˆ1
(A.60)
vˆSF =
vˆcl∆xˆff − vˆff∆xˆcl
∆xˆff −∆xˆcl (A.61)
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C Abku¨rzungsverzeichnis
D1 Prototypendatensatz
D1a die ersten 30 min des Prototypendatensatzes
D1b die letzten 15 min des Prototypendatensatzes
D2 Teil 1 des I-80-Datensatzes
D3 Teil 2 des I-80-Datensatzes
D4 Teil 3 des I-80-Datensatzes
TSP Time-Space-Plot, Zeit-Weg-Abbildung
TSPs Time-Space-Plots, Zeit-Weg-Abbildungen
FFV Fahrzeug-Folge-Verhalten
HOV High-occupancy vehicle, Fahrzeug mit mindestens zwei Insassen
OVM Optimal Velocity Model, Modell der optimalen Geschwindigkeit
tl thermodynamic limit, thermodynamischer Grenzfall
cl Gro¨ße ist in der Clusterlo¨sung gu¨ltig
ff Gro¨ße ist im freien Verkehr gu¨ltig
NGSIM Next Generation Simulation
I-80 Interstate 80 in den USA
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