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Abstract In this paper, we consider a risk-averse decision problem for controlled-diffusion
processes, with dynamic risk measures, in which there are two risk-averse decision mak-
ers (i.e., leader and follower) with different risk-averse related responsibilities and infor-
mation. Moreover, we assume that there are two objectives that these decision makers are
expected to achieve. That is, the first objective being of stochastic controllability type that
describes an acceptable risk-exposure set vis-a´-vis some uncertain future payoff, and while
the second one is making sure the solution of a certain risk-related system equation has
to stay always above a given continuous stochastic process, namely obstacle. In particular,
we introduce multi-structure, time-consistent, dynamic risk measures induced from condi-
tional g-expectations, where the latter are associated with the generator functionals of two
backward-SDEs that implicitly take into account the above two objectives along with the
given continuous obstacle process. Moreover, under certain conditions, we establish the ex-
istence of optimal hierarchical risk-averse solutions, in the sense of viscosity solutions, to the
associated risk-averse dynamic programming equations that formalize the way in which both
the leader and follower consistently choose their respective risk-averse decisions. Finally,
we remark on the implication of our result in assessing the influence of the leader’s deci-
sions on the risk-averseness of the follower in relation to the direction of leader-follower
information flow.
Keywords Dynamic programming equation · forward-backward SDEs · hierarchical
risk-averse decisions · value functions · viscosity solutions
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1 Introduction
Let
(
Ω,F , {Ft}t≥0,P
)
be a probability space, and let {Bt}t≥0 be a d-dimensional stan-
dard Brownian motion, whose natural filtration, augmented by all P-null sets, is denoted by
{Ft}t≥0, so that it satisfies the usual hypotheses (e.g., see [22] or [12]). We consider the
following controlled-diffusion process over a given finite-time horizon T > 0
dXu,vt = m
(
t,Xu,vt , (ut, vt)
)
dt+ σ
(
t,Xu,vt , (ut, vt)
)
dBt,
Xu,v0 = x, 0 ≤ t ≤ T, (1)
where
– Xu,v· is an Rd-valued controlled-diffusion process,
– (u·, v·) is a pair of (U × V )-valued measurable decision processes such that for all
t > s, (Bt−Bs) is independent of (ur, vr) for r ≤ s (nonanticipativity condition) and
E
∫ t
s
|uτ |
2dτ <∞ and E
∫ t
s
|vτ |
2dτ <∞, ∀t ≥ s,
with U and V are open compact sets in Rd, with U ∩ V = ∅,
– m : [0, T ]×Rd× (U ×V )→ Rd is uniformly Lipschitz, with bounded first derivative,
and
– σ : [0, T ] × Rd × (U × V ) → Rd×d is Lipschitz with the least eigenvalue of σ σT
uniformly bounded away from zero for all (x, (u, v)) ∈ Rd × (U × V ) and t ∈ [0, T ],
i.e.,
σ(t, x, (u, v))σT (t, x, (u, v))  λId×d, ∀(x, (u, v)) ∈ R
d × (U × V ),
∀t ∈ [0, T ],
for some λ > 0.
Notation: Let us introduce the following spaces that will be useful later in the paper.
– L2
(
Ω,Ft,P;R
d
)
is the set of Rd-valued Ft-measurable random variables ξ such that∥∥ξ∥∥2 = E{∣∣ξ∣∣2} <∞;
– L∞
(
Ω,Ft,P
)
is the set of R-valuedFt-measurable random variables ξ such that
∥∥ξ∥∥ =
ess inf
∣∣ξ∣∣ <∞;
– S2
(
t, T ;Rd
)
is the set of Rd-valued adapted processes
(
ϕs
)
t≤s≤T
on Ω × [t, T ] such
that
∥∥ϕ∥∥2
[t,T ]
= E
{
supt≤s≤T
∣∣ϕs∣∣2} <∞;
– H2
(
t, T ;Rd
)
is the set of Rd-valued progressively measurable processes
(
ϕs
)
t≤s≤T
such that
∥∥ϕ∥∥2
[t,T ]
= E
{∫ T
t
∣∣ϕs∣∣2ds} <∞.
In this paper, we consider a risk-averse decision problem for the above controlled-diffusion
process, in which there are two hierarchical decision makers (i.e., leader and follower with
differing risk-averse related responsibilities and information) choose their decisions from
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progressively measurable strategy sets. That is, the leader’s decision u· is a U -valued mea-
surable control process from
U[0,T ] ,
{
u : [0, T ]× Ω → U
∣∣∣u is an {Ft}t≥0- adapted
and E
∫ T
0
|ut|
2dt <∞
}
, (2)
and while the follower’s decision v· is a V -valued measurable control process from
V[0,T ] ,
{
v : [0, T ]×Ω → V
∣∣∣v is an {Ft}t≥0- adapted
and E
∫ T
0
|vt|
2dt <∞
}
. (3)
Furthermore, we consider the following two cost functionals that provide information about
the accumulated risk-costs on the time interval [0, T ] w.r.t. the leader and follower, i.e.,
leader’s risk-cost: ξl0,T (u, v) =
∫ T
0
cl
(
t,Xu,vt , ut
)
dt+ Ψl(XT ), (4)
and
follower’s risk-cost: ξf0,T (u, v) =
∫ T
0
cf
(
t,Xu,vt , vt
)
dt+ Ψf (XT ), (5)
where cl : [0, T ]×Rd×V → R and cf : [0, T ]×Rd×W → R are measurable functions;
and Ψl : Rd → R and Ψf : Rd → R are also assumed measurable functions.
Here, we remark that the corresponding solutionXu,vt in (1) depends on the admissible risk-
averse decision pairs (u·, v·) ∈ U[0,T ]⊗V[0,T ]); and it also depends on the initial condition
Xu,v0 = x. As a result of this, for any time-interval [t, T ], with t ∈ [0, T ], the accumulated
risk-costs ξ1t,T and ξ2t,T depend on the risk-averse decisions (u·, v·) ∈ U[t,T ] ⊗ V[t,T ].1
Moreover, we also assume that f , σ, cl, cf , Ψl and Ψf , for p ≥ 1, satisfy the following
growth conditions∣∣m(t, x, (u, v))∣∣+ ∣∣σ(t, x, (u, v))∣∣+ ∣∣cl(t, x, u)∣∣+ ∣∣Ψl(x)∣∣
≤ K
(
1 +
∣∣x∣∣p + ∣∣u∣∣+ ∣∣v∣∣) (6)
and ∣∣m(t, x, (u, v))∣∣+ ∣∣σ(t, x, (u, v))∣∣+ ∣∣cf(t, x, v)∣∣+ ∣∣Ψf(x)∣∣
≤ K
(
1 +
∣∣x∣∣p + ∣∣u∣∣+ ∣∣v∣∣), (7)
for all
(
t, x, (u, v)
)
∈ [0, T ]× Rd × (U × V ) and for some constant K > 0.
On the same probability space
(
Ω,F , {Ft}t≥0,P
)
, we consider the following backward
stochastic differential equation (BSDE)
−dYt = g
(
t, Yt, Zt
)
dt− ZtdBt, YT = ξ, (8)
1 For any t ∈ [0, T ], U[t,T ] and V[t,T ] denote the sets of U - and V -valued
{
Fts
}
s≥t
-adapted processes,
respectively (see Definition 2).
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where the terminal value YT = ξ belongs to L2
(
Ω,FT ,P;R
)
and the generator func-
tional g : Ω× [0, T ]×R×Rd → R, with property that
(
g
(
t, y, z
))
0≤t≤T
is progressively
measurable for each (y, z) ∈ R×Rd. We also assume that g satisfies the following assump-
tion.
Assumption 1
(1.1) g is Lipschitz in (y, z), i.e., there exists a constant K > 0 such that, P-a.s., for any
t ∈ [0, T ], y1, y2 ∈ R and z1, z2 ∈ Rd∣∣g(t, y1, z1)− g(t, y2, z2)∣∣ ≤ K(∣∣y1 − y2∣∣+ ∥∥z1 − z2∥∥).
(1.2) g(t, 0, 0) ∈ H2(t, T ;R).
(1.3) P-a.s., for all t ∈ [0, T ] and y ∈ R, g(t, y, 0) = 0.
Then, we state the following lemma, which is used to establish the existence of a unique
adapted solution (e.g., see [17] for additional discussions).
Lemma 2 Suppose that Assumption 1 holds. Then, for any ξ ∈ L2(Ω,FT ,P;R), the BSDE
in (8), with terminal condition YT = ξ, i.e.,
Yt = ξ +
∫ T
t
g
(
s, Ys, Zs
)
ds−
∫ T
t
ZsdBs, 0 ≤ t ≤ T (9)
has a unique adapted solution(
Y T,g,ξt , Z
T,g,ξ
t
)
0≤t≤T
∈ S2
(
0, T ;R
)
×H2
(
0, T ;Rd
)
. (10)
Moreover, we recall the following comparison result that will be useful later (e.g., see [18]).
Theorem 1 (Comparison Theorem) Given two generators g1 and g2 satisfying Assump-
tion 1 and two terminal conditions ξ1, ξ2 ∈ L2
(
Ω,FT , P;R
)
. Let
(
Y 1t , Z
1
t
)
and
(
Y 2t , Z
2
t
)
be the solution pairs corresponding to
(
ξ1, g1
)
and
(
ξ2, g2
)
, respectively. Then, we have
(i) Monotonicity: If ξ1 > ξ2 and g1 > g2, P-a.s., then Y 1t > Y 2t , P-a.s., for all t ∈ [0, T ];
(ii) Strictly Monotonicity: In addition to (i) above, if we assume that P(ξ1 > ξ2) > 0,
then P
(
Y 1t > Y
2
t
)
> 0, for all t ∈ [0, T ].
In the following, we give the definition for a dynamic risk measure that is associated with
the generator of BSDE in (8).
Definition 1 For any ξ ∈ L2
(
Ω,FT ,P;R
)
, let
(
Y T,g,ξt , Z
T,g,ξ
t
)
0≤t≤T
∈ S2
(
0, T ;R
)
×
H2
(
0, T ;Rd
)
be the unique solution for the BSDE in (8) with terminal condition YT = ξ.
Then, we define the dynamic risk measure ρgt,T of ξ by
2
ρgt,T
[
ξ
]
, Y T,g,ξt . (11)
2 Here, we remark that, for any t ∈ [0, T ], the conditional g-expectation (denoted by Eg
[
ξ|Ft
]) is also
defined by
Eg
[
ξ|Ft
]
, Y
T,g,ξ
t .
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Remark 1 Note that such a risk measure is widely used for evaluating the risk of uncertain
future outcomes, and also assisting with stipulating minimum interventions required by fi-
nancial institutions for risk management (e.g., see [2], [21], [8], [11], [6] or [4] for related
discussions). In Section 2, we use multi-structure, time-consistent, dynamic risk measures
induced from conditional g-expectations, where the latter are associated with the generator
functionals of two backward-SDEs that implicitly take into account the cost functionals of
the leader and follower along with the given continuous obstacle process; and we provide
a hierarchical framework for the risk-averse decision problem for the controlled-diffusion
process.
Moreover, if the generator functional g satisfies Assumption 1, then a family of time-consistent
dynamic risk measures
{
ρgt,T
}
t∈[0,T ]
has the following properties (see [21] for additional
discussions).
Property 1
(p1) Convexity: If g is convex for every fixed (t, ω) ∈ [0, T ] × Ω, then for all ξ1, ξ2 ∈
L2
(
Ω,FT ,P;R
)
and for all λ ∈ L∞
(
Ω,Ft,P;R
)
such that 0 ≤ λ ≤ 1
ρgt,T
[
λξ1 + (1− λ)ξ2
]
≤ λρgt,T
[
ξ1
]
+ (1− λ)ρgt,T
[
ξ1
]
;
(p2) Monotonicity: For ξ1, ξ2 ∈ L2
(
Ω,FT ,P;R
)
such that ξ1 > ξ2 P-a.s., then
ρgt,T
[
ξ1
]
> ρgt,T
[
ξ2
]
, P-a.s.;
(p3) Trans-invariance: For all ξ ∈ L2(Ω,FT ,P;R) and ν ∈ L2(Ω,Ft,P;R)
ρgt,T
[
ξ + ν
]
= ρgt,T
[
ξ
]
+ ν;
(p4) Positive-homogeneity: For all ξ ∈ L2(Ω,FT ,P;R) and for all λ ∈ L∞(Ω,Ft, P;R)
such that λ > 0
ρgt,T
[
λξ
]
= λρgt,T
[
ξ
]
;
(p5) Normalization: ρgt,T
[
0
]
= 0 for t ∈ [0, T ].
Remark 2 Note that, since the seminal work of Artzner et al. [2], there have been studies
on axiomatic dynamic risk measures, coherency and consistency in the literature (e.g., see
[6], [21], [24], [11] or [4]). Particularly relevant for us are, time-consistent, dynamic risk
measures, induced from conditional g-expectations associated with generator functionals of
BSDEs satisfying the above properties (p1)–(p5).
Here it is worth mentioning that some interesting studies on the dynamic risk measures,
based on the conditional g-expecations, have been reported in the literature (e,g. see [21],
[4] and [24] for establishing connection between the risk measures and the generator of
BSDE; and see also [26] for characterizing the generator of BSDE according to different
risk measures). Recently, the authors in [25] and [3] have provided interesting results on the
risk-averse decision problem for Markov decision processes, in discrete-time setting, and,
respectively, a hierarchical risk-averse framework for controlled-diffusion processes. Note
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that the rationale behind our framework follows in some sense the settings of these papers.
However, to our knowledge, the problem of dynamic consistent risk-aversion for controlled-
diffusion processes has not been addressed in the context of hierarchical argument, and it is
important because it provides a mathematical framework that shows how a such framework
can be systematically used to obtain optimal risk-averse decisions.
The remainder of this paper is organized as follows. In Section 2, using the basic remarks
made in Section 1, we state the hierarchical risk-averse decision problem for the controlled-
diffusion process. In Section 3, we present our main results – where we introduce a frame-
work under which the follower is required to respond optimally to the risk-averse decision
of the leader so as to achieve an overall consistent risk-averseness. Moreover, we establish
the existence of optimal risk-averse solutions, in the sense of viscosity solutions, to the as-
sociated risk-averse dynamic programming equations. Finally, Section 4 provides further
remarks.
2 The hierarchical risk-averse decision problem formulation
In order to make our hierarchical formulation more precise, we further assume following.
Assumption 3
(3.1) g : [0, T ]×Ω × R× Rd → R is a measurable function that satisfies Assumption 1,
(3.2) ξTarget is a real-valued random variable from L2(Ω,FT ,P;R),
(3.3) h : [0, T ]× Rd → R is jointly continuous in t and x; and satisfying
h(t, x) ≤ K(1 + |x|p), (t, x) ∈ [0, T ]× Rd, (12)
h(t, x) ≤ Ψl(x) for x ∈ Rd and for some constant K > 0,
(3.4) an “obstacle” {Lt, 0 ≤ t ≤ T}, which is continuous progressively real-valued pro-
cess satisfying
E
{
sup
0≤t≤T
(L+t )
2
}
<∞. (13)
Then, for any (t, x) ∈ [0, T ] × Rd, we consider the following forward-SDE with an initial
condition Xt,x;wt = x
dXt,x;ws = m
(
t,Xt,x;ws , (us, vs)
)
ds+ σ
(
s,Xt,x;ws , (us, vs)
)
dBs, t ≤ s ≤ T, (14)
where w· , (u·, v·) is a pair of (U,V )-valued measurable decision processes. Furthermore,
we also suppose that the data (ξTarget, L) take the following forms
ξTarget = Ψl(X
t,x;w
T ) and Ls = h(s,X
t,x;w
s ). (15)
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Moreover, we introduce the following two risk-value functions w.r.t. the leader and follower,
i.e.,
leader: V ul
(
t, x
)
= ρglt,T
[
ξlt,T
(
u, v
)]
, such that, for a given uˆ· ∈ U[t,T ],
∃vˆ· ∈
{
v˜· ∈ V[t,T ]
∣∣∣ ρgft,T [ξft,T (uˆ, v˜)]≤ ρgft,T [ξft,T (uˆ, v)], ∀v· ∈ V[t,T ],
ρglt,T
[
ξlt,T
(
uˆ, v˜
)]
≥ Lt, P− a.s.
}
, (16)
where
ξlt,T
(
v, w
)
=
∫ T
t
cl
(
s,Xt,x;ws , vs
)
ds+ Ψl(X
t,x;w
T ) (17)
and similarly
follower: V vf
(
t, x
)
= ρ
gf
t,T
[
ξft,T
(
u, v
)]
, (18)
where
ξft,T
(
v, w
)
=
∫ T
t
cf
(
s,Xt,x;ws , ws
)
ds+ Ψf (X
t,x;w
T ). (19)
Taking into account Assumption 3 (and with Markovian risk-averse decisions), we can ex-
press the above two risk-value functions using reflected- and standard-BSDE as follows
V ul
(
t, x
)
, Yˆ t,x;ws
= Ψl(X
t,x;w
T ) +
∫ T
t
gl
(
s,Xt,x;ws , Yˆ
t,x;w
s , Zˆ
t,x;w
s
)
ds
+At,x;wT −A
t,x;w
s −
∫ T
t
Zˆt,x;ws dBs, (20)
where
{
At,x;ws
}
is increasing and continuous, and∫ T
t
(
Yˆ t,x;ws − h(s,X
t,x;w
s )
)
dAt,x;ws = 0,
with Ls = h(s,Xt,x;ws ), and
gl
(
t,Xt,x;ws , Yˆ
t,x;w
s , Zˆ
t,x;w
s
)
= cl
(
s,Xt,x;ws , us
)
+ g
(
s, Yˆ t,x;ws Zˆ
t,x;w
s
)
and
V vf
(
t, x
)
, Y˜ t,x;ws
= Ψf (X
t,x;w
T ) +
∫ T
t
gf
(
s,Xt,x;ws Y˜
t,x;w
s , Z˜
t,x;w
s
)}
ds
−
∫ T
t
Z˜t,x;ws dBs, (21)
where
gf
(
t, Xt,x;ws , Y˜
t,x;w
s , Z˜
t,x;w
s
)
= cf
(
s,Xt,x;ws , vs
)
+ g
(
s, Y˜ t,x;ws , Z˜
t,x;w
s
)
.
Noting the conditions in (6) and (7) (see also Remark 3), then (Yˆ t,x;ws , Zˆt,x;ws , At,x;ws )t≤s≤T
and
(
Y˜ t,x;ws , Z˜
t,x;w
s
)
t≤s≤T
are adapted solutions on [t, T ]×Ω and belong toS2
(
t, T ;R
)
×
H2
(
t, T ;Rd
)
× S2
(
t, T ;R
)
.
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Remark 3 Here, it is worth remarking that, for a given continuous progressively real-valued
process
{
Lt, 0 ≤ t ≤ T
}
satisfying (13) and for each (t, x) ∈ [0, T ]×Rd, if there exists a
unique triple
(
Yˆ t,x;w, Zˆt,x;w, At,x;w
)
of
{
F ts
}
progressively measurable processes, which
solves the reflected-BSDE in (20). Then, this is equivalent to solve(
Y¯ t,x;w, Z¯t,x;w
)
=
(
Yˆ t,x;w +At,x;w, Zˆt,x;w
)
∈ S2
(
t, T ;R
)
×H2
(
t, T ;Rd
)
of the following standard-BSDE
Y¯ t,x;ws = Ψl(X
t,x;w
T ) +
∫ T
t
gl
(
s,Xt,x;ws , Y¯
t,x;w
s , Z¯
t,x;w
s
)
ds−
∫ T
t
Z¯t,x;ws dBs.
In what follows, we introduce a hierarchical framework that requires a certain level of risk-
averseness be achieved for the leader as a priority over that of the follower. For example,
suppose that the risk-averse decision for the leader uˆ· ∈ U[t,T ] is given. Then, the problem
of finding an optimal risk-averse decision for the follower, i.e., vˆ· ∈ V[t,T ], which minimizes
the accumulated risk-cost under v is then reduced to finding an optimal risk-averse solution
for
inf
v·∈V[t,T ]
Jf
[(
uˆ, v
)]
, (22)
where
Jf
[(
uˆ, v
)]
= ρ
gf
t,T
[
ξft,T
(
uˆ, v
)]
. (23)
Note that, for a given uˆ· ∈ U[t,T ], if the forward-backward stochastic differential equations
(FBSDEs) in (14), (21) and the reflected-BSDE in (20) admit unique solutions, then we
have
vˆ· , F (uˆ·) ∈
{
v˜· ∈ V[t,T ]
∣∣∣ ρgft,T [ξft,T (uˆ, v˜)]≤ ρgft,T [ξft,T (uˆ, v)], ∀v· ∈ V[t,T ],
ρglt,T
[
ξlt,T
(
uˆ, v˜
)]
≥ Lt, P− a.s.
}
, (24)
for some measurable mapping F : uˆ· ∈ U[t,T ]  vˆ· ∈ V[t,T ]. Moreover, if we substitute
wˆ = (uˆ, F (uˆ)) into (14), then the corresponding solution Xt,x;wˆs depends uniformly on uˆ·
for s ∈ [t, T ]. Further, the risk-averse decision problem (which minimizes the accumulated
risk-cost under u w.r..t the leader) is then reduced to finding an optimal risk-averse solution
for
inf
u·∈U[t,T ]
Jl
[(
u,F (u)
)]
, (25)
where
Jl
[(
u, F (u)
)]
= ρglt,T
[
ξlt,T
(
u, F (u)
)]
. (26)
Remark 4 Note that the generator functionals gl and gf contain a common term g that
acts on different processes (see also equation (20) and (21)). Moreover, due to differing
cost functionals w.r.t. the leader and follower, ρglt,T
[
· ] and ρgft,T
[
· ] provide multi-structure
dynamic risk measures.
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Next, we introduce the definition of admissible hierarchical risk-averse decision system
Σ[t,T ], with time-consistent, dynamic risk measures, which provides a logical construct
for our main results (e.g., see also [15]).
Definition 2 For a given finite-time horizon T > 0, we call Σ[t,T ] an admissible hierarchi-
cal risk-averse decision system, if it satisfies the following conditions:
–
(
Ω,F , {Ft}t≥0,P
)
is a complete probability space;
–
{
Bs
}
s≥t
is a d-dimensional standard Brownian motion defined on
(
Ω,F ,P
)
over [t, T ]
and F t ,
{
F ts
}
s∈[t,T ]
, where F ts = σ
{(
Bs; t ≤ s ≤ T
)}
is augmented by all P-null
sets in F ;
– u· : Ω × [s, T ] → U and v· : Ω × [s, T ] → V are
{
F ts
}
s≥t
-adapted processes on(
Ω,F ,P
)
with
E
∫ T
s
|uτ |
2dτ <∞ and E
∫ T
s
|vτ |
2dτ <∞, s ∈ [t, T ];
– There exists at least one measurable mapping F : u· ∈ U[t,T ]  v· ∈ V[t,T ] with
v· = F
(
u·
)
whenever u· ∈ U[t,T ] satisfies (23);
– For any x ∈ Rd, the FBSDEs in (14), (21) and the reflected-BSDE in (20) admit a unique
solution set
{
Xs,x;u· , (Yˆ
s,x;w
· , Zˆ
s,x;w
· , A
s,x;w
· ), (Y˜
s,x;w
· , Z˜
s,x;w
· )
}
on
(
Ω,F ,F t, P
)
with w· =
(
u·, F (u·)
)
.
Then, with restriction to the above admissible hierarchical risk-averse decision system, we
can state the risk-averse decision problem as follow.
Problem (P). Find a pair of risk-averse strategies (u∗· , v∗· ) ∈ U[0,T ]⊗V[0,T ] w.r.t. the leader
and that of the follower, with ξTarget ∈ L2(Ω,FT ,P;R), such that
u∗· ∈
{
arg inf Jl
[(
u, v
)]∣∣∣v· = F (u·) & (u·, F (u·)) restricted to Σ[0,T ]} (27)
and
v∗· ∈
{
arg inf Jf
[(
u, v
)]∣∣∣v∗· = F (u∗· ) & (u∗· , F (u∗· )) restricted toΣ[0,T ]}, (28)
where F is a measurable mapping the set U[0,T ] onto V[0,T ] and, furthermore, the accumu-
lated risk-costs Jl and Jf over the time-interval [0, T ] are given
Jl
[(
v, w
)]
=
∫ T
0
cl
(
s,X0,x;ws , us
)
ds+ Ψl(X
0,x;w
T ), Ψl(X
0,x;w
T ) = ξ
Target (29)
and
Jf
[(
v, w
)]
=
∫ T
0
cf
(
s,X0,x;ws , vs
)
ds+ Ψf (X
0,x;w
T ), (30)
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where X0,x;w0 = x and w· = (u·, v·).3
In the following section, we establish the existence of optimal risk-averse solutions, in the
sense of viscosity, for the risk-averse optimization problems in (27) and (28) with restriction
to Σ[0,T ]. Note that, for a given u· ∈ U[0,T ], the risk-averse optimization problem in (28)
has a unique solution on V[0,T ]. Moreover, as we will see later on, the problem in (27)
makes sense if the follower is involved not only in minimizing his own accumulated risk-
cost (in response to the risk-averse decision of the leader) but also in minimizing that of the
leader.
3 Main results
In this section, we present our main results, where we introduce a hierarchical framework
under which the follower is required to respond optimally to the risk-averse decision of the
leader so as to achieve an overall risk-averseness. Moreover, such a framework allows us to
establish the existence of optimal risk-averse solutions, in the sense of viscosity solutions,
to the associated risk-averse dynamic programming equations.
We now state the following propositions that will be useful for proving our main results in
Subsections 3.1 and 3.3.
Proposition 1 Suppose that the generator functional g satisfies Assumption 1. Further, let
the statements in (6), (7) and Assumption 3 along with (15) hold true. Then, for any (t, x) ∈
[0, T ] × Rd and for every w· = (u·, v·) ∈ U[t,T ] ⊗ V[t,T ], the FBSDEs in (14), (21) and
the reflected-BSDE in (20) admit unique adapted solutions
Xt,x;w· ∈ S
2
(
t, T ;Rd
)(
Yˆ t,x;w· , Zˆ
t,x;w
· , A
t,x;w
·
)
∈ S2
(
t, T ;R
)
×H2
(
t, T ;Rd
)
× S2
(
t, T ;R
)(
Y˜ t,x;w· , Z˜
t,x;w
·
)
∈ S2
(
t, T ;R
)
×H2
(
t, T ;Rd
)

 (31)
Furthermore, the risk-values w.r.t. the leader and follower, i.e., V ul
(
t, x
)
and V vf
(
t, x
)
, are
deterministic.
Proof Notice that m and σ are bounded and Lipschitz continuous w.r.t. (t, x) ∈ [0, T ]×Rd
and uniformly for (u, v) ∈ U × V . Then, for any (t, x) ∈ [0, T ] × Rd and w· = (u·, v·)
are progressively measurable processes, there always exists a unique path-wise solution
Xt,x;w· ∈ S
2
(
t, T ;Rd
)
for the forward SDE in (14). On the other hand, consider the fol-
lowing BSDEs
−dY¯ t,x;ws = gl
(
s,Xt,x;ws , Y¯
t,x;w
s , Zˆ
t,x;w
s
)
ds− Zˆt,x;ws dBs, (32)
where
Y¯ t,x;wT = A
t,x;w
T +
∫ T
t
cl
(
τ,Xt,x;wτ , uτ
)
dτ + Ψl(X
t,x;w
T )
3 Note that
v∗· ∈
{
arg inf Jf
[(
u, v
)]∣∣∣u· = F−1(v·) & (F−1(v·), v) restricted toΣ[0,T ]
}
,
where F−1 : v· ∈ V[t,T ]  u· ∈ U[t,T ].
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and
−dY˘ t,x;us = gf
(
s,Xt,x;ws , Y˘
t,x;w
s , Z˜
t,x;w
s
)
ds− Z˜t,x;ws dBs, (33)
where
Y˘ 2;t,x;uT =
∫ T
t
cf
(
τ,Xt,x;wτ , vτ
)
dτ + Ψf (X
t,x;w
T ).
From Lemma 2 (and see also Remark 3), the equations in (32) and (33) admit unique solu-
tions
(
Y¯ t,x;w· , Zˆ
t,x;w
·
)
and
(
Y˘ t,x;w· , Z˜
t,x;w
·
)
in S2
(
t, T ;R
)
×H2
(
t, T ;Rd
)
. Furthermore,
if we introduce the following
Yˆ t,x;ws = Y¯
t,x;w
s −A
t,x;w
s −
∫ s
t
cl
(
τ,Xt,x;wτ , uτ
)
dτ, s ∈ [t, T ]
and
Y˜ t,x;ws = Y˘
t,x;w
s −
∫ s
t
cf
(
τ,Xt,x;wτ , vτ
)
dτ, s ∈ [t, T ].
Then, the forward of the reflected BSDE in (20) and that of the BSDE in (21) hold, respec-
tively, with
(
Yˆ t,x;w· , Zˆ
t,x;w
· , A
t,x;w
·
)
and
(
Y˜ t,x;w· , Z˜
t,x;w
·
)
. Moreover, we also observe that
Yˆ t,x;wt and Y˜
t,x;w
t are deterministic. This completes the proof of Proposition 1. ✷
Proposition 2 Let (t, x) ∈ [0, T ] × Rd and w· = (u·, v·) ∈ U[t,T ] ⊗ V[t,T ] be restricted
to Σ[t,T ] (cf. Definition 2). Then, for any r ∈ [t, T ] and Rd-valued F tr-measurable random
variable η, we have
V ul
(
r, η
)
= Yˆ t,x;wr
, ρglr,T
[∫ T
r
cl
(
s,Xr,η;ws , us
)
ds+ Ψl(X
r,η;w
T )
]
, P-a.s. (34)
and
V vf
(
r, η
)
= Y˜ t,x;wr
, ρ
gf
r,T
[∫ T
r
cf
(
s,Xr,η;ws , vs
)
ds+ Ψf (X
r,η;w
T )
]
, P-a.s. (35)
Proof For any r ∈ [t, T ], with t ∈ [0, T ], we consider the following probability space(
Ω,F ,P
(
·|F tr
)
, {F t}
)
and notice that η is deterministic under this probability space. Then,
for any s ≥ r, there exist progressively measurable processes ψ1 and ψ2 such that(
us(Ω), vs(Ω)
)
=
(
ψ1(Ω,B·∧s(Ω)), ψ2(Ω,B·∧s(Ω))
)
, (36)
=
(
ψ1(s, B¯·∧s(Ω) +Br(Ω)), ψ2(s, B¯·∧s(Ω) +Br(Ω))
)
, (37)
where B¯s = Bs − Br is a standard d-dimensional brownian motion. Note that the pairs(
u·, v·
)
are F tr-adapted processes, then we have the following restriction w.r.t. Σ[t,T ](
Ω,F , {F t},P
(
·|F tr
)
(ω′),B·,
(
u·, v·
))
∈ Σ[t,T ], (38)
where ω′ ∈ Ω′ such that Ω′ ∈ F , with P(Ω′) = 1. Furthermore, noting Lemma 2, if we
work under the probability space
(
Ω′,F ,P
(
·|F tr
))
, then both statements in (34) and (35)
hold P-almost surely. This completes the proof of Proposition 2. ✷
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In what follows, we restrict our discussion w.r.t. the generator functional gf which is asso-
ciated with the follower. Moreover, for w = (u, v) ∈ U × V and any φ(x) ∈ C∞0 (Rd), we
introduce a family of second-order linear operators, associated with (1), as follow
L
(u,v)
t φ(x) =
1
2
tr
{
a(t, x, w)D2xφ(x)
}
+m(t, x, w)Dxφ(x), t ∈ [0, T ], (39)
where a(t, x, w) = σ(t, x, w)σT (t, x, w), Dx and D2x, (with D2x =
(
∂2/∂xi∂xj
)) are the
gradient and the Hessian (w.r.t. the variable x), respectively. Further, on the spaceC1,2b ([t, T ]×
R
d), for any (t, x) ∈ [0, T ] × Rd, we consider the following Hamilton-Jacobi-Bellman
(HJB) partial differential equation (PDE)
∂ϕ(t, x)
∂t
+ infv∈V
{
L
(u,v)
t ϕ(t, x)
+gf
(
t, ϕ(t, x), Dxϕ(t, x) · σ(t, x, (u, v))
)}
= 0
where u is assumed to be given

 (40)
with the following boundary condition
ϕ(T, x) = Ψf (T, x), x ∈ R
d. (41)
Remark 5 Here, we remark that the above equation in (40) together with (41), is associated
with the risk-averse decision problem for the follower, restricted to Σ[t,T ] (cf. Definition 2),
with cost functional in (30). Moreover, it represents a generalized HJB equation with addi-
tional terms gf . Note that the problem of FBSDEs and reflected BSDEs (cf. equations (14),
(20) and (21)) and the solvability of the related HJB partial differential equations (PDEs)
have been well studied in literature (e.g., see [1], [9], [13], [15], [16], [18], [19] and [20]).
Next, we recall the definition of viscosity solutions for (40) together with (41) (e.g., see [5],
[10] or [14] for additional discussions on the notion of viscosity solutions).
Definition 3 The functions ϕ : [0, T ] × Rd is viscosity solutions for (40) together with the
boundary conditions in (41), if the following conditions hold
(i) for every ψ ∈ C1,2b ([0, T ],×Rd) such that ψ ≥ ϕ on [0, T ]× Rd,
sup
(t,x)
{
ϕ(t, x)− ψ(t, x)
}
= 0, (42)
and for (t0, x0) ∈ [0, T ]×Rd such that ψ(t0, x0) = ϕ(t0, x0) (i.e., a local maximum
at (t0, x0)), then we have
∂ψ(t0, x0)
∂t
+ inf
v∈V
{
L
(u,v)
t ψ(t0, x0)
+ gf
(
t0, x0, ψ(t0, x0), Dxψ(t0, x0) · σ(t0, x0, (u, v))
)}
≥ 0 (43)
(ii) for every ψ ∈ C1,2b ([0, T ],×Rd) such that ψ ≤ ϕ on [0, T ]× Rd,
inf
(t,x)
{
ϕ(t, x)− ψ(t, x)
}
= 0, (44)
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and for (t0, x0) ∈ [0, T ]×Rd such that ψ(t0, x0) = ϕ(t0, x0) (i.e., a local minimum
at (t0, x0)), then we have
∂ψ(t0, x0)
∂t
+ inf
v∈V
{
L
(u,v)
t ψ(t0, x0)
+ gf
(
t0, x0, ψ(t0, x0), Dxψ(t0, x0) · σ(t0, x0, (u, v))
)}
≤ 0. (45)
3.1 On the risk-averse optimality condition for the follower
Suppose that, for a given leader’s risk-averse decision uˆ· ∈ U[t,T ], the decision for the
follower is an optimal solution to (18). Then, with restriction to Σ[t,T ], such a solution is
characterized by the following propositions (i.e., Propositions 3, 4 and 5).
Proposition 3 Suppose that the generator functional g satisfies Assumption 1. Further, let
the statements in (6), (7) and Assumption 3 along with (15) hold true. Let uˆ· ∈ U[t,T ] be
given, then the risk-value function w.r.t. the follower is given by
V vf
(
t, x
)
= inf
v·∈V[t,r]
∣∣Σ[t,T ] ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;ws , vs
)
ds+ V vf
(
r,Xt,x;wr
)] (46)
for any (t, x) ∈ [0, T ]× Rd and r ∈ [t, T ], with w = (uˆ, v).
Proof Notice that uˆ· ∈ U[t,T ] is given. Then, for any ǫ > 0, there exists v˜· ∈ V[t,T ] such
that V vf
(
t, x
)
+ ǫ ≥ V v˜f
(
t, x
)
. Further, if we applying the properties of time-consistency
and translation to V v˜f
(
t, x
)
, then we have
V vf
(
t, x
)
+ ǫ ≥ V v˜f
(
t, x
)
= ρ
gf
t,r
[
ρ
gf
r,T
[∫ T
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ Ψf (X
t,x;w˜
T )
]]
= ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ ρ
gf
r,T
[∫ T
r
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ Ψf (X
t,x;w˜
T )
]]
,
(47)
where w˜· = (uˆ·, v˜·) is restricted to Σ[t,T ]. Moreover, if we apply Proposition 2, then we
have
V vf
(
t, x
)
+ ǫ ≥ ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ V v˜f
(
r,Xt,x;w˜r
)]
≥ ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ V vf
(
r,Xt,x;w˜r
)]
≥ inf
v·∈V[t,r]
∣∣Σ[t,T ] ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ V vf
(
r,Xt,x;wr
)]
. (48)
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Since ǫ is arbitrary, we obtain (46). On the other hand, to show the reverse inequality “ ≤ ”,
let v˜· (which is restricted to Σ[t,T ]) be an ǫ-optimal solution, for a fixed ǫ > 0, to the the
problem on the right-hand side of (46).That is,
inf
v·∈V[t,r]
∣∣Σ[t,T ] ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ V vf
(
r,Xt,x;wr
)]
+ ǫ
≥ ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w˜s , v˜s
)
ds+ V vf
(
r,Xt,x;w˜r
)]
. (49)
Then, for every y ∈ Rd, let v˜·(y) ∈ V[t,T ] be such that V vf
(
r, y
)
+ ǫ ≥ V
v˜(y)
f
(
t, x
)
and restricted to Σ[t,T ]. Due to the measurable selection theorem, we may assume that
the function y → v˜(y) is Borel measurable. Further, suppose that a control function v0· is
defined as follow
v0s =
{
v¯s, s ∈ [t, r)
v˜s(X
t,x;w¯
s ), s ∈ [r, T ].
(50)
Note that, from the above definition, v0· is restricted to Σ[t,T ]. Then, using the properties of
the monotonicity, translation and time-consistency, we obtain the following
ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w¯s , v¯s
)
ds+ V w¯f
(
r,Xt,x;w¯r
)]
≥ ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;w¯s , v¯s
)
ds+ V
v˜s(X
t,x;w¯
s
)
f
(
r,Xt,x;w¯r
)
− ǫ
]
, with w¯ = (uˆ, v¯)
≥ ρ
gf
t,T
[∫ T
t
cf
(
s,Xt,x;w
0
s , v¯
0
s
)
ds+ Ψf
(
Xt,x;w
0
T
)]
− ǫ, with w0 = (uˆ, v0)
= V v
0
f
(
t, x
)
− ǫ. (51)
If we combine the inequalities from (49) and (51), then we have
inf
v·∈V[t,r]
∣∣Σ[t,T ] ρ
gf
t,r
[∫ r
t
cf
(
s,Xt,x;ws , vs
)
ds+ V vf
(
r,Xt,x;wr
)]
+ ǫ ≥ V v
0
f
(
t, x
)
− ǫ
≥ V vf
(
t, x
)
− ǫ. (52)
Note that, since ǫ is arbitrary, we obtain (46). This completes the proof of Proposition 3. ✷
Then, we have the following results (i.e., Propositions 4 and 5) that characterize the measur-
able mapping F in (18).
Proposition 4 Suppose that the generator functional g satisfies Assumption 1. Let V be a
compact set in Rd and uˆ· ∈ U[t,T ] be given. Then, the risk-value function V vf
(
·, ·
)
is the
viscosity solution of (40) with boundary condition Ψf (T, x) for x ∈ Rd and with w =
(uˆ, v).
Proof Suppose that ϕ ∈ C1,2b ([0, T ] × Rd) and assume that ϕ ≥ V vf on [0, T ] × Rd and
max(t,x)
[
V vf (t, x) − ϕ(t, x)
]
= 0. We consider a point (t0, x0) ∈ [0, T ] × Rd so that
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ϕ(t0, x0) = V
v
f (t0, x0) (i.e., a local maximum at (t0, x0)). Further, for a small δt > 0, we
consider a constant control vs = α for s ∈ [t0, t0 + δt]. Then, from (46), we have
ϕ(t0, x0) = V
v
f (t0, x0)
≤ ρ
gf
t0,t0+δt
[∫ t0+δt
t0
cf
(
s,Xt0,x0;ws , α
)
ds+ V vf (t0 + δt, X
t0,x0;w
t0+δt
)
]
≤ ρ
gf
t0,t0+δt
[∫ t0+δt
t0
cf
(
s,Xt0,x0;ws , α
)
ds+ ϕ(t0 + δt, X
t0,x0;w
t0+δt
)
]
, with w = (uˆ, α).
(53)
Using the translation property of ρgft0,t0+δt[ · ], we obtain the following inequality
ρ
gf
t0,t0+δt
[∫ t0+δt
t0
cf
(
s,Xt0,x0;ws , α
)
ds+ ϕ(t0 + δt,X
t0,x0;w
t0+δt
)− ϕ(t0, x0)
]
≥ 0.
(54)
Notice that ϕ ∈ C1,2b ([0, T ]× R
d), then, using the Itoˆ formula, we can evaluate the differ-
ence between ϕ(t0 + δt, Xt0,x0;wt0+δt ) and ϕ(t0, x0) as follow
ϕ(t0 + δt,X
t0,x0;w
t0+δt
)−ϕ(t0, x0) =
∫ t0+δt
t0
[ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆs,α)
t ϕ(s,X
t0,x0;w
s )
]
ds
+
∫ t0+δt
t0
Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))dBs.
(55)
Moreover, if we substitute the above equation into (54), then we obtain
ρ
gf
t0,t0+δt
[ ∫ t0+δt
t0
[
cf
(
s,Xt0,x0;ws , α
)
+
∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆs,α)
t ϕ(s,X
t0,x0;w
s )
]
ds
+
∫ t0+δt
t0
Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))dBs
]
≥ 0, (56)
which amounts to solving the following BSDE
Y˜ t0,x0;wt0 =
∫ t0+δt
t0
[ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆ,α)
t ϕ(s,X
t0,x0;w
s )
]
ds
+
∫ t0+δt
t0
Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))dBs
+
∫ t0+δt
t0
gf
(
s,Xt0,x0;ws , ϕ(s,X
t0,x0;w
s ), Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))
)
ds
−
∫ t0+δt
t0
Z˜t0,x0;ws dBs. (57)
From Lemma 2, the above BSDE admits unique solutions, i.e.,
Z˜t0,x0;ws = Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α)), t0 ≤ s ≤ t0 + δt
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and
Y˜ t0,x0;wt0 =
∫ t0+δt
t0
[ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆs,α)
t ϕ(s,X
t0,x0;w
s )
+ gf
(
s,Xt0,x0;ws , ϕ(s,X
t0,x0;w
s ), Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))
)]
ds.
Further, if we substitute the above results in (56), we obtain
∫ t0+δt
t0
[ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆ,α)
t ϕ(s,X
t0,x0;w
s )
+ gf
(
s,Xt0,x0;ws , ϕ(s,X
t0,x0;w
s ), Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, α))
)]
ds ≥ 0.
(58)
Then, dividing the above equation by δt and letting δt→ 0, we obtain
∂
∂t
ϕ(t0, x0) + L
(uˆ,α)
t ϕ(t0, x0)
+ gf
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0) · σ(t0, x0, (uˆt0 , α))
)
≥ 0.
Note that, since α ∈ V is arbitrary, we can rewrite the above condition as follow
∂
∂t0
ϕ(t0, x0) + min
α∈V
{
L
(uˆ,α)
t ϕ(t0, x0)
+ gf
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0) · σ(t0, x0, (uˆt0 , α))
)}
≥ 0, (59)
which attains its minimum in V (which is a compact set in Rd). Thus, V vf (·, ·) is a viscosity
subsolution of (63), with boundary condition ϕ(T, x) = Ψf (T, x).
On the other hand, suppose that ϕ ∈ C1,2b ([0, T ] × R
d) and assume that ϕ ≤ V vf on
[0, T ] × Rd and min(t,x)
[
V vf (t, x) − ϕ(t, x)
]
= 0. Then, we consider a point (t0, x0) ∈
[0, T ]×Rd so that ϕ(t0, x0) = V vf (t0, x0) (i.e., a local minimum at (t0, x0)). Further, for a
small δt > 0, Let v˜s, which is restricted to Σ[t0,t0+δt], be an ǫδt-optimal control for (46) at
(t0, x0). Then, proceeding in this way as (58), with w = (uˆs, v˜s), we obtain the following∫ t0+δt
t0
[ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆs,v˜s)
t ϕ(s,X
t0,x0;w
s )
+ gf
(
s,Xt0,x0;ws , ϕ(s,X
t0,x0;w
s ), Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;w
s , (uˆs, v˜s))
)]
ds ≤ ǫδt.
(60)
As a result of this, we also obtain the following
∫ t0+δt
t0
min
α∈V
{ ∂
∂t
ϕ(s,Xt0,x0;ws ) + L
(uˆ,α)
t ϕ(s,X
t0,x0;u
s )
+ gf
(
s,Xt0,x0;ws , ϕ(s,X
t0,x0;w
s ), Dxϕ(s,X
t0,x0;w
s ) · σ(s,X
t0,x0;u
s , (uˆs, α))
)}
ds ≤ ǫδt.
(61)
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Note that the mapping
(s, x, α)→
[ ∂
∂t
ϕ(t, x) + L
(uˆt,α)
t ϕ(t, x)
+ gf
(
t, x, ϕ(t, x),Dxϕ(t, x) · σ(t, x, (uˆt, α))
)]
is continuous and, since V is compact, then s → Xt0,x0;ws is also continuous. As a result,
the expression under the integral in (61) is continuous. Further, if we divide both sides of
(61) by δt and letting δt→ 0, then we obtain the following
∂
∂t0
ϕ(t0, x0) + min
α∈V
{
L
(uˆ,α)
t ϕ(t0, x0)
+ gf
(
t0, x0, ϕ(t0, x0),Dxϕ(t0, x0) · σ(t0, x0, (uˆt0 , α))
)}
≤ ǫ. (62)
Notice that, since ǫ is arbitrary, we conclude that V vf (·, ·) is a viscosity supersolution of (45),
with boundary condition ϕ(T, x) = Ψf (T, x). This completes the proof of Proposition 4.✷
Remark 6 Note that if V vf ∈ C
1,2
b ([0, T ]×R
d), then such a solution also satisfies (45) with
boundary condition V vf (T, x) = Ψf (T, x). Furthermore, using the verification theorem, one
can also identify V vf as the optimal value function.
Proposition 5 Suppose that Proposition 4 holds and let ϕ ∈ C1,2b ([0, T ] × R
d) satisfy
(40) with ϕ(T, x) = Ψf (T, x) for x ∈ Rd. Then, ϕ(t, x) ≤ V vf (t, x) for any control
v· ∈ V[t,T ] with restriction to Σ[t,T ] and for all (t, x) ∈ [0, T ] × Rd. Furthermore, if an
admissible control process vˆ· ∈ V[t,T ] exists, for almost all (s,Ω) ∈ [0, T ] × Ω, together
with the corresponding solution Xt,x;wˆs , with wˆs = (uˆs, vˆs), and satisfies
vˆs ∈ arg inf
v·∈V[t,T ]
∣∣Σ[t,T ]
{
L(u,v)s ϕ
(
s,Xt,x;ws
)
+ gf
(
s,Xt,x;ws , ϕ
(
s,Xt,x;ws
)
, Dxϕ
(
s,Xt,x;ws
)
· σ
(
s,Xt,x;ws , (uˆs, vs
)))}
︸ ︷︷ ︸
,F (uˆ) with F : uˆ·∈U[t,T ] vˆ·∈V[t,T ]
(63)
Then, ϕ
(
t, x
)
= V vˆf
(
t, x
) for all (t, x) ∈ [0, T ]× Rd.
Proof Assume that (t, x) ∈ [0, T ]×Rd is fixed. For any v· ∈ V[t,T ], restricted toΣ[t,T ], we
consider a process κ
(
s,Xt,x;ws
)
, with w = (uˆ, v), for s ∈ [t, T ]. Then, using Itoˆ integral
formula, we can evaluate the difference between κ
(
T,Xt,x;wT
)
and κ
(
t, x
)
as follow4
κ
(
T,Xt,x;wT
)
−κ
(
t, x
)
=
∫ T
t
[ ∂
∂t
κ
(
s,Xt,x;ws
)
+ L
(uˆs,vs)
t κ
(
s,Xt,x;ws
)]
ds
+
∫ T
t
Dxκ
(
s,Xt,x;ws
)
· σ(s,Xt,x;ws , (uˆs, vs))dBs. (64)
4 Notice that κ
(
t, x
)
∈ C1,2b ([0, T ]× R
d).
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Using (40), we further obtain the following
∂
∂t
κ
(
s,Xt,x;ws
)
+ L
(uˆs,vs)
t κ
(
s,Xt,x;ws
)
+ gf
(
s,Xt,x;ws , κ
(
s,Xt,x;ws
)
, Dxκ
(
s,Xt,x;ws
)
· σ(s,Xt,x;ws , (uˆs, vs))
)
≥ 0. (65)
Furthermore, if we combine (64) and (65), then we obtain
κ
(
t, x
)
≤ Ψf
(
T,Xt,x;wT
)
+
∫ T
t
gf
(
s,Xt,x;ws , κ(s,X
t,x;w
s ), Dxκ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (uˆs, vs))
)
ds
−
∫ T
t
Dxκ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (uˆs, vs))dBs. (66)
Define Z˜t,x;ws = Dxκ(s,Xt,x;ws ) · σ(s,Xt,x;us , (uˆs, vs)), for s ∈ [t, T ], then κ
(
t, x
)
≤
Y˜ t,x;wt follows, where (Y˜
t,x;w
· , Z˜
t,x;w
· ) is a solution to BSDE in (21). As a result of this,
we have
κ
(
t, x
)
≤ V vf
(
t, x
)
.
Moreover, if there exists at least one vˆ satisfying (63). Then, for v = vˆ, the inequality
in (66) becomes an equality (i.e., κ(t, x) = V vˆf
(
t, x
)). Note that the corresponding path-
wise solution Xt,x;wˆs , with wˆ = (uˆ, vˆ) and vˆ = F (uˆ), is progressively measurable, since
vˆ· ∈ V[t,T ] is restricted to Σ[t,T ]. This completes the proof of Proposition 5. ✷
3.2 On the stochastic controllability
As we have already mentioned in the previous sections (i.e., Section 2 and Subsection 3.1),
for a given leader’s risk-averse decision uˆ· ∈ U[t,T ], the risk-averse optimization in (22) (or
equation (21)) admits a unique solution vˆ· = F (uˆ·), which is restricted to Σ[t,T ]. However,
the situation is more involved for the risk-averse optimization in (23) (or equation (20)). No-
tice that it is not even clear that, for every ξTarget ∈ L2(Ω,FT ,P;R), there exist decision
processes u· ∈ U[t,T ] and At,x;w· ∈ S2
(
t, T ;R
)
, with w· = (u·, F (u·)), such that
Yˆ t,x;wT ≥ h(T,X
t,x;w
T ), (67)
∫ T
t
(Yˆ t,x;ws − h(s,X
t,x;w
s ))dA
t,x;w
s = 0, and LT = h(T,Xt,x;wT ), (68)
for all t ∈ [0, T ].
Moreover, verifying the above conditions amounted to solving the stochastic controllability
type problem, which is indeed useful to describe the set of all acceptable risk-exposures,
when t = 0, vis-a´-vis ξTarget ∈ L2(Ω,FT ,P;R), i.e.,
A0 =
{
ρgl0,T
[
ξTarget
]
≥ LT
∣∣ ∫ T
0
(Yˆ 0,x;ws − h(s,X
0,x;w
s ))dA
0,x;w
s = 0,
LT = h(T,X
t,x;w
T ), t ∈ [0, T ]
}
. (69)
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In the following subsection, we provide additional results that provide conditions under
which the problem in (27) makes sense, if the follower is involved not only in minimizing his
own accumulated risk-cost (in response to the decision of the leader) but also in minimizing
that of the leader.
3.3 On the risk-averse optimality condition for the leader
In this subsection, we provide conditions under which the leader chooses its optimality
risk-averse decision, whenever the follower responds optimally to the leader’s decision,
i.e., v = F (u), with restriction to Σ[0,T ]. Therefore, we suppose here that Proposition 5
holds and, further, we will establish a two-way connection between the reflected-BSDE in
(20) and a probabilistic representation for the solution of related parabolic obstacle PDE
problem.
Notice that, for each t ∈ [0, T ], the natural filtration of the Brownian motion {Bs −
Bt, t ≤ s ≤ T}, augmented by the P-null sets of F , is denoted by {F ts, t ≤ s < T}.
Then, for each (t, x) ∈ [0, T ] × Rd, with w = (u,F (u)), there exists a unique triple(
Yˆ t,x;w, Zˆt,x;w, At,x;w
)
of
{
F ts
}
progressively measurable processes, which solves the
following reflected-BSDE.
(i) E
∫ T
t
(
|Yˆ t,x;wr |
2 + |Zˆt,x;wr |
2)dr <∞
(ii) Yˆ t,x;ws = Ψl(X
t,x;w
s ) +
∫ T
t
gl(r,X
t,x;w
r , Yˆ
t,x;w
r , Zˆ
t,x;w
r )dr
+At,x;wT −A
t,x;w
r −
∫ T
t
Zˆt,x;wr dBr, t < s ≤ T, (70)
(iii) Yˆ t,x;ws ≥ h(s,X
t,x;w
s ), t < s ≤ T
(iv) {At,x;ws } is increasing and continuous, and∫ T
t
(Yˆ t,x;ws − h(s,X
t,x;w
s ))dA
t,x;w
s = 0.
More precisely, we consider the following related parabolic obstacle PDE problem. Then,
roughly speaking, its solution is a function ϕ : [0, T ]× Rd → R which satisfies
min
(
ϕ(t, x)− h(t, x),−
∂ϕ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ϕ(t, x)
+ gl(t, x, ϕ(t, x), Dxϕ(t, x) · σ(s, x, (u,F (u))))
})
= 0,
(t, x) ∈ (0, T )× R,
ϕ(T, x) = Ψl(x), x ∈ R
d. (71)
Hence, we consider such a solution for (71) in the sense of viscosity. For the sake of conve-
nience, we also provide the definition of viscosity solutions for the above parabolic obstacle
PDE problem (cf. Definition 3).
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Definition 4
(a) ϕ ∈ C([0, T ] × Rd) is said to be a viscosity subsolution of (71) if ϕ(T, x) ≤ Ψl(x),
x ∈ Rd, and at any point (t, x) ∈ (0, T )× Rd,
min
(
ϕ(t, x)− h(t, x),−
∂ψ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ψ(t, x)
+ gl(t, x, ϕ(t, x),Dxψ(t, x) · σ(s, x, (u,F (u))))
})
≤ 0.
In other words, at any point (t, x), where ϕ(t, x) > h(t, x)
−
∂ψ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ψ(t, x)
+ gl(t, x, ϕ(t, x), Dxψ(t, x) · σ(s, x, (u,F (u))))
}
≤ 0.
(b) ϕ ∈ C([0, T ] × Rd) is said to be a viscosity supersolution of (71) if ϕ(T, x) ≥ Ψl(x),
x ∈ Rd, and at any point (t, x) ∈ (0, T )× Rd,
min
(
ϕ(t, x)− h(t, x),−
∂ψ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ψ(t, x)
+ gl(t, x, ϕ(t, x),Dxψ(t, x) · σ(s, x, (u,F (u))))
})
≥ 0.
(c) ϕ ∈ C([0, T ] × Rd) is said to be a viscosity solution of (71) if is both a viscosity sub-
and supersolution.
Lemma 4 For (t, x) ∈ [0, T ]× Rd, define
ϕ(t, x) , Yˆ t,x;wt . (72)
Then, ϕ ∈ C([0, T ]× Rd) is a deterministic quantity.
Proof We define Yˆ t,x;ws for all s ∈ [0, T ] by choosing Yˆ t,x;ws = Yˆ t,x;wt for 0 ≤ s ≤ t. It
is suffices to show that whenever (tn, xn)→ (t, x)
E
{
sup
0≤s≤T
∣∣∣Yˆ tn,xn;ws − Yˆ t,x;ws ∣∣∣2
}
→ 0. (73)
Indeed, this will show that
(s, t, x)→ Yˆ t,x;ws (74)
is mean-square continuous, and so is
(t, x)→ Yˆ t,x;wt . (75)
But Yˆ t,x;wt is deterministic, since it is F tt -measurable.
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Furthermore, note that (73) is a consequence of Proposition 9 (see the Appendix section)
and the following convergences as n→∞:
E
{∣∣Ψl(Xt,x;wT )− Ψl(Xtn,xn;wT )∣∣2}→ 0
E
{
sup
0≤s≤T
∣∣h(s,Xt,x;ws )− h(s,Xtn,xn;ws )∣∣2}→ 0
E
{∫ T
0
∣∣1[t,T ]gl(s,Xt,x;ws , Yˆ t,x;ws , Zˆt,x;ws )
−1[tn,T ]gl(s,X
tn,xn;w
s ,Yˆ
tn,xn;w
s , Zˆ
tn,xn;w
s )
∣∣2ds}→ 0,
that follow from Assumptions 1 and 3, and the growth conditions of gl, Ψl and h. This
completes the proof of Lemma 4. ✷
Proposition 6 Suppose that Lemma 4 holds, then ϕ is a viscosity solution of the parabolic
obstacle PDE in (71).
Proof In order to prove the above proposition, we will use an approximation for the reflected-
BSDE of (20) by penalizing. For each (t, x) ∈ [0, T ]×Rd,n ∈ N, let {(Yˆ t,x;wn,s , Zˆt,x;wn,s ), t ≤
s ≤ T
}
denote the solution of the following approximated reflected-BSDE
Yˆ t,x;wn,s = Ψl(X
t,x;w
s ) +
∫ T
t
gl(r,X
t,x;w
r , Yˆ
t,x;w
n,r , Zˆ
t,x;w
n,r )dr
+ n
∫ T
t
(
Yˆ t,x;wn,r − h(r,X
t,x;w
r )
)−
−
∫ T
t
Zˆt,x;wn,r dBr , t < s ≤ T.
Then, from [23], it is clear that
ϕn(t, x) , Yˆ
t,x;w
n,t , 0 ≤ t ≤ T, x ∈ R
d,
is also the viscosity solution of the following parabolic PDE
∂ϕn
∂t
(t, x) + inf
u∈U
{
L
(u,F (u))
t ϕn(t, x)
+ gˆl(t, x, ϕn(t, x), Dxϕn(t, x) · σ(t, x, (u,F (u))))
}
= 0, (t, x) ∈ (0, T )× R
ϕn(T, x) = Ψl(x), x ∈ R
d,
where
gˆl(t, x, ϕ(t, x),Dxϕ(t, x) · σ(t, x, (u,F (u))))
= gl(t, x, ϕ(t, x),Dxϕ(t, x) · σ(t, x, (u,F (u))))−
(
ϕ(t, x)− h(t, x)
)−
.
Notice that, for each t ∈ [0, T ], x ∈ Rd, we have
ϕn(t, x) ↑ ϕ(t, x) as n→∞.
Since ϕn and ϕ are continuous, it follows from Dini’s theorem that the above convergence
is uniform on compacts.
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Next, we show that ϕ is a subsolution of (71). Let (t, x) be a point at which ϕ(t, x) >
h(t, x), and let
From Lemma 6.1 in [5], there exists sequences
nj → +∞ and (tj , xj)→ (t, x)
such that (∂ψj
∂t
,Dxψj , D
2
xψj
)
→
(∂ψ
∂t
,Dxψ,D
2
xψ
)
but for any j
−
∂ψj
∂t
(tj , xj)− inf
u∈U
{
L
(u,F (u))
t ψj(tj , xj)
− gl(tj , xj , ϕnj (tj , xj),Dxψj(tj , xj) · σ(tj , xj , (u,F (u))))
}
− nj
(
ϕnj (tj , xj)− h(tj , xj)
)−
≤ 0.
From the assumption that ϕ(t, x) > h(t, x) and the uniform convergence of ϕn, it follows
that for j large enough ϕnj (tj , xj) > h(tj , xj); hence taking the limit as nj → +∞ in the
above inequality yields
−
∂ψ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ψ(t, x)
− gl(t, x, ϕ(t, x),Dxψ(t, x) · σ(t, x, (u, F (u))))
}
≤ 0
and we have proved that ϕ is a subsolution of (71).
Then, we conclude the proof by showing that ϕ is a supersolution of (71). Let (t, x) be an
arbitrary point in [0, T ] × Rd and . We already know that ϕ(t, x) ≥ h(t, x). By the same
argument as above, there exist sequences:
nj → +∞ and (tj , xj)→ (t, x)
such that (∂ψj
∂t
,Dxψj , D
2
xψj
)
→
(∂ψ
∂t
,Dxψ,D
2
xψ
)
but for any j
−
∂ψj
∂t
(tj , xj)− inf
u∈U
{
L
(u,F (u))
t ψj(tj , xj)
− gl(tj , xj , ϕnj (tj , xj),Dxψj(tj , xj) · σ(tj , xj , (u,F (u))))
}
− nj
(
ϕnj (tj , xj)− h(tj , xj)
)−
≥ 0.
Hence, we have
−
∂ψj
∂t
(tj , xj)− inf
u∈U
{
L
(u,F (u))
t ψj(tj , xj)
− gl(tj , xj , ϕnj (tj , xj),Dxψj(tj , xj) · σ(tj , xj , (u,F (u))))
}
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and taking the limit as nj → +∞, then we conclude that
−
∂ψ
∂t
(t, x)− inf
u∈U
{
L
(u,F (u))
t ψ(t, x)
− gl(t, x, ϕ(t, x),Dxψ(t, x) · σ(t, x, (u,F (u))))
}
≥ 0.
This completes the proof of Proposition 6. ✷
We conclude this subsection with the following proposition, which provides a condition for
the leader to have an optimal risk-averse decision.
Proposition 7 Let ϕ ∈ C([0, T ] × Rd) be a viscosity solution for the parabolic obstacle
PDE in (71), with boundary condition ϕ(T, x) = Ψl(T, x), for x ∈ Rd. Then, ϕ(t, x) ≤
V ul
(
t, x
) for some u· ∈ U[t,T ], with restriction to Σ[t,T ], and for all (t, x) ∈ [0, T ] × Rd.
Furthermore, if an admissible decision process u∗· ∈ U[t,T ] exists, for almost all (s,Ω) ∈
[0, T ]×Ω, together with the corresponding solution Xt,x;w
∗
s , with w∗· = (u∗· , F (u∗· )), and
satisfies
u∗s ∈ arg inf
u·∈U[t,T ]
∣∣Σ[t,T ]
{
L(u,F (u))s ϕ(s,X
t,x;w
s )
+ gl(s,X
t,x;w
s , ϕ(s,X
t,x;w
s ), Dxϕ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (us, F (us))))
}
. (76)
Then, ϕ
(
t, x
)
= V u
∗
l
(
t, x
) for all (t, x) ∈ [0, T ]× Rd.
Proof The proof is similar to that of Proposition 5, except that we require a unique solution
set
{
Xt,x;u· , (Yˆ
t,x;w
· , Zˆ
t,x;w
· , A
t,x;w
· ), (Y˜
s,x;w
· , Z˜
t,x;w
· )
}
for the FBSDEs in (14), (21) and
the reflected-BSDE in (20) on (Ω,F , P,F t) for every initial condition (t, x) ∈ [0, T ]×Rd.
4 Further remarks
In this section, we further comment on the implication of our result in assessing the influence
of the leader’s decisions on the risk-averseness of the follower in relation to the direction
of leader-follower information flow. Note that the statement of Proposition 5 is implicitly
accounted in Proposition 7. That is, for s ∈ [t, T ], the risk-averseness of the follower, with
restriction to Σ[t,T ],
v∗s ∈ arg inf
v·∈V[t,T ]
∣∣Σ[t,T ]
{
L(F
−1(v),v)
s ϕ(s,X
t,x;w
s )
+ gf (s,X
t,x;w
s , ϕ(s,X
t,x;w
s ), Dxϕ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (F
−1(vs), vs)))
}
,
with w· = (F−1(v·), v·) and F−1 : v· ∈ V[t,T ]  u· ∈ U[t,T ], is a subproblem in
(76).
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On the other hand, the risk-averse decision of the leader
u∗s ∈ arg inf
u·∈U[t,T ]
∣∣Σ[t,T ]
{
L(u,F (u))s ϕ(s,X
t,x;w
s )
+ gl(s,X
t,x;w
s , ϕ(s,X
t,x;w
s ), Dxϕ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (us, F (us))))
}
,
that is implicitly conditioned by the leader’s decision u and that of the follower’s decision
v = F (u). As a result of this, the follower is involved not only in minimizing his own
accumulated risk-cost (in response to the risk-averse decsion of the leader) but also in min-
imizing that of the leader’s accumulated risk-cost. Hence, such an inherent interaction, due
to the nature of the problem, constitutes a constrained information flow between the leader
and that of the follower, in which the follower is required to respond optimally, in the sense
of best-response correspondence to the risk-averse decision of the leader.
Appendix
In this section, we provide additional results (whose proofs are adaptations of [9]) that are
related to the solutions of the reflected-BSDE in (70).
Proposition 8 For (t, x) ∈ [0, T ]×Rd, let
(
Yˆ t,x;ws , Zˆ
t,x;w
s , A
t,x;w
s
)
t≤s≤T
be the solution
of the reflected BSDE satisfying (iii) and (iv) in (70). Then, for each t ∈ [0, T ],
Yˆ t,x;wt = ess sup
τ∈Tt
E
{
Lτ1τ<T + ξ
Target
1τ=T
+
∫ τ
t
gl(s,X
t,x;w
s , ϕ(s,X
t,x;w
s ), Dxϕ(s,X
t,x;w
s ) · σ(s,X
t,x;w
s , (us, F (us))))ds
∣∣∣Ft},
(77)
where T is the set of all stopping times dominated by T, and
Tt =
{
τ ∈ T | t ≤ τ ≤ T
}
.
Then, we have the following proposition, whose proof depends on the above proposition
and use of the Gronwall’s lemma and Burkholder-Davis-Gundy’s inequality.
Proposition 9 Suppose that (gl, ξTarget, L) and (g¯l, ξ¯Target, L¯) satisfies Assumption 3.
Let (Yˆ 0,x;w· , Zˆ0,x;w· , A0,x;w· ) and (Y¯ 0,x;w· , Z¯0,x;w· , A¯0,x;w· ) be solutions of reflected-BSDEs
associated with (gl, ξTarget, L) and (g¯l, ξ¯Target, L¯), respectively. Define
∆ξTarget = ξTarget − ξ¯Target, ∆gl = gl − g¯l,
∆L = L− L¯, ∆A0,x;w = A0,x;w − A¯0,x;w,
∆Y 0,x;w = Y 0,x;w − Y¯ 0,x;w, ∆Z0,x;w = Z0,x;w − Z¯0,x;w.
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Then, there exists a constant γ such that
E
{
sup
0≤t≤T
|∆Y 0,x;wt |
2 +
∫ T
0
|∆Z0,x;wt |
2dt+∆|A0,x;wT |
2
}
≤ γE
{
|∆ξTargett |
2 +
∫ T
0
|∆gl(t,X
0,x;w
t , Yˆ
0,x;w
t , Zˆ
0,x;w
t )|
2dt
}
+ γ
[
E
{
sup
0≤t≤T
|A0,x;wt |
2
}] 1
2
[
ΓT
] 1
2 ,
where
ΓT = E
{
(ξTargett )
2 +
∫ T
0
g2l (t, x, 0, 0)dt+ sup(L
+
t )
2
+ (ξ¯Targett )
2 +
∫ T
0
g¯2l (t, x, 0, 0)dt+ sup(L¯
+
t )
2
}
.
Then, we have the following uniqueness result from the Proposition 9 with gl = g¯l, L = L¯
and ξTarget = ξ¯Target.
Corollary 1 Under Assumption 3, there exists at most one progressively measurable triple(
Yˆ t,x;us , Zˆ
t,x;u
s , A
t,x;u
s
)
t≤s≤T
satisfying (iii) and (v) in (70).
Remark 7 Note that, for (t, x) ∈ [0, T ] × Rd, if
(
Yˆ t,x;us , Zˆ
t,x;u
s , A
t,x;u
s
)
t≤s≤T
satisfying
(iii) and (v) in (70). Then, we have
At,x;wT −A
t,x;w
t = sup
t≤s≤T
{
ξTarget +
∫ T
s
gl(τ,X
t,x;w
τ , Yˆ
t,x;w
τ , Zˆ
t,x;w
τ )dτ
−
∫ T
s
Zˆt,x;wτ dBτ − Lτ
}−
,
for each s ∈ [t, T ].
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