The composite mean difference (CMD) projection method is similar to the empirical orthogonal function (EOF) expansion commonly used in climate data analysis except that its first mode is empirically defined to be phenomenon-specific instead of being the mode that explains the most variance in the data as in the latter. The EOF, being a mathematically defined statistical quantity, may contain contributions from several phenomena, making its physical interpretation difficult. Furthermore, because the modes in the EOF expansion are ordered according to the magnitudes of their variances, the first few modes are often made up of internal variability, with smaller forced responses relegated to the higher modes, which are seldom studied. In CMD, a known (forcing) index of a quasi-periodic phenomenon under consideration is used to define two groups (e.g., high and low index years) by CMD of the data segregated in time into these two groups, yielding a spatial pattern of the "response" to this forcing. An associated time series that represents the temporal behavior of this "response" is then obtained by projecting the original spatial-time data onto the spatial CMD pattern. Bootstrap Monte Carlo statistical tests have been devised to test if the association of the "response" with the "forcing" index is distinguishable from that obtained by random chance. In this paper, synthetic data that simulate the real temperature observations will be used to empirically examine how trustworthy the conclusion from such statistical tests is. The results confirm the conclusions from bootstrap tests previously proposed, even in the presence of deterministic variability in the "noise."
Introduction
Composite mean difference (CMD) is a simple and common technique for finding the spatial pattern responsible for the difference between two states. The observation, a spatial-time variable, is first divided in two groups in time, for example, Camp and Tung [2007b] and Zhou and Tung [2010] have illustrated the value of the new statistical test based on CMD-P. However, analytical theory on its reliability and validity is not yet available due to the complexity of both the test statistic (the correlation coefficient ρ) and the composition of the climate data. In this paper, we shall briefly review the CMD-P method and verify by conducting numerical simulations that the result of the associated statistical tests is generally trustworthy even if the "noise" contains large components of other deterministic variability.
Previously, Camp and Tung [2007a] and Tung and Camp [2008] studied the QBO and solar-cycle influences on various temperature data records using the method of linear discriminant analysis (LDA), which was developed by Schneider and Held [2001] originally to deduce the temperature trends. The LDA procedure takes a more sophisticated form than does the CMD-P method. It has the advantage of being able to deal with multiple groups simultaneously and it was thought by Tung and Camp [2008] of being more powerful for improving the purity of the extracted signal. The LDA method is an optimization method: given some pre-defined groups, seek spatial weights in a specific vector space that make the weighted linear combination of the original bivariate data (in time and space) have the greatest ratio of between-group variance to within-group variance. There is, however, a fundamental drawback of the LDA algorithm. Since the number of spatial variables in climate data usually exceeds the number of observations, the LDA is actually ill-posed and must be regularized [Schneider and Held (2001) ; Hansen (1997) ]. Therefore, the LDA is performed on a truncated principle component representation of the original dataset by retaining only a pre-selected number of leading modes. For an overdetermined system, a "good" separation between pre-defined groups is always obtainable (i.e., the variance ratio can be arbitrarily large) by retaining a large enough number of modes. The spurious results then need to be pruned by statistical tests. The task of objectively determining an appropriate truncation number remains difficult notwithstanding several attempts toward this goal. More detail on the implementation of LDA and data regularization can be found in the appendix of Camp and Tung [2007a] . From this viewpoint, the CMD-P method is preferable since it can always be applied objectively. There are no selectable parameters in this method. Furthermore, Camp and Tung [2007a] and Tung and Camp [2008] conducted a statistical test associated with the LDA, which is similar to the one accompanying the CMD-P method except for the use of different test statistics (variance ratio for the LDA and correlation coefficient for the CMD). The trustworthiness of the test for LDA has not been verified either. An investigation of this issue can also be carried out in a way similar to what will be done in this paper for the CMD-P method.
CMD and Pairwise CMD with Shift
The algorithm for the typical CMD method is straightforward. Take as an example, the extraction of the 11-year solar-cycle signal from temperature record. Given an observed temperature sequence
, where x denotes the space variable and n is the data length in time. Note that the observations need not necessarily be continuous in time. Suppose that n 1 (n 2 ) years of observations are classified as solar-max (solar-min) years (n 1 + n 2 = n). This classification can be done according to proper objective information about the solar variation, such as the total solar irradiance (TSI) time series ; Wang et al. (2005) ]. The spatial pattern of the solar response is then calculated as follows:
where
if the ith year is a solar-max year
The accuracy of this approach relies on the degree to which the contaminations caused by the stochastic noise and other deterministic signals such as El Niño-Southern Oscillation (ENSO) can be eliminated by the CMD procedure. It is usually expected that the CMD value of a random sequence is small as long as the data record is long enough, but this property does not apply to deterministic noise. The residual from the deterministic components can be roughly evaluated by composite differencing their proxy indices, for instance, the cold tongue index (CTI) for ENSO, which is the averaged SST over 6
• W minus the global mean SST (data and references offered online by the University of Washington at http://jisao.washington.edu/data/cti/). Luckily, this part is also small for most of the proxy data, since the variations of different climate forcings are usually not in phase. An important exception is the anthropogenic forcing. A monotonic positive trend can be seen in the air and SST during the most recent five-six decades, which may be due to forcing agents other than the solar input. The increase in greenhouse gases could be a candidate since it agrees with the concurrent change in temperature. Therefore, it is necessary to remove a trend from the temperature data before applying the CMD analysis, as was done by Camp and Tung [2007b] . The data that they analyzed has an apparent linear trend; thus, the detrending process is straightforward. However, in some longer-term record such as the 150-year SST data analyzed by Zhou and Tung [2010] , the presence of a nonuniform trend adds complexity to the task of detrending. In such circumstances, taking out trends piecewisely may introduce undesired artificial jumps into the data. An improved CMD procedure called pairwise differencing with shift was developed and employed for the first time by Zhou and Tung [2010] to deal with this problem. The modified method involves implementing the CMD procedure on the data (temperature) twice on every subperiod consisting of one-and-a-half solar-cycles: The first CMD pattern is obtained by differencing solar-max and solar-min years of the first complete cycle. Then, by shifting half a period, another CMD pattern (solar-max minus solar-min) is obtained. The half cycle (either solar-max or solarmin) in the middle of the 1.5-cycle subset is used twice. If there is a decadal trend present, it would be canceled out when we average the two CMD patterns obtained in this 1.5-cycle subset, without affecting the long-term trend from the original data. Finally, the CMD pattern for the oscillatory part of the signal for the overall period is the average of all the subpatterns derived from every subset of one and a-half cycles. Let m be the number of half solar-cycles (solar-maxes or solar-mins).
The data sequence may start with n 1 solar-max years, then n 2 solar-min years follow, n 3 solar-max years, and so on. It ends up with n m solar-min (solar-max) years if m is even (odd). A total of m − 2 subsets can be exploited within the entire data length. The spatial pattern obtained by the method of pairwise CMD with shift can still be formulated as Eq. (1), but with the coefficients w i updated as follows:
n j for k = 2 and m = 3
where s = 0 (s = 1) when the ith year belongs to the solar-max (solar-min) group. In certain cases, one may need to divide the whole data record into a few smaller segments and apply the method of pairwise CMD with shift separately to each of the segments because of the possible discontinuities residing in data to be analyzed. This was done in Zhou and Tung [2010] because the years of [1942] [1943] [1944] [1945] [1946] [1947] [1948] [1949] [1950] were removed from their analysis of the 150-year SST data for bad data quality [Thompson et al. (2008) ]. As a result, the two half solar-cycles right before and after the deleted years are not naturally connected. Some other factors such as the inclusion of advanced measurements from satellites during the past few decades can also introduce troublesome discontinuities into data. Thus, deriving CMD patterns for two or more segments of the data record is necessary to avoid introducing large errors caused by the artificial gap. The final spatial pattern associated with the entire period can then be simply defined as the average of all the segment patterns. 
Projection and Bootstrap Monte Carlo Test
In the CMD-P method, the original data are projected onto the spatial CMD pattern P 1 (x), resulting in a time series of the projection coefficients C 1 (t). The temperature data T (t, x) can be decomposed in an empirical orthogonal mode expansion as:
The integration is over the space of x. For a spherical earth, the integration over the surface is given by a cos θdθdϕ, where θ is latitude and ϕ is longitude (a is the radius of the earth). What is of interest is the first mode. All the higher modes combined together, called the remainder, need not be decomposed. The way in which C 1 (t) is constructed guarantees that the "solar cycle" mode P 1 (x) is orthogonal to the remainder. The correlation coefficient ρ between C 1 (t) and the TSI is then calculated and used as the test statistic in what we shall call the ρ-test, for the purpose of answering the question of whether the "solar cycle signal" extracted from the temperature data by the CMD method is just a chance outcome: the null hypothesis. We address this question by looking into the likelihood that the statistic ρ could randomly achieve a value as large as the observed correlation in magnitude. Consider the original temperature data as a sample from a statistical population. It is impossible to infer or mimic the theoretical sampling distribution of ρ since almost no attribute of the population is known and no other sample beyond the observed temperature is obtainable. In such a case, bootstrapping is a favored practice of estimating the unknown population distribution and, therefore, approaching the sampling distribution of a given statistic-based solely on one sample.
In bootstrap Monte Carlo simulations, numerous resampled datasets (10,000 surrogates are usually adopted in our studies) are constructed by random resampling with replacement from the original dataset. Each resampled dataset must have n years of data, the same as the original dataset, and its construction is completed in n steps. At each step, one randomly drawn observation from the original dataset is assigned to a year of the resampled dataset that is empty prior to this assignment and then returned to the pool for later draws. In this way, a resampled dataset is created. The association of the temperature with the solar variation is destroyed by this means even if it is present in the original data. Many such resampled datasets are created in a similar fashion. The CMD-P method is repeatedly applied to each of these resampled datasets to yield a large number of values for the statistic ρ. The bootstrap distribution of ρ is then formed for the original sample and used to carry out a statistical test for the observed ρ. The probability of rejecting the null hypothesis (i.e., no solar-cycle signal exists) can then be established by seeing where the observed value of the correlation coefficient sits in the bootstrap distribution of ρ. For example, if more than 95% of the randomly resampled datasets yield a value of ρ smaller than the observed value in magnitude, then the null hypothesis can be rejected at 5% significance level. A useful technique for the bootstrap resampling to account for the inherent autocorrelation of the climate data is to draw blocks of L consecutive observations with replacement instead of individual observations. This modified bootstrap method is called the moving-block bootstrap, which captures the structure of dependence of neighboring observations [Efron and Tibshirani (1993) ; Lahiri (2003) ; Leger et al. (1992) ; Wilks (1997) ]. The value of L should be chosen, so that data units of L distance apart from each other are essentially independent. Generally the larger the L, the smaller the risk of rejecting a null hypothesis when it does hold in the population. Despite the difficulty in determining an appropriate block length L analytically, we can simply repeat the computation for a variety of L values (e.g., L = 1, 2, 3, . . . , 10, 11, 12, etc.) and report the most conservative result obtained. In our analysis of temperature data, a block length of 10 years is usually large enough to account for the serial correlation. The previous result deemed to be statistically significant at the 99% level in Camp and Tung [2007b] was obtained using L = 1, and it remains so when we repeat their calculations using L = 10.
It is worth mentioning that in theory, the correlation coefficient ρ is not the unique test statistic for conducting the statistical test. Another candidate can be the ratio (denoted by R and the test is thus named an R-test) of the betweengroup variance to the within-group variance calculated for C 1 (t). This is also a typical test statistic for the LDA method. Recall that the input information for constructing the spatial CMD pattern is rather minimal and less controversial: only the classification of whether a year belongs to the solar-max or solar-min group needs to be known. Likewise, the LDA procedure merely requires the same minimal information about the groups. Detailed index values such as the TSI time series are, however, necessary for calculating the correlation coefficient ρ. If such detailed information is not available, the variance ratio R should be a good alternative. Generally speaking, the ρ-test is more powerful than the R-test if the solar response follows the TSI variations in time because the rather large within-group variability in TSI itself adversely affects the value of R. In certain cases, when the withingroup variability is expected to be small (e.g., the QBO phenomenon is suggested by physical considerations to be sensitive only to the sign but not to the magnitude of the zonal wind at the equatorial lower stratosphere), the variance ratio R may also work as a good test statistic.
Next, we will reexamine the claims of the highly statistically significant temperature responses to solar forcing proposed in Camp and Tung [2007b] (based on 4.5 cycles of data) and Zhou and Tung [2010] (based on 13 cycles of data) by looking into the reliability and validity of the bootstrap ρ-test associated with the CMD-P method. This work will be done empirically using numerical simulations and hopefully it can provide some guidance on possible development of theory behind the ρ-test in the future, which is currently not available.
Reliability and Validity of the Bootstrap Monte Carlo Test

Concerns
There are two concerns for the use of the bootstrap test. First, bootstrap resamples from the original dataset do not necessarily cover the diversity of samples from the mother population in general: a bootstrap distribution may depend heavily on the original sample and deviate far from the sampling distribution of a statistic. Second, climate data often contain intrinsic deterministic signals, but bootstrapping scrambles them as well as the random noise, so that the inherent influence of deterministic signals will not remain in the bootstrapped data other than contributing to the variance of the "noise." This difference can potentially give rise to an overestimation of the statistical significance of ρ based on bootstrap inference.
The reliability and validity of the bootstrap Monte Carlo test associated with the CMD-P method are investigated here by analyzing a great many synthetic datasets that are created to simulate the observed climate data. Of the many experiments we have run, the more stringent tests involve the presence of large deterministic variability in the "noise" in addition to the deterministic signal that we are interested in. Contamination of the signal from the other deterministic variabilities tends to give rise to "false positives." For example, if we are interested in the solar signal, but the data contains only anthropogenic warming and random noise, we may still obtain a correlation coefficient ρ with the solar index large enough that a statistical test in which we assume that the data consist of only random noise may cause the null hypothesis to be rejected. Traditional statistical tests usually do not yield unambiguous answers. That is why we resort here to numerical simulations. The details on the construction of synthetic data are described in the appendix. In this paper, numerical experiments were done for two periods: 1956-2008 and 1880-2008 . The deterministic phenomena were extracted from those particular periods to create synthetic data. They were chosen to match the data periods of the previously analyzed real temperature observations, and to test the effects of nonstationarity in the data time series.
"Take-one-out" tests
Our goal is to see how likely that the bootstrap ρ-test based on the CMD-P would falsely identify a solar-cycle signal when one actually does not exist in the data to be analyzed. For this purpose, the synthetic data are created first with a variety of known deterministic climate signals such as ENSO, QBO, anthropogenic warming, volcano cooling, and solar variation, in addition to random noise. Then, the solar signal is removed from the synthetic data. The question we wish to ask is: will our Figure 1 illustrates the sampling distribution and various bootstrap distributions of ρ computed using long-term synthetic datasets, first involving only the red noise with variance magnitude the same as the total observed climate time series:
Synthetic data containing only red noise
where η i (t) is the time behavior of each noise mode and V i (x) is the corresponding amplitude at location x. A Gaussian random perturbation ξ i (x) whose standard deviation (SD) is chosen to be half a magnitude of V i (x) is added for each spatial location x (see appendix for a detailed explanation of all the settings).
The lag-1 autocorrelations of the time series η i are the values estimated from the NCEP/NCAR reanalysis data [Kalnay et al. (1996) ]. Panel (a) shows the sampling distribution of the correlation coefficient between the CMD-P time series C 1 (t) and the TSI, estimated using 10,000 independently generated synthetic datasets. The distribution in this case appears approximately normal. The solid and dashed lines indicate two critical values, respectively, of which ρ 99% = 0.4 (ρ 95% = 0.338) tells where exactly 99% (95%) of the shown 10,000 ρ values are less than 0.4 (0.338) in magnitude. So do the two lines in other panels. Panels (c.1)-(c.7) show bootstrap distributions for seven deliberately chosen sample datasets, from which the original sample value of ρ varies gradually over a large range (labeled on the horizontal axis of each panel). The seven bootstrap distributions are all close to normal, which could be expected in light of the central limit theorem, but the stochastic analytical inference behind it is still not available due to the complexity of correlation coefficients. One item of interest is that these bootstrap distributions have very close means and SD in spite of the large discrepancies among the original datasets (note that the original ρ values are very different) from which bootstrap resamples are drawn. This implies that random choices of the original dataset from a mother population add only a small variation to the characteristics of a bootstrap distribution such as the center and spread, though they still depend on the original sample. It is seen that any bootstrap distribution of ρ closely approaches its sampling distribution if deterministic signals are not present in data. Therefore, a bootstrap distribution should be a reliable alternative of the (unknown) true distribution of ρ for assessing the statistical significance of the observed effect. Suppose that an acceptable significance level (conventionally called an α-value) is set equal to 0.01 when undertaking a hypothesis test. The null hypothesis can be rejected at the 0.01 level as long as the observed ρ value is greater than or equal to 0.4 in this case (some authors may state alternatively that the observed ρ is statistically significant at the 99% level). In reality, the sampling distribution is unknown and what can be used is just a particular bootstrap distribution. For example, for the one shown in Panel (c.1), we will in practice reject the null hypothesis at the 0.01 level for ρ at least as large as 0.391. In our experiment, the numerically simulated sampling distribution of ρ is available in Panel (a) for calculating the probability of obtaining such a large ρ value, which is shown in Panel (c.1) to be 1.48%. Since all datasets are known to have been created without a solar-cycle signal, this percentage value is the chance of making a type I error (the error of rejecting a true null hypothesis, also known as a "false positive") or the false positive rate given that the test is completed using the bootstrap distribution (c.1) as a basis. The false positive rate is shown for all the seven bootstrap distributions and for both the 0.01 and 0.05 significance levels prescribed in the bootstrap test. The bias is not great since the bootstrap distributions always mimic the sampling distribution very well when the data are formed with only random noise. In Fig. 1 , the low false positive rate benefited from using the moving-block bootstrap of L = 10. If it is the individual years that are resampled (i.e., L = 1), the false positive rate can exceed 5% for a 0.01 significance level test. That is why the moving-block bootstrap method is required to handle autocorrelated data.
Synthetic data as a combination of deterministic and random noises
As pointed out by North and Stevens [1998] , the climate data contain prominent deterministic signals such as ENSO and volcano aerosols. In order to consider this factor, the experiment is repeated by adding various deterministic signals to the random noise. It is found that most of the deterministic phenomena such as ENSO and volcano cooling do not degrade the test results. An exception is the anthropogenic signal, as illustrated in Fig. 2 . No trend was removed from the data during the CMD-P procedure even though there is a positive trend (warming) in the data caused by the anthropogenic forcing. Panel (a) shows again the sampling distribution of ρ, which was estimated using 10,000 independently generated synthetic datasets modeled by:
The same anthropogenic signal G(t)p G (x) is included in each of these artificial datasets. The true distribution of ρ is bimodal and somewhat irregular in this case, and it can actually take very complicated forms due to the presence of various deterministic signals. dataset the fixed anthropogenic signal was replaced by a bootstrap replica (i.e., the signal was scrambled by bootstrapping, so that the dataset no longer contains any deterministic signal). The large difference between Panels (a) and (b) reveals how significantly the presence of a deterministic signal can change the distribution of ρ. The bootstrap distributions for six deliberately chosen sample datasets are also shown in Panels (c.1)-(c.6), which are all approximately normal regardless of the anomalous sampling distribution of ρ. It is essential that all the bootstrap distributions (the bootstrap block length must be equal) for samples drawn from the same mother population resemble each other in shape, mean, and SD. Numerous experiments have been carried out using a great variety of synthetic datasets of a similar form to Eq. (7), for example, including various deterministic signals of either single component or compounds and changing the parameter values such as the lag-1 autocorrelations, to investigate the invariability of the bootstrap distribution. The results show strong evidence of robustness of this property. Therefore, a hypothesis test for the statistic ρ using a bootstrap distribution as a basis generally leads to consistent conclusions due to its stability. In this sense, the bootstrap ρ-test is repeatable, but it may or may not lead to the correct conclusion. The word "correct" is specifically employed in this context to describe that the false positive rate of a bootstrap test should be below a certain level (popularly acceptable levels are 5% and 1%). A classical hypothesis test requires that the sampling distribution of a test statistic be determined or approached under the assumption that the null hypothesis is true. However, such a strict criterion is hardly achievable due to the contamination of other deterministic phenomena. The purpose of this study is to examine the underlying connection between the false positive rate and the prescribed α-value in a bootstrap test by studying numerical simulations. Looking at Fig. 2 , the false positive rate of the bootstrap ρ-test far exceeds 10% based on the 0.01 significance level, which is too large to be acceptable in a hypothesis test. At this point, the false positive rate appears to cast doubt on the statistical significance level claimed by Zhou and Tung [2010] . However, the authors have taken an additional step of detrending to reinforce their argument. When that step is done, the false positive rate becomes acceptable, as will now be shown.
The fairly large false positive rate in the above experiment is principally an outcome of the high correlation between the century-long anthropogenic forcing index G(t) and the TSI. The two index time series both have apparent positive trends, which could make a considerable contribution to the correlation between them. Mathematically a statistically significant linear dependence between G(t) and TSI can be found by doing a linear regression analysis. Although it makes no physical sense since we know that there is no cause and effect relationship between the two phenomena, it still gives us some heuristic understanding regarding the failure of the bootstrap ρ-test associated with the CMD-P method under certain circumstances. The long-term anthropogenic signal can be mathematically decomposed into two parts, one of which could be falsely counted as a "solar" signal. This spurious solar signal can increase the chance of a false positive on bootstrap ρ-test. One easy way to remedy this problem is to remove linear trends from the data before applying CMD-P analysis. Figure 3 shows the results of detrending. The datasets used in this experiment were generated in the same way as those used to produce Fig. 2 , except that here the post-World War II part of each dataset was linearly detrended before analysis. The data were partially detrended to reconcile with what was done in Zhou and Tung [2010] , so that the study performed in this section can form a basis for inspecting the authors' previous work, as will be discussed in more detail below. It can be seen by comparing Figs. 2 and 3 that the trend removal effectively changes both the sampling distribution of ρ and its bootstrap distributions. What is unchanged is the strong resemblance among all the bootstrap distributions, which gives rise to robust bootstrap test results as expected. Surprisingly, the test can now be considered correct as well. Note that in Fig. 3 , the false positive rate was greatly reduced to acceptable levels (less than 5%) when the test was done at the 0.01 level (the significance level of 0.05 appears to be too loose). The correlation between the remaining anthropogenic signal and the TSI decreases after a trend removal, so that the null hypothesis (solar-cycle signal not present) is better satisfied. Consequently the validity of the test is improved. Zhou and Tung [2010] claimed that the observed ρ value obtained by performing the CMD-P method on the 150-year SST data is statistically significant at over 99% level. This statement might be questionable simply because the bootstrap test was done using the undetrended data. A supplemental correlation coefficient value (denoted ρ in that paper) was calculated by the authors with the post-World War II part of the data linearly detrended, and shown to be statistically significant at over 99% level as well, based on the same bootstrap distribution for the undetrended data. We have redone the test for ρ using the bootstrap distribution for the partially detrended data and found that it is still statistically significant at the 99% level. In light of the simulation analysis completed above, the solar-cycle response found by the authors in the 150-year SST is unlikely (less than 5% chance) to be an artifact created from a data record involving no real solar signal. Here, we do not claim a 1% false positive rate because of the bias of the bootstrap test. Removing a linear trend from the entire data period does not degrade the validity of the bootstrap ρ-test; on the contrary, it may bring down the false positive rate. However, the bootstrap ρ-test shows that the correlation coefficient value obtained from the 150-year SST linearly detrended over the whole period is not statistically significant (below the 90% level). This is not surprising since a linear trend removal from data with nonuniform trends can destroy the original association of the data with the solar groups. The surface temperature has an approximately linear trend only in the recent decades, which is due likely to greenhouse warming.
Other complications
There are many factors, such as the mother population from which data are drawn and the data length, that can make an impact on the false positive rate of a Figure 4 gives another example produced using detrended synthetic data for a short period, 1956-2008 . The only deterministic component contained in data is again the anthropogenic signal. It is seen that the false positive rate of the bootstrap ρ-test is still low enough (below 5%) when a significance level of 0.01 is adopted in the test. Since over the recent 50 years, the anthropogenic forcing index has a strong positive trend while no apparent trend is present in the TSI, a trend removal is actually not necessary for performing the bootstrap ρ-test due to the lack of correlation between the two phenomena. The false positive rate comes out even lower (below 1%) when the experiment was repeated without detrending the data (results not shown). The strong linear trend that is presumably not attributable to the solar forcing may, however, result in a small ρ value even in the case when a solar-cycle signal is present. Then, the risk of a Type II error (also known as a "false negative"), that mistakenly rejects the alternative hypothesis when it is true, can increase. It is in this regard that a trend removal is still recommended when trying to extract a trend-free signal from data with a trend. The experimental results based on short-term synthetic datasets have also confirmed the correctness of the claim in Camp and Tung [2007b] that the observed ρ is statistically significant, but the significance level may need to be conservatively reduced from 99% to 95%. Camp and Tung [2007b] claimed in their conclusion only "over 95%" significance level and not "99%." Therefore, their conclusion on the rejection of the null hypothesis is still valid.
Sensitivity of the tests
So far we have been focusing solely on the false positive rate of a bootstrap test because positive conclusions were drawn in previous works. Therefore, the concern should be about the risk of having made a wrong positive decision. Simulation analysis was also performed using synthetic data involving a solar-cycle signal (the null hypothesis is thus known to be incorrect) to examine the sensitivity (i.e., the ability to correctly identify a specific signal embedded in noise) of the bootstrap ρ-test. Results indicate that the sensitivity depends heavily on both the data length and the relative magnitude of the signal to the remainder, which includes the random noise and all other deterministic variability. When the synthetic data used for producing Figs. 2 and 4 were employed with the embedded anthropogenic signal G(t)p G (x) replaced by the solar-cycle signal TSI(t)p S (x), we found that the false negative rate is below 10% for a long period and varies over a large range from about 50% to 80% for a short period. It is understandable that increasing the length of data can lower the false negative rate. Using a longer dataset usually reduces errors in the spatial CMD pattern and in the subsequent projection stage a better filter is available to produce a time series more highly correlated with the TSI, under the condition that a solar-cycle signal does exist. A larger observed value of ρ always means a stronger tendency to reject the null hypothesis. The association of a bootstrap test with its false negative rate is more complicated than that with its false positive rate. Although false negative rate is also an important side of statistical tests, this issue does not arise when positive conclusions have already been reached from analyzing real climate problems.
The R-test
Earlier in this paper the ratio R of the between-group variance to the within-group variance was proposed as an alternative test statistic for conducting a bootstrap test. It is also studied here in our numerical simulations. Illustrated in Fig. 5 is an example of its sampling distribution and six bootstrap distributions using exactly the same data for producing Fig. 2 . The bootstrap distribution of R is seemingly approaching an F -distribution. Its statistical properties such as mean, variance, and skewness are robust upon the change of the original sample dataset. Unlike the bootstrap ρ-test conducted on undetrended long-term data involving the anthropogenic signal and noise, the bootstrap R-test under the same conditions is valid when the α-value is chosen to be as small as 0.01 since its false positive rate is always small. However, the R-test tends to have a large false negative rate (Type II error), and so could miss some signals.
Conclusions
Common statistical tests assume that the noise is random. There is no analytical theory on testing for the existence of a deterministic signal, such as the response to solar variations, in the presence of other deterministic variability, such as the global warming response or the ENSO or volcano responses. A first step toward understanding the effect of contamination by other deterministic signals is taken here by performing a large number of numerical simulations. By carrying out an empirical evaluation of the reliability and validity of the bootstrap Monte Carlo test associated with the CMD-P method, we have demonstrated that the highly statistically significant solar-cycle responses in global surface temperature identified by Camp and Tung [2007b] and Zhou and Tung [2010] are trustworthy for a short and a long data record, respectively. In other words, the probability that the authors have reported a solar-cycle signal that does not actually exist is very low. A better understanding of the usage of CMD techniques and the accompanying statistical tests has been provided. Since bootstrap hypothesis tests are biased (either overly optimistic or conservative), it is the significance level of 0.01 that is recommended for determining whether the null hypothesis is rejected in favor of the alternative hypothesis when undertaking such a test. This does not ensure that the probability of having made a wrong decision is truly that low when the test passes, but it is safe to assert a slightly weaker statistical significance of the test result. In this situation, 
