Introduction
How can we define risk spillovers? How can we model risk spillovers in an international equity portfolio? If we take risk spillover into account, does the forecasting ability of portfolio risk increase? What are the economic consequences of only limited risk spillovers? In this paper, we address these fundamental questions.
In order to characterize the risk relations across assets, we assume that the asset covariance matrix is dynamic and we characterize the dependence across its elements. Then, we introduce the concept of risk spillover which defines the dependence of a given asset variance on the past covariances and variances of assets that either belong to the same or different economic sectors or asset classes. When the dependence encompasses all assets included in a portfolio, we refer to it as full risk spillover. At the other extreme, there is an absence of risk spillover, i.e. when the risk of any asset is a function only of its past risk. There is a vast spectrum of partial risk spillover between none and full spillover risk. To envisage these, we assume the point of view of a U.S. investor holding an international equity portfolio of nine U.S. stocks and three foreign stocks. The underlying twelve companies run their business in four sectors. The investor is essentially concerned by two kinds of risk spillovers: first, the currency-risk spillover, which arises from the foreign companies that perform business predominately abroad and/or use foreign accounting currencies. Second, the sector-risk spillover that stems from companies with the common exposure to sector-wide risk factors. More specifically, we focus on three structures of partial risk spillover in the variance-covariance matrix. First, we consider what we call "limited-risk spillover", that is to say, the interaction of risks within economic sectors and between the three exchange rates (we consider currencies as an asset class per se). It should be stressed that this definition of partial risk spillover discards any risk spillover across economic sectors and between equities and currencies. Second, we consider the "currency-risk spillover", in which the risk spillover is given by the currency risk, and only impacts international equities.
Finally, we discuss the "pervasive-risk spillover" that combines the limited-and currency-risk spillovers mentioned above. This corresponds to the joint presence of risk spillover between currencies, within equities in the same economic sector, and from currencies to international equities.
Building on the concept of risk spillover, we propose a flexible and feasible approach to 1 3 model equity portfolio risk which involves exchange rate risks. This model lends itself to adaptable definitions of risk and various structures of risk forecasting. It is worth noticing that one could consider many other definitions of partial-risk spillover (e.g. the cross-sector risk spillover) and other asset classes (e.g. government or corporate bonds). We limit our analysis to an international equity portfolio, based on our firm belief that this approach can easily be extended to encompass many other interactions between asset variances/covariances and how these relations evolve over time. Though this is not within the scope of this paper, such a portfolio design can be used to study to the efficient hedging of currency risks.
One of the benefits of efficient hedging in an international exposure is the reduction of the portfolio variance, see for example Glen and Jorion (1993) . In addition, as shown in Campbell et al. (2010) , risk-minimizing global equity investors should short those currencies that are more positively correlated with equity returns and should hold long positions in those currencies that are more negatively correlated with returns. Our paper contributes to this strand of the literature by proposing a modeling approach to spillover risk and challenging the view that some currencies have diversification benefits. In fact, by opportunely modeling spillover risks, the economic assessment of these diversification benefits become less clear.
This approach is consistent with the variety of investment funds in the financial industry and makes a broad spectrum of risk management strategies viable. For instance, the investor can believe ex ante that an asset class, such as hedge fund investments, should by its very nature be poorly correlated with other (traditional) securities, such as stocks and bonds. Another example is represented by the unclear connection between currencies and equities, or even among sectors that may be pro-cyclical (e.g. manufacturing and resources) or counter-cyclical (e.g. pharmaceutical and health sectors). Those alternative spillover designs might be easily obtained as generalizations or sub-cases of our modelling approach.
From the technical side, our study relies on the Wishart autoregressive model (WAR) proposed by Gourieroux et al. (2009) . The model is based on a dynamic extension of the Wishart distribution. This specification is compatible with financial theory, satisfies the constraints on volatility matrices, has a flexible form and, most importantly, maintains the coefficients' interpretability, even when specifications are restricted. The main innovation proposed in this paper is the introduction of specific model parametrizations that allows the dynamics of the spillover between variances to be controlled by imposing a particular structure on the coefficient matrices 2 4 of the WAR model. The parametrization makes use of block structures on the model parameter matrices. We hence name our specification Block WAR. The use of block structures in parameter matrices is similar to that adopted in Billio et al. (2006) , Billio and Caporin (2008) , and Engle and Kelly (2008) that introduce a block structure for the correlation matrix. Similar approaches have been considered in Asai et al. (2008) for multivariate stochastic volatility models. Finally, Caporin and Paruolo (2008) present a more general spatial solution to the curse of dimensionality problem in multivariate volatility specifications. Their specification includes as a special case block structures on the coefficient matrices.
After the model estimation, we perform a forecasting analysis to evaluate the economic implications which stem from different characterizations of the risk spillover. The forecasting ability of several alternative model specifications is assessed both in statistical and economic terms. On the economic side, the crucial mechanism is that the optimized portfolio weights and the variance forecasts depend on how spillovers are structurally modelled. Consistent with the recent literature on realized volatility, the empirical analysis is based on high frequency data of 12 stocks quoted on US equity markets and 3 exchange rates over a period of seven years, including those of the recent financial crisis.
The paper is organized as follows: Section 2 introduces the econometric model used to analyze and forecast the sequence of covariance matrices while accounting for possible spillover effects. Section 3 describes the model estimation procedure; Data and model specification are presented in Section 4; the economic value of considering risk spillover is analyzed in Section 5. Section 6 concludes the paper.
Modeling variance spillovers
We now introduce the model used to analyze and forecast the sequence of realized variancecovariance matrix for the 15 assets in our study. Later, we describe the set of alternative parametric restrictions to the spillovers between variances that help to reduce the complexity of the full model estimation, and those which might be driven by some economic criterion (e.g. assets classification) or data. As we mention in the introduction, we presume that realized covariance sequences are available and so will not tackle the problem of the optimal estimation of realized variances and covariances. Details on these aspects could be found in Zhang et al. (2005) , 3 5 Bandi and Russel (2008), Hansen and Lunde (2006) , Barndorff-Nielsen et al. (2008a) and Zhang (2010) , among others.
The Wishart autoregressive process
Once we have computed the series of realized variance/covariance matrices from the intra-day returns, it is of fundamental importance, for our purpose, to adopt a model which: can be estimated even with a large set of assets; that guarantees the positive definitiveness of the forecasted covariance matrix; and whose coefficients keep their interpretability. This last aspect is even more important if the quality of covariance matrix forecasts is measured according to an economic criterion (such as the returns on various optimized portfolios).
A model that satisfies the previously itemized requirement is the realized Wishart autoregressive model (WAR) of Gourieroux et al. (2009) . We will not formally introduce the WAR model, neither we will present its properties; interested readers might refer to the cited paper.
As shown in Bonato et al. (2008) , this model is particularly suitable for testing the variance spillover between assets. In their paper, the authors propose four specifications to restrict the interaction between past variances/covariances with their contemporaneous values.
Denote by Y t the time t (realized) covariance for a group of n assets. If the sequence of stochastic positive definite Y t matrices follows a Wishart process, the expected value of Y t+1 , conditioned on the information up to time t, is given by:
In that case, we say that Y t is a Wishart autoregressive process of order 1, WAR(1), denoted
The density of the WAR(1) process depends on the following parameters: K, the scalar degree of freedom strictly greater than n − 1 (the dimension of Y t -the number of assets -minus one); M, the n × n matrix of autoregressive parameters; and Σ, the n × n symmetric and positive definite matrix of innovation covariances. An important property of the Wishart distribution is that the matrices Y t are positively definite if and only if K ≥ n 1 . See Gourieroux et al. (2009) for additional details on the derivation of the WAR process.
1 Furthermore, for a non-centered Wishart specification, the distribution of Y t possesses a density function only when K > n − 1 (hence the condition above). Thus, for K < n − 1 no density can be defined and for K < n the process Y t is given by a sequence of singular covariance matrices with degenerate Wishart distribution (Muirhead, 1982) .
Interpretation of the coefficients
Let us consider the simple setting in which we are given an even number of assets n which we can cluster into two groups of size n/2. Under the assumption that the autoregressive matrix M is block diagonal, with M 11 and M 22 being n/2 × n/2 matrices, it is straightforward to show that In order to analyze the spillover effect within groups in greater details, we consider the following (2 × 2) matrices: the covariance matrix Y t ; the autoregressive parameter matrix M; and the innovation variance Σ. The matrices have the following structure:
The full WAR(1) model specifies the best prediction of Y t , E t−1 [Y t ], as:
where a j , b j , c j and d j , j = 1, . . . , 3 are scalar parameters, and d j is equal to K multiplied the corresponding entries of Σ. By construction, the prediction is a symmetric semi-definite positive matrix for any Y t−1 which belongs to S + , the set of symmetric positive definite matrices. Parameters in the prediction E t−1 [Y t ] might be represented in terms of the parameters in M as follows: This very simple two-dimensional example helps us to identify the coefficients in M that play a role in the spillover effect between variances and covariances. We will now present four different parametrizations for the WAR process that impose limited spillover or that totally exclude spillovers across variances and covariances.
WAR specifications for risk spillover modelling
To derive the WAR specifications needed to model risk spillover, we impose a set of restrictions on the matrix M. These restrictions come from a criterion based on asset groups. Such a requirement is economically valid and some examples are given by grouping rules based on the economic sectors to which the stocks entering an equity portfolio pertain, on the type of assets which enter a diversified portfolio, or on the geographical reference areas. The main intuition behind asset grouping is that the clustered variables may share common patterns or common risk factors. In fact, we can presume that assets in the same economic sector may react in a similar way to sector-wide or market-wide shocks/news, and are similarly affected by market movements.
Clearly, groups may be defined on a data-driven basis, referring to factors such as the dynamic properties of the series mean and/or variances, or on a variety of mixed criteria. The comparison of alternative methods of clustering financial assets is beyond the scope of this paper and will not be considered. Some examples are given in Bauwens and Rombouts (2007) , and Aielli and Caporin (2011) . In the following step, we will use a priori defined groups of stocks (grouped by sectors or cyclicality) and cluster the exchange rates is a separate group.
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In a very general case, we assume that our portfolio consists of n stocks and currencies and that we can classify them into N groups, according to some criterion. The N groups have dimension n i with � i n i = n. In addition, the assets are ordered according to a group rule, that is, assets from 1 to n 1 belong to group 1, assets from n 1 + 1 to n 1 + n 2 belong to group 2, and so on.
Given this asset classification, the autoregressive matrix M may be partitioned as follows:
where M ij is a matrix of dimension n i × n j .
By imposing a particular structure on the matrices M ij we are able to control for the spillover of volatility between and within groups. The basic assumption we are making is that spillover effects are not present between assets belonging to different groups. Therefore, M is a block diagonal matrix with zero off-diagonal elements: M i,j = 0, ∀i j. The structure considered for the diagonal blocks M ii will be of two types:
Specification (1) implies that there are risk spillover effects in terms of variances/covariances within assets belonging to the same economic sector. We refer to that as "limited-risk spillover" to differentiate it from the more general case of "full-risk spillover" associated with a full matrix M. Specification (2) considers the case in which there is no risk spillover effect at all, even within groups. In this case we have the absence of risk spillover and we refer to "no risk spillover". Throughout the empirical we will assume M to be block diagonal while keeping the full M as a benchmark. Then, we will evaluate the implications of the proposed restrictions in terms of risk forecasting.
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The full M matrix implies the existence of risk spillovers across all assets. Note that the general case of a full M quickly becomes computationally infeasible when the number of assets is large, as M contains n 2 distinct coefficients. Therefore, it should be perceived as a generic and optimal benchmark to be taken as a reference for restricted specifications, which exclude certain kinds of risk spillovers. The full risk spillover and the no risk spillover cases would permit an evaluation of the benefits of including of risk spillovers in the model.
Besides the use of diagonal or block-diagonal specifications for matrix M, an interesting alternative design points at the role of the sub-matrix M N−1,N , a single off-diagonal block, which might be added to a block-diagonally specified M matrix. Assume, for ease of exposition, that we are interested in evaluating the volatility spillovers between assets belonging to groups N − 1 (international equities) and N (currencies). The most natural way of accomplishing this would be to consider them as a unique sector and to consider the lower left diagonal block of M of
The drawback of this specification is that spillover effects are bi-directional, i.e. 
Estimation
Here, we follow Gourieroux et al. (2009) The first-order conditional moments of the WAR can be used to calibrate the parameters in M and Σ, up to the sign and scale factor, respectively. As the first-order method of moments is 8 equivalent to non-linear least squares, the estimator is defined as:
where:
and Σ * = KΣ.
We follow the strategy proposed in Bonato (2009) to estimate the degrees of freedom. It has been shown to be less sensitive to the presence of extreme events in the co-volatility process.
Consider a portfolio allocation α ∈ R n . We know that the unconditional distribution of Y t is a
We can therefore easily show that:
i.e. the distribution of the portfolio with allocation α is a gamma distribution with the degrees of freedom K as shape parameter, (see also Meucci, 2005 ). An unbiased estimator of K can most probably be simply obtained via maximum likelihood by fitting a gamma distribution into the process α ′ Y t α.
Data and model specification
The dataset consists of 15 assets, 12 stocks and 3 exchange rates. Stock data are provided at a 1-minute frequency by Tickdata.com. Exchange rate data are also provided at 1-minute frequency by Disktrading.com. The period we consider spans from January 2, 2003 to December 31, 2009. Table 1 reports the name of the assets used in the analysis along with their sector and cyclicality, the currency of their financial statements and the betas with respect to the S&P500 Index.
Factoring out weekends, holidays, days with shorter trading hours (e.g. July 3 or December 24) and matching all the days across the sample, we are left with 1,759 trading days. Intraday returns are then computed by taking the log differences of the 1-minute prices and multiplying by 10 4 . Daily returns are obtained as the difference of the logarithm of the closing and opening price of the day and multiplying by 100. Note that we do not consider the effect of overnight 9 11 The goal of the paper is to assess whether there is economic loss, in terms of forecasting power and asset allocation performances, if all possible kinds of risk spillovers in an international equity portfolio are constrained to a limited set of risk transmission. The introduction of restricted parametrizations of the WAR induces computational simplifications, maintains parameter interpretability and allows a clear identification of currency-risk spillovers and sectorrisk spillovers.
The first task of our analysis consists in computing a measure of covariance between the assets making up the portfolio. We accomplish this by following the recent developments in literature and exploiting the availability of high frequency data.
The trading day we construct runs from 9:35 AM (first observation) to 16:00 (last observation). Sampling every 5 minutes, we obtained 77 intraday returns which we used to construct the series of realized covariance matrices.
In the next step we compute the series of realized covariance matrices using the classical estimator presented in Andersen et al. (2003) and Barndorff-Nielsen and Shephard (2004) de Pooter et al. (2006):
With Y t we indicate the realized covariance matrix at time t in order to to be coherent with 
Asset classes and portfolio construction
As discussed in the previous sections, the ability to model risk spillover within or between assets requires that assets be clustered in well-defined classes.
Taking the U.S.'s investor point of view, we consider a hypothetical portfolio of 12 stocks and three exchange rates in the same order as in Table 1 . These 15 assets are then split into three sectors (Industry, Information Technology, Consumer Service and Healthcare) and an additional group of three exchange rates. More specifically, the portfolio is organized as follows:
• U.S. stocks traded at NYSE -company financial statements in USD: BA, CAT, FDX, IBM, HPQ, TXN, KFT, PG and TWX;
• Three European stocks traded at the NYSE as ADR, for which the company's financial statements are denominated in foreign currencies;
• Three exchange rates: EUR, GBP and CHF all against USD.
As regards the U.S. and the non-U.S. stocks, these can be further grouped by sector:
• Industrials -BA, CAT, FDX;
• Information Technology -IBM, HPQ, TXN; 13
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• Consumer Service -KFT, TWX, PG;
• Healthcare -SNY, GKS, NVS.
In a first specification we will consider these sectoral combinations of stocks and currencies as the groups which form the portfolio.
Industrials and Information Technology are generally considered to be pro-cyclical whereas Consumer Service and Healtcare are anti-cyclical stocks. The last column in Table 1 shows the βs of these assets for the period under analysis calculated with respect to the S&P 500 index. All but one of the assets labeled as pro-cyclical display a β greater than 1, indicating that these assets are more sensitive to market movements. The opposite characteristic holds for the anti-cyclical assets, with 5 out of 6 βs being smaller than 1, i.e. these stocks are less exposed to market risk.
Therefore, we decided to include a second approach in our analysis: we classify the portfolio components as pro-cyclical, anti-cyclical and currencies.
Beside the equity market-specific risk, our investor is exposed to exchange rate risk as the performance of the ADR stocks is also influenced by adverse exchange-rate movements. To enable this investor to reduce the risk induced by the currency exposure, we assume that his portfolio includes the three exchange rates against the USD of the countries in which the non-U.S. firms are located: UK (Glaxo Smith Kline), France (Sanovis Aventis SA) and Switzerland (Novartis AG). As a result, the investor will hold an internationally diversified portfolio containing equities and currencies. We note that to be long in ADRs implies that the perfect hedging of currency risk for the equity-only portfolio will be obtained with long positions in the currencies when those currencies represent the exchange of USD against the local currency. In order to impose short-selling constraints on our investor and to have the perfect hedge within his allocations universe, the investor must be able to cover his equity positions with positive weights on the currencies. As USD is not the leading currency against EUR and GBP exchange rate, in the empirical analysis we simply take the reciprocal USD/GBP and USD/EUR when building our optimal portfolios. Note that, when currencies are considered as a specific asset class, the perfect hedge is just a special case: it is associated with an equality restriction on portfolio weights of the ARD's and corresponding currencies. We stress that our focus is not the construction of the optimal hedge, but rather to evaluate the impact of currency risk spillover. In our portfolio design currencies represent investable assets and hedging might be obtained as a by-product.
The question we want to answer is whether considering volatility spillovers between stocks belonging to different groups or within the same group 3 delivers acceptable out-of-sample forecasts of the realized covariance matrix of the portfolio under analysis. In particular, we are interested in the effect of what we dub currency-risk spillover, that is, the risk protection obtained by accounting for adverse volatility transmission from currencies to the respective ADRs. From the seminal paper of Glen and Jorion (1993) , it is well known that the introduction of hedging instruments into an internationally exposed portfolio significantly reduces the portfolio volatility, and delivers higher Sharpe ratios. In terms of volatility spillovers, it is plausible that shocks in currencies will also affect the USD-traded ADRs and the optimal portfolio weights will consequently be adjusted. Therefore, it is of great interest to determine the possible gains in portfolio variance forecasting; also with regards to specific spillover.
Each different specification of the the WAR, leads to a particular dynamics of the volatility transmission to future values. This is achieved by imposing a structure on the autoregressive matrix M. Based upon these last and previous considerations, we propose the following structure:
1. Absence of risk spillover: M diagonal or Diagonal WAR model;
2. Currency-risk spillover: M has non-zero elements on its diagonal and on the diagonal of its block N − 1, N; or Diagonal WAR model with currency-risk spillover;
3. Limited-risk spillover: M block-diagonal or Block-diagonal WAR;
4. Pervasive-risk spillover: M block-diagonal and non-zero block N − 1, N, or Block-diagonal WAR and currency-risk spillover;
5. Full-risk spillover: full M or full WAR.
Specification (5) assumes that risk spillover effects occur across all the 15 assets included in the portfolio, and thus also across equities in different economic sectors. This represents the optimal but infeasible benchmark, while the other four cases are restricted versions of (5).
The opposite specification is (1) where the diagonality of matrix M leads to the absence of risk spillovers across assets, and the dynamic of each variance and covariance is driven by just its 3 Where in our empirical example the currencies consitute a group of assets. 15 own past. Specification (2) is an enriched version of (1) as it considers a possible risk spillover from currencies to ADRs, but it does not allow for other forms of risk spillover. We stress that such a design coincides with the presence in the M matrix of the previously introduced (Section 2) diagonal sub-matrix M N−1,N . In case (3) we cluster assets according to their industrial sector (or as pro-cyclical/anti-cyclical). That is, we only allow 5 (or 3) groups with risk spillover effects. Risk spillovers therefore exist across equities included in the same economic sector and within currencies, but there is no risk spillover across equities in different sectors or from currencies to equities. Specification (4) is different from (3) in that currency-risk spillover effects are permitted from currencies to ADRs only, as in (2). In particular, the volatility of the three ADRs will only be influenced by the past volatility of the corresponding exchange rate (provided that stocks and currency are properly ordered in the covariance matrix) and by the volatilities and covariances of the other ADRs. The two limiting cases (1) and (5) should both be considered as benchmarks: we expect to improve on (1) by introducing richer structures in M, and we strive not to be too far from (5) which is the ideal specification (from a statistical point of view) .
Evaluation of risk spillover
The forecasted variance/covariance matrix is the best means of evaluating the benefits and losses associated with a limited structure on the risk spillover. Risk spillovers determine the effect on a given asset risk of past values of variances/covariances on future variances/covariances belonging to the entire set of assets (full-risk spillover), to the same asset class (limited riskspillover), to other different asset groups (currency-risk spillover) or to their own past only (no spillover).
In our empirical application forecasts are made one period ahead. We fix the estimation sample to 250 observations (one trading year) rolling it forward to produce the forecasts (thus using an estimating moving window of 250 trading days). The comparison of the alternative risk spillover design is therefore based on 1,509 covariance forecasts. At each point in time t, a given model is used to produce a forecast of the covariance matrixŶ t+1 . The direct evaluation of the risk spillover impact will be based on the covariance forecasts, and on their comparison with the true covariances as proxied by the realized covariances. As a further evaluation, we focus on optimal portfolio weights w t+1 computed at time t using the predicted covariance for time t + 1.
At time t + 1 portfolio returns are computed using the expected optimal weights (function of 16 Ŷ t+1 ) and the realized returns on the assets. An alternative approach would also be to introduce a forecasting equation for the returns, but a model involving the conditional mean is beyond the scope of our research, which focuses purely on the role of the variance.
Forecasting evaluation
An affective way of directly evaluating the implications of a limited risk spillover is to adopt a pure forecasting perspective. We thus evaluate and compare the out-of-sample forecasted variance/covariance matrices provided by the models under analysis with the true covariance, as proxied by the observed realized covariance. In this way, the comparison across the competing model designs described in Section 4 will permit evaluation of the impact of limited-risk and currency-risk spillover, as well as their combination (the pervasive-risk spillover).
Our comparison of alternative WAR specifications makes use of two loss functions for multivariate volatility models. Following Patton and Sheppard (2009) , and Clements et al. (2009), we consider the following loss functions:
which are derived from Patton and Sheppard (2009) . The function L 1 t+1,i is a multivariate mean squared error function, while L 2 t+1 is included in the class of robust loss functions defined in Patton and Sheppard (2009) . It it is similar to a quasi-likelihood loss function. We also note that these loss functions are included in the class of consistent functions defined in Laurent et al. (2009) .
To verify the null that E L w i,t+1 = E L w j,t+1 , w = 1, 2 we could use a Diebold-Mariano-type test (see Mariano, 1995, and West, 1996) , computing the test statistic: (2000), the Superior Predictive Ability test of Hansen (2005) , and the Model Confidence Set (MCS) of Hansen et al. (2003) , Hansen et al. (2011) .
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Here, we consider the method of Hansen et al. (2011) , which allows us to create a set of models whose forecasting performances are statistically equivalent. The MCS uses all pairwise loss differentials d w ij,t as inputs for a given loss function w and for all i, j = 1, 2, ..P, i j, where P is the total number of fitted models. The MCS then proceeds by performing a sequential elimination procedure test on a set of models M l according to the following null hypothesis
, with i > j and for all i, j ∈ M l . The initial set M 1 contains all models, and if the null hypothesis is rejected, the worst performing model is excluded from the set. The procedure then works iteratively until the null is not rejected. Each step thus performs two operations at a generic iteration l: verifying the null hypothesis and stopping if accepted; if the null is rejected, identifying the worst-performing model and removing it from the set. To verify the null hypothesis, Hansen et al. (2003) proposed two distinct test statistics, based on the quantity (7). The difference here is that the variance is computed using a bootstrap procedure (see Hansen et al. (2011) for further details). The two statistics are the following:
Given that the models produce covariances across the forecasts that are not null, the test statistics are distributed in a complex and non-standard manner. A bootstrap approach has been proposed by Hansen et al. (2011) to determine the p values of the test statistic. For a specific confidence level α, the null hypothesis can thus be verified by determining the bootstrapped p values. If it is rejected, the worst performing model is identified as:
The MCS method was originally proposed for the comparison of univariate volatility forecasts but Patton and Sheppard (2009) suggest that it could also be of interest in the multivariate framework, a claim supported by the analysis in Clements et al. (2009) . In this paper, the MCS will be used as a tool for the comparison of the forecasting performances of nested models. The purpose of this is to verify two null hypotheses: first, that a restricted model provides forecasts statistically equivalent to those produced by an unrestricted model; second, that the introduction of currency risk spillovers improves the covariance forecast performances.
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Economic evaluation
A direct approach, although appealing and easy to implement, lacks of an economic interpretation of the results. In fact, the benefit of choosing the best forecasting model is not clear for the representative agent investing in the theoretical portfolio.
We are thus keen to adopt a more interpretable approach whereby we can discriminate between the plethora of models available. This is why we choose to evaluate the forecast performances of alternative variance/covariance models in economic terms. We prefer to compar models using indirect means. An indirect approach does not permit direct evaluation of the ability of the covariance models to compute accurate forecasts, but it does make it possible to consider the economic criteria associated with each model's forecasting power. In this paper, we consider how the choice of different models can affect an asset allocation framework by contrasting the performance of two types of portfolios:
• Equally weighted portfolio, denoted as EW, which is not exposed to the asset return mean estimation error and it is superior to many other portfolios (see DeMiguel et al., 2009 ),
• Global minimum variance portfolio with and without short-selling constraints denoted as GMV and GMVB, respectively.
The weights of the equally weighted portfolios are w = 1 n /n, where 1 n denotes the n-dimensional vector of unit elements. Note that this portfolio offers a perfect hedge to the currency risk associated to the ADRs since the amount invested in stocks is the same as that invested in USD against the stock's home currency.
The GMV weights are time-and model-dependent. Their derivation is based on the covariance forecast:
withŶ t+1 denoting the one-step ahead forecasted covariance matrix based on the information set up to time t.
GMVB weights are determined by solving the optimization problem:
and w ′ 1 = 1 .
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For the different variance forecasting models and portfolio allocation weights, we then define the following quantities:
(A1) Realized portfolio returns: 
where ω denotes the ex-post solution to the optimization problem in equation (11) The methods we apply for the indirect model evaluation use the MSE and QLIKE univariate loss function:
Loss functions (12) and (13) are similar to those adopted in the direct model evaluation and consider the ex-post realized portfolio volatility as targets, i.e. the volatility computed once the optimal covariance matrix is known and optimal weights have been computed. Loss function (14) is slightly different in the sense that it considers what we dubbed realized Sharpe ratio.
Since we observe both returns and volatility at every point in time, it makes sense to construct a series of Sharpe ratios which do not arise simply as the ratio between total expected returns and sample portfolio volatility, but which provide the ratio between expected (i.e. forecasted) portfolio returns and expected portfolio volatilities for every forecasted value. Both expected returns and expected portfolio volatility are strictly dependent on the forecasted covariance matrix. Our target will therefore not be to maximize this expected Sharpe ratio, but to minimize the distance between this ex-post realized ratio and the expected one. The indirect evaluation of the models then proceeds using the MCS approach previously discussed. Although the evidence is not striking, the direct evaluation of the covariance matrix forecasts displays a preference for the diagonal WAR with currency-risk spillover effects. Loss function L 1 tends to identify all the models as the best models, with the exception of the full WAR, which represents the full risk spillover case. However, within the set of best performing models only the quasi-likehood loss function L 2 accepts the diagonal WAR with spillover (limited risk spillover). Note that these results are robust for the different periods under analysis.
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Empirical results
When an equally-weighted portfolio is constructed, no model clearly outperforms another when the volatility MSE loss function is used. The realized Sharpe ratio suggests similar MSE results, but with some preference for the most detailed models (full risk spillover). In that case, under the cyclical asset grouping, currency risk spillover makes the forecasts of the blockdiagonal model statistically equivalent to those of the full model, and statistically preferable to those of the block-diagonal specification without currency risk spillovers, illustrated in Table 4 .
This finding implies that the pervasive-risk spillover model represents the preferred solution.
As regards to the use of the QLIKE univariate loss function, it is preferable to choose the most parameterized models which lead to full risk spillover, and limited risk spillover, both when it is combined with currency-risk spillover and when it is not. The inclusion of the block diagonal models highlights the importance of considering risk-spillovers within groups. This might be because the weights are fixed a priori, so more information is conveyed in the forecasts by more structured models 4 . This is the opposite of the results obtained when using GMV and the GMV with portfolios optimized with short-selling constraints. These two approaches are coherent in that both use the least parameterized models (diagonal), with or without currency-risk spillover 4 More detailed model structure correspond to a greater complexity in risk spillover structures.
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23 effects. The results are robust no matter which MCS statistic and data sample is considered.
Note, however, that the diagonal model, which takes into account the volatility transmission from currencies to ADRs, is generally recognized as preferable to its simpler counterpart. This might be explained in the following way: It is commonly acknowledged that an optimal portfolio, established using parameterized models, will carry some estimation errors. The impact of estimation errors can be so significant that recent studies (e.g. DeMiguel et al., 2009 ) suggest that no model can beat a simple equally-weighted portfolio. Therefore, in the case of this research, a trade-off arises between the number of parameters in the model which minimize the estimation errors and its ability to effectively capture all relevant kinds of risk. The diagonal model which accounts for currency-risk spillover effects is proven to be most effective framework of resolving challenges associated with this trade-off. On the one hand, it is parsimonious, as it recognizes that the risk of portfolio assets is influenced by their past alone (diagonal M). On the other hand, it also accounts for the volatility transmission between currencies and for correspondent ADR currency-risk spillover component, capturing features that the simple diagonal model (absence of risk spillover) does not.
A different interpretation to the results obtained in the analysis, with a particular focus on the GMV and constrained GMV allocation, relates to the very nature of our theoretical portfolio.
Although grouped according to their sector or their cyclicality, the assets under consideration represent a good example of a well diversified portfolio. It therefore comes as no surprise that spillover effects are only evident between ADRs and FX and are mixed in other sectors. ADR are affected by shocks to exchange rate volatilities. This becomes increasingly relevant in a global minimum variance optimization framework and our results support this argumentation.
Robustness check
To corroborate our results and to assess the role played by the latest financial crisis, we per- Tables 5 to 8 . Again, pure statistical methods tend to prefer a diagonal model which considers currency-risk spillover effects between currencies and ADRs. When it comes to analysis of economic criteria, a passive portfolio (the EW which has fixed weights) does not particularly discriminate between models (loss function L 1 ) nor does it tend to select the less parsimonious full WAR models (full risk spillover) or the block diagonal WAR models (limited risk spillover).
On the contrary, optimized portfolios (with or without short-selling constraints) favor the least parametrized models (absence of risk spillover), but they also highlight the importance of taking the currency-risk spillover into consideration.
Conclusions
We investigated the benefits of considering volatility spillover risks in a international equity portfolio. Spillover risk is defined as the danger of adverse transmissions of return variances and covariances from one specific asset category to another. We focused in particular on the volatility transmission between foreign stocks traded at NYSE (as ADR) and their home country's exchange rates (against the U.S. dollar).
We first introduced a set of specific parameterizations that allow us to control for diverse definitions of spillover risk. This is done by imposing a particular structure on the model's coefficients. Our approach relies on the Wishart autoregressive model (WAR) proposed by Gourieroux et al. (2009) . The model is based on a dynamic extension of the Wishart distribution. This specification is compatible with financial theory, satisfies the constraints on volatility matrices, and, more importantly, its form is flexible, while maintaining the coefficients' interpretability.
The assessment of the economic implications of accounting for risk spillover is then performed in a forecasting framework. The forecasting ability of several model specifications is evaluated both in statistical and economic terms. On the economic side, the crucial mechanism is that the optimized portfolio weights depend on how spillovers are structurally modeled. Consistent with the recent literature on realized volatility, the empirical analysis is based on ultrahigh frequency data of 12 stocks quoted on U.S. equity markets (three of which are ADR) and three exchange rates over a period of seven years that includes the recent financial crisis. As a result, the forecasting analysis shows that considering only sector-and currency-risk spillovers, rather than full spillover, is viable both in economic and statistical terms. 
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