Abstract. In this paper we generalize the formula of Frobenius-Stickelberger (see (0.1) below) and the formula of Kiepert (see (0. 2) below) to genus-three case.
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Introduction. Let σ(u) and ℘(u) are usual elliptic functions. The following two formulae are found in the nineteenth-century. One is (−1) n(n−1)/2 1!2! · · · n! σ(u 0 + u 1 + · · · + u n ) i<j σ(u i − u j )
This formula appeared in the paper of Frobenius and Stickelberger [FS] . Another one is (−1) n(n−1)/2 (1!2! · · · (n − 1)!) 2 σ(nu) σ(u) n 2 =
. . . . . . . . .
.
(0.2) Although this formula can be obtained by a limiting process from (0.1), it was found before [FS] by the paper of Kiepert [K] .
The author recently gave a generalization of these formulae to the case of genus two in [Ô2] . In this paper we give a quite natural genaralization of the results in [Ô2] to the case of genus three (see Theorem 2.5 and Theorem 3.2). Although this paper is almostly based on [Ô2] , several critical facts are appeared.
The author started this work by suggestion of S. Matsutani on the paper [Ô2] .
the case of genus larger than three and did not succeed. The author hopes that publication of this paper would contribute to generalize our formula of type (0.1) to genus larger than three. Matsutani also pointed out that (0.2) can be generalized to all of hyperelliptic curves. The reader who is interested in the genaralization of (0.2) should be consult with the paper [MÔ] . Cantor [C] gave another determiant expression of the psi function for any hyperelliptic curve. The expression of Cantor should be seen as a generalization of a formula due to Brioschi (see [Br] , p.770, ℓ.3) to hyperelliptic functions. The Appendix of [MÔ] written by Matsutani reveals the connection of our formula, that is Theorem 3.2 below, and the determinant expression of [C] . So we have three different proofs for the generalization of (0.2) in the case of genus three or below.
0. Convention. We denote, as usual, by Z and C the ring of rational integers and the field of complex numbers, respectively. In an expression of the Laurent expansion of a function, the symbol (d
means the terms of total degree at least n with respect to the given variables z 1 , z 2 , · · · , z m . When the variable or the least total degree are clear from the context, we simply denote them by (d • ≥ n) or the dots "· · · ". For cross references, we indicate a formula as (1.2), and each of Lemmas, Propositions, Theorems and Remarks also as 1.2.
1. The Sigma Function in Genus Three. In this Section we summarize the fundamental facts used in Sections 2 and 3. Detailed treatment of these facts are given in [B1] , [B2] and [B3] (see also Section 1 of [Ô1] ).
Let C be a smooth projective model of any hyperelliptic curve of genus three defined over C. We suppose its affine equation is given by the form
where
We denote by ∞ the unique point at infinity. In this paper we suppose λ 7 = 1. The set of forms
is a basis of the space of differential forms of first kind. We fix generators α 1 , α 2 , α 3 , β 1 , β 2 , and β 3 of the fundamental group of C such that their intersections are
  the lattice of periods of our Abelian functions appeared in the bellow is given by
Let J be the Jacobian variety of the curve C. We identify J with the Picard group Pic • (C) of linear equivalence classes of the divisors of degree 0 of C. Let Sym 3 (C) be the symmetric product of three copies of C. Then we have a birational map
We may also identify (the C-rational points of) J with C 3 /Λ. We denote by κ the canonical map C 3 → C 3 /Λ and by ι the embedding of C into J given by mapping P to the class of P − ∞. The image of the triple of the form (P 1 , P 2 , ∞) by the birational map above is called the theta divisor of J, and is denoted by Θ. The image ι(C) is obviously contained in Θ. We denote by O the origin of J. Obviously
Lemma 1.1. The divisor Θ is singular only at the origin of J.
A proof of this fact is seen, for instance, in Lemma 1.7.2(2) of [Ô1] . Let
2y .
The η (1) , η (2) , and η (3) are differential forms of second kind without poles except at ∞ (see [B1, p.195, Ex.i] or [B2, p.314] ). We also introduce matrices
The modulus of C is Z := ω ′ −1 ω ′′ . If we set
then the sigma function attached to C is defined, as in [B2] , by
with the coefficient of the term u (3) 6 being λ 7
45 . Lemma 1.2 is proved in Proposition 2.1.1(3) of [Ô1] by the same argument of [B3] , p.96. We fix the constant c in (1.1) such that the expansion is exactly of the form in 1.2.
is a form which is bilinear over the real field and C-linear with respect to the first variable u, and L(ℓ 1 , ℓ 2 ) is 2π √ −1 times an integer if ℓ 1 and ℓ 2 are in Λ.
The detail of 1.3 is given in [B1] , p.286 and Lemma 3.1.2 of [Ô1] . (C) . If the function is not identically zero, it vanishes only at u = v j for j = 1, 2, 3 of order 1 or of multiple order according as coincidence of some of the three points.
is not identically zero and vanishes at u = v of order 1.
Proof. The assertion 1.4(1) and (2) is proved in [B1] , pp.252-258, for instance. The assertion (3) obviously follows (2).
We introduce the functions
which are defined by Baker. Lemma 1.2 shows that these functions are periodic with respect to the lattice Λ. By 1.4(1) we know that the functions ℘ jk (u) and ℘ jkℓ (u) have the poles along Θ. We also use notation
) be an arbitrary point in C 3 . Then we can find a set of three points (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ) on C such that
( 1.2) with certain choice of three paths of integrals. If (u (1) , u (2) , u (3) ) does not belongs to κ −1 (Θ), the set of the three points is uniquely determined. In this situation, one can show the following. Lemma 1.5. With the notation above, it holds that
For a proof of this, see [B2] , p.377. This fact is entirely depends on the choice of forms ω (j) 's and η (j) 's.
This is mentioned in [Ô1] , Lemma 2.3.2(2). If u is a point on κ −1 ι(C) the x-and ycoordinates of ι −1 κ(u) will be denoted by x(u) and y(u), respectively. As is shown in Lemma 2.3.1 of [Ô1] , for instance, we see the following. 
Proof. For (1) assume u ∈ κ −1 ι(C) and u ∈ κ(O). Then we have
by using 1.4(1) and 1.5. Hence it must be σ 3 (u) = 0 by the second formula. If σ 2 (u) = 0 then the first formula yields σ 1 (u) = 0. This contradicts to 1.1, 1.4(1) and (2). So it must be σ 2 (u) = 0. The assertion (2) follows from 1.2 and 1.6. Lemma 1.9. Let u be a point on κ −1 (Θ). The function σ 3 (u) vanishes if and only if u ∈ κ −1 ι(C).
Proof. We have already proved in the proof of 1.8 that if u ∈ κ −1 ι(C) then σ 3 (u) = 0. So we prove the converse. Assume u ∈ κ −1 (Θ), u ∈ κ −1 ι(C), and u corresponds to the pair of points (x 1 , y 1 ) and (x 2 , y 2 ). Then we have
by using 1.4(1) and 1.5. If σ 3 (u) = 0, then the second formula says that σ 2 (u) = 0, and the first one says that σ 1 (u) = 0. This contradicts to 1.1 by 1.4(1) and (2). So it must be σ 3 (u) = 0.
is zero of order 2 at u = (0, 0, 0). Precisely, one has
Proof. Since u − v is on Θ, we have σ(u − v) = 0. If we write u as (x 1 , y 1 ) and v as (x 2 , y 2 ), 1.4(1), 1.5 and 1.7 imply
Since σ 2 (−v) = −σ 2 (v), the desired formula follows.
The following Lemma seems a great contrast to 1.11.
Lemma 1.11. Let v be a fixed point in κ −1 ι(C) different from any points in κ −1 (O). Assume x(v) = 0. Then the function has zero of order 1 at u = v.
Proof. Since
for j = 1 and 2, we see
There exist two points v 1 and 
shows that the vanishing order of u → σ(u − v − v 1 − v 2 ) is higher than or equal to m. Hence m must be 1. On the other hand, 1.2 and 1.6 imply
Thus the statement follows.
Proof. We first prove that the left hand side is a function on ι(C). Since [2] * Θ, the pull-back by duplication in J of Θ, is linearly equivalent to 4Θ as is shown by Collorary 3 of [Mu] , p.59, and [−1] * Θ = Θ, the function σ(2u)/σ(u) 4 is a function on J. For u / ∈ κ −1 ι(C), after multiplying
to the function σ(2u)/σ(u) 4 , bringing u close to any point of κ −1 ι(C), we obtain the left hand side of the desired formula, Here we have used the fact that especially u → σ 3 (2u) does not vanish which follows 1.9. Thus the the function σ 3 (2u)/σ 2 (u) 4 is a function on ι (C) , that is
Lemma 1.8(1) states this function has only pole at u = O. Lemma 1.2 and 1.8 (2) give that its Laurent expansion at u = (0, 0, 0) is
Here we have used the assumption λ 7 = 1. Hence the function must be −2y(u) by 1.7.
Definition-Proposition 1.13. Let n be a positive integer. If u ∈ κ −1 ι(C) and
then this function is periodic with respect to Λ, in other words it is a function on ι(C).
This is proved by a similar argument of 1.12. For detail see Proposition 3.2.2 in [Ô1] , p.396. By 1.8(2) the function ψ n (u) has only pole at u = O. Hence it is a polynomial of x(u) and y(u).
A Generalization of the Formula of Frobenius and Stickelberger
The following formula is a natural generalization of the corresponding formula for Weierstrass' functions σ(u) and ℘(u), that is (0.1) for n = 1. Proposion 2.1. If u and v are two points in κ −1 ι(C), then
Proof. We first suppose x(v) = 0. If we regard u to be variable on C 2 , the function
is periodic with respect to the lattice Λ because of the linear equivalence of 2 * Θ and 4Θ. After multiplying
to the function above, bringing u and v close to points on κ −1 ι(C), we have the left hand side of the claimed formula because of σ(u ± v) = σ(u) = σ(v) = 0 by 1.4(1) (or (2)). So the left hand side as a function of u is periodic with respect to Λ. Now by 1.8(1). The two zeroes of the sides are coincide by 1.9 (or 1.11). Lemmas 1.8(2) and 1.10 gives its Laurent expansion at u = O as follows
The leading term of this conincides with that of the right hand side by 1.7. Hence the disired formula holds for all v with x(v) = 0. Since both sides are continuous function of v, the formula also holds when x(v) = 0.
Proposition 2.2. Assume u, u 1 and u 2 are belong to κ −1 ι(C). Then
Proof. As is the proof of 2.1, it is sufficient to prove the assertion under the condition x(u j ) = 0 for j = 1 and 2. We suppose u, u 1 , u 2 are any points not on κ −1 ι(C). Since any translation of Θ is linearly equivalent to Θ, the function
of u is periodic with respect to the lattice Λ. As in the proof of 2.1, after multiplying
to the function above, by bringing u, u 1 , and u 2 close to points on κ −1 ι(C), we have the left hand side of the claimed furmula. Here we have used the fact that σ(u − u 1 ), σ(u − u 2 ), and σ(u 1 − u 2 ) vanish for u, u 1 , and u 2 on κ −1 ι(C) by Lemma 1.4(2). So the left hand side as a function of u on κ −1 ι(C) is periodic with respect to Λ. Now we regard the both sides to be functions of u on κ −1 ι (C) . We see the left hand side has the only pole at u = O by 1.8(1), and has the zeroes at u = ±u 1 and u = ±u 2 by 1.4(2), 1.9. These all zeroes are of order 1 by 1.4(2) and 1.11. Its Laurent expansion at u = O is given by 1.8(2) and 1.10 as follows:
The right hand side is 1
Hence the leading terms of these expansions coincide by 2.1, and the sides must be equal.
Proposition 2.3. Assume u, u 1 , u 2 and u 3 belong to κ −1 ι(C). Then
Proof. As in the proof of preceding two Propositions, we may suppose x(v) = 0 x(u j ) = 0 for j = 1, 2 and 3. We also know the left hand side of the claimed formula is, as a function of u, a periodic function with respect to Λ. Its pole is only at u = O and is contributed only by the functions σ 2 (u)
. By 1.8(2) and 1.10, the order of the pole is 4 × 3 − 3 × 2, that is 6. The zeroes of the left hand side are at u = −u 1 , −u 2 , and u 3 which are coming from σ(u + u 1 + u 2 + u 3 ), and at u = u 1 , u 2 , and u 3 which are coming from σ(u − u 1 ), σ(u − u 2 ), and σ(u − u 3 ). These 6 zeroes are of order 1 by 1.11. Thus we see that the divisors of two sides coincide. The coefficient of leading term of the Laurent expansion of the left hand side is
by 1.10. Such coefficient for the right hand side is
These two are known to be equal by 2.2 and disired formula is proved.
Proposition 2.4. Assume u, u 1 , u 2 , u 3 , and u 4 belong to ι(C). Then
Proof. It suffices to prove this under the condition x(u j ) = 0 as above. We can also show that the left hand side of the formula above, as a function of u, is periodic with respect to Λ by the same argument of the preceding three Proposions, and that it has only pole at u = O. The order of the pole is 5 × 3 coming from σ 2 (u) 5 minus 2 ×4 coming from σ 3 (u −u j )'s, and that is equal to 7. We know, by 1.11 that are also zeroes of the right hand side. Since the right hand side is a polynomial of x(u) and y(u), it has only pole at u = O. Its order is 7 coming from the (1, 1)-entry y(u). So we denote rest zeroes of the right hand side by α, β, and γ. Then the theorem of Abel-Jacobi implies that u 1 + u 2 + u 3 + u 4 + α + β + γ = 0 on J. This means σ(u + u 1 + u 2 + u 3 + u 4 ) is equal to σ(u − α − β − γ) times a trivial theta function. Especially these two sigma functions have the same zeroes. Since the latter function has obviously zeroes at u = α, β, and γ by 1.4(2), the divisors of two sides coincide. We can show, as in the proof of 2.2 or 2.3, that the coefficients of the leading terms of two sides also coincide by using the formula of 2.3. Thus our proof is completed.
By mathematical induction on n, we see the following
Proof. Because of 2.1 we have
. Now we bring u (3) close to v (3) . Then the limit of the left hand side is lim u (3) →v (3) x(u) − x(v) u
This is equal to 2y x 2 (v) by (1.2). The required formula follows from 1.12.
Since our proof of the follwing Theorem for the case j = 3 is obtained by quite similar argument by using 3.1 as in the case of genus two (see [Ô2] ), and the other cases are shown by using (1.3), we leave the proof to the reader.
Theorem 3.2. Let n be an integer greater than 3. Let j be one of {1, 2, 3}. Assume that u belongs to κ −1 ι (C) . Then the following formula for ψ n (u) of 1.13 holds:
(1!2! · · · (n − 1)!)ψ n (u) = x (j−1)n(n−1)/2 (u)× (n−1) y (n−1) (u) (x 4 ) (n−1) (u) (yx) (n−1) (u) (x 5 ) (n−1) (u) · · · .
Here the size of the matrix is n − 1 by n − 1. The symbols ′ , ′′ , · · · , (n−1) mean
n−1 , respectively.
