Abstract. We introduce new modulus scaling techniques for transforming a class of primes into special forms which enables efficient arithmetic. The scaling technique may be used to improve multiplication and inversion in finite fields. We present an efficient inversion algorithm that utilizes the structure of scaled modulus. Our inversion algorithm exhibits superior performance to the Euclidean algorithm and lends itself to efficient hardware implementation due to its simplicity. Using the scaled modulus technique and our specialized inversion algorithm we develop an elliptic curve processor architecture. The resulting architecture successfully utilizes redundant representation of elements in GF (p) and provides a low-power, high speed, and small footprint specialized elliptic curve implementation.
Introduction
Modular arithmetic has a variety of applications in cryptography. Many publickey algorithms heavily depend on modular arithmetic. Among these RSA encryption and digital signature schemes, discrete logarithm problem (DLP) based schemes such as the Diffie-Helman key agreement [4] and El-Gamal encryption and signature schemes [8] , and elliptic curve cryptography [6, 7] play an important role in authentication and encryption protocols. The implementation of RSA based schemes requires the arithmetic of integers modulo a large integer, that is in the form of a product of two large primes n = p · q. On the other hand, implementations of Diffie-Helman and El-Gamal schemes are based on the arithmetic of integers modulo a large prime p. While ECDSA is built on complex algebraic structures, the underlying arithmetic operations are either modular operations with respect to a large prime modulus (GF (p) case) or polynomial arithmetic modulo a high degree irreducible polynomial defined over the finite field GF (2) (GF (2 k ) case). Special moduli for GF (2 k ) arithmetic were also proposed [2, 10] . Low Hamming-weight irreducible polynomials such as trinomials and pentanomials became a popular choice [10, 1] for both hardware and software implementations of ECDSA over GF (2 k ). Particularly, trinomials of the form x k +x+1 allow efficient reduction. For many bit-lengths such polynomials do not exist; therefore less efficient trinomials, i.e. x k + x u + 1 with u > 1, or pentanomials, i.e. x k + x u + x v + x z + 1, are used instead. Hence, in many cases the performance suffers degradation due to extra additions and alignment adjustments.
In this paper we utilize integer moduli of special form, which is reminiscent of low-Hamming weight polynomials. Although the idea of using a low-Hamming weight integer modulus is not new [3] , its application to Elliptic Curve Cryptography was limited to only elliptic curves defined over Optimal Extension Fields (i.e. GF (p k ) with mid-size p of special form), or non-optimal primes such as those utilized by the NIST curves. In this work we achieve moduli of Mersenne form by introducing a modulus scaling technique. This allows us to develop a fast inversion algorithm that lends itself to efficient inversion hardware. For proof of concept we implemented a specialized elliptic curve processor. Besides using scaled arithmetic and the special inversion algorithm, we introduced several innovations at the hardware level such as a fast comparator for redundant arithmetic and shared arithmetic core for power optimization. The resulting architecture requires extremely low power at very small footprint and provides reasonable execution speed.
Previous Work
A straightforward method to implement integer and polynomial modular multiplications is to first compute the product of the two operands, t = a · b, and then to reduce the product using the modulus, c = t mod p. Traditionally, the reduction step is implemented by a division operation, which is significantly more demanding than the initial multiplication. To alleviate the reduction problem in integer modular multiplications, Crandall proposed [3] using special primes, primes of the form p = 2 k − u, where u is a small integer constant. By using special primes, modular reduction turns into a multiplication operation by the small constant u, that, in many cases, may be performed by a series of less expensive shift and add operations:
It should be noticed that t h · u is not fully reduced. Depending on the length of u, a few more reductions are needed. The best possible choice for a special prime is a Mersenne prime, p = 2 k − 1, with k fixed to a word-boundary. In this case, the reduction operation becomes a simple modular addition c = t h + t l mod p. Similarly primes of the form 2 k + 1 may simplify reduction into a modular subtraction c = t l − t h mod p. Unfortunately, Mersenne primes and primes of the form 2 k + 1 are scarce. For degrees up to 1000 no primes of form 2 k + 1 and only the two Mersenne primes 2 521 − 1 and 2 607 − 1 exist. Moreover, these primes are too large for ECDSA which utilizes bit-lengths in the range 160 − 350. Hence, a more practical choice is to use primes of the form 2 k − 3. For a constant larger than u = 3, and a degree k that is not aligned to a word boundary, some extra shifts and additions may be needed. To relax the restrictions, Solinas [11] introduced a generalization for special primes. His technique is based on signed bit recoding. While increasing the number of possible special primes, additional low-level operations are needed. The special modulus reduction technique introduced by Crandall [3] restricts the constant u in p = 2 k − u to a small constant that fits into a single word.
Modulus Scaling Techniques
The idea of modulus scaling was introduced by Walter [13] . In this work, the modulus was scaled to obtain a certain representation in the higher order bits, which helped the estimation of the quotient in Barrett's reduction technique. The method works by scaling to the prime modulus to obtain a new modulus. m = p·s Reducing an integer a using the new modulus m will produce a result that is congruent to the residue obtained by reducing a modulo p. This follows from the fact that reduction is a repetitive subtraction of the modulus. Subtracting m is equivalent to s times subtracting p and thus (a mod m) mod p ≡ a mod p . When a scaled modulus is used, residues will be in the range [ 
The number is not fully reduced and essentially we are using a redundant representation where an integer is represented using log 2 s more bits than necessary. Consequently, it will be necessary that the final result is reduced by p to obtain a fully reduced representation. Here we wish to use scaling to produce moduli of special form. If a random pattern appears in a modulus, it will not be possible to use the low-weight optimizations discussed in Section 2. However, by finding a suitable small constant s, it may be possible to scale the prime p to obtain a new modulus of special form, that is either of low-weight or in a form that allows efficient recoding. To keep the redundancy minimal, the scaling factor must be small compared to the original modulus. Assuming a random modulus, such a small factor might be hard or even impossible to find. We concentrate again on primes of special forms. We present two heuristics that form a basis for efficient on-the-fly scaling: The justification of the heuristic is quite simple. Assume the representation of the modulus in base B contains a repeating digit of arbitrary value D. We use the constant scaling factor s = B − 1 to compute m. When a string of repeating D-digits is multiplied with the scaling factor, and written in base B we obtain the following
The bar over the least significant digit denotes a negative valued digit. The presented scaling technique is simple, efficient, and only requires the modulus to have repeating digits. Since the scaling factor is fixed and only depends on the length of the repeating pattern -not its value -, a modulus with multiple repeating digits can be scaled properly at the cost of increasing the length of the modulus by a single digit. We present another heuristics for scaling, this technique is more efficient but more restrictive on the modulus.
Heuristic 2 Given a modulus containing repeating D-digits in base B representation, if B − 1 is divisible by the repeating digit, then the modulus can be efficiently scaled by the factor
As earlier the heuristic is verified by multiplying a string of repeating digits with the scaling factor and then by recoding.
We provide two examples for the heuristics in Appendix A. We have compiled a list of primes that when scaled with a small factor produce moduli of the form 2 k ± 1 in Table 4 (see Appendix A). These primes provide a wide range of perfect choices for the implementation of cryptographic schemes.
Scaled Modular Inversion
In this section we consider the application of scaled arithmetic to implement more efficient inversion operations. An efficient way of calculating multiplicative inverses is to use binary extended Euclidean based algorithms. The Montgomery inversion algorithm proposed by Kaliski [5] is one of the most efficient inversion algorithms for random primes. Montgomery inversion, however, is not suitable when used with scaled primes since it does not exploit our special moduli. Furthermore, it can be used only when Montgomery arithmetic is employed. Therefore, what we need is an algorithm that takes advantage of the proposed special moduli. Thomas et al. [12] proposed the Algorithm X for Mersenne primes of the form 2 q − 1 (see Appendix B). Due to its simplicity Algorithm X is likely to yield an efficient hardware implementation. Another advantage of Algorithm X is the fact that the carry-free arithmetic can be employed. The main problem with other binary extended Euclidean algorithms is that they usually have a step involving comparison of two integers. The comparison in Algorithm X is much simpler and may be implemented easily using carry-free arithmetic.
The algorithm can be modified to support the other types of special moduli as well. For instance, changing Step 4 of the algorithm to b := −(2 q−e b) (mod p) will make the algorithm work for special moduli of the form 2 q + 1 with almost no penalty in the implementation. The only problem with a special modulus, m is the fact that it is not prime (but multiple of a prime, m = sp) and therefore inverse of an integer a < m does not exist when gcd(a, m) = 1. With a small modification to the algorithm this problem may be solved as well. Without loss of generalization the solution is easier when s is a small prime number. Algorithm X normally terminates when y = 1 for integers that are relatively prime to the modulus, m. When the integer a is not relatively prime to the modulus, then Algorithm X must terminate when y = gcd(a, m) = s resulting b = a −1 · s (mod m). In order to obtain the inverse of a when gcd(a, m) = 1, an extra multiplication at the end is necessary:
where s −1 (mod p) needs to be precomputed. This precomputation and the task of checking y = s as well as y = 1, on the other hand, may be avoided utilizing the following technique. The integer a, whose inverse is to be computed, is first multiplied by the scale s before the inverse computation:ā = a · s . When the inverse computation is completed we have the following equalitȳ
When both sides of the equation is divided by s we obtain
Therefore, the algorithm automatically yields the inverse of a as b = a −1 if the input is taken as s · a mod m instead of a. Although this technique necessitates an extra multiplication before the inversion operation independent of whether a is relatively prime to modulus m or not, eliminating the precomputation and a comparison is a significant improvement in a possible hardware implementation. Furthermore, this multiplication will reduce to several additions when the scale is a small integer such as the s = 3 in p = (2 167 +1)/3. Another useful modification to Algorithm X is to transform it into a division algorithm to compute operations of the form d/a. The only change required is to initialize b with d instead of 1 in Step 1 of the algorithm. This simple modification saves one multiplication in elliptic curve operations. The Algorithm X modified for division with scaled modulus is shown below: Algorithm X -modified for division with scaled modulus
Find e such that 2 e ||u 4:
u := u/2 e ; // shift off trailing zeros 5:
go to Step 3
One can easily observe that the Algorithm X has the loop invariant b/u (mod m) ≡ d/a (mod m) . Note that the Step 3 of Algorithm X can be performed using simple circular left shift operations. The advantage of performing the Step 3 with simple circular shifts may dissappear for moduli of the form 2 q − c with even a small c. Many inversion algorithms consist of a big loop and the efficiency of an inversion algorithm depends on the number of iterations in this loop, k , which, in turn, determines the total number of additions, shift operations to be performed. The number of iterations are usually of random nature (but demonstrates a regular and familiar distribution) and only statistical analysis can be given. In order to show that Algorithm X is also efficient in terms of iteration number, we compared its distribution for k against that of Montgomery inversion algorithm. We computed the inverses of 10000 randomly chosen integers modulo m = 2 167 + 1 using Algorithm X. Since p = m/3 is a 166-bit prime we repeated the same experiment with the Montgomery inversion algorithm using p. Besides having much easier operations in each iteration we observed that the average number of iterations of Algorithm X is slightly lower than the total number of iterations of the Montgomery inversion algorithm.
The Elliptic Curve Architecture
We built our elliptic curve scheme over the prime field GF ((2 167 + 1)/3). This particular prime allows us to use a scaled modulus m = 2 167 +1 with a very small scaling factor s = 3. To implement the field operations we use Algorithm X as outlined in Section 4. Our simulation for this particular choice of prime showed that our inversion technique is only by about three times slower than a multiplication operation. Furthermore, the inversion is implemented as a division saving one multiplication operation. Thus the actual ratio is closer to two. Since inversion is relatively fast, we prefer to use affine coordinates. Besides faster implementation, affine coordinates provides a significant amount of reduction in power and circuit area since projective coordinates require a large number of extra storage. For an elliptic curve of form y 2 = x 3 + ax + b defined over GF (2 167 + 1)/3) we use the standard point addition operation defined in [7] . For power efficiency we optimize our design to include minimal hardware. An effective strategy in reducing the power consumption is to spread the computation to a longer time interval via serialization which we employ extensively. On the other hand, a reasonable time performance is also desired. Since the elliptic curve is defined over a large integer field GF (p) (168-bits) carry propagations are critical in the performance of the overall architecture. To this end, we built the entire arithmetic architecture using the carry-save methodology. This design choice regulates all carry propagations and delivers a very short critical path delay, and thus a very high limit for the operating frequency.
The redundant representation doubles all registers in the arithmetic unit, i.e. we need two separate registers to hold both the carry part and the sum part of a number. Furthermore, the inherent difficulty in comparing numbers represented in carry-save notation is another challenge. In addition, shifts and rotate operations become more cumbersome. Nevertheless, as evident from our design it is possible to overcome these difficulties.
In developing the arithmetic architecture we primarily focused on finding the minimal circuit to implement Algorithm X efficiently. Since the architecture is built around the idea of maximizing hardware sharing among various operations, the multiplication, squaring and addition operations are all achieved by the same arithmetic core. The control is hierarchically organized to implement the basic arithmetic operations, point addition, point doubling, and the scalar point multiplication operation in layers of simple state machines. The simplicity of Algorithm X and scaled arithmetic allows us to accomplish all operations using only a few small state machines. Since we lack the space we do not discuss the control circuit any further but focus on the basic functionality and describe the innovations in the arithmetic core.
The arithmetic unit shown in Figure 1 is built around four main registers R0, R1, R2, R3, and two extra registers Rtemp0, Rtemp1 which are used for temporary storage. Note that these registers store both the sum and carry parts due to the carry-save representation. For the same purpose the architecture is built around two (almost) parallel data paths. We briefly outline the implementation of basic arithmetic operations as follows: Comparison Comparing two numbers in carry-save architecture is difficult since the redundant representation hides the actual values. On the positive side, the comparison in Algorithm X is only with a constant value of s = 3. Such a comparator may be built using a massive OR tree with 2n inputs. Unfortunately, such an OR tree would cause serious latency (O(log 2 n) gate delays) and significantly increase the critical path delay. We instead prefer a novel comparator design that works only for comparing a number with zero. In order to compare a number with 3, extra logic is needed for the first two bits, which is nothing more than a pair of xor gates. The rest of the bits are connected directly to the comparator. The comparator is built by connecting three-state buffers together as shown in Figure 2 . The input lines are connected together and set to logic 1. Similarly the output lines are connected together and taken as the output of the comparator. We feed the bits of the data input in parallel to the enable inputs of the three-state buffers. Hence, if one or more of the bits of the data input is logic 1, which means the number is not equal to 0, we see logic 1 at the output of the comparator. If the number is 0, none of the three-state buffers is enabled and therefore we see a Hi-Z (high impedance) output. Note that our comparator design works in constant time (O(1) gate delays) regardless of the length of the operands. Modulo Reduction Since the hardware works for m = 2 167 +1, 168-bit registers would be sufficient. However, we use an extra bit to detect when the number becomes greater than m. If one of the left-most bits of the number (carry or sum) is one, the number is reduced modulo m. Note that
Hence, the reduction is achieved by subtracting 2 168 (or simply deleting this bit) and adding m − 2 = (11 . . . 11111) 2 (167 bits) to the number. If both of the leftmost bits are 1 then: 2 · (2 168 ) = 4 · (2 167 + 1) − 4 = 4m − 4 = m − 4 (mod m) . Therefore m − 4 = (111 . . . 11101) 2 (167 bits) has to be added to the number and both of the leftmost bits are deleted. Subtraction Suppose k is a 168 bit number which we want to subtract from another number modulo m. The bitwise complement of k is found as
Thus −k = k +3 mod m. This means that to subtract k from a number we simply add the bitwise complement of k and 3 to the number. There is a caveat though. Remember that our numbers are kept in carry save representation, there are two 168-bit numbers representing k. Let k s and k c denote the sum and carry parts of k, respectively. Since
Therefore the constant value 6 has to be added to the complements of the carry and sum registers in order to compute −k. Multiplication We serialize our multiplication algorithm by processing one bit of one operand and all bits of the second operand in each iteration. The standard multiplication algorithm had to be modified to make it compatible with the carry save representation. Due to the redundant representation, the value of the leftmost bit of the multiplier is not known. Hence, the left to right multiplication algorithm may not be used directly. We prefer to use the right to left multiplication algorithm. With this change, instead of shifting the product we multiply the multiplicand by two (or shift left) in each iteration step. There are 3 registers used for the multiplication: R0 (multiplicand), R1 (product) and R2 (multiplier). The multiplication algorithm has 3 steps :
1. Initialization: This is done by the control circuit. The multiplicand is loaded to R0, the multiplier is loaded to R2 and R1 is reset. 2. Addition: This step is only done when the rightmost bit of register R2 is 1.
The content of register R0 is added to R1. 3. Shifting: The multiplier has to be processed bit by bit starting from the right. We do this by shifting register R2 to the right in each iteration of the multiplication. Since the register R2 is connected to the comparator, the algorithm terminates after this step if the number becomes 0 else the algorithm continues with Step 2. Note that no counters are used in the design. This eliminates potential increases in the critical path delay. The multiplicand needs to be doubled in each iteration as well. This is achieved by shifting register R0 to the left. This operation is performed in parallel with shifting R2, so no extra clock cycles are needed. However, shifting to the left can cause overflow. Therefore, the result needs to be reduced modulo m if the leftmost bit of the register R0 is 1.
Inversion To realize the inversion operation there are four registers used to hold b, c, u and v, two temporary registers are used for the addition of two numbers in carry-save architecture. Two carry-save adders, multiplexers and comparator architecture are also utilized. The inversion algorithm shown in Algorithm X has 5 steps:
1. Initialization: This is done by the control circuit. Load registers with b = 1, c = 0, u = x (the data input) and v = m = (2 167 + 1).
e : This operation is done by shifting u to the right until a 1-bit is encountered. However, due to the carry-save architecture this operation requires special care. The rightmost bit of the carry register is always zero since there is no carry input. Thus just checking the rightmost bit of the sum register is sufficient. Also, the carry has to be propagated to the left in each iteration. This is done by adding 0 to the number. If a 1-bit is encountered, the operation proceeds to the next step.
b = (−2
q−e · b) mod m: Assume u holds a random pattern, e will be very small (not more than 3 for most of the cases). Thus, q − e is most likely a large number. Therefore, multiplication by 2
q−e would require many shifts to left. To compute this operation more efficiently, this step is rewritten using the identity 2 q = −1 mod m as b = 2 −e · b (mod m) . Therefore, b needs to be halved e-times. If b is even we may shift it to the right and thereby divide it by two. Otherwise, we add m to it to make it even and then shift. Since this step takes e iterations, it can be performed concurrently with the 2nd step of the algorithm. Hence no extra clock cycles are needed for this step. 
Performance Analysis
In this section we analyze the speed performance of the overall architecture and determine the number of cycles required to perform the elliptic curve operations.
The main contributors to the delay are field multiplications and inversion operations. Field additions are performed in 1 cycle (or 2 cycles if both operands are in the carry-save representation). Therefore field additions which take place outside of the multiplication or inversion operations are neglected. The multiplication operation iterates over the bits of one operand. On average half of the bits will be ones and will require a 2 cycle addition. Hence, 168 clock cycles will be needed. The multiplicand will be shifted in each cycle and modulo reduced in about half of the iterations. Hence another 1.5 · 168 = 252 cycles are spent. The multiplication operation takes on average a total of 420 cycles.
The steps of the inversion algorithm are reorganized in Figure 3 according to the order and concurrency of the operations. Note the two concurrent operations shown in Step 2. In fact this is the only step in the algorithm which requires multiple clock cycles, hence the concurrency saves many cycles. In Step 2, u is shifted until all zero bits in the LSB are removed. Each shift operation takes place within one cycle. For a randomly picked value of u the probability of the last e bits all being zeroes is (1/2) e , hence the expected value of e is E(e) =
In each iteration of the algorithm we expect on average of 2 cycles to be spent.
Step 3 does not spend any cycles since the comparator architecture is combinational. The additions in Step 4 require 2 clock cycles. Hence a total of 4 cycles is spent in each iteration of the inversion algorithm.
Our simulation results showed that (see Section 4) the inversion algorithm would iterate on average about 320 times. The total time spent in inversion is found as 1, 280 cycles. This is very close to our hardware simulation results which gave an average of 1, 288 cycles. The total number of clock cycles for point addition and doubling is found as 2, 120 and 2, 540, respectively. The total time required for computing a point multiplication is found as 545, 440 cycles.
Results and Comparison
The presented architecture was developed into Verilog modules and synthesized using the Synopsys tools Design Compiler and Power Compiler. In the synthesis we used the TSMC 0.13 µm ASIC library, which is characterized for power. The resulting architecture was synthesized for three operating frequencies. The implementation results are shown in Table 1 . As seen in the table the area varies around 30 Kgates. The circuit achieves its intended purpose by consuming only 0.99 mW at 20 Mhz. In this mode the point multiplication operation takes about 31.9 msec. Although this is not very fast, this operating mode might be useful for interactive applications with extremely stringent power limitations. On the other hand, when the circuit is synthesized for 200 Mhz operation, the area is slightly increased to 34 Kgates, and the power consumption increased to 9.89 mW. However, a point multiplication takes now only 3.1 msec. We compare our design with another customized low-power elliptic curve implementation presented by Schroeppel et al. in CHES 2002 [9] . Their design employed an elliptic curve defined over a field tower GF (2 178 ) and used specialized field arithmetic to minimize the design. A point halving algorithm was used in place of the traditional point doubling algorithm. The design was power optimized through clock gating and other standard methods of power optimization. The main contribution was the clever minimization of the gate logic through efficient tower field arithmetic. Note that their design includes a fully functional signature generation architecture whereas our design is limited to point multiplication. Although a side by side comparison is not possible, we find it useful to state their results: The design was synthesized for 20 Mhz operation using 0.5 µm ASIC technology. The synthesized design occupied an area of 112 Kgates and consumed 150 mW. The elliptic curve signature was computed in 4.4 msec.
Op
An architectural comparison of the two designs shows that our design operates bit serially in one operand whereas their design employs a more parallel implementation strategy. This leads to lower critical paths and much smaller area in our design. The much shorter critical path allows much higher operating frequencies requiring more clock cycles to compute the same operation. However, due to the smaller area, when operated at similar frequencies our design consumes much less power.
Conclusions
In this paper we demonstrated that scaled arithmetic, which is based on the idea of transforming a class of primes into special forms that enable efficient arithmetic, can be profitably used in elliptic curve cryptography. To this end, we implemented an elliptic curve cryptography processor using scaled arithmetic. Implementation results show that the use of scaled moduli in elliptic curve cryptography offers a superior performance in terms of area, power, and speed. We proposed a novel inversion algorithm for scaled moduli that results in an efficient hardware implementation. It has been observed that the inversion algorithm eliminates the need for projective coordinates that require prohibitively a large amount of extra storage. The successful use of redundant representation (i.e. carry-save notation) in all arithmetic operations including the inversion with the introduction of an innovative comparator design leads to a significant reduction in critical path delay resulting in a very high operating clock frequency. The fact that the same data path (i.e. arithmetic core) is used for all the field operations leads to a very small chip area. Comparison with another implementation demonstrated that our implementation features desirable properties for resource-constrained computing environments.
