Clustering analysis is currently one of well-developed branches in data mining technology which is supposed to find the hidden structures in the multidimensional space called feature or pattern space. A datum in the space usually possesses a vector form and the elements in the vector represent several specifically selected features. These features are often of efficiency to the problem oriented. Generally, clustering analysis goes into two divisions: one is based on the agglomerative clustering method, and the other one is based on divisive clustering method. The former refers to a bottom-up process which regards each datum as a singleton cluster while the latter refers to a top-down process which regards entire data as a cluster. As the collected literatures, it is noted that the divisive clustering is currently overwhelming both in application and research. Although some famous divisive clustering methods are designed and well developed, clustering problems are still far from being solved. The k means − algorithm is the original divisive clustering method which initially assigns some important index values, such as the clustering number and the initial clustering prototype positions, and that could not be reasonable in some certain occasions. More than the initial problem, the k means − algorithm may also falls into local optimum, clusters in a rigid way and is not available for non-Gaussian distribution. One can see that seeking for a good or natural clustering result, in fact, originates from the one's understanding of the concept of clustering. Thus, the confusion or misunderstanding of the definition of clustering always derives some unsatisfied clustering results. One should consider the definition deeply and seriously. This paper demonstrates the nature of clustering, gives the way of understanding clustering, discusses the methodology of designing a clustering algorithm, and proposes a new clustering method based on relation chains among 2D patterns. In this paper, a new method called relation chain based clustering is presented. The given method demonstrates that arbitrary distribution shape and density are not the essential factors for clustering research, in another words, clusters described by some particular expressions should be considered as a uniform mathematical description which is called "relation chain" emphasized in this paper. The relation chain indicates the relation between each pair of the spatial points and gives the evaluation of the connection between the pair-wise points. This relation chain based clustering algorithm initially assigns the neighborhood evaluation radius of the points, then assesses the clustering result based on inner-cluster variance of each cluster while increasing the radius, adjusting the radius properly and finally gives the clustering result. Some experiments are conducted using the proposed method and the hidden data structure is well explored.
Introduction
Clustering analysis plays an important role of data analysis, data mining, and data exploration, and clustering problems can be described as the mapping from data set to label set. One crucial problem is that what result is the best. Maybe this problem can not be solved since clustering itself is ill-posed problem, and this problem is even more difficult since the clustering result frequently attaches to some purposes or certain domain acknowledge. How we understand the truth of clustering is the most important issue for designing methods because the given clustering perspective is the source of mathematical mapping, that is to say, we should carefully observe the clustering, otherwise the given clustering method will only work well when data distribution satisfies some kind of certain hypotheses or models. A real clustering should be independent of shape, density or size. Maybe we should reconstruct the way of understanding clusters and give a method based on that understanding. Section 2 discusses the way of understanding clusters. Section 3 gives a clustering method based on relation chain. Finally, the experiment will be shown in Section 4. Section 5 gives the truth evaluation of the given method.
Understanding Clusters
In a methodology point of view, a method must be designed followed by our hypothesis of a certain problem. The hypothesis represents our perspective or observation, and it should objective or correct. With this thought, a problem can be solved properly.
The Dilemma of Definition
As to one clustering problem, a method should also be designed according to the thought. If we do not take the definition clearly and objectively, a clustering method will give good result only when some certain situations are satisfied, otherwise it is common that the clustering method will show a poor performance. Some documents and papers collect the definitions of a cluster as follows [1, 2] • A cluster is a set of entities which are alike, and entities from different clusters are not like. • A cluster is "an aggregate of points in the test space such that the distance between any two points in the cluster is less than the distance between any point in the cluster and any point not in it".
• "clusters may be described as continuous regions of this space (d-dimension feature space) containing a relatively high density of points, separated from other such regions by regions containing a relatively low density of points" At present, there is no generally agreed definition of clusters. From these definitions, most researchers describe a cluster with words, such as "similarity", "homogeneity", "alike", "high density", "meaningful", etc. Examples of clusters are shown in Figure 1 : As we can see in Figure 1 , there are four clusters in a coarse level but six clusters in a fine level. How do we summarize the definitions of clusters? We will see the fact that clusters can not be described with some simple words. They are arbitrary-shaped and can be in low density, but they are clusters actually. This nature of clusters forces us to reconstruct another way to understand them. The dilemma appears. Descriptions such as "similarity", "homogeneity", "alike" are good words to describe clusters, but they are comprehensive, ambiguous and futility in mathematical mapping. Descriptions such as "high density", "short distance", "based on some probability models" are good for mathematical mapping, but they are just correct for a tiny part of clusters and far from the nature of clusters. The clustering result will be poor or limited if the definition of clusters is not well developed both in description objectivity and in mathematical mapping. Thus there is no surprised that cluster methods are available to work well under some certain hypothesis.
k means

−
and Drawbacks
The well known clustering algorithm k means − is a popular method of clustering since it is developed by McQueen [3] , and it is one of the most efficient algorithms until now. k means − needs some parameters to complete the clustering process: the number of clusters k , the initial centers ,( 1,..., )
, the convergence value ε . k means − can be described as follows: 1) Give the number of clusters k , and initialize the centers ,( 1,..., )
2) Assign each patterns to the nearest cluster w C , renew the centers. 3) Repeat 2) until the convergence value ε is satisfied. has some disadvantages, the first one is how to identify the number of clusters k , the second one is how to identify the initial centers [4, 5] , and the third one is about the squared error criterion. Most researchers believe that there is no better method to solve the problems. But the disadvantages prompt the extensions of k means − , and a number of variants appear during 50 years [5] . In the early days, ISODATA [6] , FORGY [7] were proposed. Clearly in Figure 2 , data distribution forms two clusters: one is a triangle and the other one is a rectangle. Although the number of cluster is correctly chosen with 2, the result is still poor. While Figure 3 .is a perfect result with the ball-shaped distribution. The result shows that even with the correct number of clusters, k means − still needs more with the shape of data distribution. These requirements are seldom satisfied according to clustering problems. Thus, k means − only can solve some certain clustering problems with users' specified parameters.
The Philosophy of Method Design
Basically, clusters should be defined as arbitrary shaped distribution that could satisfy human beings. The distribution of clusters is independent of density or shape (as shown in Figure 1.) , that is to say, clusters are constructed only by beholders' subjectivity or purpose. This is the reason that it is difficult to give the definition of clusters. Although we can not give the real definition of clusters, we still can notice some essentials about clusters and can also notice that the difference of clustering process between human beings and machines. Clustering is the process that all patterns must be labeled though some methods and is a data-driven process. This process should be completed automatically without any specified parameters, all available information are just patterns coordinates in a feature space. It is invalid to specify some crucial parameters, such as the number of clusters and cluster centers, because there are actually no adequate reasons for specifying these parameters. The real clustering, naturally, is a black-box problem of patterns without any priori knowledge about patterns. The number of clusters and cluster centers should be the clustering result rather than the specified parameters. The real clustering process is illustrated in Figure 4 . The reason why we insist on the black-box nature of patterns is that when a clustering problem appears, we do not know how many clusters these patterns will be partitioned into, we do not know where cluster centers will be and we do not know what shape will be constructed in the feature space. All we know is the coordinates in the feature space of the patterns. The clustering method with priori knowledge is limited to some certain problem rather than a broad one.
Clustering Based on Relation Chain
As discussed above, whether we admit the black-box nature of patterns in clustering problems or not is very important to determine whether we can succeed in designing a real clustering method or not.
Similarity Measurement Used in Clustering
Similarity is fundamental to the definition of a cluster in machine based clustering. There are many well known distance measurement are used with different metrics. Generally, a distance metric must satisfy the following conditions [4, 9] . Note that the Euclidean distance is a special case of the Minkowski metric There are also some non-metric similarity measurements [9] . For example, the mutual neighbor distance(MND) is proposed by Gowda and Krishna [10, 11] ( , ) Another advanced context method called concept based clustering [12] , the similarity is given by ( , ) ( , , , )
where ℵ is a set of pre-defined concepts.
Clustering Based on Relation Chain 3.2.1 Related Work
Seeking non-parameter clusters is regarded as the "natural" clustering process. The Nearest Neighboring Method is one of the natural clustering methods due to that it is fit for clusters with arbitrary shape, size and density, and has no limitations of requirements of predefined models.
The well known Javis-Patrick scheme [13] is proposed almost four decades ago, and this method is still a powerful tool of analyzing data. This method is based on the sharing of near neighbors of patterns, and forms a shared nearest neighbor graph. The linkage between a pair of points is created if and only if they have each other in their closest k nearest neighbor lists. This process is called k-nearest neighbor sparsification.
CHAMELEON is proposed by Karypis, Han and Kumar [14] , and this method is a novel hierarchical clustering algorithm that measures the similarity of two clusters based on a dynamic model. In the clustering process, two clusters are merged only if the inter-connectivity and closeness between two clusters are high relative to the internal inter-connectivity of the clusters and closeness of items within the clusters. Using the dynamic model to merge clusters facilitates discovery of natural and homogeneous clusters.
There are also some variants of Javis-Patrick methods. Ayad and Kamel [15] proposed a Weighted Shared nearest neighbors Graph (WSnnG) to seek the natural clusters. Ertoz, Steinbach and Kumar [16] proposed a new shared nearest neighbor clustering, and defined the density of a points as the sum of the similarities of a point's nearest neighbors. This algorithm can eliminate noise and build clusters by associating non-noise points with representative or core points. Chierichetti, Panconesi and Raghavan [17] proposed Cluster Pruning method for finding Near Neighbors. They randomly chose a subset of data points to be leaders, and the remaining data points are partitioned by which leader is the closest. Then they sought the nearest neighbors for the query point.
Relation Chain Based Clustering
In this paper, we propose a new clustering method called Relation Chain, and this algorithm is also fit for arbitrary shape. The Clustering algorithm using Relation Chain is carried out in the following manner:
Step 1: Give a radius of neighborhood r for all patterns, assign an initialization 0 r = , set up a relation set R and a label set L , give each patterns an index.
Step 2: Increase r , if there exists any intersection of the neighborhood of a pair of patterns, form the relation between them with the index of the pair of patterns, for example, if pattern x and pattern y have relations, a relation ( , )
x y Index Index will be record in R , meanwhile, give a label to , x y and merge them a cluster with the label.
Step 3: Check the inner-cluster variances of all clusters and the inner-cluster number of all clusters, if there exists significant change in one of them, stop increasing r , give the clustering result with previous value of r . Otherwise go to Step 2.
The clustering process can be illustrated in Figure 5 .
(a) (b) (c) In Figure 5 (b), the small red circles represent the intersections between any pair of patterns; the blue circles represent the neighborhood of any pattern. As we can see, this algorithm is independent of distribution shape, size and density.
Experiments
Some experiments are conducted with arbitrary distribution of patterns to show the performance of the given clustering algorithm. Unfortunately, this method is not an efficient way for large scale patterns, which will be modified in the future work. Among these experiments, the last face clustering test is based on the 8-neighbor connection which is the more compact distribution situation that needs smaller relation radius and shares the same idea with the given method though.
