Biased estimators such as Liu-type estimator, represents flexible way to deal with the multicollinearity problem while preserving all the explanatory variables. In this article a nonlinear goal programming model is introduced to obtain the optimal values of the bias parameters of Liu-type estimator for linear regression. The data of Construction Sector in Egypt is used to evaluate the performance of the proposed model using the estimated mean squared error and condition indices criterions, the results show that the proposed model outperforms other existing methods.
Introduction
Suppose we have a random sample of size , that contains the measurements of explanatory variables , then we consider the following linear regression model: 
Here: : (predetermined) the measurement of the ℎ explanatory variable on the ℎ observation, = 1,2, … , , = 1,2, … , . 0 , , = 1,2, … , : (unknown) are the true parameters of model (1) . : the ℎ random error , = 1,2, … , and ~(0, 2 ) . The ordinary least squares (OLS) aims to find ̂ that minimize the sum of squared residuals. ̂= ( ′ ) . ̂ , are the best estimators of true parameters, but its performance are deteriorating with the appearance of multicollinearity. Multicollinearity refers to a near-dependency between the explanatory variables 1 , 2 ,… , . If the design matrix ( ′ ) suffers from ill-conditioning, then ̂ , are still unbiased estimators but with larger standard errors, larger mean squared errors, distended confidence intervals and important variables become insignificant in testing hypotheses. The most popular method used for diagnosing multicollinearity are: examining the pairwise correlations between the explanatory variables. The Variance Inflation Factors (VIFs) and Condition Index (CI) (Belsley et al, 1980) .Condition index ( ) is defined as:
where, λ and λ are the maximum and the minimum eigenvalues of the matrix ( ′ ), It is well known that, if ≤ 10, it means that there is no multicollinearity problem, if 10 < < 30, it means that a moderate multicollinearity problem exists and it might be corrected, finally, if ≥ 30, then it refers to a severe multicollinearity problem and it must be corrected (Belsley,1991) , (Gujarati, 2000) . Correction methods are classified according the ability to abandon some variables to :I) subset selection, and II) biased estimators such as ridge regression, it adds a bias parameter, , to the main diagonal of the design matrix ( ′ ), that led to smaller regression estimators with smaller mean squared errors but of the matrix ( ′ + ) is still relatively large (Liu, 1991) Liu (2003 Liu ( , 2004 ) discussed this problem and suggested another bias parameter in a two parameters estimator known as, Liu-type. The bias parameters , have two different functions; , > 0, aims to minimize the condition index of the matrix ( ′ + ) to reach the desired level, and , −∞ < < ∞, aims to minimize the mean squared error (̂). Liu-type estimator for linear regression defined as:
Several methods were introduced for calculating the bias parameters , separately but with limited attention to the ill-conditioning of the design matrix.
Mathematical programming models were used to determine the optimal values of bias parameters in ridge regression, generalized ridge regression, and Liutype estimators by (El-Dash et al, 2011), (Hamed et al, 2012) , (El-Hefnawy & Farag, 2014), (Ebiad et al, 2017) and (Farghali, 2019) they showed that the estimating regression parameters using mathematical programming exceed the estimates using other classical methods such as Hoerl and Kennard (1970 a,b) .
In this article, a nonlinear goal programming model is introduced for calculating the bias parameters , simultaneously of Liu-type estimator in linear regression. The proposed model aims to determine the optimal values of , , that achieve two goals: 1) minimize the sum of the residuals to be zero , 2) minimize the (̂) to be less than (̂). This article is organized as follows: In section 2, the methodology is introduced. The proposed model is introduced in section 3. The application of Construction Sector of Egypt is demonstrated in section 4. Finally, conclusions are presented in section 5.
Methodology
Consider the following singular-variable-decomposition, that there exists an orthogonal matrix of the degree ( × ) whose columns are the corresponding eigenvectors of 1 , 2 , … , such that:
Where, 1 ≥ 2 ≥ ⋯ ≥ , are the ordered eigenvalues of the design matrix ( ′ ) Rewrite model (1) in canonical form.
Where, = and = ′ .The Liu-type estimator is:
And the corresponding estimates: ̂= ̂, ̂=̂. Liu (2003 Liu ( , 2004 suggested to choose ,that the of the matrix ( ′ + ) is reduced to 10. After is choosen, , that minimizes (̂), is determined as follows:
Several methods were introduced for the estimation of the bias parameter see (Kibria and Banik, 2016) , (El-Dereny and Rashwan,2011), (Al-Hassan, 2010). In this article some of these methods will be reviewed to compare them with suggested method using mathematical programming techniques.
Hoerl et al (1975) suggested using as:
2. Kibria (2003) suggested the following estimators of using the arithmetic mean, (AM), the geometric mean, (GM), and the median of the values ̂2/̂2 as follows: 
The proposed nonlinear goal programming model
In this article, a nonlinear goal programming model is proposed to determine optimal values of the bias parameters (the decision variables) , simultaneously that achieve the following: the first objective is to obtain the optimal values of , which minimize sum residual of squares. This objective can be formulated as follows:
The first goal is:
Thus, the first priority is:
where, 1 − & 1 + are the underachievement/overachievement of the first goal.
The second objective is to obtain the optimal values of , which minimize (̂) to be less (̂).This objective can be formulated as follows: Thus, the second priority is:
Where, 2 − & 2 + are the underachievement/overachievement of the second goal. Besides these goal constraints, a rigid constraint exist which is: multicollinearity problem must be corrected i.e.
of the matrix ( ′ + ) must be less than 10. Thus, the rigid constraint will be:
The mathematical formulation of the proposed model is:
. . (Ignizio, 1980) . It can be solved by the Iterative method (sequential linear algorithm) with available software like the general algebraic modeling system (GAMS). The fitted model has three inverse relationship that contradict the theoretical signs between these variables, this refers to the existence of multicollinearity problem, so bivariate correlations was calculated. Since that, the explanatory variables are highly correlated, then we may conclude that a multicollinearity problem might be present, to diagnose it the was calculated by equation (2) . . = 43.822 , which means that there is a severe multicollinearity and must be corrected. The biased estimator, Liu-type estimator for linear regression was used. For determining bias parameters methods in equations (8)- (12) were used in comparison with proposed model. The parameter estimates and its standard errors between brackets are shown in table (4-1). The performance of the proposed model was evaluated by: Mean Squared Errors for estimates and as follows:
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From tables (4-1) and (4-2), we can observe that, parameter estimates and its standard errors using the proposed model are the lowest. Also, the proposed model performance is much better than other estimators in terms of smaller . The proposed model has some advantages that: It determines the bias parameters of Liu-type estimator simultaneously and the priorities of its objectives can be changed due to the preferences of decision maker.
Conclusions
In this article, a nonlinear goal programming model is introduced for calculating the bias parameters , simultaneously of Liu-type estimator in linear regression. The proposed model aims to determine the optimal values of , , that achieve two goals: 1) minimize the sum of the residuals to be zero , 2) minimize the (̂) to be less than (̂). The data of construction sector in Egypt set is used to compare between the proposed model and some methods for determining bias. Regression parameters estimates, its standard errors, estimated mean squared error of Regression parameters and condition indices are used as performance criterions. Results show that the proposed method exceeds other methods.
