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This paper is devoted to studying the relationship between an entire function and its
derivative when they share one small function. We generalize some previous results of
Gundersen and Yang [G. Gundersen, L.Z. Yang, Entire functions that share one value with
one or two of their derivatives, J. Math. Anal. Appl. 223 (1998) 85–95], Chang and Zhu
[J. Chang, Y. Zhu, Entire functions that share a small function with their derivatives, J. Math.
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1. Introduction and main results
In this paper, we assume that the reader is familiar with the usual notations and basic results of the Nevanlinna
theory [7,9,10]. We also use basic notions and results of the Wiman–Valiron theory, see [8] and [9]. Let now f (z)
and g(z) be two non-constant meromorphic functions in the complex plane. By S(r, f ), we denote any quantity satisfy-
ing S(r, f ) = o(T (r, f )) as r → ∞, possibly outside a set of r with ﬁnite linear measure. Then the meromorphic function α
is called a small function of f if T (r,α) = S(r, f ). If f − α and g − α have same zeros, counting multiplicity (ignoring
multiplicity), then we say f and g share the small function α CM (IM). We remark that ρ( f ), resp. ρ2( f ) will be used to
denote the order, resp. the hyper-order, of f .
For a set E ⊂ R+ , let m(E), resp. λ(E), denote the linear measure, resp. the logarithmic measure, of E . By χE(t), we
denote the characteristic function of E . Moreover, the upper logarithmic density and the lower logarithmic density of E are
deﬁned as
logdens(E) = limsup
r→∞
λ(E ∩ [1, r])
log r
, logdens(E) = lim inf
r→∞
λ(E ∩ [1, r])
log r
.
Observe that E may have a different meaning at different occurrences in what follows.
In 1996, Brück [2] proposed the following conjecture:
Conjecture. Let f (z) be a non-constant entire function of ﬁnite ρ2( f ) that is not a positive integer. If f and f ′ share a ﬁnite value a CM,
then
f ′ − a
f − a = c
for some constant c = 0.
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N(r,0, f ′) = S(r, f ), see [2]. In the same paper, he also gave counterexamples to show that the conjecture fails when f
and f ′ share a IM and that a restriction on the growth of f is necessary. Gundersen and Yang proved the conjecture for
entire functions of ﬁnite order, see [6], and Yang generalized this ﬁnite order result for f (k) , k  1, instead of f ′ , see [15].
Later on, for functions of inﬁnite order, Chen and Shon proved that the conjecture holds if ρ2( f ) < 1/2, see [4]. Concerning
sharing a small function α CM, recently, Chang and Zhu generalized Gundersen and Yang’s result, see [3], in the case when
the entire function α is of order less than f ’s. See also related paper [16] by Zhang, he discussed the uniqueness problem
under the condition on the deﬁciency of zero with respect to f instead of the restriction on the growth of f .
In this paper, we continue to considering the uniqueness of entire functions sharing a small function with their deriva-
tives. Now we present the main theorem to be proved.
Theorem 1.1. Let f be an entire function of ﬁnite order, and let α be a small function of f . If f and f ′ share α CM, then f ′ − α =
c( f − α) for some non-zero constant c.
The following two examples show that Theorem 1.1 fails when α is not a small function of f and that the condition on
the growth of f is necessary.
Example 1.1. Let f (z) = e2z − (z − 1)ez , α(z) = e2z − zez . Then it is easy to see T (r,α) = T (r, f ) + S(r, f ) and f ′ − α =
ez( f − α), which means that f and f ′ share α CM.
Example 1.2. Let f (z) = exp{e2z} + ez,α(z) = ez . Then f ′ − α = 2e2z( f − α), so f and f ′ share α CM, and ρ( f ) = ∞.
Let z0 be the zero of f − α with multiplicity p and the zero of f ′ − α with multiplicity q. We denote by NL(r,0, f − α)
the counting function of the zeros of f −α where p > q 1, each point counted p − q times. In the same way, we can also
deﬁne NL(r,0, f ′ − α). When f and f ′ share α IM, it seems unlikely that Theorem 1.1 remains valid. In this direction, we
have the following result, which is a generalization of Theorem 1.1.
Theorem 1.2. Let f be an entire function of ﬁnite order, and let α be a small function of f . If f and f ′ share α IM, and
s := max
{
limsup
r→∞
logNL(r,0, f − α)
log r
, limsup
r→∞
logNL(r,0, f ′ − α)
log r
}
< 1, (1.1)
then f ′ − α = h(z)( f − α) where h(z) is a meromorphic function of order no more than s.
Let a be a ﬁnite complex value. We say f (z) = a → g(z) = a if zn (n = 1,2, . . .) are the zeros of f − a with multiplic-
ities ν(n), and zn (n = 1,2, . . .) are also zeros of g − a with multiplicities at least ν(n). By the argument using to prove
Theorem 1.2, we can deduce the following result:
Theorem 1.3. Let f be a transcendental entire function of ﬁnite order, and let α be a small function of f . If f ′ − α = 0 → f − α = 0,
and
limsup
r→∞
log(N(r,0, f − α) − N(r,0, f ′ − α))
log r
< 1/2, (1.2)
then f ′ − α = c( f − α) for some non-zero constant c.
The following example shows that Theorem 1.3 fails when f is a polynomial.
Example 1.3. Let f (z) = (z − 1)3, α(z) = 0, then it is easy to see f ′ = 0 → f = 0 and (1.2) holds. However, f ′ = cf for any
constant c.
2. Preliminary lemmas
The next lemma introduces the basic result of Wiman–Valiron theory, which can be found in [9, pp. 187–199] and [10,
p. 51].
Lemma 2.1. (See [9,10].) Let g be a transcendental entire function, let 0 < δ < 14 and z be such that |z| = r and that |g(z)| =
M(r, g)νg(r)−
1
4+δ holds, where νg(r) is the central index of g. Then there exists a set F ⊂ R+ of ﬁnite logarithmic measure such
that
g(m)(z)
g(z)
=
(
νg(r)
z
)m(
1+ o(1))
holds for all m 0 and all r /∈ F .
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there exists a set H ⊂ (1,∞) that has ﬁnite logarithmic measure, such that for all z satisfying |z| /∈ H ∪[0,1] and for all k, j, 0 j < k,
we have∣∣∣∣ f (k)(z)f ( j)(z)
∣∣∣∣ |z|(k− j)(ρ−1+ε). (2.1)
Lemma 2.3. (See [13].) Let f (z) be an entire function of ﬁnite order ρ , and M(r, f ) = f (reiθr ) for every r. Given ζ > 0 and 0 <
C(ρ, ζ ) < 1, there exists a constant 0< l0 < 12 and a set Eζ of lower logarithmic density greater than 1− ζ such that
e−5πM(r, f )1−C(ρ,ζ ) 
∣∣ f (reiθ )∣∣ (2.2)
for all r ∈ Eζ large enough and all θ such that |θ − θr | l0 .
Lemma 2.4. (See [12].) Let f (z) be a non-constant entire function of ﬁnite order. Suppose that α is a non-zero small function of f .
Then there exists a set E ⊂ (1,∞) satisfying logdens(E) = 1, such that
log+ M(r,α)
log+ M(r, f )
→ 0, M(r,α)
M(r, f )
→ 0 (2.3)
hold for |z| = r ∈ E, r → ∞.
As for the next lemma describing the behavior of ep(z) , where p(z) is a polynomial, please see [11, p. 254].
Lemma 2.5. (See [11].) Suppose that P (z) = (α + iβ)zn + · · · (α, β are real numbers, |α| + |β| = 0) is a polynomial with degree
n  1, that A(z)(≡ 0) is a meromorphic function with ρ(A) < n. Set g(z) = A(z)eP (z) , z = reiθ , δ(P , θ) = α cos(nθ) − β sin(nθ).
Then for any given ε > 0, there exists a set G ⊂ (1,+∞) of ﬁnite linear measure such that for any θ ∈ [0,2π) \ H, there is R > 0 such
that for |z| = r > R and r /∈ G, we have
(i) if δ(P , θ) > 0, then
exp
{
(1− ε)δ(P , θ)rn}< ∣∣g(reiθ )∣∣< exp{(1+ ε)δ(P , θ)rn}; (2.4)
(ii) δ(P , θ) < 0, then
exp
{
(1+ ε)δ(P , θ)rn}< ∣∣g(reiθ )∣∣< exp{(1− ε)δ(P , θ)rn}, (2.5)
where H = {θ ∈ [0,2π); δ(P , θ) = 0}.
Lemma 2.6. (See [1].) Let w(z) be an entire function of order ρ(w) = β < 12 , A(r) = inf|z|=r log |w(z)| and B(r) = sup|z|=r log |w(z)|.
If β < α < 1, then
logdens
{
r: A(r) > cos(πα)B(r)
}
 1− β
α
.
3. Proof of Theorem 1.2
Under the hypothesis of Theorem 1.2, it follows from a generalization of Hadamard’s factorization theorem to the case of
meromorphic functions, see [14, Theorem 2.7], that
f ′ − α
f − α =
h1(z)
h2(z)
eQ (z), (3.1)
where Q is a polynomial, entire functions h1 and h2 satisfy
ρ(h1) = limsup
r→∞
logNL(r,0, f ′ − α)
log r
, ρ(h2) = limsup
r→∞
logNL(r,0, f − α)
log r
.
Therefore, from (1.1), h = h1/h2 is a meromorphic function of order no more than s, and s < 1. Specially, when f and f ′
share α CM, then h must be a non-zero constant. Clearly, if Q is a constant, Theorem 1.2 holds under this condition. Thus,
we may assume that Q is a polynomial of deg Q =m > 0 in the following argument. In this case, it is easy to see that f
only can be transcendental.
We rewrite (3.1) as(
f ′ − α
)/(
1− α
)
= heQ (z). (3.2)f f f
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log+ M(r,α)
log+ M(r, f )
→ 0, M(r,α)
M(r, f )
→ 0 (3.3)
holds for |z| = r ∈ E , r → ∞. Next, by Lemma 2.1, we get
f ′(z)
f (z)
= ν f (r)
z
(
1+ o(1)), (3.4)
whenever | f (z)| M(r, f )ν f (r)− 14+δ , r /∈ F , λ(F ) < ∞. Furthermore, from the deﬁnition of the central index, we know that
ν f (r) → ∞ as r → ∞. On the other hand, by Lemma 2.2, we also have∣∣∣∣ f ′(z)f (z)
∣∣∣∣ |z|ρ( f )−1+ε, (3.5)
for all z satisfying |z| = r /∈ H where λ(H) < ∞, and ε is any given positive constant. We may take θr such that M(r, f ) =
| f (reiθr )| for every r. By Lemma 2.3, for the given constants 0< C < 1 and 0< ζ < 1, there exist a constant l0 and a set Eζ
with lower logarithmic density more than 1− ζ such that
e−5πM(r, f )1−C 
∣∣ f (reiθ )∣∣, (3.6)
for all r ∈ Eζ and |θ − θr | l0. Recall now that the characteristic functions of E and Eζ satisfy the relation
χE∩Eζ (t) = χE(t) + χEζ (t) −χE∪Eζ (t).
Clearly, logdens(E ∪ Eζ ) 1. Thus, we get
1− ζ  logdensE + logdens(Eζ ) − logdens(E ∪ Eζ ) logdens(E ∩ Eζ ).
Obviously, the upper logarithmic density of (E ∩ Eζ ) \ (F ∪ H ∪ G) is also more than 1 − ζ , where G is an exceptional set
of heQ as deﬁned in Lemma 2.5. Thus, there exists a sequence of points zn = rneiθn with rn tending to inﬁnity and∣∣g(zn)∣∣= M(rn, g), rn ∈ (E ∩ Eζ ) \ (F ∪ H ∪ G).
Passing to a subsequence of {θn}, if needed, we may assume that limn→∞ θn = θ0.
We now discuss three cases separately.
Case 1. First assume that δ(Q , θ0) > 0. From the continuity of δ(Q , θ), we have
1
2
δ(Q , θ0) < δ(Q , θn) <
3
2
δ(Q , θ0),
for suﬃciently large n. From this and (2.4), we deduce that
exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}

∣∣h(zn)eQ (zn)∣∣ exp
{
3(1+ ε)
2
δ(Q , θ0)r
m
n
}
, (3.7)
when n is enough large. Combining (3.1) with (3.3) and (3.7), it leads to
exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}

∣∣∣∣ f ′(zn)f (zn)
∣∣∣∣(1+ o(1)),
which contradicts with (3.5).
Case 2. Suppose now that δ(Q , θ0) < 0. Then from the continuity of δ(Q , θ) and (2.5), similarly, we have
exp
{
3(1+ ε)
2
δ(Q , θ0)r
m
n
}

∣∣h(zn)eQ (zn)∣∣ exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}
, (3.8)
for all n suﬃciently large. Substituting (3.3) and (3.8) into (3.1), we have∣∣∣∣ f ′(zn)f (zn)
∣∣∣∣(1+ o(1)) exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}
,
as n → ∞. Considering (3.4), we can deduce
ν f (rn) 2rn exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}
→ 0
as n → ∞, which contradicts with the fact that ν f (r) → ∞ as r → ∞.
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with limn→∞ θ∗n = θ∗0 such that δ(Q , θ∗0 ) > 0. Indeed, we may suppose, without loss of generality, that
δ(Q , θ) > 0, θ ∈
(
θ0, θ0 + 1
m
π
)
;
δ(Q , θ) < 0, θ ∈
(
θ0 − 1
m
π,θ0
)
.
When n is enough large, we have |θ0 − θn| l0. Choose now θ∗n such that l0/2 θ∗n − θn  l0. Then
θ0 + l0
2
 θ∗0  θ0 + l0. (3.9)
For suﬃciently large n, it follows from (3.6) that
e−5πM(rn, f )1−C 
∣∣ f (z∗n)∣∣.
Considering (3.3), it is easy to see
log+ M(rn,α)
(1− C) log+ M(rn, f ) − 5π → 0
as n → ∞, which implies∣∣∣∣α(z∗n)f (z∗n)
∣∣∣∣ M(rn,α)e−5πM(rn, f )(1−C) → 0, (3.10)
as n → ∞.
Similarly, since δ(Q , θ∗0 ) > 0, for suﬃciently large n,
exp
{
(1− ε)
2
δ
(
Q , θ∗0
)
rmn
}

∣∣h(zn)eQ (z∗n)∣∣ exp
{
3(1+ ε)
2
δ
(
Q , θ∗0
)
rmn
}
. (3.11)
Combining (3.2) with (3.5), (3.10) and (3.11), it leads to a contradiction as
exp
{
(1− ε)
2
δ(Q , θ0)r
m
n
}
 rρ( f )−1+εn .
This completes the proof of Theorem 1.2.
4. Proof of Theorem 1.3
By the proof of Theorem 1.2, similarly we can prove
f ′ − α
f − α =
1
h
, (4.1)
where h is a non-zero entire function satisfying
ρ(h) = limsup
r→∞
log(N(r,0, f − α) − N(r,0, f ′ − α))
log r
< 1/2.
By Lemma 2.6, there exists a set Eh with lower logarithmic density no less than
1−2ρ(h)
1+2ρ(h) such that∣∣h(z)∣∣ M(r,h)γ ,
for all |z| = r ∈ Eh , where γ = cos( 2ρ(h)+14 π) > 0. Rewrite (4.1) as(
f ′
f
− α
f
)
/
(
1− α
f
)
= 1
h
. (4.2)
Similarly, using the argument in the proof of Theorem 1.2, the upper logarithmic density of (E ∩ Eh) \ F is also no less than
1−2ρ(h)
1+2ρ(h) . Therefore, substituting (3.3) and (3.4) into (4.2), it implies
ν f (r)
2r
M(r,h)γ
(4.3)
for r ∈ (E ∩ Eh) \ F . When f is transcendental, so ν f (r) → ∞ as r → ∞, then (4.3) leads to a contradiction unless h is
a non-zero constant.
This completes the proof of Theorem 1.3.
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Suppose that α is a meromorphic function with at least one pole, and that c is a non-zero constant. If the equation of
type
f ′ − cf = (1− c)α (5.1)
admits an entire solution, then it is easy to see c = 1. If c = 1, then the poles of α must be the poles of the entire solution,
which is impossible.
Suppose that α is an entire function and c = 1, then Eq. (5.1) can be solved as
f (z) = (1− c)ecz
∫
αe−cz dz. (5.2)
When α is a polynomial of degree m, we can get
f (z) = c − 1
c
(
m∑
k=0
α(k)
ck
+ decz
)
, (5.3)
for any constant d.
Therefore, from Theorem 1.1 and the above argument, obviously the following two conclusions hold.
Corollary 5.1. Let f be an entire function of ﬁnite order, and let α be a small function of f with at least one pole. If f and f ′ share α
CM, then f = dez for any constant d.
Corollary 5.2. Let f and α be entire functions of ﬁnite order such that α is a small function of f , and let d be any constant. If f and f ′
share α CM, then f satisﬁes (5.2) or f = dez. Furthermore, suppose that α is a polynomial of degree m, then f can be written as (5.3)
or f = dez.
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