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Abstract
We prove existence and uniqueness theorems for the initial value problem for the system of
fractional differential equations Dα[x¯(t) − x¯(0)] = Ax¯(t), x¯(0) = x¯0, where Dα denotes standard
Riemann–Liouville fractional derivative, 0 < α < 1, x¯(t) = [x1(t), . . . , xn(t)]t and A is a square
matrix. The unique solution to this initial value problem turns out to be Eα(tαA)x¯0, where Eα de-
notes the Mittag–Leffler function generalized for matrix arguments. Further we analyze the system
Dα[x¯(t)− x¯(0)] = f¯ (t, x¯), x¯(0) = x¯0, 0 < α < 1, and investigate dependence of the solutions on the
initial conditions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The existence and uniqueness of solutions of initial value problems for fractional order
differential equations have been studied in the literature [2,3,7,9]. In this paper we present
analysis of the system of fractional differential equations
Dα
[
x¯(t) − x¯(0)]= Ax¯(t), x¯(0) = x¯0, 0 < α < 1,
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trix having real entries. The unique solution to this initial value problem turns out to be
Eα(t
αA)x¯0, where Eα denotes the Mittag–Leffler function generalized for matrices. Fur-
ther we discuss the initial value problem for nonautonomous nonlinear system
Dα
[
x¯(t) − x¯0
]= f¯ (t, x¯), x¯(0) = x¯0, 0 < α < 1,
where f¯ :W(⊂ R× Rn) → Rn. It is shown that for f¯ bounded, continuous and Lipschitz
in the second variable, there exists unique solution (locally). The dependence of solutions
on initial conditions has also been discussed.
2. Preliminaries and notations
Riemann–Liouville derivative and integral are defined below [7,9].
Definition 2.1. Let f be a continuous function defined on [a, b], and n−1 α < n,n ∈N.
Then the expression
Dαa+f (x) =
1
Γ (n − α)
dn
dxn
x∫
a
f (t)
(x − t)α−n+1 dt, x > a, (1)
is called left-sided fractional derivatives of order α.
Definition 2.2. Let f be a continuous function defined on [a, b], and α > 0. Then the
expression
Iαa+f (x) =
1
Γ (α)
x∫
a
f (t)
(x − t)−α+1 dt, x > a, (2)
is called as left-sided fractional integral of order α.
Without loss of generality we will work with Dαa+f (x), Iαa+f (x) and unless men-
tioned otherwise, we denote Dαa+ by Dαa f (x) and Iαa+f (x) by Iαa f (x), respectively. Also
Dαf (x) and Iαf (x) refer to Dα0+f (x) and Iα0+f (x).
Theorem 2.1 [5]. Let T ∈ L(Rn), have real eigenvalues λ1, λ2, . . . , λr . Then there exists a
basis of Rn in which the matrix representation of T assumes Jordan form, i.e., the matrix
of T is made of diagonal blocks of the form diag[C1,C2, . . . ,Cr ], where each Ci consists
of diagonal blocks of the form

λi 0 . . . 0 0
1 λi . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 λi

 .
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with multiplicity. Then there exists a basis of Rn, where T has matrix form diag[Cˆ1, Cˆ2,
. . . , Cˆr ], where Cˆi consists of the diagonal blocks of the type

D 0 . . . 0 0
I2 D . . . 0 0
0 I2 . . . 0 0
...
...
. . .
...
...
0 0 . . . I2 D

 , D =
[
ai −bi
bi ai
]
, I2 =
[
1 0
0 1
]
.
Theorem 2.3 [5, Theorem 2, p. 129]. Let T ∈ L(Rn). Then Rn has a basis giving T a ma-
trix representation composed of diagonal blocks of type Ci and/or matrices Cˆi , where Ci
and Cˆi are as defined in the preceding theorems.
3. Analysis of a system of fractional differential equations
In the present paper using methods of linear algebra [4,6] we study the following system
of fractional differential equations:
Dα
[
x¯(t) − x¯(0)]= Ax¯(t), x¯(0) = x¯0, t ∈ [0, χ∗], χ∗ > 0, 0 < α < 1, (3)
where x¯(t) = [x1(t), x2(t), . . . , xn(t)]t , A is n × n real matrix and
Dα
[
x¯(t) − x¯(0)]= (Dα[x1(t) − x1(0)],Dα[x2(t) − x2(0)], . . . ,
Dα
[
xn(t) − xn(0)
])t
.
We now proceed to solve the initial value problem (3) in various cases. In Theorem 3.1,
we discuss the case when matrix A has real and distinct eigenvalues. Theorems 3.2 and 3.3
deal with the cases of complex eigenvalues and repeated eigenvalues, respectively. Using
these theorems, the most general case has been treated where matrix A can have any type
of eigenvalues (cf. Theorem 3.4)
Theorem 3.1. Let A ∈ L(Rn) have distinct real eigenvalues. Then given x¯0 ∈Rn, ∃χ > 0,
such that the system (3) has unique solution defined on [0, χ].
Proof. Suppose {g¯1, g¯2, . . . , g¯n} are the (distinct) eigenvectors corresponding to the dis-
tinct eigenvalues {λ1, λ2, . . . , λn}; so that Ag¯j = λj g¯j , j = 1,2, . . . , n. If all the eigenval-
ues are real and distinct then {g¯1, g¯2, . . . , g¯n} forms a basis of Rn. Let T be the operator
on Rn having A as the matrix representation in the standard basis. Let B be the matrix
representation of T in {g¯1, g¯2, . . . , g¯n}. Then B = diag[λ1, λ2, . . . , λn] and B = QAQ−1,
where Q−1 = P t , P = [pij ] and g¯i =∑j pij e¯j , where e¯j , j = 1, . . . , n, denotes the stan-
dard basis. Define y¯ = Qx¯,
Dα
[
y¯(t) − y¯(0)]= QDα[x¯(t) − x¯(0)]= QAx¯(t) = QAQ−1y¯(t) = By¯(t),
where y¯(0) = Qx¯(0) = y¯0. Since B is diagonal,
Dα
[
yi(t) − yi(0)
]= λiyi(t), yi(0) = (y¯0)i, i = 1,2, . . . , n.
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fi(t, yi) = λiyi which is Lipschitz in the second variable. Hence in view of Theorems 2.1
and 2.2 in [3], there exists unique solution yi : [0, χi] → R solving
Dα
[
yi(t) − yi(0)
]= λiyi(t), yi(0) = [Qx¯(0)]i = (y¯0)i,
where
χi = min
{
χ∗,
(
liΓ (α + 1)
‖fi‖∞
)1/α }
, i = 1, . . . , n.
Let χ = min{χ1, χ2, . . . , χn}. Then x¯(t) = [Q−1y¯(t)] uniquely solves Eq. (3), where t ∈
[0, χ]. 
Theorem 3.2. (i) Consider the system of equations
Dα
[
x¯(t) − x¯0
]= [a −b
b a
][
x1(t)
x2(t)
]
, (4)
where a, b ∈ R, x¯(0) = x¯0, t ∈ [0, χ∗], χ∗ > 0, 0 < α < 1. Define z(t) = x1(t) + ix2(t).
Then the equation
Dα
[
z(t) − z0
]= µz, z(0) = z0 = x1(0) + ix2(0), µ = a + ib, (5)
is equivalent to Eq. (4). It can be shown that the complex equation (5) has unique solution.
Hence the theorem.
(ii) Consider the system
Dα
[
x¯(t) − x¯(0)]= Ax¯(t), x¯(0) = x¯0, 0 < α < 1.
A ∈ L(R2) and A has eigenvalues a ± ib, a, b ∈R. Then there exists a matrix Q such that
A = Q
[
a −b
b a
]
Q−1.
Define y¯(t) = Q−1x¯(t),
Dα
[
y¯(t) − y¯(0)]= [a −b
b a
]
y(t), y¯(0) = y¯0. (6)
Equation (6) has unique solution in view of case (i). Hence the result.
Theorem 3.3. Consider the system
Dα
[
x¯(t) − x¯(0)]= Ax¯(t), x¯(0) = x¯0, 0 < α < 1, t ∈ [0, χ∗], χ∗ > 0, (7)
where A is the elementary Jordan matrix

λ 0 . . . 0 0
1 λ . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...

 .0 0 . . . 1 λ
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Dα
[
x1(t) − x1(0)
]= λx1(t),
Dα
[
x2(t) − x2(0)
]= x1(t) + λx2(t),
...
Dα
[
xn(t) − xn(0)
]= xn−1(t) + λxn(t).
Consider Dα[x1(t) − x1(0)] = λx1(t), x1(0) = (x¯0)1. Here f1(t, x1) = λx1 is defined on
Ω1 = [0, χ∗] × [x1(0) − l1, x1(0) + l1] for l1 > 0. f1 is continuous and Lipschitz in the
second variable. Hence it has unique solution x1(t), t ∈ [0, χ1], where
χ1 = min
{
χ∗,
(
l1Γ (α + 1)
‖f1‖∞
)1/α }
.
Consider Dα[x2(t) − x2(0)] = x1(t) + λx2(t), where now x1(t) is known function. Here
f2(t, x2) = x1(t) + λx2 is defined on Ω2 = [0, χ∗] × [x2(0) − l2, x2(0) + l2] for l2 > 0.
f2 is continuous and Lipschitz in the second variable. Hence it has unique solution x2(t),
t ∈ [0, χ2], where
χ2 = min
{
χ∗,
(
l2Γ (α + 1)
‖f2‖∞
)1/α }
.
Now x1(t) and x2(t) are known functions which will be substituted in the equation
Dα
[
x3(t) − x3(0)
]= x2(t) + λx3(t),
and so on. Thus the system of equations given in Eq. (7) has a unique solution on [0, χ],
where χ = min{χ1, χ2, . . . , χn}.
Theorem 3.4. Consider the initial value problem
Dα
[
x¯(t) − x¯(0)]= Ax¯(t), x¯(0) = x¯0, (8)
where t ∈ [0, χ∗], χ∗ > 0, 0 < α < 1 and A ∈ L(Rn). Then ∃χ > 0 and a unique solution
to Eq. (8) defined on [0, χ].
Proof. In view of Theorem 2.3, there exists a basis of Rn, in which the differential equation
becomes
Dα
[
y¯(t) − y¯(0)]= By¯(t), y¯(0) = y¯0,
where B is composed of diagonal blocks of the type Ci and Cˆj , as defined in Theorems 2.1
and 2.2. In this basis the system decouples into simpler subsystems. Then in view of Theo-
rems 3.1–3.3, ∃χ > 0 and a unique solution to the initial value problem under consideration
defined on [0, χ]. The solution to initial value problem (8) can be obtained by simple for-
mula x¯(t) = [Q−1]y¯(t), where Q is defined in Theorem 3.1. 
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It is proved [5,7] that the initial value problem
Dα
[
y − y(0)]− λy = g(x), 0 < α < 1, y(0) = c0,
has the following unique solution:
y(x) =
x∫
0
tα−1Eα,α(λxα)g(x − t) dt + c0Eα,1(λxα), (9)
where Eα,β denotes two parameter Mittag–Leffler function [7].
Example 1. Consider the following system, where 0 < α < 1:
Dα
[
x1 − x1(0)
]= −x1 − 3x2,
Dα
[
x2 − x2(0)
]= 2x2, x1(0) = 1, x2(0) = 0.
Here
A =
[−1 −3
0 2
]
,
having the eigenvalues −1, and 2. Choose the eigenvectors g¯1 = (1,0)t , g¯2 = (−1,1)t .
Then
B =
[−1 0
0 2
]
= Q−1
[−1 −3
0 2
]
Q,
where
Q =
[
1 −1
0 1
]
.
Define y¯ = Qx¯. Then the system of equations in y¯ is decoupled, namely
Dα
(
y1 − y1(0)
)= −y1, y1(0) = 1,
Dα
(
y2 − y2(0)
)= 2y2, y2(0) = 0.
In view of Eq. (9), y1(t) = Eα,1(−tα), y2(t) = 0. Hence x1(t) = Eα,1(−tα), x2(t) = 0.
Example 2. Consider the following system of equations, where 0 < α < 1:
Dα
(
x1(t) − x1(0)
)= λx1(t), x1(0) = c1,
Dα
(
x2(t) − x2(0)
)= x1(t) + λx2(t), x2(0) = c2,
Dα
(
x3(t) − x3(0)
)= x2(t) + λx3(t), x3(0) = c3.
In view of Eq. (9), x1(t) = Eα,1(λtα)c1, x2(t) = Eα,1(λtα)c2 +
∫ t
0 x1(t − τ )τα−1 ×
Eα,α(λτ
α) dτ , x3(t) = Eα,1(λtα)c3 +
∫ t
0 x2(t − τ )τα−1Eα,α(λτα) dτ .
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Theorem 3.5 (Existence). Let fi :W →R be continuous, i = 1,2, . . . , n, where
W = [0, χ∗] ×
n∏
j=1
[
xj (0) − lj , xj (0)+ lj
]
, χ∗ > 0, lj > 0, ∀j,
and f¯ = (f1, f2, . . . , fn). Then the nonautonomous initial value problem
Dα
[
x¯(t) − x¯(0)]= f¯ (t, x¯), x¯(0) = x¯0, 0 < α < 1, (10)
has a solution x¯(t) : [0, χ] →Rn, where
χ = min
{
χ∗,
(
lΓ (α + 1)
‖f¯ ‖∞
)1/α }
, l = min{l1, l2, . . . , ln}.
Proof. Denote A(x¯) = (A1(x¯),A2(x¯), . . . ,An(x¯)), where
Ai
[
x¯(t)
]= xi(0)+ 1
Γ (α)
t∫
0
(t − s)α−1fi
(
s, x¯(s)
)
ds. (11)
Define U = {x¯(t) = (x1(t), x2(t), . . . , xn(t)), xi ∈ C[0, χ]: |xi(t) − xi(0)| < l}. Clearly
U is a nonempty, convex, closed subset of C([0, χ]n). Since fi ’s are continuous on the
compact set W , they are uniformly continuous on W . Thus, given an arbitrary  > 0, we
can find δ > 0 such that∣∣fi(t, x¯) − fi(t, z¯)∣∣< 
χα
Γ (α + 1) (12)
whenever ‖x¯ − z¯‖∞ < δ.
Now let x¯, z¯ ∈ U such that ‖x¯ − z¯‖∞ < δ. Then in view of Eq. (12),
∥∥Ax¯(t) − Az¯(t)∥∥∞ = 1Γ (α)
∥∥∥∥∥
t∫
0
(t − s)α−1[f¯ (s, x¯(s))− f¯ (s, z¯(s))]ds
∥∥∥∥∥∞
= sup
1in
1
Γ (α)
∣∣∣∣∣
t∫
0
(t − s)α−1[fi(s, x¯(s))− fi(s, z¯(s))]ds
∣∣∣∣∣
 sup
1in
1
Γ (α)
t∫
0
(t − s)α−1∣∣fi(s, x¯(s))− fi(s, z¯(s))∣∣ds
 1
Γ (α)
χ∫
0
(χ − s)α−1 sup
1<i<n
0<t<s
∣∣fi(t, x¯(t))− fi(t, z¯(t))∣∣ds
 Γ (α + 1)
χαΓ (α)
χ∫
(χ − s)α−1 ds = χ
α
χα
= ,0
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∥∥Ax¯(t) − x¯(0)∥∥∞ = 1Γ (α) sup1in
∣∣∣∣∣
t∫
0
(t − s)α−1fi
(
s, x¯(s)
)
ds
∣∣∣∣∣
 1
Γ (α)
χ∫
0
(χ − s)α−1 sup
1<i<n
0<t<s
∣∣fi(t, x¯(t))∣∣ds
 ‖f¯ ‖∞
Γ (α + 1)
χ∫
0
(χ − s)α−1 ds
 ‖f¯ ‖∞χ
α
Γ (α + 1) 
‖f¯ ‖∞
Γ (α + 1)
lΓ (α + 1)
‖f¯ ‖∞
= l.
Thus, we have shown that Ax¯ ∈ U , i.e., A maps the set U to itself. Then we look at the set
of functions A(U) := {Ax¯(t): x¯(t) ∈ U}. For z¯(t) ∈ A(U) we find that, for all t ∈ [0, χ],
∥∥z¯(t)∥∥∞ = ∥∥Ax¯(t)∥∥∞ + 1Γ (α) sup1in
∣∣∣∣∣
t∫
0
(t − s)α−1fi
(
s, x¯(s)
)
ds
∣∣∣∣∣

∥∥x¯(0)∥∥∞ + 1Γ (α)
χ∫
0
(χ − s)α−1 sup
1<i<n
0<t<s
∣∣fi(t, x¯(t))ds∣∣

∥∥x¯(0)∥∥∞ + ‖f¯ ‖∞Γ (α)
χ∫
0
(χ − s)α−1 ds = ∥∥x¯(0)∥∥∞ + ‖f¯ ‖∞Γ (α + 1)χα,
which implies A(U) is bounded in pointwise sense. Moreover, for 0 t1  t2  χ ,∥∥Ax¯(t1) − Ax¯(t2)∥∥∞
= 1
Γ (α)
∥∥∥∥∥
t1∫
0
(t1 − s)α−1f¯
(
s, x¯(s)
)
ds −
t2∫
0
(t2 − s)α−1f¯
(
s, x¯(s)
)
ds
∥∥∥∥∥∞
= 1
Γ (α)
∥∥∥∥∥
t1∫
0
[
(t1 − s)α−1 − (t2 − s)α−1
]
f¯
(
s, x¯(s)
)
ds
+
t2∫
t1
(t2 − s)α−1f¯
(
s, x¯(s)
)
ds
∥∥∥∥∥∞
 ‖f¯ ‖∞
Γ (α)
[ t1∫ [
(t1 − s)α−1 − (t2 − s)α−1
]+
t2∫
(t2 − s)α−1 ds
]
0 t1
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Γ (α + 1)
[
2(t2 − t1)α − tα1 − tα2
]
 ‖f¯ ‖∞
Γ (α + 1) (t2 − t1)
α.
Thus, if |t2 − t1| < δ, then∥∥Ax¯(t1) − Ax¯(t2)∥∥∞  2 ‖f ‖∞Γ (α + 1)δα.
Since the expression on the right-hand side is independent of x¯ , we see that the set A(U)
is equicontinuous. Then, the Arzela–Ascoli theorem [1] implies that every sequence of
functions in A(U) is relatively compact. Then by Schauder fixed point theorem [8], A has
a fixed point x¯ : [0, χ] → R which is a solution of Eq. (10). 
Theorem 3.6 (Uniqueness). Let fi :W →R be bounded, where
W = [0, χ∗] ×
n∏
j=1
[
xj (0) − lj , xj (0)+ lj
]
, χ∗ > 0, lj > 0.
If f¯ = (f1, f2, . . . , fn) satisfies Lipschitz condition with respect to the second variable,
i.e., ∥∥f¯ (t, x¯) − f¯ (t, z¯)∥∥∞  L‖x¯ − z¯‖∞,
then the initial value problem (10) has unique solution x¯(t) : [0, χ] → R, where χ is as
defined in Theorem 3.4.
Proof. Let l = min{l1, l2, . . . , ln} and
U = {x¯(t) = (x1(t), x2(t), . . . , xn(t)), xi(t) ∈ C[0, χ], ∀i: ∣∣xi(t) − xi(0)∣∣< l}.
We use the operator A(x¯) = (A1(x¯),A2(x¯), . . . ,An(x¯)), where Ai is defined in Eq. (11)
and recall that it maps the nonempty, convex, and closed set U to itself. Further A is a
continuous operator. We prove that, for every n ∈ N∪ {0} and for every x¯, z¯ ∈ U ,
‖Anx¯ − Anz¯‖∞  (Lχ
α)n
Γ (nα + 1)‖x¯ − z¯‖∞. (13)
In the following steps, we use the Lipschitz condition on f and the induction hypothesis
and find
‖Anx¯ − Anz¯‖∞
 1
Γ (α)
χ∫
0
(χ − s)α−1 sup
0ts
1in
∣∣fi(t,An−1x¯(t))− fi(t,An−1z¯(t))∣∣ds
 L
Γ (α)
χ∫
0
(χ − s)α−1 sup
0ts
∥∥An−1x¯(t) − An−1z¯(t)∥∥∞ ds
 L
n
Γ (α)Γ (1 + α(n − 1))
χ∫
0
(χ − s)α−1sα(n−1) sup
0ts
∣∣xi(t) − zi(t)∣∣ds
1in
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Γ (α)Γ (1 + α(n − 1)) sup0tχ
1in
∣∣xi(t) − zi(t)∣∣
χ∫
0
(χ − s)α−1sα(n−1) ds
= L
n‖x¯ − z¯‖∞
Γ (α)Γ (1 + α(n − 1))
Γ (α)Γ (1 + α(n − 1))
Γ (1 + αn) χ
nα  (Lχ
α)n
Γ (nα + 1)‖x¯ − z¯‖∞.
It is however, known that [7,9]
∞∑
n=0
(Lχα)n
Γ (nα + 1) =: Eα(Lχ
α)
is the Mittag–Leffler function of order α, evaluated at Lχα . Therefore, in view of the
Banach fixed point theorem [3] A has unique fixed point which is the solution of the dif-
ferential equation (10). 
3.3. Mittag–Leffler function for matrices
We consider Mittag–Leffler function for matrices, namely
Eα(A) =
∞∑
k=0
Ak
Γ (αk + 1) , (14)
where A is n × n matrix. It is easy to show that this series converges absolutely for all
square matrices in the uniform norm, where uniform norm of n × n matrix A is defined to
be
‖A‖ = max{∣∣A(x)∣∣/|x| 1}.
Theorem 3.7. The unique solution to the initial value problem
Dα
[
x¯(t) − x¯0
]= Ax¯(t), x¯(0) = x¯0, 0 < α < 1, t ∈ [0, χ], χ > 0,
where A is n × n matrix, is Eα(tαA)x¯0.
Proof.
Dα
[[
(Eα(t
αA)
]
x¯0 − x¯0
]= Dα[ tαA
Γ (α + 1) +
(tαA)2
Γ (2α + 1) + · · ·
]
x¯0.
But the series[
tαA
Γ (α + 1) +
(tαA)2
Γ (2α + 1) + · · ·
]
is uniformly convergent on [0, χ] as∥∥∥∥ (tαA)kΓ (kα + 1)
∥∥∥∥ ‖χαA‖kΓ (kα + 1) , ∀k,
and the series
∑∞
k=1
‖χαA‖k is convergent. Hence
Γ (kα+1)
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[ ∞∑
n=1
(tαAn)
Γ (αn + 1)
]
=
∞∑
n=1
AnDα[tαn]
Γ (αn + 1) = A
[
I + At
α
Γ (α + 1) + · · ·
]
.
Therefore
Dα
[[
Eα(t
αA)
]
x¯0 − x¯0
]= AEα(tαA)x¯0. 
Remark. For α = 1, we recover the standard result for a system of ordinary differential
equations [5] viz. the unique solution for the system of equations D[x¯(t)] = [x ′1(t), . . . ,
x ′n(t)] = Ax¯(t), x¯(0) = x¯0 is etAx¯0.
4. Dependence of solution on initial condition
Theorem 4.1. Let the functions fi :W →R, i = 1,2, . . . , n, where
W = [0, χ∗] ×
n∏
j=1
[
xj (0) − lj , xj (0)+ lj
]
, χ∗ > 0, lj > 0,
be bounded. Let f¯ = (f1, f2, . . . , fn) be Lipschitz in the second variable with Lipschitz
constant L. Let y¯(t) and z¯(t) be the solutions of the initial value problems
Dα
[
x¯(t) − x¯(0)]= f¯ (t, x¯), x¯(0) = x¯0,
Dα
[
z¯(t) − z¯(0)]= f¯ (t, z¯), z¯(0) = z¯0,
respectively, where 0 < α < 1. Then∥∥x¯(t) − z¯(t)∥∥∞  ‖x¯0 − z¯0‖∞Eα(Ltα), (15)
where Eα is the Mittag–Leffler function.
Proof. Consider the following iterated sequence defined for m = 1,2, . . . :
(A0x¯0)(t) = x¯0, (Amx¯0)(t) = x¯0 + 1
Γ (α)
t∫
0
(t − s)α−1f¯ (s, (Am−1x¯0)(s))ds,
and
(A0z¯0)(t) = z¯0, (Amz¯0)(t) = z¯0 + 1
Γ (α)
t∫
0
(t − s)α−1f¯ (s, (Am−1z¯0)(s))ds.
It can be shown that∥∥(Amx¯0)(t) − (Amz¯0)(t)∥∥∞  ‖x¯0 − z¯0‖∞
m∑
k=1
(Ltα)k
Γ (kα + 1) , ∀m.
Hence
lim
m→∞
∥∥(Amx¯0)(t) − (Amz¯0)(t)∥∥∞  ‖x¯0 − z¯0‖∞Eα(Ltα).
Therefore ‖y¯(t) − z¯(t)‖∞  ‖x¯0 − z¯0‖∞Eα(Ltα). 
522 V. Daftardar-Gejji, A. Babakhani / J. Math. Anal. Appl. 293 (2004) 511–522Remark. In the case when α = 1, Eq. (15) becomes the well-known Gronwall inequal-
ity [5].
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