Abstract: Low Probability of Intercept (LPI) radar waveform recognition is not only an important branch of the electronic reconnaissance field, but also an important means to obtain non-cooperative radar information. To solve the problems of LPI radar waveform recognition rate, difficult feature extraction and large number of samples needed, an automatic classification and recognition system based on Choi-Williams distribution (CWD) and depth convolution neural network migration learning is proposed in this paper. First, the system performs CWD time-frequency transform on the LPI radar waveform to obtain a 2-D time-frequency image. Then the system preprocesses the original time-frequency image. In addition, then the system sends the pre-processed image to the pre-training model (Inception-v3 or ResNet-152) of the deep convolution network for feature extraction. Finally, the extracted features are sent to a Support Vector Machine (SVM) classifier to realize offline training and online recognition of radar waveforms. The simulation results show that the overall recognition rate of the eight LPI radar signals (LFM, BPSK, Costas, Frank, and T1-T4) of the ResNet-152-SVM system reaches 97.8%, and the overall recognition rate of the Inception-v3-SVM system reaches 96.2% when the SNR is −2 dB.
Introduction
Low Probability of Intercept (LPI) radar has the characteristics of high resolution, low probability of intercept, time width bandwidth product, and strong anti-jamming ability, which makes it difficult to detect the traditional non-cooperative intercept receiver. Therefore, LPI radar significantly improves the survival ability of the battlefield. It is one of the most effective anti-reconnaissance and anti-jamming technologies. Therefore, how to identify LPI radar signal waveform effectively becomes the focus of non-cooperative radar signal processing research [1] [2] [3] .
The key of LPI radar waveform recognition is to select effective signal features and recognition algorithm. In the 1990s, in [4, 5] , A.K. Nandi proposed the waveform recognition method of temporal instantaneous and statistical feature extraction. The correct identification success rate of PSK (Phase Shift Keying), FSK (Frequency Shift Keying) and other waveforms is over 90% at SNR of 10 dB. However, it cannot be effectively identified for multiphase code modulation (such as P1 code). In [6, 7] , Barbarossa adopted Wigner-Ville Distribution (WVD) and Pseudo-Wigner Distribution (PWD) to recognize frequency-modulated signals including LFM and various FM. However, the reference did not study and discuss phase-modulated signals. In [8] , Lunden proposed the radar waveform recognition method based on CWD and WVD, and completed the identification of 8 radar waveforms (LFM, BPSK,
System Overview
In this section, we describe the recognition scheme in detail as shown in Figure 1 , the system is mainly composed of two parts: feature extraction and recognition. The feature extraction part includes three subclasses of CWD time-frequency analysis, time-frequency image pre-processing, and CNN image feature extraction. First, the LPI radar waveform is subjected to CWD time-frequency transform processing to obtain different 2-D time and frequency images. In the time-frequency image, we do not pay attention to the time and frequency values, but on the graphical features of the time-frequency image. Then the image size is adjusted by bi-cubic interpolation algorithm to achieve the resolution of CNN network design. The processed images are sent to the CNN pre-training model for feature extraction.
After the feature extraction is completed, the feature vector is input to the SVM classifier [18] for offline training. After the training is completed, Then the radar signal waveform is input into the system for online identification. The identified signal waveforms include 8 waveforms of LFM, Costas, BPSK, Frank, T1, T2, T3, and T4. The following sections describe the various parts of the system.
Signal Model and CWD Time-Frequency Analysis

Signal Model
We assume that the channel interference is Gaussian white noise, and the SNR is defined as SNR = 10 log 10 (σ 2 s )/(σ 2 ) [19] , where σ 2 s and σ 2 are the variances of signal and the noise, respectively. Therefore, the signal model is:
where, n is integer. T is sampling interval. s(nT) is the complex of detected signal. m(nT) is the n-th sampled complex Gaussian white noise. Usually we assume A = 1. φ is the instantaneous phase. Hilbert transform is used to process the detected signal from real signal to complex signal [20] .
Choi-Williams Distribution
The Choi-Williams distribution (CWD) is a kind of time-frequency distribution of Cohen type [21] . By introducing a kernel function, the cross terms generated by multiple signals are suppressed.
Therefore, CWD has the characteristics of high resolution and inconspicuous cross terms. The CWD is expressed as follows:
where:
where f and t are the axes of frequency and time, respectively. Φ(η, τ) is a two-dimensional low-pass filter to balance cross terms and resolution. The kernel function is formulated as follows:
α is the controllable factor. The cross terms will be more obvious with the increase of α. In this paper, α = 1 is applied. 
CNN Model-Based Transfer Learning and Feature Extraction
The Convolutional Neural Network (CNN) is a common deep learning network architecture inspired by the biological natural visual cognition mechanism. In 1959, Hubel & Wiesel [22] discovered the information processing of the visual system, and the visible cortex was hierarchical. In recent years, the depth and width of CNNs is increasingly influenced by the ILSVRC (ImageNet Large Scale Visual Recognition Challenge) competition in reference [23] . In addition, increasingly complex features can be extracted. In this section, we introduce two typical CNN networks, Inception-v3, and ResNet. Then, we propose the Inception-v3-SVM and ResNet-152-SVM radar waveform recognition models.
Inception-v3
GoogLeNet [24] is the 2014 ILSVRC champion model with a top-5 error rate of 6.7%. GoogLeNet has made a more effective attempt at network architecture (unlike vgg, which inherits some of the frameworks of GoogLeNet and AlexNet). The model innovatively proposes Inception mechanism. Although there are 22 layers, the parameters are only 1/12 of AlexNet.
Inception-v3 is one of the GoogLeNet family. Its most important feature is decomposition [25] . The 7 × 7 convolution is dissolved as a 1 × 7 and 7 × 1 convolution. The 3 × 3 convolution is also decomposed into the convolution of 1 × 3 and 3 × 1, which speeds up the calculation. The solution of one convolution into two convolutions is a further increase in network depth, increasing the nonlinearity of the network. Inception-v3 optimizes the structure of Inception module. The basic Inception-v3 module is shown in Figure 3 . In total, Inception-v3 has a total of 42 layers. 
ResNet
ResNet (Residual Neural Network) [26] was proposed by Kaiming He and four other Chinese of Microsoft Research Institute. The 152-layer neural network was successfully trained and won the championship in ILSVRC2015 by using ResNet Unit. The error rate on top5 is 3.57%. The parameter quantity is lower than VGGNet. The effect is very outstanding.
The main idea of ResNet is to add a direct connection channel to the network, which is the idea of the Highway Network. The previous network structure was a nonlinear transformation of the performance input, while the Highway Network allowed a certain percentage of the output of the previous network layer to be retained. The idea of ResNet is very similar to that of Highway Network, allowing raw input information to be passed directly to subsequent layers, as shown in Figure 4 . ResNet has different network layers, the more commonly used are 50-layer, 101-layer, 152-layer. They are all implemented by stacking the residual modules described above. The network configuration of ResNet with different layers is shown in Table 1 below. 
Inception-v3-SVM and ResNet-152-SVM Recognition Model
The CNN model requires a large amount of sample data training to have good generalization ability. However, collecting many samples is time consuming and expensive, so this paper uses the idea of transfer learning to identify less sample radar waveforms.
Transfer Learning [27] is a new machine learning method that uses existing knowledge to solve different but related domain problems. This method relaxes two basic assumptions in traditional machine learning: (1) Samples for learning and new test samples should satisfy the conditions of independent and identical distribution; (2) There must be enough samples to get a good model. Transfer existing knowledge is used to solve the problem that only a small amount of labeled sample data is available even no learning in the target domain [28] . Transfer learning enables the transfer of models from big data to small data for personalized transfer. There are four implementation methods for transfer learning, including: Instance-based Transfer Learning, Feature-based Transfer Learning, Model-based Transfer Learning, and Relational Transfer Learning.
In this paper, transfer learning uses the method of model transfer. Inception-v3 and ResNet-152, the pre-training model of ImageNet, a large natural image data set, are used. Because the paper identifies 8 types of radar waveforms, the probability is that the fully connected layer output in the last layer of the pre-training model is 1000. Category is not applicable in the paper. Therefore, the last layer of the pre-training model is removed. The remaining network structure is treated as a feature extractor. In the pre-training model, different convolution and pooling operations before all average pooling are used to extract features from different dimensions of TFIs. Finally, after all the average pooling, the feature information of different dimensions of the time-frequency image is merged. Therefore, we take the 1 × 1 × 1024-dimensional vector of all the average pooled output of the original network as the extracted feature. Because the features we extracted are in high-dimensional space, they have the characteristics of nonlinear and small data sets, and the SVM classifier has the characteristics of high precision, good generalization ability, and good robustness in small data sets and nonlinear feature classification. Therefore, our final offline training and online identification use SVM classifier. The specific implementation process is shown in Figure 5 .
In the Inception-v3-SVM model of Figure 5a , the structure of Inception1, Inception2, and Inception3 is the basic structure in Inception-v3, as shown in Figure 3 above. In the ResNet-152-SVM model of Figure 5b , conv2 x, conv3 x, conv4 x, and conv5 x are basic convolution operations of the residual network, and the specific structure is shown in Table 1 . As shown in Figure 5 , the CNN model migration process, the pre-processed time-frequency image (224 × 224 × 3) is first sent to the pre-training model. The 1 × 1 × 1024 dimension eigenvector is output after passing through the bottleneck layer (the general name of the network before the full connection layer). Finally, the eigenvectors are sent to the SVM classifier to quickly classify the eight radar signal waveforms. Please note that the parameters of the bottleneck layer network of the fixed pre-training model are unchanged during feature extraction. The experimental simulation is shown in the next section. 
Simulation Experiment and Result Analysis
In this section, we will verify the experimental simulation of the proposed recognition model. The first part of this section gives the simulation parameters of the low intercept probability radar, the second part verifies the validity of the pre-training model extraction feature, the third part verifies the recognition success rate of the proposed model, and the last part verifies the robustness of the proposed system. The details are as follows.
Sample Creation
It is necessary to generate training data to complete feature extraction and classifier training before the system performs classification and recognition. The sample data generated in this section is used for training and recognition. All the generated data are simulated in the MATLAB 2016a.The detailed parameters of the radar waveform are set as shown in Table 2 . U(·) is used to denote the normalized frequency to make the list concise. For example, if we assume a certain frequency f 0 = 1000 HZ, and the sampling frequency f s = 8000 HZ, the normalized frequency is expressed as f 0 = U( f 0 / f s ) = U(1/8). We set different parameters for different signals. The number of Barker codes used for BPSK signal modulation is randomly selected between 7, 11, and 13. The center frequency ranges from U(1/8) to U(1/4). The cycles per phase code cpp and code periods number are range of [1, 5] and [100, 300] respectively. For LFM signals, the signal length is between 500-1024, the initial frequency is set between U(1/16) and U(1/8), and the bandwidth ∆ f is also set at U(1/16) to U(1/8). The frequency hopping number is set to 3-6 for Costas signal. The frequency hopping fundamental frequency ( f min ) is set between U(1/24) and U(1/20). For example, when a frequency hopping signal is generated, the frequency hopping frequency is 4. Next, a random non-repetitive sequence is generated, and the difference triangle is satisfied, such as {3, 2, 1, 4}. At this time, the frequency of frequency hopping is {3 f min , 2 f min , f min , 4 f min }. For the Frank signal, the center frequency is a random value between U(1/16) and U(1/8). cpp is 1 to 5. The samples per frequency steps M is also a random integer with the interval [4, 8] . For the multi-time code T1-T4 signal, the number of basic waveform segments is set within the interval [4, 6] . In addition, the length of each cycle is normalized within [0.07, 0.1]. The signal-to-noise ratio interval is −6 dB to 8 dB, and the step size is 2 dB. Each type of signal produces 100 sets of data for each SNR condition, 80% for training and 20% for testing. 
Feasibility Experiment
This section of the experiment mainly verifies the feasibility and effectiveness of the CNN pre-training model extraction features. The 100 samples of the 8 types of radar signal waveforms are used under the condition of SNR = 8 dB. The time-frequency image pre-processed by the signal waveform is sent to the pre-training model. In addition, all the averaged pooled feature vectors are extracted. Then the extracted feature vector is reduced by the TSNE algorithm. The result is shown in Figure 6 .
It can be seen from Figure 6 that the characteristics of each type of signal are significantly different, which is convenient for classification training and recognition. Therefore, it is feasible to use the migration learning method to extract features. 
Identification Success Rate Experiment
This section of the experiment mainly verifies the relationship between the recognition success rate and the signal-to-noise ratio. 80% of the sample was used for offline training and the remaining 20% was used for testing. The signal-to-noise ratio of the signal increases from −6 dB to 8 dB, and the length is 2 dB. This experiment will be compared with the experiment of Ming [19] , because the signal waveform recognized by his proposed system is the same as the waveform identified in this section. It is highly comparable, and his proposed system is one of the outstanding representatives of radar waveform recognition systems. The experimental results are shown in Figure 7 . As shown in Figure 7 , the two recognition methods proposed in this section have a recognition success rate of 95% for most radar waveforms with a SNR greater than 0 dB. When the signal-to-noise ratio is greater than 4 dB, the recognition success rate of 8 radar waveforms exceeds 99%. The method has a significant recognition effect on Costas and T4. At lower SNR, both have higher classification success rates. The two methods in this section greatly improve the recognition success rate of LFM, Costas and T4 compared with the reference [19] . In addition, the overall recognition success rate of the two methods in this section is 90% when the SNR is −4 dB. The above is a big improvement over the [19] . The methods proposed in this paper is of great significance to have a good recognition effect under low SNR conditions considering that the radar signal waveform is usually transmitted in a complex environment with low SNR. Figure 8 shows the hybrid recognition results of eight radar waveforms with a SNR of −4 dB. At this time, the overall average recognition rate of the ResNet-152-SVM signal is 94.4%, and the overall average recognition rate of the Inception-v3-SVM signal is 92%. In the low SNR condition, the signals with similar TFIs are easily confused. Taking the BPSK signal as an example, 88% of the ResNet-152-SVM identification system is correctly identified as BPSK, 4% is misidentified as T2, and 8% is misidentified as T3 signal.
(a) (b) 
Robustness Experiment
The robustness test is to verify the reliability of the identification method under small sample conditions. For radar waveforms, it is impossible to build a large and complete experimental database like other classification databases. Therefore, the system must have a good correct recognition rate under ultra-small sample conditions. In this experiment, each SNR is 20 signals for testing. The training samples increased from 20 to 80. In addition, the length was 20. Experiments were repeated with −6 dB, 0 dB and 8 dB signal samples, respectively. The experimental results are shown in Figure 9 . As shown in Figure 9 , as the training data increases, the overall recognition accuracy of the radar waveform is gradually increased under the three SNR ratios. Under the condition of low SNR, the size of the training set has a great influence on the recognition accuracy. When the SNR = −8 dB, the Inception-v3-SVM is basically stable in 40 sets of sample recognition success rate, and the recognition rate is about 75%. ResNet-152-SVM has a stable recognition success rate curve of 20 groups of training samples at a signal-to-noise ratio of SNR = 0 dB. And its recognition rate is up to 95%. The above shows that the system still has excellent classification performance under the condition of few training samples, which is of great significance for the recognition of radar waveforms.
Experiment with Computation
Computational complexity issue is an important indicator to measure the performance of classification system. We reproduce Ming method [19] , and compare it with this paper in the same conditions. All eight kinds of waveforms are tested under three different SNRs: −6 dB, 0 dB and 8 dB, and each test repeats 10 times on average. The testing environment and testing results are demonstrated as Tables 3 and 4 , respectively. As shown in Table 4 , the Inception-v3-SVM spends about 43 s, the ResNet-152-SVM about 142 s and Mings about 55 s, respectively. In each waveform, there is the trace of reduction in time, when SNR is increasing. Due to the deep layer of ResNet-152 network, the feature extraction process takes a long time, but the classification accuracy is higher. The Inception-v3 network has few layers, fast feature extraction speed, and low complexity. However, the classification accuracy is slightly lower than that of the ResNet-152-SVM under low SNR conditions. In [19] , due to the complexity of the pre-processing process, the use of multi-layer perceptron for classification and the back-propagation training mechanism, the training time complexity is high. Under the condition of sufficient time, we use ResNet-152-SVM to classify. Under the condition of high real-time requirements, we use Inception-v3-SVM for classification and recognition.
Conclusions
Two LPI radar waveform recognition systems, Inception-v3-SVM and ResNet-152-SVM, are proposed based on the deep CNN and transfer learning ideas. Inception-v3 extracts time-frequency image features from the network width, while ResNet-152 extracts time-frequency image features from the network depth. Both systems can identify 8 LPI radar waveforms (LFM, Costas, BPSK, Frank, and T1-T4) under low SNR conditions, and the system can achieve higher recognition accuracy under the condition that the number of training samples is small. The experimental results show that when the training samples are 80 and the SNR is −2 dB, the recognition rate of ResNet-152-SVM system is as high as 97.8%, and the recognition rate of Inception-v3-SVM system is 96.2%. According to the radar waveform classification, the radiation source can be effectively detected, tracked, and located. It has important application value for wireless communication and radar countermeasure systems.
However, the proposed joint algorithm increases the computational complexity to a certain extent. Therefore, how to use the optimization algorithm [29, 30] to optimize the joint algorithm, improve the recognition rate, and reduce the running time is the focus of our future work. 
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