The aim of this paper is to refine Gurland's formula for approximating pi. We prove the complete monotonicity of a class of functions related to Gurland's formula, and then we state some sharp inequalities.
Introduction
The starting points of this paper are the following approximation formulas for π: π ≈ motivated by the following double inequality due to [1] :
(1.
3)
The first aim of this paper is to state the sharpness of approximation formula (1.1), in the following sense. Inequality (1.4) is established via the complete monotonicity of the function
(1.5)
Further, notice that numerical computations show us that (1.2) is slightly better than (1.1). Being interested in improving (1.2), we define the class of approximations
and we show that the best results are obtained for particular values a 0 = 1 4
). In this case we prove:
Theorem 2. For all integers n ≥ 1, it holds that
where
Complete monotonicity arguments
Euler's gamma function Γ is defined for x > 0 by
and it is closely related to the ratio
See, e.g., [2] . By (2.1), the right-hand side of (1.3) can be written in the equivalent form
As usual, we associate this inequality with the function f given by (1.5) and we study its monotonicity.
The logarithmic derivative of the gamma function ψ is called the digamma (or psi) function. In what follows, we use the following integral representations:
and for every r > 0,
See, e.g., [2] .
Recall that a function w is completely monotonic in an interval I if w has derivatives of all orders in I such that
for all x ∈ I and n = 0, 1, 2, 3, . . .. Dubourdieu [3] proved that if a nonconstant function w is completely monotonic, then strict inequalities hold in (2.4). Completely monotonic functions involving ln Γ (x) are important because they produce sharp bounds for the polygamma functions, i.e., the derivatives of ψ. 
where µ is a non-negative measure on [0, ∞) such that the integral converges for all x > 0.
Now we are in the position to give:
where for t > 0,
By the above mentioned Hausdorff-Bernstein-Widder theorem, it results that −f ′ is completely monotonic. In particular, f
, ∞  , which completes the proof.
Now we can give:
Proof of Theorem 1. By the complete monotonicity of f , we deduce that f is strictly decreasing, so for all x ≥ 1,
or, by exponentiating,
Finally, (1.4) follows by using (2.1).
A new estimates class
We concentrate in this section on finding accurate approximations of type (1.6). One way to measure the accuracy of an approximation formula of the form (1.6) is to define the corresponding relative error sequence x n by means of the relations and to consider an approximation as better if x n converges faster to zero. Furthermore, the speed of convergence can be estimated using the following.
Lemma 1. If (w n ) n≥1 is convergent to zero and
2)
Clearly the sequence w n converges more quickly when the value of k is larger. This lemma can also be used to accelerate some convergences or to construct asymptotic expansions. For the proof and other details, please see [5] [6] [7] [8] [9] [10] . By (3.1),
and using computer software such as Maple, we get
 .
By Lemma 1, the fastest sequence x n is obtained when the first coefficients of the previous power series vanish, that is
The solution of this system a = 1 4
provides the best approximation (1.6):
In this case, 
converge to π , so it suffices to show that u n is strictly increasing and v n is strictly decreasing. In this sense, we have 
