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English Abstract
Regular daily routines not only increase the overall well-being, but also affect peoples’
health and the perceived stress level. Large discrepancies in these rhythms may result in
sleep disorder up to chronic depressions. Nowadays, daily routines can only be manu-
ally supervised by experts in order to avoid these negative consequences. The intention
of our system is to offer automated and preventive assistance for this complex process.
As one solution, Ambient Assisted Living (AAL) systems have been proposed. These
systems aim to assist users in their domestic environment to improve overall life quali-
ty.
One type of such systems - coming of the domain of elderly care - features domestic
living environments with activity recognition. These systems monitor surrounding en-
vironments and user activities in order to ensure elderly are living safely in their own
homes while staying independent in their life style. By utilising activity recognition al-
gorithms such systems are able to detect a range of activities, e.g., walking, sleeping,
and eating. For this purpose, supervised machine learning algorithms are used to build
training sets. However, beside the classification of uncorrelated activities, it becomes
more and more necessary to combine these activities to daily routines. Since a perma-
nent interruption of routines could lead to diseases, ranging from sleeping troubles up to
chronical depression. Studies have shown that people, who live in regular daily rhythms,
are less affected by these diseases. The work shows a concept that detects deviations
in daily routines and tries to fix potential provenances by identifying corresponding sen-
sors.
To unify and process heterogeneous sensors in assisted living environments, an approach cal-
led Semantic Middleware (SeMiWa) was developed. This model-based, event-driven middle-
ware acts as an intelligent discovery and routing service for events. The middleware is parted
into a semantic storage, a semantic processing unit and activity classifier and a network trans-
parent interface for data transmission.
The sensor module of the semantic storage provides a semantic description for all sensors,
provided by an ontology derived from the Metadata Language for Sensor Descriptions
(StarFL) sensor ontology, extended by a combination with Quantities, Units, Dimensions
and Types (QUDT) and Web Ontology Language for Web Services (OWL-S). Therefore, it
is possible to semantically unify sensor values and data types within the overall system. The
activity module holds information about recognisable Activities of daily living (ADL). As in-
itial, but extendable set, caring descriptions are used, also mentioned as basic ADLs, and are
transferred in a hierarchical semantic model. Furthermore, this module stores the semantic
training set. Every classified activity is linked to one or more sensors from the sensor module
and with the corresponding sensor values. This is necessary to justify the classified activity
to the user, since not all sensors are used at anytime for classification. The routine module
saves a directed chain of ADLs with corresponding transition probabilities. Every part of a
routine is a unique instance of the activity module, combined with the daytime. The proba-
bilities are calculated during the user’s history. For example, four days with transitions from
Sleep to Breakfast and one with a transition to Work will result in transitions of 80% and
20%.
The activity recognition algorithm creates an ordered list of possible detected activities
for the current sensor snapshot. The algorithm ranks the possibility of one activity ac-
cording to the current time. The classification probability is calculated by the classifier
according to the current sensor information. The activity recognition, respectively the
routine recognition, reuses approaches based on Support Vector Machines (SVM). The
user-shared knowledge is associated with our concept of employing the user-generated
knowledge through using collaborative filtering. It is either the previous activity, done
at the same time or the algorithm tries to foresee a possible rating based on similar
users.
The selection of sensors and devices is used to stay comparable to nowadays activity re-
cogniser systems, i.e., climatic, surrounding sensors; location sensors; covered distance;
and sleep cycle sensors. To acquire an active assistance for the user, the proposed system
detects thereby causes of anomalies proactively, and reactively. The anomaly detection
recognises anomalies in the daily routines during runtime, based on different time slots (e.g.,
week, month, quarter), by using graph-based algorithms and statistical outlier detection.
These anomalies can therefore presented to the user, to resynchronise its regular daily routi-
ne.
The evaluation was done with 12 different users, based on public test data and own mea-
surements. The results have shown, that the own implemented algorithm has an accuracy
of over 90% in all datasets, with a recall of 73% in the own ones. Furthermore, the own
work can detect daily routine anomalies with a probability in cause by 90% on a hourly ba-
se.
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1 Einleitung
Ein an geregelte Tagesabläufe angepasstes Leben erhöht nicht nur das allgemeine Wohlbe-
finden, sondern wirkt proaktiv auf Gesundheit und Stresslevel [WMW92]. Feste Rhythmen
in Aktivitäten über den Tagesverlauf bieten Menschen Sicherheit, Struktur und Orientierung
im Alltag [WQK02]. Eine wiederholte oder permanente Missachtung dieser Rhythmen kann
zu Schlafproblemen bis hin zu chronischen Erkrankungen, wie Depression führen [BHM11;
Spo11]. Personen, die ihren festen Rhythmen nachkommen, sind hingegen weniger von die-
sen Krankheiten betroffen.
Um diese Folgen präventiv zu vermeiden oder gar zu lösen, kann der eigene Tagesab-
lauf manuell erfasst und ausgewertet werden. Dieser aufwendige Prozess erfolgt bislang
nur mit wenig, automatisierter Assistenz [HML13] und kann durch computergestützte
Verfahren erleichtert werden. Dabei ist sowohl ein lückenloser Datensatz an Aktivitäten,
als auch das Vorhandensein von möglichst heterogener Sensorik von Bedeutung. Durch
eine entsprechend automatisierte Erkennung von Aktivitäten kann der Tagesablauf assis-
tiert komplettiert werden und die Verwendung heterogener Sensorik macht Abweichun-
gen in den Routinen des Nutzers deutlich. Diese Informationen nutzen dann der aktiven
Lebensunterstützung, indem Metriken aus diesen abgeleitet oder Anomalien erkannt wer-
den.
Einen möglichen Lösungsansatz zur automatisierten Assistenz bieten dafür sogenannte
Human Activity Recognizer Algorithms (HARA) aus dem Bereich Ambient Assisted Li-
ving (AAL) [KBR+07]. Das Ziel dieser HARA ist es, auf Basis sensorischer Werte und
individuellen Vergleichsmustern die aktuelle Aktivität eines Nutzers zu erkennen. Da diese
Systeme häufig im Bereich pflegebedürftiger Personen eingesetzt werden, ist die Auswahl
der erkannten Aktivitäten jedoch sehr eingeschränkt und bezieht sich im Regelfall auf nicht-
erweiterbare, innerhäusliche Aktivitäten aus der Pflege, wie Essen, Schlafen oder Körperhy-
giene [CCA+13; FVN10]. Darüber hinaus erfolgt bei diesen Systemen eine Auswertung
unter der Voraussetzung, dass sich einzelne Tage in ihrem Ablauf nur wenig unterscheiden,
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was in anderen Anwendungsdomänen zu Problemen führt. Um zu einer weitergehenden Er-
fassung des Tagesablaufs zu kommen, muss neben der Auswertung sensorischer Werte auch
weiteres Wissen einbezogen werden.
Eine weitere Quelle dieses Wissens bietet die Chronobiologie [Spo11]. Dieser Ansatz zeigt,
dass Tagesabläufe nicht nur einer Selbstbestimmung unterliegen, sondern durch endo- und
exogene Prozesse verändert werden können. Jahreszeitliche Veränderungen, wie Licht- oder
Temperaturschwankungen, haben dabei ebenso Einfluss auf diese Rhythmen, wie tageszeitli-
che Veränderungen im Hormonhaushalt [Spo11].
Dieses Wissen kann - nach erfolgreicher Formalisierung - für eine wissensbasierte Erfassung
des Tagesrhythmus eingesetzt und somit eine passende Auswahl von Sensorik und Aktivitä-
ten gefunden werden.
Außerdem kann empirisch erfasstes Wissen (also typische Rhythmen unterschiedlicher
Nutzergruppen) ebenfalls als weitere Quelle für eine Auswertung einbezogen werden. Dazu
muss eine Rückgewinnung generierten Nutzerwissens in Kombination mit einem kollaborati-
ven Mechanismus zum Austausch dieses zwischen Nutzern erfolgen [VFM13].
Diese Wissensquellen maschinenauswertbar zu formalisieren, kombinieren und bestmöglich
auszuwerten, stellt eine Herausforderung dieser Arbeit dar, denn heterogene Datenquellen,
unvollständige oder informationslose Daten erschweren dem HARA die Auswertung. Dazu
müssen Methoden des maschinellen Lernens, semantischer Modellierung und Analyse un-
tersucht und gegebenenfalls weiterentwickelt werden. So lassen sich zwar schon seit einiger
Zeit mit Modellen wie Personal Information Model Ontology (PIMO), Task Model Ontology
(TMO) oder Calender Ontology (NCAL) [SVED07] einzelne Bestandteile eines Tagesab-
laufs – im Sinne eines elektronischen Kalenders – semantisch beschreiben, jedoch existiert
keine formale Beschreibung für eine Verknüpfung von Sensorik, Aktivitäten und Tagesab-
läufen, womit potentiell vorhandenes Wissen aktuell verloren geht. Um dieses Wissen zu
erhalten und auszuwerten, muss ein einheitliches Modell und eine wissensbasierte Architek-
tur geschaffen werden, welche eine Informationserfassung aus heterogenen Datenquellen er-
laubt.
Eine solche Architektur löst bestehende Limitationen (vgl. [RM13]) jetziger HARA in
mehreren Ebenen. Erstens kann auf diese Weise im Sinne eines allumfassenden (vgl. Ab-
schnitt 2.3) Systems heterogene und erweiterbare Sensorik für die Auswertung des Klassifi-
kators verwendet werden. Zweitens wird durch die Rückgewinnung empirischen Wissens die
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Erkennung über die Laufzeit kontinuierlich verbessert und ein lückenloses Datenset von Ak-
tivitäten wird möglich. Und drittens kann letztendlich durch eine wissensbasierte Architektur
aus Tagesablaufabweichungen eine potentielle Ursache (bis hin zu einzelnen Sensorwerten)
für eine Anomalie abgeleitet werden.
Aus den erfassten Tagesabläufen, erkannten Anomalien und den potentielle Ursachen ist es
der Person (unter möglicher Zuhilfenahme eines Experten) im Nachzug möglich, einen aus
dem Takt geratenen Rhythmus wieder zu synchronisieren.
1.1 Motivation und Zielsetzung
In den folgenden Jahrzehnten wird es vermehrt zu psychischen Problemen innerhalb der Ge-
sellschaft kommen [WJ05]. So wird vorausgesagt, dass bereits heute 27 % der Personen in
der EU innerhalb ihres Lebens mindestens einmal mit depressiven Belastungen zu kämpfen
haben. Ebenso stellt uns auch der demographische Wandel mit steigendem Alter der Bevölke-
rung vor neue Herausforderungen [BHG00].
Um diesen Herausforderungen zu begegnen, hat sich das Gebiet des assistierten Lebens, das
AAL gebildet [KBR+07]. Diese Systeme unterstützen die Person in ihrem täglichen Leben
durch assistiere Technologien, um ein möglichst unabhängiges Leben zu führen. Aber auch
Personen, welche nicht diesem speziellen Bereich angehören, profitieren von diesen Syste-
men laut den Erkenntnissen der Chronobiologie [BHM11; Spo11].
Somit ist es vor allem interessant, unter welchen Umständen Abweichungen auftreten,
um im besten Fall eine neue Synchronisierung des eigenen Rhythmus anzustoßen. Dabei
soll das entwickelte System bestenfalls zwischen einem veränderten Verhalten oder ei-
ner Veränderung durch äußere Einflüsse differenzieren und dies dem Nutzer präsentieren.
Durch eine frühe Warnung kann die betroffene Person meist selbst ihr Verhalten noch
anpassen und zu einem gesunden Rhythmus zurückfinden [Mor04; MBB+06]. So erge-
ben sich Veränderungen, wie z.B. das Seasonal Affective Disorder [PL98] innerhalb eines
Jahres. Dies ist vor allem geprägt durch vermehrtes Schlafbedürfnis und einem verrin-
gertem Antrieb für sportliche Aktivitäten oder soziale Kontakte. Eine typische Ursache
liegt z.B. in einer zu wenig aufgenommenen Menge an natürlichem Tageslicht. Sollte dem
System diese Information zugänglich sein, können geeignete Maßnahmen ergriffen wer-
den.
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Abbildung 1.1: Inkompatible Welten
Für ähnliche Anwendungsfälle wurden bereits Systeme entworfen, welche durch Aktivitäts-
und Anomalieerkennung dieser automatisierten Assistenz gerecht werden sollen. Die Ab-
bildung 1.1 verdeutlicht zeigt die einzelnen Systeme. Dabei geht aktuell Wissen durch
die automatisierte Auswertung von Sensoren zu Routinen verloren, da durch die ver-
wendeten Modellierungen oder Verfahren, der Weg nur in eine Richtung durchlaufen
werden kann. So existieren Systeme, welche aus Sensornetzen Aktivitäten klassifizie-
ren, welche aber meist in ihrer Sensorik nicht zur Laufzeit erweiterbar sind. Außerdem
existieren Ansätze, um aus den Aktivitäten Routinen abzuleiten und auf diesen Abwei-
chungen (als potentielle Gefahrensituationen) zu erkennen. Kein aktuelles System be-
schäftigt sich jedoch mit der Frage, wie aus dynamischen Sensornetzen Aktivitäten ab-
geleitet und Anomalien in den Sensorwerten (also eine potentielle Ursache) gefunden
werden kann. Es ist kein Tracing der Daten von Sensorwerten zu Aktivitäten möglich.
Darüber hinaus können aktuelle Systeme nicht nahtlos mit Sensorik erweitert werden,
wodurch u.a. Wissen über die Umgebungsfaktoren, wie Außentemperatur und Lichtver-
hältnisse verloren geht, was ebenfalls laut chronobiologischer Erkenntnisse als wichtige
Anforderung gesehen wird, da der Mensch stark von diesen Faktoren abhängt [Spo11;
HK12].
Um diese Lücke zu schließen, untersucht diese Arbeit die Nutzung des zur Realität wer-
denden Internet of Things (IoT) [FRG+10], in welchem auf immer mehr sogenannte cyber
sensors zurückgegriffen werden kann [OMO+12]. Wenn diese Elemente dann auch noch
in einer semantischen Beschreibung vorliegen - das sogenannteSemantic Web of Things
(SWoT) [KK12] bilden - kann die vereinheitlichte maschinenauswertbare Beschreibung da-
für genutzt werden, um heterogene Objekte als Smart Objects (d.h. semantisch beschrieben
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und mit einer Netzwerkschnittstelle ausgestattet) in beliebige Umgebungen zu integrie-
ren [PRB+11]. So können dann bereits bestehende Hardware und Services für Datener-
fassung rund um das eigene Leben, wie z.B. Withings1, Moves2, RunKeeper3 und NetAtmo4,
genutzt werden (siehe Abbildung 1.2).
Abbildung 1.2: Vernetzung heterogener und externer Sensorik
Diese Services besitzen als Voraussetzung meist nur die Sensoren des Smartphones oder
günstige Consumer-Hardware, was einer Realwelttauglichkeit in assistierten Umgebungen
in keiner Weise im Weg steht. Außerdem können weitere externe Services, wie Erfassung
von Klimainformationen (Wetter) nach erfolgreicher Einbindung ebenfalls genutzt wer-
den.
1http://www.withings.com/de/
2https://moves-app.com/
3https://runkeeper.com/
4https://netatmo.com/
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1.2 Zielsetzung
Für diese intelligente, wissensbasierte Vernetzung von heterogenen Informationsquellen in
ubiquitären Umgebungen ergeben sich damit die folgenden Zielsetzungen:
(1) Das entwickelte Verfahren unterstützt eine nahtlose, automatisierte Integration (exter-
ner) Sensorik. So lässt sich dieses zur Laufzeit mit heterogenen Sensoren erweitern,
ohne die Bestandteile des Klassifikators, des Modells oder der Anomaliedetektion
anpassen zu müssen. Darüber hinaus ist das Verfahren gegenüber fehlenden oder
unvollständigen Sensorwerten robust.
(2) Alle Daten im System sind semantisch beschrieben. So existiert die erste einheit-
liche Beschreibung für Sensoren, Aktivitäten und Routinen innerhalb einer AAL
Umgebung.
(3) Durch die gemeinsame Verwendung einer einheitlichen semantischen Beschreibung
und eines klassifikationsbasierten Verfahrens ist es erstmals möglich, angelerntes
Wissen adäquat zwischen den Nutzern auszutauschen. Aus diesen Erkenntnissen
können Gegenmaßnahmen entwickelt werden, um das Kaltstartproblem eines reinen
klassifikationsbasierten Ansatzes einzudämmen.
(4) Das entwickelte Verfahren klassifiziert jeden Zeitpunkt eines Tages in einem 15-
minütigen Intervall und gibt den Nutzer die Möglichkeit falsch erkannte Aktivitäten
effizient zur Laufzeit zu korrigieren. Somit existiert ein lückenloser Tagesablauf, wo-
durch eine effektive Anomaliedetektion erfolgen kann. Außerdem können dem Nutzer
chronobiologische Metriken, wie Work-Life-Balance oder Schlaf-Wach-Rhythmus
präsentiert werden. Aus diesen Metriken kann ein aus dem Takt geratener Rhythmus
(unter Zuhilfenahme eines Experten) synchronisiert werden.
(5) Die verwendete Ontologie macht es möglich - trotz der Anwendung eines klassifi-
kationsbasierten Verfahrens - aus Aktivitäten und Routinen zu Sensorwerten zurück
zu schließen und somit eine Ursache von Anomalien oder Fehlklassifikationen dem
Nutzer zu präsentieren. Dadurch entsteht ein Tracing des Wissens von einzelnen
Sensorwerten bis zur erfassten Routine aus Aktivitäten.
(6) Das Verfahren aus erfassten empirischen Wissen und angelernter Klassifikation erhöht
- neben der Wissensmenge (vgl. Unterabschnitt 3.4.1) - die Genauigkeit aktueller
HARA signifikant, was in der Evaluation (Kapitel 7) mittels 12 verschiedener Nutzer
gezeigt wird.
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1.3 Aufbau der Arbeit
In Kapitel 2 wird eine Einführung in die wesentliche Thematik dieser Arbeit gegeben. Dabei
werden zunächst die beiden Themen wissensbasierte und ubiquitäre Systeme untersucht,
um eine für diese Arbeit einheitliche Definition der Begrifflichkeit und Abgrenzungen
zu finden. In Kapitel 3 wird die zugrundeliegende Wissensbasis vorgestellt, in welcher
Sensorik, Aktivitäten und Routinen in der Art und Weise formalisiert werden, dass eine
semantisch, verlinkte Struktur entsteht. Kapitel 4 zeigt das System für die dynamische,
wissensbasierte Vernetzung heterogener Sensorik innerhalb einer AAL Umgebung. In Ka-
pitel 5 wird der Algorithmus für die Aktivitätserkennung vorgestellt. Kapitel 6 zeigt die
verschiedenen Verfahren für die Anomaliedetektion und wie auf Basis dieser eine Ursache-
nerkennung geführt werden kann. In Kapitel 7 wird eine Referenzimplementierung aller
Bestandteile aufgezeigt und anhand dieser vergleichende Metriken abgeleitet. Außerdem
werden alle zuvor genannten Konzepte mittels dieser validiert und evaluiert. Kapitel 8
zeigt die gewonnenen Erkenntnisse und gibt einen Ausblick auf weiterführende Arbei-
ten.
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Dieses Kapitel gibt eine Einführung in die wesentliche Thematik und Begrifflichkeit von
wissensbasierten Systemen, Ambient Assisted Living (AAL) und ubiquitär, vernetzter Senso-
rik.
2.1 Wissensbasierte Systeme
Die Idee empirisches Wissen zu erfassen und zwischen Benutzern zu teilen, stammt aus dem
Gebiet des Knowledge Tracking, welches insbesondere auf dem Gebiet der Interaktionsfor-
schung angewandt wird [Non91; VW05; WJD+09].
Das Wissen unterteilt sich dabei in die Bestandteile „data“, „information“, „knowledge“ und
„wisdom“1 [Ber11] (vgl. Abbildung 2.1). Diese Bestandteile werden zweistufig definiert.
Die allgemeine Definition beschreibt die Sicht aus der Wahrnehmungs- und Kognitionspsy-
chologie. Die zweite Definition beschreibt die Repräsentation innerhalb einer Softwarekom-
ponente, also die technische Speicherung und Analyse dieser. Diese werden nachfolgend
vorgestellt, um eine einheitliche Definition für diese Arbeit zu gewinnen. Auf den Fakt „wis-
dom“ wurde dabei in der Betrachtung verzichtet, da dies ethische, moralische Bezüge in der
Zukunft darstellt. Es beschreibt die Antwort darauf, ob eine Aktion unter ethischen und ge-
sellschaftlicher Basis nochmalig ausgeführt werden sollte oder nicht. Für die aktuelle Arbeit
spielt dies jedoch keine Rolle.
1Hierbei wurden aufgrund der Mehrdeutigkeit und verschiedener Übersetzungen dieser Worte die
englischen Bezeichnungen verwendet
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Data
Information
Knowledge
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Abbildung 2.1: DIKW Pyramide, nach [Ber11]
In der kognitiven Verarbeitung gelten nach [Ack10] folgende Definitionen:
· data, Alle subjektiven Daten im Fokus der Aufmerksamkeit.
· information, Daten, welche sich als nützlich erwiesen haben und die Fragen nach
dem Wer? Was? Wo? und Wann? beantworten.
· knowledge, Analyse von data und information, welche zur Beantwortung des Wie?
führen.
Diese Definition lässt den Schluss zu, dass die Menge der Daten auf einer höheren Hier-
archieebene abnimmt oder die jeweiligen Teile disjunkt und/oder Teilmengen der an-
deren sind, was sich aber nach [Shn96] als Falsch herausstellt. So werden auf jeder
Hierarchieebene weitere äußere Einflüsse wie Emotionen, persönliche Fähigkeiten und
Verhalten einbezogen und verarbeitet. Diese Querverweise innerhalb der Hierarchie stel-
len sich aber in der Computerverarbeitung als Hürde heraus und so wurde im Gegen-
satz zu der kognitiven data-information-knowledge-Hierarchie in der Softwareumsetzung
auf diese Querverweise verzichtet. Dabei bildet sich nach [CEH+09] folgende Hierar-
chie:
· data, Die computergestützten Repräsentationen von Modellen und Attributen realer
oder abstrakter Objekte.
· information, Daten, welche als Resultat eines Prozesses entwickelt wurden, wie z.B.
statistische Analysen oder semantische Annotationen von data.
· knowledge, Wissensbasen, welche als Resultat eines computersimulierten kognitiven
Prozess hervorgehen, wie Wahrnehmung, Lernen, Assoziieren oder Schlussfolgern.
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Anhand der letztgenannten Definitionen können die einzelnen Bestandteile für diese Arbeit
ermittelt werden. Für die Erkennung der Umgebung und der späteren Aktivitäten werden sen-
sorisch erfasste Daten (data) verwendet, welche über eine Modellbeschreibung und verschie-
dene Verfahren semantisch annotiert werden (information). Um aus diesen Fakten, Wissen
abzuleiten werden die aufbereiteten Daten mittels Verfahren aus dem maschinellen Lernen
innerhalb von weiteren Wissensbasen zu Aktivitäten und Routinen aufgewertet und analy-
siert (knowledge).
Der Prozess gliedert sich dabei nach [Non91; WJD+09] in die Bestandteile Internalization,
Externalization, Collaboration und Combination, welche im Nachfolgenden erläutert wer-
den.
Die Knowledge Base bezeichnet dabei eine zunächst nicht konkretisierte globale Wis-
sensbasis, welche sowohl Wissen aus den Daten (Data) enthält, als auch Wissen aus den
Interaktionen der Nutzer aufnehmen kann. Der Pfad von Data zu Presentation zeigt den
Weg der Darstellung der gewählten Daten unter dem gespeicherten, externalisierten Wissen.
Der Pfad von Presentation zu Perception zeigt den Weg zur Wahrnehmung des aktuel-
len Nutzers User, welche auf einem beliebigen Kanal erfolgen kann. Die Rückkanäle
sind sowohl die Interaktionen Interaction mit der Präsentation Presentation, als auch die
Speicherung des generierten internalen Wissens des Nutzers User in der Knowledge Ba-
se.
SYSTEM USER
Data
Knowledge
Presentation Perception
Knowledge
Base
Interaction
Abbildung 2.2: Internalization, nach [WJD+09]
Internalization bezeichnet den Prozess, bei welchem der Nutzer bewusste Schlussfolgerun-
gen über seine Umwelt auf Basis seiner Wahrnehmung trifft (siehe Abbildung 2.2). Dieser
Prozess ist rein intrinsisch und entspricht im vorliegenden Anwendungsfall, allen Repräsenta-
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tionen, welche vom System dem Nutzer (auf Basis zurückgeführten Wissens) dargestellt wer-
den. Auf Basis dieser Schnittstelle (User Interface) leitet der Nutzer neue Erkenntnisse oder
insight discovery [WJD+09] ab und teilt diese dem System mit. Dies muss durch Interakti-
onsmöglichkeiten bereitgestellt werden.
Externalization bezeichnet den Prozess, dass zuvor durch den Nutzer erarbeitete internale
Wissen in die Wissensbasis aufzunehmen und somit explizit zu machen (siehe Abbil-
dung 2.3). Dies erfolgt z.B. als Speicherung einer Ontologie, welche als Wissensbasis
genutzt wird, und hat zentrale Bedeutung für die Wiederverwendung. Ebenso werden
in diesem Prozess die Vorverarbeitungen vor der Speicherung (des Wissens) angesie-
delt [Non91].
SYSTEM USER
Data Presentation Perception
Knowledge
Base
Interaction
Knowledge
Abbildung 2.3: Externalization, nach [WJD+09]
Collaboration bezeichnet den Prozess des Wissenstransfers zwischen Nutzern (siehe Abbil-
dung 2.4). Dieses Wissen muss in einer geeigneten Weise aufbereitet werden, so dass es als
gültiges Wissen zwischen Nutzern transferiert werden kann.
SYSTEM USER
Knowlegde 
Base
USER
Abbildung 2.4: Collaboration, nach [WJD+09]
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Combination bezeichnet den Prozess der (Wieder-)Verwendung und Synthese anderer
Wissensbasen, welcher im Rahmen von Ontologien essentiell ist (siehe Abbildung 2.5). Die
Schwierigkeit besteht darin, passende externe Wissensbasen zu verarbeiten und diese geeig-
net zu filtern. Falsche oder ungenaue Wissensbasen verschlechtern das Ergebnis der eigenen
Wissensbasis, weshalb eine genaue Recherche geführt werden muss.
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Abbildung 2.5: Combination, nach [WJD+09]
2.2 Ambient Assisted Living
In der AAL Forschung wird durch verschiedene Entwicklungen angestrebt normale Ab-
läufe des Lebens zu unterstützen. Sun et al. [SDFG+09] sehen die Hauptaufgabe von
AAL Systemen in der Unterstützung älterer Menschen im Alltag, mit dem Ziel eine
unabhängige Lebensweise so lange wie möglich zu erhalten. Diese Definition ist je-
doch zu eng, da alle Altersschichten von Erkenntnissen aus dem AAL profitieren kön-
nen und sollen [RM13]. Dazu wird in verschiedene Richtungen geforscht und es exis-
tiert aktuell eine Vielzahl unterschiedlichster Systeme mit verschiedenen Ausrichtun-
gen.
Die Ausrichtungen werden in den Begriffen Gesundheit, Sicherheit, Aktivitäts-Management,
sozialer Integration und Unterhaltung festgehalten [OMD+10].
Gesundheit und Homecare beschreibt die Gesundheitsvorsorge und -fürsorge im häus-
lichen Umfeld. Hierbei liegt der Schwerpunkt auf der Prävention zur Unfallvermeidung,
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dem Telemonitoring für die Überwachung von Vitalwerten, der Telerehabilitation für die
Überprüfung des Genesungsfortschrittes sowie der ambulanten Versorgung von Krankhei-
ten.
Sicherheit und Privatsphäre umfasst Systeme mit Alarmfunktionen, wie Notruf- und Zu-
gangssysteme. Ebenso wird in diesem Bereich die Robustheit der Systeme gegenüber Fehl-
eingaben und Fehlereignissen untersucht.
Versorgung und Hausarbeit beinhaltet unterschiedliche Punkte rund um den Alltag der as-
sistierten Person wie Ernährung, Fürsorge, Lebensunterhalt und Hilfe im Haushalt. Kernthe-
men sind dabei eine Bereitstellung von (Essens-)Lieferdiensten oder assistierender Systeme
bei der Reinigung (wie selbstreinigende Geräte, autonome Staubsauger, Assistenzrobotik)
sowie die Gebäudetechnik zu Hause und unterwegs (vernetzte Haushaltsgeräte). Allgemein
unterstützen diese Systeme den Nutzer dadurch, dass bestimmte Abläufe, wie etwa eine kon-
stante Temperaturregelung, automatisiert werden.
Soziales Umfeld steht vorrangig für Kommunikationsnetzwerke, die Nahfeld-Mobilität
(bezeichnend für Treppenlifte, Transportroboter) sowie den Vorsorgemaßnahmen und
Unterstützungen bei der Bewegung und Ernährung (Handgriffe, Rollatoren, besonde-
res Geschirr und Besteck). Das Wohlbefinden ist ein weiterer Kernaspekt dieser For-
schung.
Unterhaltung Als Kernziele von Unterhaltungs- oder Smart Home Anwendungen stehen
die automatische und transparente Erkennung und Erfüllung von Nutzerbedürfnissen im
Vordergrund, wie z.B. Anpassung an Musikrichtung und Beleuchtungsintensität [PWL+03;
DCB+02]. Diese Systeme dienen dabei dem reinen Komfort und stellen keine Notwen-
digkeit dar, wie etwa die automatisierten Unterstützungen aus Versorgung und Hausar-
beit.
Nehmer et al. [NBK+06] teilen AAL Systeme anhand von drei verschiedenen Servicetypen
ein, was durchaus mit der vorherigen Definition vereinbar ist. Dies sind die Behandlung von
Notfällen, die Erhöhung der Selbstständigkeit und der Komfort. Eine genauer Definition von
Teilzielen dieser Dienste sowie eine Klassifizierung nach Außen- und Innenbereichshilfestel-
lungen wird in Abbildung 2.6 illustriert.
Auf Basis dieser Definitionen siedelt sich die vorliegende Arbeit zwischen den Emergency
Treatment Services und den Autonomy Enhancement Services mit Indoor und Outdoor
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Abbildung 2.6: Assistenzdienstleistungs-Klassifikation in AAL Systemen, nach [NBK+06].
Assistance an, wodurch innerhalb der nächsten Kapitel genauer fokussiert und recher-
chiert werden kann. Diese Systeme setzen vor allem auf die Erfassung von Tagesabläu-
fen der assistierten Nutzer. Um dies zu ermöglichen, werden Sensoren in den Lebens-
raum installiert, die den Nutzer überwachen und unregelmäßiges Verhalten erkennen.
Das bezieht sich im gewünschten Fall auf das alltägliche Leben von Menschen in ih-
rer normalen Umgebung, sowohl in der häuslichen Umgebung, als auch in der Öffentlich-
keit.
2.2.1 AAL Anforderungen
Da sich die Arbeit, wie bereits vorgestellt, in der Gesundheitsüberwachung/Prävention
ansiedelt wird das AAL Gebiet für der Überwachung von täglichen Aktivitäten für ein
eigenständiges Leben untersucht. Änderungen an diesen Aktivitäten werden als Auslöser
für einen kognitiven oder körperlichen Verfall gesehen. Beispielsweise können Abweichun-
gen in Bewegungsmustern, Laufgeschwindigkeiten, Anzahl und Dauer von Spaziergängen
und Schlafrhythmusänderungen, bereits als frühe Anzeichen von Demenz betrachtet wer-
den [LSD+13].
Da diese Assistenzsysteme sehr stark in das Leben der Nutzer eindringen, werden spezielle
Anforderungen an diese gestellt. Diese lassen sich nach [KBR+07; BHG00] wie folgt zusam-
menfassen:
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Nutzerakzeptanz (Acceptance): Die Nutzer müssen in der Lage sein sowohl die Sen-
soren zu verwenden, als auch das System zu bedienen und dessen Zustand zu betrach-
ten. Der Gebrauch soll weder einschränkend noch kompliziert sein. Weiterhin darf die-
ser nicht als störend oder aufdringlich (obstrusive und stigmatizing) wirken. Das Sys-
tem sollte umgebend, jedoch dezent und möglichst unbemerkt in den Alltag integriert
sein.
Genauigkeit (Accuracy): Die Datenerfassung, Übertragung und Analyse soll möglichst feh-
lerfrei und korrekt erfolgen. Gleichzeitig sollte das System in Situationen, wie kurzen Über-
tragungsfehlern, robust reagieren.
Kosten (Cost): In der praktischen Nutzung spielen die Fragen zu Kosten eine wesentliche
Rolle. Es ist wichtig, dass die Anschaffungs- und Wartungskosten in einem akzeptablen Rah-
men liegen und somit einer Realwelttauglichkeit entsprechen.
Adaption: Das System soll sich an geänderte Situationen und Fähigkeiten des Nutzers
und dessen Umgebung entsprechend anpassen. Dies führt nach Angaben von Brucker et
al. [BYF12] z.B. zur Notwendigkeit einer automatisierten Sensortyprrkennung, beziehungs-
weise Sensordatenannotation innerhalb eines solchen Systems.
Hohe Anwendbarkeit (Usability): Das bereitgestellte System muss mit seinen Funk-
tionen fehlerfrei funktionieren und intuitiv bedienbar sein, gemäß den Usability Regeln
[May99].
Privatsphäre (Privacy): Die Privatsphäre des Nutzers soll nach Möglichkeit weitestgehend
geschützt werden.
Da das grundlegende Ziel all dieser entwickelten Systeme ist, die Lebensqualität durch geeig-
nete Assistenz zu verbessern, können diese Anforderungen tatsächlich nie zu 100 % erreicht
werden und müssen somit anwendungsbezogen evaluiert werden (vgl. Kapitel 8).
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Die Verbreitung elektronischer Geräte hat zu einem Sprung in der Informationstechno-
logie geführt. Im Juni 2012 waren bereits 2,4 Milliarden Nutzer an das Internet ange-
schlossen und bereits im Jahre 2009 besaß jeder Internetnutzer mehr als ein internetfähiges
Endgerät [Sta12]. Diese Verbreitung soll bis zum Jahr 2015 auf ca. 25 Milliarden Geräte stei-
gen [Eva11].
Die Information wird dadurch allgegenwärtig und Mark Weisers Idee des Ubiquitious
Computing Realität [Wei91]. Unser Alltag wird dabei immer mehr von intelligenten Geräten
durchdrungen werden. Die eingebetteten Systeme entwickeln sich - bestenfalls - dadurch
weg vom abgeschlossenen hin zu einem offenen Verbund von Systemen [GB12]. Deren Ver-
netzung untereinander und die intelligente Verbindung der realen mit der virtuellen Welt bil-
den das Grundkonzept des ubiquitären Systems.
Rajkumar et al. [RLS+10] beschreiben, zusätzlich zur Verbreitung, außerdem, dass Rechen-
leistung und Kommunikationsfähigkeit in absehbarer Zukunft Einzug in alle Arten von Ob-
jekten und Strukturen der physischen Umgebung halten wird.
Die Verbindung dieser Smart Objects mit dem Internet ist der erste Schritt für die Realisie-
rung des Semantic Web of Things (SWoT) (vgl. Abschnitt 1.1). Dabei werden bekannte Kon-
zepte und Technologien, sowie vorhandene Strukturen des Internet in einem erweiterten Kon-
text wiederverwendet [GTW10]. Vor allem Webservices eignen sich aufgrund ihres dienstba-
sierten Ansatzes für diese Vernetzung [GTW10; FZ09]. Viele Dienstleister im Umfeld von
Health Care Apps bieten mittlerweile solche Services an (vgl. Abschnitt 1.1). Der Vorteil ist
eine standardisierte Beschreibung von Services als Service Description in maschinenlesbarer
Form, um eine einheitliche Kommunikation zwischen unterschiedlichen Applikationen zu
realisieren.
Dieser Ansatz ermöglicht eine hohe Interoperabilität zwischen heterogenen Objekten, bzw.
Sensorik, und Netzwerken, welche unterschiedliche Technologien nutzen [KK12], wobei im
nächsten Abschnitt zunächst der Begriff und die verschiedenen Ebenen von Sensorik erläu-
tert werden.
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2.3.1 Sensorik
Der Begriff Sensor stammt von dem lateinischen Begriff „Sensus“ (deutsch: „Sinn“). Mit die-
sem können physikalische, klimatische, chemische und biologische Phänomene quantitativ
und qualitativ bestimmt werden [HS12]. Im ersten Schritt bildet dies sogenannte Elemen-
tarsensoren (siehe Abbildung 2.7). Dabei werden nicht-elektrische Signale einer physikali-
schen Eigenschaft in elektrische Signale umgewandelt, um diese weiterverarbeiten zu kön-
nen [Fra04].
Elementarsensor Signalaufbereitung Signalverarbeitung Auswertung
Abbildung 2.7: Kategorisierung von Sensoren anhand des Informationsflusses, nach [ASS+02]
Integrierte Sensoren stellen eine Weiterverarbeitung für Elementarsensorsignale dar, und
können Signalverarbeitungsfunktionen wie Filterung, Normierung oder Linearisierung inte-
grieren.
Darauf aufbauend bieten intelligente Sensoren, oder sensor nodes, die Möglichkeit die
beiden vorangegangenen Sensortypen innerhalb einer komplexeren Struktur zu vereinen um
eine weitere Auswertung auf Basis bereits aufbereiteter Signale zu integrieren [ASS+02].
Dies kann sich auf dieser Ebene schon um die Aufbereitung von Daten eines Gyroskop
zu einer Bewegungsart (Laufen, Rennen, usw.) halten. Diese Art von Sensorik besitzt zu-
dem meist eine integrierte Netzwerkkomponente zum publizieren oder akquirieren von
events.
Ein Zusammenschluss solcher Systeme wird wiederum als Sensor Web bezeichnet und die In-
tegration dieser stellt eine wesentliche Herausforderung dieser Arbeit dar.
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2.3.2 Sensor Web
Um die vorgestellten Dienste von - z.B. Health Care Applikation - innerhalb der Um-
gebung nutzbar zu machen, bedarf es einer verteilten Struktur. Das Ziel dieses Sensor
Web [BEJ+11] ist es, den Zugriff auf Ressourcen der Sensor Schicht über eine wohlde-
finierte Schnittstelle (Sensor Web Schicht) für (externe) Anwendungen zu ermöglichen.
Die drei vorgestellten Schichten bilden die Referenzarchitektur für solche Systeme (Abbil-
dung 2.8).
Sensor Web Schicht
Applikationsschicht
Sensor Schicht
Internet 
of Things
Web of 
Things
Sensor Web 
Portale
Sensor Network 
Management 
Systeme
Sensor Web 
Infrastrukturen
Abbildung 2.8: Referenzarchitektur für Sensor Web Systeme, nach [BEJ+11]
Die Sensor Schicht umfasst dabei die eigentliche Hardware der sensor nodes, also die
Elementarsensoren. Darüber liegt die Sensor Web Schicht, welche verschiedene Ressourcen
netzwerkunabhängig über das Internet integriert und den einheitlichen webbasierten Zugriff
auf diese ermöglicht. Somit abstrahiert es Objekte, in diesem Fall Sensoren und Sensornetze,
zu Webressourcen des Internet of Things (IoT).
Auf der obersten Ebene befindet sich die Anwendungsschicht. Innerhalb dieser befinden sich
Prozesse und Applikationen, welche auf die verteilte Sensorik über eine definierte Schnitt-
stelle zugreifen. Aktuelle Sensor Web Ansätze lassen sich entsprechend dieser Schichten
einordnen. Bröring [BEJ+11] definiert dazu drei Kategorien: Sensor Netzwerk Management
Systeme, Sensor Web Infrastrukturen und zentrale Sensor Web Portale, welche entsprechend
in Abbildung 2.8 abgebildet sind. Erstere werden nicht näher betrachtet, da sie sich mit
den Sensoren an sich beschäftigen und dies nicht Bestandteil der Betrachtungen dieser Ar-
beit ist. Ebenso findet aus diesem Grund keine weitere Betrachtung von Sensor Web Portalen
statt.
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Der Fokus dieser Arbeit liegt insbesondere auf der mittleren Schicht, den Sensor Web Infra-
strukturen. In der Verknüpfung der Arbeiten für middleware-basierte kontextsensitive Syste-
me [JLS09; Poo10] und Sensor Web Middleware Systeme [BEJ+11] sind die Anforderungen
für diesen Typ von Systemen abgeleitet. Die aufgestellten Anforderungen umfassen da-
bei:
· Koordination aller Informationen und Ressourcen (Registration, Discovery)
· Interoperabilität von heterogenen Geräten und Systemen (z.B. virtuelle Sensoren)
· Erfassen von Sensordaten (Acquisition)
· Mobilität des Nutzers und der Sensoren
· Autonomes Verhalten des System (z.B. Autokonfiguration)
· Maschinenverarbeitbares Format für die Beschreibung von Diensten (Services, Capa-
bilities) und Geräten
· Konfiguration und Rekonfiguration von Sensoren ((Re)Tasking) zur Laufzeit
· Filterung und Aggregation von Sensordaten
· Mechanismus zur Skalierbarkeit
Als die zwei größten Vertreter gelten dabei das Open Geospatial Consortium (OGC) Sen-
sor Web Enablement (SWE) [BPR+08] und die Global Sensor Network (GSN) Platt-
form [AHS06].
Sensor
Clients SWE Service
Sensor Host
Sensor 
Observation 
Service
Sensor Driver
SensorML /
SSNO
O&M
Abbildung 2.9: OGC SWE, nach [BPR+08]
Das OGC SWE Framework stellt eine Kollektion von standardisierten, interoperablen
Schnittstellen für Sensornetzwerke über das Internet bereit [BPR+08]. Die relevanten Be-
standteile sind in Abbildung 2.9 dargestellt. Sensoren werden dabei XML-basiert mittels
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der Sensor Markup Language (SensorML), bzw. abgeleiteten Semantic Sensor Network
Ontology (SSNO), beschrieben [CBB+12]. Eine Instanz der SSNO hält dabei alle Meta-
Informationen über einen Sensor vor, z.B. Informationen über den Datenaustausch oder
etwaige Konfigurationsendpunkte. Darüber hinaus kann es mit der Observations and Measu-
rements (OM) [Cox06] verknüpft werden, um physikalische Phänomene in einem standardi-
sierten Weg zu beschreiben. Als vereinheitlichte Schnittstelle zu dem Netzwerk wird der
Sensor Observation Service (SOS) [NP07] als kombinierte Middleware genutzt. Diese Midd-
leware dient als Nachrichtenformatadapter (Wrapper) zwischen den Elementarsensoren und
dem SOS. Damit soll das Problem der Heterogenität und Interoperabilität zwischen ver-
schiedenen Sensortypen gelöst werden. Als Transportprotokoll kommt HTML gemäß dem
statischen Request-Reply-Patterns zum Einsatz. Ein reaktiver, eventbasierter Push-Modus ist
nicht vorgesehen.
GSN Server
Wrapper
Web-Service Interface
Sensor
Clients
Virtual Sensor VSD
Abbildung 2.10: GSN, nach [AHS06]
Das GSN bietet eine Middleware für die dynamische Integration von Sensoren [AHS06], sie-
he Abbildung 2.10. Dabei erfüllt diese die gleichen Aufgaben wie das OGC SWE, z.B. die
vereinheitlichte Integration und Discovery von Sensoren, das Kombinieren und Filtern von
Sensorwerten und den eigentlichen Datenzugriff [PZC+12]. Der Hauptunterschied ist die
asynchrone, eventbasierte Struktur, bei welcher Sensoren zur Laufzeit hinzugefügt und ent-
fernt werden können [AHS06]. Auf der untersten Schicht müssen Sensoren einen Wrapper
implementieren, welcher das Netzwerkinterface bereitstellt und das Nachrichtenformat fest-
legt. Dazu kommt die Virtual Sensor Description (VSD) zum Einsatz. Diese legt hingegen
nur technische Parameter, ähnlich einer Web Service Description Language (WSDL) fest
und stellt - im Gegensatz zur SSNO - keine semantischen Informationen über den Sensor be-
reit.
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Diese beiden großen Vertreter werden, neben kleineren aktuelleren Bestrebungen, auf ihre
Tauglichkeit in AAL Umgebungen in Abschnitt 4.1 getestet.
2.4 Semantic Web
Um Wissen maschinenauswertbar zu modellieren und formalisieren, eignen sich Technologi-
en aus dem Semantic Web. Im semantischen Web wird die Bedeutung von Informationen in
Form von Ontologien repräsentiert [Hes02]. Diese Ontologien bilden einen Wissensbereich,
unter Zuhilfenahme einer standardisierenden Terminologie, ab. Außerdem können Bezie-
hungen und ggf. Ableitungsregeln zwischen den dort definierten Begriffen integriert wer-
den.
Die Besonderheit ist, dass alle Daten, bzw. Ressourcen, dabei nicht flach beschrieben werden,
sondern sich an dem Subjekt-Prädikat-Objekt Pattern orientieren. Durch diese Abbildung
können Entitäten - nach bestimmten Restriktionen - miteinander verknüpft werden und
bilden somit einen Graphen, wie am Friend-Of-A-Friend (FOAF) Beispiel verdeutlicht wird
(Abbildung 2.11).
Abbildung 2.11: Friend-of-a-friend, aus [BM12]
Das World Wide Web Consortium (W3C) hat hierfür das Ressource Description Fra-
mework (RDF) [LS99], das RDF Schema (RDFS) [BG04] und die Web Ontology Lan-
guage (OWL) [MVH+04] entwickelt und spezifiziert. Auf Basis dieser Technologien
werden im semantischen Web Methoden der formalen Logik genutzt, um über die Mo-
dellierung hinaus, aus explizitem Wissen auf implizite Sachverhalte schließen zu kön-
nen [HKR+07].
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Ein weiteres wichtiges Konzept in diesem Zusammenhang ist Linked Data [BL06]. Dies be-
schreibt eine Möglichkeit verschiedene Datenquellen über typisierte Links über das Internet
miteinander zu verknüpfen [HB11; BLBH09].
Im Kontext von Sensoren können beispielsweise der Ort durch die Verlinkung auf eine Geo-
names1-Ressource oder die Datenbeschreibung semantisch vereinheitlicht beschrieben wer-
den.
Die Prinzipien von Linked Data sind dabei [BL06]:
Use URIs as names for things.
Mit Hilfe einer Uniform Resource Identifier (URI) kann eine Ressource im Web
eindeutig identifiziert werden.
Use HTTP URIs so that people can look up those names.
Das Hypertext Transfer Protocol (HTTP) soll verwendet werden, um URIs aufzulösen,
da sich dieses Protokoll im Web als universeller Mechanismus für den Zugriff auf
Ressourcen etabliert hat [HB11].
When someone looks up a URI, provide useful information, using the stan-
dards (RDF, SPARQL).
Alle Ressourcen sollen, statt wie im herkömmlichen Web durch Hypertext Markup
Language (HTML), im semantischen Web mittels RDF beschrieben werden. Mittels
SPARQL Protocol And RDF Query Language (SPARQL) kann entsprechend inner-
halb dieser Daten gesucht werden. SPARQL ist eine graphbasierte Abfragesprache
für RDF [PS+08], welche ebenfalls vom W3C spezifiziert wurde.
Include links to other URIs, so that they can discover more things.
Frei interpretiert bedeutet dies, dass Ontologien intelligent verknüpft werden sollen,
statt für jeden Anwendungsfall eine neue zu spezifizieren.
1http://www.geonames.org/
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Um die Anforderungen der wissensbasierten Systeme im Ambient Assisted Living (AAL)
zu lösen, muss zunächst eine geeignete Datenstruktur bzw. Wissensbasis geschaffen werden.
Diese wird unter den Gesichtspunkten aller Prozesse von Internalization, Externalization,
Collaboration und Combination betrachtet (vgl. Abschnitt 2.1).
AAL Systeme unterstützen eine Vielzahl unterschiedlicher Daten- und Informationstypen.
Diese sind häufig an den aktuellen Anwendungsfall angepasst und können über diesen hin-
aus nicht nahtlos erweitert werden [RM13]. Sie betrachten demnach entweder fokussiert nur
die Aktivitäten, nur die Sensoren oder nur die Routinen, also entweder Sensorinformationen,
Aktivitätsstrukturen oder Nutzerprofile und -präferenzen.
3.1 Modelle im AAL
Bei der Betrachtung aktueller Modelle im AAL gibt es zwei verschiedene Hauptrichtungen.
Zum einen modellfreie Ansätze im Rahmen von maschinellem Lernen, bei welchem zur
Laufzeit neues Wissen durch die Nutzer angelernt wird. Und zum anderen modellbasierte
Systeme, wo durch vorherige statische Modellierung zur Designzeit das System von Exper-
ten vorbereitet wird und auf dessen letztendlich - meist statische - Regeln angewandt wer-
den.
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3.1.1 Modellfreie Ansätze
In den exemplarisch vorgestellten Arbeiten von Yin et al. [YB12] und Chernbumroong
et al. [CCA+13] werden Aktivitätsklassifikatoren im Bereich des Elderly Care vorge-
stellt. Diese Algorithmen werden in Kapitel 5 vertiefend betrachtet. An dieser Stelle
werden nur die Modelle, bzw. Training Sets, betrachtet, welche im Hintergrund liegen.
Allen System aus dem maschinellen Lernverfahren gemein ist, dass Sensorwerte zu Ak-
tivitäten entweder beobachtet (supervised) oder unbeobachtet (unsupervised) klassifi-
ziert werden. So arbeiten die Systeme von Chernbumroong auf Basis von Support Vec-
tor Machines [HDO+98] und die Arbeit von Yin auf Basis von Hidden Markov Model-
len [EAM94].
Der Vorteil an diesem Vorgehen ist, dass keine Regeln oder starre Modelle die Klassifikation
beeinflussen. Es ist somit möglich bei geeignet großer Trainingsmenge ständig zur Laufzeit
neue Features (Sensoren) und Labels (Aktivitäten) hinzuzufügen Dieser Vorteil ist aber
auch gleichzeitig der Nachteil. Durch die komplett modellfreie Abbildung können keine Zu-
sammenhänge zwischen Aktivitäten oder Sensoren und Aktivitäten dargestellt werden. Dies
schlägt sich vor allem in dem Fakt nieder, dass nach Anwendung der Klassifikationsalgorith-
men die Verbindung zwischen Sensorwerten, Aktivitäten und gespeicherten Routinen kom-
plett verloren geht. Dies widerspricht den Anforderungen, des gewünschten wissensbasierten
Systems (vgl. Abschnitt 1.2), welche diese Verbindung vorsieht, um im Nachgang eine Ursa-
chenerkennung durchzuführen. Darüber hinaus können mit diesen Verfahren nur nutzerzen-
trierte Training Sets geschaffen werden, welche eine Wissensteilung (Collaboration) unmög-
lich machen.
3.1.2 Modellbasierte Ansätze
In der Klasse der Verfahren mit ontologiebasierten Modellen sind insbesondere die Arbeiten
von [CNW12] und [MM13] zu nennen.
So wird eine Sensorbeschreibung in der Arbeit von Chen et al. [CNW12] vorgestellt, welche
einen kontinuierlichen sensor data stream in einem Smart Home betrachtet. Dazu wurde für
Kontext, Sensoren und Aktivitäten eine einheitliche (bzw. verbundene) Ontologie geschaffen.
In diese Ontologie werden Regeln durch Experten eingebracht um auf Aktivitäten zu schlie-
ßen, wenn das System in bestimmte Zustände gerät.
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Die Sensorontologie, siehe Abbildung 3.1, beschreibt die Eigenschaften der Sensoren, und
die Aktivitätsontologie umfasst hierarchisch angeordnete Aktivitäten und (Sub-)Routinen.
Die Eigenschaft hasType verweist dabei aber nicht auf eine Einheit von einem Sensor, son-
dern beschreibt den binären Zustand der Objektinteraktion. Selbiges gilt für die Eigenschaft
hasSensorValue.
Abbildung 3.1: Sensorkonzept, aus [CNW12]
Die Aktivitätsontologie besteht nur als Konzept und soll nach Fertigstellung alle Eigenschaf-
ten besitzen, welche in Abbildung 3.2 dargestellt sind. Dennoch dient sie als eine Grundlage
für die eigene Aktivitätsontologie. Die Verknüpfung zu den binären Sensorwerten wird dabei
über require und hasEntities erreicht.
Abbildung 3.2: Aktivitätskonzept, aus [CNW12]
Aus der direkten Betrachtung der Object Interaction wird auf die Aktivität regelbasiert
geschlossen. Beispielsweise kann so bei Benutzung der Zahnbürste die Aktivität Zähneput-
zen abgeleitet werden. Die Schwierigkeit ist dabei, dass jedes Objekt über einen Sensor
als Schnittstelle abstrahiert im System eingebunden werden muss. Dies widerspricht einer
Realwelttauglichkeit, da das System unnötig kompliziert und nicht mobil ist. Ein weiteres
Problem ist, das nur binäre Sensoren zum Einsatz kommen können, um Regeln abzuleiten.
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Darüber hinaus erbt das System die Abgeschlossenheit aller regelbasierten Systeme. Die
Umgebung wird auf Sensoren und Aktivitäten fixiert und kann somit nicht zur Laufzeit
erweitert werden, da dies die Regeln invalidieren würde. Es ist zwar eine Collaborati-
on möglich, da das Wissen zwischen mehreren Nutzern getauscht wird, aber durch die
fehlende Interaktion mit dem mit dem System fehlt die Möglichkeit das System über
die Zeit zu verbessern (Internalization/Externalization) Des Weiteren ist in dem Modell
von Chen et al. nicht vorgesehen Tagesroutinen über einen längeren Zeitraum zu erfas-
sen.
In der Arbeit von Michael et al. [MM13] wird ein Modell vorgestellt, welches von der Activi-
tiy Theory (AT) [Eng+99] abgeleitet ist. Dieses Modell umfasst die drei Ebenen von Human
Activities. Die erste Ebene umfasst das activity level, welches in verschiedene subtasks aus
dem action level aufgeteilt ist. Somit können Routinen abgebildet werden, da sich eine Routi-
ne aus mehreren Subtasks zusammensetzt.
Abbildung 3.3: Routinenmodell, aus [MM13]
Ebenso aus der AT abgeleitet ist, das - wie schon im Ansatz von Chen et al. - durch
Objektinteraktion auf Aktivitäten und Routinen geschlossen wird. So können sehr fein-
granulare Aktivitäten unterschieden werden, wie z.B. Watch TV und Watch a DVD un-
ter Verwendung von geteiltem und abweichendem Kontext, siehe Abbildung 3.3. Dies
ist in diesem System nötig, da innerhalb der eigenen vier Wände Routinen angelernt
werden sollen anhand der Nutzer unterstützt wird. Dazu kommt wieder ein regelbasier-
tes System zum Einsatz. Wie in der Arbeit von Chen et al. [CNW12] handelt es sich
um einen in sich geschlossenen Ansatz, welcher eine Erweiterung mit externer Sensorik
(zur Laufzeit) nicht vorsieht und unterstützt, womit der Nutzer in diesem System auf die
eigene Wohnung beschränkt ist. Damit wird wieder nur der Punkt der Collaboration er-
füllt.
28
3.2 Gesamtüberblick MDRO
Der Vollständigkeit halber sind ebenfalls nicht anwendungsfallbezogene Modelle zur
allgemeinen Modellierung von Kontexten, wie z.B. SOUPA, SOPRANO oder Seman-
tic Smart Homes, untersucht wurden [RSK+06; CFJ05; CNM+09]. Diese Ontologien
können jedoch nur den aktuellen Kontext beschreiben, in welchem sich der Benutzer
befindet. Es existiert keine Verbindung zu Human Activity Recognizer Algorithms (HA-
RA). Diese Erweiterung ist theoretisch möglich, jedoch entspräche sie dann den Sys-
temen von [CNW12; MM13], welche schon deutlich spezialisiertere Modelle aufwie-
sen.
3.1.3 Bewertung der Ansätze
In dem Gebiet der Aktivitätserkennung im AAL entsteht dabei eine Lücke zwischen dem dy-
namischen, maschinellen Lernen von neuen Aktivitäten mit variablen und erweiterbaren Sen-
soren und dem statischen Modellieren von Aktivitäten zur Designzeit.
Um diese Lücke zu schließen, wurde in dieser Arbeit die Modular Daily Routine On-
tology (MDRO) entwickelt, welche Sensordaten annotiert, das Wissen verlinkt forma-
lisiert und des Weiteren Routinen abbildet. Durch die semantische Struktur kann mit
diesem Modell in veränderlichen Umgebungen gearbeitet und neue Aktivitäten zur Lauf-
zeit erkannt werden, ohne vorher Regeln zwischen Sensoren und Aktivitäten festzule-
gen.
3.2 Gesamtüberblick MDRO
Die MDRO beinhaltet, gemäß der Anforderungen die vier Module: Sensoren, Aktivitäten,
Routinen und Nutzer (Abbildung 3.4). Dies entspricht den vier Facetten für die Aktivitäts-
und Tagesrhythmenerkennung. Die Bestandteile sind dabei alle untereinander verbunden, so
dass das gleiche Vokabular für alle Bestandteile gilt. Darüber hinaus wurden, wie bei Onto-
logien und wissensbasierten Systemen üblich, externe Quellen für eine einheitliche Beschrei-
bung eingebunden (Combination).
Die Speicherung der semantischen Informationen erfolgt entsprechend dem Terminological
Box (TBox) und Assertion Box (ABox) Prinzip. In [DFH11] wird dieses als ein Vorgehen zur
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User Ontology
Sensor Ontology Activity Ontology Routine Ontology
Abbildung 3.4: Modular Daily Routine Ontology
Trennung von Konzept- und Instanz-Level beschrieben. Innerhalb der TBox werden Klas-
sen, Eigenschaften und deren Beziehungen definiert. Die ABox dient der Speicherung von
Instanzdaten, also konkreten Objekten und Informationen. Diese Aufteilung wird anhand der
einzelnen Module in den nächsten Abschnitten erklärt.
3.3 Sensorontologie
Der Sensorik kommt in der vorgestellten Arbeit ein viel größerer Fokus zu, insbesondere
der Beschreibung gemessener Werte und Lokalisationen. Damit ist es möglich Sensoren
in verschiedenen Kontexten unterschiedlich zu behandeln und dynamische Umgebungen
abzubilden. Darüber hinaus ist es wichtig in Umgebungen mit mehreren Personen, Sen-
soren einer oder mehreren Personen zuzuordnen. So gibt es Umgebungssensorik, welche
für mehrere Nutzer valide ist, z.B. klimatische Werte in einem gemeinsamen Haushalt,
und personalisierte Sensorik, wie z.B. Bewegungsmuster, welche nur für eine Person
gilt.
Die TBox ist eine abgeleitete bzw. erweiterte Upper Ontology aus den Konzepten von Star-
FL [MST+11], welche an geeigneter Stelle mit weiteren Ontologien erweitert wurde. Diese
Modellierung wird genutzt, um eine Transparenz zwischen unterschiedlichen, heterogenen
Sensortypen zu erzielen.
Metadata Language for Sensor Descriptions (StarFL) [MST+11] ist eine leichtgewichti-
ge Metabeschreibung, bestehend aus den Kernkonzepten von Sensor Markup Langua-
ge (SensorML) [BR07] und Semantic Sensor Network Ontology (SSNO) [CBB+12]
(vgl. Unterabschnitt 2.3.2). Die MDRO Sensorontologie nutzt dabei das Konzept von
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StarFL, welches die Beschreibung in ein DynamicModule und StaticModule aufteilt. In-
stanzen und Konzepte des statischen Moduls beinhalten deklarative, nicht veränderliche
Werte eines Sensors, wie Hersteller, physische Parameter, Modelltyp oder das gemes-
sene Phänomen. In den dynamischen Modulen werden die Informationen zur Laufzeit
bestimmt oder verändert, wie Einheit oder Lokalisation. Damit ist es möglich den glei-
chen Typ von Sensoren im System unter verschiedenen Konfigurationen zu halten. Eben-
so wie im StarFL Konzept gibt es für das dynamische Modul eine Standardbelegung,
bzw. Schablone, welche zur Laufzeit für jede Instanz kopiert und dynamisch konfigu-
riert werden kann. Da dieses Konzept noch nicht als vorbereitete Ontologie existierte,
wurde diese Ontologie angelegt und als eigene Arbeit entsprechend erweitert (vgl. Abbil-
dung 3.5).
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Abbildung 3.5: Sensor Konzept
Der Namespace orientiert sich dabei an der SeMiWa, der semantischen Middleware, welche
in Kapitel 4 vorgestellt wird. Diese Middleware wird die Sensorik auf Basis des vorgestellten
Modells integrieren.
Jede Instanz eines Sensors bekommt eine eindeutige ID (uID) zugewiesen, über welche der
Sensor im System identifiziert und registriert wird. Innerhalb des Merkmals platform können
andere Sensoren verlinkt werden, welche zusammen eine gemeinsame Sensorplattform bil-
den. Die Charactertistic beschreibt die (fragmentierten) statischen Modelleigenschaften ei-
nes Sensors mit gemessenem Phänomen (ObservedProperty) und angebotenen Services (Tas-
kingservice). Das SensorDeployment umfasst die Sensorposition und der Sensing Block die
aktuellen, dynamischen Laufzeitinformation.
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3.3.1 Statisches Modul
Zunächst werden die vorgestellten Bestandteile des statischen Moduls im Detail beschrieben.
Die Ontologiestruktur zeigt dabei jeweils die Klassen als Ovale, die Literale als Rechteck
und ein instanziiertes Beispiel als graue Hervorhebung.
3.3.1.1 SensorCharacteristic
Die Eigenschaften semiwa-sensor:model und semiwa-sensor:manufacturer dienen dem Sys-
tem die richtige Zuordnung eines angeschlossenen Sensors zur Modellbeschreibung zu fin-
den, siehe Abbildung 3.6.
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xsd:string
semiwa-sensor:
model
xsd:string
xsd:string
xsd:string
semiwa-sensor:
manufacturer
semiwa-sensor:
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 NetAtmo 
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 1m:7d,30m:30d 
 AVG 
 Characteristic_
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Abbildung 3.6: SensorCharacteristic Konzept
Bei Anschluss eines bereits beschriebenen Sensors kann somit eine Zuordnung zur semiwa-
sensor:SensorCharacteristic gefunden. Alle Sensoren eines Modelltyps weisen hierbei die
gleiche Characteristic auf, z.B. semiwa-sensor:Netatmo_Temperature, semiwa-sensor:-
Withings_Sleep_Deep oder semiwa-sensor:Wunderground_Temperature. Es ist somit eine
entscheidende Eigenschaft für die nahtlose Integration von Sensoren zur Laufzeit (vgl. Unter-
abschnitt 4.3.3).
Eine entscheidende Erweiterung von MDRO, welche in keinem aktuellen System beschrie-
ben wird, sind die Eigenschaften semiwa-sensor:aggregateType und semiwa-sensor:retention-
Query. Diese beschreiben in welcher Weise Sensorklassen aggregiert werden und wieviele
Daten als nützlich aufgehoben werden. So ist die Standardfunktion die einfache Mittelwert-
funktion, wie sie in den meisten verwandten Arbeiten zur Aktivitätsklassifikation genutzt
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wird (vgl. Kapitel 5). Diese Funktion wird für die klimatischen Sensoren wiederverwendet
(z.B. Temperaturdaten der letzten Stunde.), aber für die verschiedenen Arten von integrierten
externen Services ist diese Aggregatsfunktion hingegen ungeeignet. Für die Anzahl von
Schritten ist z.B. das Maximum und nicht der Durchschnitt entscheidend. Ein Sensor welcher
die Dauer von Sportaktivitäten misst, muss mittels Summenfunktion aggregieren. Die Tabel-
le 3.1 beschreibt exemplarisch ausgewählte Sensorklassen mit zugehöriger Aggregatsfunkti-
on.
Sensortyp Funktion
Temperatur AVG
Luftfeuchtigkeit AVG
Lichtmenge AVG
Schritte MAX
Schlafdauer SUM
Sportdauer SUM
Verbr. Kalorien SUM
Lokalisation LAST
Herzrate LAST
Gewicht LAST
... ...
Tabelle 3.1: Aggregatsfunktionen für verschiedene Sensortypen
Diese Aggregatsfunktion wird zum einen für den späteren Klassifikator, als auch für die re-
tentionQuery genutzt. Diese gibt an, in welchem Intervall, wie viele Sensorwerte beibehalten
werden und wann diese zusammengefasst werden dürfen. Da in der Umgebung pro Benutzer
und Tag bis zu 12 MB an Sensordaten anfallen (siehe Gleichung 3.1), muss diesem Problem
entgegengewirkt werden.
Original : (50 Sensoren ⇤ 1250 Werte ⇤ 192Bytes) / Tag = 11.44 MByte
Tag
Reduziert : (50 Sensoren ⇤ 12 Werte ⇤ 192 Bytes) / Tag = 0.10 MByte
Tag
(3.1)
Es wurde sich dabei an das Format von Graphite1, einem Logging Framework, angelehnt
(Listing 3.1).
1http://graphite.wikidot.com/
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# Temperatur, Luftfeuchtigkeit, Lichtmenge
*:1d,15m:7d,60m:30d
# Schlafdauer, Sportdauer
*
Listing 3.1: Beispiel für retentionQuery
So sind für die spätere Klassifikation später nur 15-minütige Intervalle von Bedeutung. Somit
müssen nicht alle Sensorwerte aufgehoben werden. Das Beispiel gibt an, dass für Tempera-
tursensoren für einen Tag alle Werte aufgehoben, sieben Tage lang nur die 15-minütlichen
Aggregation und ab dann, nur noch 60-minütige Aggregation aufgehoben werden. Für den
Sensor Sleep-Duration, z.B., werden alle Daten erhalten, damit der Nutzer stets auf diese zu-
rückgreifen kann.
3.3.1.2 ObservedProperty
Das ObservedProperty gibt das gemessene Phänomen an. Dafür wird die Quantities, Units,
Dimensions and Types (QUDT)Ontologie [HK11] genutzt. Mit Hilfe der QUDT ist es mög-
lich alle im System durchlaufenden Daten semantisch zu beschreiben. Somit ist zu jeder Zeit
gegeben, dass Werte nicht als Integer, Double oder String durch das System laufen, sondern
mit z.B. TemperatureData oder LocationData vereinheitlicht getypt sind. Die konkrete
Einheit hingegen befindet sich im dynamischen Modul. Damit kann ein breites Spektrum
von heterogenen Sensoren erfasst und das System zur Laufzeit mit diesen nahtlos erweitert
werden. Die QUDT beinhaltet dabei ein breites Spektrum aus dem International System
of Units (SI) [SI86] und dient als Quasi-Standard für Einheiten- und Phänomenbeschrei-
bung.
Die observedProperty wurde dazu von StarFL abgeleitet, aber im Unterschied zu dieser,
wird direkt auf ein quantityKind aus der QUDT verwiesen. Damit werden alle gemessenen
Elemente einem natürlichen Phänomen zugeordnet. Ein Auszug für Temperatur ist in Abbil-
dung 3.7 dargestellt. Neben einem einheitlichen Symbol (qudt:symbol) bietet die Ontologie
die Möglichkeit eine Kurzbeschreibung (qudt:description) zu dem gemessenen Phänomen zu
erhalten. Darüber hinaus wird als ausführliche Beschreibung des Phänomens ein Link zu DB-
Pedia [ABK+07] (skos:exactMatch) gegeben, um der Anwendung ein Maximum an Informa-
tionen bereitzustellen (siehe Unterabschnitt 7.1.4).
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semiwa-sensor:
observedProperty
xsd:string
qudt:
symbol
xsd:string
xsd:url
qudt:
description
skos:
exactMatch  ... 
 Θ 
<http://dbpedia.org/resource/Temperature>
 qudt-quantity:
Temperature 
Abbildung 3.7: ObservedProperty Konzept
3.3.1.3 TaskingService
Wie bereits in den Anforderung (Abschnitt 1.2) erläutert, ist es von Bedeutung Sensoren zur
Laufzeit zu (re)konfigurieren. Dies spielt vor allem eine Rolle bei abhängigen Sensoren (z.B.
Wettersensor zur aktuellen Lokalisation). Ebenso bei der Erweiterung des aktuellen Systems
mit weiteren Sensoren. Für die Beschreibung wurde das OWL-S [MBH+04] Format gewählt.
Es können damit in der Anwendung (teil-)automatisierte Aufrufe nach einheitlichem Stan-
dard realisiert werden.
owl-s:
parameterType
owl-s:
Profile
 semiwa-sensor:
Profile_SetFrequency 
semiwa-sensor:
TaskingService
 semiwa-sensor:
Service_Wunderground 
semiwa-sensor:
Tasking
 semiwa-sensor:
Task_Wunderground 
owl-s:
Profile
 semiwa-sensor:
Profile_SetLocation 
owl-s:Output
 semiwa-sensor:
Output_SetLocation 
...
xsd:string
 xsd:string 
owl-s:Input
 semiwa-sensor:
Input_SetLocation 
xsd:string
 wgs84 
owl-s:
parameterValue
xsd:string
 wgs84 
xsd:string
 xsd:string 
owl-s:
parameterValue
owl-s:
parameterType
semiwa-sensor:taskingService
owl-s:presentsowl-s:presents
...
owl-s:hasInput
owl-s:hasOutput
Abbildung 3.8: TaskingService Konzept
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Zunächst wird im statischen Modul die Klasse TaskingService, welche von der Klasse
Service:Service aus der Web Ontology Language for Web Services (OWL-S) Ontologie
erbt, angelegt. Dadurch werden die Konzepte beider Ontologien (Sensorontologie und
OWL-S) verbunden und Konfigurationsmethoden können als semantische Webservices
beschrieben werden. Dazu müssen die relevanten Instanzen des presents und hasInput,
hasOutput mit parameterType, parameterValue innerhalb der Sensorontologie model-
liert werden. Dies entspricht den erwarteten Parametern und dessen Datentypen (Abbil-
dung 3.8).
3.3.2 Dynamisches Modul
Im dynamischen Modul werden die aktuellen Sensorkonfigurationen im Detail beschrieben.
Die Ontologieabbildungen zeigen wieder jeweils die Klassen als Ovale, die Literale als
Rechtecke und ein instanziiertes Beispiel als graue Hervorhebung.
3.3.2.1 Sensing
semiwa-sensor:
Sensing
xsd:string
qudt:
symbol
xsd:string
xsd:url
qudt:
description
skos:
exactMatch
 ... 
 degC 
<http://dbpedia.org/resource/Celcius>
 qudt-quantity:
Sensing_abh 
xsd:int
 1 
qudt:
conversion-
Mutiplier
xsd:int
 273 
qudt:
conversion-
Offset
Abbildung 3.9: MeasurementCapability Konzept
Über die Eigenschaft unitOfMeasure wird neben dem gemessenen Phänomen auf die ak-
tuelle SI-Einheit des Sensors verwiesen. In der QUDT wird neben einem einheitlichen
Symbol (qudt:symbol) auch Vorschriften zur Umrechnung (zur Grundeinheit) bereitgestellt
(qudt:conversionMultiplier und qudt:conversionOffset). In Abbildung 3.9 z.B. von degC zu
Kelvin, da dies die Grundeinheit für Temperatur darstellt. Somit wird es für die Endanwen-
dung unerheblich in welcher Einheit der Sensor die Daten misst, da mittels des Modells auto-
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matisiert eine Umrechnung erfolgen kann. Die in Kapitel 4 vorgestellte Semantic Middlewa-
re (SeMiWa) kann somit alle Einheiten intern jeweils zu der Grundeinheit und für jede An-
wendung in die abgefragte Einheit auf Basis des QuantityTypes, z.B. ThermodynamicTempe-
rature, konvertieren.
Für generische Sensoren bietet QUDT die Möglichkeit qudt:Unitless als Einheit anzu-
geben, was in dieser Arbeit um die Möglichkeit erweitert wurde, dann eine XML Sche-
ma Definition (XSD) Beschreibung, wie xs:string oder xs:integer als Fallback anzuge-
ben.
3.3.2.2 Deployment
xsd:boolean
semiwa-sensor:
indoorLocation
semiwa-sensor:
isMobile
false
semiwa-sensor:
locatedIn
semiwa-sensor:
Deployment
 semiwa-sensor:Depl_abc 
xsd:string
 Bath 
gn:Feature
 gn:Feature_abc xsd:string
 13.23... 
xsd:string
 52.23... 
wgs:lat
wgs:lon
Abbildung 3.10: Deployment Konzept
Das Deployment eines Sensors beschreibt sowohl seine Außen-, als auch seine Innenlokali-
sierung. Die Außenlokalisierung wird dazu im WGS-84 Format [Dec86] abgelegt, welches
seine Nord- und Ostkoordinate (Latidude, Longitude) einheitlich und standardisiert darstellt
(locatedIn). Diese Darstellung kann zwischen den einzelnen Diensten und Sensoren den Ort
eindeutig austauschen.
Die Innenlokalisierung, wie z.B. Living Room oder Kitchen wird für die spätere Ursachener-
kennung (vgl. Abschnitt 6.4) und der Präsentation an den Nutzer genutzt. Die Eigenschaft
isMobile gibt an, ob sich ein Sensor in einer festen Umgebung befindet oder seinen Standort -
sowohl innen als auch außen - wechseln kann.
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3.3.3 Optionale Attribute
Wie bereits beschrieben, ist die Sensorontologie aus der StarFL abgeleitet. Damit beinhaltet
sie neben den vorgestellten Attributen viele weitere optionale Informationen. Diese umfassen
zum Großteil physische Eigenschaften des Sensors, wie Ausdehnung, Gewicht oder Eigen-
schaften wie Genauigkeit in Abhängigkeit zum aktuellen Messintervall. Eine komplette Auf-
listung kann in Abschnitt A.2 nachgelesen werden.
3.4 Aktivitätsontologie
Im allgemeinen Tagesverlauf lassen sich grundlegende Aktivitäten identifizieren, die jeder
Mensch in verschiedenen Ausprägungen durchläuft. Diese Activities of daily living (ADL)
sind in ihrer Granularität nicht genau definiert und werden bei jedem System in Abhängigkeit
vom Erkennungsverfahren in individuelle Abstufungen unterteilt. Allerdings gibt es eine gro-
be Taxonomie, welche als Auswahlkriterium dienen kann.
Dazu werden die Aktivitäten in die Kategorien basic ADL (bADL), instrumental ADL
(iADL) und enhanced ADL (eADLs) [CCA+13; RM13] eingeteilt. Die bADLs stammen
aus der Pflegebeschreibung und beschreiben somit Aktivitäten, welche die Selbstständigkeit
eines Nutzers beschreiben. Dies entspricht u.a. Essen, Zähne putzen, Anziehen, Treppen stei-
gen oder Schlafen/Hinlegen. Bei den iADLs ist es ähnlich, jedoch wird hier eine Objektkom-
ponente hinzugefügt, wie z.B. Abwasch machen, Bügeln oder TV schauen. Die EADLs be-
zeichnen Aktivitäten, welche das soziale Umfeld einbeziehen wie z.B. Nachgehen von Hob-
bies.
Darüber hinaus existiert eine Einteilung aus der Studie der Zeitbudgeterfassung aus dem
Jahre 2001 [Ehl01], welche folgende Aktivitäten - manuell - erfasst hat: Hauswirtschaftliche
Tätigkeiten; Handwerkliche Tätigkeiten; Erwerbstätigkeit/Arbeitssuche; Ehrenamt/Soziale
Dienste; Qualifikation/Bildung; Physiologische Regeneration; Geselligkeit/Kontakte; Medi-
ennutzung/Freizeitaktivitäten; Kinderbetreuung und Pflege.
Die wenigen existierenden groben Unterteilungen von grundlegenden Aktivitäten verdeut-
licht, dass es keine festgelegte Basis gibt, an der man sich orientieren kann oder muss.
Verschiedene Systeme benötigen eine unterschiedliche Auswahl der Aktivitäten, die je nach
Zielfunktion des Systems in verschiedenen Abstufungen gewählt werden müssen (vgl. Ka-
38
3.4 Aktivitätsontologie
pitel 7). Beispielsweise um kritische Situationen oder ungewöhnliches Verhalten des Nutzers
besser zu erkennen.
Die Herausforderung ist damit bei der Erstellung von Modellen für Aktivitäten zum einen,
dass die spezifischen Aktivitäten sehr komplex werden können und zum anderen die Viel-
fältigkeit im großen Bereich AAL. Bei der Betrachtung spezieller Altersgruppen ist zwar
die Variabilität der Aktivitäten geringer, wie z.B. im Elderly Care [Geo08]. Die allgemeine
Definition für AAL umfasst jedoch alle Altersgruppen, womit die Variabilität wiederum
höher sein muss. Deshalb wurde in dieser Arbeit ein hierarchisches Modell verwendet,
um diese Variabilität abzubilden und wenn nötig nahtlos zu erweitern, siehe Unterab-
schnitt 3.4.2. Zunächst sollen jedoch erst einmal die grundlegenden Aktivitäten festgelegt
werden.
Da diese Arbeit den Fokus auf Rhythmen im Rahmen chronobiologischer Empfehlungen
legt, beschränkt sich die Auswahl auf die folgenden Kategorien von Aktivitäten, welche sich
sowohl an AAL, als auch an den Erhebungen von [Ehl01] orientiert:
· Schlafen
· Sport
· BildungUndArbeit
· EssenUndTrinken
· Körperpflege
· Hauswirtschaft
· Betreuung
· Ehrenamt
· Freizeit+
· Freizeit-
In die Kategorie Bildung und Arbeit fallen alle Zeiten, welche für Erwerbstätigkeit, Schule
oder Studium aufgewendet werden müssen, sowohl in der Einrichtung, als auch zu Hau-
se.
In die Kategorie Hauswirtschaft fallen alle Aktivitäten der Haushaltsführung, wie Ein-
käufe, Pflanzen- und Tierpflege, Hausputz und Reparaturen [Ehl01]. Wobei der eigene
Ansatz Kochen unter Essen und Trinken und nicht unter Hauswirtschaft kategorisiert, da
dies zum einen besser klassifiziert werden kann und die bewusste Zubereitung ebenfalls
zum Akt des Essens gehört. Auch die Kategorie Einkaufen muss differenziert betrach-
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tet werden, da Shopping ebenfalls von Nutzern als bewusste Freizeit+ gesehen werden
kann.
In die Kategorie Betreuung fallen alle Aufwendungen für die Betreuung oder Wahrnehmung
Termine Angehöriger, wie z.B. für Kinder [Ehl01].
In die Kategorie Ehrenamt fallen alle Aktivitäten für ehrenamtliche Tätigkeiten, welche
durch aktives soziales Engagement gezeigt werden [Ehl01].
Freizeit+ kategorisiert alle bewussten, nicht näher definierten Freizeitaktivitäten wie Lesen,
Fernsehen oder Spielen. [Ehl01] fasst diese zusammen als:
· Medien, Spiel und Sport, Musik und Kultur (der Bereich Sport wurde im eigenen
Ansatz herausgezogen)
· Direkte Gespräche und Kontakte, Telefonate, Besuche machen und empfangen, Fest-
lichkeiten, Ausflüge
· Ausruhen und Nichtstun
· Essen im Restaurant, öffentl. Gastgewerbe (diese Kategorie wurde im eigenen Ansatz
nicht verwendet, da Essen im Restaurant nur dann nach eigener Definition in den
Bereich Freizeit+ fällt, wenn nicht das Essen im Vordergrund steht, sondern der
Entspannungscharakter)
· Qualifikation (also Weiterbildung) aus persönlichen Gründen, wie z.B. Sprachkurse
In die Kategorie Freizeit- fallen alle sonstigen Aktivitäten, welche unbewusst durchlaufen
werden müssen, wie Zeit die mit Transport im Auto oder Zug verbracht werden, Arztbesuche,
Behördenbesuche, oder auch Schlafwandeln, wie im weiteren Verlauf in den Testdaten ge-
zeigt.
Sicherlich lässt sich diese grobe Auswahl an Aktivitäten noch verfeinern, aber sie deckt
für den Aufbau von Tagesabläufen ausreichend die alltäglichen Vorgänge ab, um auf
diesen eine Auswertung durchzuführen. Eine zu detaillierte Einteilung wäre eher un-
geeignet, da dadurch abhängig vom Erfassungsansatz ein erheblich größerer Aufwand
zur Klassifikation entstehen kann. Zudem bedeutet eine größere Auswahl lediglich, dass
die allgemeinen Aktivitäten aufgesplittet werden in kleinere, spezialisierte Aktionen. Da-
zu bedarf es unter Umständen erweiterter Klassifikatoren, was wiederum neue Senso-
ren zur Verfügung stellen muss. Diese Reduzierung auf wesentliche Abläufe ist somit
durchaus angebracht. Dem Ziel entsprechend ist nicht jeder Einzelschritt des Nutzers
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von Bedeutung, sondern es soll ein Überblick über den individuellen Tagesablauf möglich
sein.
3.4.1 Chronobiologische Metriken
Aus den klassifizierbaren Aktivitäten können chronobiologische Metriken abgeleitet werden.
Diese bedürfen einer weiteren Auswertung, wobei alle erfassten Aktivitäten zusätzlich
als Summe oder Verhältnisse angezeigt werden können, wie z.B. Summe der Essenszei-
ten [Küh06], der Hauswirtschaft oder „Verlorene Zeit“ (Freizeit-).
Schlaf-Wach-Rhythmus Für den Schlaf-Wach-Rhythmus [Spo11] werden alle Aktivi-
täten betrachtet, welche der Gruppe Schlafen angehören und diese in das Verhältnis
zu allen anderen Aktivitäten prozentual gesetzt.
Work-Life-Balance Für die Work-Life-Balance werden alle Aktivitäten betrachtet, wel-
che als Kategorie Arbeiten beinhalten und diese in das Verhältnis zu bewussten
Freizeitaktivitäten (Quality Time [Hoc97], wie Sport und Freizeit+) prozentual ge-
setzt.
Regeneration Für die Regeneration werden alle Aktivitäten der als Kategorien Schlafen,
Körperpflege, EssenUndTrinken und Freizeit+ (ohne Sport) summiert.
Aufmerksamskeitszeiten Für diese Metrik wird der Tag in 3h Intervalle aufgeteilt und
die Anzahl der Aktivität BildungUndArbeit in diese Intervalle eingeordnet [HML13].
Damit ergibt sich, wann zu Zeiten der größten Aufmerksamkeit oder niedrigsten
Aufmerksamkeit gearbeitet wird.
Trainingszeiten Für diese Metrik wird der Tag ebenfalls in 3h Intervalle aufgeteilt und die
Anzahl der Sportaktivitäten in diese Intervalle eingeordnet. Damit ergibt sich, welche
Sportaktivität zu Zeiten des größten Trainingserfolgs durchgeführt werden [HML13].
Diese Auswertungen können auf Basis der hierarchischen Struktur direkt durch das Modell-
wissen erfolgen, wie beispielhaft durch Abfragen in Abschnitt A.1 gezeigt.
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3.4.2 Aktivitätshierarchie
Das entwickelte Modell ist, ähnlich zu den vorgestellten semantischen Modellen [CNW12;
MM13] hierarchisch angelegt, wodurch sich die Eigenschaften einer höheren Ebene auf eine
untere Ebene vererben können, siehe Abbildung 3.11.
semiwa-activity:
Sleep
semiwa-activity:
Sports
semiwa-activity:
Education-
AndWork
semiwa-activity:
EatAndDrink
semiwa-activity:
Hygiene
semiwa-activity:
Chores
semiwa-activity:
Quality_Time
semiwa-activity:
Quantity_Time
semiwa-activity:
Wake
semiwa-activity:
Livexsd:boolean
rdfs:subClass
rdfs:subClass
rdfs:subClass rdfs:subClass rdfs:subClass
rdfs:subClass
rdfs:subClassrdfs:subClass
rdfs:subClass
semiwa-activity:
canBeClassified xsd:string
semiwa-activity:
hasLabel
semiwa-activity:
Support
rdfs:subClass
semiwa-activity:
Honorary
rdfs:subClass
Abbildung 3.11: Aktivitätshierarchie Konzept
Die Verbindungen des Modells werden dafür genutzt um die Verbindungen zwischen den
einzelnen Aktivitäten darzustellen. So ist z.B. Sports ebenso vom Typ Quantity_Time, Wake
und Live, aber nicht vom Typ Sleep. Dies wird für die zuvor genannten chronobiologischen
Rhythmen genutzt und macht deren Auswertung erst dadurch möglich.
Außerdem gibt es dadurch die Möglichkeit die Aktivitäten in einer Erweiterung für den
Nutzer feingranularer zu beschreiben, als der Aktivitätserkenner im Hintergrund später
erkennen muss. So kann Sport in Hiking und Archery gesplittet werden, was dann aber, falls
gewünscht, manuell von Benutzer korrigiert werden muss. Mit diesem Vorgehen können Da-
tensätze aus anderen AAL Umgebungen importiert werden, was für die Evaluation (vgl. Ka-
pitel 7) wichtig wird. Innerhalb der Ontologie gibt es dafür die Eigenschaft canBeClassified,
welche nur die Aktivitäten kennzeichnet, welche vom Klassifizierungsverfahren erkannt
werden. In der Graphik durch die graue Markierung dargestellt. Die Eigenschaft hasLabel
wird genutzt, um die Aktivitäten in verschiedenen Sprachen oder Formulierungen anzuge-
ben.
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3.4.3 Semantisches Trainingsset
Das sogenannte semantische Trainingsset, siehe Abbildung 3.12, stellt die entscheidende Er-
weiterung zu bestehenden Arbeiten dar, da mit diesem dem Problem zwischen dynamischen
Lernen und statischer Modellierung begegnet wird. Jede klassifizierte Aktivität (classifie-
dActivity) wird mit einem oder mehreren Sensoren hasFeature aus dem Sensormodell - mit
dem jeweiligen Wert hasValue - verlinkt. Dies ist essentiell für die spätere Ursachenerken-
nung und um den Nutzer Rückmeldungen über das System (und dessen Vorhersagen) zu ge-
ben.
semiwa-activity:
Trainings_set
 semiwa-activity:T_S_1 
semiwa-activity:
Sleep
 semiwa-activity:Sleep_1 
semiwa-activity:
classifiedActivity
semiwa-activity:
Training_Feature
 semiwa-activity:TF1 
semiwa-activity:
hasFeature
semiwa-activity:
Training_Feature
 semiwa-activity:TF2 
semiwa-activity:
hasSensor
semiwa-activity:
hasSensor
semiwa-activity:
hasFeature
semiwa-activity:
hasValue
semiwa-activity:
hasValue
semiwa-sensor:
Sensor
 semiwa-sensor:epa 
semiwa-sensor:
Sensor
 semiwa-sensor:mf 
xsd:double
27.00
xsd:double
30.00
Abbildung 3.12: Training Set Konzept
Mit diesem Verfahren ist es möglich zum einen die Anzahl der Sensoren innerhalb des Trai-
ning Sets zu verändern, siehe Abschnitt 5.2, und trotzdem die klassischen Klassifizierungs-
verfahren zu verwenden. Zum anderen kann mit diesem Ansatz sowohl die Verwendung des
semantischen Modells aufrecht erhalten werden bei gleichzeitiger Verwendung von dynami-
schen Lernen. Somit müssen keine expliziten Regeln in das System eingebracht werden und
trotzdem kann auf Modellwissen zurückgegriffen werden.
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3.5 Routineontologie
Bisher können nur einzelne Aktivitäten gespeichert werden, die aber noch keine Verbin-
dung zu einem Tagesablauf haben. Die Zeit wird dabei als grundlegender Aspekt für
den Verlauf genutzt, da alle Sensordaten an einen sensorseitigen Zeitstempel gekoppelt
sind. Im dritten Bestandteil der MDRO erfolgt daher die Speicherung der Aktivitäten
zu Tagesabläufen und -rhythmen. Zunächst werden dafür aus den erkannten Aktivitäten
Abläufe modelliert, die dann durch weitere Schritte (vgl. Kapitel 6) zu komplexeren Ta-
gesrhythmen abstrahiert werden. Als übergeordnetes Modell wurde das Kalenderevent aus
Personal Information Model Ontology (PIMO) Calender Ontology (NCAL) [SVED07]
verwendet, da mit diesem Standard Zeitereignisse semantisch beschrieben werden können.
Somit ist es theoretisch möglich interoperable Kalenderanwendungen auf die Routine-
ontologie zugreifen zu lassen und die Rhythmen in dieser sowohl anzuzeigen als auch
zu verändern. Der Inhalt des Eintrags umfasst dabei die Verknüpfung mit der klassi-
fizierten Aktivität (auf Basis einer Uniform Resource Identifier (URI) zur Aktivitäts-
ontologie), welche wiederum auf das semantische Trainingsset verweist, siehe Abbil-
dung 3.13.
semiwa-routine:
RoutineEvent
pimo:
hasLocation
ncal:
dtstart
pimo:attendee
 semiwa-routine:
Event_1 
semiwa-routine:
hasActivity
ncal:
Event
rdfs:
subClass
xsd:date
 01.03.1988 15:00 
xsd:date
 01.03.1988 15:15 
ncal:
dtend
 semiwa-activity:T_S_1 
semiwa-activity:
Training_Set
 semiwa-user:B1 
semiwa-user:
User
 semiwa-user:loc1 
pimo:
Location
Abbildung 3.13: Routine Event Konzept
Dies sorgt dafür, dass die gesamten Messwerte einer Reihenfolge zugeordnet werden können.
Dafür werden die klassifizierten Aktivitäten (semiwa-routine:hasActivity), mit dem Aspekt
Zeit (konkretes Datum) für Start (ncal:dtstart) und Ende (ncal:dtend) verknüpft. Darüber
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wird zu jedem Event der Routine auch ein Ort (pimo:hasLocation) und der aktuelle Nutzer
angegeben werden (pimo:attendee). Diese Werte werden für das vorliegende System direkt
über die Sensoren automatisiert erfasst.
Sleep
(0:00 – 7:00)
Hygiene
(7:00 – 7:30)
Quantity_Time
(7:30 – 8:00)
Work
(8:00 - ...)
Abbildung 3.14: Extrahierter Tagesablauf
Jede Verknüpfung von Aktivität und Zeit bildet dabei einen einzelnen Zustand, der in einen
weiteren Zustand übergeht, womit Tagesabläufe zusammengefasst werden können, was in
Abbildung 3.14 dargestellt ist. Die entstandene Kette von Zuständen und deren Verarbeitung
wird in Kapitel 6 detailliert betrachtet.
Das Ziel innerhalb dieses Moduls auch Wissen über generelle Abläufe aus statistischen Ana-
lysen oder der Chronobiologie zum Einsatz kommen zu lassen, wie zum Beispiel allgemein-
gültige Schlaf-Wach Zyklen, typische Ess- und Arbeitszeiten, konnte nicht erreicht werden.
Diese Daten stellten sich als zu stark personen-, wie auch kulturabhängig, heraus. Das Pro-
blem der Wiederverwendung von Routinenwissen wird daher auf andere Weise in der Aktivi-
tätserkennung gelöst (vgl. Kapitel 5) gelöst.
3.6 Nutzerontologie
Der Nutzerpart der Ontologie ist das Einstiegsmodul und bildet damit u.a. die Zugriffs-
kontrolle ab. Außerdem werden alle personenbezogenen Daten abgelegt. Dafür wurden
die externen Ontologie Friend-Of-A-Friend (FOAF) [BM12] und PIMO User [SVED07] ver-
linkt.
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Abbildung 3.15: User Konzept
Dabei werden sowohl allgemeine Informationen, wie Name und Alter, aber auch Daten, wie
Anmeldungscredentials vermerkt (siehe Abbildung 3.15). Die Informationen werden zudem
als Verknüpfungsmöglichkeit für die anderen Module verwendet, sodass beispielsweise die
installierten Sensoren, Aktivitäten und Routinen (als verknüpfte Repositories) einem Nutzer
zugewiesen werden können (pimo:owns). Weiterhin wird durch diesen Bereich eine Identifi-
kation mehrerer verschiedener Personen im HARA und das Teilen von Sensorwerten zwi-
schen Benutzern möglich.
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Die Möglichkeiten, die eigene Wohnung oder den eigenen Körper mit Sensorik aus-
zustatten sind mithilfe der drahtlosen Technologien in den letzten Jahren stark gestie-
gen [ICG07; GB12]. Jedoch existiert keine einheitliche Schnittstelle, bzw. ein einheit-
licher Zugriff, auf diese Daten oder Elemente. Wie in Abschnitt 2.3 erwähnt formt ein
solcher theoretischer Verbund aus diesen Geräten ein ubiquitäres System. Dieser kom-
plexe Verbund verbindet die reale Welt über Sensoren mit der digitalen Welt, welche
letztendlich eine Auswertung dieser Daten bereitstellt [Poo10]. Die besondere Heraus-
forderung liegt vor allem darin, externe Sensorquellen (vgl. Unterabschnitt 2.3.2), wel-
che z.B. nur über das Internet verfügbar sind, transparent in die Auswertung zu inte-
grieren. Dies führt nach Angaben von Bruckner et al. [BYF12] zur Notwendigkeit ei-
ner automatischen Sensortyp-Erkennung, oder Annotation, innerhalb eines solchen Sys-
tems.
Vor allem bei der Laufzeit-Integration solch mobiler, möglicherweise unbekannter Sensorik
stoßen manuelle Integrationsverfahren an ihre Grenzen. Spätestens bei der Erweiterung des
Smart Home Konzepts auf Ambient Assisted Living (AAL) [Ess00] wird deutlich, dass
ebenfalls eine hohe Anzahl verfügbarer Sensorik Berücksichtigung finden muss, welche in
den aktuellen Ansätzen (vgl. Abschnitt 2.2) nicht zur Verfügung steht. Alle diese Punkte
deuten darauf hin, dass eine automatisierte semantische Integration von Sensordaten eine
Bereicherung für semantische Sensor-Netzwerke in vielfältigen Ausprägungen darstellt.
Deshalb ist ein wesentlicher Beitrag der vorliegenden Arbeit, diesen Punkt zu untersu-
chen.
Die beiden Konzepte Open Geospatial Consortium (OGC) Sensor Web Enablement (SWE)
und Global Sensor Network (GSN) können nicht direkt angewandt werden (vgl. Unter-
abschnitt 2.3.2). Bei OGC existiert nur das Request-Reply Pattern auf Basis von HTML.
Dies kontrastiert maßgeblich die Charakteristiken einer AAL Umgebung, welche asyn-
chron und in nicht festgelegten Frequenzen ihre Sensordaten erhält. Darüber hinaus kann
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die Semantic Sensor Network Ontology (SSNO) nur schwierig mit anderen Ontologi-
en verknüpft werden, womit keine weiteren Domänen hinzugefügt werden können. Bei
GSN war ebenfalls eine Verknüpfung mit externen Ontologien nicht möglich, wodurch die
Modular Daily Routine Ontology (MDRO) in diesem System ebenfalls nicht anwendbar
ist.
Auf Basis der Anforderungen aus Abschnitt 1.2 werden im nächsten Abschnitt relevante Ar-
beiten untersucht und eine passende Architektur für dynamische Sensorvernetzung abgelei-
tet.
4.1 Architekturen für Sensorvernetzung
Als Startpunkt für die Entwicklung der semantischen Middleware wurde die Arbeit von Mu-
ro et al. [MAZ+12] genutzt, da diese sich direkt an den Anforderungen aus [JLS09] orientiert.
In dieser wird das Konzept der Networked Autonomic Machines (NAMs) vorgestellt. In die-
sem stellen einzelne Geräte autonome Knoten dar, welche ein P2P Netzwerk erzeugen. Jeder
Knoten ist durch ein Set von physischen Ressourcen (CPU, RAM, Netzwerkbandbreite, etc.)
und einem Set von bereitgestellten funktionalen Modulen beschrieben. Die funktionalen Mo-
dule wiederum, besitzen Beschreibungen für angebotene/gewünschte Services und darüber
hinaus für angebotene/gewünschte context events. Diese context events können dabei mit (ex-
ternen) Sensorwerten gleichgesetzt werden. Als Beschreibungssprache kommt dabei, wie be-
reits in der MDRO angedacht, Web Ontology Language for Web Services (OWL-S) zum Ein-
satz [MBH+04].
Das Konzept konnte jedoch nicht direkt übertragen werden, da der Tradeoff zwischen Kon-
trolle und Autonomie in diesem P2P Netzwerk zu weit im Bereich der Autonomie lag. In
dem benötigten System müssen die einzelnen Knoten nicht zwingend direkt miteinander ver-
netzt werden, sondern viel entscheidender ist, das ein zentraler Server alle Informationen zur
weiteren Verarbeitung empfangen kann.
Das PERSONA Projekt [FVFF+08] aus dem AAL Bereich stellt eine Middleware für kontext-
sensitive Anwendungen vor. Der Fokus dieses Konzepts liegt dabei auf einer Punkt-zu-Punkt
Kommunikation aller Geräte auf Basis von Service Discovery und Service Adaption. Die
einzelnen Komponenten registrieren sich dabei an einer zentralen Middleware, welche nach
der Registrierung direkte Kanäle zwischen den einzelnen Geräten bereitstellt. Dafür wurde
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eine Beschreibungssprache auf Basis einer Ontologie entwickelt, welche aber nur für den
Anwendungsfall des PERSONA Framework entwickelt wurde. Diese eignete sich ebenfalls
aufgrund fehlender Erweiterungsmöglichkeit nicht für den vorliegenden Anwendungsfall.
Das weitere Problem liegt darin, dass bei dem PERSONA Ansatz die Kanäle zwischen den
Geräten einmalig zur Registrierungszeit geöffnet werden und danach fixiert sind. Es kann
somit keine Sensorik zur Verarbeitung nachträglich, flexibel hinzugefügt werden. Dieser
Fall tritt z.B. auf, wenn zur Berechnung von Sensordaten Lokalisierung- oder Wetterda-
ten benötigt werden, welche erst zu einem späteren Zeitpunkt zur Verfügungen stehen.
Darüber existiert kein Mechanismus, welcher die Integration externer Sensorik ermög-
licht.
Die Arbeit von Seeger et al. [SBVL11] aus dem Health Care zielt insbesondere auf die Pro-
bleme fidelity, brief disconnects and unification of sensor data ab. In der vorgestellten Midd-
leware werden die Sensoren ebenfalls von der Anwendung entkoppelt und die Sensorwerte
an einen zentralen Event handler geschickt. Dieser Event handler dient als Routing-Einheit
im System und leitet alle Nachrichten zu abonnierenden (subscribed) Anwendungen weiter.
Eine wichtige Komponente ist neben dem Handler, der sogenannte Event Reasoner. Diese
wertet LowLevel Events regelbasiert zu HighLevel Events auf. Hauptproblem an diesem An-
satz ist, dass keine Sensorik zur Laufzeit hinzugefügt oder Daten flexibel ausgetauscht wer-
den können. Darüber hinaus ist durch das fehlende Modell keine echte Interoperabilität gege-
ben.
Mit diesen Arbeiten wurden aktuelle Ansätze aus den drei möglichen Bereichen P2P, hy-
brides P2P und zentraler Zugriff vorgestellt. Da sich kein Ansatz für die flexible Akquise
heterogener Sensorquellen in AAL eignet, muss eine eigene Architektur auf Basis der Anfor-
derungen und des bereits vorliegenden Modells abgeleitet werden. Diese semantische Midd-
leware akquiriert und verteilt die Daten heterogener Informationsquellen, und vereinheitlicht
diese für die anschließende Weiterverarbeitung. Die entwickelte verteilte Architektur be-
steht dabei aus mehreren unabhängigen Systemen, welche räumlich getrennt, miteinander
gekoppelt sind, um durch Integration und Kooperation neue Funktionalitäten zu ermögli-
chen.
49
4 Semantische Sensorvernetzung
PerceptionAnnotation ComponentMDRO
Abbildung 4.1: SeMiWa Komponenten - Gesamtübersicht
4.2 Gesamtarchitektur Semantische Middleware
Um ein möglichst breites Spektrum an Sensoren in der assistierten Umgebung zu erfassen,
wurde die Semantic Middleware (SeMiWa) entwickelt. Diese modell- und eventbasier-
te Middleware dient als intelligente Schnittstelle für Discovery und Routing Dienste von
Events, bzw. Sensordaten. Die Architektur teilt sich in den semantischen Datenspeicher, wel-
cher den Zugriff auf dieMDRO (vgl. Abschnitt 3.2) enthält, eine semantische Verarbeitungs-
einheit (Annotation Component) und die netzwerktransparente Schnittstelle zur Datenüber-
tragung (Perception), gezeigt in Abbildung 4.1.
Die Grundarchitektur orientiert sich dabei an den untersuchten Arbeiten und an denen
einer Event-driven architecture (EOA). Bei diesem Stil von Architekturen interagieren
verteilte Komponenten durch den Austausch von Ereignissen (Events) [BD10]. Die ein-
zelnen Komponenten dieser Architektur und die Anwendung in SeMiWa sind in Abbil-
dung 4.2 dargestellt. Ein Event wird dabei von einer Ereignisquelle (Producer) erzeugt.
Dabei handelt es sich um einen einzelnen Wert des Sensor Nodes, der entweder ein phy-
sikalisches Phänomen oder das Ergebnis einer Funktion enthält. Der Producer schickt
beim Auftreten eines Events eine Benachrichtigung (Notification) an die Middleware,
dem Event-Notification Service, welcher diese unterschiedlich aufbereiten kann, um z.B.
für ein Event mehrere Notifications aus verschiedenen Sichten zu generieren [MFP06].
Diese Notifications enthalten dabei die Ursprungsinformationen über das Event und wer-
den danach in einem annotierten/erweiterten Ereignisobjekt (Event Object) gekapselt wer-
den.
Der Event-Notification-Service agiert außerdem als Mediator zwischen dem Producer und
Consumer. Consumer können anhand einer Beschreibungssprache an der Middleware be-
stimmte Notifications abonnieren (subscribe), welche von Producers veröffentlicht werden
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Abbildung 4.2: SeMiWa als ereignisorientierte Architektur, frei nach [BD10]
(publish). Damit wird eine logische Entkopplung zwischen den Kommunikationspartnern
geschaffen [SS12] und das System bleibt flexibel hinsichtlich später registrierter Kom-
ponenten. Weiterhin verläuft die Kommunikation in einer EOAgrundsätzlich asynchron
und eine zeitliche Entkopplung wird erreicht, womit die Anforderung an die intelligente
Umgebung erfüllt werden. Das Gesamtsystem ist dabei non-blocking, da jeder Knoten
seine Arbeit unabhängig fortsetzen kann [BD10], wie es in AAL Umgebungen gefordert
ist.
Zusätzlich zum einfachen Benachrichtigen über den Event-Notification-Service existieren in
diesem Architekturstil Technologien zur Verarbeitung von Events. Man nennt diese entweder
Event Stream Processing (ESP) oder Complex Event Processing (CEP). Beim ESP werden
Ereignisströme nach bestimmten Mustern analysiert. Bei Complex Event Processing (CEP)
erfolgt eine komplexe Analyse von Ereignissen hinsichtlich kausaler, temporaler, räumlicher
und andere Beziehungen [Luc08]. Diese Mechanismen werden innerhalb von SeMiWa
dafür eingesetzt, um eine nahtlose Integration von Sensoren zu ermöglichen (vgl. Unterab-
schnitt 4.3.3).
Die Gesamtarchitektur gliedert sich somit in zwei Bestandteile. Die sogenannten Sensor
Nodes, welche alle Producer und Consumer zusammenfasst und die Verarbeitungseinhei-
ten gemäß ihrer Definition aus Abschnitt 2.3 beinhalten können und dem SeMiWa Kern
bestehend aus dem Event-Notification-Service und der Event Processing Einheit, bzw. An-
notation Component. Mit dieser Trennung ist es ebenfalls möglich Events auf mehreren
Knoten zu verarbeiten und dadurch sowohl einzelne, externe, als auch verbundene Sensoren
zu unterstützen, da sich eine logisch entkoppelte Netzwerktopologie bildet, siehe Abbil-
dung 4.3.
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Abbildung 4.3: SeMiWa Overlay Network
4.2.1 Übertragungsprotokoll
Für die asynchrone Übertragung von Nachrichten in EOA, und somit in ubiquitären Umge-
bungen, kommen die Nachrichtenformate UPnP/OSGi [FVFF+08; CSC+09; HHC+10],Extensible
Messaging and Presence Protocol (XMPP) [HBD09; HHC+10; SA11], oder Websockets
[FM11] in Frage.
Auf die Verwendung von UPnP konnte gleich zu Anfang verzichtet werden, da der Multicast
Ansatz in einem Verbund von vielen kleinen Sensor Nodes nicht praktikabel ist. Im schlimms-
ten Fall kann so ein Denial of Service (DoS) auf den Sensorknoten ausgelöst, wenn diese
zu viele Nachrichten (von allen Partnerknoten) erhalten. Darüber hinaus arbeitet UPnP nur
in LAN Umgebungen [CSC+09], so dass entfernte Sensoraufrufe nur mit Proxys oder massiv
erhöhten Konfigurationsaufwand möglich sind.
Das XMPP Format bietet Informationen über Discovery, Lifecycle und einem Standard-
format für den Payload [HBD09; HHC+10]. Da es auf XML aufsetzt kann es außerdem
mit direkt mit dem MDRO Modell verknüpft, bzw. annotiert werden. Die Nachrichtenwei-
terleitung erfolgt über einen zentralen, jedoch replizierbaren, XMPPServer, welcher die
Knoten miteinander verbindet. Den serverlosen XMPP Ansatz zu verwenden würde erneut
zu dem Multicast Problem führen. In der Arbeit von [Fro11] wurde eine Skalierbarkeits-
analyse zu XMPP durchgeführt, in welcher gezeigt wurde, dass es möglich ist 126.000
Nachrichten pro Minute, bzw. 2.100 Nachrichten pro Sekunde zu verarbeiten. Damit könnte
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ein XMPP Server bei einem Intervall von 5s pro Wert bis zu 420 Sensoren bedienen. Ein
weiterer Vorteil des zentralen Servers ist die Lösung des Fidelity Problems [SBVL11],
da eine explizite Referenzzeit für alle Geräte möglich ist, welcher vom Server bestimmt
wird.
Der Nachteil von XMPP zeigt sich im hohen Nachrichtenoverhead innerhalb eines Events
und der fehlenden nativen Unterstützung für Remote Procedure Call (RPC), um Sensoren dy-
namisch zu rekonfigurieren.
Aus diesem Grund wurde für die Übertragung auf das aktuellere Websocket Protokoll aus der
HTML5 Spezifikation gesetzt [HH11; LAS+11]. Diese bietet die gleichen Vorteile (Disco-
very, Lifecycle und ein Standardformat) bei viel kleinerem Nachrichtenoverhead. Es handelt
sich ebenfalls um eine bidirektionale Vollduplex-Kommunikation zwischen Client und Ser-
ver über WAN Verbindungen. Versuche zu Durchsatz und Kommunikations-Overhead wur-
den in [FM11; SM11] durchgeführt und eine Tauglichkeit für „performante Echtzeitanwen-
dungen im Web mit einer geringen Latenz“ gezeigt, welche die Werte von XMPP sogar noch
übertreffen. Da die Websocket-Verbindung auf einer TCP-Verbindung basiert, kann es au-
ßerdem von den vorhandenen Mechanismen wie Reihenfolgegarantie, Verlustsicherung und
Flusskontrolle profitieren.
Als Nachrichtenformat selbst orientiert sich SeMiWa an dem WAMP.WS1 Standard, wel-
cher auf dem Websocket Protokoll aufsetzt. Dieser beinhaltet Mechanismen zur Adres-
sierung von Knoten, der Sessionverwaltung, Verwaltung von Publish-Subscribe (PubSub)
Pattern und RPC Aufrufe. Dieses Format kann somit für die Datenübertragung verwen-
det werden. Einige Beispiele dieses Formats können in Abschnitt A.20 betrachtet wer-
den.
4.3 Sensor Nodes
Die Verwaltung aller Sensor Nodes erfolgt innerhalb der semantischen Middleware. Alle
Sensoren werden an der Middleware registriert und bekommen einen unique ID (uID)
zugewiesen (vgl. Kapitel 3). Diese uID bleibt über die gesamte Laufzeit des Knotens
gleich. Anhand dieses Identifiers werden die Knoten konfiguriert und Sensorwerte zugeord-
net.
1http://wamp.ws/
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Mittels eines aus dem semantischen Modell generierten Wrappers (siehe Abbildung 4.4)
wird das Problem der Heterogenität von Elementar- und integrierten Sensoren beho-
ben [PZC+12].
manufacturerAbstraction
manufacturerDeviceManager
manufacturerDeviceFactory
manufacturerAbstractedDevice
manufacturerDispatcher
SensorSensormod lSensor
SensorSensormodelServiceCommand
Abbildung 4.4: Generierter SeMiWa Sensor Wrapper
Wenn ein neuer Sensor für SeMiWa abstrahiert wird, wird anhand der Information von manu-
facturer und model ein Wrapper generiert. Der manufacturer resultiert dabei in den Namen
des Pakets, wobei jedes Modell eine eigene Klasse zugewiesen bekommt. Darüber hinaus
wird für jede SensingProcedure ein eigener Dispatcher erstellt, um die eigentlichen Sensor-
daten zu erhalten und an SeMiWa weiterzuleiten. Für die Klassifikation von Sensorwerten
zu Aktivitäten und der späteren Anomalieerkennung müssen alle Sensorwerte als einzelne
Streams vorliegen und dürfen nicht als Sensorverbund existieren. Somit wird für jedes
einzelne Phänomen eine Klasse erstellt und der ursprüngliche Stream auseinander geteilt,
auch wenn dieser gemeinsam abgerufen wurde. Beispielsweise werden Wetterinformationen
in die einzelnen Sensoren weather, temp_c und relative_humidity aus Wunderground1 (vgl.
Abschnitt A.19) zerlegt. Über das Merkmal platform innerhalb des semantischen Modells
können zu jedem Zeitpunkt zusammengehörige Daten identifiziert werden, sobald dies nötig
ist.
Bei dem Verfahren der Generierung müssen grundsätzlich zwei verschiedene Fälle unter-
schieden werden. Sensoren, welche ihre Daten an das System pushen und Sensoren, welche
aktiv abgefragt werden müssen, wie externe Dienste der Health Care Apps. Da die intelligen-
te Umgebung von SeMiWa anhand des EOA Paradigmas entworfen ist, müssen beide Varian-
ten auf die asynchrone Variante abstrahiert werden.
1http://www.wunderground.com/
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Der SynchronousServiceProvider bildet den Mechanismus, einen synchronen Interaktions-
stil in die asynchrone Umgebung zu integrieren. Um kontinuierlich Daten zu erfassen, ist die
Abfrage des Sensors, z.B. entfernter Webservices, in einem definierten Intervall (Polling) not-
wendig.
Sobald ein Messwert zur Verfügung steht bzw. abgerufen wurde, wird der asynchrone Mecha-
nismus über ein Callback [GJH+11] und den AsynchronousServiceProvider realisiert (siehe.
Abbildung 4.5). Dabei wird der eigentliche Stream des Sensorverbunds in die einzelnen Sen-
soren zerlegt und SeMiWa bereitgestellt.
Dieses Konzept abstrahiert die Datenerfassung auf eine ereignisorientierte Kommunikation.
Somit können alle synchronen (Web)Services, welche beispielsweise auf HTTP basieren,
auf einen asynchronen Interaktionsstil generalisiert werden. Dieser Ansatz bietet den Vorteil,
dass er sich zum einen nahtlos in die grundsätzlich ereignisorientierte Architektur einfügt
und somit keinerlei blockenden Elemente erzeugt werden.
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Abbildung 4.5: SeMiWa SynchronousSensorServiceProvider
4.3.1 Rekonfiguration
Eine weitere wesentliche Anforderung ist die Rekonfiguration zur Laufzeit und eine semanti-
sche Beschreibung von Konfigurationsaspekten eines Sensors. Die Beschreibung dazu wurde
bereits in der MDRO (vgl. Abschnitt 3.3) durchgeführt.
Mittels der Beschreibung aus dem Modell wird auf Basis der ereignisorientierten Architektur
dieser Mechanismus zur Verfügung gestellt. Dazu wird die RPC Schnittstelle des WAMP.WS
Servers über das Websocket Protokoll genutzt, um entfernte Prozeduraufrufe zwischen zwei
Knoten zu realisieren, siehe Abbildung 4.6.
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Abbildung 4.6: Dynamische Rekonfiguration eines Sensors
Der Client-Knoten, welcher z.B. die spätere Nutzerschnittstelle darstellt, kann einen Sensor
manuell auf neue Parameter zur Laufzeit setzen. Dazu werden zunächst Informationen über
die Konfigurationsmöglichkeiten des Server-Knoten abgefragt (getServices). Daraufhin
wird aus dem Modell die Instanz des OWL-S Service Profiles zurückgegeben, welches die
Beschreibung der Funktion mit Parametern enthält (vgl. Kapitel 3). Mit Hilfe dieser Informa-
tionen kann die Applikation nun den Prozeduraufruf auf dem entfernten Knoten durchführen.
Eine Besonderheit ist, dass die RPC-Nachricht nicht direkt, sondern immer über SeMiWa
an den Server geschickt wird. Der Hintergrund ist folgender: Da Knoten nicht untereinander,
sondern lediglich mit der SeMiWa eine Websocket-Verbindung aufbauen, arbeitet diese als
Intermediar und übernimmt das Routing von Nachrichten an die entsprechenden Knoten.
Außerdem kann diese somit auch als Filter arbeiten und beispielsweise validieren, ob die
RPC-Nachrichten auf Basis des Modells syntaktisch und semantisch korrekt sind. Die
Antwort des Prozeduraufrufs wird ebenfalls über die SeMiWa an den Client zurück gesen-
det.
4.3.2 Event-Notification-Service
Der Event-Notification-Service verwaltet die PubSub Mechanismen innerhalb der intelligen-
ten Umgebung. Um sich für bestimmte Notifications zu registrieren wird im Falle von SeMi-
Wa ein semantisches Verfahren genutzt. Dieses beinhaltet eine Anfrage nach mehreren Ei-
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Abbildung 4.7: Dynamische Sensorverknüpfung
genschaften des Sensormodells (z.B. Typ des Sensors, Lokalisierung, ...) und bietet somit die
Möglichkeit bei jeder Registrierung eines neuen Knoten, bereits bestehende Knoten erneut
über wichtige Änderungen zu informieren. So kann der Wettersensor dynamisch mit einem
Lokalisierungssensor verknüpft werden, so dass bei Vorhandensein oder Änderungen von Lo-
kalisierung des Nutzers, sich dieser Sensor dynamisch anpasst und somit neue Events bereit-
stellt, siehe Abbildung 4.7.
Ein neu registrierter Sensor kann neben seinen eigenen Informationen auch die gewünschten
Notifications mitteilen. Mittels SPARQL Protocol And RDF Query Language (SPAR-
QL) auf dem semantischen Modell (MDRO) werden dabei dynamische Anfragen mög-
lich, wie „get all AmbientLight in LivingRoom“ oder „get all UserLocation in Outsi-
de“, siehe Listing 4.1. So werden in dieser Anfrage nicht nur die momentanen Senso-
# Anfrage
SELECT ?sid
WHERE {
?s rdf:type semiwa:Sensor;
semiwa:hasObservedProperty ?op ;
semiwa:hasDeploymentLocation ?sloc ;
semiwa:hasSensorUid ? sid .
?op semiwa:hasObservedPropertyName "userLocation" .
?sloc semiwa:hasDeploymentLocationName "Outside" .
# Auswertung
[SUBSCRIBE, "seMiWa:uid/adk"]
[SUBSCRIBE, "seMiWa:uid/s3f"]
Listing 4.1: Semantisches PubSub
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ren verarbeitet sondern alle Sensoren, welche zur Zeit im System registriert sind oder
später - auf Basis der Anfrage - hinzugefügt werden. Dieses Verfahren löst u.a. das
angesprochene Problem der brief disconnections und der hohen Variabilität von Sen-
soren [Ess00; SBVL11] da das System auf Basis der dynamischen Anfragen flexibel
bleibt.
Mit diesem Verfahren ist es ebenfalls möglich mehrere SeMiWa Server als Verbund zu be-
treiben (siehe Abbildung 4.8), indem sich ein externer Server auf alle Sensorwerte registriert.
In dem Beispiel schreibt sich der Event Notification Service von SeMiWa 1 zu den Events
von SeMiWa 2 und SeMiWa 3 ein. Im Falle der gekoppelten SeMiWa Server werden dabei
sowohl die Instanzen des Modells, wie auch nachfolgende Events übertragen. Der Mechanis-
mus kann ebenso für eine Filterung genutzt werden, wenn die Anfrage entsprechend gestaltet
wird. Mittels dieses Verfahren ist außerdem eine Skalierbarkeit des SeMiWa Servers gege-
ben.
get all
get all
get all
Sensor
SeMiWa 1
Sensor
Sensor
SeMiWa3
Sensor
Sensor
Sensor
SeMiWa 2
Sensor
Sensor
Sensor
Abbildung 4.8: SeMiWa in hybrider P2P Struktur
4.3.3 Sensorregistierung
Wie bereits beschrieben, stellen Bruckner et al. [BYF12] im Rahmen ihrer Arbeit fest, dass
eine automatische Erkennung von Sensortypen, sowie ein geringer Konfigurationsaufwand
Grundvoraussetzungen für AAL Systeme sind. Andererseits kann das dynamische Modul der
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Ontologie, welches die aktuelle Konfiguration wie die verwendete Einheit enthält, erst vor
Ort und zur Laufzeit bestimmt werden. Die bedingt eine nahtlose Integration durch automa-
tisierte Annotation der unbekannten Informationen mit möglichst wenig Benutzerinteraktio-
nen. Um dies zu erreichen, werden für die Integration Erkenntnisse aus dem Bereich des Sen-
sor Mining verwendet.
Mittels dieser Techniken ist es möglich, Merkmale aus Sensordaten zu extrahieren und
zu klassifizieren. Dabei kommen Algorithmen aus maschinellem Lernen sowie Data Mi-
ning zum Einsatz, welche auf zeitlich abhängigen Datenfolgen, wie in diesem Fall Sens-
ordaten Events, arbeiten. Das Ziel ist es, aus den Sensor-Rohdaten auf bestimmte Sen-
sortypen zu schließen, so dass eine automatische Integration und Verknüpfung mit dem
MDRO Modell geschaffen werden kann. In der Sensordatenanalyse werden dabei die
Methoden Clustering (Gruppierung), Klassifikation und das Frequent Pattern Mining (Mus-
tererkennung) aus dem Gebiet des Sensor-Mining angewandt [Agg13]. Darüber hinaus
beschreiben Moraru et al. [MM12] bereits ein umfassendes Konzept zur semantischen
Annotation und Erweiterung von Sensordaten. Die Basis für semantische Annotationen
bilden hier Sensor-Metadaten, welche mit dem Wrapper und der MDRO vergleichbar
sind.
Die konkreten Merkmalsextraktion-, Cluster-, und Klassifikationsalgorithmen für Sensorda-
tenströme sind unter anderem in [KSW+08; Röm06; GGO+08; BLB05; WLZ09; GZK05]
beschrieben. Die Erkenntnisse werden in dieser Arbeit nur angewandt, um die Heterogenität
weiterhin zu gewährleisten, ohne das umfangreiche Forschungsgebiet im Einzelnen zu
betrachten. Dazu wird die Integration von Sensoren in drei Verarbeitungsschritten realisiert,
wie in Abbildung 4.9 illustriert.
Add Sensor Feature Extraction Clustering Classification Integration
Abbildung 4.9: Automatisierte Sensorintegration
Die Merkmalsextraktion (Feature Extraction) ist der erste Verarbeitungsschritt [JSK+11].
Innerhalb von SeMiWa wird wie bereits erwähnt ein Wrapper Ansatz verwendet, welcher er-
weiterte Meta-Informationen (hints) enthält, um im Modell passende Klassen und Instanzen
zu identifizieren, ähnlich dem Ansatz von [BLB05; TGZ+12].
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Somit wird die Merkmalsextraktion in zwei verschiedene Schritte unterteilt. Der erste
Schritt ermittelt im Falle der Register Messages die Zuordnung des statischen Moduls.
Da dies ein Exact Match Suchverfahren darstellt, wird direkt in der Ontologie gesucht
und verknüpft, wie in Listing 4.2 dargestellt. Das Beispiel zeigt dabei, wie durch "de-
viceName":"Netatmo Temperature" das passende Modell in der Ontologie identifiziert
wird.
[ CALL , "sdfgga34" , "seMiWa:register" ,
{"uid":"adk","deviceName":"Netatmo Temperature",
"deviceType":"Sensor"} ]
# Verknuepfung mit dem statischen Modul von Model "Netatmo Temperature"
aus der Sensorcharakteristik
Listing 4.2: Register Message
Für die Zuordnung des dynamischen Moduls der Sensorbeschreibung, sprich dessen Kon-
figuration, müssen neben den expliziten Merkmalen aus der Beschreibung des Sensors
weitere Merkmale aus dessen Daten extrahiert werden. Abbildung 4.10 zeigt beispielsweise
eine Merkmalsextraktion auf Basis der Unterteilung des Datenraumes (einheitsloser Werte-
bereich [0, 3950]) nach möglichen Datenwert-Intervallen (I1-I3) verschiedener Sensorty-
pen [BYF12].
Abbildung 4.10: Datenintervalle verschiedener Sensortypen, aus [BYF12]
In der Arbeit von Aggrarwal et al. [Agg13] wurde zusätzlich die Verfahren auf Basis von Sen-
sorschwankungen beschrieben, welche über Varianz und Standardabweichung ermittelt wer-
den. Mit diesem Verfahren können weitere Sensorkonfigurationen identifiziert, selbst wenn
zwei unterschiedliche Temperatursensoren im gleichen Wertebereich liegen. Abbildung 4.11
illustriert das komplette Merkmalsextraktionsverfahren, auf Basis des Intervalls und den Sen-
sorschwankungen. Die Ergebnisse des Merkmals-Extraktion-Moduls werden im nächsten
Schritt in das Gruppierungs-Modul weiterverarbeitet.
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Abbildung 4.11: Sensor Merkmalsextraktion
Die Gruppierung (Clustering) extrahierter Merkmale aus Sensordatenströmen ist der nächs-
te Schritt des Registrierungsprozess. Dies stellt die Daten-Gruppierung auf Basis extrahierter
Merkmale bereit, um letztendlich eine anschließende Daten-Klassifikation zu ermögli-
chen [WLZ09]. Dafür wird der DBSCAN [ZZJ+00] Algorithmus genutzt, welcher auf Basis
aller Merkmale eine Nachbarschaftsrelationen ableitet und somit ähnliche Sensoren identifi-
zieren kann. Als Datenbasis werden die erkannten Merkmale aus den Sensordatenströme
genutzt. Dazu wird zu jeder Merkmalsextraktionskomponente eine Clusterkomponente gene-
riert, wobei alle Merkmale zu einem signifikanten Cluster zusammengefasst werden. Diese
Merkmale werden nun in der DBSCAN-Cluster-Komponente verarbeitet, wodurch eine Liste
mit Einträgen der Form uID zu ClusterID entsteht. Alle Cluster-Komponenten stellen diese
Listen als Output dem nachfolgenden Modul zur Verfügung, wie in Abbildung 4.12 zu se-
hen.
Feature 
Extraction
Clusterer
sensor1 : 1
sensor2 : 2
sensor3 : 1
...
new-sensor : 1
Classifier
   1 : sensor-config_1             
   2 : sensor-config_2      
...
Integration
Abbildung 4.12: Sensor Gruppierung und Klassifikation
Eine Klassifikation mittels eines Klassifikationsalgorithmus muss auf diesen Clustern nicht
mehr erfolgen, da die Konfigurationen bereits den Clustern entsprechen und nicht explizit
gelabelt werden müssen. Für die Zuordnung wird nun einfach auf die MDRO zurückge-
griffen, welche auf Basis der integrierten Sensoren die Konfiguration zuweist, indem die
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Cluster den Konfigurationen zugewiesen werden. Dies ist bereits in Abbildung 4.12 darge-
stellt.
Das Ergebnis ist eine Zuordnung von uID zu Sensortyp (statisches Modul) unter gegebener
Konfiguration (dynamisches Modul), ohne das eine Nutzerinteraktion erfolgen muss. Somit
wird eine automatisierte Integration heterogener Sensoren in AAL Umgebungen unter dyna-
mischen Konfigurationen erreicht.
62
5 Wissensgestützte
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Für der Erfassung bzw. Klassifikation von Aktivitäten gibt es verschiedene Klassen von
Ansätzen. Diese umfassen unbeobachtetes (unsupervised) und beobachtetes (supervised)
maschinelles Lernen, sowie regelbasierte Systeme [RM13]. Allen diesen Verfahren ist gleich,
dass Messwerte von einzelnen Sensoren verknüpft und ausgewertet werden. Dafür werden
verschiedene Aspekte dieser Daten genutzt, um Aufschluss über die ausgeführte Aktivität
zu geben, zum Beispiel Aufzeichnungszeit, Sensorstandort, beteiligte Objekte oder Perso-
nen.
Für die Akzeptanz des entwickelten Systems ist vor allem wichtig, dass nur in gerin-
gen Maße in die gewohnte Umgebung und den Alltag des Nutzers eingegriffen wird.
Visuelle Sensoren, wie beispielsweise Kameras, oder Tonaufnahmen stoßen auf völlige
Ablehnung, wie bereits in mehreren Arbeiten gezeigt wurde [CNB+11]. Eingebettete Sen-
soren, wie klimatische Sensoren, Bewegungs-, Druck- oder Türsensoren dagegen sind
leicht zu installieren und liefern geeignet auswertbare Daten. Zudem werden diese un-
aufdringlichen Sensoren in Ambient Assisted Living (AAL) Systemen besser angenom-
men [KBR+07].
5.1 Methoden zur Aktivitätserfassung
Im nachfolgenden werden drei verschiedene Klassen zur Aktivitätserkennung vorgestellt und
bewertet, worauf letztendlich der eigentliche Aktivitätserkenner dieser Arbeit aufbaut. Auf
die Methoden der statistischen Analyse [KRH12] wird dabei nicht weiter eingegangen, da
diese nur einzelne Sensordatenströme (und nicht die Gesamtheit) zur Auswertung verwendet
und die Ansätze stark denen des maschinellen Lernen ähneln.
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5.1.1 Unbeobachtetes Lernen
Das erste Klasse von Verfahren beschäftigt sich mit unsupervised learning, also dem Anler-
nen von Rhythmen ohne die einzelnen Aktivitäten identifizieren zu können. Auf diesem Ge-
biet sind insbesondere die Arbeiten von [BYF12; MR10; YB10; YB11] zu nennen, welche
hauptsächlich auf Hidden Markov Model (HMM) [EAM94] oder deren Derivaten basie-
ren.
Dabei wird ein Verfahren verwendet, bei dem das Training Set ohne vorprogrammier-
te Bedingungen, wie z.B. Labels, oder nutzergenerierte Parameter arbeitet. Das System
gruppiert Aktivitäten so, dass Sensormessdaten mit einer abstrakten Bedeutung (z.B. num-
merierte Labels) verknüpft werden. Basis ist dabei die Annahme, dass die Transitionen
zwischen den Aktionen über die Markov-Eigenschaft verfügen. Das bedeutet, dass die
nachfolgende Handlung durch die Kenntnis von Vorgängerhandlungen prognostizierbar
wird. Dadurch können Entwicklungen im Gesamtverhalten des Nutzers beobachtet wer-
den. Durch Analyse dieser Sensordaten können dabei Tagesroutinen abgeleitet und mit
einer Sequenz von eingehenden Daten verglichen werden. Vorteil ist, dass damit starke
Abweichungen vom bisherigen Verhalten des beobachteten Menschen registriert werden kön-
nen.
Die Sensorenauswahl beschränkt sich dabei auf unobtrusive Sensoren, wie zum Beispiel Be-
wegungsmelder und Türsensoren [BYF12]. Neben der eigentlichen Erkennung der Routinen
wurde in diesem System eine automatisierte Auswertung der Sensortopologie untersucht
(vgl. Unterabschnitt 4.3.3), um eine minimale Konfiguration zu gewährleisten und das Sys-
tem mit weiteren Sensoren (des gleichen Typs) zu erweitern.
Im Falle des verwendeten Algorithmus, dem HMM, können aber nur binäre Sensoren
verwendet werden. Diese senden einen kontinuierlichen Datenstrom an Messwerten aus 0
und 1, was z.B. bei Bewegungssensoren eine Bewegung registriert. Mit diesem Verfahren
können primitive Routinen wie etwa - abstrakt - das Schlafengehen erkannt werden, da sich
ähnliche Abläufe bilden. Zur Laufzeit werden diese Datenströme aufgezeichnet, gefiltert
und zu Intervallen zusammengefasst. Dazu werden die Daten so zusammengefasst, dass
kontinuierliche Werte über ein angepasstes gewähltes Intervall betrachtet werden. Diese
Spanne kennzeichnet dann jeweils mit den Werten 1 oder 0 das Vorhandensein von Aktivi-
tät. Wenn die Summe von Bewegungsausschlägen einen vorher festgelegten Schwellwert
erreicht, dann bekommt das Intervall den Wert 1, das heißt in diesem Zeitraum war der
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Nutzer mehrheitlich aktiv, beziehungsweise den Wert 0, wenn keine Aktivität stattgefunden
hat.
Die Länge dieses Intervalls muss dabei dem Beobachtungsziel, bzw. der Anwendung, ange-
passt gewählt werden, so dass Ereignisse erkannt werden können. Die Hintereinanderschal-
tung der Intervalle für einen Tag gibt im Folgenden dann Auskunft über die generelle Akti-
vität des Nutzers und erzeugen vergleichbare Aktivitätsabläufe verschiedener Tage. Dazu
werden die Markov-Ketten aufgebaut und bei gleichen Übergängen zusammengefasst (Abbil-
dung 5.1 und Abbildung 5.2) um eine effiziente Speicherung der Trainingsdaten zu ermögli-
chen.
Damit lernt das System - nach und nach - die Standardroutine eines Nutzers, deren Zu-
stände die gemessene Folge von Sensordaten generiert. Mittels Forward- und Viterbi-
Algorithmus kann aus diesen Zuständen eine Wahrscheinlichkeit von Abfolgen berechnet
werden [YB10]. Über den logarithmischen Wert zu der gegenwärtigen Messfolge kön-
nen darüber hinaus Abweichungen erkannt werden. Dazu werden die Übergangswahr-
scheinlichkeiten der versteckten Zustände des HMM verwendet. Die äußeren Routinen
stellen dabei die äußeren Schranken dar und jede Aktivität außerhalb dieser, wird als
ungewöhnlich gekennzeichnet. Dargestellt sind in Abbildung 5.3 dabei die Grenzwerte
von sieben erfassten Tagen. Die schwarz markierten Punkte geben die obere und unte-
re Schrank an, welche in Abbildung 5.4 wiederverwendet werden. Dieser Korridor wird
mit dem aktuellen Tage verglichen. Der neu erfasste Tag liegt außerhalb dieser Schran-
ken, welches ein ungewöhnliches Verhalten bzw. Anomalien an diesem Tag symboli-
siert.
0 0 0 0 0 0
1 1 1
Abbildung 5.1: HMM Merge bei gleichen
Zuständen
0 0 0 0 0 0
1 1 1
Abbildung 5.2: HMM Split bei unterschied-
lichen Zustände
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Abbildung 5.3: Darstellung der Trainingsda-
ten, aus [BYF12]
Abbildung 5.4: Darstellung des validen Kor-
ridors, aus [BYF12]
Unbeobachtetes Lernen bereitet somit einfache Bewegungsmessdaten zu komplexen Model-
len auf, woraus tägliche Routinen abgeleitet werden können. Dabei ist das entwickelte Sys-
tem ohne die Labelung komplett autonom und flexibel in Bezug auf langsame Routineände-
rungen.
Nachteil ist, dass Routinen zwar modelliert werden können, einzelne Aktivitäten aber nicht.
Die Vorgehensweise kann Bewegungsdaten auswerten, ohne diesen eine semantische Bedeu-
tung zuzuordnen.
Somit eignet sich diese Klasse von Verfahren nicht, um eine Erfassung von Tagesroutinen
mit einzelnen Aktivitäten zu entwickeln. Mit Hilfe dieses Konzepts ist nur die Erken-
nung von Abweichungen möglich. Dabei werden keine Aussagen getroffen, welcher Art
etwaige Abweichungen sind oder was eventuelle Ursachen für einzelne kritische Situa-
tionen sein könnten (vgl. Abschnitt 1.2). Außerdem kann das ermittelte Wissen - ohne
die Benennung von Aktivitäten - nicht zwischen Nutzern geteilt werden, wodurch so-
wohl die Collaboration, als auch die Combination nicht gegeben sind. Ebenfalls kann
der Nutzer nicht in das System eingreifen, wodurch auch die Externalization verletzt
ist.
5.1.2 Regelbasierte Verfahren
Die zweite Klasse von Verfahren zur Erkennung von Aktivitäten arbeitet auf einem festen,
aber erweiterbaren Regelset. Die Grundlage für die Analyse der Sensordaten ist eine Samm-
lung von logischen Regeln. Die Idee eines Sets von Entscheidungsregeln wird in verschiede-
nen Forschungsarbeiten auf Basis der Description Logic mithilfe von Regelsets oder Ontolo-
gien umgesetzt [BVP12; FVFF+08; MM13; CNW12].
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Abbildung 5.5: Angelernte Aktivitätsregel, nach [BVP12]
Zunächst wird ein Basisausdruck (oder Startregel), schwarz in Abbildung 5.5 dargestellt,
manuell definiert, anhand dessen die Regeln abgeleitet werden. Dieser Ausdruck setzt sich
zusammen aus einer Infrastruktur von Sensoren, die Messdaten liefern, einem Nutzer und ei-
nem Reasoner, der die Aktivität für den Benutzer bestimmt oder keine valide Aktivität zuord-
nen kann.
Diese Regeln werden so lange umgeformt bis eine Spezialisierung gefunden ist, mit deren
Hilfe sich die Aktivität richtig auswerten lässt.
Dafür ist ebenfalls eine Trainingszeit nach der Installation des Systems nötig. Dabei
werden die Startregeln solange korrigiert, bis alle Aktivitäten erfasst sind. In dem von
Botia et al. [BVP12] entwickelten System beispielsweise sind drei verschiedene Arten
von binären Sensoren installiert. Ein Türsensor, der Öffnung anzeigt, Drucksensoren,
welche in Bett und Sessel angebracht sind, und Bewegungssensoren. Durch Kombina-
tion der Messwerte werden nun - nach und nach - automatisiert neue Regeln geschlos-
sen.
Zu Beginn der Trainingszeit wird eine Startregel implementiert: “Wenn in keinem Raum eine
Bewegung a in der Zeit t wahrzunehmen ist, dann befindet sich der Nutzer in einer kritischen
Aktivität und es muss Alarm ausgelöst werden.“
In diesem einfachen Beispiel zeigen sich schnell zwei falsch positive Fälle. Falsch positiv
bedeutet, dass sie falsch als kritische Aktivität erkannt werden. Diese treten bereits auf, wenn
der Nutzer schläft oder ruhig im Sessel sitzt. Die Startregel wird als Konsequenz so ange-
passt, dass diese Fälle abgedeckt werden.
Die neue Regel - grau markiert in Abbildung 5.5 - besagt: „Wenn keine Bewegung a messbar
ist und die Drucksensoren p ebenfalls in der Zeit t nichts messen, dann befindet sich der Nut-
zer in einer Gefahrensituation.“
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Abbildung 5.6: Support Vector Machines
Diese Trainingsphase ist erst dann abgeschlossen, wenn alle Aktivitäten valide klassifiziert
werden, was den größten Kritikpunkt an diesem Ansatz darstellt. Dieser Zeitpunkt kann
nicht gefunden werden, da das System scharf arbeitet und keine Zustände zulässt, wel-
che nicht konkret im System stehen. So zum Beispiel fehlende Sensorwerte. Äquivalent
arbeiten die Systeme von [FVFF+08; CNW12; MM13], welche statt der Sensoren, darüber
hinaus die Objektinteraktion - ebenfalls als binäre Sensoren - einbeziehen und die Regeln
in Ontologien ablegen. Zwar könnte in diesen Ansätzen externes Wissen Combination
hinzugezogen und auch - in gewissen Rahmen - geteilt (Combination) werden, aber die
Beschränkung auf binäre und vollständige Sensorwerte schränkt diese Verfahren zu stark
ein.
5.1.3 Beobachtetes Lernen
Die dritte Klasse von Verfahren zur Aktivitätserkennung basiert auf der expliziten Klas-
sifizierung von Sensordaten zu Training Sets [FVN10; TBY+12; CCA+13]. Ziel dieser
Systeme ist es, mittels einer Trainingsphase ein Lernen der Umgebung und des Nutzerver-
haltens zu erreichen. Dafür kommen in diesen System großteils Support Vector Machines
(SVM) [HDO+98] zum Einsatz. Dabei werden alle Sensordaten in einen mehrdimensionalen
Vektorraum überführt (siehe Abbildung 5.6) und dieser Raum durch eine Hyperebene so un-
terteilt, dass alle Trainingsfälle klassifizierbar werden.
Das System verbessert sich dadurch über die Zeit - kontrolliert - selbst und entwickelt eine
stetig angepasste Klassifikation der einzelnen Aktivitäten. Grundlage bilden dabei die Featu-
res aus den Sensordaten und deren Zuweisung zu einem bestimmten Label.
Die eingehenden Sensordaten werden dazu in zuvor festgelegte Intervalle unterteilt. Für
diese Daten werden über den Zeitverlauf Vektoren generiert, zwischen diesen eine Di-
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stanz ermittelt und aus diesen Distanzen des Training Set aufgebaut, siehe Abbildung 5.7.
Die Features und Labels sind dabei frei wählbar, so dass in der Arbeit von Chernbum-
roong et al. [CCA+13] Auswertungen einer Smart Watch mit Temperatur und Gyro-
skop und in der Arbeit von Tirkaz et al. [TBY+12] Umgebungssensorik verwendet wer-
den.
Feature 
Extraction
SVM
M001 : 12
M002 : 5
M003 : 53
...
M010 : 183
...
Sensors
Sensors
Sensors
Sensors
 
11,4,46, ,92, Sleep
   4,45,344, ,12,CookAndEat     
...
Abbildung 5.7: Aktivitätsklassifikation mit Feature Extraktion und SVM
Klassifikationen mittels SVM sind eine bewerte Methode des maschinellen Lernens, wie in
Tabelle 5.1 exemplarisch gezeigt. Hierbei können sehr hohe Genauigkeiten bei Klassifikation
von Aktivitäten erreicht werden.
Arbeit von Anzahl Aktivitäten DurchschnittlicheGenauigkeit (Accuracy)
[CCA+13] 9 90.23%
[TBY+12] 5 86.56%
[FVN10] 7 86.20%
[MRS+06] 6 87.10%
Tabelle 5.1: Genauigkeit der Human Activity Recognizer Algorithms (HARA) in aktuellen Ansätzen
In diesem Verfahren können zwar keine Routinen dargestellt werden, aber eine Weiterent-
wicklung des Konzepts in diese Richtung ist durchaus möglich. Die grundlegende Aktivitäts-
erfassung ist zudem gut erweiterbar. Durch die hierarchische Modellierung und die Zuord-
nung der Features lassen sich die Sensordaten so auswerten, dass Aktivitäten gut erkennbar
sind und mit semantischer Bedeutung annotiert werden können.
Ein Hinzufügen und Einbinden von neuen Sensoren zur Laufzeit ist möglich und die
Ebenen der Analyse werden neu gebildet. Neue Aspekte der Klassifikation können damit
einfließen, ohne das zuvor gesammelte Training Set zu invalidieren. Dieses Kriterium ist
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entscheidend gegenüber den bereits vorgestellten Systemen. Denn bei diesem Verfahren
kann eine dynamische Umgebung verwendet werden. Problem an einem reinen Klassi-
fikationsverfahren ist aber, dass die ermittelten Trainingsdaten nicht zwischen Personen
austauschbar sind und im vorliegenden Fall nur eine Person pro Haushalt erfasst werden
kann. Dies bietet dementsprechend keine Möglichkeit zur Collaboration und Combinati-
on.
5.2 Human Activity Recognition Algorithmus
Der wissensgestützte HARA soll eine geordnete Liste mit Wahrscheinlichkeiten von
möglichen Aktivitäten für die aktuelle Zeit und zugehörige Sensordaten liefern. Um
den Nachteilen der genannten Klassen von Verfahren zu begegnen, werden im eigenen
HARA zwei unterschiedliche Verfahren parallel verwendet. Dieses Vorgehen wird im
maschinellen Lernen als Bagging [Bre96] bezeichnet und ist in Abbildung 5.8 darge-
stellt.
Feature 
Extraction
SVM
Sensors
Sensors
Sensors
Sensors
Routine
Routine
Routine
Routine
Feature 
Extraction
CFRS
ActivityBagging
Abbildung 5.8: Bagging im eigenen Human Activity Recognition Algorithmus
Der erste Faktor sind die klassifizierten Sensordaten mit den jeweils berechneten Wahrschein-
lichkeiten auf Basis von SVM. Der zweite Faktor nutzt bereits bestehende Routinen des Nut-
zers oder berechnet anhand ähnlicher Benutzer eine Wahrscheinlichkeit für die aktuelle Akti-
vität.
Der komplette Algorithmus ist in Gleichung 5.1 dargestellt. Die zwei dargestellten Faktoren
entsprechen dabei den zwei Ranking-Faktoren in gleicher Reihenfolge. r
c
stellt die Wahr-
scheinlichkeit auf Basis des Klassifikators und r
u
die Wahrscheinlichkeit des Nutzerwissens
dar. Eine Berechnung der Gewichtung w
u
wird in Abschnitt 5.3 geführt. Da es sich nur um
zwei Faktoren handelt, muss zu dem ersten keine Gewichtung angegeben werden, da diese
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sich durch 1
w
u
berechnet - da laut des Baggings w
c
⇤ w
u
= 1 gilt. Die Gewichtung startet in-
itial mit dem Wert 1.
P =
1
2
⇤ (( 1
w
u
) ⇤ r
c
+ (w
u
) ⇤ r
u
) (5.1)
Nach Anwendung dieser Berechnung kann für jede Aktivität eine Wahrscheinlichkeit zu-
rückgegeben werden, welcher die beiden Welten aus dynamischen, maschinellen Lernen auf
Basis von SVM und einer Umgebung mit explizit eingebrachten, austauschbaren Wissen (Re-
geln) über die Zeit vereint.
5.2.1 Klassifikation
Im Klassifikationsteil des HARA kommt das Erfassungsverfahren, welches mit SVM ar-
beitet, zum Einsatz. Es eignet sich für das dynamische, und potentiell unvollständige, Set
von Sensoren, da nicht alle Sensorwerte zu jedem Zeitpunkt garantiert sind. SVM bietet dafür
Mechanismen diesem Umstand entgegen zu wirken [HDO+98].
Auf Basis der Sensoren wird eine Feature Extraktion durchgeführt, wie bereits in Ab-
bildung 5.6 gezeigt wurde, und mittels manueller Labelung die SVM trainiert. Eine po-
tentiell gestiegene Anzahl von Sensoren und ungesicherte Verfügbarkeit von externen
Sensoren hat dabei keinen negativen Einfluss auf den Ablauf des Algorithmus (vgl. Un-
terabschnitt 7.1.2). Im Gegenteil, laut [CCA+13] sollte sich eine höhere Anzahl von Sen-
soren, wie durch Semantic Middleware (SeMiWa) gegeben, positiv auf die Klassifikation
auswirken. Unvollständige Werte werden dabei durch die SVM ergänzt. Lediglich eine
verlängerte Trainingszeit und ein höherer Rechenaufwand müssen, aufgrund der höheren
Zahl an Sensoren, eingeplant werden. Dies ist aber, wie in Kapitel 7 gezeigt, vernachlässig-
bar.
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Abbildung 5.9: HARA SVM Klassifikation
Die Abbildung 5.9 zeigt die formale Vorgehensweise des eigenen SVM Moduls.
Die Initialisierung mit dem aktuellen Training Set der SVM stellt den Start dar. Danach
wird das aktuelle Zeitfenster (interval) übergeben und die zugehörigen Sensordaten und
das jeweilige Mittelwertverfahren aggregateType aus der Modular Daily Routine Ontolo-
gy (MDRO) abgerufen. Für die Aggregation der Sensorwerte musste ein eigenes Query
Verfahren entwickelt werden, da Sensorevents in der vorgestellten Arbeit, sowohl eine
Anfangs-, als auch eine Endzeit besitzen. So sind Sensoren, welche z.B. die Schlafphasen
messen, über einen längeren Zeitraum (von - bis) gültig und nicht nur zu einem speziellen
Zeitpunkt, wie z.B. Temperatursensoren. Damit ergeben sich vier verschiedene Fälle für
die Aggregation von Sensorwerten auf Basis eines gewählten Zeitfensters (siehe Abbil-
dung 5.10).
· 1.Fall: Der Start- und der Endpunkt des Sensorwerts liegen im gewählten Intervall.
· 2.Fall: Der Startpunkt des Sensorwerts liegt vor, aber der Endpunkt im gewählten
Intervall.
· 3.Fall: Der Startpunkt des Sensorwerts liegt im Intervall, der Endpunkt des Werts
aber außerhalb.
· 4.Fall: Das gewählte Intervall schließt das Sensorintervall ein, wie bei Lokations-
und Schlafdauersensoren.
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Abbildung 5.10: Gültige Sensorwerte bei der Aggregation
Auf Basis der gültigen Sensorwerte wird im Sensor Modul das Mittelwertverfahren ange-
wandt und das Ergebnis an den SVM Klassifikator übergeben. Dabei ist keine Unterschei-
dung zwischen den Features oder eine Vorverarbeitung in verschiedene Bereiche, wie z.B.
personalisierte Sensorik oder Umgebungssensorik nötig. Die Klassifikation und das Bilden
von ausschlaggebenden Faktoren wird durch die SVM und deren Training selbst geleistet.
Nach dem Training werden die wichtigen Sensoren für die Klassifikation erkannt, woraus
sich die Support Vectors und Ebenen ableiten. Im nächsten Schritt wird die trainierte SVM
gegen die aktuellen Sensorwerte getestet und die Wahrscheinlichkeiten zu den einzelnen
Aktivitäten berechnet. Die konkreten Konfigurationsparameter (Kernelfunktion, Kosten-
funktion, ...) und der Aufbau des Training Sets werden in Unterabschnitt 7.1.2 beschrie-
ben.
5.2.2 Empirisch erfasstes Wissen
Die Aufnahme von empirischen Wissen und das Transferieren von Wissen zwischen
Nutzern ist für wissensbasierte Systeme essentiell (vgl. Kapitel 2). Für diesen Transfer
werden Recommender Systeme [LDGS11; Tuz10] eingesetzt. Insbesondere Collaborati-
ve Filtering Recommender Systems (CFRS) spielen dabei für diese Arbeit eine große
Rolle, da sie nicht nur das eigene externalisierte Wissen einbeziehen, sondern ein kol-
laboratives Zusammenspiel verschiedener Nutzer ermöglichen. Im Gegensatz zu Con-
tent Based Recommender Systems (CBRS) werden in die Berechnung der Vorhersagen,
auf diese Weise ähnliche Nutzer einbezogen. Eine der Hauptaufgaben von CFRS ist es,
diese Ähnlichkeiten zu berechnen und auszuwerten. Der Nutzer bekommt dann, wie in
Recommender Systemen üblich, Vorhersagen aufgrund seines und ähnlicher Nutzerprofi-
le.
Für die Berechnung werden die Tagesrhythmen (Routinen) der Nutzer verwendet. Diese
besitzen jeweils einen Identifier für Nutzer, eine Zeit und eine Wahrscheinlichkeit das
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die Aktivität zu der jeweiligen Zeit auftritt (vgl. Kapitel 3). Der große Vorteil ist die
Pseudonymisierung der Daten, womit eine nicht-eindeutige ID (stabil für jede Berech-
nung) pro Benutzer vergeben wird, welche aber keinen Rückschluss auf den jeweiligen
Nutzer zulassen. Die in Abbildung 5.11 dargestellte Graphstruktur aus der Ontologie
muss für die Anwendung der Vorhersage auf eine flache Tabellenstruktur verkürzt wer-
den.
Sleep
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(B1)
Sleep
(15:30)
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CookAndEat
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(16:00)
Abbildung 5.11: Tagesablauf des Nutzers
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Tabelle 5.2: Zweidimensionale Reprä-
sentation
Die erste reduzierte Dimension ist dabei der Tag. Aus den Erkenntnissen der Chronobiologie
ist der Mensch tageweise organisiert, womit bei diesem Verfahren jeweils die Routinen
eines Tages beachtet werden (z.B. alle Montage). Die einzelnen Bewertungen stellen dabei
die Wahrscheinlichkeiten der einzelnen Nutzer (B
1
bis B
3
) zu gruppierter Zeit und Aktivität
dar. Die Null-Werte (-) sind fehlende Bewertungen, welche als don’t know gewertet und
vom CFRS Algorithmus ignoriert werden. Mit Tabelle 5.2 ist die gefordert zweidimen-
sionale Struktur, von Nutzern zu Items - in diesem Fall Aktivitäten zu einer Zeit - herge-
stellt.
Auf dieser Datenstruktur kann jetzt das CFRS angewandt werden. Der Algorithmus für das
kollaborative Filtern wird als Neighborhood-based Recommendation Method bezeichnet und
in User-based collaborative filtering (User-based cf) und Item-based collaborative filtering
(Item-based cf) unterschieden.
User-based collaborative filtering. User-based cf, berechnet die Vorhersage anhand der
Ähnlichkeit zwischen einzelnen Nutzern auf Basis der Wahrscheinlichkeiten von Zeit und
Aktivität. Im ersten Schritt werden die Ähnlichkeiten zwischen den im Fokus stehenden Nut-
zer, in diesem Fall B
1
, und allen anderen Nutzern, in diesem Fall B
2
und B
3
, berechnet. Im
zweiten Schritt werden diese Ähnlichkeitswerte zusammen mit den Bewertungen der Nutzer
multipliziert und normalisiert. Der Ablauf ist in Tabelle 5.3 durch die schwarz markierte
Spalte verdeutlicht.
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Tabelle 5.3: Beispiel user-based cf
Item-based collaborative filtering. Während user-based cf nach ähnlichen Nutzern sucht,
wird beim item-based cf die Ähnlichkeit zwischen den Items (in diesem Falle, die Aktivitäten
zu einer bestimmten Zeit) berechnet und danach die Bewertungen des im Fokus stehenden
Nutzers einbezogen. Dies ist die orthogonale Variante zu der Berechnung der Ähnlichkeit der
Nutzer. Hierbei werden die Ähnlichkeiten zwischen den Items berechnet, also den Aktivitäts-
Zeit-Kombinationen. Im zweiten Schritt werden diese Ähnlichkeitswerte zusammen mit den
Bewertungen der Items multipliziert und normalisiert. Der Ablauf ist in Tabelle 5.4 durch die
schwarz markierte Spalte verdeutlicht.
B
1
B
2
B
3
1,1500,Sl. 20 - 20
1,1500,CAE 60 70 -
1,1500,Hyg. 20 100 10
1,1530,Sl. 100 100 100
. . . . . . . . . . . .
1,1600,Sl.
r 10 100
Tabelle 5.4: Beispiel item-based cf
Nach [DK11] sind fünf Merkmale oder Regeln ausschlaggebend, welcher Algorithmus im ei-
genen Anwendungsfall verwendet werden kann:
Genauigkeit. Die Regel der Genauigkeit beschreibt, dass eine viel größere Anzahl von
Nutzern gegenüber Items zu einen höheren Genauigkeit bei item-based cf führt.
Umgedreht führt eine größere Anzahl von Items gegenüber Benutzern zu einer
höheren Genauigkeit von user-based cf.
Effizienz. Die Regel der Effizienz beschreibt, dass die Effizienz des Ansatzes höher ist,
welcher die geringere Anzahl an Vergleichen berechnen muss. Sobald die Anzahl der
Nutzer die Anzahl der Items übersteigt, steigt die Effizienz des item-based cf in der
Phase der Ähnlichkeitsbestimmung.
75
5 Wissensgestützte Aktivitätserfassung
Stabilität. Die Regel der Stabilität beschreibt, dass die Wahl des Ansatzes durch die
Frequenz der Änderungen bestimmt wird. Das bedeutet, in welchen Abständen
Nutzer oder Items in der Anwendung hinzugefügt oder verändert werden. Bei wenig
Item-Änderungen sollte item-based cf verwendet werden, da die Metriken so seltener
neu berechnet werden müssen. Der umgekehrte Fall hingegen bedingt user-based cf.
Rechtfertigung. Die Regel der Rechtfertigung beschreibt, dass bei item-based cf den
im Fokus stehenden Nutzer die Vorhersagen gerechtfertigt werden können auf Basis
der Item Ähnlichkeit. Im user-based cf äquivalent durch die anonyme Vorstellungen
ähnlicher Nutzer.
Serendipität. In item-based cf wird aufgrund der Ähnlichkeit der Items der Nutzer meist
in bestimmten, sehr wenigen Kategorien eingeordnet. Im user-based cf können
aufgrund des Benutzeransatzes mehrere Kategorien von Items als Vorschlag in Frage
kommen.
Da das System der vorgestellten Arbeit eine viel höhere Anzahl von Aktivitäten zu Nutzern
enthält, bedeutet dies für Genauigkeit und Effizienz, dass user based cf eine höhere Effizienz
bei einer abgeschwächten Genauigkeit darstellt. Da sich außerdem viele Item-Änderungen
vollziehen werden, ist dies ein weiterer Punkt für user-based cf. Außerdem kann somit dem
Nutzer auch eine Rechtfertigung auf Basis ähnlicher Rhythmen gegeben werden. Die Seren-
dipität spielt in diesem System keine Rolle.
Die formale Berechnung der Vorhersagen ist nach [SFH+07] in Gleichung 5.2 dargestellt, für
die Aktivitäts-Zeit-Identifier wird aufgrund der besseren Lesbarkeit der Begriff Item benutzt.
Die Funktion pred(u, i) ist die Vorhersage des Nutzers u für das Item i und wird über die
Summe aller ähnlichen Items berechnet.
pred(u, i) = ¯r
u
+
Â
n2neighbors(u) userSim(u, n) ⇤ (rni   ¯rn)
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In der Menge CR
u,n
befinden sich alle Items i, welche sowohl einen Wert für den ak-
tuellen Nutzer u, als auch dessen potentiellen Nachbarn n besitzen. Im Anwendungs-
fall, alle Nutzer, welche die gleiche Aktivität-Zeit-Komponente gemeinsam haben. Da-
bei wird der Abstand der einzelnen Bewertungen für jeden Benutzer u und Nachbarn n
berechnet. Der Faktor ¯r entspricht den gemittelten Wahrscheinlichkeiten eines Nutzers.
Mit diesem Faktor werden die einzelnen Werte zwischen den Nutzern normiert. Dies
ist im vorliegenden Anwendungsfall immer 0.5, bzw. 50%, da alle Nutzer die gleiche
Skala benutzen und die Summe aller Wahrscheinlichkeiten stets 100% ergibt und die-
ser Faktor ¯r als dessen Mittelpunkt auf der Skala von Min=0% bis Max=100% definiert
ist.
Die Berechnung soll anhand des Beispiels aus Tabelle 5.2 besser verständlich werden, wel-
ches vollständig in Abschnitt A.18 dargestellt ist. Dabei wird die Vorhersage der Bewertung
von Benutzer B
1
zu Mo, 16:00, Sleep, formal als pred(B
1
, Mo
16
Sleep
) bezeichnet, berechnet.
Der Algorithmus identifiziert dabei den Nutzer B
3
als nearest neighbor und berechnet die
Wahrscheinlichkeit von r ' 100% in diesem Setting. Der Fall userSim(B
3
, B
2
) deckt den
Fall der negativen Ähnlichkeit ab, welcher als 0 in die Gesamtberechnung eingeht, bzw.
weggelassen wird. Dies wird für jede Aktivität wiederholt, wobei die Berechnung der nearest
neighbour nur einmal erfolgen muss.
Die Vorhersagen des CFRS werden nur dann berechnet, wenn es für die Kombination noch
keinen Wert gibt. Sonst wird an dieser Stelle direkt das eigene Routinenwissen herangezogen,
wie in Kapitel 7 gezeigt.
5.3 Gewichtung der Faktoren
Nachdem beide unabhängigen Faktoren zugewiesen wurden, muss die Gewichtung dieser
bestimmt werden. Dafür wird ein adaptives Verfahren entwickelt, welches sich über die Zeit
entweder der Klassifikationsmethodik annähert oder dem Routinenwissen mehr Gewichtung
zukommen lässt.
Die Idee hinter der Bestimmung Faktors w
u
ist die Ausnutzung des korrekten Ergebnisses
als Referenzwert. Der HARA liefert dann ein perfektes Ergebnis, wenn die letztendlich kor-
rekte Aktivität die höchste Wahrscheinlichkeit besitzt. Dies ist dann der Fall, wenn einer der
beiden Faktoren des HARA über dem Wert der korrekten Aktivität liegt, also im korrekten
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Fall entweder der Klassifikationswert höher ist oder die Wahrscheinlichkeit des empirischen
Wissens. Sollten beide Faktoren geringer sein, kann keine Anpassung erfolgen, da der HARA
insgesamt unterhalb der korrekten Schranke liegt. Der Faktor w
u
startet initial mit dem Wert
1, so dass die Nutzerwertungen gleichberechtigt den klassifizierten Wahrscheinlichkeiten
sind. Dabei kann es aber zu dem Fall kommen, dass das CFRS von dem potentiell ungenaue-
ren Klassifikator überschrieben wird. Dies soll an einem Beispielszenario verdeutlicht wer-
den.
Korrekte Aktivität:
P(Sleep) =
1
2
⇤ ((1) ⇤ 0.5 + (1) ⇤ 0.7) = 0.65
Falsch erkannte Aktivität:
P(Awake) =
1
2
⇤ ((1) ⇤ 0.9 + (1) ⇤ 0.7) = 0.8 (5.3)
Anhand der Klassifikation und dem Routinenwissen ergibt sich die Wahrscheinlichkeit
P(Sleep) zu 0.65 und einer hypothetischen Falschbewertung P(Awake) zu 0.8.
Jetzt muss der Faktor w
u
so angepasst werden, so dass dieser Fall nicht mehr eintritt. Dies ge-
wichtet entweder die Wahrscheinlichkeit des CFRS r
u
oder die Wahrscheinlichkeit des Klas-
sifikators r
c
im Verhältnis höher. Es spannt sich damit ein quadratisches Gleichungssystem
auf, welches in Gleichung 5.4 dargestellt ist.
P(Sleep) > P(Awake)
1
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w
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1
w
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u
⇤ 0.7 = 1.6
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u
  1.6 ⇤ w
u
+ 0.5 = 0
w
u
1
= 1.912
w
u
2
= 0.374 (5.4)
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Für dieses Beispiel muss die Gewichtung von w
u
mindestens 1.912 betragen, um die
korrekte Aktivität P(Sleep) richtig zu erkennen. Die zweite Lösung stellt eine Scheinlö-
sung dar, welche durch Grenzwertbetrachtung (Gleichung 5.5) leicht eliminiert werden
kann.
lim
r
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⇤ (( 1
w
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c
+ (w
u
) ⇤ 1 = 1) ) w
u
= 0.5
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r
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⇤ (( 1
w
u
) ⇤ 1 + (w
u
) ⇤ r
u
= 1) ) w
u
= 2 (5.5)
Der erste Grenzwert zeigt den Fall, dass das CFRS beste Merkmal für den HARA darstellt
und läuft dann gegen die maximale Wahrscheinlichkeit dieses Merkmals. Der zweite Grenz-
wert zeigt den umgekehrten Fall, dass bei alleiniger korrekter Klassifikation das CFRS über-
schrieben werden muss.
Das allgemeine Berechnungsvorschrift für das w
u
zur Laufzeit ist in Gleichung 5.6 darge-
stellt, wobei P
crt
der gewünschten korrekten und P
max
der Wahrscheinlichkeit der falsch de-
tektierten Aktivität unter aktueller Gewichtung w
u
entspricht.
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Um einen durchschnittlichen Wert zu ermitteln, werden alle Werte von vorhergehenden
Messungen einbezogen. Damit entstehen Zwischenzustände der Anwendung in welchen
falsche Kombinationen über richtigen liegen können. Damit sich jedoch schnell ein Trend
abzeichnet ohne das alte Zustände zu hoch gewichtet werden, wird über alle berechne-
ten Werte ein geglättetes Mittel gebildet und die Gewichtung von w
u
somit über die
Laufzeit angepasst. Dies erfolgt mit Hilfe der exponentiellen Glättung [Win60], siehe
Gleichung 5.7. Zu dem Zeitpunkt t wird für w
u
t
ein geglätteter Schätzwert w⇤
u
t
errech-
net, der sich aus dem gewichteten Durchschnitt der aktuellen Zeitreihe bis w
u
t
und dem
Schätzwert der Vorperiode w⇤
u
t
ergibt. Das exponentielle Gewichtsschema weist somit
den zurückliegenden Werten geometrisch abnehmende Gewichte zu, damit neue Werte
79
5 Wissensgestützte Aktivitätserfassung
höher als alte gewichtet werden, um damit schneller einen aktuellen Mittelwert zu errei-
chen:
w
⇤
u
t
= a · w
u
t
+ (1   a) · w⇤
u
t 1 (5.7)
Für die Wahl des Glättungsfaktors wird ein Wert von a = 0.2 empfohlen.
Der angenäherte Wert des w
u
gibt darüber hinaus weitere Auskünfte über das System.
Sollte sich der Wert in der Nähe von 0.5 bewegen, so ist der Faktor das Routinewissens
kontraproduktiv und verschlechtert nur das Ergebnis, was im Rahmen des Bagging [Bre96]
durchaus möglich ist. Sollte nach einer Weile w
u
= 2 gelten, so ist das Routinewissen
nahezu alleiniges Merkmal zur Bestimmung der Wahrscheinlichkeit, womit die Klassifikati-
on keinen Mehrwert mehr bietet. Auf diesen Fakt geht die Diskussion in Kapitel 7 näher
ein.
5.4 Kaltstartproblem
Da es sich um maschinelle Lernverfahren handelt, muss das Kaltstartproblem betrachtet
werden. Das Kaltstartproblem [SFH+07] bezeichnet den Zustand der Anwendung, in wel-
chem durch keine oder zu wenige Trainingsdaten die Qualität der Vorhersage drastisch
sinkt.
Dieser Zustand kann wiederkehrend unter drei Situationen auftreten:
· Neuer Benutzer: Bei der Neuregistrierung eines Nutzers sind keine Informationen
zu klassifizierten Sensoren oder Routinewissen vorhanden. Die Berechnung der
Nachbarn kann somit nicht erfolgen und es ist keine Vorhersage möglich.
· Neues Item: Bei der Erweiterung des System mit einer neuen Aktivität kann diese
nicht korrekt klassifiziert werden und wird für einen gewissen Zeitraum von alten
Aktivitäten überschrieben.
· Neue Community: Kaltstart des Systems bei dem sowohl Neuer Benutzer und Neues
Item gleichzeitig auftreten.
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Auf diese drei Situationen muss in der Designphase der Anwendung geachtet werden, so dass
sich die Qualität über den gesamten Lebenszyklus entweder auf dem gleichen Niveau befin-
det oder verbessert.
Zu einem neu am System registrierten Benutzer existieren weder SVM Training Set noch
Routinewissen. Damit können nur in der ersten Aktivität keine Nachbarn berechnet noch Vor-
hersagen getroffen werden. Schon in der zweiten Aktivität wird das CFRS angewandt. Eine
intensive Trainingsphase besteht damit maximal für eine Woche, da ab dann sowohl Routi-
nen vorhanden also auch die SVM trainiert ist.
Bei Einführung einer neuen klassifizierbaren Aktivität im Modell kann das alte Trainingsset
beibehalten werden. Dies gilt sowohl für das Routinenwissen, als auch das SVMTraining
Set. Es beginnt zwar eine neue Woche intensiverer Trainingsphase, aber sowohl die SVM, als
auch das CFRS lassen sich effizient übertrainieren.
5.5 Evaluationsmethodik
Die entwickelten Konzepte müssen im Rahmen wissensbasierter Systeme und maschinellem
Lernen durch formale Methoden evaluiert werden, um eine signifikante Aussagekraft dieser
nachzuweisen. Dies wird im Falle von Klassifikationen durch verschiedene Modelle reali-
siert, wobei die Berechnung der Confusion matrix [Ver92] und der absolute Fehler [Wil81]
die verbreitetsten Verfahren darstellen.
5.5.1 Confusion Matrix
Bei der Confusion matrix werden jeweils die Metriken zu allen klassifizierbaren Elementen
(labels) bestimmt. Dazu werden jeweils: Die True Positives (tp), die False Positives (fp), die
False Negatives (fn) und die True negatives (tn) berechnet. Wie die Werte bestimmt werden,
soll anhand des nachfolgenden Beispiels deutlich werden:
Schlafen Essen Sport
Schlafen 5 4 0
Essen 2 3 1
Sport 0 2 11
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Die True Positives geben alle richtig klassifizierten Werte an, z.B. die als korrekt klassifizier-
te Aktivität Schlafen (5). Die False Negatives geben alle Werte an, bei denen die Aktivität
Schlafen korrekt gewesen wäre, jedoch eine andere Aktivität als wahrscheinlicher berechnet
wurde (4 + 0). Die False Positives stellen den umgekehrten Fall dar, bei denen eine andere
Aktivität korrekt wäre, jedoch Schlafen erkannt wurde (2 + 0). Die True negatives stellen
alle Klassifikationen von anderen Aktivitäten, ohne Schlafen dar (auch wenn diese nicht kor-
rekt klassifiziert sind (3+ 1+ 2+ 11)).
Aus diesen abgeleiteten Werten lassen sich für jede einzelne Aktivität die Metriken zu Sensi-
tivität, Spezifität, Relevanz und Genauigkeit und der kombinierte F-Score angeben [Pow11].
Für den aktuellen Anwendungsfall ist die Sensitivität (recall) der wichtigste Wert, da dieser
die Metriken mit Fokus auf korrekte Klassifikationen ableitet [SL09]. In sicherheitskriti-
schen Systemen müssen alle Werte berechnet werden, da sowohl False Positives - welche mit
einem Fehlalarm gleichzusetzen sind - als auch False Negatives schwerwiegende Auswirkun-
gen haben könnten. Im vorliegenden Fall, sind Fehlklassifikationen für den Nutzer nur stö-
rend, da er sie korrigieren muss.
Somit ergibt sich die Bewertung des Klassifikationsverfahrens anhand der Confusion Matrix
laut Sokolova et. al [SL09] zu:
recall =
Âl
i=1 tpi
Âl
i=1 tpi + f pi
(5.8)
Hierbei wird das sogenannte micro averaging angewandt, weil die Klassen unterschiedliche
Größen (Häufigkeiten) in ihren Instanzen besitzen. Dabei gibt i die jeweilige Instanz und l
die Anzahl der unterschiedlichen Labels an. tp und f p stellen die True Positives und True
Negatives dar.
5.5.2 Absoluter Fehler
Die Metriken der Confusion Matrix beschreiben jedoch nicht den absoluten Fehler ei-
nes Klassifikators. Über diese Matrix kann keine Aussage über die Fehlklassifikation
gegeben werden, so z.B., dass die korrekte Aktivität auf dem zweiten Platz der Wahr-
scheinlichkeiten stand und nicht erst auf Platz zehn. Deshalb wird der Gesamtfehler des
82
5.5 Evaluationsmethodik
Systems mittels dem Mean Absolute Error (MAE) oder dem root-mean-square error (RM-
SE) [Wil81; MH04; WM05] ermittelt. Dabei wird die normalisierte Distanz zwischen
dem vorhergesagten Wahrscheinlichkeitswert und dem tatsächlichen Wert bestimmt. Für
den nachfolgenden Anwendungsfall wurde ein eigenes Verfahren auf Basis dessen ab-
geleitet, da es sich um ein nicht-sicherheitskritisches System mit Offlineklassifikation
handelt. So ist entscheidend, dass bei falscher Erkennung der Nutzer gut und effizient
korrigieren kann. Deshalb wird der absolute Fehler anhand der Position in der Ergebnisliste
berechnet, da diese dem Nutzer zum Korrigieren vorgeschlagen werden (vgl. Unterab-
schnitt 7.1.4).
Die maximal erlaubten Korrekturen sind dabei drei [Fei09; FAJ10], bevor die Nutzerfrustra-
tion einen Anstieg einreicht und damit eine manuelle Eingabe notwendig wird. So werden
alle Abstände größer zwei als maximaler Abstand von drei eingetragen. Aus diesem wird der
MAE abgeleitet [MH04; WM05], welcher somit die gemittelte Anzahl an Korrekturen angibt.
Dies ist in Gleichung 5.9 dargestellt.
MAE =
1
n
n
Â
i=1
|pos(P)  1| (5.9)
Dabei ist pos(P) die Position des vorhergesagten Werts und die korrekte Position im Anwen-
dungsfall immer 1. Da die Skala immer gleich ist, muss der Fehler nicht normalisiert werden,
womit auf das arithmetische Mittel zurückgegriffen werden kann [Wil81].
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6 Anomaliedetektion in Tagesrythmen
Mit gewonnenen Erkenntnissen der letzten Kapitel wird ein automatisiertes Verfahren für
einen geregelerten Lebensstil entwickelt, welches sich den Rhythmen eines Nutzers anpasst.
Grundlegende Motivation der Untersuchung von Abweichungen ist dabei die Annahme,
dass Abweichungen in täglichen Routinen zu Irritationen beim Menschen führen [WMW92;
Spo11]. Dies wirkt sich gegebenenfalls negativ auf die Gesundheit aus. Feste Rhythmen von
Aktivitäten im Tagesverlauf bieten im Umkehrschluss Sicherheit, Struktur und Orientierung
im Alltag [WQK02].
Eine Analyse der Daten nach der Anomaliedetektion ist ebenfalls für verschiedene Anwen-
dungsfälle sinnvoll. Die Rhythmen können nicht nur vorsorglich beobachtet werden, sondern
können auch zu Diagnosezwecken nachträglich zu Rate gezogen werden. Neben unvermittelt
auftretenden Fällen die zeitnah entdeckt werden sollten, wie etwa vernachlässigte Aktivitä-
ten wie Sport oder Essen, ist auch die vollständige Nachbetrachtung der Aufzeichnungen im
Nachhinein interessant, um Metriken abzuleiten.
Sleep
(0:00 – 7:00)
Hygiene
(7:00 – 7:30)
Quantity_Time
(7:30 – 8:00)
Work
(8:00 - ...)
Abbildung 6.1: Auszug eines Tagesverlaufs
Die Tagesrhythmen sind wie bereits angedeutet das Ergebnis von Aufzeichnungen senso-
risch erfasster Daten, welche zu Aktivitäten klassifiziert und mit einer Zeit versehen werden.
Diese werden, wenn sie aus der Modular Daily Routine Ontology (MDRO) extrahiert wer-
den, zu Ketten zusammengefasst und bilden einen Tagesverlauf mit erkannten Aktivitäten
und Zeitstempel (Abbildung 6.1). Das Beispiel zeigt folgenden Ablauf: Schlafen, persönli-
che Körperhygiene (umfasst Aktivitäten, wie Duschen, Zähneputzen, usw.), Essen (Früh-
stück), Arbeiten usw.
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Dabei können, je nachdem welche Daten in die Modellierung einbezogen werden, ver-
schiedene Zeiträume verglichen werden. Es ist möglich Rhythmen über Wochentage, über
eine bzw. mehrere Wochen oder über ganze Monate zu bilden. Dies entspricht der An-
forderung der Chronobiologie, verschiedene Arten von Rhythmen zu untersuchen. Dafür
müssen aus mehreren Tagesabläufen Rhythmen abgeleitet werden, wie in Abbildung 6.2
gezeigt. Die Vorschrift zur Bildung dieser wird detailliert in Unterabschnitt 6.3.1 beschrie-
ben.
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Abbildung 6.2: Ableitung eines Tagesrhythmus
Da eine Abweichung auf verschiedenen Ebenen auftreten kann, müssen die Routinen sowohl
strukturell als auch inhaltlich betrachtet werden. Strukturell sind alle Verbindungen und Be-
ziehungen von Bedeutung. Inhaltlich müssen die Faktoren Zeit und Aktivität untersucht wer-
den. Um die vollständige Erkennung aller Abweichungen in den graphbasierten Modellen
der Tagesrhythmen zu erreichen, wird eine strukturierte Suche über alle Knoten und Kanten
des Graphen notwendig.
6.1 Arten von Abweichungen
Die erste Art von Abweichung stellen, nach Chandola et al. [CBK09], die Punktanomalien
dar. Innerhalb der graphbasierten Struktur entsprechen Punktanomalien Abweichungen, die
durch einen neuen Knoten im Graphen entstanden sind. Durch die Veränderung des Knotens
sind zwar alle Nachbarkanten betroffen, aber dies sollte durch den Algorithmus abgefangen
werden. Diese Abweichung soll somit als einzelne Abweichung erkannt werden, wenn in
einen ursprünglichen Rhythmus zurückgefunden wird. Die Anomalie findet damit sowohl
auf struktureller, als auch inhaltlicher Ebene statt. Die Abbildung 6.3 zeigt einen Tagesrhyth-
mus mit einer Punktanomalie (Quantity_Time).
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Abbildung 6.3: Punktanomalie im Tagesablauf
Die zweite Abweichungsart sind die Kontextanomalien. Diese Abweichungen befinden
sich nur auf der kontextuellen Ebene ohne eine strukturelle Änderungen am Graphen
zu erzeugen. Beispiele sind Rhythmen, in denen eine Aktivität gegen eine andere (im
gleichen Zeitfenster) ausgetauscht wird (siehe Abbildung 6.4). In diesem Fall wird die
Struktur des Rhythmus nicht verändert und dennoch muss eine Anomalie erkannt wer-
den.
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Abbildung 6.4: Kontextanomalie im Tagesablauf
Die dritte Abweichungsart werden als kollektive Anomalien bezeichnet. Im graphbasierten
Modell treten diese als Kettenanomalie auf. Dabei zieht diese Anomalie weitere Anomalien
nach sich. So sind im Vergleich zweier Modelle mehrere Knoten und Kanten von dieser Än-
derung betroffen, da ein neuer Pfad im Vergleichsmodell auftaucht. In Abbildung 6.5 ist im
aktuellen Tagesablauf nach der Aktivität Hygiene, sowohl Sports und Work aufgetreten, als
auch CookAndEat weggefallen.
Dabei treten umfangreiche Änderungen auf struktureller und kontextueller Ebene auf. Diese
Abweichungsart ist vor allem interessant, weil sich daraus die Anforderung an den Algorith-
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Abbildung 6.5: Kollektive Anomalie im Tagesablauf
mus ergibt, bei größerer Abweichung wieder in einen bereits bestehenden Rhythmus zurück-
zufinden.
Anhand dieser Arten können im nächsten Abschnitt Methoden untersucht werden, wel-
che auf der vorgegebenen Graphstruktur der MDRO, diese Anomalien erkennen kön-
nen.
6.2 Methoden zur Anomaliedetektion
Die Methoden zur Anomaliedetektion auf graphbasierten Strukturen gliedern sich in die
beiden großen Gebiete des maschinellen Lernens [Alp08] und den Methoden des Graph Mat-
ching [CFS+04].
Dabei werden insbesondere die Anforderungen an die Detektion zwischen normalem
und ungewöhnlichen Verhalten, einer Robustheit für flexibles Verhalten, und der Um-
gang mit Fehlern, wie Rauschen oder fehlerhafte Kennzeichnung der Daten betrachtet.
Darüber hinaus werden die Datenformate genauer betrachtet, damit sich die Algorith-
men in das bereits bestehende System einfügen. Die meisten dieser System arbeiten
grundsätzlich in einem ähnlichen Setting von Sensordaten und aufgezeichnete Routi-
nen [CBK09].
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6.2.1 Maschinelles Lernen
Die vorgestellten Ansätze zur Anomaliedetektion mittels maschinellen Lernen arbeiten auf
zuvor erfassten Training Sets. Es finden somit keine direkten Vergleiche statt, sondern Rhyth-
men werden in valide und invalide klassifiziert. Die vollständigen Methodenübersicht kann
dafür in [CBK09] eingesehen werden. Exemplarisch werden nur die klassifikationsbasier-
ten und die clusterbasierten Ansätze untersucht, da diese beiden Ansätze auf - modifizierten -
Graphstrukturen arbeiten können.
Klassifikationsbasierte Ansätze. Die klassifikationsbasierten Verfahren erzeugen einen
Klassifikator, welcher die Daten einer bestimmten Klasse zuordnet [DHS99]. Dafür
wird dieser mit gelabelten Daten trainiert und anschließend auf die Korrektheit seiner
Zuordnungen getestet. Die Unterteilung in Trainings- und Testphase ist allen Tech-
niken dieser Ansätze gemein. Voraussetzung für diesen Aspekt sind allerdings eine
akkurate Kennzeichnungen bzw. Labelung von Daten innerhalb der Trainingsphase,
welches als nachteilig betrachtet wird, da diese eine lange manuelle Trainingsphase
des Systems voraussetzt. Sobald dieser Klassifikator trainiert ist, kann automatisiert
eine eindeutige Unterscheidung zwischen gewöhnlichen und ungewöhnlichen Ver-
halten erreicht werden. Mit diesen Verfahren ist aber keine Möglichkeit gegeben,
innerhalb der Abweichung die verschiedenen Arten von Anomalien zu identifizieren,
bzw. die Ursache der Abweichung festzustellen.
Clusterbasierte Ansätze. Clustering gruppiert ähnliche Daten einer größeren Menge
automatisiert in einzelne Gruppen [JD88]. Diese Methode ermittelt im ersten Schritt
die vorhandenen Cluster und berechnet darauf die einzelnen Distanzen zu den zu-
gehörigen Clusterkernen [ACD+98; HXD03]. Diese Distanzergebnisse entsprechen
dabei gleichzeitig den Abweichungswerten, so dass über Schwellwerte oder durch
Vergleiche zu anderen Distanzen Anomalien identifiziert werden können. Die in
Kapitel 5 vorgestellten System mit Hidden Markov Model (HMM) arbeiten ebenfalls
nach diesem Verfahren. Es kann dabei jedoch passieren, dass bei einer Häufung von
Anomalien diese als korrekter (Anomalie)Cluster erkannt werden [CBK09]. Darüber
hinaus ist wiederum keine Identifizierung der Abweichungsart oder deren Ursache
möglich.
Zusammenfassend lässt sich sagen, dass mit den Methoden des maschinellen Lernens
zwar eine automatisierte Erkennung von Anomalien möglich ist, dabei aber keine konkrete
Unterscheidung dieser stattfinden kann. Das heißt, dass die Ansätze aus dem Bereich des ma-
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schinellen Lernens und der statistischen Auswertung nur entscheiden, ob eine Abweichung
vorliegt oder nicht. Sie erkennen allerdings nicht konkret, an welcher Stelle bzw. in welchem
Wert diese Anomalie auftritt. Dies widerspricht den Anforderungen (vgl. Abschnitt 1.2)
im Rahmen von Tagesrhythmen und schließt damit diese Verfahren für eine Nutzung
aus.
6.2.2 Graph Matching
Die Anomaliedetektion auf Graphen wird im Gebiet des Graph Matching untersucht. Der
untersuchte Fall wird dabei auf eine Zuordnung aller Knoten und Kanten zwischen zwei Gra-
phen verallgemeinert. Dies wird als Isomorphie-Problem bezeichnet [CFS+04].
In der Arbeit von Cordella et al. [CFS+04] wird dazu der VF2-Algorithmus vorgestellt. Die-
ser durchläuft dabei strukturiert zwei Graphen und prüft paarweise Knoten, auf eine mögli-
che Zuordnung des anderen (vgl. Abbildung 6.6).
1
2
3
2 1
3
START
1 == 1 1 == 2
2 == 12 == 2
X
2 == 3
X 3 == 3
Abbildung 6.6: VF2 Beispiel
Insgesamt werden zur Prüfung fünf Regeln definiert, welche Vorgänger- und Nachfol-
gerknoten, eingehende, ausgehende und neue Kanten betreffen. Die ersten vier Regeln
prüfen äquivalente Knoten mit jeweils passende Kanten in gleicher Anzahl im zuge-
hörigen Graphen. Die fünfte Regel tritt ein, wenn die Knoten nicht numerisch belegt
sind. Dadurch kann ebenfalls eine semantische Ähnlichkeit zweier Knoten bestimmt wer-
den.
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Die Prüfung aller Regeln findet iterativ und vollständig für jedes mögliche Knotenpaar
aus beiden Graphen statt. Dabei wird nach der Strategie der Tiefensuche nach möglichen
Zuordnungen gesucht bis eine passende gefunden ist (vgl. Abbildung 6.6). Im reinen VF2-
Algorithmus wird der Graph solange durchlaufen bis eine Belegung gefunden ist. Ohne ein
Ergebnis steht lediglich fest, dass die beiden eingegangenen Graphen nicht isomorph sind.
Die Anwendbarkeit wird in der eigenen Ambient Assisted Living (AAL) wird in Kapitel 7 ge-
zeigt.
Durch dieses Vorgehen eignet sich dieser Algorithmus - nach einer Anpassung - für eine
Anomalieerkennung, da mit ihm ein struktureller und inhaltlicher Vergleich ermöglicht wird.
Im Gegensatz zu den Ansätzen des maschinellen Lernens ist keine Trainingsphase nötig, son-
dern es können beliebig erfasste Tagesrhythmen untersucht werden. Die Interpretation der Er-
gebnisse muss dabei aber durch den Nutzer des Systems erfolgen.
6.3 Algorithmus zur Abweichungserkennung
6.3.1 Datenstruktur
Die zugrundeliegende Datenstruktur wird durch die graphbasierte Struktur der MDRO
bestimmt. Da ein Vergleich von allen Aktivitäten nicht praktikabel ist, wurde eine Grup-
pierung eingeführt, welcher mehrere Tagesabläufe zu Tagesrhythmen verbindet. So lebt
der Mensch nicht minutengenau, wodurch gleiche Aktivitäten meist in einem Fenster von
±60min auftreten (vgl. Unterabschnitt 7.5.4). Dieses Vorgehen musste schon in der Arbeit
von [TBY+12] eingeführt werden, wobei im eigenen Verfahren das Intervall von 6h deut-
lich auf 1h reduziert werden konnte. Die Aktivitäten werden stundenweise gruppiert, so
dass eine Aktivität Sleep, welche zwischen 0:00 und 1:00 auftritt als Sleep_0 dargestellt
wird, unabhängig ihrer Dauer, ihres Start- und Endpunkts. Durch die Kanten kann dennoch
abgeleitet werden in welcher Reihenfolge die Aktivitäten in den jeweiligen Zeitfenstern auf-
treten und ihre Häufigkeit ermittelt werden. Aus dieser Häufigkeit wird in den gruppierten
Aktivitäten durch Summierung und Mittelwert eine Übergangswahrscheinlichkeit berechnet.
Diese Übergangswahrscheinlichkeit wird als Schranke genutzt, so dass alle Aktivitäten,
welche unter die Wahrscheinlichkeit von 10% fallen aus dem Ergebnis entfernt werden. Als
Interpretation bedeutet dies, dass alle Aktivitäten entfernt werden, welche bei einer Basis
von 9x der gleichen Aktivität im Zeitraum nur 1x zusätzlich auftrat. Sollte die Aktivität dann
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nur ein weiteres Mal auftreten liegt deren Wahrscheinlichkeit schon bei ca. 18%, womit
das vorgestellte System neue Routinen anlernen kann, wenn diese wieder häufiger auftre-
ten.
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Abbildung 6.7: Extrahierte Routine mit Übergangswahrscheinlichkeiten
Somit entsteht ein vollständiger Graph mit Knoten und Kanten. Dabei beinhalten die Knoten,
wie in Kapitel 3 dargestellt, die erkannten Aktivitäten und zeigen den Zeitraum in welchem
die zugehörige Aktivität ausgeführt wurde. Damit wird die strukturelle als auch inhaltliche
Ebene des Rhythmus repräsentiert.
Mit diesem Verfahren ist es möglich Tagesrhythmen verschiedener Zeiträume abzubil-
den. So z.B. über einzelne Wochentage, Wochen oder Monate. Allerdings werden die
einzelnen Tagesabläufe parallel im Modell präsentiert, sodass ungeachtet über welchen
Gesamtzeitraum der Graph erstellt wurde, er immer die Zeitspanne eines Tages, wie in Ab-
bildung 6.7 veranschaulicht, abbildet. Entsprechend überschreitende Aktivitäten werden am
Tageswechsel geteilt. Dies ist für die korrekte Abarbeitung des späteren Algorithmus wich-
tig.
Des weiteren sind die vorgestellten Graphen zyklisch. Durch die Gruppierung ist die Zeit
ist im Modell nicht mehr eindeutig und so entstehen Überschneidungen und Rückwärts-
kanten. Sie entstehen beispielsweise, wenn zwischen mehreren Aktivitäten kurzzeitig hin
und her gesprungen, bzw. diese parallel ablaufen. In Abbildung 6.8 sind die Aktivitäten
Hygiene und Chores als paralleler, bzw. wechselnder Ablauf, im gleichen Zeitfenster de-
tektiert wurden. Für die Erkennung von Anomalien und den damit verbundenen Vergleich
zweier Graphen bedeutet dies, dass Zyklen ebenso durchsucht und behandelt werden müs-
sen.
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Abbildung 6.8: Zyklus in der Tagesroutine
Weiterhin haben die graphbasierten Modelle nicht immer eindeutige Quellen und Senken.
Das heißt sie können mit mehreren Knoten starten bzw. enden. Zwar ist die Zeit auf 0:00
Uhr festgelegt, jedoch können unterschiedliche Aktivitäten auftreten. In dem Modell, dar-
gestellt in Abbildung 6.9, treten somit Aktivitäten parallel als Quellen im Tagesrhythmus
auf.
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Abbildung 6.9: Zwei Startpunkte in der Tagesroutine
Somit entspricht die Struktur einem gerichteten, gewichteten, zyklischen Graphen mit mehre-
ren (jedoch zuordenbaren) Quellen und Senken.
6.3.2 Anomaliedetektion
Eine Anomalie definiert sich als inhaltliche und/oder strukturelle Unterscheidung zweier
Graphen.
Der VF2-Algorithmus führt dafür iterativ die Prüfung der Knotenpaare für das Mat-
ching durch [CFS+04]. Er deckt dabei nicht nur die strukturelle Ebene ab, sondern un-
tersucht auch die inhaltliche Ebene des Graphen durch Einführung einer semantische Re-
gel.
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Abbildung 6.10: Entwickelte Anomaliedetektion - Schritt 0
Problem des VF2 stellt dessen Abbruchbedingung dar, da der Algorithmus darauf ausgelegt
ist, die Isomorphie zweier Graphen festzustellen [CFS+04]. Dazu wird nach negativer Zuord-
nung von Knotenpaaren der aktuelle Zweig für eine mögliche Abbildung sofort verworfen
und an einer vorherigen Stelle weiter geprüft.
Für den Vergleich von Routinen ist eine solche Abbruchbedingung ungeeignet, wenn eine
strukturelle Abweichungen festgestellt werden soll. Der Algorithmus muss entsprechend
weiterlaufen und die Anomalie zwischenspeichern, bzw. den Knoten markieren. Anschlie-
ßend muss geprüft werden, ob der alte Rhythmus wieder erreicht werden kann und anhand
welcher Strukturänderung diese Anomalie auftrat.
Im Folgenden wird der originale VF2 [CFS+04] schrittweise verfolgt und durch geeigne-
te Änderungen der eigene Algorithmus zur Anomaliedetektion im aktuellen Anwendungsfall
vorgestellt:
0 Datenstruktur anpassen und Modus wählen. Um den VF2 zu nutzen, muss im
Vorschritt zwischen zwei Fällen unterschieden werden. Zum einen ist dies ein Ver-
gleich zwischen zwei Graphen, bzw. zwei Rhythmen aus mehreren Tagen und zum
anderen ein Vergleich zwischen einer Kette und einem Graph, bei Test eines Tages
zu einem Tagesrhythmus. Wenn ein einzelner Tag gegen einen Rhythmus vergli-
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Abbildung 6.11: Entwickelte Anomaliedetektion - Schritt 1
chen wird, entstehen sonst sehr viele falsche positive Abweichungen aufgrund nicht
vorhandener Knoten, so dass diese bei diesem Vergleich nicht berücksichtigt wer-
den. Bei dem Tagesvergleich werden nur veränderte oder hinzugekommene Knoten
betrachtet, womit dennoch alle Fälle abgedeckt sind. Überschneidende Zeiträume
müssen für den Vergleich geteilt werden, wie Abbildung 6.10 in der Aktivität Sleep
zeigt. Intern wird dies dadurch realisiert, indem alle Aktivitäten stundenweise (vgl.
Unterabschnitt 6.3.1) getrennt werden. Für zwei vollständige Graphen werden alle
Anomalien (also auch weggefallene Knoten) als Ergebnisset ausgegeben, wie in
Unterabschnitt 7.5.3 dargestellt.
1 Startpunkt und aktuelles Knotenpaar bestimmen. Als erstes wird der Startpunkt
der beiden Graphen bestimmt. Dafür wird jeweils ein Knoten aus der zu vergleichen-
der Routine und der aktuellen Routine ausgewählt. Als Besonderheit zu Beginn ist
zu beachten, dass die Modelle mehrere Startknoten enthalten können. Allerdings
hat dieser Aspekt keine Auswirkungen auf den VF2-Algorithmus, da dieser iterativ
alle Knoten auf ihre Abbildungsmöglichkeit im Rahmen der Isomorphie prüft. Die
Startknotenanzahl kann im aktuellen Anwendungsfall sogar reduziert werden, da
nur Knoten mit der Zeit 0:00 aufgrund der Teilung in Frage kommen, siehe Abbil-
dung 6.11. Die geforderte Knoten-ID wird durch die MDRO festgelegt, was jeden
Knoten eindeutig beschreibbar macht. Die ID wird aus Aktivität und dem gruppierten
Zeitraum festgelegt.
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Abbildung 6.12: Entwickelte Anomaliedetektion - Schritt 2.1
2 Knotenprüfung. Im zweiten Schritt werden die aktuellen Knoten geprüft. Dafür sind
im VF2-Algorithmus Regeln für die Prüfung der Knotenpaare definiert.Die Regeln
definieren die Bedingungen, welche für ein Matching der Knoten erfüllt sein müssen.
Für die Isomorphie ist dabei die absolute Übereinstimmung nötig. Für eine Anoma-
liedetektion werden diese Regeln angepasst. Ein großer Vorteil ist, dass durch den
VF2 die Reihenfolge der Tests nicht nicht relevant ist, da im späteren Verlauf des
Verfahrens nach alternativen Zuordnungen innerhalb der Knoten getestet wird. So
können bessere Übereinstimmung gefunden, und falsch gewonnene Erkenntnisse
wieder verworfen werden. Damit ist sowohl der originale, als auch der angepasste,
VF2 deterministisch.
2.1 Prüfung auf struktureller Ebene. Die Prüfung auf struktureller Ebene ist Haupt-
bestandteil des VF2-Algorithmus zur Feststellung des Matchings. Es umfasst die
Prüfung aller Vorgänger- und Nachfolgerknoten, mit eingehenden, ausgehenden und
neuen Kanten, jeweils bezüglich des betrachteten Knotenpaars. Für das Matching
beider Knoten müssen dabei die strukturellen Bedingungen übereinstimmen, siehe
Abbildung 6.12. Da es im aktuellen Anwendungsfall kein Abbruchkriterium darge-
stellt, werden hiermit fehlende Knoten detektiert. Stimmen beide Prüfungen nicht
überein, so wird mit Schritt 3 fortgefahren.
Für eine erfolgreiche Anwendung der Prüfregel müssen die generierten Listen der
Kanten beider Knoten übereinstimmen. Es muss somit die Listengröße gleich groß
sein. Ist dies nicht erfüllt kann dennoch die Prüfung auf inhaltlicher Ebene erfolgreich
sein, um entfernte Knoten zu detektieren.
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Abbildung 6.13: Entwickelte Anomaliedetektion - Schritt 2.2
2.2 Prüfung auf inhaltlicher Ebene. Nach erfolgreicher Prüfung auf struktureller Ebe-
ne erfolgt die Prüfung auf inhaltlicher Ebene. Dafür wird die semantische Regel des
VF2 genutzt. Da die Aktivitäten bereits gruppiert wurden, reicht eine Auswertung
der ID aus, welche der Aktivität und Zeit entspricht. Abbildung 6.13 illustriert einen
Vergleich auf inhaltlicher Ebene, falls die strukturelle Ebene übereinstimmt. Wenn
eine Abweichung auftritt, wird dieser Knoten für eine Kontextanomalie markiert.
3 Auswahl des nächsten Paares. Der dritte Schritt umfasst die Auswahl des nächsten
Knotenpaares, so dass die Prüfung erneut erfolgen kann. Im VF2-Ansatz erfolgt ein
Übergang nur, wenn die komplette Prüfung erfolgreich war. In diesem Fall erfolgt die
Auswahl des nächsten Knotenpaars mittels einer Orientierung an den ausgehenden
Kanten. Je ein Knoten pro Graph wird dabei aus der Gruppe der Nachfolger be-
stimmt. War die Prüfung dagegen nicht erfolgreich, kommt das getestete Knotenpaar
im originalen VF2 für ein Matching nicht in Frage, womit mittels Forward- und
Backward-Algorithmen nach alternativen Zuordnungen gesucht wird (vgl. Abbil-
dung 6.14). Für den angepassten VF2 bedeutet dies, dass eine Knotenabweichung
festgestellt wurde, aber nicht direkt auf der höheren Ebene weiter gesucht werden soll.
Alternative Zuordnungen können in dem Graphen vorhanden sein, welche in tieferen
Ebenen liegen. So werden tiefer liegende Knoten betrachtet, bei denen Aktivität und
Zeit gleiche Werte aufweisen. Somit kann der Algorithmus in einer tieferen Ebene in
die Ausgangsroutine zurückfinden.
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Abbildung 6.14: Entwickelte Anomaliedetektion - Schritt 3
Bei einer Suche nach Alternativen ist dabei zu beachten, dass mehrere passende
Möglichkeiten auf gleicher Graphebene vorliegen können, sodass es notwendig wird,
diejenige Zuordnung zu wählen, welche die geringsten Abweichungen aufweist.
Liegen mehrere Knotenpaare mit gleicher Abweichung wird die erste zurückgegeben.
Falls keine Alternative auf der gleichen Knotenebene gefunden wird, bleibt der Status
der kompletten Knotenabweichung bestehen und es wird nach der Strategie der
Tiefensuche weiter gesucht (Knotenprüfung). Damit ist es möglich, sowohl kollektive
Anomalien als auch Punktanomalien zu detektieren. Sollte sich tiefer auch keine
Zuordnung befinden, sprich in eine alte Routine zurückgefunden werden, so wird via
Backtracking die Suche in der höheren Ebene fortgesetzt.
Der VF2 durchläuft und prüft so vollständig alle Knoten untereinander, so dass falsche er-
kannte Abweichungen im einem darauffolgenden Schritt wieder entfernt werden, da eine Zu-
ordnung in tieferer oder höherer Ebene gefunden werden kann. Sollten echte Anomalien de-
tektiert werden, werden diese als Ergebnis des Algorithmus zurückgegeben. Anhand der im
Status verzeichneten Informationen, kann ebenfalls die Abweichungsart und die Gewichtung
(bei kollektiven Anomalien) bestimmt werden. So besitzen Punkt- und Kontextanomalien die
Gewichtung 1 und kollektive Anomalien summieren alle Punkte, bis in die Routine zurückge-
funden wird.
Um die Ursachen für Abweichungen in Tagesrhythmen zu finden wird das Ergebnisset der
weiteren Prüfung unterzogen, um die abweichenden Faktoren zu bestimmen. Mittels der Er-
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gebnisse ist eine Lokalisierung (innerhalb des Graphen, bzw. der Uhrzeit) der Abweichung
gewährleistet. Eine detailliertere Ursachenidentifikation in Form einzelner Sensorwerte kann
damit ermöglicht werden, indem entsprechende Daten, die für die Klassifikation einzelner
Aktivitäten einbezogen wurden, untersucht werden.
6.4 Signifikante Ursachenerkennung
Die Anomalie kann entsprechend der Verfahren der letzten Kapitel genauer analysiert
werden, um eine potentielle Ursache zu identifizieren. Dafür wird das Ergebnisset und die
Zeit der Anomalie für die Auswertung verwendet. Der vollständige Algorithmus ist in Abbil-
dung 6.15 dargestellt und wird nachfolgend detailliert beschrieben.
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Anomaly
Standardize Outlier Detection
Sensor
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Abbildung 6.15: Ursachenerkennung auf Basis der detektierten Anomalien
Auf Basis des zuvor gesammelten semantischen Modellwissens wird die Ursachenerken-
nung mit einfachen statistischen Mitteln, der Modified Thompson Tau Methode [WGK+96;
Cim11] durchgeführt. Diese berechnet eine obere und untere Schranke zu einer Zeitreihe und
gibt damit dessen signifikanten Abweichungen an. Dazu müssen die Zeitreihen zunächst ex-
trahiert und normalisiert werden.
Zur Extraktion wird die Routine des aktuellen Tages bis zum Punkt der Abweichung durch-
laufen und dabei alle Sensorwerte der Routine extrahiert (Tabelle 6.1).Auf diesen Snapshots
wird mithilfe von Standardisierung und Standardabweichung der aktuelle Tag mit einer zuvor
erfassten normalen Routine verglichen und diejenigen Sensoren präsentiert, welche die größ-
te signifikanten Abweichung anzeigen.
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Sleep
Duration Steps
Runkeeper
Distance Location
Bedroom
Temp
Transport
Time
25900 3860 3.67 4.82 1.86 1630
19500 9450 1.04 4.81 2.00 512
37200 9410 8.65 4.81 1.60 1000
31100 9130 2.17 5.10 1.87 457
... ... ... ... ... ...
Tabelle 6.1: Sensor Snapshot
Um dieses Verfahren anzuwenden, erfolgt zunächst eine Prüfung der Daten auf Basis des
Theorem von Tschebyscheff [Wag06]. Dieses besagt, dass nur dann eine Aussage über
eine Abweichung gültig ist, wenn mindestens 75% aller Daten in einen Bereich von plus-
minus zwei Standardabweichungen (stddev) um den Mittelwert (x) liegen. Dies ist in Glei-
chung 6.1 dargestellt.
stddev =
vuut 1
N   1
N
Â
i=1
(x
i
  x)2
P = 1   (1/ stddev2) (6.1)
Wenn dieser Wahrscheinlichkeitswert P unter 75% fällt, kann keine signifikante Aussage
über diese Datenreihe getroffen werden, da innerhalb der Datenreihe zu wenig Informationen
enthalten sind. Tabelle 6.2 zeigt diese Wahrscheinlichkeitswerte für das vorliegende Beispiel.
In diesem können die Datenreihen für Temperatur im Schlafzimmer und Lokalisation für die
Anomalieerkennung nicht genutzt werden.
Sleep
Duration Steps
Runkeeper
Distance Location
Bedroom
Temp
Transport
Time
stddev 5040.88 2084.15 2.31 1.21 1.03 492
P 100% 100% 100% 32% 6% 100%
Tabelle 6.2: Anwendung von Tschebytscheff
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Um die verschiedenen Sensorwerte vergleichbar zu machen, müssen diese in ihrer jeweiligen
Zeitreihe z-Standardisiert [Bor05] werden. Die transformierten Werte werden vergleichbar,
weil nach der Transformation alle Werte im gleichen Wertebereich normalisiert sind (Glei-
chung 6.2).
z
i
=
x
i
  x
stddev
(6.2)
Dafür wird zu jedem Wert x, dessen Mittelwertabweichung x durch die Standardabweichung
der Stichprobenmenge geteilt, um allen Werte den gleichen Mittelwert 0 und die Varianz 1 zu
geben. Dies ist wichtig, da z.B. der Wert eines Lichtmessers sehr stark ausschlägt, wobei die
Werte von Temperaturdaten sich nur in einem kleinen Bereich bewegen. Der Informationsge-
halt beider Sensorreihen ist jedoch identisch und kann nur durch die Standardisierung vergli-
chen werden, siehe Tabelle 6.3.
Sleep
Duration Steps
Runkeeper
Distance Location
Bedroom
Temp
Transport
Time
-0.97 -2.57 -0.85 -0.54 0.32 2.84
-2.24 0.12 -0.56 -0.59 1.67 -0.36
1.27 0.10 2.74 -0.59 -2.20 -0.26
0.07 -0.04 -0.07 1.80 0.42 -0.37
... ... ... ... ... ...
Tabelle 6.3: Normalisierte Sensorwerte
Auf diesen transformierten Werten kann mittels Anwendung der Modified Thompson
Tau Methode [WGK+96; Cim11] eine signifikante Abweichungen (Outlier) erkannt wer-
den. Dazu wird der Wert t als Schranke berechnet, wie in Gleichung 6.3 dargestellt
ist.
t =
ta/2(n   1)
p
n
q
n   2 + t2a/2
(6.3)
t... Students t-Verteilung bei gegebenen a
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Da die Zeitreihen normalisiert sind, können für den Vergleich die Absolutbeträge genutzt
werden, denn die stddev der Normalisierung ist immer 1 und der Mittelwert ist immer 0 ist.
Somit gilt eine einheitliche obere Schranke bei einem Fehlerniveau von a = 0.05 - was die
Signifikanz bzw. Konfidenz von 95% angibt - von t = 1.7984. Alle Werte außerhalb dieser
Schranke sind somit eine signifikante Abweichung (Outlier), was in Tabelle 6.4 dargestellt
ist.
Sleep
Duration Steps
Runkeeper
Distance Location
Bedroom
Temp
Transport
Time
0.97 2.57 0.85 0.54 0.32 2.84
Tabelle 6.4: Abweichungstest
Die Anomalie des Tagesrhythmus (aus dem VF2 erkannt) wird potentiell ausgelöst, weil
an diesem Tag besonders viel Zeit mit Transport verbracht und darüber hinaus wenig
Schritte zurückgelegt wurden. Auf Basis der Modified Thompson Tau Methode können
diese Abweichungen sogar geordnet und diese Reihenfolge dem Nutzer präsentiert wer-
den.
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Um die zuvor betrachteten Konzepte zu realisieren, wird eine prototypische Referenzarchi-
tektur abgeleitet und implementiert. Diese ist als modularisierte, eventbasierte Architektur
gestaltet, um einen verteilten Zugriff und die Anforderung nach einem dynamischen System
zu erfüllen. Auf Basis dieser Architektur wird die Evaluation zwischen eigenen Entwicklun-
gen - und Optimierungen - und aktuellen Ansätzen durchgeführt. Dies evaluiert die Bestand-
teile der automatisierten Sensorintegration, dem Human Activity Recognizer Algorithms
(HARA) mit adaptiver Gewichtung und der Anomaliedetetektion mit Ursachenerkennung.
Dafür werden sowohl Testdatensätze, als auch eigens erfasste, sensorische Daten verwen-
det.
Eine Übersicht der Architektur des eigenen Systems ist in Abbildung 7.1 dargestellt und zeigt
die vier Module Sensor, Aktivität, Routine und Nutzer, welche jeweils einen Service anbieten,
um mit einem Command Line Interface (CLI) Modul zu kommunizieren. Die Nutzerontolo-
gie wird von allen Modulen zur Zugriffskontrolle und Identifikation von Geräten und Daten
genutzt und wird nicht gesondert dargestellt. Das CLI Modul erzeugt eine prototypische
Nutzerschnittstelle, in dem alle relevanten Informationen zusammengefasst und aufbereitet
werden. Eine Betrachtung und Entwicklung einer Nutzerschnittstelle für den Endanwen-
der war nicht Teil dieser Arbeit, da der Fokus auf Verfahren und Funktionen des System
lag.
Für die Speicherung der verschiedenen Ontologien und dessen Instanzen wurde Apa-
che Fuseki1 verwendet, welcher von allen Modulen als semantischer Datenspeicher ge-
nutzt wird. Dieser wiederum wird in der eigenen Implementierung an die Key-Value-
Cache-Datenbank redis2 angebunden, um schnelle Analysen innerhalb der Daten vor-
zunehmen, nachdem diese zunächst über den semantischen Speicher identifiziert wur-
den.
1https://jena.apache.org/documentation/fuseki2/
2http://redis.io/
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7.1 Referenzimplementierung
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Abbildung 7.1: Modul Übersicht der Referenzimplementierung
7.1.1 Sensor Modul
Das Sensormodul beinhaltet die Semantic Middleware (SeMiWa), welche die Sensoren als
semantische Instanzen verwaltet und den Datenspeicher mit Auswertung (Aggregation) von
Sensordaten bereitstellt. Dafür ist die SeMiWa mit der Sensorontologie verbunden. Ebenso
ist es möglich neue Sensoren zu registrieren oder die Konfigurationen für einzelne Sensoren
zur Laufzeit anhand des Modells anzupassen.
Das Modul beinhaltet dabei die folgenden Bibliotheken und Frameworks:
· PM21 Framework für die Verwaltung des SeMiWa Kerns und der Sensorknoten
· WEKA2 Framework für die Machine Learning Algorithmen der Sensorintegration
· SOCKET.IO3 als Kommunikationskanal für verbundene Sensoren und Module
· WAMP.WS4 als Datenaustauschprotokoll
· Request5 für den Zugriff auf den SPARQL Protocol And RDF Query Language
1https://github.com/Unitech/PM2
2http://www.cs.waikato.ac.nz/ml/weka/
3http://socket.io/
4http://wamp.ws/
5https://github.com/request/request
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(SPARQL) Endpoint von Fuseki
· Redis Datenbank für die Datenhaltung der Sensorwerte und die Anwendung des
Publish-Subscribe (PubSub) Mechnanismus
· Temboo1 als Integrator für entfernte Sensorik
Mittels des PM2 Frameworks ist es möglich entfernte und lokale Sensorknoten zu verwalten
und ihren aktuellen Status (Lifecycle) Informationen - Online, Stopped, Error - anzuzeigen.
Darüber hinaus wird über SOCKET.IO die Schnittstelle von heterogenen Sensoren zu SeMi-
Wa eventbasiert und netzwerktransparent bereitgestellt. Desweiteren wurde das WAMP.WS
Protokoll eingebunden, um die (Re)Konfiguration von Sensoren zur Laufzeit zu ermögli-
chen.
Für die automatisierte Sensorintegration und -konfiguration wurde das WEKA Framework
mit DBSCAN als Clusterer und libSVM als Klassifikator verwendet.
Für den Publish Subscribe Mechanismus wird das semantische Modell und die redis Daten-
bank verwendet. Somit können Sensoren in ihrem Informationsaustausch untereinander ver-
bunden werden.
Die Integration von externer Sensorik, wie z.B. Wetterdiensten, wird das Temboo Framework
verwendet, welches neben dem Zugriff auf die Daten von Webservices, diese auch testen
kann. Da dieses aber nur einen synchronen Zugriff bietet, wurde innerhalb von SeMiWaeine
Abstraktion den eventbasierten Stil integriert.
Für die Aggregation der Sensorwerte werden auf Basis des semantischen Modells, die ange-
gebenen Funktionen verwendet:
· Mittelwert
· Minimum
· Maximum
· Letzter Wert
· Summe
Auf Basis dieser Daten kann die Aktivitätsklassifikation erfolgen, welche im nächsten Ab-
schnitt vorgestellt wird.
1https://www.temboo.com/
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7.1.2 Activity Modul
Das Aktivitätsmodul beinhaltet die Klassifikatoren und den Datenspeicher für Speicherung
und Auswertung der Training Sets. Dafür ist dieses Modul mit der Aktivitätsontologie, dem
Sensormodul und dem Routinemodul verbunden.
Es beinhaltet dabei die folgenden Bibliotheken und Frameworks:
· PM2 Framework für die Verwaltung des Moduls
· WEKA Framework für die Machine Learning Algorithmen
· SOCKET.IO als Kommunikationskanal für verbundene Module
· WAMP.WS als Datenaustauschprotokoll
· Request für den Zugriff auf den SPARQL Endpoint von Fuseki
· likely.js1 für das Collaborative Filtering Recommender System
Mittels des PM2 Frameworks ist es wiederum möglich den eigenen Status (Lifecycle) des
Moduls zu verwalten. Über SOCKET.IO und WAMP.WS wurden die Kanäle zu den anderen
Modulen bereitgestellt.
Mittels WEKA und libSVM wird der Klassifikator von Sensorwerten zu Aktivitäten in-
tegriert. Durch eigene Experimente (siehe Abschnitt A.16) wurde die Support Vector
Machines (SVM) dabei wie folgt parametrisiert, um die Sensoren bestmöglich auszuwer-
ten:
C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.Puk
-O 1.0 -S 1.0 -C 250007"
# P - Wahrscheinlichkeiten fuer alle Klassen berechnen.
# N - Parameter auf Basis des Testsets
automatisiert bestimmen.
# K - The Pearson VII function-based universal kernel.
# (...)
Listing 7.1: Parameter für SVM [Pla+99; ÜMB06]
Für das Collaborative Filtering Recommender Systems (CFRS) wurde die Bibliothek like-
ly.js verwendet, welche die Funktionen des user-based collaborative filtering bereitstellt. Die
geforderte Tabellenstruktur wird vom Aktivitätsmodul auf Basis der Daten des Routinemo-
duls berechnet.
1https://github.com/sbyrnes/likely.js
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Die Gewichtung w
u
wird zur Laufzeit angepasst und intern in diesem Modul pro Nutzer ge-
halten. Die Entscheidung für jeden Nutzer eine eigene Gewichtung zu berechnen, wurde auf
Basis der Diskussion des Faktors selbst getroffen. Dieser gibt an wie wahrscheinlich es ist,
dass Routinen regelmäßig nachgegangen wird, womit dieser stark nutzerabhängig ist. Für die
Glättung dieser Gewichtung wird wie bereits beschrieben eine exponentielle Glättung imple-
mentiert.
Die Bestimmung und Auswertung der Confusion Matrix und des absoluten Fehlers wird
ebenfalls in diesem Modul durchgeführt. Diese wird zu jeder erfolgten Klassifikation neu
berechnet und alle klassifzierten Werte und dessen Fehler gespeichert. Dieser Wert wird
wie die Gewichtung in einer internen Datenbank gehalten und dient alleinig der Evaluati-
on.
7.1.3 Routine Modul
Das Routinemodul beinhaltet die Anomalieerkennung und den Datenspeicher für Speiche-
rung und Auswertung von Routinen. Dafür ist dieses Modul mit der Routineontologie, dem
Aktivitätsmodul und dem Sensormodul verbunden.
Es beinhaltet dabei die folgenden Bibliotheken und Frameworks:
· PM2 Framework für die Verwaltung des Moduls
· SOCKET.IO als Kommunikationskanal für verbundene Module
· WAMP.WS als Datenaustauschprotokoll
· Request für den Zugriff auf den SPARQL Endpoint von Fuseki
· gauss1 für die statistischen Analysen
· icalendar2 für die Synchonisierung der Routinen mit einem Kalender
Für die Detektion der Abweichung musste ein eigener Algorithmus implementiert werden,
welcher sich aber an der Verarbeitung des VF2 orientiert. Dafür werden die eingetragenen
Routinen als Graph mit Übergangswahrscheinlichkeiten aus der Routineontologie bezo-
gen.
1https://github.com/wayoutmind/gauss
2https://github.com/tritech/node-icalendar
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Diese Routinen werden anhand eines Zeitfenster von 1h zusammengefasst, also z.B. Schlaf
der zwischen 0:00 und 1:00 stattfand, als Sleep_0 gruppiert, selbst wenn dieser 0:30 startete
oder vor 1:00 endete. Bei Gruppierung über einer Stunde, z.B. 6h, wie bei [BYF12], war
die Einteilung zu grob. Bei Unterschreitung von 1h lieferte der Algorithmus zu viele Ab-
weichungen, welche keinen weiteren Informationsgewinn ergaben. Änderungen im Schlaf-,
Arbeits-, oder Sportrhythmus werden in diesem Intervall zuverlässig erkannt (vgl. Unterab-
schnitt 7.5.3).
Mittels der detektierten Abweichungen des Graphen wird die Modified Thompson Tau
Methode angewandt und unter Zuhilfenahme der gauss Bibliothek, eine Ursachenanaly-
se auf Basis der Sensorwerte durchgeführt und gespeichert. Das untersuchte Intervall,
z.B. zwei Wochen oder zwei Monate im Vergleich, werden dabei manuell bestimmt,
da eine automatisierte Bestimmung dieses Intervalls nicht erfolgen konnte. Dem Nut-
zer oder Experten werden nach Eingabe des Intervalls Abweichungen und eine Ursache
berechnet. Für den Zugriff auf die Routinen wurde die icalendar Bibliothek verwen-
det, um die Routinen in beliebigen Kalenderanwendungen anzuzeigen und zu bearbei-
ten.
7.1.4 CLI Modul
Das CLI Modul beinhaltet eine Nutzerschnittstelle auf alle zuvor genannten Module. Es
wird für die vorgestellte Arbeit nur für die Evaluation und die Anzeige der internen Da-
tenstrukturen verwendet, da die Entwicklung eines UIs nicht Bestandteil der Entwicklung
war. Für die Ausführung ist dieses Modul als Einstiegspunkt mit dem Nutzermodul zur
Zugriffskontrolle und Datenzuordnung und anschließend mit allen weiteren Modulen verbun-
den.
Es beinhaltet dabei die folgenden Bibliotheken und Frameworks:
· PM2 Framework für die Verwaltung des Moduls
· SOCKET.IO als Kommunikationskanal für verbundene Module
· WAMP.WS als Datenaustauschprotokoll
· Request für den Zugriff auf den SPARQL Endpoint von Fuseki
· node-autocomplete1 für das Autocompletion auf der Console
1https://github.com/marccampbell/node-autocomplete
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Die Sensordatenansicht gliedert sich in das Modul zur Sensorverwaltung und zur Sensorda-
tenverwaltung. In der Sensorverwaltung werden alle aktuellen Sensoren mit ihrer jeweiligen
Konfiguration und den semantischen Informationen angezeigt, wie in Listing 7.2 verdeut-
licht.
-------------------------------------------------------
| (index) | 0 | 1 |
-------------------------------------------------------
| 0 | uID | http://semiwa.org/0.1/senso... |
-------------------------------------------------------
| 1 | type | http://semiwa.org/0.1/senso... |
-------------------------------------------------------
| 2 | model | NetAtmo Temperature |
-------------------------------------------------------
| 3 | deplo... | Kitchen |
-------------------------------------------------------
| 4 | symbol | degC |
-------------------------------------------------------
| 5 | obser... | Temperature |
-------------------------------------------------------
| 6 | descr... | A temperature is a numerica... |
-------------------------------------------------------
| 7 | user | demo@semiwa.org |
-------------------------------------------------------
| 8 | aggre... | AVG |
-------------------------------------------------------
| 9 | ... | ... |
-------------------------------------------------------
Listing 7.2: Sensordatenansicht im CLI
Bei Integration eines neuen Sensors wird dessen Konfiguration an dieser Stelle bestä-
tigt oder editiert, siehe Listing 7.3. In Abschnitt 7.2 ist diese Ansicht detailliert darge-
stellt.
07.04.2015 16:04 ) Choose the configuration:
> unit:DegreeCelsius
unit:DegreeFahrenheit
unit:Unitless
...
07.04.2015 16:10 ) Choose the deployedLocation:
> Living Room
Kitchen
isMobile
[new]
Listing 7.3: Sensorintegration im CLI
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Die Aktivitätsansicht zeigt das aktuelle Training Set des Nutzers und kann nach Bedarf an
dieser Stelle editiert werden, indem ungültige Daten über deren t_id manuell entfernt werden,
wie in Listing 7.4 gezeigt.
------------------------------------------------------
| (index) | 0 | 1 |
------------------------------------------------------
| 0 | t_id | 2c0e848145d188455f7a56f226d... |
------------------------------------------------------
| 1 | sensors | "T001":"23.333333333333332"... |
------------------------------------------------------
| 2 | name | Sleep |
------------------------------------------------------
------------------------------------------------------
| (index) | 0 | 1 |
------------------------------------------------------
| 0 | t_id | 144e2306ffc59e15bcaefd4bbdf... |
------------------------------------------------------
| 1 | sensors | "M005":"8", "M009":"5", "M0... |
------------------------------------------------------
| 2 | name | Chores |
------------------------------------------------------
Listing 7.4: Aktivitätenansicht im CLI
Die Routinenansicht zeigt tageweise die gespeicherten Routinen des Nutzers an (Listing 7.5).
An dieser Stelle können diese editiert oder bestätigt werden. Die Sortierung entspricht den
Wahrscheinlichkeiten des HARA, um eine schnelle Korrektur zu ermöglichen. Sollte die
gewünschte Aktivität nicht im Ergebnis sein, kann durch manuelle Eingabe (S) das Autocom-
plete angestoßen werden.
------------------------------------
| 37 | 09:00 | QuantityTime |
------------------------------------
| 38 | 09:15 | Work |
------------------------------------
| 39 | 09:30 | Work |
------------------------------------
...
03.04.2015 21:25 ) Pick the right activity for 38 - 03.04.2015 - 09:15:
Work
> QuantityTime
Sport
...
03.04.2015 21:25 ) Pick the right activity: S
> Sleep
Sport
Chores
Listing 7.5: Routinenansicht im CLI
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In der Ansicht Anomaliedetektion werden durch Eingabe des Intervalls alle Anomalien mit
der jeweiligen Ursachenerkennung gezeigt (vgl. Listing 7.6). Diese Ansicht wird detailliert
in Abschnitt 7.4 beschrieben.
? First interval - Start point: 16.03.2015
? First interval - End point: 23.03.2015
? Second interval - Start point: 30.03.2015
? Second interval - End point: 06.04.2015
? Select days of week: (Press <space> to select)
Weekdays:
> o Monday
o Tuesday
o Wednesday
o Thursday
o Friday
Weekend:
o Saturday
o Sunday
...
ADDED
-----------------------------------------
| (index) | hour | activity |
-----------------------------------------
| 0 | 19 | QualityTime -> 1 |
-----------------------------------------
| 1 | 20 | QualityTime |
-----------------------------------------
REMOVED
-----------------------------------------
| (index) | hour | activity |
-----------------------------------------
| 0 | 19 | Sport -> 1 |
-----------------------------------------
| 1 | 20 | Sport |
-----------------------------------------
...
OUTLIER
--------------------------
| (index) | 0 | 1 |
--------------------------
| 0 | tau | 1.25 |
--------------------------
| 1 | n | 4 |
--------------------------
| 2 | alpha | 0.95 |
--------------------------
------------------------------------
| (index) | uID | T.Tau |
------------------------------------
| 0 | weather-hum | 1.66 |
------------------------------------
| 1 | weather-temp | 1.43 |
------------------------------------
| 2 | withings-steps | 1.63 |
------------------------------------
Listing 7.6: Abweichungserkennung im CLI
In der Ansicht Auswertung befindet sich darüber hinaus die Möglichkeit Metriken, wie
Work-Life-Balance und Schlaf-Wach-Zyklen, zu dem gewählten Intervall anzeigen zu
lassen (Listing 7.7). Diese Auswertungen werden durch das semantische hierarchische
Modell der Aktivitäten möglich. In Unterabschnitt 7.5.4 werden alle Metriken vorge-
stellt.
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WORK-LIFE
work | ************* | 0.63
life | ******* | 0.37
SLEEP-WAKE
wake | ************** | 0.72
sleep | ****** | 0.28
Listing 7.7: Chronobiologische Metriken im CLI
7.2 Automatisierte Sensorintegration
Die formale Anforderungsanalyse der semantischen Sensorvernetzung und Verwaltung
wird in der abschließenden Diskussion (Kapitel 8) gezeigt. Aus diesem Grund wird an
dieser Stelle nur die automatisierte Integration gesondert evaluiert. Für die Evaluation
werden dafür vier verschiedene Sensoren verwendet, wovon drei sich bereits integriert im
System befinden und zwei zur Laufzeit angeschlossen werden. Diese Sensoren umfassen da-
bei:
· Angeschlossene Sensoren:
– Temperatursensor in der Konfiguration ’degC’ (uid: T0)
– Temperatursensor in der Konfiguration ’degC’ (uid: T1)
– Luftfeuchtesensor in der Konfiguration ’absPercent’ (uid: H0)
· Hinzugefügte Sensoren:
– Temperatursensor in der Konfiguration ’degC’ (uid: T2)
– Temperatursensor in der Konfiguration ’degFahrenheit’ (uid: T3)
Die automatisierte Sensorintegration empfängt zur Laufzeit alle Sensordatenströme der
jeweiligen Sensoren. Diese Sensordatenströme bestehen dabei aus Events mit Sensorzuord-
nung, Zeitstempel und dem konkreten Wert. Für den oben genannten Versuch sind alle erfass-
ten Daten in Abschnitt A.13 dargestellt.
Die automatisierte Sensorintegration der Sensordatenströme wird, wie bereits in Unterab-
schnitt 4.3.3 gezeigt, durch drei Phasen ermöglicht. In der ersten Phase werden aus der Re-
gistrierungsnachricht die statischen Merkmale des Sensors extrahiert. Dafür wird das Exact
Match Verfahren verwendet, womit das statische Modell direkt zugeordnet werden kann (vgl.
Listing 7.8).
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T3 --> "Tinkerforge Temperatur"
--> "semiwa-sensor:Tinkerforge\_Temperature"
T4 --> "Tinkerforge Temperatur"
--> "semiwa-sensor:Tinkerforge\_Temperature"
Listing 7.8: Exact Match Verfahren zur Registrierung
In der zweiten Phase werden die Merkmale aller Sensordatenströme (des Typs Tinkerfor-
ge_Temperature) erfasst, also je ein Eventstream von Werten für die Weiterverarbeitung zwi-
schengespeichert. Auf dieser Zeitreihe wird die Merkmalsextraktion durchgeführt. Das Er-
gebnis ist in Listing 7.9 dargestellt.
--------------------------------------------------------------
| (index) | MIN | MAX | S.DEV | AVG | VAR | TREND |
--------------------------------------------------------------
| 0 | 21.2 | 21.6 | 0.14 | 21.42 | 0.02 | 21.46 |
--------------------------------------------------------------
| 1 | 18.9 | 19.1 | 0.06 | 18.98 | 0.00 | 18.99 |
--------------------------------------------------------------
| 2 | 15.2 | 16.1 | 0.35 | 15.60 | 0.12 | 15.92 |
--------------------------------------------------------------
| 3 | 292.45 | 292.75 | 0.09 | 292.57 | 0.01 | 292.68 |
--------------------------------------------------------------
Listing 7.9: Feature Extraktion der Sensoren
Diese Merkmale werden durch die Cluster-Algorithmen gruppiert und damit jeder einzelne
Sensor einer Gruppe (bzw. Konfiguration) zugewiesen. Danach werden diese Cluster bereits
bestehenden Konfigurationen zugeordnet und - wenn möglich - der Sensor automatisiert inte-
griert und konfiguriert. Im Beispiel ergeben sich die Zuordnungen, wie in Listing 7.10, darge-
stellt.
-----------------------------
| (index) | 0 | 1 | 2 |
-----------------------------
| 0 | 0 | 1 | 2 | // semiwa-sensor:Temperature_degC
-----------------------------
| 1 | 3 | // New configuration...
----------------------------- (semiwa-sensor:Temperature_degF)
Listing 7.10: Ergebnis des Clusterings
Der Sensor T2 wird somit unter der gleichen dynamischen Konfiguration wie die Sen-
soren T0 und T1 integriert. Der Sensor T3 besitzt keine bekannte Konfiguration, wo-
durch eine neue erstellt, bzw. zugeordnet, werden muss. Diese kann aber beim nächs-
ten Durchlauf genutzt werden, sodass wenn eine genügend große Vergleichsbasis auf-
gebaut ist, die automatisierte Sensorintegration als evaluiert gilt. Mittels einer Classes
to Clusters Evaluation konnte ein Fehler von 0% auf diesem speziellen Datensatz ge-
zeigt werden (vgl. Abschnitt A.13). Lediglich die Eigenschaft deploymentLocation für
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die lokalen Räume muss manuell hinzugefügt werden, falls es sich um einen statio-
nären Sensor handelt. Mobile Sensoren bestimmen ihre Position auf Basis von Infor-
mationen über die Lokalisation des Nutzers, wie in Unterabschnitt 4.3.2 beschrieben,
selbst.
7.3 Klassifikator mit Testdatensätze
Die genannten Module werden zunächst gegen Testdatensätze aus dem Bereich Ambient As-
sisted Living (AAL) getestet und hinsichtlich Verbesserungen evaluiert.
Zu diesem Zweck werden die Datensätze aus der Sammlung Center for Advanced Studies in
Adaptive Systems (CASAS) [CCT+13; KC12] und Activity Recognition with Ambient Sen-
sing (ARAS) [AEI+13] verwendet. Diese enthalten eine vielfältige Menge an aufgezeichne-
ten Daten, welche durch Sensoren in verschiedenen Beobachtungsumgebungen gesammelt
wurden.
Ziel der Datensätze ist die Bereitstellung einer assistierten täglichen Umgebung. In die-
ser häuslichen Umgebung soll die konzipierte Software den Zustand der natürlichen
Umwelt und der Bewohner mit Hilfe von Sensoren aufzeichnen und Aktivitäten erfas-
sen.
Allerdings gibt es bei der näheren Betrachtung der Datensätze einige Probleme. Die Da-
ten des CASAS Datenset enthalten zwar lange Zeiträume, sind jedoch nicht vollstän-
dig annotiert und besitzen viele Lücken innerhalb der Aufzeichnung. Es lässt sich zum
Beispiel keine konkretere zeitliche Bestimmung von Aktivitäten vornehmen, da nur die
positiven Einträge erfasst sind. So hat eine Aktivität Schlafen nur von 4:00 bis 4:34
stattgefunden, wenn der verwendete Klassifikator diese dort korrekt erkannt hat. Alle
fehlerhaften Klassifikationen wurden entfernt. Darüberhinaus wurden keine Metriken zu
den einzelnen Datensätzen veröffentlicht. Durch diese Problematik kommen nur wenige
Datensätze für eine Verwendung als Evaluation in Frage, namentlich Kairo, Kyoto und
HH.
Die Daten des ARAS Datenset hingegen weisen keine Lücken auf, besitzen aber ein viel
beschränkteres Set an Aktivitäten und Sensoren, wie in der Auswertung nachfolgend ge-
zeigt.
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Abbildung 7.2: CASAS Cairo Umgebung, aus [CCT+13; KC12]
Die aufgezeichneten Sensordaten der Datensätze werden für die Evaluation eingelesen,
daraus der Klassifikator und die Tagesrhythmen aufgebaut und letztendlich die Metriken
für die Bewertung des Verfahrens (HARA) abgeleitet. Dabei müssen aber alle verwen-
deten Algorithmen und auch die Mittelwertstrategien für die Sensoren selbst bestimmt
werden, da in den Testdaten, und Veröffentlichungen, keinerlei Vorgaben erfolgen. In
dem vorgestellten System werden als Klassifikator SVM, das CFRS und eine modell-
basierte Beschreibung der Sensoren verwendet, welche den Testdatensätzen hinzugefügt
wird.
7.3.1 CASAS Kairo
Bei diesem Datensatz wurden zwei Personen (Mann und Frau) und das Haustier (ein
Hund) in ihrer häuslichen Umgebung beobachtet. Diese gingen während der Aufzeichnung
ihrem alltäglichen Leben nach. Die Beobachtungsumgebung stellte das Haus des Paa-
res dar, welches in Abbildung 7.2 mit der Platzierung der verwendeten Sensoren skizziert
ist.
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Tabelle 7.1 zeigt die Datenbasis, wobei die markierten Werte durch die vorliegende Arbeit er-
gänzt wurden (Aggregationsfunktion). Die vollständigen Daten sind in Abschnitt A.3 darge-
stellt.
Anzahl Sensoren 33
Anzahl Sensorwerte 726534
Anzahl Aktivitäten 10 (R1), 10 (R2)
Anzahl Aktivitätswerte 451 (R1), 450 (R2)
Anzahl Personen 2
Zeitraum 2009-06-10 – 2009-08-05
Verwendete Sensoren Bewegungsmelder (SUM)
Temperatursensoren (AVG)
Tabelle 7.1: CASAS Kairo
7.3.1.1 Auswertung - CASAS Kairo
Für die Datenauswertung wurde der Datensatz in die beiden Personen geteilt, um vor allem
das CFRS anzuwenden.
Die folgenden Auswertungen zeigen zum einen den Fall dass das System nur von einer
Person im einmaligen Durchlauf verwendet wird, also nur das eigene Routinewissen und
der Klassifikator aktiv sind. Nach diesem Durchlauf werden die Metriken Recall (REC) und
Accuracy (ACC) verglichen, wobei der Recall die entscheidende Metrik für diese Arbeit
darstellt und die Accuracy nur der Vollständigkeit halber und zum Vergleich mit ähnlichen
Arbeiten angegeben wird. Dabei wird zwischen einer alleinigen Anwendung des Klassifi-
kators und der Verbesserung durch den eigenen HARA mit adaptiver Gewichtung unterschie-
den.
Im zweiten Durchlauf werden beide Personen betrachtet, und ebenfalls dazu die genannten
Metriken abgeleitet.
Abschließend wird der absolute Fehler beider Durchläufe bestimmt.
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Erster Durchlauf - Person 1 - ohne Training Set - ohne Routinen
Die Ergebnisse des einmaligen Durchlaufs (mit Kaltstart) sind vollständig in Abschnitt A.5
dargestellt. Das vorgestellte System erzeugt eine Steigerung von 65.64% in der Erkennung
der korrekten Aktivitäten (Recall). Der größte Unterschied ist in der Aktivität Lunch zu
erkennen, welche durch den Klassifikator nur in 8% der Fälle und mit dem eigenen Ver-
fahren zu 95% erkannt werden. Einzig die Aktivität Leave Home wird in 3.6% der Fälle
schlechter erkannt. Bei dem Gesamtrecall ist eine signifikante Verbesserung zum Signifi-
kanzniveau von a = 0.05 erreicht wurden. Darüber hinaus erzeugt das eigene Verfahren
durch das CFRS mit adaptiver Gewichtung eine Steigerung von 5.73% in der Gesamt-
genauigkeit von 91% auf 96%. Die Aktivität Night Wandering, beispielsweise, konnte
mit einer Genauigkeit von 96%, anstelle von 85% erkannt werden. Außerdem sind in kei-
nem Fall schlechtere Genauigkeitswerte zu verzeichnen. Zu dem Signifikanzniveau von
a = 0.05 konnte ebenfalls eine signifikante Verbesserung in der Genauigkeit gezeigt wer-
den.
Die Gewichtung w
u
passt sich dabei auf den Wert 1.60 an, womit das CFRS höher als
der Klassifikator gewichtet wird, also die Aktivitäten rhythmisch wiederkehren. Abbil-
dung 7.3 zeigt dabei, wie sich die Gewichtung mit steigender Anzahl von Aktivitäten an-
passt.
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Abbildung 7.3: Gewichtung w
u
im Cairo Datenset. Erster Durchlauf.
Zweiter Durchlauf - Person 2 - ohne Trainingsset - Routine von Person 1
Der gleiche Test wurde mit der zweiten Person wiederholt, wobei die gespeicherte Routine
von Person 1 im System bereits gespeichert war. Somit wurde, wenn eine Nachbarschafts-
relation gefunden wird, das CFRS für die Vorhersagen angewandt. Auf die Variante öhne
Routine von Person 1"konnte verzichtet werden, da das CFRS nur dann angewandt wird,
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wenn die Routinen ähnlich sind. Die Ergebnisse dieses Durchlaufs sind in Abschnitt A.6
dargestellt. Das vorgestellte System erzeugt eine Steigerung von 27.64% in der Erken-
nung der korrekten Aktivität (Recall). Die größten Unterschiede sind in der Aktivität Take
Medicine zu erkennen, welche durch den Klassifikator in 87% der Fälle und mit dem
eigenen Verfahren zu 43% erkannt werden. Diese Verschlechterung tritt bei sehr kurzen
und unregelmäßigen Aktivitäten auf. Dafür ist die Aktivität Lunch statt in 13% der Fälle,
nun in 95% der Fälle zu erkennen. Bei dem Gesamtrecall ist keine signifikante Verbes-
serung bis zum Signifikanzniveau von a = 0.1 erreicht wurden. Das eigene Verfahren
erzeugt dennoch eine Steigerung von 3.22% in der Gesamtgenauigkeit von 93% auf 96%.
Dabei gibt es keine starken Abweichungen in den Aktivitäten. Zu dem Signifikanzni-
veau von a = 0.1 konnte eine signifikante Verbesserung in der Genauigkeit gezeigt wer-
den.
Die Gewichtung w
u
passt sich dabei auf den Wert 1.72, womit das CFRS wieder höher als
der Klassifikator gewertet wird, womit dessen Anwendbarkeit eindeutig gezeigt wird. Ab-
bildung 7.4 zeigt dabei, wie sich die Gewichtung mit steigender Anzahl von Aktivitäten an-
passt.
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Abbildung 7.4: Gewichtung w
u
im Kairo Datensatz. Zweiter Durchlauf.
Zusammenfassend konnte im Kairo Datensatz eine signifikante Steigerung (a = 0.05)
von 40% im Recall und 6% in der Genauigkeit im ersten Durchlauf gezeigt werden. Der
zweite Durchlauf wies eine nicht signifikante Steigerung (bis a = 0.1) von 15% im Re-
call und 3% in der Genauigkeit auf. Dabei liegen die Gesamtgenauigkeiten jeweils bei
96%, was verglichen mit ähnlichen Arbeiten von [CCA+13; TBY+12; FVN10; MRS+06]
einer sehr hohen Genauigkeit entspricht. Für den Kairo Datensatz gilt das vorgestellte
Konzept der wissensgestützten Aktivitätserkennung mit signifikanter Verbesserung als vali-
diert.
118
7.3 Klassifikator mit Testdatensätze
Der Mean Absolute Error (MAE) liegt bei beiden Durchläufen bei MAE ⇠ 0.22, was bedeu-
tet, dass im Großteil der Fehlerfälle die zweitplatzierte Aktivität die korrekte darstellt, womit
im vorgestellten System während des laufenden Betriebs eine zuverlässige und nicht stören-
de Korrektur erfolgen kann.
7.3.2 CASAS Kyoto
Bei diesem Datensatz wurden ebenfalls zwei Personen in ihrem alltägliches Leben und ihrer
häuslichen Umgebung beobachtet.
Die Tabelle 7.2 zeigt die Datenbasis, wobei die markierten Werte wieder durch die vor-
liegende Arbeit ergänzt wurden. Die vollständigen Daten sind in Abschnitt A.3 darge-
stellt.
Anzahl Sensoren 63
Anzahl Sensorwerte 772544
Anzahl Aktivitäten 13 (R1), 12 (R2)
Anzahl Aktivitätswerte 309 (R1), 238 (R2)
Anzahl Personen 2
Zeitraum 2009-08-24 – 2010-05-01
Verwendete Sensoren Bewegungsmelder (SUM)
Türkontaktsensoren (SUM)
Elektrischer Verbrauch (AVG)
Temperatursensoren (AVG)
Tabelle 7.2: CASAS Kyoto
7.3.2.1 Auswertung - CASAS Kyoto
Für die Datenauswertung wurde der Datensatz wieder in die zwei Personen geteilt, damit das
CFRS angewandt werden kann. Danach erfolgte das gleiche Vorgehen und die Bestimmung
der gleichen Metriken wie im Kairo Datensatz.
Erster Durchlauf - Person 1 - ohne Trainingsset - ohne Routine
Die Ergebnisse des einmaligen Durchlaufs (mit Kaltstart) sind vollständig in Abschnitt A.7
dargestellt. Das eigene System erzeugt eine Steigerung von 43.28% in der Erkennung der
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korrekten Aktivität (Recall). Die größten Unterschiede sind in den Aktivitäten Bed_Toilet_-
Transition, Housekeeping und MealPreparation zu erkennen, welche nur durch das eigenen
Verfahren erkannt werden konnten. Die Aktivität Enter_Home hingegen kann weder mit
dem vorgestellten Verfahren noch mit dem Klassifikator erkannt werden. Es handelt sich
wieder, um eine sehr kurze, unregelmäßige Aktivität. An dieser Stelle müsste die Verwen-
dung weiterer Sensorik untersucht werden. Im ersten Durchlauf konnte keine signifikante
Steigerung (bis a = 0.1) über alle Aktivitäten von Genauigkeit und Recall verzeichnet
werden. Das eigene Verfahren erzeugt aber das gleiche Genauigkeitsniveau von ca. 92%
nach dem ersten Durchlauf und dies ohne eine spezielle Optimierung auf das neue Daten-
set.
Die Gewichtung w
u
passt sich dabei auf den Wert 1.9 an, womit das CFRS den Klassifikator
nahezu komplett überschreibt. Damit kann dennoch, trotz nicht existierender Signifikanz in
den Einzelwerten, gezeigt werden, dass das CFRS im eigenen Verfahren eine entscheidende
Rolle spielt. Abbildung 7.3 zeigt, wie sich die Gewichtung mit steigender Anzahl von Akti-
vitäten anpasst. Darin ist sehr gut zu erkennen, dass bis ca. Aktivität 125 das Routinewissen
CFRS das Kaltstartproblem ausgleicht. Nachdem das Trainingset für den Klassifikator
aufgebaut ist, geht die Gewichtung nach unten, da der Klassifikator nun besser vorhersa-
gen kann. Mit dem Vorhandensein weiteren Routinenwissens relativiert sich dieser Vor-
sprung dann aber wieder, weil wieder mehr Information aus den Routinen gezogen werden
kann.
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Abbildung 7.5: Gewichtung w
u
im Kyoto Datenset. Erster Durchlauf.
Zweiter Durchlauf - Person 2 - ohne Trainingsset - Routine von Person 1
Der gleiche Test wurde mit der zweiten Person wiederholt, wobei die gespeicherte Routine
von Person 1 im System bereits gespeichert war. Somit wird das CFRS für die Vorher-
sagen, wenn möglich, angewandt. Die Ergebnisse dieses Durchlaufs sind vollständig in
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Abschnitt A.8 dargestellt. Das vorgestellte System erzeugt eine Steigerung von 5% in
der Erkennung der korrekten Aktivität (Recall). Die Aktivität Sleep wird nun in 86% der
Fälle richtig erkannt, jedoch können Personal_Hygiene, Watch_TV und Bathing nicht
mehr so genau erkannt werden. Bei dem Gesamtrecall ist keine signifikante Verbesserung
(bis a = 0.1), aber auch keine Verschlechterung zu verzeichnen. Das eigene Verfahren
erhält das Genauigkeitsniveau von 90% ohne signifikante Verbesserung oder Verschlechte-
rung.
Die Gewichtung w
u
passt sich dennoch auf den Wert 1.82 an, womit das CFRS den Klassi-
fikator wieder nahezu komplett überschreibt. Ebenfalls ist wieder ein Trend erkennbar, wel-
cher das Kaltstartproblem ausgleicht. Abbildung 7.6 zeigt, wie sich die Gewichtung mit stei-
gender Anzahl von Aktivitäten anpasst.
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Abbildung 7.6: Gewichtung w
u
im Kyoto Datenset. Zweiter Durchlauf.
Zusammenfassend konnte im Kyoto zwar keine signifikante Steigerung von Genauigkeit
und Recall gezeigt werden, dennoch liefert das eigene Verfahren auch keine schlech-
teren Werte und das ohne Anpassung des Algorithmus in einer völlig anderen Umge-
bung.
Es wurden sehr spezielle Aktivitäten eingeführt, wie die Trennung von Meal_Preparation
und Eating. Dies führt im HARA zu vermehrten Fehlerkennungen und deshalb einer Ge-
samtgenauigkeit von nur ca. 90% und einem Gesamtrecall (gemittelt aus beiden Läufen)
von nur ca. 30%. Auch die Aktivität Enter_Home verschlechtert das Ergebnis, da diese
nur sehr kurz getriggert wird und keine gute Datenbasis von Sensorwerten oder Zeiten lie-
fert.
Werden diese sehr schlecht erkannten Aktivitäten (Enter_Home und Leave_Home) entfernt,
ergibt sich eine signifikante Steigerung von 88.23% des Gesamtrecall im ersten Durchlauf
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(a = 0.1), wie in Abschnitt A.8 dargestellt. Für den zweiten Durchlauf konnte keine signi-
fikante Verbesserungen (bis a = 0.1), aber auch keine Verschlechterung, erzielt werden, was
ebenfalls im Anhang gezeigt ist.
Für den Kyoto Datensatz kann mit dem vorgestellten Konzept der wissensgestützten Aktivi-
tätserkennung weder eine signifikante Verbesserung noch eine Verschlechterung gezeigt wer-
den. Für das reduzierte Aktivitätsset gilt das Verfahren aber als signifikant besser (a = 0.1)
evaluiert.
Der MAE liegt im ersten Durchlauf bei MAE ⇠ 0.8 und im zweiten Durchlauf bei
MAE ⇠ 1.2 was bedeutet, dass im Großteil der Fehlerfälle die zweitplatzierte - und bei
einigen die drittplatzierte - Aktivität die korrekte darstellt, womit im vorgestellten System
während des laufenden Betriebs eine zuverlässige und nicht störende Korrektur erfolgen
kann.
7.3.3 CASAS HH
Die HH Datensätze sind die aktuellsten Datensätze (2011 - 2014) und untersuchen je-
weils eine Person innerhalb eines Appartements. Sie sind weniger vollständig annotiert,
umfassen aber dennoch eine ähnliche Anzahl an Ausgangsdaten, wie die zuvor vorge-
stellten Kairo und Kyoto Datensätze. Sie werden dennoch für die Tests herangezogen,
weil an diesen besonders durch die vielen verschiedenen Personen das CFRS sehr gut
getestet werden kann. Alle Aktivitäten besitzen die gleichen Labels - unterscheiden sich
aber in ihrer Häufigkeit - und es werden die gleichen Sensoren in allen Umgebungen verwen-
det.
Als Beobachtungsumgebung wurden die Appartements der jeweils untersuchten Personen
genutzt. Tabelle 7.3 zeigt die Datenbasis, wobei die markierten Werte durch die vorliegende
Arbeit ergänzt wurden (Aggregation). Für den Klassifikator stellt dies den schwierigs-
ten Datensatz dar, da besonders viele verschiedene und kurze Aktivitäten gelabelt wur-
den.
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HH110 HH116 HH124
Anzahl Sensoren 65 74 57
Anzahl Sensorwerte 138331 507993 76028
Anzahl Aktivitäten 23 32 21
Anzahl Aktivi-
tätswerte
850 1821 116
Anzahl Personen 1 1 1
Zeitraum 2011-06-15 – 2011-07-15 2011-06-15 – 2011-08-15 2013-03-01 – 2013-04-30
Verwendete Sensoren Bewegungsmelder (SUM)
Türkontaktsensoren (SUM)
Batterielevelsensoren (AVG)
Temperatursensoren (AVG)
Lichtschalter (SUM)
Tabelle 7.3: CASAS HH
7.3.3.1 Auswertung - CASAS HH
Für die Datenauswertung wurden drei Datensätze aus HH (110, 126, 124) nacheinan-
der durchlaufen und somit drei verschiedene Personen in drei unterschiedlichen Umge-
bungen abgebildet. Somit konnte das CFRS zum ersten Mal für unterschiedliche Um-
gebungen, aber unter gleichen Sensor- und Aktivitätsvoraussetzungen getestet werden.
Danach erfolgte wiederum die Bestimmungen der Metriken wie in den Datensätzen zu-
vor.
Erster Durchlauf - Person 110 - ohne Trainingsset - ohne Routine
Die Ergebnisse des einmaligen Durchlaufs mit Kaltstart sind vollständig in Abschnitt A.9
dargestellt. Das vorgestellte System erzeugt eine Steigerung von 60.35% in der Erken-
nung der korrekten Aktivität (Recall). Die größten Unterschiede sind in den Aktivitä-
ten Personal_Hygiene, Take_Medicine und Work_At_Table zu erkennen. Es gibt keine
Aktivität, welche durch das eigene Verfahren - im Vergleich zum Klassifikator - nicht
erkannt werden konnte. Bei dem Gesamtrecall ist eine signifikante Verbesserung zum Si-
gnifikanzniveau von a = 0.1 mit dem adaptiven Verfahren erreicht wurden. Das eigene
Verfahren erzeugt dazu das gleiche Genauigkeitsniveau von ca. 95% nach dem ersten Durch-
lauf.
Die Gewichtung w
u
passt sich auf den Wert 1.95 an, womit das CFRS den Klassifikator
nahezu komplett überschreibt. Abbildung 7.7 zeigt, wie sich die Gewichtung mit steigender
Anzahl von Aktivitäten anpasst. Dabei fällt die Stelle zwischen Aktivität 500 und 700 auf,
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in welchem ein Rückgang der Gewichtung zu verzeichnen ist. Nach Überprüfung der Daten
wurde festgestellt, dass es sich hierbei um einen Zeitraum mit geänderten Tagesablauf
handelt, welcher erst wieder angelernt werden musste. Nachdem dieser erfasst war, ging der
Wert zurück in die Gegend von 2.
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Abbildung 7.7: Gewichtung w
u
im HH Datenset. Erster Durchlauf HH110.
Zweiter Durchlauf - Person 116 - ohne Trainingsset - Routine von Person
110
Der gleiche Test wurde mit dem Datensatz 116 wiederholt, wobei die Routine von Person
110 im System bereits gespeichert war. Die Ergebnisse dieses Durchlaufs sind in Ab-
schnitt A.10 dargestellt. Das vorgestellte System zeigt eine Verschlechterung von  14.25%
in der Erkennung der korrekten Aktivität (Recall). Jedoch liegt der Recall für den Klassifika-
tor bei diesen Datensatz auch nur bei ca. 18% . Dies ist auf die sehr große Anzahl von sehr
kurzen und sehr spezialisierten Aktivitäten zurückzuführen, wie z.B. eine Unterteilung in
Wash_Breakfast_Dishes, Wash_Dinner_Dishes und Wash_Dishes. So beinhaltet dieser Da-
tensatz 32 klassifizierbare Aktivitäten, womit der eigene HARA eindeutig über seine Grenze
hinaus gekommen ist. Das eigene Verfahren erhält dennoch das Genauigkeitsniveau von ca.
95%, welches auf die hohe Anzahl der Aktivitäten zurückzuführen ist. Eine weitere Auswer-
tung dieses Datensatzes, z.B. zu w
u
wird nicht geführt, da sich keine eindeutige Aussage zu
diesem Ergebnis ableiten lässt. Die Routine wird jedoch für den nächsten Durchgang gespei-
chert.
Dritter Durchlauf - Person 124 - ohne Trainingsset - Routinen von Person 110
und 116
Als dritter Durchlauf wurde der Datensatz 124 eingelesen, wobei jetzt sowohl die Routine
von Person 110, als auch die Routine von Person 116, im System bereits gespeichert waren.
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Somit wird, wenn eine Nachbarschaftsrelation (jetzt auf Basis von mehreren Personen)
besteht, das CFRS für die Vorhersagen angewandt. Die Ergebnisse dieses Durchlaufs sind
in Abschnitt A.11 dargestellt und erzeugen jetzt aufgrund der kleineren Aktivitätsanzahl
deutlich bessere Werte. Das vorgestellte System erzielt eine Steigerung von 68.11% in der Er-
kennung der korrekten Aktivität (Recall). Die Aktivitäten Work, WorkOnComputer und Eat-
Dinner können nur durch das eigene Verfahren erkannt werden. Verschlechterungen sind in
den Aktivitäten Entertain_Guests und Leave_Home zu erkennen, weil diese sehr unregelmä-
ßig und wieder sehr kurz ausgeführt werden. Bei dem Gesamtrecall ist eine nicht signifikante
Verbesserung (bis a = 0.1) mit dem adaptiven Verfahren erreicht wurden. Das eigene Verfah-
ren verbessert das Genauigkeitsniveau von 94% auf 96%, jedoch ohne Signifikanz (bis a =
0.1).
Die Gewichtung w
u
passt sich dabei kontinuierlich auf den Wert 1.83 an, womit das CFRS
den Klassifikator, wieder stark überschreibt. Abbildung 7.8 zeigt, wie sich die Gewich-
tung mit steigender Anzahl von Aktivitäten anpasst. Hierbei ist der klare Aufwärtstrend
erkennbar, was als sehr rhythmisches Verhalten in den Tagesabläufen interpretiert werden
kann.
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Abbildung 7.8: Gewichtung w
u
im HH Datenset. Dritter Durchlauf HH124.
Zusammenfassend konnte im HH Datensatz eine signifikante Steigerung des Recalls bei
HH110 und HH124 gezeigt werden. Der Datensatz HH116 konnte nicht ausgewertet werden,
wurde aber dennoch als Routine für das CFRS genutzt.
Das eigene Verfahren liefert bessere Ergebnisse ohne Anpassung des Algorithmus an eine
spezielle Umgebung. Die Gesamtgenauigkeiten liegen bei allen drei Durchläufen bei über
95%, bei einem Gesamtrecall von ca. 25%. Der hohe Wert von w
u
zeigt darüber hinaus, dass
eine Verbesserung durch das eigene Verfahren bestätigt werden kann.
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Der MAE liegt im HH110 Durchlauf bei MAE ⇠ 0.9 und im HH124 Durchlauf bei
MAE ⇠ 1.1 was bedeutet, dass im Großteil der Fehlerfälle die zweitplatzierte, und selten
die drittplatzierte Aktivität, die korrekte darstellt. Damit kann im eigenen System während
des laufenden Betriebs eine zuverlässige und nicht störende Korrektur (trotz des geringen Re-
calls) erfolgen.
Für den HH Datensatz konnte das Verfahren keine signifikante Steigerung (bis a = 0.10) der
Kennzahlen erreichen.
7.3.4 ARAS
Bei diesem Datensatz wurden zwei Personen (Mann und Frau) in ihrer häuslichen Um-
gebung (Haus A) und zwei Männer einer WG in Haus B beobachtet. Diese gingen wäh-
rend der Aufzeichnung ihrem alltäglichen Leben nach, welches für 30 Tage in einem
nicht weiter erwähnten Zeitraum erfasst wurde. In diesem wurden ausschließlich Binär-
sensoren verwendet, welche auf Änderungen von zuvor festgelegten Threshholds reagie-
ren.
Die Tabelle 7.4 zeigt die Datenbasis, wobei die markierten Werte durch die vorliegende Ar-
beit ergänzt wurden. Es wurde die Aggregationsfunktion auf SUM festgelegt, da es sich um
Binärsensoren handelt.
Haus A R1 Haus A R2 Haus B R1 Haus B R2
Anzahl Sensoren 20 20 20 20
Anzahl Sensorwerte 26180 16240 12840 7700
Anzahl Aktivitäten 27 27 27 27
Anzahl Aktivi-
tätswerte
1309 812 642 385
Verwendete Sensoren Force Sensor or Pressure Mat (SUM)
Photocell (SUM)
Contact Sensors (SUM)
Proximity Sensors (SUM)
Sonar Distance Sensors (SUM)
Temperature Sensors (SUM)
Infrared Receiver (SUM)
Tabelle 7.4: ARAS
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Vorteil dieses Datensets ist es, dass es vollständig annotiert vorliegt und Vergleichswerte
ebenfalls mit veröffentlicht wurden. Damit kann ein Vergleich zwischen dem eigenen HARA
und dem Ansatz aus ARAS abgeleitet werden.
7.3.4.1 Auswertung - ARAS
Für die Datenauswertung wurde der Datensatz in die vier Personen geteilt und die Aktivitä-
ten eingelesen. Dabei wurde in jedem Durchlauf das Routinenwissen der übrigen drei Perso-
nen genutzt. Somit wurde das Kaltstartproblem durch den CFRS Anteil des HARA ausgegli-
chen. Die vollständigen Ergebnisse sind in Abschnitt A.12 für die jeweiligen Aktivitäten dar-
gestellt. Dabei wurde dieses Mal nur die Genauigkeit angegeben, da ARAS nur diese Metrik
zum Vergleich bereitstellt.
Der eigene HARA erzeugt eine durchschnittliche Genauigkeit von ca. 93% mit (min=68%
und max=99%) in allen Datensätzen. Der Vergleichswert von ARAS liegt bei 61.5% für Haus
A (mit min=46.3% und max=88.4%) und 76.2% (mit min=31.1% und max=96.7%) für Haus
B [AEI+13].
Die Gewichtung w
u
passt sich in allen vier Durchgängen auf einen Wert von durchschnitt-
lich 1.70 an, womit das CFRS höher als der Klassifikator gewertet wird, also die Aktivitäten
rhythmisch wiederkehren. Der Mean Absolute Error (MAE) liegt bei allen Durchläufen
bei MAE ⇠ 2.2, was bedeutet, dass im Großteil der Fehlerfälle die drittplatzierte Ak-
tivität die korrekte darstellt. Dies ist der sehr hohen Anzahl von Aktivitäten geschuldet,
was aber bei der sehr hohen Genauigkeit zu vernachlässigen ist. Ebenfalls zeigte der Re-
call (< 10%) über alle Aktivitäten einen sehr niedrigen Wert, was aus der zu niedrigen
Sensoranzahl im Verhältnis zu der Aktivitäten resultiert (20 Sensoren vs. 27 Aktivitä-
ten).
Außerdem haben die Sensorwerte eine sehr schlechte Streuung, wie in Abbildung 7.9 aus-
zugsweise zu sehen ist. Aus der Auswertung der Sensorwerte kann nicht auf eine konkrete
Aktivität geschlossen werden, da sich alle Aktivitäten in einem zu engen Bereich clustern
und darüberhinaus gleiche Sensorwerte in verschiedenen Aktivitäten resultieren. Einzig drei
Klassifikationswerte bei Watching TV und Toileting weichen ab und würden ein gutes Trai-
ning Set (Supportvektoren) ergeben, falls diese wiederkehrend auftauchen. Dieser Zustand
gilt durchgehend für alle verwendeten Sensoren.
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Abbildung 7.9: ARAS Sensorauswertung Co1
Durch die gewonnenen Erkenntnisse aus den Testläufen, kann eine geeignete Sensoraus-
wahl (vgl. Unterabschnitt 7.5.1) getroffen werden. So sollte sich im System eine möglichst
hohe Anzahl unterschiedlicher Sensortypen befinden und die Anzahl an Einzelsensoren
sollte außerdem höher sein als die Anzahl der zu erkennenden Aktivitäten. Andernfalls
können schlechte Recall Werte, wie im CASAS HH116 und ARAS Datensatz zu erwarten
sein.
7.4 Abweichung und Ursachen mit Testdaten
Für die Anomaliedetektion wird der Kairo Datensatz von Person R
1
aus CASAS verwen-
det [CCT+13; KC12]. Auf Basis dessen werden verschiedene Routinen abgeleitet und
gegeneinander verglichen. Zu jedem Testszenario wird das untersuchte Intervall und die
Abweichung angegeben. Da das Routine Modul genutzt wird, werden die Aktivitäten ge-
mäß der 10% Regel gefiltert. Also alljenige Aktivitäten bereits bei Abfrage des Intervalls
entfernt, welche unter die Schwelle von 10% Wahrscheinlichkeit fallen, siehe Unterab-
schnitt 6.3.1. Wenn eine Abweichung in den Intervallen auftritt wird die abschließende
Ursachenerkennung durchgeführt. Dabei wurde auf Fälle geachtet, wo eine Abweichung
als interessant erscheint, z.B. Änderungen der Aktivitäten NightWandering oder Leave-
Home.
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Es ist jedoch zu sagen, dass die Tagesrhythmenabweichung mit diesen Datensätzen nicht
vollständig evaluiert werden kann, da zu viele Lücken in den erfassten Aktivitäten auftreten.
Es lässt sich zum Beispiel keine konkretere zeitliche Bestimmung von Aktivitäten vorneh-
men, da wie bereits beschrieben, nur die positiven Einträge erfasst sind. So hat die Aktivität
Schlafen laut den Daten z.B. nur von 4:00 bis 4:34 stattgefunden, wenn der verwendete Klas-
sifikator diese zu diesem Zeitpunkt korrekt erkannt hat.
7.4.1 Testszenario - Keine Abweichung
Für das erste Szenario wurde ein Tagesrhythmus aus dem Kairo-Datensatz entnommen. Er
setzt sich aus der Gruppierung mehrerer Tage zusammen und ist auszugsweise in Listing 7.11
und erweitert in Abschnitt A.15 dargestellt.
{
"activities": {
[...]
"17": {
"Dinner": {
"_cnt": 13,
"Sleep": 0.38461538461538464,
"work_in_office": 0.46153846153846156,
/* "Dinner": 0.07692307692307693, */
"_prob": 0.7647058823529411
},
"Leave_Home": {
"_cnt": 4,
"Leave_Home": 0.5,
"Laundry": 0.25,
"Sleep": 0.25,
"_prob": 0.23529411764705882
}
},
[...]
"fitted" : {
[...]
"17": {
"Dinner": [
{ "hour": 21, "activity": "Sleep" },
/* { "hour": 18, "activity": "Dinner" }, */
{ "hour": 20, "activity": "work_in_office" }
]
},
[...]
}
"min": "2009-07-01T07:05:58.625",
"max": "2009-07-29T21:04:16.927",
"days": ["3"]
}
Listing 7.11: JSON Repräsentation einer Routine
Die Indexe geben dabei die Stunde an, in der die Aktivität auftrat, _cnt die Häufigkeit der
Aktivität und _prob die Wahrscheinlichkeit (gemittelt über deren Häufigkeit). Die Inhalte
der Stundenindexe stellen die Kanten und die Übergangswahrscheinlichkeit dar, wodurch im
nächsten Schritt 17:Dinner:LeaveHome und 17:Dinner:Dinner aus fitted entfernt werden,
da diese unter die Schwelle von 10% fallen. Die Trennung von activities und fitted hat
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lediglich Performance Gründe, weil in dieser getrennten Struktur schneller gesucht werden
kann.
In dem ersten Szenario wird ein Tagesrhythmus mit sich selbst verglichen. In diesem Fall
wird nachgewiesen, dass das eigene Verfahren keinerlei Abweichung erkennt und dies auch
in der Anwendung erkennbar ist. Die Liste der Anomalien verfügt über keine Einträge und
die angegebene Gewichtung der Abweichungen ist null, siehe Listing 7.12. Es wird demnach
auch keine Ursachenerkennung durchgeführt.
ADDED
----------------------------------
| (index) | hour | activity |
----------------------------------
REMOVED
----------------------------------
| (index) | hour | activity |
----------------------------------
Listing 7.12: Testszenario Selbstvergleich
7.4.2 Testszenario - NightWandering
Das zweite Szenario sieht eine Punktanomalie vor, also eine Abweichung, welche durch
einen hinzukommenden oder veränderten Knoten erzeugt wird. Dafür wird der Vergleich
von „alle Mittwoche im Zeitraum 01.07.2009 - 29.07.2009“ und „Mittwoch, der 05.08.2009“
durchgeführt. Das Ergebnis ist in Listing 7.13 dargestellt.
ADDED
----------------------------------
| (index) | hour | activity |
----------------------------------
| 0 | 14 | work_in_office |
----------------------------------
| 1 | 23 | Night_wandering |
----------------------------------
REMOVED
----------------------------------
| (index) | hour | activity |
----------------------------------
Will be ignored in one day comparison...
Listing 7.13: Testszenario NightWandering
Das Ergebnis sind zwei Abweichungen in den Aktivitäten Work_in_office um 14:00 und
Night_Wandering um 23:00 Uhr, jeweils mit der Gewichtung 1 (Punktanomalie). Die Abwei-
chung Night_Wandering wird für die weitere Untersuchung ausgewählt, da Work_in_office
eine - im jetzigen Kontext - nicht interessante Anomalie darstellt. Dazu werden die Da-
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ten aller untersuchten Tage bis zum Auftreten der Anomalie Night_Wandering als nor-
male Snapshots extrahiert und gegen den Tag mit der Anomalie bis zum jeweiligen
Zeitpunkt verglichen. Im Beispiel entspricht dies allen Mittwochen jeweils in der Zeit
von 0:00 - 23:00 Uhr. Das Ergebnis ist in Tabelle 7.5 dargestellt, wobei aufgrund der
hohen Anzahl der Sensoren nur interessante Stellen exemplarisch herausgegriffen wur-
den.
M001 –
M022 M023 M024 M025 M027 T001 T002 T003 T004 T005 Datum Intervall
... 51 130 1 1 22.82 22.44 22.57 23.67 22.96 01.07.2009 0:00 -23:00
... 81 298 5 22.81 22.60 19.71 21.63 21.14 08.07.2009 0:00 -23:00
... 42 162 4 2 22.27 23.56 21.69 23.84 21.05 15.07.2009 0:00 -23:00
... 85 391 0 0 25.84 25.06 23.12 25.52 23.81 22.07.2009 0:00 -23:00
... 61 273 4 1 24.82 26 24.54 25.64 24.53 29.07.2009 0:00 -23:00
... 35 271 1 2 27.00 27.20 27.77 27.26 27.49 05.08.2009 0:00 -23:00
Tabelle 7.5: Sensorsnapshot Cairo R1
Um auf diesen Daten eine Abweichungserkennung durchzuführen muss zunächst das Theo-
rem von Tschebyscheff (vgl. Abschnitt 6.4) angewandt werden. Dies ist in Tabelle 7.6 darge-
stellt.
M023 M024 M025 M027 T001 T002 T003 T004 T005
20.46 95.07 1.87 1.72 1.92 1.93 2.67 1.96 2.41 StdDev
64.00 250.80 2.25 1.80 23.72 23.94 23.32 24.06 22.70 Avg
1.00 1.00 0.71 0.66 0.73 0.73 0.87 0.74 0.83 Tsch.Test
Tabelle 7.6: Tschebytscheff Test Cairo R1
Da die Wahrscheinlichkeitswerte von T001, T002, T004, M025, M027 unter 75% fallen,
kann auf diesen Werten keine Outlier Detection durchgeführt werden (vgl. Abschnitt 6.4).
Die restlichen Datenreihen werden standardisiert und die Outlier Schranke mittels der Modi-
fied Thompson Tau Methode ermittelt. Das t wird dabei zu 1.65 berechnet, da eine Anzahl
von sechs Datensätzen vorliegt und das Sicherheitsniveau a von 95% gewählt wurde. Dies ist
in Tabelle 7.7 dargestellt.
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M024 M025 T001 T002 T003 T004 T005
0.17 0.36 1.43 1.41 1.66 1.36 1.66 T.Tau.Test
Tabelle 7.7: Modified Thompson Tau Test Kairo R1
Die interessanten, zu untersuchenden Stellen, sind damit T003 und T005. Diese sind als si-
gnifikante Abweichung in den Sensorwerten erkannt. Als Interpretation kann nun angegeben
werden, dass die ungewöhnliche Aktivität Night_Wandering, welche am 05.08.2009 23:00
Uhr auftrat, potentiell auf die hohen Temperaturen in dem Raum mit den Sensoren T003 und
T005 zurückzuführen ist. Und tatsächlich befinden sich diese Sensoren im gleiche Raum,
welcher als Wohn- und Schlafzimmer interpretiert werden kann. Mit diesem eigenen Ver-
fahren wurde somit neben der Abweichung auch eine signifikante Ursache (bei einem Sicher-
heitsniveau von 95%) in den Daten gefunden.
7.4.3 Testszenario - LeaveHome
Das dritte Szenario sieht ein ungewöhnliches Verlassen des Hauses (Leave_Home) als kol-
lektive Anomalie vor. Eine Abweichung, welche durch mehrere hinzukommende oder verän-
derte Knoten auftritt. Dafür wird der Vergleich von „alle Montage im Zeitraum 22.06.2009 -
13.07.2009“ und „Montag, der 03.08.2009“ durchgeführt. Das Ergebnis ist in Listing 7.14
dargestellt.
ADDED
-------------------------------------
| (index) | hour | activity |
-------------------------------------
| 0 | 3 | Bed_to_Toilet |
-------------------------------------
| 1 | 17 | Leave_Home -> 2 |
-------------------------------------
| 2 | 23 | Sleep |
-------------------------------------
REMOVED
----------------------------------
| (index) | hour | activity |
----------------------------------
Will be ignored in one day comparison...
Listing 7.14: Testszenario LeaveHome
Das Ergebnis ist die kollektive Abweichung von Leave_Home um 17:00 und Sleep um 23:00,
mit der Gewichtung 2 (Kollektive Anomalie) und eine Punktanomalie bei Bed_to_Toilet um
3:00, welche aber nicht weiter betrachtet wird. Dabei wird in Listing 7.14 der Index der Spal-
te zur Darstellung von anhängigen Aktivitäten genutzt. Für die Erkennung der Ursache wird
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das gleiche Verfahren, wie für eine Punktanomalie angewandt, und die jeweiligen Sensor
Snapshots verglichen. Im Beispiel entspricht dies allen Sensoren in der Zeit von 0:00 - 17:00
Uhr, also dem ersten Auftreten der Anomalie. Das Ergebnis ist in Tabelle 7.8 dargestellt, wo-
bei aufgrund der hohen Anzahl der Sensoren ein weiteres Mal nur interessante Stellen exem-
plarisch herausgegriffen werden.
_date M016 M017 M018 M019 M020 M021 M022 M023 M024 M025
22.06.2009 1 12 4 2 13 114 73 21 146 4
29.06.2009 5 25 8 15 23 312 193 78 376
06.07.2009 1
13.07.2009 10 6 77 34 24 91 1
03.08.2009 18 68 42 8 65 218 136 114 304 6
Tabelle 7.8: Sensor Snapshots Kairo R2
Um auf diesen Daten eine Anomalieerkennung durchzuführen muss wiederum das Theorem
von Tschebyscheff geprüft werden, siehe Tabelle 7.9 dargestellt. In diesem Fall unterschrei-
ten z.B. alle Temperatursensoren das geforderte Niveau von 80%, womit diese gar nicht auf-
geführt sind.
M016 M017 M018 M019 M020 M021 M022 M023 M024 M025
StdDev 8.88 26.99 20.88 6.50 26.43 106.19 70.01 46.82 133.12 2.51
Mean 8 28.75 18 8.33 26.75 180.25 109 47.6 229.25 3.66
TschebyTest 0.99 1.00 1.00 0.98 1.00 1.00 1.00 1.00 1.00 0.84
Tabelle 7.9: Tschebyscheff Test Kairo R2
Zu allen dargestellten Daten kann somit eine signifikante Aussage getroffen werden.
Als nächster Schritt werden die Werte standardisiert und die Outlier Schranke ermit-
telt. Das t wird dabei zu 1.15, 1.42 oder 1.57 berechnet, je nach der flexiblen Anzahl
der Datensätze und einem Sicherheitsniveau a von 95%. Dies ist in Tabelle 7.10 darge-
stellt.
Die interessanten, zu untersuchenden, Stellen ergeben sich damit zu M016 - M018, M020
und M025, welche als signifikante Abweichung in den Sensorwerten erkannt wurden. Nach
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M016 M017 M018 M019 M020 M021 M022 M023 M024 M025
1.48 1.66 1.49 0.46 1.64 0.69 0.69 1.41 0.90 1.50
Tabelle 7.10: Modified Thompson Tau Test Kairo R2
Betrachtung der Testumgebung fällt auf, dass diese Bewegungsmelder alle nah beieinander
liegen, also besonders viel - ungewöhnliche - Bewegung in einem speziellen Raum auftraten.
Dies kann vielfältig interpretiert werden. Beispielsweise das Gäste an diesem Tag im Haus
waren oder ein unkontrollierter Bewegungsdrang des Hundes vorlag. Was es auch war, es
führte letztlich dazu, dass die Person R
2
an diesem Tag (03.08.2009) zu einer ungewöhnli-
chen Zeit (17:00 Uhr) das Haus verließ und auch sehr spät (23:00 Uhr) das Bett zum Schlafen
aufsuchte. In diesem Szenario wurde mit dem eigenen Verfahren neben der kollektiven Ab-
weichung wiederum eine signifikante Ursache (bei einem Sicherheitsniveau von 95%) in den
Daten gefunden.
7.4.4 Testszenario - Routinenvergleich
Im vierten Szenario werden 2 komplette Routinen gegeneinander verglichen. Damit wird
nur der Algorithmus zur Anomaliedetektion auf Vollständigkeit getestet. Eine Ursachener-
kennung kann auf diesen Daten nicht erfolgen, da die vielen Abweichungen eine genaue
Interpretation nicht zulassen. Für die Auswertung wird der Vergleich von „alle Tage der zwei
Wochen 15.06.2009 - 29.06.2009“ und „alle Tage der zwei Wochen 29.06.2009 - 06.07.2009“
durchgeführt. Das Ergebnis ist in Listing 7.15 auszugsweise dargestellt und vollständig in
Abschnitt A.14.
Das Ergebnis sind die kollektiven Abweichungen von Leave_Home um 11:00 und Lea-
ve_Home um 17:00, mit der Gewichtung 2 (Kollektive Anomalie) (ADDED). Dabei konnte
in die Routine nicht wieder zurückgefunden werden, denn die untersuchte Person ist wahr-
scheinlich über Nacht weggeblieben. Sonst hätte dies durch die Rückkehr in Sleep angezeigt
werden müssen. Des weiteren wurde eine Anolmalie in den Aktivitäten Night_wandering
und Leave_Home entdeckt, da diese in dem neuen Intervall nicht mehr auftraten (RE-
MOVED). Exemplarisch könnte nun ein Tag herausgenommen werden, um z.B. die Ursachen
für das Night_wandering erneut zu untersuchen.
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ADDED
-------------------------------------
| (index) | hour | activity |
-------------------------------------
| 0 | 10 | Laundry |
-------------------------------------
| 1 | 11 | Leave_Home |
-------------------------------------
| 2 | 17 | Leave_Home -> 1 |
-------------------------------------
| 3 | 22 | Sleep |
-------------------------------------
REMOVED
--------------------------------------
| (index) | hour | activity |
--------------------------------------
| 0 | 0 | Bed_to_Toilet -> 3 |
--------------------------------------
| 1 | 2 | Night_wandering |
--------------------------------------
| 2 | 3 | Night_wandering |
--------------------------------------
| 3 | 5 | Night_wandering |
--------------------------------------
...
Listing 7.15: Testszenario Routinenvergleich
7.4.5 Chronobiologische Metriken auf den Testdaten
Exemplarisch sollten auf den gesammelten Routinen Statistiken abgeleitet werden, welche
von chronobiologischen Interesse sind. Dazu wurde das Intervall des ganzen Monats Juli
gewählt und die Häufigkeiten der Aktivitäten in das Verhältnis gesetzt. Da die Testdaten von
CASAS jedoch keine vollständigen Routinen darstellen, ist die Aussage über diese Metriken
weder anschaulich noch aussagekräftig. In ARAS sind zwar die Routinen vollständig, aber
die Aktivitätsauswahl ungeeignet für die erarbeiteten Metriken. Somit wurde auf deren Dar-
stellung und Auswertung verzichtet. Diese chronobiologischen Metriken werden in Unterab-
schnitt 7.5.4 auf den eigenen Daten gebildet.
Damit wurden alle Fälle der Anomalieerkennung auf Basis der Testdaten, und somit elf ver-
schiedenen Nutzern und Umgebungen, validiert und wenn möglich die Ursachenerkennung
angewandt.
7.5 Klassifikation und Abweichungen mit eigenen Daten
Die Evaluation mit eigenen Daten läuft ganztägig über einen Zeitraum von vier Wochen. In
der Lernphase des Systems (ca. 1 Woche) ist die Person angehalten den persönlichen Rhyth-
mus – unter Assistenz des Systems – möglichst genau anzugeben. Dafür wird ein Smartpho-
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ne als persönlicher Assistent zur Verfügung gestellt, welches für die Datenerhebung verwen-
det wird. Das vorgestellte Verfahren kann nach drei zu vergleichenden Datensätzen (drei
Wochen) im System einen typischen Tagesablauf identifizieren und Abweichungen mit Ursa-
chen berechnen.
Moves App
Withings App
Runkeeper App
Sunspite App
Sunsprite API
Floor
KitchenLiving
NetatmoNetatmo
Netatmo
SeMiWa
Weather API
Moves API
Withings API
Outside
Runkeeper 
API
Work Sleep
Withings Tracker
Sunsprite Tracker
Netatmo
Bath
Abbildung 7.10: Evaluationsumgebung
Die Umgebung ist in Abbildung 7.10 skizziert, wobei die dargestellten Sensoren im nächsten
Abschnitt konkretisiert werden.
7.5.1 Sensorenauswahl
Mit der vorgestellten Auswahl an Sensoren steht eine breite Auswahl an verschieden
Messdaten zur Verfügung, wobei Wert auf die Unobstrusivität gelegt wurde. Alle Senso-
ren vereinen geringe Größe und externe Verfügbarkeit. Diese können unauffällig in der
Beobachtungsumgebung angebracht oder ohne großen Aufwand am Körper getragen wer-
den.
Durch die gesammelten Daten der Sensoren ist ein umfassender Überblick über die Reihen-
folge und Veränderung von Tagesabläufen z.B. im Zusammenhang mit Wetter, Fitness oder
Schlaf möglich (vgl. Abschnitt 1.1).
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Lokalisierungssensorik
Lokalisierungssensoren zeichnen sich dadurch aus, dass von ihnen Messdaten gesam-
melt werden, welche bereits vorverarbeitet sind. Dabei werden Sensoren genutzt, die zur
Erfassung von Bewegung und Position dienen, wie Laufen, Radfahren, Sport, Transport,
usw.:
· Moves (http://www.moves-app.com/)
– Minutengenaues Tracking der Global Positioning System (GPS) Position (Lat+Lon,
LAST)
– Minutengenaues Tracking vier unterschiedlicher Aktivitäten (Walking, Cycling,
Running und Transport) mit
⇤ Entfernung (SUM)
⇤ Dauer (SUM)
· Runkeeper (http://www.runkeeper.com)
– Tracking von expliziten Sportaktivitäten (z.B. Hiking, Snowboard, Climbing)
mit
⇤ Entfernung (SUM)
⇤ Dauer (SUM)
Klimasensorik
Die nächste Gruppe von Messwerte umfasst klimatische Sensoren. Diese Daten geben zum
einen Aufschluss über klimatischen Verhältnisse innerhalb der Beobachtungsumgebung und
zum anderen die meteorologische Situation außerhalb der Umgebung. Beispielsweise resul-
tieren heftige Druckwechsel bei einigen Menschen mit Migräneanfällen oder Kopfschmer-
zen, weshalb auch diese externe Sensorik einbezogen wird.
· Weather Underground (http://www.wunderground.com/).
– Wetter am Ort des Nutzers (gekoppelte Sensorik mittels SeMiWa) mit
⇤ Temperatur (AVG)
⇤ Luftfeuchtigkeit (AVG)
⇤ Luftdruck (AVG)
⇤ Wind (AVG)
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⇤ UV (AVG)
⇤ weitere Conditions (siehe Abschnitt A.19)
· NetAtmo (http://www.netatmo.com/de-DE/Startseite).
– Temperatur (AVG)
– Luftfeuchtigkeit (AVG)
– CO2 (AVG)
⇤ in 4 festgelegten Räumen (Wohnzimmer, Schlafzimmer, Küche und Bad)
– Luftdruck (AVG)
– Lautstärke (AVG)
⇤ zusätzlich im Wohnzimmer
· Sunsprite (http://www.sunsprite.com/).
– Aufgenommene Menge an Licht (SUM)
Vitalitätssensorik
Die Gruppe der Vitalitätssensoren akquiriert Messwerte, die einen Überblick über den
Gesundheits- und Fitnesszustand der beobachteten Person geben. Dafür wird ein Schrittzäh-
ler verwendet, der die absolvierte Strecke und verbrauchte Kalorien berechnet. Er dient zur
allgemeinen Fitnessüberwachung und kann beispielsweise starken Bewegungsabbau erken-
nen. Mit Hilfe eines tragbaren Herzfrequenzmessers kann ebenfalls der Herzschlag über-
wacht werden.Dieser Sensor erfasst ebenso den Schlafrhythmus über dessen Bewegungspro-
fil.
· Moves (http://www.moves-app.com).
– Verbrauchte Kalorien und Intensität der Bewegung (SUM)
· Runkeeper (http://runkeeper.com/).
– Verbrauchte Kalorien und Intensität der Sportaktivität (SUM)
· Withings (http://www.withings.com/de/).
– Tageszusammenfassung über absolvierte Schritte mit Intensität (LAST)
– Tageszusammenfassung über Höhenmeter (LAST)
– Tageszusammenfassung über zurückgelegte Distanz (LAST)
– Tageszusammenfassung über verbrauchte Kalorien (LAST)
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– Schlafdauer (Tiefer, leichter Schlaf und Wachphasen) pro Tag/Nacht (SUM)
– Manuelle Herzrate (MAX)
– Gewicht und Körperfettmasse (LAST)
Weitere Sensorik
In Abschnitt A.21 sind weitere Sensoren beschrieben, welche durch einfache Abstraktion
in das System eingebunden werden können. Diese wurden aber in der vorgestellten Arbeit
nicht genutzt, da deren Interpretation nicht im Rahmen der Chronobiologie eindeutig ge-
währleistet war. Für andere Anwendungsfälle können diese jedoch nahtlos integriert werden,
da die Bibliotheken bereits vorhanden sind, siehe Abschnitt 7.1. So könnten z.B. eben-
falls Transaktionen auf Amazon ausgewertet, oder eine Statistik zu gehörter Musik erstellt
werden. Darüber hinaus kann die Arbeit von Nutzern über ihre Github Commits getrackt wer-
den.
7.5.1.1 Sensorbewertung
Für die Anomaliedetektion ist eine Diskussion über die Sensoren wichtig, insbesondere die
Bedeutung steigender oder fallender Werte.
Da das vorgestellte Verfahren eine Anpassung an personalisierte Werte ermöglicht, kann ei-
ne Differenz zwischen Messwerten vor und nach einem spezifischen Zeitintervall betrachtet
werden.
So kann der Schlafrhythmus auf Regelmäßigkeit untersucht werden, wenn eine Abweichung
auftritt. Dafür werden die Anfangs- und Endzeitpunkte der verschiedenen Phasen (Tief,
Leicht, Wach) als Merkmale extrahiert und dessen Dauer genauer betrachtet. Ein dauerhafter
Schlafmangel oder Rückgang dieser Werte kann massive Folgen für die Gesundheit ha-
ben [WMW92].
Auf Basis des Schrittzählers lassen sich weitere Features ermitteln. So geben dieser Werte
über ein bestimmtes Zeitintervall, einen Aufschluss über Kalorienverbrauch und zurückge-
legte Distanz. Aus diesen Daten kann direkt auf körperliche Fitness geschlossen werden,
wenn dieser Wert in kurzer Zeit stark sinkt. Als Richtwert gelten 10000 Schritte am Tag, um
eine gute gesundheitliche Basis zu erreichen [CPC07]. Ebenso ist ein starker Rückgang oder
Zunahme von Gewicht ein Warnzeichen [WP05]. Kritisch ist dabei zu sehen, dass der Schritt-
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zähler stets getragen werden muss und nicht vergessen werden darf, da er sich an der Klei-
dung befindet.
Die Moves Api agiert ebenso wie der Schrittzähler und misst die zurückgelegten Kilometer.
Insbesondere wird auch die Entfernung betrachtet, welche mit Verkehrsmitteln zurückgelegt
wird. Außerdem wird dieser Sensor genutzt um das Wetter am richtigen Ort zu bestim-
men.
Mittels Runtastic können explizite Sportaktivitäten erfasst werden, um eine Veränderungen
in Dauer oder Intensität festzustellen.
Die Außentemperatur, und allgemein die Außenbedingungen, werden genutzt, um Abwei-
chungen auf Basis von Wettereinflüssen zu bestimmen. So lassen sich Temperaturverläufe
auf Regelmäßigkeit und im Verhältnis zu den Jahreszeiten (z.B. deren Lichtverhältnissen) un-
tersuchen.
Mittels des Lichtmessers kann außerdem bestimmt werden, wie viel Licht die Person aufge-
nommen hat und ob dies zu Anomalien führt. Zu wenig Licht kann in depressiver Verstim-
mung resultieren [TM08]. Dabei ist darauf zu achten, dass der Sensor möglichst nicht ver-
deckt wird.
Der CO2 Sensor misst den aktuellen CO2 Wert im jeweiligen Raum. Dieser Wert gibt
Rückschlüsse auf geöffnete Fenster, außerdem darüber wie lange sich eine Person in dem je-
weiligen Raum aufhält. Eine schwache Korrelation kann außerdem die Anzahl von Personen
ermitteln. Da er der am schnellsten veränderliche Sensor innerhalb der klimatischen Faktoren
ist, muss dieser Wert für die Klassifikation vorhanden sein. Der CO2 Sensor macht es dar-
über hinaus überflüssig die Person innerhalb der Wohnung explizit zu tracken, da ein direkter
Rückschluss (bei einer Person innerhalb der Umgebung) gefunden werden kann. Insbeson-
dere im Bad und Schlafzimmer hat diese Art von Sensor hohen Einfluss auf die Klassifikati-
on.
Die Lautstärke existiert nur im Hauptraum, welches in den Testumgebungen das Wohnzim-
mer darstellt. Neben dem CO2 können hier Rückschlüsse auf Anwesenheit und eine eventuel-
le höhere Anzahl von Personen erkannt werden.
Zusammenfassend muss erwähnt werden, dass es sich um keine hochspezialisierten oder me-
dizinische korrekte Sensoren handelt. Das Ziel dieser Arbeit stellte ja die Verwendung von
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Consumer Hardware als Anforderung und das Verfahren wurde so entworfen, um mit fehler-
haften oder ungenauen Werten umzugehen. Es wird somit kein kritischer Anwendungsfall,
wie automatisierte Assistenz betrachtet, sondern nur eine assistierte, automatisierte Daten-
auswertung.
Nach der Installation dieser Sensoren beginnt die Erfassung der Werte und die Annotation
der Aktivitäten durch die untersuchte Person. Die Ergebnisse werden im nächsten Abschnitt
präsentiert.
7.5.2 Auswertung der Klassifikation
Die Sensordaten wurden in einem Zeitraum von vier Wochen erfasst. Dabei wurden jeweils
die Wochentage von der Person manuell oder vom System unterstützend annotiert. Innerhalb
dieser vier Wochen wurden folgende Szenarien abgedeckt:
· Erste Woche. Normale Woche mit Arbeit tagsüber, sportlichem Ausgleich und gere-
gelten Bettzeiten.
· Zweite Woche. Durch Projektarbeit bedingtes Arbeiten bis in die Nacht und Wegfall
des sportlichen Ausgleichs.
· Dritte Woche. Urlaub an einem anderen Ort, wobei dennoch Zeit für die Projektarbeit
aufgewendet werden musste und kein Sport getrieben werden konnte.
· Vierte Woche. In den Rhythmus zurückkehrend, entspricht grob der Woche eins,
wobei weniger Zeit für Arbeit aufgrund von Krankheit aufgewendet wurde.
Wie aus dieser Aufstellung hervorgeht, handelt es sich um Tagesabläufe, welche sich zwar
ähneln, dennoch sehr unterschiedlich in den einzelnen Ausprägungen sind. Dies entspricht
somit einem typischen Ablauf von Nutzern, da eine harte Struktur, also eine Deckungsgleich-
heit in nur ca. 40% der Fälle vorkommt [Som09].
Jedoch sind durch eine entsprechend große Anzahl an Vergleichsdaten auch Muster in unre-
gelmäßigen Tagesabläufen zu erkennen, wie bereits in den Testdaten und darüberhinaus auch
in [Ehl01] (Ähnlichkeitsmaß ⇠90% für Wochentage) gezeigt wurde.
Die Tabelle 7.11 zeigt die Zusammenfassung der erfassten Daten, wobei die verwendeten
Sensoren und deren Aggregation bereits im letzten Abschnitt vorgestellt wurden und die
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Anzahl Sensoren 38
Anzahl Sensorwerte ⇠ 185000
Anzahl Aktivitäten 8
Anzahl Aktivitätswerte 1823
Anzahl Personen 1
Zeitraum 2015-03-23 – 2015-04-17
Tabelle 7.11: Übersicht der Datenerfassung
möglichen Aktivitäten in Abschnitt 3.4 vorgestellt sind. Eine Zusammenfassung des erfass-
ten Training Set ist in Abschnitt A.4 dargestellt, wobei bereits nicht verwendete - oder vom
Klassifikator als unnötig erachtete - Sensoren in dieser Aufstellung entfernt wurden (z.B. die
Runkeeper Sensoren).
Abbildung 7.11: Auswertung: sleep-deep Abbildung 7.12: Auswertung: transport-
distance
In Abbildung 7.11 ist sehr gut zu erkennen, dass Sensoren des Typs sleep immer mit der Akti-
vität Sleep einhergehen und bei einem hohen Wert von transport-distance häufig die Aktivitä-
ten Quantity, Quality und Work erkannt wurden (Abbildung 7.12). Dies mag klar erscheinen,
jedoch ist zu bedenken, dass das System dieses Verhalten selbst gelernt hat und die Validität
des Klassifikators dadurch sehr gut bestätigt werden kann. Auch die Sensoren des Typs
moves-location zeigen, dass Aktivitäten eine Ortsabhängigkeit besitzen und das das Verfah-
ren dies automatisiert angelernt hat (Abbildung 7.13).
Abbildung 7.13: Auswertung: location
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7.5.2.1 Erster Durchlauf
Die Metriken des ersten Durchlaufs sind in Tabelle 7.12 dargestellt. Dabei wurde nur der hy-
bride Modus ausgewertet, da der Vergleich der Verfahren (reiner Klassifikator vs. HARA) be-
reits an den Testdaten gezeigt wurde.
Metrik Chores Eat Hygiene Quality QuantitySleep Sports Work
Accuracy 0,96 0,92 0,97 0,88 0,91 0,93 0,98 0,82
Recall 0,18 0,26 0,06 0,51 0,37 0,92 0,58 0,83
Vorkommen 71 134 49 308 114 642 33 472
Tabelle 7.12: Auswertung des HARA bei Evaluation mit eigenen Daten.
Das Ergebnis ist eine Gesamtgenauigkeit (Accuracy) von ca. 90% und ein Gesamt-Recall
von ca. 70%. Somit treten Fehlklassifikationen in ca. 30% der Fälle auf. Diese Fehlklassifika-
tionen sind vor allem in den Aktivitäten Hygiene, Chores und Eat zu erkennen. Dies liegt vor
allem an dem gewählten Szenario, welches einen sehr diversen Tagesablauf darstellt und die
genannten Aktivitäten nur sehr selten vorkommen. Deshalb wird im nächsten Abschnitt ein
weiterer Durchlauf durchgeführt.
Eine Lösung für das Problem für die Aktivität Hygiene wäre darüber hinaus, einen weiteren
Sensor, z.B. einen Bewegungssensor, im Bad einzusetzen. Die Aktivitäten Eat und Chores
lassen sich auch durch weitere Sensorik nicht weiter steigern, da sie unregelmäßig und an
unregelmäßigen Orten stattfinden. Hier muss durch mehr Trainingsdaten das Problem gelöst
werden (siehe Unterunterabschnitt 7.5.2.2). Die Aktivitäten Support und Honary Position
kamen bei der Evaluation nicht vor. Da diese aber ortsabhängig wären, wird der HARA diese
gut erkennen können.
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Abbildung 7.14: Gewichtung w
u
im eigenen Datenset.
Die Abbildung 7.14 zeigt, wie sich die Gewichtung w
u
mit steigender Anzahl von Aktivitä-
ten anpasst. Die Gewichtung passt sich dabei auf den Wert 1.20, womit Klassifikator und
CFRS ungefähr gleich gewichtet sind. Dies ist nicht überraschend, da wie bereits eingangs
erwähnt, verschiedene Wochenszenarien für die Evaluation gewählt wurden und w
u
als ein
Maß für Ähnlichkeit gesehen werden kann. Interessant ist ebenfalls, wie zwischen Aktivität
700 und 1000 das Kaltstartproblem des Klassifikators erst durch das Routinewissen ausgegli-
chen wird, da das w
u
noch sehr hoch liegt, und dann mit einer größeren Datenbasis nahezu in
die Gegend von 1 zurückfällt.
Der Mean Absolute Error (MAE) liegt nach vier Wochen Evaluation bei MAE ⇠ 0.59, was
bedeutet, dass bei Fehlklassifikation zum Großteil die zweitplatzierte Aktivität die korrek-
te darstellt, womit im vorgestellten System während des laufenden Betriebs eine zuverlässige
und nicht störende Korrektur erfolgen kann.
7.5.2.2 Zweiter Durchlauf
Im zweiten Durchlauf wird eine längere Systemlaufzeit simuliert, indem die gesammelten
Daten ein weiteres Mal in das System eingetragen werden. Somit wird eine höhere Ähnlich-
keit in den Wochen erreicht. Das Ergebnis ist in Tabelle 7.13 dargestellt.
Der zweite Durchlauf erzeugt eine Gesamtgenauigkeit (Accuracy) von 91% und ein Ge-
samtrecall von 73%. Somit treten Fehlklassifikationen nur noch in 28% der Fälle auf. Es ist
ebenfalls eine Steigerung des Recalls zu erkennen. Die Fehlklassifikationen sind vor allem in
den Aktivitäten Hygiene, Eat und Quantity zu erkennen. Die Aktivität Chores wird im zwei-
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Metrik Chores Eat Hygiene Quality QuantitySleep Sports Work
Accuracy 0.96 0.93 0.97 0.88 0.93 0.94 0.99 0.86
Recall 0.43 0.32 0.10 0.64 0.33 0.95 0.70 0.82
Vorkommen 142 268 98 616 228 1285 66 472
Tabelle 7.13: Auswertung des HARA bei Evaluation mit eigenen Daten. Zweiter Durchlauf.
ten Durchlauf viel besser erkannt (18% vs. 43%). Auch die Aktivität Eat wird zwar besser er-
kannt, liegt jedoch immer noch bei 10% Recall. Die Aktivität Quantity wird leicht schlechter
erkannt (36% vs. 33%), was sich aber nur durch eine größere Datenbasis wieder relativieren
sollte.
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Abbildung 7.15: Gewichtung w
u
im eigenen Datenset. Zweiter Durchlauf.
Die Abbildung 7.15 zeigt, wie sich die Gewichtung w
u
mit steigender Anzahl von Aktivitä-
ten anpasst. Die Gewichtung passt sich dabei auf den Wert 1.02, womit Klassifikator und
CFRS gleich gewichtet sind. Dies war zu erwarten, da kein Kaltstart mehr ausgeglichen
werden muss und der Klassifikator eine große Datenbasis aufgebaut hat. Zwischen Akti-
vität 2500 und 3000 wird das Routinewissen zwar etwas höher gewichtet, was aber dem
Rhythmus der Person korreliert, da die Wochen 1, 4, 5 und 6 eine hohe Ähnlichkeit aufwei-
sen.
Der Mean Absolute Error (MAE) fällt nach den simulierten acht Wochen auf MAE ⇠ 0.43,
was bedeutet, dass bei Fehlklassifikation weiterhin die zweitplatzierte Aktivität die korrek-
te darstellt, womit im vorgestellten System während des laufenden Betriebs eine zuverlässige
und nicht störende Korrektur erfolgen kann.
Zusammenfassend kann gesagt werden, dass die Gesamtgenauigkeit bei 91% und der
geringe Fehler eine Verbesserung aktueller Ansätze darstellt, wie in Tabelle 7.14 ge-
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Arbeit von Anzahl Aktivitäten DurchschnittlicheGenauigkeit (Accuracy)
Eigener Ansatz 8 91.03%
[CCA+13] 9 90.23%
[TBY+12] 5 86.56%
[FVN10] 7 86.20%
[MRS+06] 6 87.10%
Tabelle 7.14: Vergleich des HARA mit aktuellen Ansätzen
zeigt. Dabei gelten zwei Durchläufe als vollkommen ausreichend, weil nach dem ersten
Durchlauf das komplette Wissen gesammelt ist und im zweiten dieses angewandt werden
kann.
Dadurch ist in weiteren Durchläufen keine weitere Verbesserung zu erwarten. Für die eige-
nen Daten gilt das vorgestellte Konzept der wissensgestützten Aktivitätserkennung somit als
validiert.
7.5.3 Auswertung der Abweichung
Auf Basis der erfassten vier Wochen werden verschiedene Routinen abgeleitet und gegenein-
ander verglichen. Dazu wird zu jedem Testszenario das untersuchte Intervall und die Abwei-
chung angegeben. Da das Routine Modul genutzt wird, werden die Aktivitäten gemäß der
10% Regel gefiltert. Wenn eine Anomalie in den Intervallen auftritt wird die abschließende
Ursachenerkennung durchgeführt. Dabei wurde auf Fälle geachtet, wo eine Abweichung als
interessant erscheint.
7.5.3.1 Abweichung des Typs Sports und Qualitity
In der ersten Untersuchung wurden zwei Punktanomalie erkannt, also eine Abweichung,
welche durch einen hinzukommenden oder veränderten Knoten erzeugt wird. Dafür wird
der Vergleich von “alle Dienstage im Zeitraum 24.03.2015 - 07.04.2015” und “Mittwoch
14.04.2015” durchgeführt, wie in Listing 7.16 dargestellt.
Das Ergebnis sind zwei interessante Abweichungen in den Aktivitäten Sports um 08:00
und Quantity um 23:00 Uhr, jeweils mit der Gewichtung 1 (Punktanomalie). Dazu wer-
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-----------------------------
| (index) | hour | activity |
|---------|------|----------|
| 0 | 0 | Quality |
|---------|------|----------|
| 1 | 8 | Quality |
|---------|------|----------|
| 2 | 8 | Sports |
|---------|------|----------|
| 3 | 11 | Quality |
|---------|------|----------|
| 4 | 16 | Eat |
|---------|------|----------|
| 5 | 23 | Quality |
|---------|------|----------|
| 6 | 23 | Quantity |
-----------------------------
Listing 7.16: Abweichung auf dem eigenen Datensatz - Sports und Quantity
den die Daten aller untersuchten Tage bis zum Auftreten der Anomalie als normale
Snapshots geholt und gegen den Tag mit der Anomalie bis zum gleichen Intervall ver-
glichen. Im Beispiel entspricht dies allen Dienstagen in der Zeit von 0:00 - 8:00 und
0:00 - 23:00. Das Ergebnis für den ersten Fall ist in Tabelle 7.15 dargestellt, wobei auf-
grund der hohen Anzahl der Sensoren nur interessante Stellen exemplarisch herausgegriffen
sind.
_date
moves-
location-
lat
moves-
location-
lon
netatmo-
Bath-
co2
netatmo-
Bedroom-
co2
netatmo-
Bedroom-
humdity
netatmo-
Bedroom-
temp
netatmo-
Kitchen-
co2
netatmo-
Kitchen-
humdity
sunsprite weather-temp
24.03.2015 48.20 11.31 884.39 407.82 41.39 15.45 566.11 42.00 11.22 13.12
31.03.2015 48.20 11.31 979.90 510.01 45.45 16.88 430.46 44.48 7.41 10.12
07.04.2015 51.03 13.76 863.53 773.51 44.79 16.32 518.26 43.37 21.91 6.98
14.04.2015 48.20 11.31 770.62 585.58 45.00 17.81 426.06 41.00 38.86 15.26
TschebyTest 0.50 0.33 1.00 1.00 0.71 -0.03 1.00 0.57 1.00 0.92
Tabelle 7.15: Sensorsnapshot Evaluation - Anomalie Sports
Die Wahrscheinlichkeitswerte der Lokalisierungssensoren und der Schlafzimmersensorik
fallen unter 75%, so dass auf diesen Werten keine Anomalieerkennung durchgeführt werden
kann. Die übrigen Daten werden standardisiert und die Outlier Schranke mittels der Modified
Thompson Tau Methode berechnet. Das t wird bei einer Anzahl von vier Datensätzen und ei-
nem Sicherheitsniveau a von 95% zu 1.35 berechnet.
Die einzige interessante, zu untersuchende, Stelle ist damit der sunsprite Sensor, welcher als
signifikanter Outlier in den Sensorwerten erkannt wurde. Die Interpretation ist, dass an die-
sem Tag ein Wetterumschwung stattfand und ein besonders sonniger Tag vorlag. Somit wur-
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moves-
location-
lat
moves-
location-
lon
netatmo-
Bath-
co2
netatmo-
Bedroom-
co2
netatmo-
Bedroom-
humdity
netatmo-
Bedroom-
temp
netatmo-
Kitchen-
co2
netatmo-
Kitchen-
humdity
sunsprite weather-temp
0.50 0.50 1.21 0.11 0.45 1.21 0.86 1.12 1.35 1.08
Tabelle 7.16: Modified Thompson Tau Test Evaluation - Anomalie Sports
de mit dem Rad gefahren, statt die öffentliche Verkehrsmittel zu nutzen. Dementsprechend
wurde signifikant mehr Licht aufgenommen.
Für die Abweichung Qualitity ist das Ergebnis in Tabelle 7.17 zusammengefasst. Das zuge-
hörige t beträgt wieder 1.35.
_date
moves-
location-
lat
moves-
location-
lon
moves-
steps
moves-
steps-
calories
moves-
steps-
distance
netatmo-
Bath-
co2
netatmo-
Kitchen-
temp
netatmo-
Living-
temp
netatmo-
Bedroom-
temp
sunsprite
24.03.2015 48.20 11.31 3437 116 2312 884.39 19.94 18.43 15.45 11.22
31.03.2015 48.20 11.31 1647 56 1756 979.90 19.87 19.65 16.88 74.13
07.04.2015 51.03 13.76 3917 124 2157 863.53 19.12 18.84 16.32 21.92
14.04.2015 48.20 11.31 8058 375 6539 770.62 20.48 20.40 17.81 38.87
TschebyTest 0.50 0.33 1.00 1.00 1.00 1.00 -2.20 -0.31 -0.03 1.00
MTT 0.50 0.50 1.40 1.47 1.49 1.21 1.12 1.22 1.21 1.35
Tabelle 7.17: Sensorsnapshot Evaluation - Anomalie Quantity
Die interessanten, zu untersuchenden, Stellen sind damit alle Sensoren, welche von moves-
steps abhängig sind und der sunsprite Sensor. Mittels des semantischen Modells kann hier
ein Zusammenfassung erfolgen, so dass diese abhängigen Sensoren gruppiert werden. Die In-
terpretation ist ebenfalls wieder der besonders sonnige Tag, weshalb sich mehr bewegt wurde.
Somit wurde das Bett später aufgesucht und nach der Freizeitaktivität Quality Zeit für den
Transport (Quantity) später in den Abend (bis 23:00 Uhr) verbracht. Somit wurde auch hier
neben der Abweichung eine signifikante Ursache (bei einem Sicherheitsniveau von 95%) in
den Daten gefunden.
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7.5.3.2 Abweichung des Typs Eat und Work
In der zweiten Untersuchung wird eine Kontextanomalie und eine Punktanomalie erkannt.
Dafür wurde der Vergleich von “alle Freitage im Zeitraum 27.03.2015 - 10.04.2015” und
“Freitag 17.04.2015” durchgeführt, wie in Listing 7.17 dargestellt.
-----------------------------
| (index) | hour | activity |
|---------|------|----------|
| 0 | 7 | Chores |
|---------|------|----------|
| 1 | 8 | Quality |
|---------|------|----------|
| 2 | 12 | Quantity |
|---------|------|----------|
| 3 | 13 | Quantity |
|---------|------|----------|
| 4 | 16 | Work |
|---------|------|----------|
| 5 | 17 | Work |
|---------|------|----------|
| 6 | 19 | Hygiene |
|---------|------|----------|
| 7 | 22 | Eat |
-----------------------------
Listing 7.17: Abweichung auf dem eigenen Datensatz - Eat und Work
Das Ergebnis sind zwei interessante Anomalien in den Aktivitäten Work um 16:00 und
Eat um 22:00 Uhr. Dazu werden die Daten aller untersuchten Tage bis zum Auftreten der
Anomalie als normale Snapshots geholt und gegen den Tag mit der Anomalie bis zum
gleichen Intervall verglichen. Im Beispiel entspricht dies allen Freitagen jeweils in der
Zeit von 0:00 - 16:00 Uhr und 0:00 - 22:00. Das Ergebnisse ist in Tabelle 7.18 darge-
stellt, wobei aufgrund der hohen Anzahl der Sensoren ein weiteres Mal nur interessante
Stellen exemplarisch herausgegriffen wurden. Das zugehörige t beträgt 1.35 (bei a =
0.95).
_date
moves-
location-
lat
moves-
location-
lon
netatmo-
Bedroom-
humdity
netatmo-
Bedroom-
temp
netatmo-
Kitchen-
temp
netatmo-
Living-
humdity
netatmo-
Living-
sound
netatmo-
Living-
temp
weather-
wind
27.03.2015 48.20 11.31 44.37 16.40 19.73 47.01 37.14 18.77 6.50
03.04.2015 48.20 11.31 41.69 15.94 19.56 44.54 38.38 18.96 5.28
10.04.2015 51.04 13.75 44.00 16.89 19.67 43.44 37.17 19.33 1.71
17.04.2015 48.21 11.32 47.42 19.64 21.69 53.46 39.38 21.51 14.00
TschebyTest 0.50 0.33 0.82 0.64 0.03 0.95 0.14 0.38 0.96
MTT 0.49 0.49 1.30 1.46 1.50 1.41 1.27 1.47 1.38
Tabelle 7.18: Sensorsnapshot Evaluation - Anomalie Work
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Die zu untersuchenden Stellen sind die Sensoren netatmo-Living-humdity und weather-wind.
Die kursiv dargestellten Sensoren können laut des fehlenden Informationsgehalts nicht
verwendet werden. Die Interpretation dieser Abweichung ist, dass an diesem Tag schlechtes
Wetter stattfand, was aus den Luftfeuchte- und Windsensoren interpretiert werden kann.
Normalerweise wird das Büro am Freitag bereits 15:00 Uhr verlassen. An diesem Tag wurde
länger gearbeitet, was an dem Wetter gelegen hat. Somit wurde auch hier neben der Abwei-
chung eine signifikante Ursache (bei einem Sicherheitsniveau von 95%) in den Daten gefun-
den.
In der Interpretation der Abweichung Eat wurden darüber hinaus noch die CO2 Sensoren
aus dem Wohnzimmer, Schlafzimmer und Küche entdeckt. An diesem Tag mehrere Perso-
nen als gewöhnlich in der Wohnung anwesend, wodurch die Aktivität Eat sich verschoben
hat.
Mit dem entwickelten eigenen Verfahren ist es somit möglich in einer Datenbasis von ca.
185.000 Sensorwerten automatisiert signifikante Stellen zu identifizieren und somit Anoma-
lien in der sehr großen Datenbasis festzustellen ohne zu viele falsche Positive zu liefern. Dies
ist dadurch gegeben, dass zuerst auf Basis interessanter Anomalien im Tagesablauf gefiltert
wird und dann in den gefilterten Daten eine Ursachenerkennung läuft. Durch die Zweistufig-
keit ist eine bessere Interpretation möglich. Somit gilt das Konzept der wissensgestützten An-
omalieerkennung als validiert.
7.5.4 Chronobiologische Metriken auf den eigenen Daten
Das eigene System erzeugt einen vollständigen Datensatz aus Aktivitäten. So können auf den
gesammelten Routinen Statistiken abgeleitet werden, welche von chronobiologischen Inter-
esse sind. Dazu wurde das gesamte Intervall gewählt und die in Unterabschnitt 3.4.1 vorge-
stellten Metriken berechnet. Es fällt dabei stark auf, dass die Unterschiedlichkeit der Wochen
sich in diesen sehr gut widerspiegelt.
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7.5.4.1 Schlaf-Wach-Rhythmus
Für den Schlaf-Wach-Rhythmus werden alle Aktivitäten betrachtet, welche der Gruppe
Schlafen angehören und diese in das Verhältnis zu allen anderen Aktivitäten prozentual ge-
setzt. Die Abbildung 7.16 visualisiert dies.
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Abbildung 7.16: Ausgewerteter Schlaf-Wach-Rhythmus.
Der Schlaf-Wach-Rhythmus liegt konstant bei ca. 33%, was eine durchschnittlichen Schlaf-
zeit von 40h bzw. 8h am Tag entspricht. In der Urlaubswoche ist dieser Wert leicht erhöht,
aber unbedenklich. Laut den chronobiologischen Erkenntnissen muss an dem Schlafrhyth-
mus nichts optimiert werden.
7.5.4.2 Work-Life-Balance
Für die Work-Life-Balance werden zum einen alle Aktivitäten betrachtet, welche als Ka-
tegorie Arbeiten beinhalten und diese in das Verhältnis zu bewussten Freizeitaktivitäten,
wie Sport und Freizeit+ prozentual gesetzt. Das Ergebnis ist in Abbildung 7.17 illus-
triert.
Der Work-Life-Balance liegt in den ersten beiden Wochen bei ca. 79% Work, was der intensi-
ven Projektarbeit geschuldet ist. In der Urlaubswoche sinkt dieser Wert auf 42% und pendelt
sich in einer normalen Wochen bei 57% ein. Laut chronobiologischer Erkenntnisse gilt, je
niedriger dieser Wert desto besser (was natürlich mit der Arbeit vereinbar sein muss). Somit
hätte der sehr hohe Wert der ersten beiden Wochen nicht auf Dauer aufrecht erhalten werden
dürfen.
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Abbildung 7.17: Ausgewertete Work-Life-Balance.
7.5.4.3 Regeneration
Für die Regeneration werden alle Aktivitäten der Kategorien Schlafen, Körperpflege, Essen-
UndTrinken und Freizeit+ (ohne Sport) summiert. Die Abbildung 7.18 zeigt die Auswer-
tung.
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Abbildung 7.18: Ausgewertete Regenerationszeit.
Die Ergebnisse korrelieren mit der Work-Life-Balance und zeigen ähnliche Ergebnisse. In
der Urlaubswoche wurde vergleichsweise viel Zeit für die Regeneration aufgewendet, wobei
der typische Wert bei ca. 16 h in den Daten liegt. Eine Aussage über Höhe des Wertes kann je-
doch nicht getroffen werden, da z.B. 100% Regeneration ohne Arbeit nach eigenen Erkennt-
nissen auch nicht als Entspannung gesehen werden kann.
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7.5.4.4 Aufmerksamskeitszeiten
Für diese Metrik wird der Tag in 3h Intervalle aufgeteilt und die Anzahl (zum erfassten 15-
minütigen Intervall) der Aktivität BildungUndArbeit in diese Intervalle eingeordnet. Dabei
wurden die kompletten vier Wochen als Basis genommen. Damit ergibt sich, wann die Ak-
tivität zu Zeiten der größten Aufmerksamkeit oder niedrigsten Aufmerksamkeit durchgeführt
wurde, siehe Abbildung 7.19.
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Abbildung 7.19: Ausgewertete Aufmerksamkeitszeiten.
Es zeigt sich, dass die meiste Arbeit im Intervall zwischen 9:00 und 18:00 erledigt wird.
Dies deckt sich auch mit den chronobiologischen Erkenntnis der Aufmerksamkeitszei-
ten, wobei die Arbeit auch nach vorne zwischen 6:00 und 9:00 noch gelegt werden
könnte. Auf die Arbeit zwischen 18:00 - 3:00 sollte nach Möglichkeit verzichtet wer-
den.
7.5.4.5 Trainingszeiten
Für diese Metrik wird der Tag ebenfalls in 3h Intervalle aufgeteilt und die Anzahl der Spor-
taktivitäten in diese Intervalle eingeordnet. Damit ergibt sich, welche Sportaktivität zu Zeiten
des größten Trainingserfolgs durchgeführt werden.
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Abbildung 7.20: Ausgewertete Trainingszeiten.
Es zeigt sich, dass der meiste Sport im Intervall zwischen 18:00 und 0:00 getrieben wird.
Laut den chronobiologischen Erkenntnissen sollte dieser für eine Optimierung des Trainings-
erfolgs nach Möglichkeit in die Morgenstunden gelegt werden.
7.5.4.6 Zusammenfassung aller Aktivitäten
Abschließend wird in Tabelle 7.19 eine Zusammenfassung aller Aktivitäten in der jeweiligen
Woche gezeigt.
week#1 week#2 week#3 week#4
Chores 0,25 9,5 0 6
Eat 8 8,25 12,75 5,75
Hygiene 4,25 3,25 2,75 4
Sleep 41 41,75 48 38,5
Sports 3,5 0 0 4,75
Quality 8,25 10,75 31,5 18,25
Quantity 10,75 6 2 11,75
Work 44 40,5 23 31
SUM 120 120 120 120
Tabelle 7.19: Zusammengefasste Werte aller Aktivitäten
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In dieser Tabelle fällt insbesondere der hohe Anteil an Quantity auf, was damit einher-
geht, dass bis zur Arbeitsstelle ein weiter Weg zurückgelegt werden muss. Insbesonde-
re in der Urlaubswoche konnte dieser Wert minimiert werden. Als Ziel sollte gesetzt
werden, möglichst wenig verlorene Zeit zu erzeugen, indem z.B. die Hälfte des Arbeits-
wegs durch Radfahren oder Laufen ersetzt wird. Darüber fällt auf, dass sich nur sehr
wenig Zeit für das Essen genommen wird, was laut chronobiologischen Erkenntnissen
erhöht werden sollte. Insgesamt lässt sich sagen, dass für ein ausgeglicheneres Leben
die Werte für Sport und Essen erhöht und die verlorene Zeit (Quantity) herabgesetzt
werden sollte. Außerdem sollten die Wochen im besten Fall rhythmischer gestaltet wer-
den.
Diese automatisierte erfasste Tabelle schließt die Evaluation ab und zeigt die Möglich-
keiten, wie im Rahmen dieser Arbeit das alltägliche Leben durch Erkenntnisse über den
momentanen Zustand, Anomalien und chronobiologischer Rhythmen verbessert werden
kann.
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Ein an geregelte Tagesabläufe angepasstes Leben erhöht nicht nur das allgemeine Wohlbefin-
den, sondern wirkt proaktiv auf Gesundheit und Stresslevel, da feste Rhythmen von Aktivitä-
ten Sicherheit, Struktur und Orientierung im Alltag bieten. Um diesen Rhythmen möglichst
nah zu kommen, muss Wissen über den eigenen Tagesablauf eines Nutzers vorhanden sein.
Dies stellt jedoch einen aufwendigen Prozess dar, welcher durch geeignete Assistenzsysteme
unterstützt werden muss.
Dafür wurde ein Verfahren und abschließend eine Referenzimplementierung entwickelt,
welches eine entsprechende automatisierte Erkennung von Tagesrhythmen bereitstellt und
die Erfassung von Aktivitäten und Routinen eines Nutzers so weit wie möglich komplet-
tiert. Dieses Wissen machte es schließlich möglich, dem Nutzer Erkenntnisse über die
eigenen Rhythmen aufzuzeigen und die Ursache von Abweichungen in diesen zu ergrün-
den.
Diese Arbeit stellt somit die erste dar, welche aus dynamischen Sensornetzen (heterogene
Sensorik, welche sich zur Laufzeit verändert), hybrider Aktivitätsklassifikation und dem
Aufbau von semantischen Routinen, sowohl Abweichungen erkennt, als auch eine signifi-
kante Ursache ermittelt. Dafür wurde aus den Anforderungen der wissensbasierten Systeme
die Modular Daily Routine Ontology (MDRO) abgeleitet und als zentrale Wissensbasis inte-
griert.
Um das dynamische Sensornetz als ubiquitäres System bereitzustellen wurde die Seman-
tic Middleware (SeMiWa) entwickelt, welche als Koordinator für heterogene Sensoren
dient und aus den Anforderungen für Sensor Web Systeme abgeleitet ist. Alle Ressour-
cen (Nodes und Events) werden innerhalb dieser Middleware registriert. Die Middle-
ware wertet eingehende Sensoren und Sensorwerte semantisch auf und verteilt sie ent-
sprechend der semantischen Publish-Subscribe (PubSub) Mechanismen. Eine geforderte
Dezentralisierung der Middleware wird anhand des hybriden P2P Verfahrens erreicht,
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wobei mehrere SeMiWa Server gegenseitig Sensorwerte austauschen können. Alle Pro-
ducer und Consumer sind, wie in Event-driven architecture (EOA) vorgesehen, über das
Websocket Protokoll voneinander entkoppelt und können asynchron Daten austauschen.
Das vereinheitlichte Modell der MDRO und netzwerktransparente Schnittstelle schafft
darüber hinaus Interoperabilität und die Möglichkeit heterogene Sensorik gleich welcher
Quelle einzubinden. Der Nutzer ist damit ortsunabhänig und kann sowohl in der häus-
lichen Umgebung, als auch außerhalb, Daten erfassen. Außerdem ist es möglich Sen-
soren automatisiert zur Laufzeit zu integrieren, ohne dass das System angepasst werden
muss.
Für die Erkennung der Aktivität des Nutzers wurde ein hybrides Verfahren entwickelt,
welches sich an den Anforderungen zu Human Activity Recognizer Algorithms (HARA) in
Ambient Assisted Living (AAL) orientiert. Die Verwendung zwei orthogonaler Verfahren
mit Anpassung einer Gewichtung (vgl. Bagging Algorithms) nutzt adaptiv das gesamte vor-
handene Wissen. Zum einen maschinelles Lernen auf Basis von Sensorwerten, und zum an-
deren Präferenzen des Nutzers und das kollektive Wissen der Routinen anderer Nutzer. Dies
löst damit das Kaltstartproblem durch Vorhandensein von nutzbarer Routinen anderer Nut-
zer.
Auf Basis der erfassten Aktivitäten zu Routinen werden typische Rhythmen eines Nutzers ab-
geleitet und zu einem Graphen zusammengefasst. Für diese Graphen wurde ein Algorithmus
entwickelt, welcher Anomalien aufzeigt und die Position (innerhalb des Graphen) dieser
Anomalien ermittelt. Mittels dieser Position kann nun in dem wissensbasierten System eine
signifikante Ursache in den Sensorwerten berechnet werden. Außerdem lassen sich Metriken,
wie z.B. die Work-Life-Balance, des Tagesablaufes auswerten, um dem Ziel einer chronobio-
logischen Auswertung gerecht zu werden.
Eine Referenzimplementierung zeigt die praktische Umsetzung der Wissensbasen und
Verfahren. Diese wurde zur Evaluierung anhand von Testdaten und eigens erfassten Daten
aus dem AAL genutzt. Dabei zeigt sich die hohe Genauigkeit des Aktivitätserkennungsver-
fahrens und die Validität der Ursachenerkennung. Mittels der selbst gewählten Sensorik
konnten darüber hinaus aus der Chronobiologie stammenden Metriken abgeleitet wer-
den.
Somit ist das Ziel, mittels automatisierter Verfahren den Rhythmus zu erfassen und auszuwer-
ten, erreicht. Durch Langzeitbenutzung sollte nun nachgewiesen werden können, dass Fol-
gen unregelmäßiger Rhythmen präventiv zu vermeiden sind.
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8.1 Diskussion
Die Diskussion zu den Evaluationsergebnissen und den Anforderungen aus dem Bereich wis-
sensbasierte System wurde bereits in Kapitel 5 durchgeführt. Die abschließende Diskussion
wird anhand der Anforderungsanalyse (vgl. Abschnitt 1.2) gezeigt:
Speicherung des generierten Wissens. Durch die Einführung einer Ontologie über
alle Bestandteile des Aktivititätsklassifikationsprozesses (Sensoren, Aktivitäten, Rou-
tinen und Nutzer) konnte eine Struktur geschaffen werden, die es möglich macht,
das komplette Wissen zu erhalten (Internalization, Externalization). So kann zum
einen aus den Sensorwerten eine Aktivität und letztlich eine Routine erkannt werden
und darüber hinaus auch aus den Routinen zurück zu den Sensorwerten gegangen
werden, um Ableitungen daraus zu ziehen (Anomaliedetektion). Durch Verwendung
semantischer Strukturen konnte außerdem auf interoperablen Weg die Heterogeni-
tät der Sensoren abgebildet und die Aktivitätsmenge erweiterbar gestaltet werden.
Die Nutzerontologie sichert Zugriffskontrolle und die Routinenontologie führt die
Zeitkomponente für Aktivitäten ein. Darüberhinaus wurden bereits bestehende Onto-
logien an benötigten Stellen wiederverwendet, womit die Combination gewährleistet
ist.
Rückführung des generierten Wissens. Für die Rückführung des erfassten Wissens
wurde ein hybrides Verfahren entwickelt, welches dynamisches maschinelles Lernen
ermöglicht und Wissen zwischen Nutzern austauschen kann. Das Wissen aus den Sen-
sorwerten wird zurückgeführt, um eine automatisierte Integration und Konfiguration
zu ermöglichen. Aus dem erfassten Aktivitätswissen können, neben der Speiche-
rung, durch die hierarchische Struktur, chronobiologische Metriken abgeleitet werden.
Durch die Struktur des Routinewissens ist es möglich, Anomalien verschiedener
Ausprägungen zu erkennen und zu bewerten. Das Nutzerwissen wird wie bereits
beschrieben für die Zugriffskontrolle genutzt.
Externe Sensorik. Die Möglichkeit der Verwendung externer Sensorik konnte gezeigt
werden. So wurden lokale, ebenso wie mobile Sensoren und externe Webservices
genutzt. Dabei machten die Verbindungsabbrüche oder etwaig kurze Nichtverfügbar-
keit keine Probleme. Auch die Herausforderung an synchronen Zugriff, Latenz oder
unterschiedliche Formate konnte durch SeMiWa gelöst werden.
Kaltstartproblem verhindern. Das Kaltstartproblem wurde durch das hybride Ver-
fahren und der Wiederverwendung des Wissens anderer Nutzer gelöst, wie in der
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Evaluation gezeigt wurde. Die Gewichtung des Routinewissens lag zunächst sehr
hoch und pendelte sich danach auf einen Wert ein, welcher darunter lag. Dies war der
Punkt an dem der Klassifikator genug Trainingsdaten für eine genauere Klassifikation
gesammelt hat und somit der Kaltstart beendet war.
Austausch von Wissen zwischen den Nutzern. Das vorgestellte Hybride Verfah-
ren kann als einzig bekanntes Verfahren Routinewissen pseudonymisiert zwischen
Nutzern auszutauschen, sowohl für Sensoren, als auch für Aktivitäten. Das eingeführ-
te Collaborative Filtering Recommender System und die vereinheitlichte semantische
Struktur der Ontologie machte dies möglich (Collaboration).
Genauigkeit (Accuracy). Das vorgestellte Verfahren erzeugt mit der Referenzimple-
mentierung eine signifikante Erkennung der Ursache von Abweichungen zum Niveau
a = 0.95. Darüber hinaus kann die aktuelle Aktivität mit einer Genauigkeit von
96% erkannt und im Fehlerfall in nur einem Schritt korrigiert werden. Damit wird
automatisiert ein vollständiger Datensatz an Aktivitäten aufgebaut, welcher für wei-
tere Auswertungen genutzt werden kann. Die automatisierte Sensorkonfiguration
erfolgt mit einer Genauigkeit von 100% und die heterogene Sensorik weist zum
Zeitpunkt des Verfassen der Arbeit eine uptime von 98% auf, womit die Probleme
kurzer Verbindungsabbrüche nahezu komplett abgefangen werden. Alles innerhalb
der Ontologie gespeicherte Wissen wird bestmöglich wiederverwendet, wie in den
jeweiligen Kapiteln gezeigt wurde.
Nutzerakzeptanz (Acceptance) und Usability. Die Akzeptanz gibt an, inwieweit
das System bedient werden kann und adäquate Informationen bereitstellt. Die Infor-
mationsbereitstellung wurde in der Referenzimplementierung gezeigt, welche jedoch
nicht mit verschiedenen Nutzergruppen evaluiert wurde. Die Arbeit fokussierte auf
der Ableitung und dem Zugang zu dem kompletten Wissen von Sensoren, Aktivitäten
und Routinen. Dieses Ziel wurde erreicht und alle Informationen liegen maschinen-
verarbeitbar bzw. textuell vor, so dass nach Erweiterung mit einer GUI nach Usability
Regeln die Akzeptanz ganzheitlich gewährleistet ist. Des Weiteren bezeichnet die
Akzeptanz die verwendete Sensorik. Bei der Arbeit wurde darauf geachtet, dass alle
verwendete Sensorik als nicht störend oder aufdringlich gilt, was von den jeweiligen
Herstellern bereits untersucht und gegeben war. Durch die Autokonfiguration die-
ser Sensoren kann eine nahtlose Erweiterung zur Laufzeit, auch von Nichtexperten,
erfolgen.
Kosten (Cost). In der praktischen Nutzung spielen die Fragen zu Kosten eine wesent-
liche Rolle. Es ist wichtig, dass die Anschaffungs- und Wartungskosten in einem
akzeptablen Rahmen liegen und somit einer Realwelttauglichkeit entsprechen. Dafür
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wurde nur Sensorik aus dem Bereich Consumer Hardware oder entfernte Dienste (z.B.
Wetterdienste) verwendet. Etwaige Ungenauigkeiten dieser Sensorik wurden durch
die entsprechende Verfahren ausgeglichen. Und auch die einzelnen Berechnungen
konnten auf normaler PC Infrastruktur innerhalb von z.B. maximal 5s für eine Akti-
vitätsklassifikation durchgeführt werden. Eine Kostenrechnung für das Gesamtsystem
findet sich in Abschnitt A.22.
Privatsphäre (Privacy). Der Schutz der Privatsphäre des Nutzers soll nach Möglichkeit
weitestgehend gewährleistet werden. Bei dem Verfahren ist es möglich alle Sensor-
werte und Berechnungen in der eigenen Infrastruktur getrennt vorzunehmen. Somit
dringen wenn nötig keine Sensorwerte nach Außen. Es wurden jedoch Applikatio-
nen verwendet, welcher Sensordaten vorfiltern und selbst Auswertungen vornehmen,
wie die Moves Api. Dies kann durch Eigenimplementierung dieser Funktionalität
(z.B. Global Positioning System (GPS) Tracking) behoben werden. Auf diese Ap-
plikationen wurde nur aus Verfügbarkeits- und nicht aus Funktionalitätsgründen
zurückgegriffen. Für das Collaborative Filtering Recommender Systems (CFRS),
welches die Routinen anderer Nutzer einbezieht, wurde bereits gezeigt, dass durch
Pseudonymisierung die Daten unkenntlich gemacht werden können und trotzdem
eine Berechnung möglich ist.
Adaption. Die Anpassung des Systems an geänderte Bedingungen findet in allen Berei-
chen statt. Es kann nahtlos und automatisiert mit Sensorik erweitert werden, welche
dann ebenfalls nahtlos für die Aktivitätserkennung genutzt werden. Die Erkennung
von Anomalien erfolgt sofort auf den erweiterten Sensoren. Somit verbessert sich
das System durch Erweiterung zur Laufzeit. Auch der Wegfall von Sensorik wird
unterstützt und kann zur Laufzeit erfolgen, jedoch kann dann die Genauigkeit in allen
Bereichen leiden.
Somit erfüllt das vorgestellte Verfahren und die Referenzimplementierung alle Anforderun-
gen aus wissensbasierten Systemen, ubiquitären Sensornetzen und Ambient Assisted Li-
ving.
8.2 Ausblick
Als Ausblick wird maßgeblich die Entwicklung einer GUI für das Verfahren angegeben,
um eine Studie mit möglichst vielen Personen aus verschiedenen Nutzergruppen durch-
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zuführen. Ideen zu einer GUI wurden bereits in [FZT15; KLF+14] veröffentlicht, welche
z.B. Gamification Elemente zur Motivationssteigerung oder Mixed Realities, einbezie-
hen.
Da das Verfahren sehr generisch und erweiterbar entworfen wurde, können, anwendungsfall-
bezogen, sowohl eine höhere Aktivitätsbasis, als auch andere Zeitfenster untersucht werden.
So kann in anderen AAL Umgebungen wichtig sein, dass Aktivitäten wie Anziehen oder Zäh-
ne putzen ebenfalls erkannt werden. Dazu muss ebenfalls die Verwendung weiterer Sensorik
untersucht werden.
Der Klassifikator wird derzeit im Offline Modus betrieben, um die Verfügbarkeit aller
Sensoren zum Zeitpunkt der Klassifikation zu gewährleisten. Wenn eine erweiterte Verfüg-
barkeit gewährleistet ist, kann ebenfalls eine Online Klassifizierung erfolgen und somit ein
sicherheitskritisches System umgesetzt werden. Dann müssten aber die Metriken neu be-
stimmt werden, da für sicherheitskritische Systeme der F1-Score [SL09] eingesetzt werden
muss. Als weiterer Anwendungsfall gilt wie in Kapitel 1 beschrieben, Menschen mit psy-
chischer Vorbelastung zu unterstützen. Diese müssen Tagebücher über Aktivitäten führen,
ähnlich wie dies in der Evaluation mit den eigenen Daten durchgeführt wurde. Eine Untersu-
chung zu Zeitintervallen und veränderter Aktivitätsbasis ist ebenfalls dann hier durchzufüh-
ren.
Der entwickelte Ansatz wurde unter der Voraussetzung entwickelt, dass Support Vector
Machines für unvollständige Datensätze (sparsed) das aktuell beste Verfahren darstellen. In
dieser Arbeit wurde aus diesem Grund auf untersuchende Vergleiche zu anderen Klassifika-
tionsverfahren verzichtet und die Parameter der Support Vector Machines (SVM) automati-
siert bestimmt. In weiteren Arbeiten kann diese Verwendung durchaus kritisch hinterfragt
werden, jedoch unter Fokus dieser Arbeit, ein Klassifikationsverfahren zu entwickeln, wel-
ches unangepasst für verschiedene (ubiquitäre) Umgebungen funktioniert. Ebenso ist die
Referenzimplementierung nur als solche zu betrachten und sollte für den Produktiveinsatz
mit entsprechenden Bibliotheken ergänzt werden. Durch die Verwendung von MapReduce
in späteren Testläufen konnte bereits die Testlaufzeit um den Faktor 100 verkürzt wer-
den.
Darüber hinaus wird das Intervall zur Anomaliedetektion im aktuellen Fall manuell gewählt,
um gezielte Vergleiche zu ziehen und chronobiologische Metriken abzuleiten. Nach Anwen-
dung einer breiten Nutzerstudie könnten Intervalle zur automatisierten Auswertung identifi-
ziert werden, um kritische Situationen zu entdecken, welche speziell angepasste Reaktionen
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erfordern. Wird die Zeit der Hygiene beispielsweise dramatisch überschritten, könnte die be-
obachtete Person verunglückt sein oder ein anderer Notfall vorliegen. Die vorgestellten chro-
nobiologischen Metriken sind ebenfalls für verschiedene Anwendungsfälle nahtlos erweiter-
bar.
Die mögliche Integration weiterer Sensorik wurde bereits in Unterabschnitt 7.5.1 vorgestellt.
Es ist vor allem notwendig durch Erweiterung den Recall der Aktivitäten Hygiene und Essen-
UndTrinken zu erhöhen.
Mittels der Ursachenerkennung kann in weitergehenden Arbeiten außerdem ein Trend ange-
geben werden, ob sich der Sensorwert positiv oder negativ entwickelt hat. Diese Idee wurde
als healthyInterval in [FZT15] veröffentlicht, sodass bei Unterschreitung der Schritte die
Motivation zu mehr Bewegung erhöht wird. Außerdem können Sensoren in ihrer Korrelation
untersucht werden [FKS14], so dass entdeckt werden kann, inwieweit Wetter und Sportdauer
neben den Aktivitäten z.B. den Tiefschlaf, oder das Gewicht des Nutzers direkt beeinflus-
sen.
Zusammenfassend lässt sich sagen, dass mit dem entwickelten Verfahren vielfältige Mög-
lichkeiten durch eine nutzer- und anwendungsfallzentrierte Weiterentwicklung gegeben
sind.
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A.1 SPARQL chronobiologische Metriken
# Die Anzahl aller Aktivitaeten des Typs Awake und aller Unterklassen im spezifischen Intervall
SELECT ?act
COUNT(*) as ?cnt
WHERE {
?subject semiwa-user:hasUser ?user ;
semiwa-routine:hasActivity ?act ;
ncal:dtstart ?start ;
ncal:dtend ?end .
?act rdf:type rdf:type ?type ;
?type rdfs:subClassOf* semiwa-activity:ClsWake .
?start ncal:date ?date ;
ncal:dateTime ?date_start .
?end ncal:date ?dateEnd ;
ncal:dateTime ?date_end .
FILTER( ?dateEnd >= xsd:date( ?chkDateStart ) && ?dateEnd <= xsd:date( ?chkDateEnd ) )
} GROUP BY ?act
Listing A.1: SPARQL chronobiologische Metriken Schlaf-Wach-Rhythmus
i
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# Die Anzahl aller Aktivitaeten des Typs Sports und aller Unterklassen im chronobiologischen 3h Intervall
und gewaehlten Zeitintervall
SELECT ?act ?label COUNT(?label) as ?cnt
WHERE {
?subject semiwa-user:hasUser ?user ;
semiwa-routine:hasActivity ?act ;
ncal:dtstart ?start ;
ncal:dtend ?end .
?act semiwa-activity:hasLabel ?labelOrg .
?act rdf:type rdf:type ?type ;
?type rdfs:subClassOf* semiwa-activity:ClsSports .
?start ncal:date ?date ;
ncal:dateTime ?date_start .
?end ncal:date ?dateEnd ;
ncal:dateTime ?date_end .
BIND (hours(?date) AS ?hour)
BIND (IF(?hour <= 3, 0,
IF(?hour > 3 && ?hour <= 6, 1,
IF(?hour > 6 && ?hour <= 9, 2,
IF(?hour > 9 && ?hour <= 12, 3,
IF(?hour > 12 && ?hour <= 15, 4,
IF(?hour > 15 && ?hour <= 18, 5,
IF(?hour > 18 && ?hour <= 21, 6,
IF(?hour > 21 && ?hour <= 0, 2, 7))))))))
AS ?interval)
LET ( ?label := fn:concat( ?labelOrg, xsd:string(?interval) ) )
FILTER( ?dateEnd >= xsd:date( ?chkDateStart ) && ?dateEnd <= xsd:date( ?chkDateEnd ) )
} GROUP BY ?act ?label
Listing A.2: SPARQL chronobiologische Metriken Trainingszeiten
A.2 Vollständige Sensoreigenschaften
· accuracy,
· calibrationDate,
· detectionLimit,
· drift,
· frequency,
· precision,
· range,
· resolution,
· responseTime,
· resonsibleParty,
· selectivity,
· sensitivity,
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A.3 Testdatensätze
A.3 Testdatensätze
Abbildung A.1: Testdatensatz Cairo R1
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Abbildung A.2: Testdatensatz Kyoto R1
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A.3 Testdatensätze
Abbildung A.3: Testdatensatz ARAS Haus A-1
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A.4 Trainingset der Evaluation
Abbildung A.4: Trainingset der Evaluation
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A.5 Ergebnisse des Durchlaufs CASAS Cairo R1
A.5 Ergebnisse des Durchlaufs CASAS Cairo R1
Metrik BedToToilet Breakfast Dinner Laundry LeaveHome
REC HARA 0.73 0.77 0.98 0.50 0.81
REC Cls 0.23 0.35 0.81 0.20 0.84
Differenz 214% 118% 21% 150% -3%
ACC HARA 0.98 0.95 0.98 0.99 0.95
ACC Cls 0.93 0.90 0.89 0.98 0.95
Differenz 5% 6% 10% 1% 0%
Tabelle A.1: Auswertung Cairo. Erster Durchlauf. Teil 1/2
Metrik Lunch NightWandering Sleep Wake WorkInOffice
REC HARA 0.95 0.88 1.00 0.89 0.35
REC Cls 0.08 0.63 0.62 0.62 0.35
Differenz 1067% 39% 61% 42% 0%
ACC HARA 0.98 0.96 0.96 0.92 0.93
ACC Cls 0.91 0.85 0.86 0.89 0.92
Differenz 8% 13% 12% 3% 1%
Tabelle A.2: Auswertung Cairo. Erster Durchlauf. Teil 2/2
HARA Klassifikator
Mittelwert 0.78513037 0.47399214
Varianz 0.04486261 0.07028949
Beobachtungen 10 10
t-Statistik 3.81752953
Kritischer t-Wert bei einseitigem t-Test 1.83311293
Kritischer t-Wert bei zweiseitigem t-Test 2.26215716
Tabelle A.3: t-Test für Recall bei a = 0.05 – Cairo R1
HARA Klassifikator
Mittelwert 0.96 0.908
Varianz 0.00053333 0.00155111
Beobachtungen 10 10
t-Statistik 4.14565323
Kritischer t-Wert bei einseitigem t-Test 1.83311293
Kritischer t-Wert bei zweiseitigem t-Test 2.26215716
Tabelle A.4: t-Test für Accuracy bei a = 0.05 – Cairo R1
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A.6 Ergebnisse des Durchlaufs CASAS Cairo R2
Metrik BedToToilet Breakfast Dinner Laundry LeaveHome
REC HARA 0.73 0.63 0.98 0.50 0.81
REC Cls 0.47 0.50 0.81 0.30 0.84
Differenz 57% 25% 21% 67% -3%
ACC HARA 0.98 0.92 0.98 0.99 0.96
ACC Cls 0.96 0.92 0.91 0.98 0.94
Differenz 2% 0% 8% 1% 2%
Tabelle A.5: Auswertung Cairo. Zweiter Durchlauf. Teil 1/2
Metrik Lunch NightWandering Sleep TakeMedicine Wake
REC HARA 0.95 0.94 1.00 0.43 0.79
REC Cls 0.14 0.83 0.65 0.86 0.67
Differenz 600% 13% 53% -50% 17%
ACC HARA 0.98 0.98 1.00 0.91 0.92
ACC Cls 0.92 0.88 0.90 0.96 0.95
Differenz 7% 11% 11% -5% -3%
Tabelle A.6: Auswertung Cairo. Zweiter Durchlauf. Teil 2/2
HARA Klassifikator
Mittelwert 0.962 0.932
Varianz 0.00108444 0.00097333
Beobachtungen 10 10
t-Statistik 1.84482014
P(T<=t) einseitig 0.04907823
P(T<=t) zweiseitig 0.09815646
Tabelle A.7: t-Test für Accuracy bei a = 0.1 – Cairo R2
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A.7 Ergebnisse des Durchlaufs CASAS Kyoto R1
Metrik Bathing BedToiletTrans. Eating EnterHome Housekeeping LeaveHome
REC HARA 0.00 0.27 0.00 0.00 1.00 0.15
REC Cls 0.00 0.00 0.00 0.50 0.00 0.30
Differenz - - - -100% - -50%
ACC HARA 0.96 0.97 0.98 0.98 1.00 0.94
ACC Cls 0.97 0.96 0.98 0.99 1.00 0.95
Differenz -1% 1% 0% -1% 0% -1%
Tabelle A.8: Auswertung Kyoto. Erster Durchlauf. Teil 1/2
Metrik MealPrep. PersonalHyg. Sleep WanderingIR WatchTV Work
REC HARA 0.19 0.87 0.73 0.31 0.48 0.32
REC Cls 0.00 0.87 0.53 0.08 0.33 0.40
Differenz - 0% 38% 269% 44% -19%
ACC HARA 0.94 0.72 0.87 0.96 0.92 0.79
ACC Cls 0.95 0.70 0.80 0.95 0.92 0.77
Differenz -1% 3% 9% 1% 0% 3%
Tabelle A.9: Auswertung Kyoto. Erster Durchlauf. Teil 2/2
HARA Klassifikator
Mittelwert 0.4172478 0.22166667
Varianz 0.1209273 0.09136111
Beobachtungen 10 10
t-Statistik 2.0181976
Kritischer t-Wert bei einseitigem t-Test 1.38302874
Kritischer t-Wert bei zweiseitigem t-Test 1.83311293
Tabelle A.10: t-Test für Recall bei reduziertem Aktivitätsset und a = 0.10 – Kyoto R1
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A.8 Ergebnisse des Durchlaufs CASAS Kyoto R2
Metrik Bathing BedToiletTrans. Eating MealPrep. PersonalHyg.
REC HARA 0 0 0 0.14814815 0.77419355
REC Cls 0.09 0.00 0.00 0.15 0.89
Differenz -100% - - 0% -13%
ACC HARA 0.95 0.96 0.95 0.88 0.73
ACC Cls 0.95 0.96 0.95 0.89 0.68
Differenz 0% 0% 0% -1% 7%
Tabelle A.11: Auswertung Kyoto. Zweiter Durchlauf. Teil 1/2
Metrik Sleep WanderingIR WatchTV Work
REC HARA 0.85714286 0 0.05263158 0.51219512
REC Cls 0.61 0.00 0.11 0.39
Differenz 41% - -50% 31%
ACC HARA 0.78 0.98 0.87 0.78
ACC Cls 0.81 0.98 0.92 0.78
Differenz -4% 0% -5% 0%
Tabelle A.12: Auswertung Kyoto. Zweiter Durchlauf. Teil 2/2
Klassifikator HARA
Mittelwert 0.24793524 0.26047903
Varianz 0.0998849 0.12631093
Beobachtungen 9 9
t-Statistik -0.33924528
Kritischer t-Wert bei einseitigem t-Test 0.88888952
Kritischer t-Wert bei zweiseitigem t-Test 1.39681531
Tabelle A.13: (Invertierter) t-Test für Recall bei a = 0.15 – Kyoto R2
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A.9 Ergebnisse des Durchlaufs CASAS HH110
Metrik Bathe BTT. CBF CD Dress Drink EatBreakf. EatDinner
REC HARA 0.39 0.18 0.28 0.00 0.23 0.00 0.32 0.00
REC Cls 0.00 0.71 0.12 0.00 0.23 0.00 0.12 0.00
Differenz - -75% 133% - 0% - 167% -
ACC HARA 0.96 0.93 0.96 1.00 0.96 1.00 0.97 1.00
ACC Cls 0.97 0.93 0.97 1.00 0.98 1.00 0.97 1.00
Differenz -1% 0% -1% 0% -2% 0% 0% 0%
Tabelle A.14: Auswertung HH. Erster Durchlauf (HH110). Teil 1/3
Metrik Ev.Meds Groom M.Meds Pers.Hyg. Read Relax Sleep Sl.OOB
REC HARA 0.12 0.18 0.19 0.28 0.10 0.75 0.96 0.00
REC Cls 0.12 0.00 0.35 0.04 0.00 0.43 0.90 0.00
Differenz 0% - -44% 600% - 74% 7% -
ACC HARA 0.97 0.97 0.97 0.98 0.97 0.87 0.87 0.98
ACC Cls 0.97 0.97 0.98 0.97 0.98 0.93 0.72 0.99
Differenz 0% 0% -1% 1% -1% -6% 21% -1%
Tabelle A.15: Auswertung HH. Erster Durchlauf (HH110). Teil 2/3
Metrik TakeMed. Toilet WB.Dis. ED.Dis. Work WorkAT WorkOC
REC HARA 0.20 0.55 0.05 0.00 1.00 0.57 0.42
REC Cls 0.05 0.65 0.00 0.00 0.00 0.24 0.28
Differenz 350% -16% - - - 139% 52%
ACC HARA 0.95 0.82 0.98 1.00 1.00 0.90 0.90
ACC Cls 0.94 0.76 0.98 1.00 1.00 0.87 0.91
Differenz 1% 8% 0% 0% 0% 3% -1%
Tabelle A.16: Auswertung HH. Erster Durchlauf (HH110). Teil 3/3
HARA Klassifikator
Mittelwert 0.29444165 0.1836267
Varianz 0.08747814 0.06779757
Beobachtungen 23 23
t-Statistik 1.96023319
Kritischer t-Wert bei einseitigem t-Test 1.32123674
Kritischer t-Wert bei zweiseitigem t-Test 1.71714437
Tabelle A.17: t-Test für Recall bei a = 0.10 – HH110
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A.10 Ergebnisse des Durchlaufs CASAS HH116
Metrik Bath BTT Cook CookBF CookD CookL Dress Eat EatBF EatD EatL
REC HARA 0.00 0.33 0.11 0.33 0.20 0.40 0.14 0.16 0.20 0.00 0.00
REC Cls 0.25 0.14 0.02 0.00 0.35 0.12 0.72 0.00 0.00 0.00 0.00
Differenz -100% 136% 400% - -41% 240% -80% - - - -
ACC HARA 0.98 0.97 0.97 0.98 0.97 0.97 0.96 0.98 0.99 0.99 0.99
ACC Cls 0.99 0.96 0.98 0.99 0.95 0.97 0.98 0.99 0.99 0.99 0.99
Differenz -1% 1% -1% -1% 2% 0% -2% -1% 0% 0% 0%
Tabelle A.18: Auswertung HH. Zweiter Durchlauf (HH116). Teil 1/3
Metrik E.Home E.Guests E.Meds Groom L.Home M.Meds P.Hyg. Phone Read Relax Sleep
REC HARA 0.16 0.48 0.00 0.00 0.27 0.00 0.22 0.05 0.00 0.00 0.69
REC Cls 0.03 0.83 0.00 0.00 0.85 0.00 0.62 0.00 0.00 0.00 0.53
Differenz 523% -42% - - -68% - -65% - - - 30%
ACC HARA 0.91 0.92 0.99 1 0.92 1 0.86 0.99 1 0.7 0.91
ACC Cls 0.92 0.88 0.99 1 0.85 1 0.83 0.99 1 0.99 0.95
Differenz -1% 5% 0% 0% 8% 0% 4% 0% 0% -29% -4%
Tabelle A.19: Auswertung HH. Zweiter Durchlauf (HH116). Teil 2/3
Metrik Sl.OOB TakeMed. Toilet WBDish WDDish WDish WLDish TV WorkAT WorkOC
REC HARA 0.23 0.09 0.28 0.10 0.18 0.14 0.05 0.00 0.09 0.12
REC Cls 0.13 0.00 0.75 0.00 0.00 0.45 0.00 0.00 0.00 0.08
Differenz 75% - -63% - - -69% - - - 50%
ACC HARA 0.95 0.99 0.85 0.98 0.97 0.95 0.99 0.99 0.93 0.94
ACC Cls 0.96 0.99 0.89 0.98 0.98 0.95 0.99 0.99 0.99 0.99
Differenz -1% 0% -4% 0% -1% 0% 0% 0% -6% -5%
Tabelle A.20: Auswertung HH. Zweiter Durchlauf (HH116). Teil 3/3
Klassifikator HARA
Mittelwert 0.9653125 0.9528125
Varianz 0.00194829 0.00360796
Beobachtungen 32 32
t-Statistik 1.26149743
Kritischer t-Wert bei einseitigem t-Test 1.05406442
Kritischer t-Wert bei zweiseitigem t-Test 1.47611315
Tabelle A.21: (Invertierter) t-Test für Recall bei a = 0.15 – HH116
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A.11 Ergebnisse des Durchlaufs CASAS HH124
In den nachfolgenden Tabellen wurden aufgrund der Übersichtlichkeit alle nicht erkannten Aktivitäten (sowohl vom Klassi-
fikator, als auch vom eigenen Verfahren) entfernt. Dies entspricht den Aktivitäten: CookDinner; Dress; EatBreakfast; Groom;
PersonalHygiene; Phone; SleepOutOfBed; WashBreakfastDishes; WashDinnerDishes; WashDishes; WorkAtTable.
Metrik BedToiletTr. EatDinner EnterHome EntertainGuests LeaveHome
REC HARA 0.56 0.33 0.35 0.13 0.43
REC Cls 0.11 0.00 0.23 0.38 0.75
Differenz 400% - 50% -67% -42%
ACC HARA 0.96 0.96 1.00 0.97 0.97
ACC Cls 0.91 0.98 0.77 0.96 0.80
Differenz 5% -2% 30% 1% 21%
Tabelle A.22: Auswertung HH. Dritter Durchlauf (HH124). Teil 1/2
Metrik Sleep Toilet WatchTV Work WorkOC
REC HARA 0.67 0.53 0.50 1.00 0.50
REC Cls 0.75 0.75 0.00 0.00 0.00
Differenz -11% -29% - - -
ACC HARA 0.98 0.87 0.82 0.98 1.00
ACC Cls 0.77 0.81 0.98 0.99 0.98
Differenz 27% 7% -16% -1% 2%
Tabelle A.23: Auswertung HH. Dritter Durchlauf (HH124). Teil 2/2
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A.12 Ergebnisse des Durchlaufs ARAS
Activity House A - 1 House A - 2 House B - 1 House B - 2
Brushing Teeth 93.94% 93.87% 94.10% 94.33%
Changing Clothes 89.63% 89.09% 88.82% 88.17%
Cleaning 99.78% 99.81% 99.81% 99.83%
Going Out 95.13% 94.65% 94.77% 94.68%
Having Breakfast 96.86% 97.17% 96.85% 96.63%
Having Conversation 97.94% 97.89% 97.78% 97.68%
Having Dinner 98.14% 98.06% 98.11% 98.11%
Having Guest 99.73% 99.77% 99.80% 99.81%
Having Lunch 98.14% 98.39% 98.38% 98.40%
Having Shower 97.73% 97.67% 97.68% 97.76%
Having Snack 95.47% 95.14% 95.42% 95.65%
Laundry 99.55% 99.56% 99.53% 99.56%
Listening to Music 99.37% 99.45% 99.49% 99.52%
Napping 98.72% 98.22% 98.39% 98.43%
Other 76.58% 77.30% 74.03% 72.98%
Preparing Breakfast 96.25% 96.75% 96.58% 96.78%
Preparing Dinner 97.62% 97.55% 97.48% 97.63%
Preparing Lunch 98.03% 98.31% 98.36% 98.46%
Reading Book 96.23% 96.34% 96.41% 96.14%
Shaving 99.08% 98.54% 98.70% 98.73%
Sleeping 94.55% 94.42% 94.18% 93.77%
Studying 91.95% 93.02% 92.34% 92.68%
Talking on the Phone 87.32% 87.45% 88.73% 89.39%
Toileting 81.09% 80.91% 80.19% 79.56%
Using Internet 78.86% 80.22% 82.19% 82.56%
Washing Dishes 94.41% 94.42% 94.76% 95.06%
Watching TV 70.07% 68.61% 70.48% 71.41%
GESAMT 93.41% 93.43% 93.46% 93.47%
Tabelle A.24: Auswertung ARAS.
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A.13 Automatisierte Sensorintegration
Zeitstempel T0 T1 H1 T2 T3 (degF) T3 (degC)
08:00:05 21.3 19.1 42 15.4 292.45 19.3
08:00:10 21.3 19.1 42 15.3 292.45 19.3
08:00:15 21.3 19 42 15.2 292.45 19.3
08:00:20 21.3 19 41 15.2 292.45 19.3
08:00:25 21.3 19 42 15.2 292.45 19.3
08:00:30 21.3 19 42 15.2 292.45 19.3
08:00:35 21.3 19 42 15.2 292.55 19.4
08:00:40 21.3 19 42 15.2 292.55 19.4
08:00:45 21.5 19 42 15.3 292.55 19.4
08:00:50 21.6 19 42 15.4 292.55 19.4
08:00:55 21.6 19 42 15.5 292.55 19.4
08:01:00 21.6 19 42 15.6 292.55 19.4
08:01:05 21.6 18.9 42 15.7 292.55 19.4
08:01:10 21.6 19 43 15.7 292.55 19.4
08:01:15 21.6 18.9 43 15.8 292.65 19.5
08:01:20 21.6 19 43 15.9 292.65 19.5
08:01:25 21.5 19 43 15.9 292.75 19.6
08:01:30 21.5 19 43 15.9 292.65 19.5
08:01:35 21.4 18.9 43 16 292.65 19.5
08:01:40 21.4 19 43 16 292.65 19.5
08:01:45 21.3 18.9 43 16.1 292.65 19.5
08:01:50 21.3 18.9 43 16.1 292.65 19.5
08:01:55 21.2 18.9 43 16.1 292.65 19.5
Tabelle A.25: Erfasste Werte für die automatisierte Sensorintegration
=== Cluster Centroids ===
Cluster 0
15.2 16.1 0.345724879 15.60434783 0.119525692 15.91860465
Cluster 1
292.45 292.75 0.088688289 292.5673913 0.007865613 292.6763889
=== Model and evaluation on training set ===
Clustered Instances
0 3 ( 75%)
1 1 ( 25%)
Class attribute: cls
Classes to Clusters:
0 1 <-- assigned to cluster
3 0 | c1
0 1 | c2
Cluster 0 <-- c1
Cluster 1 <-- c2
Incorrectly clustered instances : 0.0 0 %
Listing A.3: Automatisierte Sensorintegration - Classes to Clusters Evaluation
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A.14 Vollständiger Routinenvergleich
--------------------------------------
| (index) | hour | activity |
--------------------------------------
| 0 | 0 | Bed_to_Toilet -> 3 |
--------------------------------------
| 1 | 2 | Night_wandering |
--------------------------------------
| 2 | 3 | Night_wandering |
--------------------------------------
| 3 | 5 | Night_wandering |
--------------------------------------
| 4 | 6 | work_in_office |
--------------------------------------
| 5 | 7 | Leave_Home |
--------------------------------------
| 6 | 8 | Leave_Home -> 7 |
--------------------------------------
| 7 | 9 | Leave_Home |
--------------------------------------
| 8 | 10 | Lunch |
--------------------------------------
| 9 | 12 | Laundry |
--------------------------------------
| 10 | 13 | Leave_Home -> 11 |
--------------------------------------
| 11 | 14 | Leave_Home |
--------------------------------------
| 12 | 15 | Leave_Home |
--------------------------------------
| 13 | 19 | Dinner -> 14 |
--------------------------------------
| 14 | 20 | Sleep |
--------------------------------------
| 15 | 23 | Night_wandering |
--------------------------------------
Listing A.4: Vollständiger Routinenvergleich
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A.15 JSON Repräsentation einer Routine
{
"activities": {
"0": {
"Night_wandering": {
"_cnt": 3,
"Night_wandering": 1,
"_prob": 0.5
},
"Bed_to_Toilet": {
"_cnt": 3,
"Night_wandering": 0.6666666666666666,
"Bed_to_Toilet": 0.3333333333333333,
"_prob": 0.5
}
},
"1": {
"Night_wandering": {
"_cnt": 2,
"Bed_to_Toilet": 0.5,
"Night_wandering": 0.5,
"_prob": 0.4
},
"Bed_to_Toilet": {
"_cnt": 3,
"wake": 0.3333333333333333,
"Night_wandering": 0.6666666666666666,
"_prob": 0.6
}
},
[...]
"17": {
"Dinner": {
"_cnt": 13,
"Sleep": 0.38461538461538464,
"work_in_office": 0.46153846153846156,
// "Dinner": 0.07692307692307693,
"_prob": 0.7647058823529411
},
"Leave_Home": {
"_cnt": 4,
"Leave_Home": 0.5,
"Laundry": 0.25,
"Sleep": 0.25,
"_prob": 0.23529411764705882
}
},
[...]
"fitted" : {
[...]
"17": {
"Dinner": [
{
"hour": 21, "activity": "Sleep"
},
// { "hour": 18, "activity": "Dinner" },
{
"hour": 20, "activity": "work_in_office"
}
]
},
[...]
}
"min": "2009-07-01T07:05:58.625", "max": "2009-07-29T21:04:16.927", "days": ["3"]
}
Listing A.5: JSON Repräsentation einer Routine
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A.16 SVM Parameter Test auf den Testdaten
=== Cairo-R1 ===
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007"
Correctly Classified Instances 280 62.0843 %
Incorrectly Classified Instances 171 37.9157 %
Kappa statistic 0.5669
Mean absolute error 0.1652
Root mean squared error 0.2814
Relative absolute error 93.0758 %
Root relative squared error 94.4682 %
Coverage of cases (0.95 level) 99.1131 %
Mean rel. region size (0.95 level) 80 %
Total Number of Instances 451
###
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.Puk -O 1.0 -S 1.0 -C 250007"
Correctly Classified Instances 382 84.7007 %
Incorrectly Classified Instances 69 15.2993 %
Kappa statistic 0.8271
Mean absolute error 0.1612
Root mean squared error 0.2743
Relative absolute error 90.8434 %
Root relative squared error 92.1123 %
Coverage of cases (0.95 level) 99.7783 %
Mean rel. region size (0.95 level) 80 %
Total Number of Instances 451
###
=== Kyoto-R1 ===
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007"
Correctly Classified Instances 160 51.7799 %
Incorrectly Classified Instances 149 48.2201 %
Kappa statistic 0.3619
Mean absolute error 0.1423
Root mean squared error 0.262
Relative absolute error 102.4156 %
Root relative squared error 99.5802 %
Coverage of cases (0.95 level) 99.6764 %
Mean rel. region size (0.95 level) 75.0809 %
Total Number of Instances 309
###
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.Puk -O 1.0 -S 1.0 -C 250007"
Correctly Classified Instances 239 77.3463 %
Incorrectly Classified Instances 70 22.6537 %
Kappa statistic 0.7165
Mean absolute error 0.1403
Root mean squared error 0.2581
Relative absolute error 100.9511 %
Root relative squared error 98.1015 %
Coverage of cases (0.95 level) 100 %
Mean rel. region size (0.95 level) 75.027 %
Total Number of Instances 309
Listing A.6: SVM Test
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A.17 SVM Parameter Test auf den eigenen Daten
A.17 SVM Parameter Test auf den eigenen Daten
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.PolyKernel -C 250007 -E 1.0"
Correctly Classified Instances 1264 69.3363 %
Incorrectly Classified Instances 559 30.6637 %
Kappa statistic 0.5765
Mean absolute error 0.1933
Root mean squared error 0.3007
Relative absolute error 100.5454 %
Root relative squared error 97.0249 %
Coverage of cases (0.95 level) 99.4515 %
Mean rel. region size (0.95 level) 76.4194 %
Total Number of Instances 1823
###
weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K
"weka.classifiers.functions.supportVector.Puk -C 250007 -O 1.0 -S 1.0"
Correctly Classified Instances 1568 86.0121 %
Incorrectly Classified Instances 255 13.9879 %
Kappa statistic 0.8128
Mean absolute error 0.1895
Root mean squared error 0.2947
Relative absolute error 98.5888 %
Root relative squared error 95.0684 %
Coverage of cases (0.95 level) 99.8354 %
Mean rel. region size (0.95 level) 75.384 %
Total Number of Instances 1823
Listing A.7: SVM Test auf eigenen Daten
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A.18 Vorhersage mit CFRS
pred(B
1
, Mo
16
Sleep
) = 50 +
(1 ⇤ (100   50) + 0 ⇤ (10   50))
1 + 0
= 100
mit
userSim(B
1
, B
3
) =
4800p
4400 ⇤
p
5400
' 1
mit
(20   50)(20   50) + (60   50)(70   50)+
(20   50)(10   50) + (100   50)(100   50) = 4800
(20   50)2 + (60   50)2 + (20   50)2 + (100   50)2 = 4400
(20   50)2 + (70   50)2 + (10   50)2 + (100   50)2 = 5400
und
userSim(B
1
, B
2
) = 0
mit
(20   50)(100   50) + (100   50)(100   50) =  500 (A.1)
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A.19 Wunderground Wetterdienst
A.19 Wunderground Wetterdienst
{"value":
{ "image":
{ "url": "http://icons.wxug.com/graphics/wu2/logo_130x80.png",
"title": "Weather Underground",
"link": "http://www.wunderground.com" },
[...]
"observation_location":
{ "full": "Dresden - Pieschen, Dresden, SACHSEN",
"city": "Dresden - Pieschen, Dresden",
"state": "SACHSEN",
"country": "DEUTSCHLAND",
"country_iso3166": "DE",
"latitude": "51.075291",
"longitude": "13.732061",
"elevation": "376 ft" },
[...]
"observation_epoch": "1403991988",
[...]
"local_time_rfc822": "Sat, 28 Jun 2014 23:46:36 +0200",
[...]
"weather": "Heiter",
[...]
"temp_f": 65.7,
"temp_c": 18.7,
"relative_humidity": "81%",
"wind_string": "From the Sud-Sudwest at 4.0 MPH Gusting to 4.9 MPH"
[...]
}
}
Listing A.8: Wunderground Wetterdienst
A.20 WAMP.WS Messages
// Aufruf, wenn uID bereits im System bekannt
[ CALL , "sdfgga34" , "seMiWa:register" ,
{"uid":"adk","deviceName":"","deviceType":"Sensor"} ]
// Antwort
[ CALLRESULT , "sdfgga34" , {"status":"200","msg":"adk
registered!"} ]
...
[ PUBLISH , "seMiWa:uid/adk" , {"uid":"node1",
"value":"13"} ]
...
// Aufruf fuer das Tasking
[ CALL , "436547" , "seMiWa:uid/adk/SetLocation" ,
{"wgs84":"N 48 07.732 E 011 30.538"} ]
// Antwort
[ CALLRESULT , "436547" , {"uid":"adk", "status":"200","wgs84":"N 48 07.732 E 011 30.538"} ]
Listing A.9: WAMP.WS Messages
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A.21 Weitere (externe) Sensorik
· Facebook (https://de-de.facebook.com/)
– ReadListens
– ReadLikes
– ReadPosts
– ReadPhotos
– ReadStatuses
· Instagram (https://instagram.com/)
– GetRecentMediaForUser
· Github (https://developer.github.com/v3/)
– GetCommits
· LastFM (http://www.lastfm.de/)
– GetWeeklyArtistChart
– GetWeeklyTrackChart
· Amazon (http://www.amazon.de/)
– ListOrders
· Paypal (http://www.paypal.de/)
– ListPayments
A.22 Kostenaufstellung benötigter Sensoren
Anzahl Produkt Kosten
1 Withings Pulse Ox Aktivitäts- und Gesundheits-Tracker 119,00
1 Netatmo Wetterstation für iPhone, Android und Windows Phone 155,68
3 Netatmo Zusätzliches Modul für Wetterstation 63,28
1 Samsung Galaxy S4 209,90
1 Withings WS-50 Smart Body Analyzer, schwarz 149,00
Tabelle A.26: Kostenaufstellung benötigter Sensoren. Stand: 15.04.2015.
Die Gesamtkosten belaufen sich auf ca. 700 EUR.
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