Abstract. Let p be a prime and r, e positive integers. In this paper we prove that the full affine group AGL(r, p e ) of dimension r over the field with p e elements can be realized as the geometric monodromy group of a polynomial in characteristic p. We also determine the arithmetic monodromy group of this polynomial and the ramification structure it induces.
Introduction
Let p be a prime, K a fixed algebraic closure of the field with p elements, f ∈ K[X] a polynomial with coefficients in K, and k the subfield of K that is generated by the coefficients of f . Denote with t a transcendental over K. Suppose that f is not a p-th power of some other polynomial. Then f (X) − t ∈ K(t) [X] is separable and, hence, we can define the two Galois groups
and
A f is called the arithmetic monodromy group of f ; G f is called the geometric monodromy group of f . Monodromy groups of a polynomial encode many properties of the polynomial. In fact, some questions about polynomials can be entirely stated in terms of their monodromy groups. A prominent example of such a question was motivated by Dickson [12] in 1896:
Call a polynomial f over a finite field k of characteristic p > 0 exceptional over k if the mapping κ → κ, x → f (x) is bijective for infinitely many finite extensions κ of k. Now, given a finite field k, which polynomials are exceptional over k?
Clearly, f is exceptional if and only if the p-th power of f is. Hence, we can restrict ourselves to exceptional polynomials that are not p-th powers of other polynomials. This allows us to give a translation of the question after exceptionality in terms of pure group theory: Fix a root x of f (X) − t and denote the stabilizer of x in G f resp. A f with H resp. U . Then f is exceptional if and only if H and U only have the orbit {x} in common.
Albeit interesting advances have been made (cf. [14] and thereupon [15, 16, 18] ) the exceptionality problem is still open, mainly, because up to now we cannot decide whether a given group G is a monodromy group or not -except by constructing an appropriate polynomial. However, there is a necessary condition on G: the infinite place of K(t) ramifies totally in a root field of f (X) − t. Hence, G must contain a subgroup that can serve as an inertia group of the infinite place. Using this restriction, Guralnick and Saxl [17] produced a list of possible candidates for monodromy groups. But it is still unclear which groups of this list actually occur.
In a long series of papers, Abhyankar found many polynomials realizing groups on the Guralnick-Saxl list; among them are various simple groups, projective groups, and linear groups; cf. [1, 2, 3] . An expository summary about Abhyankar's work on monodromy groups with many references is given in [5, Sec. 15 ff.] . Recently, Conway, McKay, and Trojan [9] simplified some of Abhyankar's proofs and, additionally, gave particularly nice polynomials with monodromy groups including several Mathieu groups.
Also, in dealing with the exceptionality problem many interesting monodromy groups have been found, for instance, some affine groups, dihedral groups, and PSL(2, q); cf. [15, 16, 18] .
It seems that a classification of affine monodromy groups is especially challenging. This is caused by the fact that an affine group naturally fulfills the necessary condition on monodromy groups stated above: simply choose some extension of the translation subgroup as a candidate for an inertia group of the infinite place.
Therefore the affine monodromy case is wide and open. For instance, the Guralnick-Saxl list [17, Thm. A] subsumes this case under the statement "G f has degree a prime power". Under strong additional assumptions one can prove more; cf. [17, Thms. 6.3, 6.4] . But the general affine case is far from being settled.
In this paper we present a new class of polynomials realizing the full affine groups AGL(n, q) as geometric monodromy groups. We also determine which arithmetic monodromy groups occur. Additionally, we explicitly describe the ramification structure induced by this class.
Our polynomials can essentially be seen as a generalization of the polynomial X p r + X p r −1 whose geometric monodromy was proved to be AGL(1, p r ) by Abhyankar [4] in 1994. One obtains Abhyankar's polynomials by setting s = 0 in (1). An alternative and probably simpler proof of Abhyankar's result is given in Corollary 8.
Definitions and notation. Throughout this paper p is a prime, F p the field with p elements, and K a fixed algebraic closure of F p . Every algebraic extension of F p is regarded as a subfield of K. For q a power of p we denote the field with q elements by F q . t is a transcendental element over K. We write F × for the set of invertible elements of a field F .
f ∈ K[X] always denotes a polynomial of the form
with a i ∈ K, s < r, and a 0 a s = 0.
Sometimes we write n instead of p r for the degree of f . k is the smallest field over which f is defined, i.e., k = F p (a 0 , . . . , a s ). Note that f = 0. Hence, f (X) − t ∈ K(t) [X] is separable and the monodromy groups
are defined. The roots of f (X) − t in some algebraic closure of K(t) are denoted by
L resp. λ is the splitting field of f (X) − t over K(t) resp. k(t).
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We always consider A f and G f as permutation groups acting naturally on the set of roots {x 1 , . . . , x n }. Note that both monodromy groups are transitive since the polynomial f (X) − t is irreducible (its negative is a monic polynomial of degree 1 in t).
Our notation for the classical linear groups and their projective and affine incarnations is standard. Unless explicitly stated these groups always act naturally on their modules. Throughout, we denote the translation subgroup of a primitive affine group by N . Note that N is the unique minimal normal subgroup of this group.
Outline of the paper. Section 2 deals with the determination of the monodromy groups of f .
We first show that the polynomials in question are closely related to linear polynomials, i.e., polynomials of the shape An interesting consequence of these two results is that G f only depends on the degrees of the terms of f but not on the actual values of the coefficients. However, this is not true for A f . For instance, denote by ξ an element of K with multiplicative order p 2 − 1 and define
Then, by Theorem 1,
But Corollary 2 yields
This discrepancy comes from the fact that the minimal fields of definition of the polynomials differ: f 1 can be defined over F p , whereas f 2 can only be defined over F p 2 . Thus, in contrast to A f 2 , the group A f 1 permits an additional field automorphism of order 2.
In Section 3 we discuss the ramification structure of the extension L|K(t). Our main result is Theorem 20, which gives the isomorphism types of the inertia groups of all branch points as well as a full description of the higher ramification.
We can use these results to explicitly calculate the genus γ of the fixed field E of the translation subgroup N in L|K(t). The family (1) of polynomials can be used to construct examples of nonrational fields E. This is interesting insofar as there is little known about which function fields may occur for E.
For instance, consider the polynomial
and the Riemann-Hurwitz genus formula yield
This proves that γ is not bounded. The case p = 3 shows additionally that even if G f is solvable E need not be rational.
2. Determination of the monodromy groups G f and A f 2.
1. An upper bound. We first state a central but easy observation. Define
Its zeros are exactly the z i . Moreover, L = K(z 1 , . . . , z n ) and the action of A f and
Equations of type (2) have been intensively studied at least since Dickson [11] . A more contemporary approach can be found in Elkies [13] , who proved the following. 
Since equation (2) is a specialization of (3), we obtain the following lemma.
Lemma 4. Both A f and G f are subgroups of AGL(r, p).
Let e denote the greatest common divisor of r and all
In particular, G f is a subgroup of AGL(r/e, p e ).
Proof. The first claim follows from Theorem 3 by setting the parameter q of the theorem to p and the observation that equation (2) then results from a separable specialization of (3). The second part of the lemma is due to the definition of e. The polynomial f can be written as
where the α i are elements of k, the integer e · m equals s, and α 0 α m = a 0 a s = 0. Setting q := p e and rewriting the equation f (X) − t = 0 according to (2) yield
Since we consider this equation over a field containing F q , Theorem 3 gives the claim.
Remark 5. We shall describe the action of AGL(n, q) on the roots of (3) and, subsequently, the action of the monodromy groups of f . Denote the set of roots of (3) with R := {z 1 , . . . , z n }. Fix an element z ∈ R. Then R can be written as R = z + V, where V is the set of roots of the linearization of (3), i.e., of the polynomial
This shows that V is an F q -vector space and R is an affine space over V .
The action of AGL(n, q) on R is the natural action; cf. [13, p. 79] . Denote with N the unique minimal normal subgroup of AGL(n, q) and with H the stabilizer of z. Then AGL(n, q) = N H. N is the translation subgroup of AGL(n, q); it comprises the maps
acts fixed point freely on R, and fixes V pointwise. By definition, H = GL(n, q) fixes z and acts on V in its natural n-dimensional representation. The action of A f and G f on the set of roots of f (X) − t is essentially the same as the action above. The monodromy groups are not merely subgroups of AGL(r, p); they also inherit the same permutation representation.
A more detailed consideration of the structure of f yields Lemma 6. G f is doubly transitive.
Proof. Let X and Y be algebraically independent transcendentals over K.
We prove in the sequel that the polynomial
X−Y is absolutely irreducible. The claim then follows from [21, 6.11] .
Suppose φ is written as a product
As the left-hand side of this equation is separable in X, it follows that k = 1 or m = 1.
Remark 7. Note that the above lemmas do not imply that G f is an affine group. For instance, the group AGL(3, 2) contains a doubly transitive nonaffine complement of its translation subgroup; cf. Huppert [19, II 3.4 (b) ].
Lemma 6 gives a proof of Abhyankar's original theorem without using Zassenhaus' classification of finite near-fields.
Proof. By the double transitivity of G f the integer n(n − 1) divides |G f |. Since s = 0, G f is a subgroup of AGL(1, n) by Lemma 4.
Jordan groups.
In this and the following section we heavily use the theory of Jordan groups. For the convenience of the reader we state some definitions and results. We omit the proofs. These and additional information about the subject can be found, for instance, in Neumann [22] .
We start with Definition 9 (Jordan group). Let G be a transitive group on a finite set Ω.
(1) A subset Γ ⊆ Ω is said to be a Jordan set (for G acting on Ω) if |Γ| > 1 and the pointwise stabilizer We also need the following classification. 
Theorem 10 (Classification Theorem
(d + 1, q) ≤ G ≤ PΓL(d + 1, q) in its natural action on the d-dimensional projective F -space PG(d, q) of order (q d+1 − 1)/(q − 1)
Proof. Rewrite the equation f (X)
Since the right-hand factor is separable, the zero place 0 : t → 0 of K(t) decomposes in the root field K(t, x) = K(x) in the following way:
Fix a place P of L lying over 0 and denote the inertia group of the extension P|0 If (p, s) = (2, 1), then |Δ| = 2, and since G f is doubly transitive by Lemma 6, the 3-transitivity of G f follows.
Remark 12. In general, the above lemma becomes wrong for s = 0. In this case we have G f = AGL(1, p r ). By the Classification Theorem this group is not a Jordan group; neither is it triply transitive (except for AGL(1, 3) = S 3 ).
Remark 13. We can give a different proof of the double transitivity of G f based on Lemma 11.
In case (p, r, s) = (2, 1, 0) the group G f is a transitive group acting on n = 2 elements. Hence, G f equals the doubly transitive group AGL(1, 2) = S 2 .
In the remaining cases, G f is a group possessing a nontrivial Jordan complement. A famous theorem of Jordan states that under these conditions, primitivity and double transitivity actually describe the same property of the group; cf. [22, Thm. J1]. Therefore we only have to show primitivity in the sequel.
It is a direct consequence of Lüroth's theorem on subfields of rational function fields that G f is primitive if and only if f is functionally indecomposable; i.e., f cannot be written as a composition f = g • h with nonlinear polynomials g, h ∈ K [X] . A proof of this result can be found for instance in [21, 6.10] .
Suppose there exist nonlinear polynomials g, h ∈ K[X] such that f = g • h. Note that any decomposition of f induces a set of "similar" decompositions via linear shifts in X; i.e., if f = g • h, then also f =g •h, whereh(X) := h(X) − c, g(X) := g(X + c), and c ∈ K. Hence, we are free to assume h(0) = 0 in our original decomposition. Since f (0) = 0, this implies g(0) = 0, too. Observe that the derivative of f fulfills
First suppose g (0) = 0. Then X g • h and it follows that
, a contradiction. Thus, g (0) = 0. As 0 ∈ K is the only zero of f , the polynomial h fulfills h(ξ) = 0 for all ξ ∈ K × ; hence, h(X) = h 0 X α . But then every summand of f has degree divisible by α. Since p r and p r − 1 are relatively prime, this condition enforces α = 1 and contradicts the nonlinearity of h.
Determination of G f .
We use the classification of primitive Jordan groups to obtain the following preliminary statement about G f .
Lemma 14. G f is an affine group. Moreover, there exists a divisor d of r such that either
In the latter case G f belongs to the class of exceptional groups of Theorem 10 and is unique in AGL(4, 2) up to conjugacy.
Proof. The claim follows from Corollary 8 if s = 0. Hence, we assume s > 0 from now on. Denote by
the socle of G f . As G f is doubly transitive, S is either elementary abelian or a nonabelian simple group; cf. Cameron [6, 5.2] . We prove that the latter case does not occur. The proof proceeds in three steps. First, we assume that S is nonabelian simple. We show that this implies that S is a projective special linear group. Next, we discuss this case in detail and prove that it leads to a contradiction. Thus, we end up in the elementary abelian case, which we discuss last.
Step 1. Suppose S is nonabelian simple.
If p = 2, or p = 2 and s > 1, then G f is a Jordan group by Lemma 11, and the Classification Theorem shows that either G f is a projective or an exceptional group.
Now assume (p, s) = (2, 1). Then, again by Lemma 11, G f is a triply transitive group of degree 2 r . The classification of nonaffine doubly transitive groups (a nice list is given in Cameron [6] ) shows that S is either a projective group or the alternating group A 2 r with 2 r ≥ 5. In the latter case S ≤ AGL(r, p) is at least 2 3 − 2 = 6-transitive, which contradicts Huppert [19, II 2.3 (d) ]. Hence, G f is projective, too.
Step 2. Suppose S is nonabelian simple with S = PSL(d, q).
We first show that this implies that (p r , d, q) = (8, 2, 7). S is a subgroup of the affine group AGL(r, p). Denote the translation subgroup of AGL(r, p) by N . The simplicity of S gives S ∩ N = 1. Thus, S embeds into a point stabilizer of AGL(r, p) which is GL(r, p). Since the degrees of S and G f are equal, the integers p r , d, and q fulfill the equation
First assume d > 2, or d = 2 and q even. Then q d − 1 has a primitive prime factor according to Zsigmondy's theorem (a nice proof of the theorem can be found in [23] ). By (5) this prime factor is uniquely given by p; in particular, Next assume d = 2 with odd q. Then p = 2 is even. Again, PGL(2, q) contains an element of order 2 r . Since PGL(2, q)/S is cyclic of order 2, there exists an element of order 2 r−1 in S and, thus, in GL(r, 2). As above, we use the structure theorem and obtain r ∈ {2, 3}. The simplicity of S eventually yields (p r , d, q) = (8, 2, 7). Now we show that (p r , d, q) = (8, 2, 7) is contradictory. As S = PSL(2, 7) is self-normalizing in AGL(3, 2), it follows that S = G f . An explicit computation shows that G f does not have Jordan complements of size 2 or 4. This contradicts Lemma 11.
Step 3. Suppose S is elementary abelian. we used above is correct although the given proof may not be; cf. [8] . A different proof of this result arises from the observation that for n > 2 a point stabilizer of a triply transitive affine subgroup of AGL(n, 2) is not an affine group itself. One can then employ the classification of doubly transitive nonaffine groups. Alternatively, one could use Hering's classification of transitive linear groups.
By the above lemma, G f is affine and, hence, contains the subgroup of translations. The next lemma investigates the fixed field of this group. In particular, a point stabilizer of G f contains a cyclic subgroup of order n − 1.
Proof. Denote the set of roots of (2) with R := {z 1 , . . . , z n } and fix an element z ∈ R. By Remark 5, R is an affine space. Its underlying vector space is given by
Remark 5 shows that N equals the kernel of the action of G on V . Therefore the fixed field E of N is given by E = K(t, V ).
Throughout this section κ denotes an algebraic extension of k. We define k to be the exact constant field of λ, i.e., the field that contains every element of λ that is algebraic over F p . Clearly, k = λ ∩ K. It is a finite field by Stichtenoth [24, 1.1.16] .
M f (κ) denotes the group
M f (κ) is closely connected to the monodromy groups of f ; it is essentially the arithmetic monodromy group of f over an artificially enlarged base field. Obviously,
M f (κ) always is a subgroup of A f . This can be proved by restricting an element g ∈ M f (κ) which is an automorphism of κλ to λ. This restriction then is an element of A f . A strict proof arises from the Translation Theorem. Moreover, this theorem shows that the fixed field of
. This yields our first result.
Lemma 17.
(
Proof.
(1) The statement M f (κ) ≤ A f follows from the preliminary remark. An analogous argument shows that Proof. Since λ is defined over k, we have k ≤ k. Moreover, λ is generated by an affine F p e -vector space. Hence, F p e ≤ k. This shows that the compositum kF p e is also a subfield of the exact constant field of λ.
The extension k(t)|k(t) is
Set κ := kF p e . Then F p e is a subfield of κ and Lemma 4 shows that M f (κ) ≤ AGL(r/e, p e ) = G f . The above lemma gives M f (κ) = G f and k ≤ κ. This is the claim.
We now state the main theorem of this section.
These conditions uniquely determine M f (κ).
Proof. In view of the above lemmas there are only a few things left to prove. First, we have to show that [M f (κ) :
Next, we have to prove that the above conditions uniquely determine M f (κ Corollary 2 on page 2969 is a direct consequence of this theorem; simply set κ = k.
Ramification in L|K(t)
In this section we describe the ramification structure of the extension L|K(t). This requires some additional notation.
Given a place p of K(t) fix some place P of L lying over p and write I p for the inertia group of the extension P|p. The i-th ramification group (in the usual "lower numbering") is denoted by I p (i). By definition, I p = I p (0). Since P is freely chosen, the I p (i) are unique up to conjugacy in G f . Let o I p (i) denote the number of orbits of I p (i) and define
Note that ind(p) is a finite sum since I p (i) = 1 if i is sufficiently large. It can be shown that
where the sum runs over all places q of K(x) lying over p and d(q|p) denotes the different exponent of q over p. It follows in particular that ind(p) is an integer not depending on the specific choice of P. The Riemann-Hurwitz Genus Formula for the extension K(x)|K(t) gives
−2 = −2[K(x) : K(t)] + degdiff K(x)|K(t) ,
where the last summand is the degree of the different of K(x)|K(t). Using (6) this can be rewritten into the useful Genus-0 condition. 2n − 2 = p ind(p). Now we can prove the main result of this section. Proof. The statement about the branch points of K(t) follows as 0 ∈ K is the only zero of f .
Let E denote the fixed field of N in the extension L|K(t). We know from Lemma 16 that ∞ ramifies with index n − 1 in E|K(t). Since ∞ is totally ramified in K(x)|K(t) with index n, every place of E lying over ∞ ramifies totally in L|E. As Gal(L|E) = N , we obtain I ∞ ∼ = N C n−1 . Because I ∞ and I ∞ (1) are transitive, ind(∞) ≥ (n − 1) + n − 1 n − 1 = n.
The genus-0 condition implies that ind(0) ≤ n − 2. We know from the decomposition (4) As N is regular, the intersection of I 0 with N is trivial. Thus, we can consider I 0 as a subgroup of GL(r, p). Let c ∈ I 0 be an element that generates a cyclic complement of I 0 (1) and denote the matrix induced by c with A ∈ GL(r, p 
It follows that I ∞ (2) = 1 and I 0 (2) = 1, which implies that I 0 (1) is elementary abelian. The statement about the order of I 0 (1) follows as there exists an I 0 (1)-orbit of length p s .
