Abstract. In this paper, we consider the simplest uniformly elliptic Isaacs equations and prove that when the control matrix is appropriately separable, C 2 solutions satisfy an interior W 2,p estimate for all 0 < p < ∞.
Introduction
In this paper, we consider viscosity solutions of the simplest uniformly elliptic Isaacs equation of the form Other than denoting matrices in lower case, the notation we use is as in [CC1] . In particular, we recall that an operator 
3) p (y,z, m) ≤ p(ȳ,z, m) ≤ p(ȳ, z, m) .
Saddle points are known to exist in a number of cases. A saddle point will occur, for example, if p(y, z) is convex in y, concave in z and Y and Z are convex (see Corollary 37.3.2 in [R] ). It will also occur when the controls y, z in a(y, z) can be separated, i.e. a(y, z) = a 1 (y) + a 2 (z). If the matrices a 1 (y), a 2 (z) are nondegenerate, the Isaacs operator can be written as a sum of two uniformly elliptic Bellman operators, one convex and the other concave.
It is well known (see [I] , [CC1] ) that if F is uniformly elliptic, and D is a smooth domain, then for arbitrary g ∈ C(D), there exists a unique viscosity solution u ∈ C(D) of the Dirichlet problem (0.4) F (u xx ) = 0 in D, u = g on ∂D.
For general bounded domains D ⊂ R d , it is well known that if u ∈ C(D) is a viscosity solution of F (u xx ) = 0 in D, then the second derivatives of u exist almost everywhere in D (see [T] ), and belong to L δ loc (D) for some small δ = δ(d, λ, Λ) > 0 (see [L] and (1.3) below). loc for p sufficiently large, the pde itself was a Hessian equation, which Isaacs equations, in general, are not (see Example 1 below). The significance of their example was that it proved the optimality of the C 1+α regularity theory for general uniformly elliptic equations of the form F (u xx ) = 0. Individual special cases of such equations, of course, may fare better. Isaacs equations are of interest, not only because of their lack of concavity, but because any uniformly elliptic operator F (m) can be shown to be of Isaacs type (though not necessarily satisfying the conditions following (0.1); see [CC2] ). In particular, although the singular solution in the recent paper [NV3] was shown to satisfy a uniformly elliptic Isaacs equation in B 1 ⊂ R 12 , it was not an Isaacs equation satisfying the conditions of (0.1).
In this paper, we examine C 2 solutions of Isaacs equations which satisfy the minmax principle and are separable in a nondegenerate way (see §2). Since the matrix a(y, z) is diagonal, the operator F depends only on the pure second derivatives of the solution; i.e., the pde is of the form
solutions of a particular Isaacs equation of the form (0.1). The method of proof illustrates the technique used in the more general setting (see Theorem 2 in §2). Specifically, the proof uses the subsolution estimate in conjunction with the W 2,δ loc estimate, as was done in [CC2] . It is unclear exactly what role the saddle point structure of the Isaacs operator plays in the regularity of solutions (compare examples 1 and 2 below). However, in the special case where the matrix a(y, z) is separable in y, z, and the control set for either y or z is a closed interval in R, we prove that C 2 solutions of (0.1) satisfy an interior W 2,p estimate for all 0 < p < ∞ (see §2). The difficulty in applying our method of proof to non-C 2 viscosity solutions is discussed at the end of §1 (see Remark 3). We close this introduction with some examples of Isaacs equations of the form (0.1). 
where for a ∈ R, a + := max{a, 0}, a − := − min{a, 0}. This is a uniformly elliptic Isaacs equation (with ellipticity constants 1, 2d) since it can be written as
Of course, these extrema over [1, 2] are really extrema over {1, 2}. Despite the simplicity of equation (0.5), it is not of the form to which some recent regularity results (see [CC2] , [CY] , [NV3] ) apply. First, the operator is of the form
where both G 1 , G 2 are convex, and not the minimum of two operators where one is convex and the other concave (see (1.9) in [CC2] ).
Secondly, the operator F (m) does not satisfy the property that ∀ t ∈ R, the set C t := {m ∈ S d : F (m) = 0, tr m = t} is convex (see [CY] ). For example, in d = 3, and taking t = 1, both m =
We also observe that the operator F (m) = tr m + (m 11 ) + − (m 22 ) − is not of Hessian type (see [NV3] 
Thus o t mo = , while F (m) = 2. Nonetheless, C 2 solutions of (0.5) satisfy an interior W 2,p estimate for all 0 < p < ∞, which we prove in §1 below. Notice that F can be decomposed as
where F 1 is convex, and F 2 is concave, since they can be written as
. . . 
which is a uniformly elliptic Isaacs equation (with ellipticity constants 1, 4d) since it can be written as
Despite the complexity of the pde, this Isaacs operator satisfies the minmax principle. A direct computation shows that the upper and lower Isaacs operators
. In this example, however, the matrix a(y, z) cannot be separated and the Isaacs operator cannot be written as the sum of two uniformly elliptic Bellman operators, one convex and the other concave.
3 ). Using the same technique as in Theorem 1 below, it can be shown that the Laplacian of any C 2 solution u of (0.6) satisfies the following one-sided interior estimate:
Example 3. Nondegenerate equations are often the result of several mins and maxs combined. In the equation
the operator F (m), for m ∈ S, can be written as 
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Since p(y, z, m) is trivially convex in y := (y, w) and concave in z, F will satisfy the minmax principle. Hence there exists a saddlepoint (
The saddle point (ȳ,z) is given explicitly byȳ(m) = (ȳ(m),w(m)) = (1+I 
Example 4. The following uniformly elliptic Isaacs equation fails the minmax principle: . . .
This is a uniformly elliptic Isaacs equation (with ellipticity constants
Note that
direct computation shows that the upper and lower Isaacs operators
Hence the minmax condition F − = F + fails. We do not study the regularity of solutions to such equations in this paper.
1. An example of W 2,p regularity in the simplest case
In this section, we prove that C 2 (D) solutions of (0.5) satisfy an interior W 2,p estimate for all 0 < p < ∞. Before doing so, we recall some notation which will be used throughout this paper. For 0 < λ ≤ Λ and m ∈ S d , Pucci's extremal operators M + and M − are defined by 
The first step is to establish the following subsolution lemma.
Lemma. Under the above assumptions, both (u x
h , setting these 3 equations = 0 and using
h is a viscosity subsolution of the uniformly elliptic equation Δv + v x 1 x 1 + (v x 2 x 2 ) + = 0, with the same ellipticity constants 1, 2d. Thus w h and
h , setting these 3 equations = 0 and using 
, and we may suppose that r is so small that
From this it also follows that if w ∈ C(D), and w ∈S(0) in D
Proof of Theorem 1. We recall the W 2,δ interior estimate, due to Lin (see [L] , and Proposition 7.4 in [CC1] : if u ∈ S(λ, Λ, 0) in B r , there exists a universal δ > 0 such that u ∈ W 2,δ (B r/2 ) and
This result, along with the well-known subsolution estimate (see Theorem 4.8 in [CC1] , Theorem 9.20 in [GT] ) (with p = δ), applied to our subsolution (u
with an identical estimate holding for (u x 2 x 2 ) − . This, and the inequality |Δu(
The estimate for 0 < p ≤ 1 follows from the estimate for p = 2 and Hölder's inequality, since
Remark 2. In equation (0.5), both the minimum and the maximum were taken over the interval [1, 2] . In the case when controls y,z each appear only once in the matrix a(y, z), the choice of interval(s) is immaterial to the regularity issue, so long as the matrix a(y, z) is nondegenerate. For example, if we consider
for fixed positive constants y 1 , z 1 , the pde can be expressed as
which is uniformly elliptic with ellipticity constants λ := min{y 1 , z 1 , 1} and Λd := max{y 2 , z 2 , 1}d. 
1
, where
}, the above equation is uniformly elliptic with ellipticity constants 1, Kd. The exact argument as before yields (v
, which hold for any positive definite matrix C (here m C , M C denote, respectively, the minimum and maximum eigenvalues of C),
, and it follows from (1.5) that for k :=
That is, we arrive at the W 2,p interior estimate for C 2 solutions of G(u xx ) = 0, where the constant on the right-hand side now depends on y 1 , y 2 , z 1 , z 2 , in addition to dimension, and p.
Remark 3. The proof of Theorem 1 relies heavily on the fact that u ∈ C 2 (D). Specifically, it relies on the fact that the set
is open, and that lim h→0 Δ 2 h,e 1 = u x 1 x 1 ∈ C(D) (with a corresponding statement holding for u x 2 x 2 ). The obvious difficulty in attempting to apply our above technique to the viscosity solution case is that if u ∈ C(D) is a viscosity solution of (0.5), all that is known a priori is that u x 1 x 1 exists almost everywhere in D, belongs to L δ loc (D) , and that the set D + is measurable. Due to the "separability" of (0.5), the hypothesis that u ∈ C 2 (D) can be removed and estimate (1.2) will hold for continuous viscosity solutions u of (0.5) if we make the additional assumption that either of (u x 1 x 1 ) + or (u x 2 x 2 ) − satisfies the interior estimate (1.2). This follows from the W 2,p regularity theory (d < p < ∞) for convex (or concave) equations and is discussed in greater detail in §2. (See the discussion following (2.0) below.) 2. W 2,p regularity for more general equations
In the pde (0.5) from Theorem 1, y and z each appeared only once in the matrix a(y, z) and each was restricted to a closed interval. This is not the case for the equation in Example 3, or in the Isaacs equation
Nonetheless, C 2 solutions of these equations will satisfy an interior W 2,p estimate ∀ 0 < p < ∞. The reason is that if the control matrix a(y, z) is separable and either the maximizing or minimizing control variable appears only once and is restricted to a closed interval, the L ∞ norm of the second derivative "corresponding" to that variable will be appropriately bounded by the L ∞ norm of u. In (2.0), a(y, z) = a(y 1 , . . . , y d−1 , z) 
Theorem 2. Let D be a bounded domain in
where 
Proof. We first assume that the control set Z is an interval, say [z 1 , z 2 ], with z 1 > 0 and that in a 2 (z), z appears only once, say in the (k, k) position. That is, we assume that a 2 (z) is diagonal with a
and (2.1) can be rewritten as
where F 1 is convex, F 2 is concave, and F 2 is uniformly elliptic with ellipticity constants λ , Λ d. The optimal minimizer for the operator
h , setting these 3 equations = 0 and using max y f y + max
That is, in D 
The subsolution estimate with p = δ, where δ is from the interior W 2,δ estimate, now yields (see (1.4)):
Since F 1 is convex and the sum is affine in u x i x i , the left-hand side of (2.3) is convex and uniformly elliptic (with the same ellipticity constants λ, Λ as F ), and the righthand side is in L ∞ (B r/4 (x 0 )). The W 2,p estimate for convex, uniformly elliptic equations
The explicit dependence of the constant C on z 2 has been dropped, since this dependence can be absorbed by its dependence on Λ. Estimate (2.4) holds ∀ p with 0 < p < ∞. Indeed, the estimate for 0 < p ≤ d follows from Hölder's inequality 3. Concluding remarks Theorem 2 was proved under the assumption that the control matrix a(y, z) in (0.1) was separable and that either one of the controls y or z appeared only once along the diagonal of a(y, z), and was restricted to a closed interval. This enabled us to isolate the derivative u x i x i corresponding to that control, show that it belonged to an appropriate class of sub(super)solutions, and then bound its L ∞ norm in terms of the L ∞ norm of u. This technique yields a W 2,p estimate for C 2 solutions of (0)), but it is not clear how to do this with the equation ). The problem is that both the max involving y and the min involving z involve two derivatives of u, and not just one, unlike the situation in equation (3.1). The technical difficulty is getting the L ∞ estimate for (u x 3 x 3 ) − + (u x 4 x 4 ) − . As in the proofs of Theorems 1 and 2, we suppose u ∈ C 2 (D) is a solution of (3.2) and consider the open set D − = {x ∈ D : max{u x 3 x 3 , u x 4 x 4 }(x) < 0}. In D − , u satisfies Δu(x) + (u x 1 x 1 (x)) + + (u x 2 x 2 (x)) + + u x 3 x 3 (x) + u x 4 x 4 (x) = 0, from which it follows that ∀ |e| = 1, u ee ∈S (0) ∞ right-hand side, and conclude, as before, the W 2,p estimate for 0 < p < ∞. The problem is that it is not clear that max{(u x 3 x 3 ) − , (u x 4 x 4 ) − } ∈ S(0) in D. A refinement of the basic methods shown here must be employed in order to handle the case of a simple Isaacs equation whose control matrix is merely separable in a nondegenerate way (without the additional hypothesis that one of the controls be restricted to an interval), as in the case of (3.2). We anticipate interior W 2,p estimates (0 < p < ∞) holding for these equations as well.
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