A generalized semi-Markou scheme models the structure of a discrete event system, such as a network of queues. By studying combinatorial and geometric representations of schemes we find conditions for second-order properties-convexity/concavity, sub/supermodularity-of their event epochs and event counting processes. A scheme generates a language of feasible strings of events. We show that monotonicity of the event epochs is equivalent to this language forming an antimatroid with repetition. This connection gives rise to a rich combinatorial structure, and serves as a starting point for other properties. For example, by strengthening the antimatroid condition we give several equivalent characterizations of the convexity of event epochs within a scheme. All of these correspond, in slightly different ways, to making a certain score space a lattice, to closing an ordinary antimatroid under intersections. We also establish second-order properties across schemes tied together through a synchronization mechanism. A geometric view based on the score space facilitates verification of these properties in certain queueing systems.
T and D are always taken componentwise. Thus, T increasing in w means that if ca(n) < Wco(n), for all a and n, then T,(n)(w) < Tj(n)(c') for all a and n. We take Da(t) = sup{n > 0: Ta(n) < t}, so D is right-continuous in t. We assume that none of our schemes has extraneous events or states: A = U s s(s), and for all s E S, there is a sequence p0?,..., /k through which s is reached from so; that is, 30 E E (so), Under this condition, T is an increasing function of w. A similar but slightly stronger condition is used in Glasserman [6, 7] to ensure a continuity property. The results in this paper follow from other ways of strengthening (M).
We showed in [8] that (M) is equivalent to a combination of two properties (stated together as (M') in [8] ); namely, that 9 is noninterruptive: Two important consequences of (SE) are immediate. It implies that if N(a2) > N(a1), then a, may be "grown out" to a string a1a (while maintaining feasibility) whose score is that of a2. It also implies that for any a1, Ia2 E Z there is a a3 E J satisfying N(03) = N(M1) V N(o2). In this sense, we say that (SE) makes Y maxclosed. The strong exchange property is equivalent to (M): PROPOSITION 
A scheme 9 satisfies (M) if and only if the language it generates satisfies (SE).
PROOF. The equivalence of (LF) plus (P) and (SE) (for left-hereditary languages) is Lemma 1.2 of [22] . The equivalence of (2) 
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buffer is full; that is, a clock for an arrival is only set when there is room in the buffer, so arrivals are never blocked. The system starts with two jobs present. Up to two arrivals can occur without a departure, and up to two departures without an arrival. More generally, a score (xa,xt8) is feasible if and only if -2 < x, -xp < 2. These are the points on or between the two "staircases" in the figure.
The birth-death scheme satisfies (M). In any scheme that satisfies (M), f is completely determined by X: a string is in Y if and only if all its prefixes have scores in A/.
When r E f, write u(cr) for (o(so, a) ). If the scheme is permutable, and x e A, let C(x) be c(a), where a is any string in Y for which N(() = x. For a permutable scheme, the characteristic X becomes a function on the score space, defined componentwise by In Figure 1 , the scores in the dashed box constitute / 3, which has just one minimal element, (2,1). From Theorem 2.4 we conclude that T,(3) = W,(3) + max(T,(2), T7(1)}. This is intuitively clear: the third arrival cannot occur until the second has and until at least one job has completed service.
We close this section by introducing for score spaces another antimatroid concept. Consider (E, S) as in (4) To apply Corollaries 3.5 and 3.6, one must be able to verify the assumed properties of the inputs-either that 9e is strongly stochastically increasing and convex or that X? is <icx-increasing. In practice this is difficult, except when the inputs are i.i.d. sequences.
Stochastic conclusions like Corollary 3.5 can be drawn from all our results on T and D as deterministic functions of w. Since the argument is essentially the same in every case, we will not repeat it, or even reformulate the results stochastically. A minimal element (x,, x,) of any y,I n must have the form (n -1, x3) . Since any two such scores are comparable, every l/, has a unique minimal element, and every T,(n) has a pure-max representation.
Concavity of event epochs. The conditions for T to be increasing and concave as a function of w are not quite as symmetric to the conditions for convexity as one might hope or expect. Nor do the conditions for concavity lend themselves to a unified result along the lines of Theorems 2.3 and 3.1. We explain why concavity is different, point out a class of schemes for which the relation with convexity is more symmetric, then give general conditions for concavity of T.
The obvious "dual" to (9) is the requirement that Consider the portion of a scheme illustrated in Figure 2 . If we take -1 = a, 0-2 = f and o03 = af3, these three strings satisfy (16). In particular, a E (0-3) and a e E(0-2). However, it is easy to see that T,(2) = oa(2) + max{co(l), op(l)}, so Ta(2) is convex and strictly nonconcave. Indeed, the portion of the scheme in the figure satisfies Figure 2, even though N(or3) = N(a1) v N(a2) and  (16) holds, N(a3a) > N(ar1) v N(a'2a) . In order that N(0-3) < N(a1) V N(oa2) be preserved under the evolution of the strings, we need a stronger condition. We must We consider two ways in which different schemes can be related. When one scheme is a subscheme of another, in a sense to be defined, we can establish monotonicity across schemes, reformulating some results from [8] in the framework of languages and scores. We then introduce a mechanism for synchronizing a family of schemes, and establish monotonicity in this setting. In ?7, we provide conditions for second-order properties across families of synchronized schemes. D Henceforth, when we refer to a subscheme cs c aB, we make the simplifying assumption that As = AB. This is not much of a limitation in practice and it substantially lightens the notation. With this assumption, we may compare inputs and outputs of -s and _B directly. Without it, we must view (oa, a e As) as a subvector of (wo, a e AB), and (Da, a e As) as a subvector of (Da, a e AB).
(CX). The problem is that while (16) is satisfied, the a in C(fl) represents the first occurrence of a, while that in ((a/3) represents the second occurrence. In this sense, the a in (fa1) U C(o2) is not quite "the same" as the a in &(0-3). To see why this matters, consider again (CX). Condition (9) may be thought of as requiring that if N(a3) > N(a-) A N(a2) holds initially, then it is preserved under the evolution of the three strings: any event that can be concatenated to o-and -2 can be concatenated to -3. For concavity we would like N(o-3) < N(o) v N(-2) to be preserved. But in the scheme of

Clearly, (CV) is stronger than (M). It combines noninterruption with a condition
We Suppose we insist that n, > 0 only if bi = oo. Then the -n i+l drops out in both expressions, and X is increasing and concave in (b,n,x). In particular, with this restriction on n, the counting process Db,n is jointly increasing and concave in buffer capacity and initial state. for all rr, i.e., for all outcomes of the routing decisions. In this setting, the indices appearing in the min-max, pure-max, and pure-min representations of T also depend on rr. Our examples based on queues in tandem extend thus to tree-like networks in which departure streams are subject to Bernoulli splitting. Another direction for generalization makes comparison based on clock speeds, as in [8] ; however, for second-order properties, the extension to speeds is by no means routine.
In studying the connection between a "chip-firing" game on a graph and antimatroids with repetition, Shor, Bj6rner, and Lovasz [22] note that the game they consider can be viewed as a Petri net, and that their results should be extensible to that setting. Our conditions and results could be adapted to stochastic Petri nets, like those in Haas and Shedler [9] . Indeed, since Petri nets focus directly on events with almost no reference to states, they provide a natural setting for the kind of comparisons we make here and in [8] .
