Abstract This study addresses the design of cooperative guidance laws for interceptor missiles. A polyhedric bounded-error estimation of the target position is employed, based only on the assumption that the target acceleration and measurement noise remain within known bounds. This prediction of the maneuvering target trajectory is then incorporated into a model predictive control scheme to derive the missile guidance law. The cases of both single and multiple targets are investigated. Simulation results are presented to illustrate the proposed approach.
INTRODUCTION
Most of the guidance laws designed for missile interception focus on one-to-one scenarios. However the development of very agile targets can be very demanding in terms of technological properties for a single interceptor. In order to lower the cost induced by the development of such abilities on a single vehicle, research has been focused on how this complex mission could be effectively fulfilled using a large number of cheaper less-sophisticated vehicles. However, to provide the same result as the one sought for initially, all the vehicles must cooperate so that the flock obtains performances at least equal but possibly greater than those of a complex system (Gillen and Jacques (2002) ). Cooperation requires to split the initial task in several subtasks and affect each subtask to a specific vehicle while coordination of the entire vehicle set must guarantee the satisfaction of the initial mission needs. The problem is now to determine the dynamic behavior of each vehicle. It must satisfy the following points:
• Individual mission combination must provide the same expected result as the initial complex mission • Each trajectory must ensure a secure flight to the vehicle following it but also to the rest of the flock.
Since the late 1980s, research has been pursued in cooperative control of vehicles (Gerkey and Mataric (2002) ). Depending on the type of mission, level of information, and safety requirements, various solutions have been presented. In Murray (2007) , a survey of recent research in cooperative control of multi-vehicle systems is presented. Many applications in military and civil domains have been developed, including formation flights or swarms (Jadbabaie et al. (2003) ), cooperative attack and rendez-vous (Chandler et al. (2001) ), or wide area coverage (Ahmadzadeh et al. (2006) ). Approaches have been developed in Onera DCPS that ensure simultaneously collision avoidance and flock regulation (Rochefort et al. (2011) ). Extension of these methods is currently studied for application to missile raid definition and wide area surveillance. In this paper, the description of a set of common hypotheses will be first presented. Derivation of set-membership target tracking and associated guidance laws for interception will be introduced. Application of such methods to missile raid will be presented.
PROBLEM STATEMENT

Definitions
The following definitions will be used in this article. A vehicle is described by a dynamical system whose state vector includes its position and velocity in the three dimensional space. The flock or raid consists in a set of N vehicles. The vehicles are either able to communicate with each other or evaluate the predicted motion of other members of the flock or raid. The dynamics of the ith vehicle is assumed to be described as
where x i is the ith state vector of dimension n, and u i is the ith control vector of dimension m. The role of a vehicle expresses the part of the mission to which it is devoted. Depending on the problem under consideration, the role of vehicle i will be described by a function g
where y is an information vector depending on the mission of variable dimension. The link between u i and g i will be defined depending on the application considered, so that the vehicle fulfills its role among the flock. A general description of u i is given by the relationship:
where F i is assumed to be a smooth vector-valued function. A performance criterion J must be defined in order to qualify the global quality of the mission. As the vehicles collaborate, this criterion cannot be split straightforwardly into N independent subfunctions associated to each vehicle. Each vehicle must dispose of its own criterion J i whose hal-00861972, version 1 -14 Sep 2013
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Cooperative guidance laws for interceptor missiles
Optimization of engagement with cooperating defending missiles should increase the probability that at least one missile reaches the target. The definition of cooperative guidance laws for missile raids first relies on the definition of the cost function that must reflect the ability of the missile to intercept the target and select control laws that enhance the cooperation between the vehicles. The cooperative performance criterion must be designed in order to allocate efficiently the interceptor missiles towards potential target locations in order to prevent its escape. It must also ensure that the intercepting trajectories are safe and avoid collateral damages. Several approaches have been developed for cooperative attacks as in Rasmussen et al. (2004) , Le Menec et al. (2011 ), Wei et al. (2008 . The differences arise mostly on the means of prediction of target behavior and structure of the guidance laws. In this paper, the target prediction is performed using setmembership estimation. It provides bounds of potential variations of the target state vector. The performance criterion is thus defined to maximize interception ability on the predicted bounded space where the target is located. It is completed with terms for control limitations and collateral damage avoidance. The elaboration of the corresponding guidance law for each interceptor missile is based on nonlinear model predictive control (MPC). This type of control law consists in determining a control input sequence that minimizes a cost function depending on the measurements, predicted states and control inputs up to a prediction horizon H p steps ahead, with H p fixed (Garcia et al. (1989) ). The main advantage of MPC is thus to anticipate future consequences of a control input. The control-input sequence is optimized (over its admissible range) up to the control horizon H c , with H c ≤ H p , and assumed to remain constant during the following time steps between H c and H p . The first sample of the optimal control sequence is applied at time k up to the following observation time k + 1. The use of MPC for cooperative guidance scheme allows to take into account the objectives of other vehicles and to deal with fulfillment of various aims by means of the cost function. Current research on cooperative distributed MPC has been presented to establish convergence (Dunbar and Murray (2004) ; Müller et al. (2011) ), robustness (Siva and Maciejowski (2011) ) and formation flying (Olfati-Saber et al. (2003)). Application to guidance of flock has been presented in Rochefort et al. (2012) . The resulting performances are illustrated on two scenarios. The first one considers two interceptor missiles aiming at a single target with potential maneuvering abilities. The second one considers the cooperative interception of two targets by four interceptors.
ESTIMATION AND PREDICTION OF TARGET TRAJECTORY
The difficulty of predicting target position at interception stems from the uncertainty in interception time. The efficiency of target maneuvers has greatly improved recently, lessening the gap between interceptor and target maneuverability. Accurate estimation of the target acceleration remains a tough problem although efficient interception would require increased performance in prediction of the target evolution.
Target modeling and estimation
The determination of maneuvering target trajectories relies mostly on the use of a state-space discrete model with additive noise of the form (Singer and Behnke (1971) ). However, the resulting prediction of the state vector is based on the mixture of a Gaussian evolution and a deterministic trajectory aimed at a given objective. The adequacy of the prediction is then tightly linked to the credibility of this assumption. The prediction of the target positions can also be performed using probability density function derived from statistical assumptions on the target potential maneuvers (Best and Norton (2000) ). The derivation of the resulting probability density function associated with the target predicted locations may prove difficult to obtain.
Determination of bounding sets
When the target maneuvers, the missile has to select one among a variety of maneuver dependent interception positions within the range of interception time. The optimization of missile trajectory is then tightly linked to assumption on the potential interception locations of target at interception time. This is why it has been suggested in Shin et al. (2011) to describe the predicted target positions as a set whose boundaries depend on target noise, potential acceleration and potential objectives. This is based on the use of bounded-error approach. The dynamical model of the target is a simple discrete point trajectory with acceleration inputs. The sole assumption on the inputs and noise measurements is that they remain within given bounds. In this framework, the resulting estimate is a set whose boundaries have to be characterized. This corresponds to guaranteed estimation that was initially introduced by Schweppe (1968) and followed by Bertsekas and Rhodes (1971) . Several methods have been developed to define the boundary of this set or to compute a set guaranteed to contain it. Most of the existing approaches compute a simple convex set such as an ellipsoid (Durieu et al. (2001) ), but other methods have been described that result in characterizing a polyhedral boundary or determine the union of intervals to which all state vectors belong (Walter and Kieffer (2003) ). The interest of polyhedral boundary in this context is that the characterization of the collision cone as defined in Chakravarthy and Ghose (2011) is directly derived from this description and could be used for the cooperative guidance laws. The polyhedral boundary consists of a set of vertices and supporting hyperplanes. The determination of this set is performed using the following algorithm derived from Walter and Piet-Lahanier (1989) and illustrated in Figure  1 for a 3D state vector.
• From the initial target state (i.e. position and speed), set N initial points corresponding to the vertices of a convex polyhedron surrounding the target state (red polyhedron) • Update the set using new measurements if available by removing vertices that do not belong to the intersection of the polyhedron with the set of admissible measurements (blue polyhedron) • At each time step, predict each vertex position in the state space using the mean input values • Expand the resulting polyhedron using the bounds on the potential acceleration in the direction of set expansion (green polyhedron)
Figure 1. Prediction and expansion of target set
For maneuvering target tracking, this polyhedral description usually leads to a complex description as the number of vertices and supporting hyperplanes may become very high. This is why methods have been developed to approximate the complex polyhedron with a limited complexity over-bounding polyhedron Piet-Lahanier and Walter (1994) . The modification consists in replacing the updated polyhedron by a surrounding polyhedron P whose number of vertices and supporting hyperplanes are limited a priori.
COOPERATIVE MPC GUIDANCE
Cooperative cost definition
The cooperative guidance laws must be designed for each of the N interceptor missiles. The first step consists in defining the cooperative costs as presented in Section 2.1. As the mission consists in intercepting the target, a first component of the cost reflects the ability of the ith missile to intercept the target. A classical cost function, translating the collision condition, is of the form g i inter = X r × V r (6) where V r is the missile-target relative speed, X r the missile target relative position and × the cross product. As the target speed is characterized under the form of a polyhedron, the corresponding cost is transformed as G i inter = min
where
t is the target state vector (position and speed) and P is the surrounding limitedcomplexity polyhedral set. Let V i = arg min
vertex selected by missile i. In order to avoid competition among the interceptors, this vertex is removed from the description of P. The cost (7) is thus modified as
The cost function must be completed by other components reflecting the expected behavior of the missile raids. Limitation of energy translates directly in
(9) Avoidance of other interceptor missiles is derived from costs defined in flocking behavior with collision avoidance and is expressed as
where d saf e is an a priori safety distance and H c is the control horizon. The cooperative guidance law is obtained by determining the optimal control sequence for each missile i that minimizes the cost function consisting in the weighted sum of the previous cost functions:
(12) Weight selection allows to put emphasis on some specific cost functions. After normalization, w inter is multiplied by 10 to stress the impact of the interception cost.
Cooperation for multiple targets
Extension to this approach to the case of M targets is performed using the following approach. The prediction of all target states is performed as previously via boundederror approach, which provides M polyhedrons. The optimal control sequence is obtained by first determining among these M potential sets the reachable ones, given the limitation of each missile potential input range. The corresponding cost function is designed as G cost is only performed on the extreme vertices of the M polyhedron, i.e. the twelve vectors (at most) for which one component is equal to a minimal or a maximal value of the corresponding component of the state vector. The global cost function for missile i is (9) and (11). The weight selection procedure described in the previous paragraph has been used.
Control computation
The ith missile movement is described by the following discrete dynamics:
with x i , y i , z i the vehicle position components, v i its speed amplitude, ψ i and γ i its direction angles. The control inputs consist in discretized turn rate increments that must be selected among an a priori selection of values. The missile state and input vectors are thus
where x i and u i vary respectively in X i and U i . Each missile computes its control inputs at each time step as a solution of an optimization problem over the future predicted trajectory. For tractability reasons, finite prediction and control horizons, respectively denoted H p and H c are used.
The future control inputs and the resulting state trajectories are denoted:
As H c < H p , the control inputs are assumed to be 0 after H c steps. Once the optimal input sequences U i have been computed, each missile communicates its predicted trajectory to the rest of the fleet and applies the first entry u i k . The optimization problem at time k is:
SIMULATION EXAMPLES
Two scenarios are presented for evaluation of the resulting performances. The first one is dedicated to design guidance laws for missiles aiming at intercepting a single target with potential maneuvering abilities. The second one considers the interception of multiple targets. 
Single target interception
For illustrating the method described above, a maneuvering target trajectory has been defined as illustrated in Figure 2 . For identification purposes, the target dynamics are modeled as 
where and are uniformly distributed random vectors which vary respectively over the intervals [−20 m, 20 m] and −50 m · s −1 , 50 m · s −1 . The measurement set at time k is thus defined as
with
where min and max define the respective minimal and maximal values of the measurement vectors (term by term), given the actual measurements and the assumed measurement bounds, k evolves with a time step of 1 second. Figure 3 illustrates the polyhedron obtained after measurement updating projected in the position state space. Figures 4 and 5 present the resulting tracking. The estimated variation of target speed is constrained in a simple 3D polyhedron whose vertices are easily computed. Interception of this target is performed by two interceptor missiles, which are assumed to be located initially at an altitude z = 100 m and x, y randomly chosen. The initial speed amplitude is V 0 = 600 m · s −1 , γ is set equal to 45 deg and ψ is randomly chosen in [−90 deg, 90 deg] . The prediction and control horizons are respectively set to H p = 10 and H c = 5. The maximum number of vertices is equal to 12. Figure 6 illustrates the resulting trajectories obtained for the scenario. The black trajectories corresponds to the extreme estimated target trajectories. The interceptor missile trajectories are plotted in green and red. 
Multi-target interception
In this scenario, two maneuvering targets are considered ( Figure 7 ). Using (14), four interceptor missiles are guided towards the targets for interception. The resulting trajectories are illustrated in Figure 8 where the target trajectories are indicated in blue and black and the interceptor missile trajectories are in cyan, magenta, red and green.
CONCLUSION
In this paper, cooperative guidance laws for interception of maneuvering targets have been presented. They rely on the combination of polyhedral set description of the target location and speed variation and model predictive control design. Derivation of guidance cost expressions for single target and multi-target interception have been described. The first tests are promising, even if it remains to study the robustness of the approach to the available knowledge on the relative vehicle positions and speeds, as well as the ability of redefining the mission if information about potential vehicle failures must be taken into account.
