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We demonstrate that curvature-induced spin-orbit (SO) coupling induces a 0− pi transition in the Josephson
current through a carbon nanotube quantum dot coupled to superconducting leads. In the non-interacting regime,
the transition can be tuned by applying parallel magnetic field near the critical field where orbital states become
degenerate. Moreover, the interplay between charging and SO effects in the Coulomb Blockade and cotunneling
regimes leads to a rich phase diagram with well-defined (analytical) boundaries in parameter space. Finally, the
0 phase always prevails in the Kondo regime. Our calculations are relevant in view of recent experimental
advances in transport through ultra-clean carbon nanotubes.
The spectrum of quantum dots (QDs) defined in car-
bon nanotubes (NTs) is four-fold degenerate owing to spin
and valley symmetry. Recently, Kuemmeth et al1 have
demonstrated that the spin and valley degrees of freedom
are coupled in NTs. This spin-orbit (SO) coupling breaks
the four-fold degeneracy into two Kramers doublets (time-
reversed electrons pairs). From a different perspective,
NTs are interesting because they can support supercurrents
when coupled to superconductors2–5. These supercurrents
mainly result from resonant transmission through discrete
states confined to the QD, the so-called Andreev bound
states (ABS) corresponding to entangled time-reversed
electron-hole Kramers pairs6. As both phenomena, SO and
ABS, are related to time-reversed Kramers pairs, it is thus
interesting to raise the following question: how are the
ABS, and therefore the Josephson effect, affected by SO
coupling in NTs? Here we address this question. Using
various theoretical approaches we analyse this problem in
all relevant transport regimes and demonstrate that the SO
coupling is able to reverse the supercurrent, namely to in-
duce a 0 to pi transition, even in the non-interacting regime.
The valley isospin (τ = ±) originates from the two
equivalent dispersion cones (K and K’) in graphene, aris-
ing from time-inversion symmetry. When graphene is
wrapped into a cylinder to create a NT, the valley degen-
eracy leads to two degenerate clockwise and counterclock-
wise electron orbits which encircle the NT. This degener-
acy, together with spin, manifests in a four-fold shell struc-
ture in the Coulomb Blockade regime7,8, as well as in a
SU(4) Kondo effect in the strongly correlated regime9,10.
Furthermore, magnetic moments associated with these
orbital persistent currents are remarkably large11 which
allows to perform detailed transport spectroscopy when
an external magnetic field is applied parallel to the NT
axis9,11,12. The orbital motion of electrons also couples
to a curvature-induced radial electric field. This creates
an effective axial magnetic field BSO which polarizes the
spins along the NT axis and favors parallel alignment of
the spin and orbital magnetic momenta (K, ↑) and (K ′, ↓)
or antiparallel (K, ↓) and (K ′, ↑) depending on the sign
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FIG. 1. (Color online). (a) Schematics of a NT coupled to super-
conducting reservoirs. In the QD region, discrete Andreev levels
form inside the BCS gap. The figure also show the K, K’ orbits
encircling the NT. (b) Energy spectrum of a NT QD for realis-
tic experimental parameters (see supplementary info). All ener-
gies are given in units of the BCS gap ∆ = 0.25meV, such that
∆SO/∆ ≈ 1.66) and referred toEF which we take as the energy
at which (K, ↑) and (K′, ↑) cross at Bc ≈ 0.52T (dashed verti-
cal line). (c) Andreev bound states corresponding to the spectrum
in (b). Black (orange) lines correspond to ABS calculated from
the lowest (highest) Kramers doublet (each contributes with two,
solid and dashed, ABS). (d) Critical current (units 2e∆/~) versus
gate voltage. The two peaks correspond to resonant Cooper pair
tunneling through SO split Kramers pairs.
of ∆SO. As a result, the fourfold degeneracy breaks into
two Kramers doublets (time-reversed electrons pairs) sep-
arated by an energy ∆SO13. Recent experiments14 have
shown this SO effect also appears in disordered NTs in the
multielectron regime.
The system we have in mind is shown in Fig. 1a.
A QD NT with SO coupling is connected to supercon-
ducting leads with BCS density of states. Owing to the
superconducting pairing, electrons in the NT with en-
ergies below the superconducting gap (∆) are reflected
as their time-reversed particle, a hole with opposite spin
and momentum. This process, known as Andreev reflec-
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FIG. 2. (Color online) Total (top), discrete (middle) and continuous (bottom) Josephson current (units 2e∆/~) as a function of phase
and different B|| (in Tesla) for Γ = 0.1∆. At the highest magnetic filed the system has pi-junction behavior. (b) Same as (a) near the
0-pi transition at B|| = Bc = 0.52T . (c) ABS vs. φ for different B||. When B|| & Bc, the two inner ABS cross at EF = 0 resulting
in pi behavior. (d) ABS versus Vg for different B|| = 0, 0.5, 0.52 and 0.6 T, from left to right. At B|| = Bc the two inner ABS are
degenerate for all |Vg| < ∆. The pi transition is robust as Vg is varied (direction of the arrow) either above (e) or below (f) Vg = 0.
tion, leads to discrete states inside the gap, namely the
ABS corresponding to entangled time-reversed electron-
hole Kramers pairs. We model this system by an Anderson
hamiltonian with s- wave superconducting reservoirs and
with QD levels obtained from a NT model including SO.
Green’s function in Nambu representation are used to ob-
tain the ABS and the two contributions to the Josephson
current IJ = IdisJ + I
con
J of this model (full details are
given in the supplementary info). The discrete part IdisJ is
due to Cooper pair tunneling through the ABS and can be
written as IdisJ =
2e
~
∑
E1(2)
f(E1(2))
∂E1(2)
∂φ , with f(E)
the Fermi-Dirac function. Namely, the derivative with re-
spect to phase of the occupied ABS. The continuous part
IconJ is due to particle-hole excitations for energies larger
than ∆. In the noninteracting case, the ABS can be ob-
tained from
E1(2) − ε∓↑ + ΓE1(2)√
∆2 − E21(2)
E1(2) + ε±↓ + ΓE1(2)√
∆2 − E21(2)
− Γ2∆2 cos2(φ/2)
∆2 − E21(2)
= 0, (1)
3where φ is the phase difference between superconductors
and Γ is the tunneling rate. The notation E1(2) indicates
whether the Kramers doublet which contributes to the ABS
is the ground (excited) state at B|| = 0 (Fig. 1b). Impor-
tantly, each Kramers doublet gives two solutions in Eq. (1)
so in general we obtain four ABS. The two outer (inner)
solutions correspond to E1(2) (Fig. 1c). The results for the
Josephson current are shown in Figs. 2a and 2b where a
0-pi transition occurs for B‖ & Bc. The transition can be
understood by studying the ABS spectrum as a function of
φ for different B‖(Fig. 2c). When B|| & Bc, the two inner
ABS cross at EF = 0. Owing to this, the occupied ABS
for B|| & Bc belong to the same Kramers doublet (the
one formed by (K, ↑) and (K ′, ↓) which are, of course, no
longer degenerate). Importantly, they carry supercurrents
of opposite sign which leads to a negligible Idis. The main
contribution is thus given by the continuum part which re-
sults in pi behavior15. In Fig. 2d we plot the ABS as a func-
tion of gate voltage and different B‖. At zero magnetic
field, the SO splitted ABS show a diamond-like shape,
similarly to spin-slit ABS due to Coulomb Blockade16,17.
As B‖ increases, the diamond closes and, ultimately, the
two inner ABS become degenerate when B‖ = Bc. When
B|| & Bc, the ABS cross at EF . After the crossing, the
occupied ABS belong to the same Kramers doublet for a
large range of |Vg| < ∆ resulting in a pi transition which
is robust as the gate voltage is varied (Figs. 2e,2f). We
include the effect of the Coulomb repulsion by first con-
sidering the large gap limit, i.e., ∆→∞, where the prob-
lem can be mapped onto an effective low-energy model
(U  ∆) with a superconducting pair potential due to the
proximity effect ∆D = Γcos(φ/2). Direct diagonalization
produces results for the ground state energy EGS(φ) and
trivially IJ = IdisJ (in this limit, this is the only contribu-
tion to the Josephson current). Owing to SO, the total spin
S and orbital pseudospin T are no good quantum numbers.
Instead,HD has a block diagonal form using the total pro-
jections (Sz, Tz), with ετ,s = ε + 1/2τs∆SO, as a basis.
For φ = pi, we find the analytical solution
EGS(φ = pi) =

ε− 12∆SO for U > −ε+ 12∆SO, (Sz, Tz) = (±1/2,∓1/2)
2ε−∆SO + U for − 12ε− 14∆SO < U < −ε+ 12∆SO, (Sz, Tz) = (0, 0),(1, 0),(0, 1)
3ε− 12∆SO + 3U for − 13ε− 16∆SO < U < − 12ε− 14∆SO, (Sz, Tz) = (±1/2,±1/2)
4ε+ 6U for U < − 13ε− 16∆SO, (Sz, Tz) = (0, 0)
(2)
The ground state for arbitrary φ has to be calculated nu-
merically (Fig. 3a shows the phase diagram for φ = 0).
Nevertheless, it can be shown (by comparing with the ap-
proximate boundaries obtained by perturbation theory in
∆D, red lines in Fig. 3a) that for largeU the ground state is
always (Sz, Tz) = (±1/2,∓1/2) with energy EGS(φ) =
2ε − 1/2(√4Γ2cos2(φ/2) + (∆SO + 2ε+ 3U)2 + 3U).
While we cannot identify this state with a pi phase, it is
likely that the inclusion of quantum fluctuations, by con-
sidering a finite gap, will stabilize the system towards
this phase. Indeed, cotunneling corrections for (Γ 
∆), present pi phases. This can be shown by employ-
ing second-order perturbation theory in Γ (namely fourth-
order cotunneling processes, see supplementary info)18. In
this limit, we find a supercurrent IJ = Ic sin(φ) such that
the overall sign of Ic governs the 0 or pi-character. In par-
ticular, the 0-pi-junction transition takes place at the value
of ε corresponding to the resonant condition ε−∆SO/2 =
EF = 0, with a pi phase for ε < ∆SO/2, such that the tran-
sition can be tuned by a gate voltage. Numerical results are
shown in Fig. 3b.
Beyond cotunneling, higher order tunneling events lead
to Kondo physics. Here, we consider the large-U limit
(supplementary info) where simultaneous fluctuations in
the spin and orbital quantum numbers lead to a highly
symmetric SU(4) Kondo effect (for a Kondo temperature
TK,SU(4) >> ∆). When TK,SU(4)  ∆SO, we find
IdisJ =
e∆
2~
∑
η=±
sin(φ)
[(1 + ηα)2 + 1][(1 + ηα)2 + cos2(φ2 )]
,
(3)
with α = ∆SO2TK,SU(4) . When TK,SU(4)  ∆SO, only the
lower dot level participates in producing an SU(2) Kondo
state. In the limit TK,SU(2)  ∆, the ABS are simply
E1 = ±∆ cos(φ/2), namely the ABS of a single contact
with unitary transmission. The corresponding supercurrent
is IdisJ =
e∆
~ sin(φ/2), with |φ| < pi19. Fig. 3c summa-
rizes these results. For both symmetries, the Josephson
current always exhibits a 0-junction behavior but the mag-
nitude strongly depends on ∆SO, as shown in Fig. 3d. For
∆SO = 0, we recover the results of Ref.20.
In closing, we have demonstrated that SO coupling in-
duces a 0 − pi transition in the Josephson current through
a QD NT coupled to superconducting leads. Our calcu-
lations, which cover all relevant transport regimes, non-
interacting, Coulomb Blockade, cotunneling and Kondo,
determine in a precise manner the conditions for the tran-
sition in terms of system parameters which can be tuned
experimentally. Our predictions are relevant in view of
recent experimental advances in transport through ultra-
clean NTs with SO coupling1. Furthermore, most of the
physics discussed here is inherent to the rich behavior that
ABS show in the presence of SO coupling. We therefore
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FIG. 3. (Color online). a) Phase diagram in the large gap limit and φ = 0. For large enough U, the ground state is (Sz, Tz) =
(±1/2,∓1/2) (dark pink region). b) Critical current versus level position in the cotunneling limit. The critical current undergoes
a 0-pi transition when ε − ∆SO/2 = 0. c) Discrete Josephson current (in units of e∆~ ) versus φ in the Kondo limit. d) Discrete
Josephson current for φ = pi versus SO coupling. As the system changes from SU(4) to SU(2) Kondo symmetries, IdisJ goes from zero
to maximum.
expect that tunneling spectroscopy of individual ABS, like
in the experiments of Ref.17, may also reveal the effects de-
scribed here. Microwave spectroscopy of excited ABS21 is
one further experimental example where our findings may
be tested.
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Appendix A: NT Model
We consider a single wall NT whose low energies can
be described by expanding the momentum near the Dirac
points of graphene H0 = ~vF (kyτ3 ⊗ σ1 + kxτ0 ⊗ σ2),
here vF is the Fermi velocity, τ3 is a Pauli matrix acting on
isospin (K,K ′) space (with eigenvalues τ = ±1) whereas
the Pauli matrices σ1 and σ2 act in sublattice space (the
two carbon atoms in the primitive unit cell of the graphene
honeycomb lattice). kx and ky are the momenta along the
NT axis and circumferential direction, respectively. The
eigenvalues ofH0 areE0(kx, ky) = ±~vF
√
k2x + k
2
y . Im-
posing periodic boundary conditions, ky is quantized as
ky = 2τν/3D (lowest mode), where D is the NT diame-
ter and ν depends on the type of tube. In the following, we
will consider small bandgap tubes parametrized as ky =
τkg . We also include a magnetic field B|| applied paral-
lel to the NT axis. B|| induces an Aharonov-Bohm flux
ΦAB = B||piD2 such that ky = τkg + ΦAB/DΦ0, with
Φ0 = h/e being the flux quantum. Besides this orbital
shift,B|| also induces the standard Zeeman shift in the spin
sectorHZ = 12gµBB‖τ0 ⊗ σ0 ⊗ s3, with s3 being a Pauli
matrix (eigenvalues s = ±1) describing the spin projection
along the tube axis. Finally, the SO coupling term has the
form HSO =
(
∆1SOτ3 ⊗ σ1 ⊗ s3 + ∆0SOτ3 ⊗ σ0 ⊗ s3
)
,
which includes off-diagonal ∆1SO and diagonal ∆
0
SO
22,23
terms in sublattice space . The eigenvalues of the fullH =
H0 +HZ +HSO read Es,τ (kx, ky) = ±~vF
√
k2x + k
2
y +
s(τ∆0SO +
1
2gµBB‖), here ∆
1
SO has been absorbed in ky
as ky = τkg + ΦAB/DΦ0 + s∆1SO/~vF . Finite interval-
ley scattering ∆K,K′ introduces anticrossings in the spec-
trum when spin polarized orbital states are degenerate (not
shown).
51. QD Bound states
The total (low-energy) Hamiltonian for a quantum dot
carbon nanotube with spin-orbit coupling can be written
as22,23
H(x) = ~vF (kyτ3⊗σ1 +kxτ0⊗σ2)⊗s0 +(∆1τ3 ⊗ σ1 ⊗ s3 + ∆0τ3 ⊗ σ0 ⊗ s3)+ 1
2
gµBB‖τ0⊗σ0⊗s3 +V (x) (A1)
IIII II− +
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FIG. 4. Energy diagram of a CNT-QD with electrostatic gates
inducing a potential V (x) along the nanotube axis. Bound state
energy E (green dashed line) obeys a criterion Eg < Eb < V0 +
Eg .
Here vF is the Fermi velocity, τ3 is a Pauli matrix acting on
isospin (K,K ′) space (with eigenvalues τ = ±1) whereas
the Pauli matrices σ1 and σ2 act in sublattice space (they
account for the two carbon atoms in the primitive unit cell
of the honeycomb lattice describing graphene). kx and ky
are the momenta along the NT axis and circumferential
direction, respectively. The term V (x) describes the po-
tential induced by the electrostatic gates and is defined as
a simple step potential of the form
V (x) =
{
V0, |x| > `
0, |x| < `
We use the following ansatz24,25 for the electronic wave-
functions ψτ (t) defined in different intervals (see Fig. 1)
ψτI (x) = Ae
qxx
(
zτky,−iqx,c/v
1
)
ψτII(x) = B1e
ikxx
(
zτky,kx,c/v
1
)
+B2e
−ikxx
(
zτky,−kx,c/v
1
)
ψτIII(x) = Ce
−qxx
(
zτky,iqx,c/v
1
)
with momenta kx =
√(
E
~vF
)2
− k2y, qx =√
k2y −
(
E−V0
~vF
)2
and ky = τkg + ΦABRΦ0 +
s∆1
~vF (for the lowest, m = 0, subband). The corre-
sponding energies are ετ,s = ±~vFL
√
(Lkx)2 + (Lky)2 +(
∆0τ +
1
2gµBB‖
)
s, E ≡ ετ,s −
(
∆0τ +
1
2gµBB‖
)
s
and zτkx,ky,c/v = ±
τky−ikx√
k2x+k
2
x
, with L = 2`. Here, the
subscripts c and v correspond to conduction and valence
bands, respectively. The energy levels ετ,s are found from
the continuity of the wavefunction ψτ (x) at all potential
steps. That is,
Ae−qx`
(
zτky,−iqx,c/v
1
)
= B1e
−ikx`
(
zτky,kx,c/v
1
)
+B2e
ikx`
(
zτky,−kx,c/v
1
)
⇐ ψτI (−`) = ψτII(−`) (A3a)
Ce−qx`
(
zτky,iqx,c/v
1
)
= B1e
ikx`
(
zτky,kx,c/v
1
)
+B2e
−ikx`
(
zτky,−kx,c/v
1
)
⇐ ψτII(`) = ψτIII(`) (A3b)
Using Eqs. (A3a), we solve for B1 and B2 and get(
B1
B2
)
=
±iAe−qx`
2kx/
√
k2x + k
2
y
(
eikx`zτky,−iqx,c/v − eikx`zτky,−kx,c/v
−e−ikx`zτky,−iqx,c/v + e−ikx`zτky,kx,c/v
)
(A4)
where +(−) belongs to the conduction (valence) band. Also, from Eq. (A3b) we have
zτky,iqx,c/v =
B1e
ikx`zτky,kx,c/v +B2e
−ikx`zτky,−kx,c/v
B1eikx` +B2e−ikx`
(A5)
6Substituting Eq. (A4) into Eq. (A5) yields
τky + qx√
k2y − q2x
=
τky−qx√
(k2y−q2x)(k2x+k2y)
(τky sin 2kx`− kx cos 2kx`)− sin 2kx`
− 1√
k2y+k
2
x
(τky sin 2kx`+ kx cos 2kx`) +
τky−qx√
k2y−q2x
sin 2kx`
(A6)
Simplifying the above equation gives
sin 2kx` =
1√
(k2y − q2x)(k2x + k2y)
(
k2y sin 2kx`+ kxqx cos 2kx`
)
(A7)
which yields
tan 2kx` =
kxqx√
(k2y − q2x)(k2x + k2y)− k2y
=
kxqx
|E − V0||E|/(~vF )2 − k2y
(A8)
Fig. 1b in the main text shows a typical energy spectrum for realistic NT parameters. In particular, we use SO coupling
values ∆0 = 0.26meV and ∆1 = 0.053meV such that ∆SO = 0.4156meV. Rest of parameters: kg = −0.09nm−1,
L = 100 nm, V0 = 3.95meV, ~vF = 526.57meV nm .
2. Including superconducting leads
The QD CNT coupled to superconducting leads is mod-
elled as an Anderson Hamiltonian coupled to s-wave su-
perconductors with BCS density of states. This Hamil-
tonian can be written in second quantization as H =
HC +HD +HT where
HC =
∑
α=L/R,k,τ,s
ξkc
†
αkτscαkτs
−
∑
α,k,τ
[
∆αe
iφαc†αkτ↑c
†
αk¯τ¯↓ + h.c.
]
(A9a)
HD =
∑
τ,s
ετsd
†
τsdτs + U
∑
(τ,s)6=(τ ′,s′)
nτsnτ ′s′ (A9b)
HT =
∑
α=L/R,k,τ,s
(
Vαc
†
αkτsdτs + h.c.
)
, (A9c)
where c†αkτs creates an electron on lead α ∈ {L,R} with
energy ξk and with quantum numbers k, s, and τ corre-
sponding to the wave-vector, spin and orbital degree of
freedom, respectively. ∆ is the superconducting gap and
φ = φL − φR is the phase difference. dτs is the op-
erator that annihilates an electron on the dot with energy
ετs (where the dependence on gate voltage is implicit).
U denotes the intra- and inter-orbital charging energy and
nτs = d
†
τsdτs represents the occupation operator for the
dot levels. The last term describes tunneling by means
of energy-independent tunneling amplitudes Vα leading to
tunneling rates Γα = pi|Vα|2ρ (ρ is the contact density of
states).
Appendix B: Calculation of Andreev bound states and the
Josephson current by using the Green’s functions technique
A powerful technique to obtain the total Josephson cur-
rent through the system described above is the Green’s
function method where all physical quantities can be writ-
ten in terms of the Green’s functions
Gr,ad (t, t′) = 〈〈dˆ, dˆ†〉〉r,a = ∓iΘ(±t∓ t′)
〈
[dˆ(t), dˆ†(t′)]+
〉
G<d (t, t′) = 〈〈dˆ, dˆ†〉〉< = i
〈
dˆ†(t′)dˆ(t)
〉
G>d (t, t′) = 〈〈dˆ, dˆ†〉〉> = −i
〈
dˆ(t)dˆ†(t′)
〉
(B1a)
Owing to the superconducting pairing, these Green’s func-
tions are matrices containing anomalous components. In
the following, we write these matrices using the following
the Nambu bispinors
cˆαk =

cαk+↑
c†
αk¯−↓
cαk−↑
c†
αk¯+↓
 and dˆ =

d+↑
d†−↓
d−↑
d†+↓,
 (B2)
7Using the standard relation z〈〈A,B〉〉+ 〈〈[H, A], B〉〉 = 〈[A,B]+〉, together with the following commutation relations
[H, dτs] = −ετsdτs − Udτs
∑
τ ′,s′
′
nτ ′s′ −
∑
α,k
Vαcαkτs (B3a)
[H, d†τ¯ s¯] = ετ¯ s¯d†τ¯ s¯ + Ud†τ¯ s¯
∑
τ¯ ′,s¯′
′
nτ¯ ′s¯′ +
∑
α,k
Vαc
†
αk¯τ¯ s¯
(B3b)
[H, cαkτs] = −ξkcαkτs + sgn(s)∆iφαα c†αk¯τ¯ s¯ − Vαdτs (B3c)
[H, c†
αk¯τ¯ s¯
] = ξk¯c
†
αk¯τ¯ s¯
− sgn(s¯)∆−iφαα cαkτs + Vαd†τ¯ s¯, (B3d)
we obtain
gˆr,−1d 〈〈dˆ, dˆ†〉〉r = 1 +
∑
α,k
Vˆασˆ3〈〈cˆαk, dˆ†〉〉r + Uσˆ3〈〈

d+↑n¯+↑
n¯−↓d
†
−↓
d−↑n¯−↑
n¯+↓d
†
+↓
 , dˆ†〉〉 (B4a)
gˆr,−1αk 〈〈cˆαk, dˆ†〉〉r = σˆ3Vˆα〈〈dˆ, dˆ†〉〉r (B4b)
where n¯τs =
∑′
τ ′,s′ nτ ′s′ (the prime in the summation means (τ
′, s′) 6= (τ, s)) and
gˆr,−1d =
z − ε+↑ z + ε−↓ z − ε−↑
z + ε+↓
 , gˆr,−1αk =

z − ξk ∆αeiφα
∆αe
−iφα z + ξk¯
z − ξk ∆αeiφα
∆αe
−iφα z + ξk¯
 (B5)
and
Vˆα =
Vα Vα Vα
Vα
 , σˆ3 =
1 −1 1
−1
 (B6)
Owing to the presence of Coulomb Interactions, U 6= 0,
the equations of motion for the Green’s functions, Eqs.
(B4), cannot be closed and we need some approximations
which we discuss next.
1. Non-interacting limit U = 0
a. Retarded Green’s functions
In the noninteracting case, U = 0, the equations of mo-
tions can be closed such that analytical expressions for the
Green’s functions and self-energies can be obtained. In
particular, the retarded ones read:
〈〈dˆ, dˆ†〉〉r =
[
gˆr,−1d − Σ̂r0
]−1
(B7)
where
Σ̂r0 =
∑
α,k
Vˆ σˆ3gˆ
r
αkσˆ3Vˆ = −Γ
 βd βo cos(φ/2)βo cos(φ/2) βd βd βo cos(φ/2)
βo cos(φ/2) βd
 (B8)
with Γ = 2piρN (0)V 2 and
βd =

ω√
∆2α−ω2
if |ω| < ∆
i |ω|√
ω2−∆2α
if |ω| > ∆ (B9a)
βo =

∆α√
∆2α−ω2
if |ω| < ∆
i sgn(ω)∆α√
ω2−∆2α
if |ω| > ∆ (B9b)
Using ∆L = ∆R ≡ ∆, VL = VR = V , and φL = −φR =
φ/2, the retarded Green’s function reads:
8〈〈dˆ, dˆ†〉〉r =

1
D+
(
z + ε−↓ + Γβd −Γβo cos(φ/2)
−Γβo cos(φ/2) z − ε+↑ + Γβd
)
0
0 1D−
(
z + ε+↓ + Γβd −Γβo cos(φ/2)
−Γβo cos(φ/2) z − ε−↑ + Γβd
)
 (B10)
where
D+ = (z − ε+↑ + Γβd)(z + ε−↓ + Γβd)− (Γβo cos(φ/2))2 (B11a)
D− = (z − ε−↑ + Γβd)(z + ε+↓ + Γβd)− (Γβo cos(φ/2))2. (B11b)
b. Andreev Bound States
When |ω| < ∆, the Andreev bound states can be determined from the poles of the Green’s function. Namely, we just
need to solve the determinant equation Det[Grd(ω)−1] = 0. Using Eq. (B7) we obtain the following equation:∣∣∣gˆr,−1d (ω)− Σ̂r0(ω)∣∣∣ = D+D− = 0 (B12)
Explicitly,[
(ω − ε+↑ + Γβd)(ω + ε−↓ + Γβd)− (Γβo cos(φ/2))2
] [
(ω − ε−↑ + Γβd)(ω + ε+↓ + Γβd)− (Γβo cos(φ/2))2
]
= 0.
(B13)
At this point it is important to note the full equivalence of the Green’s function method with the Bogoliubov-DeGennes
Hamiltonian method (indeed, the Green’s function has precisely Bogoliubov-DeGennes structure). The Andreev bound
states give rise to delta-function contributions in the spectral density. The weights can be found by the residues of the
Green’s function at these poles. Explicitly,
=
[
〈〈dˆ, dˆ†〉〉
]
11
= −pi
∑
E2
Zb+δ(ω − E2) (B14a)
=
[
〈〈dˆ, dˆ†〉〉
]
12
= −pi
∑
E2
Qb+δ(ω − E2) (B14b)
=
[
〈〈dˆ, dˆ†〉〉
]
33
= −pi
∑
E1
Zb−δ(ω − E1) (B14c)
=
[
〈〈dˆ, dˆ†〉〉
]
34
= −pi
∑
E1
Qb−δ(ω − E1) (B14d)
where
Zb± = lim
ω→E2(1)
ω + ε∓↓ − Σ̂r0,22(44)(ω)
D′±(ω)
(B15a)
Qb± = lim
ω→E2(1)
Σ̂r0,12(34)(ω)
D′±(ω)
(B15b)
and E2(1) − ε±↑ + ΓE2(1)√
∆2 − E22(1)
E2(1) + ε∓↓ + ΓE2(1)√
∆2 − E22(1)
− Γ2∆2 cos2(φ/2)
∆2 − E22(1)
= 0 (B16a)
D′±(ω) =
(
1 +
Γ∆2
(∆2 − ω2)√∆2 − ω2
)(
2ω − ε±↑ + ε∓↓ + 2Γω√
∆2 − ω2
)
− 2ωΓ
2∆2 cos2(φ/2)
(∆2 − ω2)2 . (B16b)
Eq. (B16a) corresponds to Eq. (1) in the main text.
c. Josephson Current
The current through a given lead α can be written as
Idcα = e
d〈nα〉
dt with nα =
∑
k∈α,τ,s c
†
αkτscαkτs. Ow-
ing to the Josephson effect, this expression contains a
9dissipationless component (nonzero current at zero bias
voltage) when there is a superconducting phase differ-
ence. Thus, the Josephson current can be extracted from
the general Idcα by just studying the limit of zero ap-
plied bias voltage Iα ≡ Idcα |Vdc=0 = ed〈nα〉dt |Vdc=0 =
2e
~ <
[∑
k∈α Tr
(
Vˆα〈〈cˆαk, dˆ†〉〉<(t, t)
)]
|Vdc=0. Using the
nonequilibrium Green’s function and the equation of mo-
tion methods, one finds that the Josephson current can be
expressed as
Iα =
2e
~
<
∫
dω
2pi
Tr
[
σˆ3
(
Σ˘<0 〈〈dˆ, dˆ†〉〉a + Σ˘r0〈〈dˆ, dˆ†〉〉<
)]
(B17)
where
Σ˘r0 =
∑
α,k
Vˆ σˆ3gˆ
r
αkσˆ3Vˆ = −
Γ
2

βd βoe
+iφα
βoe
−iφα βd
βd βoe
+iφα
βoe
−iφα βd
 (B18a)
Σ˘<0 =
∑
k
Vˆ σˆ3gˆ
<
αkσˆ3Vˆ = ΓΘ(|ω| −∆)f(ω)

βd βoe
+iφα
βoe
−iφα βd
βd βoe
+iφα
βoe
−iφα βd
 (B18b)
with Γ = 2piρN (0)V 2 and
βd =

ω√
∆2α−ω2
if |ω| < ∆
i |ω|√
ω2−∆2α
if |ω| > ∆ (B19a)
βo =

∆α√
∆2α−ω2
if |ω| < ∆
i sgn(ω)∆α√
ω2−∆2α
if |ω| > ∆. (B19b)
One important advantage of this method is that the Josephson current can be easily split into two parts I = Idis + Icon.
The first part is the so-called discrete contribution and corresponds to the Josephson current carried by Andreev Bound
states. The second term, the so-called continuous part Icon, corresponds to the current given by the continuous spectrum
of states above the gap. Both expressions can be written analytically as:
Idis = −2eΓ~
∫
dω
2pi
Θ(∆− |ω|)f(ω) ∆√
∆2 − ω2 sin(φ/2)=
[
〈〈dˆ, dˆ†〉〉r21 + 〈〈dˆ, dˆ†〉〉r12 + 〈〈dˆ, dˆ†〉〉r43 + 〈〈dˆ, dˆ†〉〉r34
]
(B20a)
Icon = −2eΓ~
∫
dω
2pi
Θ(|ω| −∆)f(ω) sgn(ω)∆√
ω2 −∆2 sin(φ/2)<
[
〈〈dˆ, dˆ†〉〉r21 + 〈〈dˆ, dˆ†〉〉r12 + 〈〈dˆ, dˆ†〉〉r43 + 〈〈dˆ, dˆ†〉〉r34
]
,
(B20b)
where, again, ∆L = ∆R ≡ ∆, VL = VR = V , and φL = −φR = φ/2. Explicitly,
Idis = −eΓ
2
~
sin(φ)
[∑
E2
f(E2)∆
2
(∆2 − E22)D′+(E2)
+
∑
E1
f(E1)∆
2
(∆2 − E21)D′−(E1)
]
(B21a)
Icon = −eΓ
2
pi~
sin(φ)
∫
dω Θ(|ω| −∆) f(ω)∆
2
(ω2 −∆2)=
[
1
D+(ω)
+
1
D−(ω)
]
(B21b)
After some algebra, the discrete contribution can be rewritten as
Idis =
2e
~
∑
E1(2)
f(E1(2))
∂E1(2)
∂φ
, (B22)
which is the expression discussed in the main text.
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2. Cotunneling regime
Expressions in the cotunneling regime can be obtained by lowest (second order) perturbation theory in Γ18. Starting
from the expression for the current
I = Iα = − ie~
∑
k∈α,τ,s
Vα
〈[
c†αkτsdτs − d†τscαkτs
]〉
=
2e
~
∑
k,τ,s
= [〈H−Tα〉] (B23)
where
H−Tα =
∑
τ,s
H−Tατs, H−Tατs =
∑
k
Vαc
†
αkτsdτs, H+Tα = (H−Tα)∗, (B24)
we perform a standard thermodynamic perturbation expansion in the tunneling and obtain the Josephson current in the
lowest non-vanishing order (fourth order inHT ) as
Iα = −2e~ =
[
1
3!
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
〈
Tτ
(HT (τ1)HT (τ2)HT (τ3)H−Tα)〉0
]
(B25)
The Josephson current must involve twoH+T and twoH−T , which can be chosen in three ways, and hence
Iα = − e~=
[∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
〈
Tτ
(H+Tα¯(τ1)H+Tα¯(τ2)H−Tα(τ3)H−Tα)〉0
]
(B26)
where we have used that in order to have Cooper pair tunneling, theH+T must belong to the opposite junction. Next, if we
choose the valley and spin of the lastH−T as, say, (+, ↑), it then means that the otherH−T carries (−, ↓). In the same way,
the valley and spin of the twoH+T can be chosen. All in all, we thus obtain
Iα = − e~
∑
τ,s
∑
τ ′,s′
=
[∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
〈
Tτ
(H+Tα¯τ¯ ′s¯′(τ1)H+Tα¯τ ′s′(τ2)H−Tατ¯ s¯(τ3)H−Tατs)〉0
]
(B27)
At arbitrary B‖, the Josephson current can be written as Iα = Ic sin(φ), where the critical current reads
Ic =
eΓ2
2~pi2
[N(ε+↑) +N(ε+↓) +N(ε−↑) +N(ε−↓)] (B28)
where
N(ε) = −
∫ ∞
∆
dE
∫ ∞
∆
dE′
∆√
E2 −∆2
∆√
E′2 −∆2C(E,E
′, ε, ε¯) (B29)
and
C(E,E′, ε, ε¯) =
e−βε
1 +
∑
τ,s e
−βετs
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3 FL(E, τ3)FR(E′, τ1−τ2)Θ(τ2−τ3)Θ(τ3−τ1)eετ2eε¯(τ3−τ1)
(B30)
with ε¯τs = ετ¯ s¯.
The functions Fα are related to the the anomalous Green’s
functions of the leads, which are defined as
Fαk+(τ, τ
′) = −
〈
Tτ c
†
αk¯−↓(τ)c
†
αk+↑(τ
′)
〉
(B31a)
Fαk−(τ, τ ′) = −
〈
Tτ c
†
αk¯+↓(τ)c
†
αk−↑(τ
′)
〉
(B31b)
and given by
Fαk+(τ, τ
′) = Fαk−(τ, τ ′) ≡ Fαk(τ, τ ′)
=
∆αe
−iφα
2Eαk
Fα(Eαk, τ − τ ′) (B32a)
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where
Fα(Eαk, τ) ≡ e−Eαk|τ | − 2 cosh (Eαkτ)nF (Eαk)
(B33)
Throughout, we assume low temperatures such that
∆L/Rβ  1, and we thus approximate
Fα(Eαk, τ) ≈ e−Eαk|τ | − e−Eαk(β−|τ |) (B34)
Here, first performing the imaginary time integration and
then taking the approximation exp[−βE] ≈ 0, the func-
tion C(E,E′, ε, ε¯) is given by
C(E,E′, ε, ε¯) =
e−βε
1 +
∑
τ,s e
−βετs
[
− e
βε
(E + E′)(E + ε)(E′ + ε¯)
− e
βε
(E + E′)(E + ε¯)(E′ + ε)
+
1
(E + E′ − ε+ ε¯)(E − ε)(E′ − ε) +
eβ(ε−ε¯)
(E + E′ + ε− ε¯)(E − ε¯)(E′ − ε¯)
]
. (B35)
In general, the integrals in Eq. (B29) have to be evaluated
numerically. For example, let us assume that all levels are
well below the Fermi level. Then, at T = 0 only the lowest
level contributes so that the critical current is given by
Ic =
eΓ2
2~pi2
[N(ε+↓) +N(ε−↑)] =
{
− eΓ2~pi2∆M2(−ε+↓/∆) for B‖ > 0
− eΓ2~pi2∆M2(−ε−↑/∆) for B‖ < 0
(B36a)
where
M2(ε) =
∫ ∞
1
du
∫ ∞
1
dv
1√
u2 − 1
1√
v2 − 1
1
(u+ v + ε+ ε¯)(u+ ε)(v + ε)
(B37)
Even in this simple case, the integral cannot be solved analytically. This is in contrast with the limit B‖ = 0, where
further analytical progress can be made. Assuming, for simplicity, ε+↑ = ε−↓ = εd + ∆SO/2 and ε−↑ = ε+↓ =
εd −∆SO/2, the 0 or pi character of the junction can be extracted by the overall sign of the critical current which reads
Ic =
eΓ2
~pi2 [N(ε+↑) +N(ε−↑)] with
N(ε+↑) =

2M(ε+↑/∆)/∆ for εd > +∆SO/2
0 for −∆SO/2 < εd < +∆SO/2
0 for εd < −∆SO/2
(B38a)
and
N(ε−↑) =

2M(ε−↑/∆)/∆ for εd > +∆SO/2
−M(−ε−↑/∆)/∆ for −∆SO/2 < εd < +∆SO/2
−M(−ε−↑/∆)/∆ for εd < −∆SO/2
(B38b)
Here, the dimensionless functionM(x) defined as (x > −1)
M(x) =
∫ ∞
1
du
∫ ∞
1
dv
1√
u2 − 1
1√
v2 − 1
1
(u+ v)(u+ x)(v + x)
(B39)
can be expressed by
M(x) = (pi/2)
2(1− x)− arccos2 x
x(1− x2) , with x > −1
(B40)
where the analytic continuations of arccosx = i ln(x +√
x2 − 1) for x > 1 is understood. The function M(x)
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is always positive, it diverges at x → −1+, and then
smoothly decays for increasing x with the asymptote
M(x) ∼ pi2/4x2 for x → ∞, which allows to extract an-
alytical boundaries for the 0 − pi transition. In particular,
we can establish the following criteria
1. If both levels ε+↑ and ε−↑ are above the Fermi level,
the Josephson current is positive, i.e., 0-junction.
2. If both levels are below the Fermi level, it shows a
pi-junction behavior.
3. If the level ε+↑ is above the Fermi level and the other
level ε−↑ is below the Fermi level, it is again a pi-
junction.
For ∆SO = 0, the function N(εd) can be written as
N(εd) =
{
2M(ε−↑/∆)/∆ for εd > 0
− 12M(−ε−↑/∆)/∆ for εd < 0
(B41)
an the critical current is given by Ic = 2eΓ
2
~pi2∆N(εd) =
eΓ2
~pi2∆ [4Θ(εd)−Θ(−εd)]M(|εd|/∆), in agreement with
Ref.20.
3. Kondo regime
We study the Kondo regime in the large-U limit by
means of the slave boson method. Using this language,
Eq. (A9) can be rewritten as
HSB =
∑
α=L/R,k,τ,s
ξkc
†
αkτscαkτs −
∑
α,k,τ
(
∆αe
iφαc†αkτ↑c
†
αk¯τ¯↓ + h.c.
)
+
∑
τ,s
ετsf
†
τsfτs +
1√
N
∑
α=L/R,k,τ,s
(
Vαc
†
αkτsb
†fτs + h.c.
)
+ Λ
(∑
τ,s
f†τsfτs + b
†b− 1
)
, (B42)
where the physical fermionic operator is written as d†τs =
f†τsb. The pseudofermion operator f
†
τs creates a state with
spin s and isospin τ and the slave boson operator b annihi-
lates an empty state. It can be shown that this mapping is
exact provided that the constraint∑
τ,s
f†τsfτs + b
†b = 1 (B43)
is fulfilled (Λ is a Lagrange multiplier which enforces this
constraint). Note that the hybridization element is rescaled
into Vα → Vα/
√
N . From the equation of motion for the
boson field b†, we have
∂tb
† =
i
~
[HSB , b†] = i~
 1√
N
∑
α,k,τ,s
Vαf
†
τscαkτs + Λb
†

(B44)
In order to obtain self-consistent equations, we replace〈
b†
〉
by
√
Nb˜∗ and obtain
1
N
∑
α,k
Vαb˜
〈
fˆ†(t)σˆ3cˆαk(t)
〉
+ Λ|˜b|2 = 0 (B45)
Eq. (B45) constitutes a set of self-consistent equations to-
gether with the constraint
1
N
〈
fˆ†(t)σˆ3fˆ(t)
〉
+ |˜b|2 = 1
N
(B46)
This mean field approximation, which neglects charge
fluctuations, is reliable in the deep Kondo regime where
only spin fluctuations are relevant.
In the frequency space, the equations become
1
N
∑
α,k
∫
dω
2pii
Tr
[
V˜ασˆ3〈〈cˆαk, fˆ†〉〉<ω
]
+ Λ
Γ˜
Γ
= 0 (B47a)
1
N
∫
dω
2pii
Tr
[
〈〈fˆ , fˆ†〉〉<ω σˆ3
]
+
Γ˜
Γ
=
1
N
(B47b)
13
where
V˜α =

Vαb˜
Vαb˜
Vαb˜
Vαb˜
 (B48)
and Γ˜ = Γ
∣∣∣˜b∣∣∣2. At this point, we have to calculate the lesser Green’s functions. To do that, we note that the mean-field
Hamiltonian is given by
HMF =
∑
α=L/R,k,τ,s
ξkc
†
αkτscαkτs −
∑
α,k,τ
(
∆αe
iφαc†αkτ↑c
†
αk¯τ¯↓ + h.c.
)
+
∑
τ,s
ε˜τsf
†
τsfτs +
∑
α=L/R,k,τ,s
(
Vαb˜
∗c†αkτsfτs + h.c.
)
+ Λ
(
|˜b|2 − 1
)
(B49)
where ε˜τs = ετs + Λ. The retarded Green’s functions can be then written as
〈〈fˆ , fˆ†〉〉r =
[
g˜r,−1f − Σ˜r0
]−1
(B50)
where
g˜r,−1f =
z − ε˜+↑ z + ε˜−↓ z − ε˜−↑
z + ε˜+↓
 (B51)
and
Σ˜r0 =
∑
α,k
V˜ σˆ3gˆ
r
αkσˆ3V˜ = −Γ˜
 βd βo cos(φ/2)βo cos(φ/2) βd βd βo cos(φ/2)
βo cos(φ/2) βd
 (B52)
The lesser Green’s function is given by
〈〈fˆ , fˆ†〉〉< = 〈〈fˆ , fˆ†〉〉rΣ˜<0 〈〈fˆ , fˆ†〉〉a = −f(ω)
(
〈〈fˆ , fˆ†〉〉r − 〈〈fˆ , fˆ†〉〉a
)
(B53)
Eqs. (B47) can be further simplified as
1
N
∫
dω
2pii
Tr
[
g˜r,−1f 〈〈fˆ , fˆ†〉〉<ω
]
+ Λ
Γ˜
Γ
= 0 (B54a)
1
N
∫
dω
2pii
Tr
[
〈〈fˆ , fˆ†〉〉<ω σˆ3
]
+
Γ˜
Γ
=
1
N
. (B54b)
Using these equations we obtain analytical expressions for the renormalized parameters ε˜ and Γ˜, from which we can
extract the Kondo temperature and the position of the Kondo resonance. The slave boson mean field hamiltonian in Eq.
(B49) is quadratic such that we can use the techniques in the previous sections to obtain the Andreev bound states and the
Jospehson current. In what follows, we discuss these quantities in different regimes.
First, let us consider the deep Kondo regime in the absence of the spin-orbit coupling ∆SO = 0. Then, the effective
level is given by ε˜ = TK,SU(4). Using this fact, the Andreev bound states can be written as
Eb/∆ = ±
√
ε˜2 + Γ˜2 cos2(φ/2)
ε˜2 + Γ˜2
= ±
√√√√T 2K,SU(4) + T 2K,SU(4) cos2(φ/2)
T 2K,SU(4) + T
2
K,SU(4)
= ±
√
1
2
(1 + cos2(φ/2)) (B55)
Employing Eq. (B22) we find
Idis =
e∆
2
√
2~
∑
+/−
sin(φ)√
1 + cos2(φ/2)
=
e∆√
2~
sin(φ)√
1 + cos2(φ/2)
(B56)
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On the contrary, for SU(2) model the effective level is ε˜ = 0 Then,
Eb/∆ = ± cos(φ/2) (B57)
which implies
Idis =
e∆
~
sin(φ/2) (B58)
Second, we consider what happens in the presence of the spin-orbit coupling. In this case, for TK,SU(4)  ∆SO, the
effective levels become ε˜+↑ = ε˜−↓ = TK,SU(4) + ∆SO/2, ε˜−↑ = ε˜+↓ = TK,SU(4) −∆SO/2, such that
Eb+/∆ = ±
√√√√ ε˜2+↑ + Γ˜2 cos2(φ/2)
ε˜2+↑ + Γ˜2
= ±
√√√√√√
(
1 + ∆SO2TK,SU(4)
)2
+ cos2(φ/2)(
1 + ∆SO2TK,SU(4)
)2
+ 1
(B59a)
Eb−/∆ = ±
√√√√ ε˜2−↑ + Γ˜2 cos2(φ/2)
ε˜2−↑ + Γ˜2
= ±
√√√√√√
(
1− ∆SO2TK,SU(4)
)2
+ cos2(φ/2)(
1− ∆SO2TK,SU(4)
)2
+ 1
(B59b)
which yield
Idis =
e∆
2~
∑
η=±
sin(φ)√[(
1 + η ∆SO2TK,SU(4)
)2
+ 1
] [(
1 + η ∆SO2TK,SU(4)
)2
+ cos2(φ/2)
] (B60)
Next, we study the opposite limit TK,SU(4)  ∆SO. In this case, only the lower level participates in the Kondo physics.
Thus,
ε˜−+ = ε˜+↓ = 0 for TK,SU(2)  ∆ (B61)
In this case, the Andreev bound states become Eb−/∆ = ± cos(φ/2) such that
Idis =
e∆
~
sin(φ/2), (B62)
with |φ| < pi19.
1 F. Kuemmeth, S. Ilani, D. C. Ralph, and P. L. McEuen, Na-
ture, 452, 448 (2008).
2 A. Y. Kasumov, R. Deblock, M. Kociak, B. Reulet, H. Bouch-
iat, I. I. Khodos, Y. B. Gorbatov, V. T. Volkov, C. Journet, and
M. Burghard, Science, 284, 1508 (1999).
3 A. F. Morpurgo, J. Kong, C. M. Marcus, and H. Dai, Science,
286, 263 (1999).
4 P. Jarillo-Herrero, J. A. Van Dam, and L. P. Kouwenhoven,
Nature, 439, 953 (2006).
5 J.-P. Cleziou, W. Wersnsdorfer, V. Bouchiat, T. Ondarcuhu,
and M. Monthioux, Nature Nanotech., 1, 53 (2006).
6 For a review, see S. De Franceschi, L. P. Kouwenhoven, C.
Schonenberger and W. Wersndorfer, Nature Nanotech., 5, 703
(2010).
7 W. Liang, M. Bockrath, and H. Park, Phys. Rev. Lett., 88,
126801 (2002).
8 D. Cobden and J. Nyga˚rd, Phys. Rev. Lett., 89, 046803 (2002).
9 P. Jarillo-Herrero, J. Kong, H. S. J. van der Zant, C. Dekker,
L. P. Kouwenhoven, and S. De Franceschi, Nature, 434
(2005).
10 M.-S. Choi, R. Lo´pez, and R. Aguado, Phys. Rev. Lett., 95,
067204 (2005).
11 E. Minot, Y. Yaish, and V. S. . P. L. McEuen, Nature, 428, 536
(2004).
12 P. Jarillo-Herrero, J. Kong, H. S. J. van der Zant, C. Dekker,
L. P. Kouwenhoven, and S. De Franceschi, Phys. Rev. Lett.,
94, 156802 (2005).
13 Various band-structure calculations have been devoted to im-
prove the first calculation in T. Ando, J. Phys. Soc. Jpn. 69,
15
1757 (2000). See e.g. D. Huertas-hernando et al, Phys. Rev. B,
74, 155426 (2006); L. Chico et al, Phys. Rev. B, 79 , 235423
(2009).
14 T. Jespersen, K. Grove-Rasmussen, J. Paaske, K. Muraki,
T. Fujisawa, J. Nyga˚rd, and K. Flensberg, Nature Phys., Ad-
vance online publication, January (2011).
15 B. I. Spivak and S. A. Kivelson, Phys. Rev. B, 43, 3740 (1991).
16 E. Vecino, A. Martin-Rodero, and A. Levy Yeyati, Phys. Rev.
B, 68, 035105 (2003).
17 J.-D. Pillet, C. H. L. Quay, P. Morfin, C. Bena, A. Levy Yeyati,
and P. Joyez, Nature Phys., 6, 965 (2010).
18 T. c. v. Novotny´, A. Rossini, and K. Flensberg, Phys. Rev. B,
72, 224502 (2005).
19 C. W. J. Beenakker and H. van Houten, Phys. Rev. Lett., 66,
3056 (1991).
20 A. Zazunov, A. L. Yeyati, and R. Egger, Phys. Rev. B, 81,
012502 (2010).
21 F. S. Bergeret, P. Virtanen, T. T. Heikkila¨, and J. C. Cuevas,
Phys. Rev. Lett., 105, 117001 (2010).
22 W. Izumida, K. Sato, and R. Saito, J. Phys. Soc. Jpn., 78,
074707 (2009).
23 J. Jeong and H. Lee, Phys. Rev. B, 80, 075409 (2009).
24 D. V. Bulaev, B. Trauzettel, and D. Loss, Phys. Rev. B, 77,
235301 (2008).
25 S. Weiss, E. I. Rashba, F. Kuemmeth, H. O. H. Churchill, and
K. Flensberg, Phys. Rev. B, 82, 165427 (2010).
