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1.は じめ に
今 日のデ ータベ ースの設計 において最 も大 きな影響を与えた のは,数 学概念
の関係でデ ータベ ースを記 述 しよ うとす る関係 データベ ースであ る。1970年,
ぐり
E.F.Coddに よって提案 され て以来今 日に至 る まで,デ ータベ ースの形式的
取扱 いが研究 され続 けてい る。 これ らの研究の中で も最近,関 係 デ ータベ ース
に随伴 する置換群を定義 して,そ の関係 データベ ースが どれだけ の質問に答 え
ゆ
られるかを明確 に しようとい う理論が,∫ ・Paredaensに よって提案 された。.
(1)Codd,E.F."ARelationalMod亀10fDataforLargeSharedData
Banks,"Co〃 吻z.・4C磁13,6,1970.
(2)Paredaens,エ`～OntheExpressivePoweroftheRelationalAlgebra,"
12z∫∂7翅 α廊oπP70c召33歪%g五θ"θ73,7,2,1978。
[90]
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この理論によれば,勝 手に与え られた関係データベースが持っているすべての
情報は これに随伴する置換群で示 される,さ らに相異なる二つの関係データベ
ースのそれぞれの随伴群が一致するなら,二 つの関係データベースのもつ情報
は等 しいことがわかるとい うものである。
データベ ースの設計者に とって,こ ㊧理論は非常に有効である。すなわち,・
まった く別々の異なるデータベースが,同 一の質問が与え られるといつも同一
の回答を示すかどうかを判定する手段を提供する。実は,こ の理論 の有 効 性
は,同 じ情報をもつデータベースの中で最も簡単なデータベースを導び く手が
か りを与えるとい う設計手段を与える点にある。
NHK総 合技術研究所の相沢は随伴群を不変にする関係データベースの変換
を与え,こ れによって関係データベースの正規化の手続は情報を保 存 しなが
{き)
ら,つ ぎつぎと基本的な関係へ分解することだと意味づけた。
本稿は,シ ンボルの置換とい う形式的方法によって与えられるデータベース
の分解がどのような意味を与えるのか,こ の分解が従来のデータベース正規化
とどのように異なるのかを明 らかにするものである。
2.基 本 概 念
関係 デ ータベ ースの基 本的概念を紹介す る。 これは大別 して,デ ータベ ース
の モデルに関す る事 柄 とデータベ ース操作言語に関す る事柄 の二つ ある。
(i)デ ータベ ース ・モデル 幽
関係Rと は,対 象 の クラスC、,C2…,C。 の直積 の有限部分集合:
R⊆C1×C2× … ×Cπ.
Rの 要素 をn組 とよぶ。例1は この様 子を示 してい る。
直観的 には,関 係Rは ファイル,n組 はその レコー ドに対応 してい る。
関係 データベ ース とは関係 の有 限集 合の こととす る。
関係Rの 第jデ ータ域Dノ(R)を 次式 で定義;
(3)相 沢輝昭,"関 係データベースの等価変換",情 報処理投稿中。
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Dノ(R)={γ ノ1(γ ユ,…,γ,,・ ・'・,γ%)∈R}。
ぐり
これはCoddが 定義 したactivedomainと一致 している。
関係Rの データ域D(R)を 次式 で定義:
D(R)=UDゴ(R).
〔例1〕CI』C、
クラス
直『 積
》1×c/
(1κ)(3,㌢)
(3κ)(1,〃)
(2,9「)(2κ)
???
関 係 1瑠(3・ κ)
'=1メ
ある与 え られた デ ータベ ースを{R、,R2,…,Rρ}と すれば,こ れのデ ータ域
'を次式で定義:
D(R1,…,Rρ)=UD(R`),
まさ　ロカ
〔例2〕 例1のRで 考え る。
D豆(R)={1,2,3}
D(R)={1,2,3}U{ρ ρ,ン}
={1,2,3,劣,2ノ} ノ
関係Rの 属性Al,A2,…,A。 とは,関 係Rを 構 成す る クラスC、,C2,
…,C。 を一意に識別 できる ようにつけ られ た役割名 とす る。 例3に これ を示
す。
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〔例3〕
クラス
全社員
青木
伊丹 中川
尾形
給 与
15万
20万
23万
?
?
、 、?? ?、? ?????
???、?? … ?、???? ??〉?
、 ?
??
?
?? ?
、ー?
?????
?
?
? ? ?
?
?
???? 、ー
??
??????
?????」?? ???????????????????
???
???
社員関係をRと すれば,
Ri≡ClxClxC2
のことであるが,第1成 分C、,第2成 分C2の 関係Rで 果 している役割を,社
員属性,課 長属性で表示するのカミ属性,属 性名である。 しか しなが ら,こ れは
Rを 解釈するときにつけ られた都合上の名前であつて,成 分の識別が十分つけ
れる機構があれば,特 に属性を導入する必要はない。データベースの設計を意
味概念の方面か ら行なうならば,こ の属性や役割が主体 となるが,本 稿では主
に形式論を展開するので,概 念的設計論は省略する。
(ii)デ ータベース操作言語
ゆ
データベース操作言語族には大別 して6種 の族がある。
ご　コ
(1)関 係代数型
てうラ
(2)関 係 論 理 型
(4)植 村 俊亮,「『デ ー タベ ース シ ス テ ムの 基礎 』,オ ー ム社,1979.
(5)Codd,E.F."ADataBaseSublanguageFoupdedontheRelational
Calculus,"Proe.1971ACMSIGFIDETWorkshopげACMレ1971.
ノ
●94
じ　コ
(3)写 像型
ご　
(4)要 素操作型
ゆ
(5)例 題型
ゆ
(6)自 然言語型
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これ らの詳細についてぼ各論文にまかせるとして,こ れ らの言語族は情報表現
力においてどれ㌔等価であることが言える。特にCoddが 関係完備の概念を導、
ぐ　　コ
入 して以来,表 現力について注意が十分 されるようになった。
以上を前提 として,関 係代数型の言語をこれか らの議論の基礎 とする。すな
/
わち,関 係代数言語で成立する事柄は,他 の言語に拡張できることを予定 して
いるo
関係代数言語は,Coddが 数学上の関係をデータベースのモデルとして採用
した ときにそれ らの関係を操作する数学上の作用素を基礎に,デ ータベースの
操作言語として体系づけ られたものである。Coddは,集 合演算(す なわち,
union,intersection,difference,cartesionproduct,selection)と,蘭
係演算(す なわち,Projection,join,division)を関係代数言語の演 算 とし
て提 案 した。実は理論的取 扱いを簡単 にす るため,こ れを整理 すれ ば,以 下 の
く　ぽエが
5種 ㊧演 算で足 りることが証 明され てい る。 、'
(1)関 係RとSの 直積R×Sを 次 式で定義:　
R×S={γ ∂ 【 γ∈R,」 ∈S},
(・ ∴ 藁 齢.詞 ・劉 繭
γ4と は γ とd』 を こ の 順 序 で 並 べ 置 い た も の 。
(6)Astrahan,M,M,andChamberlih,DD。"ImplementationofaStructured
EnglishQueryLanguage,"Co〃z〃z,∠tC砿18,10,1975.
'
(7)Lorie,R.A."XRM-AnExtended(N-ary)RelationalMemory,"IBM
CambridgeScientificCenter,G320-2096,1974.
(8)Zloof,M.M."QuerybyExampleノ'ProqAFIPSNCC,44,1975.
(9)Codd,E.F."SevenStepstoRendezvouswiththeCasualUser,"in
7℃274,North.Holland,1974.
⑩ 一"RelationalCompletenessofDataBaseSublanguages,"inCourant
ComputerSiencecSymposius6,Z)α彪Bσ3θSy3彦 θ翅8,Prent三ce.Hall,1972,
ωParedaens,工"Solne・ResultsontheRe1我tionalAlgebra,"MBLER335,
1976.
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(2)関 係RとSの 合併RUSは 通常 の集合和 とす る。
(3)関 係Rの 座標(j、,…,j8)へ の射影'
Rπ(j1,…,j8)を 次式で定義:
Rπ(」 、,…,jg)={(γ ノ、,…γゴ9)1(γ1,… γπ)∈R}.
もち ろん,」 ゴは1≦L≦nを 満たす。 またj、…jgの 中には同 じ添 字が繰返 され る
こともある。
(4)関 係Rの 座標j1,12上 の一致制限 ・
(Rlj1=j2)を 次式 で定義:
(Rlj1=j2)={(γ ・,…,γπ)∈Rlγ ノ、=γゴ2}・
(5)関 係Rの 座標1、,j2上 の不一致制限
(Rlj、 キj2)を 次式で定義:
(R「j・ キj2)={(γ ・・…,γ")∈Riγhキ γノ2}・
これ らの5種 の演算を有限回繰返 してデータベ ースか ら取 出せ る情報は,他
の言語を使 って取出せ る情報 と同等 である ことを前提に検索可能を定義 す る。
すなわち,関 係Sが データベ ース{R、,…,Rρ}か ら検 索 可 能 であ るξ
は,SがR1,…,Rρ に上記 の5種 の演算 を有限回適用 して得 られ ることと定義
す る。 データベ ース{R、,…,Rρ}か ら検索可能であ る関係 め全 体を基本情報
BI(R1,…,Rの と表わす。
3.関 係 の 随 伴 群(Paredaensの 理 論)
簡単 のためP=1の 場 合につい て述 べる。
D(R)上 の対称群を ガ(R)と 書 く。
σ∈ガ(R)がR両 立 とは,次 式 の成立 と同値であ る:、
(V(γ1,…,γ π)∈R)(σ(γ1),…,σ(γ π))∈R.
Rの 随伴群CG(R)を 次式 で定 義:
CG(R)={σ ∈ガ(R)1σ はR両 立}.
Paredaensは,』CG(R)を群 と して把握す ることよ りも,特 殊 な関係一
Rの 随伴群 関係一 と して次 のよ うに と らえた:
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D(R)={d1,d2,…,d々},
CG(R)={σ1,σ2,…,σ,}
　
とすれば,Rの 随伴群関係CG(R)を
嬬 調勢::1溜)
と す る 。
〔例4〕.
恥《iiミ)鵡)《i鞠ノ　
補 題1CG(R)∈BI(R).
　
証 明は 本稿に とって長す ぎるので省略す る。
補 題2R,s、,s2を3つ の関係 と し,　 　 　 　
、・CG(R)⊂CG(S1),CG(R)⊂CG(S2)
と す る 。 こ の と き,　 　
(1)CG(R)⊂CG(S1∪.S2).　 　
(2)CG(R)⊂CG(S1×S2).　 　
(3)CG(R)⊂CG(S1π(j1,…,j8)).　 　
(4)CG(R)⊂CG(slli=j).　 　
(5)CG(R)⊂CG(SIliキj)./
証 明は容易 であ るので省略す る。
～ ～
定理3
～ ～
要な5種 の演算に関する補題2よ り明 らかあ
～
ノ
S∈BI(R)⇔CG(R)⊂CG(S)&D(S)⊂D(R).ノ
証 明:⇒D(S)⊂D(R)は 自明。CG(R)⊂CG(S)はRか らSを 導 くのに必
⇔補題1よ り,CG(R)∈BI(R).そ こで,SをCG(R)か ら導び こ
　
う。 」∈Sと す る。CG(R)の 各要素 は,そ の成分 にD(R)の 要 素をす べて含
む ゐで,D(S)の 要素をすべて含む。 よって,Cδ(R)の 適当な射影T,δ でd
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∈Tdと な るものが存在す る。今,t∈CG(R)の 射 影が6に 等 しい とす ると
　 　 　
Vt'∈CG(R),ヨ σ ∈CG(R),t'=σ(t).と こ ろ がCG(R)⊂CG(S)に
よ り,V6'∈Td,ヨ σ ∈CG(R)⊂CG(R),14'∈ σ(6)よ っ て,S』U
おどお
d⊂UT」 ⊂Sと な るか ら,S=UTdが 成立す る。 すなわち,S∈BI(R)おをヨ おピぶ
であ る。 .ノ
〔例5〕 例4を 参照
・・一(bCd
e)・ ・一(1)・ する・,,
CG(S1)は{b,c,d,e}上の対称群,
CG(S2)は{b,c,d}上の対称群 とな り,
　 　
CG(R1)⊂CG(S1)ゆ え にS1∈BI(R1).・
一 方 ,
　 　
(a,c,b,c,d)∈CG(R、)-CG(S2)ゆえにS2奄BI(R、).す な
おち,S、 はR、 か ら検索 され るが,S2はR、 か ら検索 できない ことがわか る。
この結果は,R1,S1,S2を ながめただけでは 自明ではないσ ノ
ParedaenSは 定理3の 系 を提 出 した が,わ れわれは,こ の系をPを 一般に
拡張 して定理 と して示す。証 明は容易 であるので省略 する。
定 理(Paredaens)2つ の デ ー タ ベ ー ス{R・ ・…,Rρ},{S・,…,S・}に 対 し て,　 　
BI(R1,…,Rρ)=BI(S1,…,Sσ)⇔CG(Rb…,Rρ)=CG(Sエ,…,Sの
&D(R1,…,Rρ)ζD(S1,…,Sの.
1
　
こ こ に 使 わ れ て い る 記 号CG(R、,…,Rρ)は,
デ ー タベ ー ス{R、,…,Rρ}の 随 伴 群 の 関 係 で あ っ て,こ れ は 次 式 で 定 義 さ れ
るo
CG(R、,…,Rの={ρ ∈ ガ(R、,…,Rρ)1σ はRf両 立,1∠i乙P}.
明 らか にCG(R1,…,Rρ)=∩CG(R∂,
げコちク
特 に ガ(艮1,…,Rρ)は,-D(R1,…,Rの 上 の 対 称 群 で あ る 。
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このParedaensの 定理は,「 データベースの随伴群が等 しいなら,二 りのデ
ータベースの基本情報は等 しい」 とい う重要な知見をも五 らしてくれる。実際
基本情報が等 レいかどうかを判定するアルゴリズムは,5種 類の関係代数演算
を有限回適用 して得 られる関係の全体だとい う基本情報の定義か らは得 られな
いものである。
・以上がParedaensの 理論の骨子である。
4.関 係 デ ー タベ ー スの設計
(i)デ ータ独立の概念 と意味
関係データベ ースの原点を一担振返 っズみ よう。まずCoddの 提案以前の歴
ご　
史的な二つの提案を紹介 してお く。第1は,CODASYLに ょる情報代 数 であ
る。 これは非手続的で抽象化されたデータ処理方式の提案であったが,Codd
し　カ
の提 案 まで無視 され続けた。第2は,Bachlnanによるデ ータベ ース構築技法
を採用 したIPSの 出現であ る。 この方 法はデ ータベ ースの基本技法 として今
日に至 るまで,デ ータの論理 的構造 を物理 的装 置上に記憶 させ るために使 われ
てきている。前者 は利用者 の使用 する言 語 としての方向を,後 者はデ ータの蓄
積 モデル としての方向を示 してい る。一 方が無視 され,他 方が主流 とな る状 態
がCoddの 関係 データベ ースの提案で終止 した ことは,Cod4の 提案す るモ
デルがいかに強 力であ った かを示 している。 この強 力な説得 力は彼が提 案 した
「データ独立」 の概念 にある。 それ は,結 局 の ところ 「プ ログラム とデータベ
ースとの中間 に標 準的な機構 を設け て両者 を隔離 す ること」であ る。それが意
味す るところは,「 各企業体において一旦開発 された数百,数 千個 ものプ ログ
ラムが,デ ータベ ースの性能 向上のために,あ るいは企業体 の環境変化 のた め
にデ ータの間にあ る現 実の関係が変化 し蓄積 しているデ ータが事実 を伝 えな く
な るために発 生す うデータベ ースの修正 ・改善 に よって,実 動 しな くなる とい
⑫CODASYL,"AnInformationAlgebraPhaselReport-Language
StructureGroupoftheCODASYLDevelopmentCommittee,"Co勉鋭.
ノ1C磁5,4,1962.
㈱Bachman,C.W.andWilliams,S.B."AGeneralPurposeProgramming
SystemforRandamAccessMemories,"Proc.AFIPSFJCC,26,1964.
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う事態を最小限に防止する」 ことにある。
(ii)デ ータベ ースの正規化
データベ ースの正規化は,単 にそこからデータを検索するだけのことな ら重
要でない。 しか し,デ ータベースヘデータを追加すること,す でに蓄積された
データを更新す ること,削 除することのように,記 憶の状態を変えようとする
,と き,重 大な問題が発生する。その典型例でこの問題を解説 してお こう。
〔例6〕 部 品 受 注 関 係 表
部品番号 部 品 名 会 社 名 除 社住酬 受 注 量
?? ?? ????
????
??
?? ?? ???????
300
400
200
200
追加 この会社は新しく山陽会社 と受注契約をしたが,ま だどの部品を受注
す るかは決っていない。だか ら,こ の山陽会社が得意先になったことをこのデ
ータベ ースに記録できない。
更紅 松下会社は住所を福岡か ら大阪へ移 したので,デ ータベースの記録を
変える必要が生 じた。そこで第1行 目のレコー ドの福岡を大阪に したがそれだ
けで済むであろうか?第3行 目のレコー ドも更新する必要がある。この場合こ
のデータベースを全部調べる必要が出てくるが,実 際の企業で使われている数
千,数 万のレコー ドを調べ上げることは経済的でない。さらに更新が必要な全
レコー ドを書きなおすまでには時間がかかるが,そ の間(松 下,福 岡)と(松
下,大 阪)の 二つの記述が存在することにな り,記 録に矛盾が生じる。
削除 この会社は電池を取扱わな くなったので,第2行 の電池に関するレコ
ー ドを削除 しよう'とした。 ところが,こ れを削除すると(東 芝,東 京)と い う
会社 と住所の情報も消えて しまう。この情報の削除に より,東 芝は得意先会社
でな くなることになり,不 都合である。 この事態は異なる二つの情報が並記さ
れていることに原因があると考え られ よう。 ノ
以上の例によって,デ ータベ ースの設計が現実の必要性を満た していないこ
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とがわか る。そこで,以 上のような不都合が生きない ように設計すれば,例7
のようになる。
〔例7〕
部品関係表,会 社関係表 受注関係表
部品翻 睡 品名
ー???
電 球
電 池
ソケット
会社矧 会雛 所
???? ?????
部品翻 会社名1難 量
?? ????????
300
200
4GO
200
ノ
〔例8〕 例7に 例6の 追加,更 新,削 除を行った結果を示す。
部品関係表 会社関係表 受注関係表
部品番号 部 品 名
??
電 球1
ソ ケ ッ ト
会 社 名1会 社住所
?????????????
1謡精番号 会社名 受注量
?? ????? 300
200
400
200
例6の 不都合と比較 して,追 加,更 新,削 除を例7で 試みてみれば,こ のデ
ータベースの設計の利点が十分理解される。/
実は,例7,8はCoddが 第3正 規形と定義 したもので,正 規形の最終段階
の関係である。 との三つの関係をつなげば例6の 関係を作 り出すことができる
ので,例7は 例6の 関係 よりもより基本的な情報単位に分解 された関係である
じの じユの く　ラ
と言 え よ う。 詳 細 はCoddな ど の 文 献 を 参 照 す る こ と に し て,以 上 の 分 解 は 射
影 演 算 で 行 な い,以 上 の 結 合 は 直 積 と一 致 制 限 演 算 の 組 合 せ,す な わ ち 結 合 演
算 で 行 な う。 正 規 化 の 手 続 も,正 規 化 さ れ た 関 係 か ら も と の 情 報 を 復 元 す る 手
⑭Codd,E.F."FurtherNoτmalizationoftheDataBaseRelationalMode1,"
inCourantComputerScienceSymposium6,1)α'αBαεθSy3'θ 彫ε,Prentice・
Hall,1972.
㈹Date,C.エ"∠ 肋1窺70吻 σ'ゴoπ'o、D厩 ¢うα5θSy3'疏3,"Addison.Wesley,
1975,0r,2耳d・ed.1977.
〔例9〕
置換群論考察によって関係データベースの
情報を分解することの意味
関 係R。
社 則 職樹 勤魏
????????
??
???【???
/射 影 ＼ 関係R、
10ヱ
関係R、
社 員 職 種
フ ジ 三太郎
ジ ョー ジさだお
営 業
営 業
職 種 勤務地
営 業
営 業
東 京
大 阪
＼ 輪/
社 員 職 種 勤務地
フ ジ 三太郎 営 業 東 京
フ ジ 三太郎 営 業 大 阪
ジ ョー ジ さ だ お 営i業 東 京
ジ ョー ジ さ だ お 営 業 大 阪
、
続 も関係 代数言語の演算で行われ ることは システム として首尾一貫 した点は評
価 でき る。 ところが これ らの演算は データの意味をい っさい考慮 しない形式的
な操 作をす るので例9の よ うに無意味な演算結果を もた らす ことが ある。
R1=Roπ(社 員,職 種)
R2=Roπ 、(職 種,勤 務地)
R=R1(職 種=職 種)R2
この例はRがR。 に一致す る と期待 され るので あるが,裏 切 られ る例で,結 合 の
ゆ
わなと呼ばれている。
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ぐ　
例9はFaginの 第4正 規形を考慮すれぽ防 く・ことができる。現在 までのデ
ータベ ースの研究では第4正 規形を最終結果 としているが,本 稿では正規化の
理論を述べるのは 目的 としていないので割愛する。 しか し,正 規化に よって情
報が整理され,直 観的に納得のいく情報単位に関係が分解されるこ とが わ か
るo
5.デ ー タベ ー スの 等価 変換(相 沢 の拡 張)
随伴群を不変に保つ関係データベースに対する演算ない しは操作を等価変換
とよぼ う。
直積を取った り,逆 にそれを成分に分解 したりしても本質的情報が損われな
いことは直観的にも理解できる。 これを命題1と ナ る。n項 関係Rに おいて2
つの項が全 く重複 している場合その重複を落 しても情報は変 らないだろう。 こ
れを命題2と する。群論では軌道分割とい う概念があるが,こ れを適用 してタ
テ長の表をい くつか ヨコ方向に分断 してそれぞれを関係 と＼しても情報はもとも
とあったものである。これを命題3と する。特に命題3は 従来データベース技
術では考え られなかった新 しい結果である。Coddの 正規化の方法の基本操作
は,射 影による関係の分割であって,そ の分割に よっても情報は不変である。
これを命題4と する。
び
命 題1〔3}2つ の 関 係R1,R,に 対 して,
CG(Ri×R2)写CG(R1,R2)./
証 明:σ ∈CG(R、 ×R2)
⇔(V(γ1,γ2)∈R1×R2)(σ(γ1),σ(γ2))∈R1×R2
⇔(Vγ ゴ∈R,)σ(γ`)∈R歪 疹=1,2
⇔ σ ∈CG(Rゴ)¢=1,2
⇔ σ ∈CG(R1,R2)1〆
、命 題213〕n項 関 係Rに 対 して,
⑱Fagin,R"MultivaluedDependenciesandaNewNormalFormfor
RelationalDatabaseDesign,"ノICMTO1)S,2,3,1977.
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情 報 を 分解 す る こ との意 味
Rノ={(γ1,…,γ ノー 1,γゴ+1,…,γ π)1(γb…,γ 物)∈R}
と お く。 も しCG(Rり ⊂CG(R)な らば,・ す な わ ちRノ 両 立 な 置 換 が 同 時 にR
両立 であるな らば,
CG(Rゴ)=CG(R).
証 明:補 題2の(3)に よ り,CG(R)⊂CG(Rゴ)。
ノ
ところが,命 題 の条件はCG(R)⊂CG(R')を意味 してい るo/
命 題3`31関 係RのCG(R)に よる軌道分 割を
R=RIU…UR彫
とすれ ば,CG(R)=CG(R、,…,皐 の 。
証 明:σ ∈CG(R)⇔(Vγ ∈R)σ(γ)∈R
⇔(VづVγ ぎ∈R6)σ(γ5)∈R歪
⇔(Vの σ∈CG(Rゴ)
⇔ σ∈CG(R1,…,R彿)
ノ
/
再度,軌 道分 割を補足 してお こ う。Rの 要素 アは σ。∈CG(R)に よって,
Rの どれか の要素γ。に移 され るだ ろ う。 さ らにγ。は σβ∈CG(R)に よって γβ。
へ と移 され るだろ う。 以下続 けてい くと;再 び γへ もどって くる。 この ような
移 り合 える仲間 をひ とまとめにす ることに よってRを 分類 した ものを,Rの 軌
道 とい う。
命 題4`3,関 係Rをn項 関係 とす る。添字 の被覆=
{1,2,…,n}=IUJI∩J=Kキ 獄
を考 え,
R1=Rπ(1), 、
R2=Rπ(J)
とお く。 この とき次の関係が成 立す る』
CG(R)=CG(R1,R2)ノ
証 明:一 般 性を失 うこ とな く,1={1,…,n1},J={n2,…,n},1くn2∠n、
とす る。補題2の(3)に よ り,CG(R)⊂CG(R1),CG(R)⊂CG(R2).よ
一 理■國辱
ヱ04 商 学 討 究 第30巻 第'4号
っ て,CG(R)⊂CG(R1,R2)。 逆 に σ ∈CG(R1,R2)と す る と,Vγ=
(γ、,…,γ。)∈Rに 対 して,γ'=(γ 、,…,γ。),7"=(γ π,…,γ 。)と お け ば
ユ 　
γ'∈良、,γ"∈R2.よ って σ(γ')∈R1,σ(γ")∈R2。 しか も σ(〆)と σ(γ")
の添 字がKの 要素 の成分 は一致 してい る。 これは σ(γ)∈Rを 意味す る。 す な
わちCG(R)⊂CG(R1,R2)。
この命題 に よってCoddの 正 規化 は等価変換 であることがわか る。
〔例10〕 例4のR、 を考え る。、
。G(R1)響3CG((翻),(器言)),
響2CG((謝 ,儒)),〆
唖題1CG((・),(塞),(言)).
悔 ・ベー 礁)
・デ・タベース{(・),㈹(茸)}
ノ
ノ
ロ
とは同じ基本情報であるので,取 出せる
情報は同じであることがわかる。 ノ
ヨ
例10の 結論を考察 しよう。直観的には単純なものの方が理解 しやすい。だか
ら分解された関係の集合の方が,そ のデータベ ースが持つ情報を理解できる。
従 ・て,R・ のもつ龍 を{(・)胤(霧)}・ 劾 すのは可能であ… の情
報表現が一意的かどうかはまだ検討は していないが,一 意的でないようだ。
ゆ
相沢は も うひ とつ興味あ る結果 を提 出 してい る。 これを例11に 示そ う。
〔例11〕{a,b,c}上 の関係 として次 の二つを考 える:
B1一儲),・1-(iil)
これ らを(1,2)項,(2,3)章に射影す る と,い ずれか らも
置換群論考察によって関係データベースの
情報を分解することの意味
T・ 一(acCC),T・ 一(:号)
が得 られる。二つの関係の結合を*で 表わすと,B2土T、*T2で あ る が,
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B、キT、*T2で あ る。 よって結合のわなを避 け るようにす るとい うのがCodd
流 の正規化理論 であ るので,
分解:B2→{T1,T2}は 許 され るが,
分解:B、 →{T、,T2}は 許 され ない。
しか るに,B、 とB2と は多少 ゐ考察に よっ℃本質 的には同 じ情報を もつ よう
に見え る。
事実,CG(B1)=CG((a),(b),(c)),
CG(B2)=CG((a),(b),(c)),
CG(Tl,T2)乱CG((a),(b),(c))
である。 これは直観 とよ く合 う結果が得 られ る。
以上,二 り の結果 を考慮すれば,一 般には
R-R、*R,多CG(R)-CG(R、,R,)
で あるが,分 解 の条件 はCodd流 よりもゆ るめて,CG(R)=CG(R、,R2)
の方が望 ま しい とい える。 一 ノ
6.考 察 と結 論
Codd流 の正規化理論のもくろみは,実 世界での情報の発生,変 更,消 失を
忠実に反映するような基本的な情報単位に細分すれば安定したデータベ ースを
設計できること,さ らにこれ ら基本情報へ単位化 された情報を関連づけるのに
各情報単位につけ られた主キーを利用できることであった。例7.で は,基 本情
報単位ば次の3つ である:
部品関係表(主 キーは部品番号),' .∵
会社関係表(主 キーは会社名),
受注関係表(主 キーは部品番号 と会社名)。
ここで,受 注関係の主キーは受注番号ではないことに着 目することが肝要であ
'
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る。受注番号を導入することは可能だが,そ れでは部品関係表,会 社関係表 と
の関連をつけ られな くなる。主キーの成分として他の関係の主キーが参照され
る構造こそ,利 用者が関連する情報への接近の際に手がか りを与えるものだか
ら,こ の構造は明示されなければな らない。
さて,Paredaensは 一方の 情報が他方の情報か ら導出できるかどうかを判
定する方法を与えた。 しかし,こ の方法は導出を証明できはするが,主 キー概
念を使わないので導出の具体的アルゴリズムを与えるものではない。この点は
相沢の拡張でも同様である。随伴群の理論は情報の基本単位の考え方に大きく
貢献 した点は本文 §3,§5で 示されたように十分な評価ができる。 しか しな
が ら,デ ータベース構築の技術としては情報の構造化の観点が欠けている点で
総合的な手法とはなっていないことは残念なところである。
今後,主 キーと随伴群の関係についての考察,随 伴群が単位元だけのときと
対称群となるときとの比較検討がされよう。現在のところ,群 の構造か らの考
察は模索の段階にあ り,あ まり有意義な結果は導びけそ うもない。
