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Комбинаторная оценка мощности множества, содержащего кратчайший
вектор, образованного базисом решетки
приведенной блочным методом Коркина—Золотарева
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Усатюк В.С., L@Lcrypto.com
В работе получены комбинаторные оценка мощности множества,
содержащего кратчайший вектор, образованного базисом решетки при-
веденной блочным методом Коркина—Золотарева. Показано влияние плот-
ности решеток на рост мощности этого множества. Получены верх-
ние и нижние оценки мощности множеств, содержащих кратчайший
вектор, образованных базисами экстремальных решеток, а так же ре-
шеток Гольштейна—Майера приведенных блочным методом Коркина—
Золотарева.
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Bounds on the cardinality containing shortest vectors in a lattice reduced
by block Korkin—Zolotarev method
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This article present a concise estimate of bound on the cardinality containing
shortest vector in a lattice reduced by block Korkin—Zolotarev method (BKZ)
for different value of the block size. Paper show how density affect to this
cardinality, in form of the ratio of shortest vector size and successive minimal.
Moreover we give upper estimate of cardinality for extremal(global critical)
and Goldstein—Mayer lattices.
Keywords: cardinality estimate, shortest vector problem, SVP, block Korkin—
Zolotarev, BKZ, HKZ, extremal and Goldshtein—Mayer lattices.
Введение
В работе [1], Коркиным и Золотаревым был предложен метод при-
ведения положительной квадратичной формы (ПКФ) от m-переменных.
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На основе перехода от ПКФ к точечным решеткам и «ослабления» ме-
тода, был построен первый полиномиальный по временной сложности
алгоритм приведения базиса решеток, известный как LLL—алгоритм. В
работе [2] был использован оригинальный метод Коркина-Золотарева, на
основе перехода от ПКФ к точечным решеткам, был получен метод при-
ведения решеток по Коркину—Золотареву. В работе [3] был предложен
метод приведения базиса, получивший название—блочный метод Корки-
на—Золотарева(BKZ, Block Korkin—Zolotarev method), в зависимости от
вариации параметров (δ, β), образующий иерархию методов приведения
решеток от LLL—алгоритма (β = 2) до приведения по Коркину—Золо-
тареву (блока состоящего из всех векторов базиса решетки, β = m).
Основные понятия и обозначения
Определение 1. Решетка - дискретная абелева подгруппа, заданная
в пространстве Rn.
Пусть базис B = {b1, ..., bn} задан линейно-независимыми векторами
в Rm. Тогда под решеткой будем понимать множество целочисленных
линейных комбинаций этих векторов:
L(b1, ..., bn) = {
n∑
i=1
xibi : (x1, ..., xn) ∈ Zn},
где m и n, размерность и ранг решетки соответственно, m ≥ n.
Определение 2. Решетки, у которых размерность и ранг равны,
называются полными решетками.
Определение 3. Решетки L1, L2, заданные базисами B = {b¯1, ..., b¯n},
B′ = {b¯′1, ..., b¯′n}, конгруэнтны, L1(B) ∼= L2(B′), если объемы фундамен-
тальных параллелепипедов, образованных их базисами, равны det(L1) =
det(L2), где detL =
∣∣∣√det(BTB)∣∣∣ или detL = |detB| для полноразмер-
ных решеток.
Множество конгруэнтных решеток может быть получено в результате
умножения базиса B решетки на целочисленные унимодулярные матри-
цы.
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Рисунок 1. – Конгруэнтные решетки L1(B1) = L2(B2), заданные
базисами B1 = {(1, 1), (4, 0)} и B2 = {(8, 4), (9, 5)}.
Определение 4. Пусть L решетка ранга n. i-м соответствующим мини-
мумом, где i = 1, 2, ..., n, называется точная нижняя граница радиусов
замкнутых шаров с центром в нуле, содержащих i−линейнонезависимых
векторов решетки L:
λi(L) = inf{r| dim(span(L
⋂
B(0, r))) ≥ i},
где B(0, r) = {x ∈ Rm| ‖x‖ ≤ r} - замкнутый шар, радиуса r с центром в
нуле.
Рисунок 2. – Соответствующие минимумы решетки L1(B1).
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Длине кратчайшего вектора в решетке L соответствует λ1(L), что
приводит нас непосредственно к формулировке задачи поиска кратчай-
шего и короткого векторов в решетке.
Определение 5. Задача поиска короткого вектора (γ-short vector
problem, SVPγ(m)): Пусть дана m-мерная решетка L(B), ранга n и ве-
щественное γ > 1. Найти нетривиальный вектор в γ-раз больший крат-
чайшего вектора в решетке b¯ ∈ L : ∥∥b¯∥∥ ≤ γ · λ1(L).
При γ = 1, решается задача поиска кратчайшего вектора в решетке,
при γ > 1—короткого вектора.













Применяя 1 теорему о соответствующих минимумах Минковского с
одной стороны и лемму о норме кратчайшего вектора в решетки, ис-
пользуемую в дальнейшем при доказательстве теоремы 1 получим со-





∥∥b⊥i ∥∥ ≤ λ1(L) ≤ √γm det(L) 1m ,
где b⊥i — ортогональный вектор, полученный из базиса одним из QR-
методов ортогонализации [4].
Определение 7. Задача поиска короткого базиса решетки (γ-short
basis problem, SBPγ(m)): Пусть дан базис полной решетки B и веществен-




γ ·∏mi=1 ∥∥b⊥i ∥∥.
При γ = 1, полученный базис достигает нижней границы неравенства
Адамара и является ортогональным:
m∏
i=1




Определение 8. Базис B = {b1, b2, . . . , bm} решётки L ⊂ Rm при-
ведён по длине, если в результате ортогонализации решетки методом
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Грамма-Шмидта выполняется следующее неравенство:
|µi,j| ≤ 1
2
, 1 ≤ j < i ≤ m,
где µi,j- коэффициенты Грамма-Шмидта.
Определение 9. Упорядоченный по длине базис B = {b1, b2, . . . , bm}
решётки L ⊂ Rm приведён блочным методом Коркина—Золотарева с





базис B приведён по длине;
δ2 · ∥∥b⊥i ∥∥2 ≤ λ21(Li), i = 1, . . . , m, где λ1(Li)-длина кратчайшего векто-
ра в решётке Li, образованной ортогональным дополнением векторного
пространства с базисом bi, . . . , bmin(i+β−1,m).
Определение 10. Базис решетки приведен по Ленстра—Ленстра—
Ловасу (LLL–алгоритмом), если он приведен блочным методом Коркина-





Отметим, что в классической работе [8], δ2 = 3
4
. На практике можно
взять δ2 = 1, однако LLL— алгоритм приведения базиса перестает быть
полиномиальным по временной сложности.
Определение 11. Семейство ℓ = {C1, C2, . . .} компактных множеств





и никакие два из множеств Ci не имеют общей внутренней точки.
Определение 12. Если упаковка ℓ в Rn состоит из копий некоторого
измеримого множества C ⊂ Rn, расположенных в каждой точке решетки
L, то есть ℓ = {C + a|a ∈ L}, то ℓ(а также множество Ω) называется
решетчатой упаковкой.
Определение 13. Под плотностью решетки L понимают величину
равную отношению объема шара радиуса равного половине кратчайшего
вектора решетки к объему этой решетки:
∆(L) = (detL)−1 · Vm(λ1(L)
2
).
Минковский в своей неопубликованной работе 1905 г., неконструктив-
но доказал, что существуют решетки с плотностью ∆(L) ≥ 2−m+1. В
теореме Минковского—Главки результат был уточнен ∆(L) ≥ ζ(m)
2m−1
, где
ζ(m)- дзета-функция Римана, при m → ∞ стремящейся к единице [5].
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)|∀L : dim(L) = m
}
.
Иными словами плотнейшей (наиплотнейшей) решетчатой упаковке
соответствует, такое размещение шаров с центрами в точках решетки, ко-
торое позволяет покрыть наибольшую часть фундаментального паррал-
лелепипеда образованного этой решеткой, среди всевозможных решеток
которые могут быть построенны в данной размерности, (рис.3).
Эта задача является одной из классических задач комбинаторной гео-
метрии.
Рисунок 3. – Решетчатая упаковка шаров в гексагональной решетке










m называется глобально критической или экстремальной [5,6].
Заметим, что константа Эрмита достигает верхней границы теоремы
Минковского о соответсвующих минимума.





γmm det(L) легко убедиться, что все соответствующие
минимумы экстремальной решетки равны друг другу λ1 = λ2 = ... = λm
и ее упаковка шарами радиуса 1
2
λ1 является плотнейшей. В таблице 1




Параметры наиплотнейших решетчатых упаковок
Размерность
решетки, m
2 3 4 5 6 7 8 24
Плотность ре-
шетки, ∆(L)















Определение 16. Целочисленная решетка L(B), чья базисная мат-




n x1 · · · xm−1 xm






0 0 · · · 1 0
0 0 · · · 0 1

 ,
где n−простое число, xi выбрано из равномерного распределения задан-
ного на отрезке [0, n−1], называется решеткой Гольштейна—Майера, [7].
Решетки Гольдштейна—Майера позволяют строить случайные цело-
численные решетки c плотностью «близкой» к экстремальным решеткам
[8] и обладают следующим свойством:





















Оценим мощность пространства перебора для решения задачи поис-
ка кратчайшего вектора решетки, заданного базисом, предварительно
приведенным BKZ—методом.
Теорема 1. Пусть b1, b2, ..., bm- базис полной решетки L ⊆ Rm, кото-
рый приведен BKZ—методом с размером блока β и δ = 1, λi− i-й соот-
ветствующий минимум решетки, γβ- константа Эрмита, [·]-целая часть
числа. Нижняя оценка мощности множества содержащего кратчайший















Доказательство. Рассмотрим случай полной решетки. Возьмем про-
извольный вектор x ∈ L, по определению решетки он представим в виде
x =
∑m
i=1 yibi, yi ∈ Z.
Пусть j ≤ m- наибольшее такое, что yj 6= 0. Тогда рассмотрим модуль
скалярного произведения
∑m
i=1 yibi на b
⊥
j , где b
⊥
j -ортогональный вектор
полученный в результате применения QR-разложения, например мето-
дом ортогонализации Грама—Шмидта.
Поскольку скалярное произведение ортогональных векторов будут




















〉∣∣∣∣∣ = |yj| 〈b⊥j , b⊥j 〉 = |yj|
∥∥b⊥j ∥∥2 .(1)













∥∥∥∥∥ · ∥∥b⊥j ∥∥ .(2)







∣∣∣|yj|∥∥b⊥j ∥∥2∣∣∣∥∥b⊥j ∥∥ ≥ |yj|
∥∥b⊥j ∥∥ .
Последнее неравенство устанавливает нижнюю оценку длины крат-
чайшего вектора в решетке ‖x‖ ≥ |yj|
∥∥b⊥j ∥∥ , yj ∈ Z\{0}.







































∥∥∥∥∥ · ∥∥b⊥j−1∥∥ .(4)



























〈b⊥j ,b⊥j 〉 =
〈bi,b⊥j 〉
‖b⊥j ‖2 , 1 ≤ j < i ≤ m -коэффициенты Грама-
Шмидта.
Тогда |yj−1| ∈ Z принимает целые значения на отрезке:
m∑
i=j





Таким образом, в худшем случае, когда
∑m
i=j yiµi,j − ‖x‖‖b⊥j−1‖ ≥ 0, yj−1
принимает ‖x‖‖b⊥j−1‖ целых значений от точки центра с координатами
∑m
i=j yiµi,j.









жение которого на векторы базиса решетки L, даст нам всевозможные
векторы, принадлежащие этой решеткe, x =
∑m
i=1 yibi, yi ∈ Z. Рассмат-

































Так как базис фиксирован B = {b1, b2, ..., bm}, то число возможных
вариантов значений принимаемых векторами решетки x =
∑m
i=1 yibi, yi ∈









В базисе приведенном BKZ-методом первый вектор кратчайший в



















В работе [9] доказано, что в результате применения блочного метода
Коркина-Золотарева для решетки L ∈ Rn ранга m, с размером блока
β, будет получен базис, B = {b1, b2, ..., bm} для которого выполняются
следующие неравенства (i = 1, ..., m):
∥∥b⊥i ∥∥2 ≤ γ2m−iβ−1β · λi(L)2.(8)














Теорема 2. Пусть b1, b2, ..., bm- базис полной экстремальной решет-
ки или решетки Гольштейна-Майера L ⊆ Rm, который приведен BKZ-
методом с размером блока β и δ = 1, γβ- константа Эрмита, [·]-округление
до целого значения. Нижняя оценка мощности множества содержащего













Доказательство. Из теоремы 1 следует, что мощность простран-
ства перебора для нахождения кратчайшего вектора, уменьшается при
λ1(L) < λj(L), так как, в этом случае
λ1(L)
λj(L)
< 1. Для экстремальных
решеток, а так же «близких» к ним, решеток сложных по Гольштейну-
Майеру, выполняется λ1(L)
λj(L)
= 1 и λ1(L)
λj(L)













Теорема 3. Пусть b1, b2, ..., bm- базис полной решетки L ⊆ Rm, кото-
рый приведен BKZ—методом с размером блока β и δ = 1, λi− i-й соот-
ветствующий минимум решетки, γβ- константа Эрмита, [·]-целая часть
числа. Верхняя оценка мощности множества содержащего кратчайший














Доказательство. Выполняется по аналогии с доказательством тео-


















‖b⊥i ‖2 . В работе [9] доказано, что в результате при-
менения блочного метода Коркина-Золотарева для решетки L ∈ Rn ран-
га m, с размером блока β, будет получен базис, B = {b1, b2, ..., bm} для
которого выполняются следующие неравенства (i = 1, ..., m):




∥∥b⊥i ∥∥2 λ−21 ≥ γ−2 i−1β−1β .(10)
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Поделив неравенства (9) и (10) и подставив результат в выражение
(6) получим искомую оценку.
Теорема 4. Пусть b1, b2, ..., bm- базис полной экстремальной решет-
ки или решетки Гольштейна-Майера L ⊆ Rm, который приведен BKZ-
методом с размером блока β и δ = 1, γβ- константа Эрмита, [·]-округление
до целого значения. Верхяя оценка мощности множества содержащего











Доказательство. Выполняется по аналогии с доказательством тео-
ремы 2.
Приложение полученных результатов
Продемонстрируем преимущество полученной оценки. При размере
блока β = 2, BKZ—метод переходит в LLL— алгоритм(Ленстра—Лен-
стра—Ловаса), при δ = 1. Однако, в этом случае LLL— алгоритм не все-
гда выполняется за полиномиальное время, а значит, утрачивает свое ос-
новное преимущество. Рассмотрим классический вариант LLL-алгоритма,
в котором δ = 3
4
[10]. Для него выполняется: b1 = b
⊥
1 , ‖b1‖ ≤
√
2
i−1 ∥∥b⊥i ∥∥ , i =










3·∏mi=2 (1 + 2 · [√2i−1]), что лучше (2·2m(m−1)4 +1)m, оценки приведенной
в работе (см. [11], c. 370-371).
При β = m, BKZ-метод переходит в приведение базиса по Коркину-
Золотареву, [2]. Из доказательства теоремы 1 и оценок
∥∥b⊥i ∥∥ ≥ λ1(L) ·
i−(1+log i) (см. [2]), ‖b1‖ ≤ γm · λ1(L) (см. [9]), получим верхнюю оценку






γm · j1+log j
])
.
Оценки получили экспериментальное подтверждение на международ-
ных конкурсах алгоритмов поиска кратчайшего вектора на решетках
Гольдштейна-Майера [12] и решетках построенных на идеале кругового
многочлена [13] с использование разработанного авторами программного
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комплекса для решения задач приведения базиса и поиска кратчайшего
вектора в решетке [14, 15].
Заключение
Доказанная обобщенная оценка демонстрирует влияние плотности
решетки на рост мощности пространства перебора при решении зада-
чи поиска кратчайшего вектора в случае предварительного приведения
ее базиса блочным методом Коркина-Золотарева. Может применяться
для случайных решеток, если удается вычислить отношения ее соответ-
ствующих минимумов.
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