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Abstract
Two existence results for a class of obstacle problems are obtained by using a result developed in
this paper.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be an (in general unbounded) domain in RN with smooth boundary, 1 <p <N ,
D1,p0 (Ω) the completion of C∞0 (Ω) with respect to the norm
‖u‖ =
{∫
Ω
|∇u|p
}1/p
.
Recall that if Ω is bounded, then D1,p0 (Ω) = W 1,p0 (Ω) is the usual Sobolev space.
Assume that 0 ψ ∈ C(Ω¯), denote by X and K the Sobolev space D1,p0 (Ω) and the
closed convex set {u ∈ X: u(x)ψ(x) a.e. in Ω}, respectively. The purpose of this paper
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238 Y. Zhou, Y. Huang / J. Math. Anal. Appl. 295 (2004) 237–246is to study the existence of solution for the following obstacle problem (with respect to the
obstacle ψ): find u ∈ K such that∫
Ω
|∇u|p−2∇u · ∇(v − u) dx 
∫
Ω
g(x,u)(v − u) dx −
∫
Ω
f (x,u)(v − u) dx
+
∫
Ω
h(x)(v − u) dx, ∀v ∈ K, (1)
where we assume that
(g1) there exists L> 0 such that ∀x ∈ Ω , |t| >L,∣∣g(x, t)∣∣ γ (x)a(x)|t|p−1
with 0 < γ (x) ∈ L∞(Ω) and 0 < a(x) ∈ L∞(Ω) ∩ L1(Ω), h ∈ L(p∗)′(Ω), where
p∗ := Np/(N − p) is the critical Sobolev exponent, (p∗)′ := p∗/(p∗ − 1), and f
satisfies some conditions to be specified.
When Ω is bounded, the existence, regularity and global bifurcation of solutions for ob-
stacle problems involving an elliptic operator like (1) were studied by using the topological
degree method, the subsolution–supersolution method, the implicit function theorem, the
mountain pass theorem and the Ekeland variational principle, see, for example, [5,7–11,13]
and references therein. In [12], the authors discussed the existence of solutions for obsta-
cle problems like (1) when Ω is unbounded. In this paper, we shall study solvability of
obstacle problems involving resonance.
It is clear that if we define operators J,G,F :X → X∗ and H ∈ X∗ as〈
J (u), v
〉 := ∫
Ω
|∇u|p−2∇u · ∇v dx,
〈
G(u), v
〉 := ∫
Ω
g(x,u)v dx,
〈
F(u), v
〉 := ∫
Ω
f (x,u)v dx,
〈H,v〉 :=
∫
Ω
h(x)v dx, ∀u,v ∈ X, (2)
and denote T = J − G + F − H , then problem (1) can be rewritten as the following
problem:
find u ∈ K such that 〈T (u), v − u〉 0, ∀v ∈ K. (3)
Let λ1 := inf{
∫
Ω
|∇u|p: ∫
Ω
a(x)|u|p dx = 1, u ∈ X}. It was shown in [6] that λ1 is the
least eigenvalue of the following equation:
−∆pu = λa(x)|u|p−2u, u ∈ X,
where ∆pu := div(|∇u|p−2∇u) is the p-Laplacian. Moreover,λ1 is positive, simple and λ1
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a corresponding eigenfunction ϕ which can be chosen so that ϕ > 0 in Ω and ‖ϕ‖ = 1.
Theorem 1.1. Suppose that g is a Carathéodory function satisfying (g1) and
(g2) |g(x, s)|  d1(x) + d2(x)|s|δ−1 with 0  d1 ∈ L(p∗)′(Ω) ∩ L1(Ω), 0 < d2 ∈
Lp
∗/(p∗−δ)(Ω)∩L1(Ω) and 1 < δ < p∗.
Assume that f :Ω ×R →R is a Carathéodory function satisfying
(f1) |f (x, s)|  f1(x) + f2(x)|s|q−1 with 0 < f1 ∈ L(p∗)′(Ω), 0 < f2 ∈ Lp∗/(p∗−q)(Ω)
and 1 < q < p.
Then when γ (x) < λ1 a.e. in Ω , problem (1) has a solution. Moreover, if f satisfies
(f2)
∫
Ω
f−∞(x)ϕ(x) dx <
∫
Ω
h(x)ϕ(x) dx <
∫
Ω
f+∞(x)ϕ(x) dx , where f−∞(x) =
lims→−∞ f (x, s), f+∞(x) = lims→+∞ f (x, s) exist for a.e. x ∈ Ω ,
then problem (1) has a solution for γ (x) ≡ λ1.
Theorem 1.2. Suppose that g is as in Theorem 1.1, f is a Carathéodory function satisfying
the following hypotheses:
(f3) |f (x, s)|  b1(x) + b2(x)|s|σ−1 with 0 < b1 ∈ L(p∗)′(Ω), 0 < b2 ∈ Lp∗/(p∗−σ)(Ω)
and 1 < σ < p∗;
(f4) for each x ∈ Ω , f (x,u) is increasing in u.
Then when γ (x) < λ1 a.e. in Ω , problem (1) has a solution. Moreover, if f satisfies (f2),
then problem (1) has a solution for γ (x) ≡ λ1.
Remark 1.1. (1) Condition (f3) is a little weaker than condition (f1) since the range of the
exponent σ in (f3) is larger than that of the exponent q in (f1).
(2) It follows from Theorems 1.1, 1.2 that, in particular, if g(x,u) = λa(x)|u|p−2u,
f satisfies (f1), or f satisfies (f3) and (f4) then for each λ < λ1, problem (1) has a solution,
and moreover, if (f2) holds then problem (1) has a solution for λ = λ1.
(3) (f2) is a condition of Landsman–Lazer type considered by many authors in connec-
tion with solvability of equations involving resonance, see, for example, [3] and references
therein.
2. Preliminaries
In this section we will give some existence results for problem (3), and we shall use
one of them (i.e., Lemma 2.3 below) to prove our main theorems. First we formulate some
properties of J , G, F and H .
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monotone and continuous. Assume that f and g satisfy (f3) and (g2), respectively, then
F,G are well defined; moreover, if un ⇀ u0 weakly in X as n → ∞, then G(un) →G(u0)
and F(un) → F(u0) as n → ∞, respectively.
Proof. Obviously,H is well defined. It follows from [2,6] that J,F and G are well defined,
J is monotone and continuous.
Let un ⇀ u0 in X. Denote ΣK = Ω ∩B(0,K), where B(0,K) is the ball centered at 0
and having radius K > 0. We get∥∥G(un)−G(u0)∥∥= sup
‖v‖1
∣∣〈G(un)−G(u0), v〉∣∣
 sup
‖v‖1
∫
ΣK
∣∣g(x,un)− g(x,u0)∣∣|v|dx
+ sup
‖v‖1
∫
Ω\ΣK
∣∣g(x,un)− g(x,u0)∣∣|v|dx.
By the Hölder inequality, the Sobolev inequality, (g2) and the boundedness of {un},
sup
‖v‖1
∫
Ω\ΣK
∣∣g(x,un) − g(x,u0)∣∣|v|dx
 c1
( ∫
Ω\ΣK
d1(x)
(p∗)′ dx
)1/(p∗)′
+ c2
( ∫
Ω\ΣK
d2(x)
p∗/(p∗−δ) dx
)(p∗−δ)/p∗
,
where c1 and c2 are constants independent of K and n. For any ε > 0 we can choose K
such that the right-hand side of the preceding inequality is less than ε/2. By the com-
pact embedding theorem, there exists a subsequence {uni } of {un} such that uni → u0 in
Ls(ΣK), where s = (δ− 1)(p∗)′ (note that s < p∗). Using the continuity of the Nemytskii
operator u → g(x,u) from Ls(ΣK) to L(p∗)′(ΣK), we can choose I0 so that
sup
‖v‖1
∫
ΣK
∣∣g(x,uni )− g(x,u0)∣∣|v|dx
 c3
( ∫
ΣK
∣∣g(x,uni )− g(x,u0)∣∣(p∗)′ dx
)1/(p∗)′
< ε/2
if i > I0, that is, G(uni ) → G(u0) as i → ∞. It follows that also G(un) → G(u0)
as n→ ∞. Indeed, otherwise we would have a subsequence uki such that ‖G(uki ) −
G(u0)‖ > δ > 0. According to the first part of the proof, G(uki ) should contain a subse-
quence converging to G(u0) which is a contradiction. Similarly, we have F(un) → F(u0)
as n→ ∞. 
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have all properties from the assertion of Lemma 2.1. Assume that D is a nonempty bounded
closed convex subset of K . Then there exists w0 ∈ D such that 〈T (w0), v−w0〉 0 holds
for each v ∈ D .
Proof. By the definition of T and Lemma 2.1, T is well defined.
For each z ∈ D we set A(z) = {w ∈ D: 〈T (w), z − w〉  0}. Then A is a multivalued
mapping from D to 2D .
We claim that for each finite subset {z1, z2, . . . , zn} ⊂ D ,
co{z1, z2, . . . , zn} ⊂
n⋃
i=1
A(zi).
In fact, if co{z1, z2, . . . , zn} ⊂ ⋃ni=1 A(zi), then there exists z¯ = ∑ni=1 tizi such that z¯ ∈
A(zi) for each i , where ti  0,
∑n
i=1 ti = 1. It follows that〈
T (z¯), zi − z¯
〉
< 0,
which implies that
0 = 〈T (z¯), z¯ − z¯〉=
〈
T (z¯),
n∑
i=1
tizi − z¯
〉
< 0.
This contradiction implies the claim.
Since A :D → 2D , D is a bounded closed convex subset of the reflexive Banach
space X, we get that D is weakly compact and so is A(z)w (the weak closure of A(z)).
Hence by the Ky Fan theorem (cf. [4]),⋂z∈D A(z)w = ∅, that is, there exists some w0 ∈ D
such that for each z ∈ D , w0 ∈ A(z)w . So there exists {wn} ⊂ A(z) such that wn ⇀ w0.
By the definition of A and T ,〈
J (wn), z −wn
〉

〈
G(wn)− F(wn)+H,z −wn
〉
. (4)
Since J is monotone (cf. Lemma 2.1), i.e., 〈J (z)− J (wn), z −wn〉 0, we get〈
J (wn), z −wn
〉= 〈J (wn) − J (z), z −wn〉+ 〈J (z), z−wn〉 〈J (z), z−wn〉,
this and (4) yield that〈
J (z), z−wn
〉

〈
G(wn)− F(wn)+H,z −wn
〉
. (5)
Notice that wn ⇀ w0 and H is a constant mapping, it follows from Lemma 2.1 that the
sequence {G(wn)−F(wn)+H } strongly converges to G(w0)−F(w0)+H . Thus by (5),
we have〈
J (z), z−w0
〉

〈
G(w0)− F(w0)+H,z −w0
〉
. (6)
For any v ∈ D , let z = tv + (1 − t)w0 = w0 + t (v − w0). Obviously z ∈ D . Now substi-
tuting it into (6) we get that〈
J
(
w0 + t (v −w0)
)
, v −w0
〉

〈
G(w0)− F(w0)+H,v −w0
〉
.
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J (w0), v −w0
〉

〈
G(w0)− F(w0)+H,v −w0
〉
,
that is,〈
T (w0), v −w0
〉
 0, ∀v ∈ D. (7)
So the conclusion of the lemma holds. 
Lemma 2.3. Let T be as in Lemma 2.2 and there exist an R > 0 such that〈
T (u),u
〉
> 0, ∀u ∈ K \DR, (8)
where DR = {u ∈ K: ‖u‖R}. Then problem (3) has a solution.
Proof. If for each z ∈ K we let
Q(z) = {u ∈ DR: 〈T (u), z− u〉 0},
then Q :K → 2DR is a multivalued mapping, where DR is the set used in condition (8).
For any z1, z2, . . . , zm ∈ K , denote by D the convex hull of DR ∪ {z1, z2, . . . , zn}. It is
clear that D is a bounded closed convex subset of K . By Lemma 2.2, there exists w0 ∈ D
such that〈
T (w0), v −w0
〉
 0, ∀v ∈ D. (9)
(8) and (9) imply that w0 ∈ DR . It follows by (9) and the definition of Q that w0 ∈ Q(zi)
(i = 1,2, . . . ,m), i.e., w0 ∈⋂mi=1 Q(zi). This implies that {Q(z): z ∈ K} has the finite
intersection property. Since also DR is a bounded closed convex subset of the reflexive
Banach space X, we know that DR is weakly compact and so is Q(z)w . Consequently,⋂
z∈K Q(z)w = ∅, i.e., there exists some w0 such that for each z ∈ K , w0 ∈ Q(z)w , so,
there exists {un} ⊂ Q(z), such that {un} weakly converges to w0. Similarly as in the proof
of (4)–(7) in the preceding lemma, we get that problem (3) has a solution. 
3. Proofs of the theorems
Proof of Theorem 1.1. We claim that under the assumptions of Theorem 1.1, condition (8)
given in Lemma 2.3 is satisfied.
Arguing by contradiction, we can find {un} ⊂ K with ‖un‖ → ∞ satisfying〈
J (un),un
〉

〈
G(un) −F(un)+H,un
〉
,
that is,∫
Ω
|∇un|p dx 
∫
Ω
g(x,un)un dx −
∫
Ω
f (x,un)un dx +
∫
Ω
h(x)un dx. (10)
If we denote vn = un/‖un‖, then {vn} is bounded in X. Going if necessary to a subse-
quence we may assume that vn ⇀ v0 in X. It follows from (10) that∫
|∇vn|p dx 
∫
g(x,un)un
‖un‖p dx −
∫
f (x,un)un
‖un‖p dx +
∫
hun
‖un‖p dx. (11)
Ω Ω Ω Ω
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clear that
∫
Ωn,L
γ (x)
a(x)|un|p
‖un‖p dx → 0 as n→ ∞. (12)
It follows from (g1) that
∫
Ω\Ωn,L
g(x,un)un
‖un‖p dx 
∫
Ω\Ωn,L
γ (x)a(x)|un|p
‖un‖p dx
=
∫
Ω
γ (x)a(x)|vn|p dx −
∫
Ωn,L
γ (x)
a(x)|un|p
‖un‖p dx. (13)
By (g2),
∫
Ωn,L
|g(x,un)un|
‖un‖p dx 
∫
Ωn,L
d1(x)|un| + d2(x)|un|δ
‖un‖p dx → 0 (14)
as n→ ∞.
It follows from (f1), the Hölder inequality and the Sobolev inequality that there exist
positive constants c4 and c5 such that
∣∣∣∣∣
∫
Ω
f (x,un)un dx −
∫
Ω
h(x)un dx
∣∣∣∣∣

∫
Ω
(
f1(x)|un| + f2(x)|un|q
)
dx +
∫
Ω
∣∣h(x)un∣∣dx

(∫
Ω
f
(p∗)′
1 (x) dx
)1/(p∗)′(∫
Ω
|un|p∗ dx
)1/p∗
+
(∫
Ω
f
p∗/(p∗−q)
2 (x) dx
)(p∗−q)/p∗(∫
Ω
|un|p∗ dx
)q/p∗
+
(∫
Ω
∣∣h(x)∣∣(p∗)′ dx
)1/(p∗)′(∫
Ω
|un|p∗ dx
)1/p∗
 c4
[(‖f1‖L(p∗)′ + ‖h‖L(p∗)′ )‖un‖ + ‖f2‖Lp∗/(p∗−q)‖un‖q]
 c5
(‖un‖ + ‖un‖q). (15)
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(15) and the weak continuity of the functional v → ∫
Ω
γ (x)a(x)|v|p dx (cf. [1, Proposi-
tion 2.1]) that
λ1
∫
Ω
a(x)|v0|p dx  ‖v0‖p  lim inf
n→∞ ‖vn‖
p  lim sup
n→∞
‖vn‖p

∫
Ω
γ (x)a(x)|v0|p dx. (16)
Clearly v0(x) = 0 on a subset of positive measure of Ω .
If γ (x) < λ1 a.e. in Ω , we deduce a contradiction from (16).
If γ (x) ≡ λ1, then it follows from (16) that vn → v0, ‖v0‖ = 1 and
‖v0‖p = λ1
∫
Ω
a(x)|v0|p dx.
It follows from the property of ϕ (see in the Introduction of this paper) that v0 = ±ϕ.
Since∫
Ω
g(x,un)un dx −
∫
Ω
|∇un|p dx 
∫
Ω
g(x,un)un dx − λ1
∫
Ω
a(x)|un|p dx
=
∫
Ωn,L
(
g(x,un)un − λ1a(x)|un|p
)
dx +
∫
Ω\Ωn,L
(
g(x,un)un − λ1a(x)|un|p
)
dx

∫
Ωn,L
(
d1(x)|un| + d2(x)|un|δ − λ1a(x)|un|p
)
dx (by (g2))
+
∫
Ω\Ωn,L
(
γ (x)a(x)|un|p − λ1a(x)|un|p
)
dx (by (g1))
=
∫
Ωn,L
(
d1(x)|un| + d2(x)|un|δ − λ1a(x)|un|p
)
dx,
where Ωn,L = {x ∈Ω : |un(x)| L} used in the above. It follows that
lim sup
n→∞
∫
Ω(g(x,un)un) dx −
∫
Ω |∇un|p dx
‖un‖  0
since ‖un‖ → ∞ as n → ∞. This together with (10) imply
lim sup
n→∞
∫
Ω
f (x,un)vn dx  lim
n→∞
∫
Ω
h(x)vn dx. (17)
If v0 = ϕ, i.e., vn → ϕ as n → ∞, then un(x) → +∞ for a.e. x ∈ Ω as n → ∞. It yields
that f (x,un) → f+∞(x) as n→ ∞, which together with (17) implies that∫
f+∞(x)ϕ(x) dx 
∫
h(x)ϕ(x) dx.Ω Ω
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Ω
f−∞(x)ϕ(x) dx 
∫
Ω
h(x)ϕ(x) dx,
which contradicts (f2). Therefore we have shown that (8) holds in both cases, γ (x) < λ1
a.e. in Ω and γ (x) ≡ λ1. By Lemma 2.3, the conclusions of Theorem 1.1 hold. 
Proof of Theorem 1.2. Since f satisfies (f4), we get that for each u,v ∈ K ,〈
F(u)− F(v),u − v〉= ∫
Ω
(
f (x,u)− f (x, v))(u− v) dx  0.
It implies〈
F(u),u
〉= 〈F(u)− F(0), u− 0〉+ 〈F(0), u〉 〈F(0), u〉.
By (f3),
〈
F(0), u
〉

∣∣∣∣∣
∫
Ω
f (x,0)u dx
∣∣∣∣∣
∫
Ω
b1(x)|u|dx,
consequently, we obtain, by using the Hölder inequality and the Sobolev inequality, that
there exists some positive constant c6 such that〈
J (u)−G(u)+ F(u)−H,u〉 〈J (u)−G(u)+ F(0)−H,u〉
 ‖u‖p −
∫
Ω
g(x,u)udx − c6‖u‖.
Similarly as in the proof of Theorem 1.1, we can find, in both cases of γ (x) < λ1 and
γ (x) ≡ λ1, R > 0 so large that〈
J (u)−G(u)+ F(u)−H,u〉> 0, ∀u ∈ K \DR.
Thus, the operator J − G + F − H satisfies condition (8) in the above two cases. By
Lemma 2.3, the conclusions of Theorem 1.2 hold. 
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