Stochastically evolving geometric systems are studied in geometric mechanics for modelling turbulence parts of multi-scale fluid flows and in shape analysis for stochastic evolutions of shapes of e.g. human organs. Recently introduced models involve stochastic differential equations that govern the dynamics of a diffusion process X. In applications X is only partially observed at times 0 and T > 0. Conditional on these observations, interest lies in inferring parameters in the dynamics of the diffusion and reconstructing the path (Xt, t ∈ [0, T ]). The latter problem is known as bridge simulation. We develop a general scheme for bridge sampling in the case of finite dimensional systems of shape landmarks and singular solutions in fluid dynamics. This scheme allows for subsequent statistical inference of properties of the fluid flow or the evolution of observed shapes. It covers stochastic landmark models for which no suitable simulation method has been proposed in the literature, that removes restrictions of earlier approaches, improves the handling of the nonlinearity of the configuration space leading to more effective sampling schemes and allows to generalise the common inexact matching scheme to the stochastic setting.
1. Introduction 1.1. Background. The geometry of landmark spaces and the landmark matching problem, exemplified by matching of finite sets of anatomical markers on medical images, has been extensively studied in shape analysis. References include the seminal work of Kendall [22] on landmark configurations modulo scaling and rotation, and the extensive interest of landmark dynamics for diffeomorphic shape models [21, 43] . The landmark matching problem has a geometric formulation in the language of geometric mechanics where diffeomorphisms of the underlying domain act to move the landmarks, and optimal trajectories between observed landmark configurations satisfy geodesic equations for a right-invariant metric on the diffeomorphism group [44] . These equations are also called Euler-Poincaré equations [18] . Landmark dynamics are intrinsically linked to soliton dynamics in fluid dynamics [19] , e.g. soliton solutions of the Camassa-Holm equations [11] , or more generally singular solutions of the Euler-Poincaré equation [16] . Stochastic models of landmark evolutions are therefore of interest in both shape analysis and fluid dynamics.
Several recent models include stochastic effects in landmark analysis [26, 39, 42, 27, 1, 2] . The interest here appears for several reasons: (1) If v denotes the observed landmark configuration, the presence of noise in the observation implies that landmark analysis is classically performed in the inexact setting where the requirement that the flow q t satisfy q T = v at observation time t = T is essentially relaxed to q T = v + for some perturbation . This thus amounts to adding noise at the endpoint q T of the flow q t . If the perturbation is not linked to observation noise but instead comes from intrinsic stochastic behaviour of the shape or soliton evolution, it is more natural to make the noise intrinsic time-continuous, i.e. added to q t for each t on an infinitesimal level. ( 2) The flow q t can have multi-scale behaviour where the coarse scale evolution is modeled by a deterministic flow while the fine scale behaviour, which in a fluid system is closer to turbulence, can be summarised with stochastic terms. (3) In medical applications, it can be hypothesised that a component of the shape evolution arise from non-deterministic events such as cell growth or death, and that these happen continuously in time. (4) It is generally hard to construct natural families of probability distributions on geometric spaces without linearising the spaces around a center point. Solutions to stochastic differential equations however provide such probability models.
In this paper, we focus on models defined by stochastic differential equations. In all of the above enumerated cases, it is common that observations are discrete in time and only part of the state space of the process is observed. Constructing paths that are conditioned on such partial observations is called bridge simulation and the paths bridges. Bridge simulation is essential for likelihood based inference as it provides a stochastic method for approximating the intractable likelihood. If possible, it enables methods such as sequential Monte Carlo, Markov Chain Monte Carlo, stochastic Expectation-Maximisation, or stochastic gradient descent. This in turn allows for estimation of parameters in the process' dynamics and recovery of latent states at observation times. Moreover, in applications like landmark matching, there is intrinsic interest in bridge simulation as bridges appear as stochastic perturbations of landmark geodesics or as critical paths for a stochastically perturbed energy. Bridges therefore present a stochastic generalisation of the geodesic paths usually considered when matching sets of landmarks. Bridge simulation is generally a challenging problem. It has been addressed in the Euclidean setting in a series of works including [12, 7, 31, 9, 36] .
For shape manifolds, previous papers have centred on simulation in landmark spaces. Manifolds of finite numbers of landmarks are generally of finite dimensionality in contrast to spaces of continuous shapes which are in essence infinite dimensional. While bridge sampling on infinite dimensional shape spaces remains an open question, bridge sampling for landmarks spaces has been considered recently [1, 2, 37] using the approach of [12, 25] . The underlying diffusion arises from stochastic Euler-Poincaré equations [15] and, in a different setting, Brownian motion on the landmark space [37] . The difficulty in landmark bridge sampling arises from the high-dimensionality, the curvature and hence nonlinearity of the diffusion process, the degenerate diffusion processes in the stochastic Euler-Poincaré case (vanishing eigenvalues in the diffusion matrix), and from observations being only in the position variable of the phase-space flow. The methods from [12] and [1, 2] apply only for certain classes of stochastic evolution, excluding other important stochastic landmark approaches such as proposed in [39, 27] , due to the degeneracy of the flow. As stated in [27] "Unfortunately, none of the known methods for diffusion bridges works with (2.1) to give computationally convenient algorithms. Without an efficient method for sampling the diffusion bridge, it is hard to formulate an MCMC method with good acceptance rates. Consequently, the generalised Langevin prior distribution is difficult to use in Bayesian statistics, and we now turn to simpler prior distributions, which arise by approximating the Langevin equation." Equation (2.1) in [27] is equation (10) in the present paper, and, using the presented methods, we show that resorting to such simpler prior distributions is unnecessary. In Figures 1 and 2 we demonstrate that our method yields satisfactory bridges with accurate recovery of initial momenta.
1.2. Contribution. We extend the Euclidean simulation approach of [36, 8] to a general method for simulating stochastic landmark equations. We will pursue this under two different stochastic models for landmark and soliton dynamics (those introduced in [39] and [1] ). The presented method is the first in the literature to allow bridge sampling for the former scheme, and it improves upon previous sampling schemes by better incorporating nonlinearity in the drift and diffusion coefficients of the SDEs. For models with intrinsic noise it is the first approach that provides full uncertainty quantification viaFigure 1 . The panels refer to landmarks indexed by 1 (left) and 3 (right). The top panel shows trajectories for the momenta for the forward simulated path, as also for the bridges at initialisation and iteration 200. The bottom panel shows iterates of the initial momentum, the data-generating momentum being (1, −3) for all landmarks. Note that the initial momenta at iteration 0 are completely wrong (corresponding to the begin of the green curve in top panel), but the algorithm reaches its stationary regime within 10 iterates.
samples of the posterior. Additional novel features are generalising the notion of inexact shape matching as in [43] and using the Riemannian Manifold Metropolis Adjusted Langevin Algorithm (RMMALA) for efficient updates in template estimation.
1.3. Outline. The paper starts in Section 2 with a review of finite dimensional shape analysis and its stochastic extensions. In Section 3 we explain how guided proposals can be used for bridge simulation. Their specific implementation for the two stochastic landmarks models considered in this work is specified in Section 4. Markov Chain Monte Carlo sampling schemes are detailed in Section 5 and experimental evaluation on synthetic and empirical datasets are given in Section 6. We end with a discussion section with suggestions for future work.
Finite Dimensional Shape Analysis
To provide the necessary background for the stochastic landmark models, we here give a short review of landmark shape spaces with geometry inherited from a right-invariant metric on the diffeomorphism group. Landmark shape spaces are finite dimensional in contrast to spaces of continuous curves and surfaces that are inherently infinite dimensional. On a formal level, the geometric setting as outlined below is however equivalent. This makes the landmark case an example of how stochastics and bridge simulation can be used in a geometric setting while we can postpone the intricacies of infinite dimensionality in other shape spaces to later works.
Shape analysis as pursued in the Large Deformation Diffeomorphic Metric Mapping (LDDMM, [43] ) framework starts with actions of the diffeomorphism group on shapes spaces. For landmarks, let q = (q 1 , . . . , q n ) be a configuration of n distinct landmarks q i ∈ Ω in a domain Ω ⊂ R d . Let ϕ be an element of the set Diff(Ω) of diffeomorphism on Ω, smooth invertible mappings with smooth inverses. Then ϕ acts on q by composition ϕ.q = (ϕ(q 1 ), . . . , ϕ(q n )). For fixed q, the map π : Diff(Ω) → M, π(ϕ) = ϕ.q is denoted the action map.
The landmark space M = {(q 1 , . . . , q n ) ∈ Ω n | q i = q j , i = j} can be given the structure of a manifold by letting it inherit the differentiable structure from its embedding as an open subset of R nd (R nd except for the subset of points where landmark pairs coincide). It can furthermore be equipped with a Riemannian metric which in turn defines the length and energy of path in the landmark space, and from this the matching energy (4) used below is defined. This happens with the following geometric structure.
1) Let X (Ω) be the space of vector fields on Ω. We equip subsets V of X (Ω) with an inner product using a reproducing kernel Hilbert space (RKHS) structure: For q 1 , . . . , q n ∈ Ω let V be the completion of the set of vector fields on the form
K is required to be symmetric and positive definite in the sense that n i,j=1
In this case, V receives an inner product by completing the inner product
to all of V by continuity. This makes V a Hilbert space.
2) Since M ⊂ R nd , tangent vectors v ∈ T M can be represented as vectors in R nd . Let q ∈ M be a landmark configuration. The LDDMM Riemannian metric is then the inner product
between vectors v, w ∈ T q M. Landmark dynamics are often described in terms of momenta, covectors in the dual bundle T * M. The corresponding inner product between momentum vectors a, b ∈ T * q M (the cometric) is then
i.e., the cometric coincides with the inner product (1) on V .
3) The Riemannian structure on M described here has its geometric origin in the following facts: The tangent space T Id Diff(Ω) of the Lie group Diff(Ω) is diffeomorphic to X (Ω), and the Riemannian metric (2) is the Riemannian metric on M that makes the action map π above a Riemannian submersion with respect to the right-invariant (invariant to the composition of diffeomorphisms on the right) Riemannian metric on Diff(Ω) that the inner product (1) on V ⊂ X (Ω) specifies. In the current context, the main implication of this geometric argument is that the metric (2) and cometric (3) have their definitions rooted on a well-defined geometric structure.
The Riemannian metric defines the energy of a path q = (q t , t ∈ [0, T ]) of landmark configurations by
This allows matching of landmark configurations q and v by searching for a minimal energy path q, q t ∈ M such that q 0 = q and q T = v,
as pursued below. Paths realising this energy are geodesics on M.
2.1.
Inverse problem of landmark matching. The interest in landmark matching arises from the case where a fixed sets of meaningful landmarks, for example anatomical markers in medical images, can be identified. Shapes can then be analysed be identifying differences between configurations of markers, in the medical case either between subjects or intra-subject when consecutive images are acquired over time. Interestingly, the LDDMM framework allows matching of landmarks as well as curves, surfaces and even images on Ω via the same framework with a metric on Diff(Ω) descending to the particular shape spaces. However, we will restrict to the landmark case here for two primary reasons: The landmark manifold M is finite dimensional, and it has a natural embedding in R nd allowing us to write landmark dynamics in Euclidean coordinates. Assume two landmark configurations q and v are given. A matching consists in solving the variational problem
with the energy E from (4). This is known as exact matching and results in a t-dependent transformation of the configuration q to the configuration v. Due to the uncertainty often present in observations of landmarks, e.g. with manual annotations on medical images, inexact matching is instead often used in practice. The variational problem is now
with the added term S measuring the dissimilarity between the two landmark configurations q 1 and v. This term is often taken to be of the form S(q 1 , v) = n −1 q 1 − v 2 using the norm from the embedding of M in R nd . Intuitively, we can think of Gaussian noise on the observations in R nd and S being proportional to a log-likelihood. Note that the t-dependence of solutions to (5) and (6) allows us to think of q 1 as an observation of landmark trajectories q t at time t = 1. This will in particular relate to the conditioning of stochastic processes later, where we assume a fixed observation time T > 0. In the matching case, the notation implies T = 1 without loss of generality.
2.2.
Deterministic landmark dynamics. The energy (4) has a Hamiltonian formulation which involves the kernel K, where the Hamiltonian is
Let x ∈ R 2dn be the vector obtained by concatenating the tuples {(q i , p i )} n i=1 . That is, x represents an element of the phase space T * M of the landmark space. Let K be a kernel as discussed above, and we assume it is scalar, i.e. of the form K(y) = k(y) Id d for a real-valued function k. Hamilton's equations of motion are then explicitly given by
where p is the momentum of the flow and ∇k(y) the gradient of k. Solutions q to (5) and (6) appear as the q-variable of solutions (q, p) to (8) . Therefore, the search space for optimal solutions of the optimization problems can be reduced to solutions of Hamilton's equations, a reduction from an infinite to a finite dimensional space.
2.3. Stochastic landmark dynamics. As already indicated, there are several reasons to introduce stochastic evolutions. We review here two different models of stochastic evolutions on landmarks which we will consider later.
2.3.1.
Stochastic forcing: TV-and MS-model. The first stochastic perturbation of the dynamics landmarks described above has been introduced in [39, 42] and consist in an additive Lagrangian noise of the form
where γ i ∈ R is a scalar noise amplitude given for each landmark. We will refer to this system as the TV-model. More recently, [27] generalised the TV-model by adding a dissipative term to the model:
where λ > 0 is a damping coefficient which enables using existence of the Gibbs invariant measure for this SDE. This model is in the following referred to as the MS-model.
2.3.2.
Transport noise: AHS-model. In addition to the Lagrangian noise of the previous model (where each Wiener process is associated to a landmark), [2] introduced an Eulerian noise, where the noise fields are functions of the domain Ω. In general, any set of functions could be used, but in practice, we will fix a family of J noise fields σ 1 , . . . , σ l . . . , σ J , which are kernel functions centred at locations {δ } of the form
wherek τ is a kernel with length-scale τ and γ ∈ R d is the vector of noise amplitudes. Note that it is possible to choose both γ and τ dependent on the location δ , though we will not use this flexibility here. The stochastic dynamics are then obtained as in the deterministic case, to be a Hamiltonian system but in both the drift and the noise. It reads, in Stratonovich form,
We will refer to this system as the AHS-model.
Bridge simulation using guided proposals
All models of the previous section can be written in the general Itô form
where b : [0, T ] × R N → R N and σ : [0, T ] × R N → R N ×N are the drift and diffusion coefficient respectively and W is a Wiener process in dimension R N with independent components. In its most basic form, the previous problems correspond to simulating trajectories of X := (X t , t ∈ [0, T ]), where both X 0 and X T are partially observed. We will assume that realisations of the random vectors V 0 and V T are observed, where
As an example, if only landmarks positions are observed at times 0 and T , then L 0 = L T and L 0 is such that L 0 X t extracts only those components of the vector X t that correspond to landmark positions. Simulating X conditional on (V 0 , V T ) is challenging for several reasons:
(1) Contrary to many papers on diffusion bridge simulations, the conditioning is not on the full state, but on a subspace. (2) In the AHS-model, the diffusion coefficient σ is state-dependent.
(3) The dimension of the driving Brownian motion W does not equal the dimension of the state space of the diffusion. (4) In the TV-model, the regularity of the paths of landmark locations and momenta is not the same (hypo-ellipticity). In this section we demonstrate how these challenges can be dealt with following the approach, outlined in [36, 40, 8, 28] . In these papers, methods for simulation of conditioned diffusions using guided proposals were presented.
3.1. Conditioned diffusions. Throughout, we will assume that X admits smooth transition densities p, such that P(X t ∈ dy | X s = x) = p(s, x; t, dy) for s < t. In this section, we consider the problem of simulating the diffusion process X conditioned on
where V T ∼ N (L T X T , Σ). This is different from the conditions in (14) . Considering the initial state fully observed turns out to be an important step in the algorithms that we present. The diffusion conditioned on the events specified in (15) is rather loosely referred to as a bridge process (as it bridges available observations on the state of the process at times 0 and T ). An important result is that the bridge process satisfies an SDE that is similar to that of X but with an additional guiding term superimposed on the drift (this can be obtained by either using Doob's h-transform ( [35] ) or the theory of enlargement of initial filtration ([20, 5])). We denote the bridge process by X = (X t , t ∈ [0, T ]) and define it as the strong solution to the SDE
where a = σσ and r(t,
where the equality follows since f m+1 , . . . , f d ∈ ker L T . If we fix ξ 1 , . . . , ξ m by (17), then ρ is defined by
We refer to this form of ρ as exact matching. This exact matching is a limiting case of inexact matching, where we take Σ to be any invertible matrix and have
with ψ(x; µ, Σ) denoting the density of the N (µ, Σ)-distribution, evaluated at x and ξ = ξ 1 ξ 2 · · · ξ N . The limiting case of exact matching follows upon taking Σ = ε 2 I and ε ↓ 0.
Remark 1. The solution of equation (16) with (19) implies that X T has density
A derivation is given in the appendix in [28] . This equation reveals a nice Bayesian interpretation: a sample from X is obtained in two steps:
Here Σ is assumed to be known. Endow the parameter ξ with a prior distribution that has density π(ξ) = p(0, x 0 ; T, ξ) (with respect to Lebesgue measure on R N ). Sample from the posterior of ξ, that is, from the distribution of ξ conditional on V T = v T (the density of the posterior is η). (2) Simulate the diffusion starting at x 0 conditioned to hit ξ at time T . Remark 2. Within Bayesian statistics it is common to write the data-generating model in a hierarchical way. For inexact matching the hierarchical scheme is as follows:
where π denotes the prior density on the initial state. The observed variables are v 0 and v T ; the unobserved variables are x 0 and x T . Bayesian inference is based on the distribution of unobserved variables, conditional on observed variables. Hence (using Bayesian notation)
where η is as in Equation (20). Because the transition density is intractable, η is intractable. Simulation of X simply means that η is obtained as the marginal law of X at time T , as shown in Remark 1. This explains that the guiding term in X is targeting the correct distribution.
Remark 3. In all our numerical implementations we take Σ = εI for two reasons: (i) taking small but strictly positive enhances numerical stability; (ii) from a practical point of view, as landmarks are often annotated manually, it is a realistic assumption that some error is induced, reflected by a larger value of .
Remark 4.
For the AHS-model, the density p may not be smooth on the entire state space. We conjecture that the smoothness assumption that we impose on p is stronger than actually needed, and smoothness of ρ as defined in either (18) or (19) is sufficient.
Guided proposals.
3.2.1. Introduction. Since the transition densities of a diffusion are only available in closed form in very special cases, ρ in (19) is intractable. This prevents using a numerical discretisation scheme on the SDE for X , where the process would be simulated forward on a fine grid (for example using Euler's method). The key idea of [36] consists of instead simulating from a process X • that is obtained by replacing p by the transition densities p of an auxiliary diffusion process X for which p is tractable. This is naturally the case for linear processes X whose dynamics are governed by the SDE
where b is of the form
Hence, instead of sampling from X , one samples from X • defined by
with r(t, x) = ∇ x log ρ(t, x), where ρ is derived from p exactly as ρ is in terms of p. We call t → a(t, X • t ) r(t, X • t ) the guiding term, as it is a term that is superimposed on the drift of the original SDE for X to satisfy the imposed conditioning at time T . Draws from this guided diffusion bridge proposal can subsequently be accepted/rejected in a Metropolis-Hastings sampler, provided that (1) the law of X is absolutely continuous with respect to the law of X • ;
(2) the Radon-Nikodym derivative is tractable, with the unknown transition densities p only appearing as multiplicative constant.
We will explain shortly that these requirements set some restrictions on b and σ, which can fortunately be satisfied for both the TV and AHS-model. An implicit assumption made throughout is that a strong solution to the SDE in (23) exists.
3.2.2.
Notation. For easy reference, the following table summaries and introduces some notation. The rightmost three columns give the drift, diffusion coefficient and measure on C([0, T ], R N ) respectively.
Existence of guided proposals. Guided proposals only exist if the auxiliary process is chosen such that X admits transition densities. For that, we recap some results from section 2.1 in [8] . Let Φ(t) denote the fundamental matrix solution of the ODE
Throughout, we will assume that the matrices L T , B and a are such that the matrix
is strictly positive definite for t < T . This implies that the matrix
is also strictly positive definite for all t ∈ [0, T ) and, in particular, invertible. For uniformly elliptic diffusions this will always be the case, but for hypo-elliptic diffusions this requires careful choice of ( B, σ). We use the pseudo-inverse notation, as without noise on the observation at time T , we have M † (T ) = 0, and the inverse is not defined. It follows from lemma 2.5 in [8] that under the assumption that M † is strictly positive definite, nondegenerate transition densities p exist and
where
and
3.2.4.
Matching conditions and absolute continuity. For exact matching, absolute continuity will only hold if the parameters of the auxiliary process X, i.e. B, β and σ, satisfy certain matching conditions. This is also relevant for inexact matching as it contains exact matching as a limiting case. Under these matching conditions, a key result from [8] states that P P • (absolute continuity) and dP dP
where ρ is as defined in (18) and (19) (corresponding to exact and inexact matching respectively). In addition, we have
In case the diffusion is uniformly elliptic, L T = I N ×N and exact matching, then it was shown in [36] that a = σσ must satisfy a(T ) = a(T, x T ) for absolute continuity. In the more general case considered here, the matching conditions look somewhat more difficult, a precise statement is given in section 2 of [8] . Especially for the AHS-model, these conditions are hard to verify (mainly due to the fact that the diffusivity is state dependent and not all components of X T are observed). However, the results in this paper suggest that absolute continuity of P with respect to P • is satisfied when
This conjecture is numerically confirmed by experiments in Section 4.1 of [8] . By an appropriate choice of the auxiliary process X, we can assure both conditions in (29) to be satisfied for both the TV-and AHS-model (key to this is that in the AHS-model, the noise on the landmark positions does not depend on the unobserved momenta). Details are given in the next section.
3.2.5.
Computational aspects for computing the guiding term. Computing the guiding term and Ψ T (X • ) requires computing L(t), M (t) and µ(t) for t ∈ [0, T ]. This may at first sight seem cumbersome. However, it follows from Lemma 2.4 in [28] that L(t) satisfies the backward ordinary differential equation
Numerically, we solve this equation by an implicit Euler scheme. In case of inexact matching, M † is given by M † (t) := T t L(τ ) a(τ )L(τ ) dτ + Σ T and henceforth satisfies the backwards ordinary differential equations
For exact matching the same equation applies, except that M † (T ) = 0 m×m . Hence, M (t) and µ(t) can be approximated by a numerical quadrature rule using (24) and (26) respectively. In our implementation we have used the trapezoid rule for this purpose.
Guided proposals for landmark models
Guided proposals are specified by choice of the auxiliary process X. Here we detail this choice for the three landmarks models considered. Recall (see also Equation (8))
4.1. Choice of auxiliary process for the MS-and TV-model. In the MS-model we have
The matching conditions (29) suggest to match both the drift on the landmarks positions and the diffusivity at time T . In view of (30), we take the auxiliary process X as
where q T i is the observed i-th landmark position at time T . Because the kernels are evaluated on the final positions, these equations define a linear process, from which B, β and σ can be inferred directly.
4.2.
Choice of auxiliary process for the AHS-model. As the matching assumptions are formulated for an SDE in Itô form, we first need to transform the AHS-model equations from Stratonovich to Itô form. To compute the additional term in the drift, we specify the noise kernels to be located at fixed positions. We suppose at location δ kernel q → σ (q) with coordinates as specified in Equation (11).
For the AHS-model, the additional term in the drift when switching from Stratonovich to Itô form for q is given by
For p this term is given by
Here, in the notation we have omitted dependence of (τ, δ, γ) on and have denoted
This proposition shows that there is a simple way to take the Stratonovich-Itô correction into account in the drift of the auxiliary process X: for landmark i one superimposes the terms (31) and (32) to the drift of the auxiliary process for the TV-model, with the final positions q = q T i substituted.
For the diffusion coefficient, it is important to match the diffusivity in the landmarks positions at time T . This can be accomplished by replacing σ (q i ) in equation (12) by σ (q T i ). For the diffusivity appearing in the equation for p i we have more flexibility. In the numerical examples we have chosen to approximate p i · σ (q i ) by m i · σ (q T i ) with m i = 0 initially. Then, at iterations k × 20, with k = 1, . . . , 5 we update m i by the momentum vector for landmark i at time T of the most recently simulated guided proposal (here "iteration" refers to one step of the MCMC-algorithm presented in Section 5). While not strictly necessary, we anticipate this yields improved guided proposals (in the sense that the paths better resemble true conditioned diffusion paths) compared to fixing m i = 0 throughout. As this is an instance of an adaptive MCMC scheme, we ensure diminishing adaptation by fixing the auxiliary process after a given number of iterations.
MCMC algorithms for landmark matching
Both the drift b and the diffusion coefficient σ in (13) may contain unknown parameters. Suppose the vector of unknown parameters is θ so we will write b θ and σ θ . In this section we present an MCMC (Markov Chain Monte Carlo) algorithm to draw from
is the "full path"). It is well known that in case of unknown parameters in the diffusion coefficient, a Gibbs sampler that successively update θ | X and X | θ lead to an invalid (reducible) scheme (cf. [33] ). To circumvent this problem, the essential idea is to update Wiener increments W rather than the process X itself. The outlined algorithm below follows the exposition in [40] . As we have made the assumption that a strong solution to the SDE (23) exists, there is a measurable map GP θ such that X • = GP θ (x 0 , W ), where W is the driving Wiener process in R N (GP being an abbreviation of Guided Proposal).
5.1.
Bridging two landmark configurations. In this section we consider the case, where the landmark positions are observed at times 0 and 1 with additive Gaussian noise. Denote these observations by v 0 and v T respectively. Let x 0 = (q 0 , p 0 ) and x T = (q T , p T ) denote the latent states.
We propose a Gibbs sampler for updating (W, θ, p 0 , x T ) that is initialised by choosing initial values for p 0 and θ, setting x 0 = v 0 ; p 0 , drawing Wiener increments W and computing X = GP θ (x 0 , W ). The sampler cycles over the steps This is along the lines of the algorithm proposed in section 5 of [28] . Note that step 1 also updates p T automatically. Note that we in this case do not update the initial landmark positions; assuming these are observed accurately (so that v 0 and q 0 are about the same). Each of the 3 steps is made precise in Algorithms 1-3 below. As θ is part of the sampler, we add a subscript θ in our notations to a denote possible dependence on θ. For example, we write Ψ θ (X), where Ψ is as defined in (27) .
We denote prior densities on θ, q 0 and p 0 generically by π (Bayesian notation).
• Sample a Wiener process Z, independently of W and set
Algorithm 2 (Update p 0 , conditional on (v 0 , θ, W, v T )). Choose a step-size δ > 0.
• Sample Z ∼ N dn (0, I) (with d the dimension of a landmark). Set x 0 = v 0 ; p 0 and propose
Here, the gradient is obtained by automatic differentiation. Set
.
Draw U ∼ U(0, 1). If U < A set X = X • and p 0 = p • 0 . Algorithm 3 (Update θ, conditional on (v 0 , p 0 , W )). Choose an irreducible Markov kernel q on the domain of θ.
Draw U ∼ U(0, 1). If U < A set X = X • and θ = θ • .
5.2.
RMMALA proposals on the initial state. We also consider the case where multiple shapes are observed and the primary aim is to estimate the initial state which is then considered as template shape. Especially with a large number of landmarks simple random-walk updates will perform terribly bad as these do not respect the geometry of the landmark configuration. For that reason we will use the RMMALA (Riemannian Manifold Metropolis Adjusted Langevin Algorithm) as introduced in Section 5 of [13] .
Denote the initial state i by x 0 = (q 0 , p 0 ). Suppose we have I landmark configurations and for the i-th configuration X i = GP θ (x 0 , W i ). Assume (θ, W 1 , . . . , W I ) is fixed and no landmark configuration is observed at time zero.
Algorithm 4 (Update initial landmark positions q 0 , conditional on (p 0 , v T , θ, W 1 , . . . , W I )). Choose a step-size δ > 0.
Before presenting examples we discuss precise settings in the numerical experiments.
6.1.1. Specification of Hamiltonian kernel. We take a Gaussian kernel K of the form
Note that ∇k(x) = −c a −2 k(x) x.
Specification of the noise.
For the TV-model, we take the noise on all landmarks the same, i.e. σ i = γ for all i ∈ {1, . . . , n}.
For the AHS-model, let τ > 0. We take the noise fields centred at points that are both horizontally and vertically separated by a distance that is an integer multiple of 2τ . Denote the locations of the noise fields by {δ j }. At each location δ j we take noise fields to be 2
where we fixk τ (x) = exp(− x 2 /(2τ 2 )). This kernel is similar to the Hamiltonian kernel, but does not have to be so in general. The scaling by 2/π is chosen so that if γ = 1 the noise on the landmarks positions is close to 1 uniformly in space (close to a decomposition of unity).
6.1.3. Specification of parameter θ. In the simulations, we fix the scaling parameter τ of the noise-kernels, as well as their positions. We estimate the scaling parameters c and a appearing in the Hamiltonian kernel, as well as the size (amplitude) of the noise (γ). Hence, θ = (a, c, γ). In the TV-model we take the damping coefficient λ equal to zero (note that the approaches in [27] requires λ to be strictly positive though small).
6.1.4. Prior on the landmark positions and momenta. In the problem of bridging two landmark configurations we use a prior on the landmark momenta similar to the prior suggested in Section 3 of [27] . More specifically, we take π(q 1 , . . . , q n , p 1 , . . . , p n ) = π(p 1 , . . . , p n | q 1 , . . . , q n )π(q 1 , . . . , q n ) = ψ p 1 , . . . , p n ; 0, κK(q) −1 n i=1 ψ(q i ; 0, κ position ) .
As we assumed that the landmark positions are observed, we make the shortcut where we assume (p 1 , . . . , p n ) ∼ N (0, κK(q) −1 ), where {q i } are the observed landmark positions.
Here, κ is a parameters that we fix to a large value.
6.1.5. Tuning parameters for the MCMC-sampler. As can be seen from algorithms 1 to 3, the proposed MCMC-algorithm requires specification of • the persistence parameter η ∈ [0, 1] (Algorithm 1);
• the step size δ > 0 (Algorithm 2);
• the Markov kernel q for updating θ (Algorithm 3). Naturally, these choices affect the efficiency of the algorithm to explore the support of the target distribution. We target acceptance rates of about 50%. For the Markov kernel q, each component of θ is positive and this is taken into account by using updates of the form log θ
. We adaptively tuned (η, δ) to target an acceptance rate of 50% using the rule proposed in Section 3 of [34] . More precisely, every 20 iterations we either add or subtract ζ(j) to log(η/(1 − η)), log δ and log σ 2 θ with j denoting the iteration number. We took j → ζ(j) = min(0.2, 10/j). A large number of landmarks may force ρ to be tuned close to 1 and for that reason in case of more than 10 landmarks we randomly choose 10 landmarks for which Wiener increments are updated (keeping the remaining increments fixed). We discretised guided proposals in time by taking a regular grid on [0, 1] with mesh-width 0.01, followed by applying the map s → s(2−s) to this grid (see also Section 5 on [40] for discretisation of guided proposals). Finally, in each example we chose Σ = 2 I with = 0.01 (cf. Equation (19)), except for Example 1 and the experiment leading to Figure 8 .
Examples. The source code of the numerical examples is available together with a
Julia package BridgeLandmarks for shape analysis with stochastic landmark dynamics, [41] . Automatic differentiation was implemented via [32] . All computations were done on a MacBook Pro, with a 2.7GHz Intel Core i5 with 8 GB RAM.
Example 1. 1D landmarks.
In Figure 3 we illustrate the matching problem with 3 landmarks in dimension 1. Here, the initial locations of the points are given by 0.5, 1.0 and 1.3 and we condition on e 0.5 , e 1 and e 1.3 respectively. We initialised the momentum to be 12, −15, −15 for landmarks 1, 2 and 3 respectively, forcing the lower paths to move towards the middle path. We consider both the TV-and AHS-model with fixed parameters set to a = 0.2, c = 0.2 and γ = 2.0. For the AHS-model, noise sources were positioned at ±1.5 i (with i integer-valued) and τ = 0.75. We ran an algorithm composed of alternating one step of Algorithm 1 (bridge updating) and one step of Algorithm 2 (initial momenta updating) for 100 iterations. We took η init = 0.9 (appearing in the pCN updates in Algorithm 1), = 0.001, δ init = 0.1 (in case of TV-model), δ init = 0.5 (in case of AHS-model) and κ = 100.
Example 2. Configurations in 2D.
Moving to landmarks in R 2 , we start with n landmarks on the ellipse parametrised by (2 cos(t), sin(t)). The coordinates are obtained by taking t = 2πk/n, k = 1, . . . , n. We consider a second shape that is obtained by mapping each landmark position q to
where we took θ = π/4. This corresponds to rotating followed by stretching and translating the landmark positions. In the numerical experiments we fix the parameters (a, c, γ) and only update bridges and initial momenta. We took n = 18 landmarks and show results for both the TV and AHS-model with the following settings: The choice of a (Hamiltonian kernel parameter) corresponds to half the average distance between adjacent landmarks on the shape. The other parameters (c, γ) were chosen using visualisations of the generated bridges as (subjective) guidance. The parameter δ is the step size used in MALA updates for the initial momenta. The meaning of parameter is explained in Remark 3. While possible, we advice against taking exactly equal to zero as this choice yields numerical problems. Too small values can potentially be problematic for the AHS-model in particular, as the quality of the constructed guided proposals is worse for that model compared to those for the TVmodel. Especially at early iterations this may cause numerical instability which can be overcome easily by relaxing the constraint imposed by the conditioning, i.e. taking a small positive value for such as 0.01.
We ran the MCMC-sampler for 500 iterations, only updating initial momenta and Wiener increments. Visualisations from the output of the algorithms for the TV-model are in Figures 4, 5, 6 and 7. Computing time for the 500 iterates was about 6 minutes. From Figure 6 it is clear that the stationary region of the Markov chain is reached within 100 iterations. Also, from this figure it is clear that the sampled initial momenta push trajectories in the correct direction. For example, landmark number 13 is pushed eastwards. Figure 4 shows the time-evolution of landmark trajectories for a few iterations, showing no clear signs of early/late arrival. In Figure 5 bridges for all landmarks are overlaid, where each 10-th iterate is plotted. Finally, in Figure 7 we illustrate that our approach for adaptive tuning of parameters in the MCMC algorithm works satisfactory. For the AHS-model we took the noise specification as in Section 6.1.2 with τ = 0.75; the centers of the sources are depicted for example in Figure 16 (here, the radius of the circles equals τ ).
In Appendix B we show the corresponding plots for the AHS-model (computing time about 38 minutes). In this case the Markov chain of initial momenta and bridges takes more iterations to reach its stationary regime. This can for example be seen from the right panel in Figure 17 in which iterates for the initial momentum vector is shown for 4 landmarks. In the leftmost panel of Figure 15 it can be seen that the initial landmark bridges do not fully connect the sets of landmarks, especially in the top-right corner. This indicates that at early iterations sample paths of guided proposals deviate from paths from the AHS-model. This deviation gradually diminishes with increasing iteration index. It is easy to incorporate inexact matching into the estimation procedure: all that needs to be done is specifying the matrix M † (T ). In Figure 8 we consider the TV-model just as before, but now we set = 0.1 for observing landmarks 10 up till 18 at end-time (so in this example, only the noise on the final configuration is heterogeneous). Inexact matching is clearly demonstrated in the right-hand panel. Example 3. Here we make a variation of Example 2 to illustrate that our method is capable of bridging shapes far apart. Here we consider the AHS-model, noting that similar good performance is obtained for the TV-model. In [2] , poor performance was achieved when landmarks traverse multiple noise sources, because the scheme is challenged by high momentum coupled with high gradients in the p-equation of (12). To counter this, a linear approximation of the endpoint dynamics that involves numerical integration of derivatives of the flow dynamics was introduced. On the contrary, as can be seen from Figure 9 , the methods discussed here are not challenged by multiple noise sources with high gradients, and the scheme works directly without the additional computationally demanding workaround. At early iterations, bridges have some difficulty to fully reach their corresponding landmark, but this is resolved at later iterations where the momenta pointing north-east become stronger. Figure 9 . Example 3, AHS-model. Left: visualisation of bridges for 2 landmarks. Right: for each of these landmarks the iterates for the initial momentum vector is shown (each dot corresponding to one iteration).
Example 4. To illustrate results for rather different shapes (compared to an ellipse), we start from an ellipse and transform to landmarks representing points on the outline of a human corpus callosum. In total there are 26 landmarks. Here we used the TV-model with a (Hamiltonian kernel parameter) the average distance between adjacent landmarks on the shape and (c, γ) = (0.2, 2.0). In Figure 10 we show iterates at about 25%, 50%, Figure 11 . Example 4, TV-model. Initial shape (black) and final shape (orange) using 18 landmarks. Each 10-th curve is plotted over 500 iterations.
75% and 100% of the iterates (we chose times which are in the grid used for discretising the bridges). In Figure 11 we show trajectories of bridges over iterations.
Example 5. Template estimation.
Here, we simulate forward 10 trajectories using the TV-model. We took the initial configuration in an ellipse (exactly as in Example 2) using n = 15 landmarks. In the forward simulation we took (a, c, γ) = (2.0, 0.1, 0.7). The 10 landmark configurations at time 1 were subsequently taken as data. In the MCMC estimation, we fix the initial momenta to be equal to zero but include parameter estimation. Hence, each MCMC-iteration consists of updating Wiener increments (determining the bridges), the parameter vector (a, c, γ) and the initial landmark positions. For the latter we used RMMALA (Algorithm 4 as detailed in Section 5.2). We initialised the step size with value 0.002. We ran the sampler for 2000 iterations, taking the discretisation grid, and initialisation of a just as in Example 2. We used independent standard Exponential priors on a, c, γ. We deliberately initialised the template configuration incorrectly by taking one of the observed configuration and rotating and stretching the shape. This is done to illustrate that the Riemannian manifold MALA steps perform satisfactory. In any practical application one could initialise the template shape by one of the observed shapes. Some results for the TV-model are shown in Figures 12 and 13 . Clearly, the initial configuration can be recovered quite well, despite there are only 10 observed shapes. From the traceplots of the parameters it appears that both the Hamiltonian kernel parameter a and parameter c can be recovered well. It appears there is large uncertainty about γ. More generally, in the setting of estimation for discretely observed diffusions, accurate estimation of parameters in the diffusion coefficient tends to be harder than those appearing in the drift coefficient. It is not clear whether parameters within the various landmark models are identifiable at all, or that accurate identification of these parameters requires way more than 10 observed landmark configurations. Despite these issues, employing a prior on both c and γ and updating these parameters in the algorithm prevents fixing these to values which are incompatible with the observed landmark configurations. Example 6. Template estimation, cardiac data using the TV-model.
In Figure 14 we show the results when applying the algorithm to landmarks on 14 cardiac images of human left ventricles [38] . The manually annotated landmarks are consistently placed over the set of shapes. We selected 11 landmarks for each shape for Figure 14 . Cardiac data, Example 6. Iterates for initial landmark configuration. Result with downsampling to 14 landmarks (to reduce computing time, now 18 mins for 250 iterations.
the experiment with the goal of estimating the template shape and model parameters.
The experiment extends the template estimation with Brownian motion performed in [37] to the models in focus in this paper. We used parameter updating, bridge updating and initial state updating (using RMMALA), while fixing the initial momenta to zero. We used 2000 iterations. From Figure 14 it appears that the chain reaches its stationary region after approximately 500 iterations. It is natural to extend this experiment to a larger set of landmarks. While this is possible, we prefer to postpone such an investigation to future research with emphasis on improving our algorithms to scale better with the dimension of the number of landmarks. Crucially, this presently depends on solving the backward equations detailed in Section 3.2.5 and on computing gradients by automatic differentiation used for updating the initial positions and/or momenta.
Discussion and future work
In this paper, we have extended the framework of [36, 8] for sampling diffusion bridges to nonlinear high dimensional stochastic Hamiltonian systems. For this work, some problems in computational anatomy [43] revolving around systems of particles to describe images have been our main motivation. We used these models throughout to illustrate the application of diffusion bridges specifically in stochastic landmark dynamics. We left open many possible improvements of this method such as allowing for multiple observations over time, resolving unknown landmark correspondence, a step towards infinite dimensional shape matching and the problem of the parametrisation of these shapes [6] .
This work opens the door to not not only a wider use in statistical inference in computational anatomy, but other related fields, where high dimensional stochastic Hamiltonian systems are involved in the modelling, such as in biology, data assimilation, swarming, etc. . . From a more theoretical point of view, various extensions of this work could be considered. The driving Brownian motion in the SDE could for example be generalised to a Lévy process or even rough paths.
From a numerical perspective, we used classical methods for simplicity, but the presented algorithms could be extended to include more modern numerical integration scheme or MCMC methods, such as geometric integrators [29, 14, 30, 17, 10] , to preserves the geometrical structure of the problem, or some more advanced geometrical Hamiltonian Monte-Carlo methods [3, 4] . In addition, the use of automatic differentiation, similar as in [23, 24] , has turned out to be beneficial for the implementation of efficient methods, and surely deserves to be more exploited for future works.Figure 17 . Example 2, AHS-model. Left: as in Figure 16 , but only showing paths for 18 chosen landmarks. Right: for each of these landmarks the iterates for the initial momentum vector is shown (each dot corresponding to one iteration).
