Introduction {#s1}
============

Pitch is used in languages to serve pragmatic, emotional and linguistic purposes (Barry et al., [@B1]; Plag et al., [@B18]). Pitch is also used to segregate speech from noise and voices of different speakers when listening to speech in noise (Oxenham, [@B17]). In tonal languages, pitch plays an extra role in making semantic contrasts. Syllables produced with different pitch shapes and/or pitch heights convey different meanings (Barry et al., [@B1]).

Pitch perception is difficult for many populations. Older listeners with near-normal hearing have poorer than normal pitch perception (Moore and Peters, [@B16]). Hearing-impaired listeners with poorer frequency selectivity may experience poorer complex pitch perception (Oxenham, [@B17]). Even normal-hearing listeners have poorer pitch perception in the presence of background noise, particularly when the signal-to-noise ratio (SNR) was at or lower than −10 dB (Kong and Zeng, [@B9]).

Cochlear implant users have extra difficulties perceiving pitch because current speech-processing strategies for cochlear implants deliver primarily the temporal information in speech signals but not the spectral information such as the fundamental frequency (F0) (Kong and Zeng, [@B9]). Because tonal languages use pitch to contrast lexical items, cochlear implant users speaking a tone language encounter even greater difficulties in speech processing than cochlear implant users speaking a non-tonal language due to the lack of pitch information for recognizing lexical meanings (Barry et al., [@B1]).

Although F0 is the primary cue for pitch and tone recognition, several studies have shown that temporal cues also contribute significantly to pitch perception. Rosen ([@B19]) identified three temporal cues, which included two temporal envelope cues and one temporal fine structure cue, for speech perception. The two temporal envelope cues were the amplitude contour cue and the periodicity cue which referred to amplitude fluctuation in the speech signal between 2 and 50 Hz and between 50-500 Hz, respectively. The temporal fine structure cue was the high-frequency fluctuation between 500-10,000 Hz (Rosen, [@B19]). How effective these temporal cues are for lexical identification is unclear.

Studies that examined the importance of the two temporal envelope cues for Mandarin tone perception in quiet found inconsistent results. Fu and Zeng ([@B5]) and Kuo et al. ([@B10]) explored the relative importance of the amplitude contour, periodicity and duration cues in Mandarin tone recognition and found that the amplitude contour cue and the periodicity cue contributed to tone recognition when F0 was not available, whereas the duration cue only played a minor role. Fu et al. ([@B6]) studied the effectiveness of the amplitude contour cue and periodicity cue in Mandarin tone recognition using half-wave rectification and low-pass filtering of the speech signal at 50 Hz and 500 Hz, respectively. They reported that tone recognition with either cue was well above chance. When the low-pass cutoff frequency of the envelope extraction filters was increased from 50 to 500 Hz, Mandarin tone recognition improved from 67 to 81%, suggesting that the periodicity cue was more effective than the amplitude envelop cue for Mandarin tone perception. On the other hand, Fu and Zeng ([@B5]) reported that identification accuracies of the four Mandarin tones were 45, 36, 77, and 78% (mean = 59%) using the amplitude contour cue and 56, 46, 50, and 64% (mean = 54%) using the periodicity cue. These findings contradicted those in Fu et al. ([@B6]). Tone identification accuracies in the two temporal envelope cues were lower in this study than in Fu et al. ([@B6]). Also, there was a lack of an advantage of the periodicity cue over the amplitude envelope cue for Mandarin tone identification in Fu and Zeng ([@B5]). The findings also suggested that tone accuracies using temporal envelope cues were affected by tone shapes. T4 (HF), the high falling tone in Mandarin was identified with high accuracies than the other three tones in both temporal envelope cues.

Two studies examined the effect of number of frequency bands (i.e., amount of spectral information) on Mandarin tone identification in the two temporal envelope cues in quiet and reported mixed results. Fu et al. ([@B6]) divided speech into one to four broad bands and extracted the amplitude contour cue and periodicity cue of each band. The extracted temporal envelope cues were used to modulate broadband noises and then combined to form signals with amplitude contour cues and periodicity cues in one to four frequency bands. Signals that were combined from more frequency bands provided more spectral information. Native Mandarin speakers were asked to identify the tones in quiet to determine the effect of frequency bands. The results demonstrated no effect on tone recognition in the two temporal envelope cues with an increase in the spectral information from 1 to 4 frequency bands. Nevertheless, Xu et al. ([@B28]) found an interaction effect of number of frequency bands and types of temporal envelope cues when the number of frequency bands increased from 1 to 12. Tones presented in amplitude envelope cues with more frequency bands (i.e., less detailed temporal envelope cue but more spectral information) were perceived with similar accuracy as tones presented in periodicity cues with fewer frequency bands (i.e., more detailed envelope cue but less spectral information).

Temporal fine structure appeared to be a much more effective cue for Mandarin tone perception than amplitude envelop in quiet situations. Xu and Pfingst ([@B27]) used synthetic stimuli which combined the amplitude envelope of one tone and the temporal fine structure of another (known as "auditory chimera"). Listeners identified the tones in quiet. The results showed that over 80% of participants\' responses were consistent with the tones presented in the temporal fine structure. The authors concluded that temporal fine structure was a much stronger acoustic cue for Mandarin tone identification than the amplitude envelope cue in a quiet condition.

Very few studies have examined tone identification in temporal cues in noise. Kong and Zeng ([@B9]) found that periodicity and amplitude contour cues were more vulnerable to noise than the temporal fine structure cue, suggesting that temporal envelope cues are less salient for tone perception in noise. Unlike previous studies that extracted the amplitude modulations in the speech signal to generate the temporal fine structure cue using Hilbert transformation, this study combined amplitude and frequency modulations to create the temporal fine structure cue. The authors further observed an interaction effect of the envelope cues and number of frequency bands for tone recognition in quiet and noise. Under the quiet condition, tone identification with the periodicity cue in one band was better than tone identification with the amplitude envelope cue in 8 bands. Yet this pattern was reversed in the noise condition, indicating that the effect of the temporal envelope cues under the noise condition was affected by the amount of spectral information in the signal.

Different types of noise induce different amounts of energetic and informational masking (Mattys et al., [@B15]) and may influence tone recognition differently. For example, speech-shaped noise imposes mostly energetic masking (Lecumberri and Cooke, [@B12]) while noise babbles with two talkers in the background yield the most informational masking (Freyman et al., [@B4]). Energetic masking leads to signal degradation while informational masking leads to depletion of high-order processing resources (Mattys et al., [@B15]). Yet most previous studies only used speech-shaped noise to examine the effects of noise on tone perception and did not systematically examine the effect of noise types on tone recognition. This study compared tone perception in a two talker-babble and speech-shaped noise to examine the effect of energetic and informational masking on tone perception in temporal cues.

A majority of studies that examined tone recognition in different temporal cues focused on Mandarin, which has a relatively simple tonal system in which each tone has a unique pitch contour shape. Though findings from these studies provide information on the identification of tones in a tone system that contrasts meanings with tone shapes, it is unclear whether the results are applicable to tone perception in tone languages which use pitch heights (e.g., many African languages) or both pitch heights and pitch shapes (e.g., Thai and Cantonese) to contrast lexical items.

Cantonese is particularly well suited for examining tone perception in different acoustic cues. It has one of the most complex tonal systems that is contrastive in both tone shapes and tone heights (see Wong and Chan ([@B23]) for a detailed description of the acoustic properties of Cantonese tones). Cantonese has three level tones \[i.e., Tone 1 (T1, High Level, HL), Tone 3 (T3, Mid-Level, ML), and Tone 6 (T6, Low Level, LL)\], two rising tones \[i.e., Tone 2 (T2, High Rising, HR), Tone 5 (T5, Low Rising, LR)\], and one falling tone \[i.e., Tone 4 (T4, Low Falling, LF)\]. These tones are contrasted by pitch height, pitch shapes or both. For examples, the three level tones \[T1 (HL), T3 (ML) and T6 (LL)\] are contrasted by tone height. T2 (HR)--T5 (LR), and T4 (LF)--T5 (LR) are differentiated by tone shape, the former pair differing by the slope of the rising pitch and latter differing by the direction of pitch change. T1 (HL)--T5 (LR) differ by both tone height and tone shape (see Figure 2 in Wong and Chan, [@B23] for the pitch contours of the tones). Both children (Wong et al., [@B24]; Wong and Leung, [@B25]) and adults have difficulty identifying Cantonese tones with similar shapes but different pitch levels or pitch slopes (e.g., T3 ML vs. T6 LL, and T2 HR vs. T5 LR) (Wong and Chan, [@B23]; Wong and Ng, [@B26]). Thus, examining Cantonese tone perception in different temporal cues would provide insights into tone identification in languages that use pitch levels only, pitch shapes only or both to convey meaning. It would also have implications for music perception which involves perception of pitch levels and pitch shapes.

Only two studies have examined Cantonese tone perception in different temporal cues. Yuen et al. ([@B30]) mainly compared Cantonese tone identification in quiet using the periodicity cue extracted from different frequency ranges and reported that higher frequency bands were more important for Cantonese tone identification than lower frequency bands. Yuan et al. ([@B29]) studied the contribution of the periodicity cue and an enhanced periodicity cue in Cantonese tone and word identification in quiet and in speech-shaped noise using full-wave rectification and low-pass filtering. Listeners were asked to identify the words they heard by selecting one of four disyllabic words presented on the screen. The four words differed in 2 tones in the one of the syllables (e.g., do1 jyu1 "more than," do1 jyu4 "in excess," do1 syu1 "lots of books," do1 ji4, "suspicious"). The results showed that tone identification with the periodicity cue could reach a high performance level in quiet but deteriorated in noise.

These studies revealed that various factors, such as type of temporal cues, number of frequency bands, and speech-shaped noise that generates energetic masking, affected lexical tone perception. However, due to the inconsistent findings, the lack of studies that comprehensively examined the interactions of all these factors in the same group of listeners, and the lack of adoption of noise that created informational masking, it remains unclear which temporal cue would be the most effective for lexical tone perception across quiet and different noisy situations. In addition, whether the findings from Mandarin studies can be applied to other tone languages is also unclear. Thus, no confident conclusion can be drawn about whether the acoustic cues delivered through current cochlear implants are sufficient or the most effective for lexical tone identification in different backgrounds and in tone languages with tone height and/or tone shape contrasts.

This study aimed to investigate the effect of the three temporal cues---the amplitude contour cue, the periodicity cue, and the temporal fine structure cue---on the perception of Cantonese tones in different number of frequency bands in quiet and in two types of noise. The specific research questions were: How well do listeners identify the six Cantonese tones in naturally produced speech stimuli in quiet and in noise?Which temporal cues are more effective for Cantonese tone identification in quiet and in different types of noise?How well are tone heights and tone shapes identified in different temporal cues in quiet and noise?

Based on the fact that different types of noise produce different masking effects, it was predicted that tone perception accuracies in different temporal cues would differ in the two types of noise, namely speech shape noise, which mostly generates energetic masking, and two-talker babble, which mostly induce informational masking. Based on the findings of Fu and Zeng ([@B5]) and Fu et al. ([@B6]) on Mandarin tones, we expected that in quiet condition, the two temporal envelope cues (i.e., TE500 and TE50) would be effective for tone identification, though not as good as the TFS cue (Xu and Pfingst, [@B27]). Among the different tone shapes, the falling shape would be the easiest to identify in TE500 and TE50 (Fu et al., [@B6]). If the findings of Fu et al. ([@B6]) held up for Cantonese tones, there would not be an interaction between number of bands and the two temporal cues. However, if the findings of Xu et al. ([@B28]) were applicable, there would be an interaction between number of frequency bands and the two temporal envelope cues, which meant that tone identification in TE500 would be better in fewer frequency bands, whereas identification accuracy in TE50 would be higher with more frequency bands. When the tones were presented in noise, tone and tone shape identification accuracy in the two temporal envelope cues, but not in the TFS cue, would drop significantly (Kong and Zeng, [@B9]). Given that native speakers have difficulties differentiating tones differ by tone heights in quiet, it was also predicted that identification of tone heights in temporal cues would be more difficult than the identification of tone shapes.

Methods {#s2}
=======

The protocol used in this study was approved by the Human Research Ethics Committee at the University of Hong Kong (EA530114).

Participants
------------

Twenty native young Cantonese speakers, 10 male and 10 female, between 19 and 24 years of age (mean age = 21.5 years) without speech and language disability were recruited. Half of them were studying Speech and Hearing Sciences at The University of Hong Kong. Cantonese was reported to be their first, dominant and home language. No participants knew any other tonal language or Chinese dialect, but had limited exposure to Mandarin in school. All passed a hearing screening at 25 dB HL at octave frequencies between 500 and 8,000 Hz bilaterally.

Because Cantonese is a spoken language and tones are not specified in writing, many Cantonese speakers without phonetic training lack the metalinguistic skill to accurately label Cantonese tones, particularly the acoustically similar tones (i.e., T3 (ML)--T6 (LL), T2 (HR)--T5 (LR), and T4 (LF) and T6 (LL)). Also, some native Cantonese speakers merge these tone categories in their perception and production (Bauer et al., [@B2]; see Wong and Chan, [@B23] for a review). To ensure that participants could identify and produce the six Cantonese tones accurately, only participants who were able to correctly repeat real and non-sense words of the six tones in a phone screening test were included. Two of the 20 participants who failed to identify T6 (LL) in the original signal in any of the trials in quiet were excluded. As a result, data from the remaining 18 participants were analyzed.

Stimuli
-------

### Original natural speech stimuli

Eighteen familiar Cantonese monosyllabic words (3 syllables × 6 lexical tones) were recorded by a male native Cantonese-speaker and used as the experimental stimuli (see Table [1](#T1){ref-type="table"} for the word list). Six familiar Cantonese monosyllabic words (1 syllable × 6 lexical tones) were recorded by a female speaker and were used for training. All stimuli were recorded in a soundproof room with a Shure SM58 microphone at a sampling rate of 44.1 kHz.

###### 

Experimental stimuli.

  **Monosyllabic target in IPA**   **Chinese character**   **English meaning**
  -------------------------------- ----------------------- ---------------------
  /fu1/                            夫                      Man
  /fu2/                            苦                      Bitter
  /fu3/                            富                      Rich
  /fu4/                            符                      Symbol
  /fu5/                            婦                      Woman
  /fu6/                            負                      Carry
  /ji1/                            衣                      Clothes
  /ji2/                            椅                      Chair
  /ji3/                            意                      Meaning
  /ji4/                            兒                      Son
  /ji5/                            已                      Finished
  /ji6/                            二                      Two
  /jyun1/                          冤                      Injustice
  /jyun2/                          丸                      Pill
  /jyun3/                          怨                      Hatred
  /jyun4/                          圓                      Round
  /jyun5/                          遠                      Far
  /jyun6/                          願                      Wish

*IPA stands for international phonetic alphabet*.

### Stimuli of different temporal cues

Each set of stimuli was generated using the noise-excited vocoder method similar to that in Shannon et al. ([@B20]). Because most recent versions of cochlear implant processors employ a larger number of frequency bands (between 8 and 20 bands; Loizou, [@B14]), 4, 8, and 16 frequency bands were adopted in the experimental conditions to simulate the spectral information available in current implant systems. Another set of 32 frequency bands was adopted in the training condition to avoid an unbalanced learning effect in the experimental conditions.

To construct the stimuli, the original speech stimuli were first passed through a pre-emphasis filter and divided into 1, 4, 8, 16, and 32 frequency bands using a bandpass analysis filter whose cut-off frequencies spaced the cochlear frequency map with equal steps, and were computed according to the cochlear frequency-position mapping function (Greenwood, [@B8]). A Hilbert transform was then used to extract the temporal envelope in each analysis band followed by low-pass filtering at either 50 or 500 Hz to obtain the amplitude envelope cue (TE50) and the periodicity cue (TE500), respectively. The temporal envelope cues were then used to modulate a white noise, which was then bandpass filtered by the same analysis filters used in the original analysis band. These envelope-modulated narrow-band signals were then resynthesized to create the final stimuli. The speech energy was normalized. For the temporal fine structure cue (TFS), the original stimuli were processed using the Hilbert transformation, described above, to extract the high-frequency fluctuations.

### Noises and combination of signal and noise

Three types of noise including a two male talker-babble (2MB), a two female talker-babble (2FB) and speech-shaped noise (SSN) were used for the noise conditions for training and experimental conditions. Five male and five female native Cantonese speakers were invited to record 25 daily sentences, selected from the Cantonese Hearing in Noise Test (CHINT) (Wong and Soli, [@B22]), which included all the phonemes of Cantonese, in a sound-treated booth. Each sentence was repeated four times and a native Cantonese speaker selected the most natural and clear recording of each sentence by each speaker. Two male speakers were randomly selected and their 25 sentences were normalized to the same RMS level and connected in a random order. The production of the two speakers were then added together to create the 2MB. The 2FB for the training stimuli was created using the same procedures on the productions of two randomly selected female speakers. The SSN was generated by passing white noise through a 125-coefficient filter derived from the Linear Predictive Coding spectrum of the 250 sentences of all the 10 speakers.

The original and temporal cue stimuli were equalized in RMS energy. The stimuli were combined with a randomly selected portion of the two noises and the intensity level of the noises was adjusted to form 0 dB SNR with the speech stimuli.

### Final experimental and training stimuli

Altogether, 9 blocks, 3 frequency bands (i.e., B04, B08, B16) and 3 listening conditions (i.e., quiet, 2MB, and SSN) of experimental stimuli and 4 blocks of training stimuli were prepared. Each experimental block consisted of 72 stimuli: 3 syllables × 6 tones × 4 cues (i.e., original production, TE50, TE500, and TFS). For the training stimuli, the first block consisted of the six original training stimuli (1 syllable × 6 tones) in quiet that were filtered and re-synthesized from 32 frequency bands. The other three training blocks were constructed with 32 frequency bands and consisted of 18 stimuli: 1 syllable × 6 tones × 3 temporal cues (TE50, TF50, TFS). One block was presented in quiet, one in SSN and one in 2FB.

Procedure
---------

Participants were invited to attend a 2-h session in a double-walled sound-treated sound booth. They were first asked to complete a questionnaire about their language background and received a hearing screening at 25 dB HL at octave frequencies between 500 and 8,000 Hz.

After that, training was provided before the experiment. During training, a training block with the original stimuli in quiet was presented first, followed by a training block with the three cues in quiet. The other two training blocks, each with the three cues in one type of background noise (i.e., 2FB and SSN), were presented randomly and order was balanced across participants. No feedback was provided in the training blocks. Data collected in the training blocks were not used for analysis.

In the experiment, the stimuli were blocked by the number of frequency bands and the order of presentation was counterbalanced across subjects. Within each frequency band, the quiet condition was presented first. After that, participants listened to the stimuli blocked by noise types. The order of presentation of the noise types was randomly presented. Stimuli of different tones and different syllables in the original productions and in the three temporal cues acoustic cue were mixed together in each block. Trials within blocks were randomly presented.

In both the training and experimental blocks, stimuli were presented to listeners bilaterally at a fixed level of approximately 65 dBA through Sennheiser HD 380 Pro headphones without repetition. Six Chinese characters representing the syllable in the six tones were shown on the computer screen. Because participants might not be able to hear the segmental information of words in the temporal cues, and those who did not have phonetic training, might not be able to label the tones even though they were able to perceive and produce them, to ensure that the participants selected the answers that represented the tones they heard, they were asked to repeat the tones/words they heard. Their productions were audio-recorded using a Shure SM58 microphone and were rated again later for checking inter- and intra-judge reliability. A phonetically-trained experimenter, who was sitting in front of the screen with the participant but did not hear the stimuli, judged the tones of the words produced by the participant and selected the answer on the screen for the participant. No feedback was given. Participants were encouraged to guess the word if they were not sure and to skip the trial if they could not hear the word.

Results {#s3}
=======

Intra- and inter-judge reliability
----------------------------------

To ensure that tone judgment was reliable, the experimenter and another phonetically-trained student listened to the recordings of five randomly selected participants (25% of the data). Cohen\'s Kappa was used to determine inter- and intra- judge reliability. Results showed almost perfect agreement for both intra-judge reliability, (κ = 0.89, *p* \< 0.001) and inter-judge reliability (κ = 0.85, *p* \< 0.001), indicating that the judges reached almost perfect reliable in their judgment of the tones produced by participants.

Data analyses
-------------

Statistical analyses were based on the data collected from 18 participants. Data from participant 2 and 14 were excluded due to 0% accuracy in T6 (LL) identification in the original stimuli in quiet, indicating possible tone merge. Figure [1](#F1){ref-type="fig"} shows the accuracy of tone identification in different conditions. The horizontal gray broken line marks chance level. To determine whether there were statistically significant differences and interactions in tone identification accuracies in different conditions, a four-way repeated measures analysis of variance (ANOVA) was conducted, using tone identification accuracies as the dependent variable and Backgrounds (Quiet, 2MB, SSN), number of Bands (B04, B08, B16), acoustic Cues (original, TFS, TE500, TE50), and tones (T1, T2, T3, T4, T5, T6) as independent variables (Table [2](#T2){ref-type="table"}). Given the significant 4-way interactions and the significant 3- and 2-way interactions of Backgrounds with the other three factors (Table [2](#T2){ref-type="table"}), a three-way repeated measures ANOVA was conducted for each type of Background (Table [3](#T3){ref-type="table"}). The results showed that 3-way interactions of Cues × Bands × Tones was not significant in QUI and SSN, but was significant in 2MB (Table [3](#T3){ref-type="table"}). Thus, a two-way Bands × Tones ANOVA was conducted for each of the four cues (Table [4](#T4){ref-type="table"}) and a two-way Bands × Cues ANOVA was conducted for each of the six tones in 2MB (Table [5](#T5){ref-type="table"}). Pairwise comparisons were then performed to determine the orders of Tone accuracies (Table [6](#T6){ref-type="table"}), Band accuracies (Table [7](#T7){ref-type="table"}), and Cue accuracies (Table [8](#T8){ref-type="table"}) of different factors in different conditions in each type of backgrounds. To determine the effect of Backgrounds on different acoustic Cues, another three-way repeated measures ANOVA was conducted for each type of cues (Table [9](#T9){ref-type="table"}). Given the significant three-way interactions of Backgrounds × Bands × Tones in TE50 (Table [9](#T9){ref-type="table"}), a Backgrounds × Bands two-way ANOVA was performed for each tone for TE50 (Table [10](#T10){ref-type="table"}). Pairwise comparisons were then conducted to determine the order of accuracy of Backgrounds for each Cue and Tone and Band (Table [11](#T11){ref-type="table"}).

![Tone accuracy in different temporal cues, number of frequency bands and backgrounds. The horizontal broken line indicates chance level.](fpsyg-09-01604-g0001){#F1}

###### 

Results of Backgrounds \* Cues \* Bands \* Tones four-way repeated measures ANOVA on tone accuracy.

                                                          **df1**   **df2**   ***F***   ***p***       **Partial η^2^**
  ------------------------------------------------------- --------- --------- --------- ------------- ------------------
  **Backgrounds**                                         2.00      34.00     73.46     **\<0.001**   0.81
  **Cues**                                                1.50      25.50     433.30    **\<0.001**   0.96
  Bands                                                   2.00      34.00     2.18      0.128         0.11
  **Tones**                                               2.62      44.59     51.89     **\<0.001**   0.75
  Backgrounds \* Cues                                     6.00      102.00    1.38      0.231         0.07
  **Backgrounds** \* **Bands**                            4.00      68.00     2.88      **0.029**     0.14
  **Backgrounds** \* **Tones**                            10.00     170.00    12.09     **\<0.001**   0.42
  **Cues** \* **Bands**                                   6.00      102.00    18.97     **\<0.001**   0.53
  **Cues** \* **Tones**                                   4.54      77.19     22.27     **\<0.001**   0.57
  Bands \* Tones                                          10.00     170.00    1.16      0.320         0.06
  **Backgrounds** \* **Cues** \* **Bands**                12.00     204.00    3.43      **\<0.001**   0.17
  Backgrounds \* Bands \* Tones                           8.03      136.45    1.22      0.294         0.07
  **Cues** \* **Bands** \* **Tones**                      10.31     175.33    3.17      **0.001**     0.16
  **Backgrounds** \* **Cues** \* **Tones**                10.36     176.08    5.10      **\<0.001**   0.23
  **Backgrounds** \* **Cues** \* **Bands** \* **Tones**   13.12     222.99    1.95      **0.026**     0.10

*Significant effects are marked with bold font*.

###### 

Results of Cues \* Bands \* Tones three-way repeated measures ANOVA on tone accuracy.

  **Background**                                        **df1**   **df2**   ***F***   ***P***        **Partial η^2^**
  ---------------- ------------------------------------ --------- --------- --------- -------------- ------------------
  QUI              **Cues**                             3.00      51.00     335.04    **\< 0.001**   0.95
                   Bands                                2.00      34.00     1.20      0.312          0.07
                   **Tones**                            2.45      41.58     62.75     **\< 0.001**   0.79
                   **Cues** \* **Bands**                6.00      102.00    3.89      **0.002**      0.19
                   **Cues** \* **Tones**                5.93      100.75    26.09     **\<0.001**    0.61
                   Bands \* Tones                       10.00     170.00    1.15      0.331          0.06
                   Cues \* Bands \* Tones               10.86     184.62    1.21      0.287          0.07
  SSN              **Cues**                             3.00      51.00     253.26    **\<0.001**    0.94
                   Bands                                1.44      24.41     1.14      0.319          0.06
                   **Tones**                            3.17      53.86     36.51     **\<0.001**    0.68
                   **Cues** \* **Bands**                6.00      102.00    4.56      **\<0.001**    0.21
                   **Cues** \* **Tones**                5.67      96.39     9.03      **\<0.001**    0.35
                   Bands \* Tones                       10.00     170.00    0.71      0.713          0.04
                   Cues \* Bands \* Tones               10.54     179.12    1.84      0.053          0.10
  2MB              **Cues**                             1.59      27.06     204.22    **\<0.001**    0.92
                   **Bands**                            2.00      34.00     5.52      **0.008**      0.25
                   **Tones**                            5.00      85.00     32.86     **\<0.001**    0.66
                   **Cues** \* **Bands**                6.00      102.00    16.89     **\<0.001**    0.50
                   **Cues** \* **Tones**                6.18      105.03    10.03     **\<0.001**    0.37
                   Bands \* Tones                       5.42      92.20     1.76      0.123          0.09
                   **Cues** \* **Bands** \* **Tones**   10.37     176.26    3.78      **\<0.001**    0.18

*Significant effects are marked with bold font*.

###### 

Results of Bands \*Tones two-way repeated measures ANOVA on tone accuracy by Cues when Backgrounds = 2MB.

  **Background**   **Cue**                            **df1**   **df2**   ***F***   ***p***       **Partial η^2^**
  ---------------- ----------- ---------------------- --------- --------- --------- ------------- ------------------
  **2MB**          **ORI**     **Bands**              2.00      34.00     5.44      **0.009**     0.24
                               **Tones**              2.92      49.61     19.30     **\<0.001**   0.53
                               **Bands**\***Tones**   5.39      91.63     3.34      **0.007**     0.16
                   **TFS**     **Bands**              2.00      34.00     28.43     **\<0.001**   0.63
                               **Tones**              5.00      85.00     14.46     **\<0.001**   0.46
                               **Bands**\***Tones**   10.00     170.00    3.68      **\<0.001**   0.18
                   **TE500**   **Bands**              2.00      34.00     4.40      **0.020**     0.21
                               **Tones**              5.00      85.00     33.58     **\<0.001**   0.66
                               **Bands**\***Tones**   10.00     170.00    2.21      **0.019**     0.11
                   **TE50**    **Bands**              2.00      34.00     6.27      **0.005**     0.27
                               **Tones**              3.12      52.97     17.03     **\<0.001**   0.50
                               **Bands**\***Tones**   10.00     170.00    3.16      **\<0.001**   0.16

*Significant effects are marked with bold font*.

###### 

Results of Bands \* Cues two-way repeated measures ANOVA on tone accuracy by Tones when Backgrounds = 2MB.

  **Backgrounds**   **Tones**                           **df1**   **df2**   ***F***   ***p***       **Partial η^2^**
  ----------------- ----------- ----------------------- --------- --------- --------- ------------- ------------------
  **2MB**           **T1**      Bands                   2.00      34.00     2.44      0.102         0.13
                                **Cues**                1.55      26.31     89.40     **\<0.001**   0.84
                                **Bands** \* **Cues**   6.00      102.00    3.46      **0.004**     0.17
                    **T2**      **Bands**               2.00      34.00     4.72      **0.016**     0.22
                                **Cues**                1.81      30.73     56.48     **\<0.001**   0.77
                                **Bands** \* **Cues**   6.00      102.00    2.29      **0.041**     0.12
                    **T3**      Bands                   2.00      34.00     3.08      0.059         0.15
                                **Cues**                3.00      51.00     36.05     **\<0.001**   0.68
                                **Bands** \* **Cues**   6.00      102.00    4.93      **\<0.001**   0.22
                    **T4**      Bands                   2.00      34.00     0.29      0.753         0.02
                                **Cues**                3.00      51.00     35.33     **\<0.001**   0.68
                                **Bands** \* **Cues**   6.00      102.00    17.22     **\<0.001**   0.50
                    **T5**      Bands                   2.00      34.00     2.17      0.130         0.11
                                **Cues**                3.00      51.00     58.67     **\<0.001**   0.78
                                **Bands** \* **Cues**   6.00      102.00    4.01      **0.001**     0.19
                    **T6**      Bands                   2.00      34.00     2.19      0.128         0.11
                                **Cues**                1.99      33.88     18.57     **\<0.001**   0.52
                                Bands \* Cues           6.00      102.00    0.60      0.732         0.03

*Significant effects are marked with bold font*.

###### 

Results of pairwise comparisons on tone accuracy in Cues \* Bands \* Tones three-way repeated measures ANOVA by Backgrounds.

  **No**.   **Background**   **Cue**     **Band**   **Tone order**                                                                        **Mean (SD)**                                                                           
  --------- ---------------- ----------- ---------- ------------------------------------------------------------------------------------- ----------------------- --------------- --------------- --------------- --------------- --------------
  **1**     **QUI**          **ORI**     **B04**    T4(= T2 = T1 = T5)\>(T2 = T1 = T5 =)T3\>T6[^a^](#TN1){ref-type="table-fn"}                                                                                                    
  **2**                                  **B08**    88% (13%)                                                                             88% (17%)               70% (17%)       98% (4%)        82% (21%)       42% (23%)       
  **3**                                  **B16**                                                                                                                                                                                  
  **4**                      **TFS**     **B04**                                                                                                                                                                                  
  **5**                                  **B08**    T5 = T2(= T1 = T3)\>(T1 = T3 =)T4\>T6[^a^](#TN1){ref-type="table-fn"}                 75% (20%)               86% (18%)       70% (21%)       59% (13%)       88% (19%)       18% (15%)
  **6**                                  **B16**                                                                                                                                                                                  
  **7**                      **TE500**   **B04**    T4\>T2(= T3 = T5)\>(T3 = T5 =)T1\>T6[^a^](#TN1){ref-type="table-fn"}                                                                                                          
  **8**                                  **B08**    27% (23%)                                                                             52% (26%)               30% (17%)       97% (5%)        25% (16%)       **5% (7%)**     
  **9**                                  **B16**                                                                                                                                                                                  
  **10**                     **TE50**    **B04**    T4\>T2(T1 = T3 = T5)\>(T1 = T3 = T5 =)T6[^a^](#TN1){ref-type="table-fn"}                                                                                                      
  **11**                                 **B08**    22% (25%)                                                                             36% (30%)               **15% (14%)**   86% (13%)       **12% (12%)**   **4% (7%)**     
  **12**                                 **B16**                                                                                                                                                                                  
  **13**    **SSN**          **ORI**     **B04**    T4\>T1 = T3 = T5 = T2\>T6[^a^](#TN1){ref-type="table-fn"}                                                                                                                     
  **14**                                 **B08**    79% (16%)                                                                             67% (22%)               77% (24%)       99% (4%)        73% (24%)       35% (25%)       
  **15**                                 **B16**                                                                                                                                                                                  
  **16**                     **TFS**     **B04**    T1(= T3 = T5)\> (T3 = T5 =)T4 = T2\>T6[^a^](#TN1){ref-type="table-fn"}                                                                                                        
  **17**                                 **B08**    77% (14%)                                                                             55% (23%)               69% (21%)       62% (15%)       60% (24%)       29% (21%)       
  **18**                                 **B16**                                                                                                                                                                                  
  **19**                     **TE500**   **B04**    T4\>T3 = T5(= T2 = T1)\>(T2 = T1 =)T6[^a^](#TN1){ref-type="table-fn"}                                                                                                         
  **20**                                 **B08**    19% (22%)                                                                             24% (19%)               24% (20%)       76% (15%)       21% (13%)       **8% (8%)**     
  **21**                                 **B16**                                                                                                                                                                                  
  **22**                     **TE50**    **B04**    T4\>T1 = T2 = T3 = T5 = T6[^a^](#TN1){ref-type="table-fn"}                                                                                                                    
  **23**                                 **B08**    19% (20%)                                                                             19% (16%)               17% (17%)       55% (21%)       **16% (12%)**   **6% (7%)**     
  **24**                                 **B16**                                                                                                                                                                                  
  **25**    **2MB**          **ORI**     **B04**    T4(= T1 = T2 = T5)\>(T1 = T2 = T5) = T3\>T6[^b^](#TN2){ref-type="table-fn"}           $\text{80\%\ (23\%)}$   80% (38%)       74% (24%)       98% (8%)        80% (26%)       35% (27%)
  **26**                                 **B08**    T4(= T2 = T1)\>(= T2 = T1) = T3\>(= T3) = T5 = T6[^b^](#TN2){ref-type="table-fn"}     80% (23%)               83% (17%)       70% (30%)       98% (8%)        50% (38%)       46% (36%)
  **27**                                 **B16**    T4(= T1)\>(T1 =)T2(= T5 = T3)\>(T5 = T3 =)T6[^b^](#TN2){ref-type="table-fn"}          78% (23%)               69% (21%)       46% (36%)       96% (11%)       59% (27%)       35% (29%)
  **28**                     **TFS**     **B04**    T5 = T4 = T2 = T1 = T3\>T6[^b^](#TN2){ref-type="table-fn"}                            72% (24%)               76% (28%)       65% (29%)       80% (23%)       81% (23%)       20% (26%)
  **29**                                 **B08**    T1 = T4 = T2(= T5 = T3)\>(T5 = T3 =)T6[^b^](#TN2){ref-type="table-fn"}                76% (30%)               65% (24%)       56% (30%)       70% (25%)       59% (31%)       30% (32%)
  **30**                                 **B16**    T5 = T2(= T1 = T3 = T6)\>(T1 = T3 = T6 =)T4, T5\>T6[^b^](#TN2){ref-type="table-fn"}   48% (33%)               48% (26%)       39% (29%)       22% (23%)       61% (29%)       22% (32%)
  **32**                     **TE500**   **B04**    T4\>T2 = T5 = T3 = T1 = T6[^b^](#TN2){ref-type="table-fn"}                            **9% (19%)**            20% (28%)       **15% (21%)**   70% (25%)       19% (21%)       **9% (15%)**
  **33**                                 **B08**    T4\>T2 = T5 = T3 = T1 = T6[^b^](#TN2){ref-type="table-fn"}                            **17% (26%)**           22% (26%)       **17% (24%)**   56% (28%)       20% (23%)       **9% (15%)**
  **34**                                 **B16**    T4\>T3(= T5 = T1 = T2)\>(T5 = T1 = T2 =)T6[^b^](#TN2){ref-type="table-fn"}            20% (23%)               **17% (17%)**   31% (24%)       83% (24%)       26% (27%)       **4% (11%)**
  **35**                     **TE50**    **B04**    T4(= T3 = T1 = T5 = T2)\>(T3 = T1 = T5 = T2 =)T6[^b^](#TN2){ref-type="table-fn"}      **17% (29%)**           **11% (16%)**   19% (23%)       33% (30%)       **15% (17%)**   **2% (8%)**
  **36**                                 **B08**    T4\>T5 = T2 = T1 = T3 = T6[^b^](#TN2){ref-type="table-fn"}                            **15% (29%)**           20% (28%)       **11% (20%)**   61% (31%)       22% (20%)       **9% (19%)**
  **37**                                 **B16**    T4\>T5 = T2 = T3 = T1 = T6[^b^](#TN2){ref-type="table-fn"}                            **11% (20%)**           19% (33%)       **11% (20%)**   72% (26%)       26% (29%)       **9% (15%)**

*$\text{Green\ cells}$ mark T4 with the highest and T6 with the lowest accuracy*.

***Bold** numbers mark chance accuracy (17%) or below*.

*For QUI and SSN, tone orders with the Bands collapsed were reported because of the significant three-way Cues \* Bands \* Tones interactions and insignificant two-way Bands \* Tones interactions (Table [3](#T3){ref-type="table"})*.

*For 2MB, tone orders for each Band were reported because of the significant three-way Cues \* Bands \* Tones interactions (Table [3](#T3){ref-type="table"}), and the significant Bands \* Tones interactions in each Cue in the two-way ANOVAs (Table [4](#T4){ref-type="table"})*.

###### 

Results of pairwise comparisons in Cues \* Bands \* Tones three-way repeated measures ANOVA on tone accuracy by Backgrounds.

  **No**.   **Background**   **Cue**     **Tone**   **Band order**                                                       **Mean (SD)**                  
  --------- ---------------- ----------- ---------- -------------------------------------------------------------------- --------------- -------------- --------------
  **1**     **QUI**          **ORI**     **T1**     Band08 = Band16 = Band04[^a^](#TN3){ref-type="table-fn"}             76% (11%)       79% (10%)      79% (10%)
  **2**                                  **T2**                                                                                                         
  **3**                                  **T3**                                                                                                         
  **4**                                  **T4**                                                                                                         
  **5**                                  **T5**                                                                                                         
  **6**                                  **T6**                                                                                                         
  **7**                      **TFS**     **T1**     Band08(= Band04)\>(Band04 =)Band16[^a^](#TN3){ref-type="table-fn"}   66% (11%)       71% (10%)      62% (9%)
  **8**                                  **T2**                                                                                                         
  **9**                                  **T3**                                                                                                         
  **10**                                 **T4**                                                                                                         
  **11**                                 **T5**                                                                                                         
  **12**                                 **T6**                                                                                                         
  **13**                     **TE500**   **T1**     Band04 = Band16 = Band08[^a^](#TN3){ref-type="table-fn"}             40% (12%)       38% (11%)      39% (8%)
  **14**                                 **T2**                                                                                                         
  **15**                                 **T3**                                                                                                         
  **16**                                 **T4**                                                                                                         
  **17**                                 **T5**                                                                                                         
  **18**                                 **T6**                                                                                                         
  **19**                     **TE50**    **T1**     Band16(= Band08)\>(Band08 =)Band04[^a^](#TN3){ref-type="table-fn"}   24% (10%)       29% (10%)      34% (9%)
  **20**                                 **T2**                                                                                                         
  **21**                                 **T3**                                                                                                         
  **22**                                 **T4**                                                                                                         
  **23**                                 **T5**                                                                                                         
  **24**                                 **T6**                                                                                                         
  **25**    **SSN**          **ORI**     **T1**     Band08 = Band04 = Band16[^a^](#TN3){ref-type="table-fn"}             72% (14%)       73% (13%)      69% (12%)
  **26**                                 **T2**                                                                                                         
  **27**                                 **T3**                                                                                                         
  **28**                                 **T4**                                                                                                         
  **29**                                 **T5**                                                                                                         
  **30**                                 **T6**                                                                                                         
  **31**                     **TFS**     **T1**     Band04 = Band08\>Band16[^a^](#TN3){ref-type="table-fn"}              66% (13%)       58% (11%)      51% (10%)
  **32**                                 **T2**                                                                                                         
  **33**                                 **T3**                                                                                                         
  **34**                                 **T4**                                                                                                         
  **35**                                 **T5**                                                                                                         
  **36**                                 **T6**                                                                                                         
  **37**                     **TE500**   **T1**     Band16 = Band08 = Band04[^a^](#TN3){ref-type="table-fn"}             27% (10%)       29% (11%)      30% (5%)
  **38**                                 **T2**                                                                                                         
  **39**                                 **T3**                                                                                                         
  **40**                                 **T4**                                                                                                         
  **41**                                 **T5**                                                                                                         
  **42**                                 **T6**                                                                                                         
  **43**                     **TE50**    **T1**     Band16 = Band08 = Band04[^a^](#TN3){ref-type="table-fn"}             20% (9%)        22% (8%)       24% (11%)
  **44**                                 **T2**                                                                                                         
  **45**                                 **T3**                                                                                                         
  **46**                                 **T4**                                                                                                         
  **47**                                 **T5**                                                                                                         
  **48**                                 **T6**                                                                                                         
  **49**    **2MB**          **ORI**     **T1**     Band04 = Band08 = Band16[^b^](#TN4){ref-type="table-fn"}             80%(23%)        80%(23%)       78%(23%)
  **50**                                 **T2**     Band08(= Band04)\>(Band04 =)Band16[^b^](#TN4){ref-type="table-fn"}   80%(38%)        83%(17%)       69%(21%)
  **51**                                 **T3**     Band04 = Band08\>Band16[^b^](#TN4){ref-type="table-fn"}              74%(24%)        70%(30%)       46%(36%)
  **52**                                 **T4**     Band04 = Band08 = Band16[^b^](#TN4){ref-type="table-fn"}             98%(8%)         98%(8%)        96%(11%)
  **53**                                 **T5**     Band04\>Band16 = Band08[^b^](#TN4){ref-type="table-fn"}              80%(26%)        50%(38%)       59%(27%)
  **54**                                 **T6**     Band08 = Band04 = Band16[^b^](#TN4){ref-type="table-fn"}             35%(27%)        46%(36%)       35%(29%)
  **55**                     **TFS**     **T1**     Band08(= Band04)\>(Band04 =)Band16[^b^](#TN4){ref-type="table-fn"}   72%(24%)        76%(30%)       48%(33%)
  **56**                                 **T2**     Band04(= Band08)\>(Band08 =)Band16[^b^](#TN4){ref-type="table-fn"}   76%(28%)        65%(24%)       48%(26%)
  **57**                                 **T3**     Band04 = Band08 = Band16[^b^](#TN4){ref-type="table-fn"}             65%(29%)        56%(30%)       39%(29%)
  **58**                                 **T4**     Band04 = Band08\>Band16[^b^](#TN4){ref-type="table-fn"}              80%(23%)        70%(25%)       22%(23%)
  **59**                                 **T5**     Band04(= Band16)\>(Band16 =)Band08[^b^](#TN4){ref-type="table-fn"}   81%(23%)        59%(31%)       61%(29%)
  **60**                                 **T6**     Band08 = Band16 = Band04[^b^](#TN4){ref-type="table-fn"}             20%(26%)        30%(32%)       22%(32%)
  **61**                     **TE500**   **T1**     Band16 = Band08 = Band04[^b^](#TN4){ref-type="table-fn"}             **9%(19%)**     **17%(26%)**   20%(23%)
  **62**                                 **T2**     Band08 = Band04 = Band16[^b^](#TN4){ref-type="table-fn"}             20%(28%)        22%(26%)       **17%(17%)**
  **63**                                 **T3**     Band16 = Band08 = Band04[^b^](#TN4){ref-type="table-fn"}             **15%(21%)**    **17%(24%)**   31%(24%)
  **64**                                 **T4**     Band16(= Band04)\>(Band04 =)Band08[^b^](#TN4){ref-type="table-fn"}   70%(25%)        56%(28%)       83%(24%)
  **65**                                 **T5**     Band16 = Band08 = Band04[^b^](#TN4){ref-type="table-fn"}             19%(21%)        20%(23%)       26%(27%)
  **66**                                 **T6**     Band04 = Band08 = Band16[^b^](#TN4){ref-type="table-fn"}             **9%(15%)**     **9%(15%)**    **4%(11%)**
  **67**                     **TE50**    **T1**     Band04 = Band08 = Band16[^b^](#TN4){ref-type="table-fn"}             **17%(29%)**    **15%(29%)**   **11%(20%)**
  **68**                                 **T2**     Band08 = Band16 = Band04[^b^](#TN4){ref-type="table-fn"}             **11%(16%)**    20%(28%)       19%(33%)
  **69**                                 **T3**     Band04 = Band16 = Band08[^b^](#TN4){ref-type="table-fn"}             19%(23%)        **11%(20%)**   **11%(20%)**
  **70**                                 **T4**     Band16 = Band08\>Band04[^b^](#TN4){ref-type="table-fn"}              33%(30%)        61%(31%)       72%(26%)
  **71**                                 **T5**     Band16 = Band08 = Band04[^b^](#TN4){ref-type="table-fn"}             **15%(17%)**    22%(20%)       26%(29%)
  **72**                                 **T6**     Band08 = Band16 = Band04[^b^](#TN4){ref-type="table-fn"}             **2%(8%)**      **9%(19%)**    **9%(15%)**

$\text{Beige\ cells}$ mark Band04 = Band08 = Band16, in any order. Peach cells

$\text{mark\ lowest}$ tone identification accuracies in B16.

$\text{Blue\ cells}$ mark higher accuracies with more number of bands (i.e., in the order of Band16, Band08, Band04).

**Bold** numbers mark chance accuracy (17%) or below.

For QUI and SSN, orders of Bands collapsing the Tones were reported because of the non-significant three-way Cues \* Bands \* Tones interactions and the non-significant two-way Bands \* Tones interactions (Table [3](#T3){ref-type="table"}).

*For 2MB, Band orders for each Tone were reported because of the significant Cues \* Bands \* Tones three-way interactions (Table [3](#T3){ref-type="table"}), and the significant Bands \*Tones interactions in each Cue in two-way ANOVAs (Table [4](#T4){ref-type="table"})*.

###### 

Results of pairwise comparisons in Tones \* Bands \* Cue three-way repeated measures ANOVA on tone accuracy.

  **No**.   **Background**   **Tone**   **Band**   **Cue order**                                                                 **Mean (SD)**                                                   
  --------- ---------------- ---------- ---------- ----------------------------------------------------------------------------- ----------------------- ----------------------- --------------- ---------------
  **1**     **QUI**          **T1**     **B04**    ORI = TFS\>TE500\>TE50[^a^](#TN5){ref-type="table-fn"}                        83% (26%)               72% (29%)               30% (32%)       **13% (31%)**
  **2**                                 **B08**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       87% (17%)               72% (35%)               31% (35%)       22% (30%)
  **3**                                 **B16**    ORI = TFS\>TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       93% (14%)               81% (21%)               19% (26%)       30% (34%)
  **4**                      **T2**     **B04**    ORI = TFS\>TE500\>TE50[^a^](#TN5){ref-type="table-fn"}                        83% (26%)               81% (29%)               50% (33%)       24% (28%)
  **5**                                 **B08**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       91% (15%)               93% (14%)               48% (33%)       35% (42%)
  **6**                                 **B16**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       91% (19%)               83% (24%)               57% (34%)       48% (37%)
  **7**                      **T3**     **B04**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       $\text{69\%\ (29\%)}$   63% (34%)               30% (32%)       **17% (26%)**
  **8**                                 **B08**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       70% (30%)               $\text{83\%\ (29\%)}$   22% (20%)       **9% (19%)**
  **9**                                 **B16**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       72% (33%)               65% (27%)               37% (23%)       19% (23%)
  **10**                     **T4**     **B04**    ORI = TE500(= TE50)\>(TE50 =)TFS[^a^](#TN5){ref-type="table-fn"}              100% (0%)               69% (18%)               98% (8%)        83% (26%)
  **11**                                **B08**    ORI = TE500 = TE50\>TFS[^a^](#TN5){ref-type="table-fn"}                       98% (8%)                61% (21%)               98% (8%)        89% (16%)
  **12**                                **B16**    ORI = TE500 = TE50\>TFS [^a^](#TN5){ref-type="table-fn"}                      96% (11%)               48% (21%)               94% (13%)       87% (20%)
  **13**                     **T5**     **B04**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       $\text{80\%\ (28\%)}$   89% (26%)               28% (29%)       **9% (15%)**
  **14**                                **B08**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       83% (21%)               91% (19%)               24% (28%)       **13% (20%)**
  **15**                                **B16**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       83% (26%)               85% (26%)               22% (23%)       **15% (21%)**
  **16**                     **T6**     **B04**    ORI(= TFS)\>(TFS =)(= TE500)\>(TE500 =)TE50[^a^](#TN5){ref-type="table-fn"}   39% (33%)               22% (28%)               **7% (14%)**    **0% (0%)**
  **17**                                **B08**    ORI(= TFS)\>(TFS =)(= TE50)\>(TE50 =)TE500[^a^](#TN5){ref-type="table-fn"}    46% (28%)               24% (25%)               **4% (11%)**    **7% (18%)**
  **18**                                **B16**    ORI\>TFS = TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       41% (33%)               **7% (14%)**            **4% (11%)**    **4% (11%)**
  **19**    **SSN**          **T1**     **B04**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       80% (20%)               87% (23%)               **17% (29%)**   **9% (19%)**
  **20**                                **B08**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       81% (23%)               74% (18%)               22% (30%)       **13% (23%)**
  **21**                                **B16**    ORI = TFS\>TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       76% (25%)               70% (23%)               19% (26%)       35% (37%)
  **22**                     **T2**     **B04**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       69% (29%)               56% (36%)               22% (23%)       **13% (17%)**
  **23**                                **B08**    ORI = TFS\>TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       67% (23%)               61% (26%)               22% (26%)       22% (20%)
  **24**                                **B16**    ORI(= TFS)\>(TFS =)(= TE500)\>(TE500 =)TE50[^a^](#TN5){ref-type="table-fn"}   67% (34%)               48% (31%)               28% (31%)       20% (23%)
  **25**                     **T3**     **B04**    ORI = TFS\>TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       72% (33%)               69% (31%)               22% (20%)       22% (32%)
  **26**                                **B08**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       78% (30%)               70% (32%)               28% (26%)       20% (26%)
  **27**                                **B16**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       80% (33%)               67% (23%)               22% (26%)       **7% (18%)**
  **28**                     **T4**     **B04**    ORI(= TFS)\>(TFS =)(= TE500)\>(TE500 =)TE50[^a^](#TN5){ref-type="table-fn"}   98% (8%)                83% (24%)               74% (22%)       56% (26%)
  **29**                                **B08**    ORI\>TE500 = TFS = TE50[^a^](#TN5){ref-type="table-fn"}                       98% (8%)                59% (24%)               74% (22%)       54% (28%)
  **30**                                **B16**    ORI\>TE500(= TE50)\>(TE50 =)TFS[^a^](#TN5){ref-type="table-fn"}               100% (0%)               43% (22%)               80% (28%)       56% (32%)
  **31**                     **T5**     **B04**    TFS = ORI\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       74% (29%)               74% (29%)               **17% (24%)**   **15% (23%)**
  **32**                                **B08**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       80% (31%)               52% (37%)               20% (26%)       **13% (17%)**
  **33**                                **B16**    ORI = TFS\>TE500 = TE50[^a^](#TN5){ref-type="table-fn"}                       65% (35%)               54% (31%)               26% (22%)       20% (23%)
  **34**                     **T6**     **B04**    ORI(= TFS)\>(TFS =)(= TE500)\>(TE500 =)TE50[^a^](#TN5){ref-type="table-fn"}   39% (37%)               30% (25%)               **9% (15%)**    **6% (13%)**
  **35**                                **B08**    ORI = TFS\>TE50 = TE500[^a^](#TN5){ref-type="table-fn"}                       35% (35%)               33% (26%)               **7% (14%)**    **7% (14%)**
  **36**                                **B16**    ORI(= TFS)\>(TFS =)TE500 = TE50[^a^](#TN5){ref-type="table-fn"}               30% (28%)               24% (28%)               **7% (18%)**    **4% (11%)**
  **37**    **2MB**          **T1**     **B04**    ORI = TFS\>TE50 = TE500[^b^](#TN6){ref-type="table-fn"}                       80% (23%)               72% (24%)               9% (19%)        **17% (29%)**
  **38**                                **B08**    ORI = TFS\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                       80% (23%)               76% (30%)               **17% (26%)**   **15% (29%)**
  **39**                                **B16**    ORI\>TFS\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                        78% (23%)               48% (33%)               20% (23%)       **11% (20%)**
  **40**                     **T2**     **B04**    ORI = TFS\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                       80% (38%)               76% (28%)               20% (28%)       **11% (16%)**
  **41**                                **B08**    ORI\>TFS\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                        83% (17%)               65% (24%)               22% (26%)       20% (28%)
  **42**                                **B16**    ORI(= TFS)\>(TFS =)TE50 = TE500[^b^](#TN6){ref-type="table-fn"}               69% (21%)               48% (26%)               **17% (17%)**   19% (33%)
  **43**                     **T3**     **B04**    ORI = TFS\>TE50 = TE500[^b^](#TN6){ref-type="table-fn"}                       74% (24%)               65% (29%)               **15% (21%)**   19% (23%)
  **44**                                **B08**    ORI = TFS\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                       70% (30%)               56% (30%)               **17% (24%)**   **11% (20%)**
  **45**                                **B16**    ORI = TFS = TE500\>TE50[^b^](#TN6){ref-type="table-fn"}                       46% (36%)               39% (29%)               31% (24%)       **11% (20%)**
  **46**                     **T4**     **B04**    ORI\>TFS = TE500\>TE50[^b^](#TN6){ref-type="table-fn"}                        98% (8%)                80% (23%)               70% (25%)       33% (30%)
  **47**                                **B08**    ORI\>TFS = TE50 = TE500[^b^](#TN6){ref-type="table-fn"}                       98% (8%)                70% (25%)               56% (28%)       61% (31%)
  **48**                                **B16**    ORI(= TE500)\>(TE500 =)TE50\>TFS[^b^](#TN6){ref-type="table-fn"}              96% (11%)               22% (23%)               83% (24%)       72% (26%)
  **49**                     **T5**     **B04**    TFS = ORI\>TE500 = TE50[^b^](#TN6){ref-type="table-fn"}                       80% (26%)               81% (23%)               19% (21%)       **15% (17%)**
  **50**                                **B08**    TFS(= ORI = TE50)\>(ORI = TE50 =)TE500[^b^](#TN6){ref-type="table-fn"}        50% (38%)               59% (31%)               20% (23%)       22% (20%)
  **51**                                **B16**    TFS = ORI\>TE50 = TE500[^b^](#TN6){ref-type="table-fn"}                       59% (27%)               61% (29%)               26% (27%)       26% (29%)
  **52**                     **T6**     **B04**                                                                                  39% (24%)               24% (23%)               **7% (9%)**     **7% (9%)**
  **53**                                **B08**    ORI \>TFS\>TE500 = TE50[^c^](#TN7){ref-type="table-fn"}                                                                                       
  **54**                                **B16**                                                                                                                                                  

$\text{Blue\ cells}$ mark "ORI = TFS\>TE500 = TE50," with ORI and TFS, and TE500 and TE50 in any order.

$\text{Pink\ cells}$ mark ORI significantly better than TFS, TE500 and TE50.

$\text{Beige\ cells}$ mark TFS as the worst.

$\text{Peach\ cells}$ mark TE50 as the worst.

Unformatted cells mark other orders.

**Bold** cells mark chance accuracy (17%) or below.

For QUI and SSN, orders of Cues in each band were reported because of the insignificant three-way Cues \* Bands \* Tones interactions, and the significant two-way Cues \* Bands and Cues \* Tones interactions (Table [3](#T3){ref-type="table"}).

For T1, T2, T3, T4, and T5 in 2MB, Cue orders for each Tone were reported because of the significant Cues \* Bands \* Tones three-way interactions (Table [3](#T3){ref-type="table"}), and the significant Bands \* Tones interactions in the two-way ANOVA of Bands \* Cues separated by Tones (Table [5](#T5){ref-type="table"}).

*For T6 in 2MB, Cue orders with the Tones collapsed were reported because of the significant Cues \* Bands \* Tones three-way interactions (Table [3](#T3){ref-type="table"}), and the insignificant Bands \* Tones interactions in the two-way ANOVA of Bands \* Cues separated by Tones (Table [5](#T5){ref-type="table"})*.

###### 

Results of Tone \* Bands \* Backgrounds three-way repeated measures ANOVA on tone accuracy by Cues.

  **Cue**                                               **df1**   **df2**   ***F***   ***p***       **Partial η^2^**
  --------- ------------------------------------------- --------- --------- --------- ------------- ------------------
  ORI       **Backgrounds**                             2.00      34.00     19.14     **\<0.001**   0.53
            Bands                                       2.00      34.00     1.96      0.157         0.10
            **Tones**                                   3.14      53.41     27.16     **\<0.001**   0.62
            **Backgrounds** \* **Bands**                4.00      68.00     2.69      **0.038**     0.14
            **Backgrounds** \* **Tones**                10.00     170.00    4.66      **\<0.001**   0.22
            Bands \* Tones                              10.00     170.00    0.88      0.555         0.05
            Backgrounds \* Bands \* Tones               8.19      139.15    1.59      0.130         0.09
  TFS       **Backgrounds**                             2.00      34.00     22.57     **\<0.001**   0.57
            **Bands**                                   2.00      34.00     34.85     **\<0.001**   0.67
            **Tones**                                   3.47      58.96     28.22     **\<0.001**   0.62
            **Backgrounds** \* **Bands**                4.00      68.00     6.64      **\<0.001**   0.28
            **Backgrounds** \* **Tones**                10.00     170.00    8.49      **\<0.001**   0.33
            **Bands** \* **Tones**                      10.00     170.00    4.62      **\<0.001**   0.21
            Backgrounds \* Bands \* Tones               8.17      138.90    1.83      0.074         0.10
  TE500     **Backgrounds**                             2.00      34.00     48.75     **\<0.001**   0.74
            Bands                                       2.00      34.00     1.36      0.271         0.07
            **Tones**                                   2.83      48.06     61.04     **\<0.001**   0.78
            Backgrounds \* Bands                        4.00      68.00     1.49      0.214         0.08
            **Backgrounds** \* **Tones**                10.00     170.00    6.28      **\<0.001**   0.27
            Bands \* Tones                              5.58      94.78     1.18      0.324         0.06
            Backgrounds \* Bands \* Tones               9.03      153.48    1.24      0.272         0.07
  TE50      **Backgrounds**                             2.00      34.00     8.83      **\<0.001**   0.34
            **Bands**                                   2.00      34.00     9.76      **\<0.001**   0.36
            **Tones**                                   2.27      38.62     40.99     **\<0.001**   0.71
            Backgrounds \* Bands                        4.00      68.00     0.96      0.436         0.05
            **Backgrounds** \* **Tones**                10.00     170.00    7.70      **\<0.001**   0.31
            **Bands** \* **Tones**                      10.00     170.00    2.21      **0.019**     0.12
            **Backgrounds** \* **Bands** \* **Tones**   9.20      156.32    2.20      **0.024**     0.11

*Significant effects are marked with bold font*.

###### 

Results of Backgrounds \* Bands two-way repeated measures ANOVA on tone accuracy by Tones when Cue = TE50.

  **Cue**    **Tone**                                  **df1**   **df2**   **F**   ***p***       **Partial η^2^**
  ---------- ---------- ------------------------------ --------- --------- ------- ------------- ------------------
  **TE50**   **T1**     Backgrounds                    2.00      34.00     1.43    0.252         0.08
                        **Bands**                      2.00      34.00     4.01    **0.027**     0.19
                        **Backgrounds** \* **Bands**   4.00      68.00     3.55    **0.011**     0.17
             **T2**     **Backgrounds**                2.00      34.00     7.12    **0.003**     0.30
                        **Bands**                      2.00      34.00     7.94    **0.001**     0.32
                        Backgrounds \* Bands           4.00      68.00     1.11    0.358         0.06
             **T3**     Backgrounds                    2.00      34.00     0.23    0.793         0.01
                        Bands                          2.00      34.00     1.08    0.352         0.06
                        Backgrounds \* Bands           4.00      68.00     1.35    0.260         0.07
             **T4**     **Backgrounds**                2.00      34.00     30.01   **\<0.001**   0.64
                        **Bands**                      2.00      34.00     5.15    **0.011**     0.23
                        **Backgrounds** \* **Bands**   4.00      68.00     3.53    **0.011**     0.17
             **T5**     Backgrounds                    2.00      34.00     1.92    0.162         0.10
                        Bands                          2.00      34.00     1.56    0.225         0.08
                        Backgrounds \* Bands           4.00      68.00     0.33    0.857         0.02
             **T6**     Backgrounds                    2.00      34.00     0.78    0.466         0.04
                        Bands                          2.00      34.00     1.95    0.158         0.10
                        Backgrounds \* Bands           4.00      68.00     0.65    0.626         0.04

*Significant effects are marked with bold font*.

###### 

Results of pairwise comparisons in Tones \* Bands \* Backgrounds three-way repeated measures ANOVA on tone accuracy.

  **No**   **Cue**     **Tone**   **Band**   **Background Order**                                      **Mean (SD)**                   
  -------- ----------- ---------- ---------- --------------------------------------------------------- --------------- --------------- ---------------
  **1**    **ORI**     **T1**     **B04**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           83% (26%)       80% (20%)       80% (23%)
  **2**                           **B08**    QUI = SSN = 2MB[^a^](#TN8){ref-type="table-fn"}           87% (17%)       81% (23%)       80% (23%)
  **3**                           **B16**    QUI(= 2MB)\>(2MB =)SSN[^a^](#TN8){ref-type="table-fn"}    93% (14%)       76% (25%)       78% (23%)
  **4**                **T2**     **B04**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           83% (26%)       69% (29%)       80% (38%)
  **5**                           **B08**    QUI = 2MB\>SSN[^a^](#TN8){ref-type="table-fn"}            91% (15%)       67% (23%)       83% (17%)
  **6**                           **B16**    QUI\>2MB = SSN[^a^](#TN8){ref-type="table-fn"}            91% (19%)       67% (34%)       69% (21%)
  **7**                **T3**     **B04**    2MB = SSN = QUI[^a^](#TN8){ref-type="table-fn"}           69% (29%)       72% (33%)       74% (24%)
  **8**                           **B08**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           70% (30%)       78% (30%)       70% (30%)
  **9**                           **B16**    SSN = QUI = 2MB[^a^](#TN8){ref-type="table-fn"}           72% (33%)       80% (33%)       46% (36%)
  **10**               **T4**     **B04**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           100% (0%)       98% (8%)        98% (8%)
  **11**                          **B08**    2MB = QUI = SSN[^a^](#TN8){ref-type="table-fn"}           98% (8%)        98% (8%)        98% (8%)
  **12**                          **B16**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           96% (11%)       100% (0%)       96% (11%)
  **13**               **T5**     **B04**    2MB = QUI = SSN[^a^](#TN8){ref-type="table-fn"}           80% (28%)       74% (29%)       80% (26%)
  **14**                          **B08**    QUI = SSN\>2MB[^a^](#TN8){ref-type="table-fn"}            83% (21%)       80% (31%)       50% (38%)
  **15**                          **B16**    QUI(= SSN)\>(SSN =)2MB[^a^](#TN8){ref-type="table-fn"}    83% (26%)       65% (35%)       59% (27%)
  **16**               **T6**     **B04**    QUI = SSN = 2MB[^a^](#TN8){ref-type="table-fn"}           39% (33%)       39% (37%)       35% (27%)
  **17**                          **B08**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           46% (28%)       35% (35%)       46% (36%)
  **18**                          **B16**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           41% (33%)       30% (28%)       35% (29%)
  **19**   **TFS**     **T1**     **B04**    SSN(= 2MB)\>(2MB =)QUI[^a^](#TN8){ref-type="table-fn"}    72% (29%)       87% (23%)       72% (24%)
  **20**                          **B08**    2MB = SSN = QUI[^a^](#TN8){ref-type="table-fn"}           72% (35%)       74% (18%)       76% (30%)
  **21**                          **B16**    QUI = SSN\>2MB[^a^](#TN8){ref-type="table-fn"}            81% (21%)       70% (23%)       48% (33%)
  **22**               **T2**     **B04**    QUI = 2MB\>SSN[^a^](#TN8){ref-type="table-fn"}            81% (29%)       56% (36%)       76% (28%)
  **23**                          **B08**    QUI\>2MB = SSN[^a^](#TN8){ref-type="table-fn"}            93% (14%)       61% (26%)       65% (24%)
  **24**                          **B16**    QUI\>2MB = SSN[^a^](#TN8){ref-type="table-fn"}            83% (24%)       48% (31%)       48% (26%)
  **25**               **T3**     **B04**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           63% (34%)       69% (31%)       65% (29%)
  **26**                          **B08**    QUI(= SSN)\>(SSN =)2MB[^a^](#TN8){ref-type="table-fn"}    83% (29%)       70% (32%)       56% (30%)
  **27**                          **B16**    SSN = QUI\>2MB[^a^](#TN8){ref-type="table-fn"}            65% (27%)       67% (23%)       39% (29%)
  **28**               **T4**     **B04**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           69% (18%)       83% (24%)       80% (23%)
  **29**                          **B08**    2MB = QUI = SSN[^a^](#TN8){ref-type="table-fn"}           61% (21%)       59% (24%)       70% (25%)
  **30**                          **B16**    QUI = SSN\>2MB[^a^](#TN8){ref-type="table-fn"}            48% (21%)       43% (22%)       22% (23%)
  **31**               **T5**     **B04**    QUI = 2MB = SSN[^a^](#TN8){ref-type="table-fn"}           89% (26%)       74% (29%)       81% (23%)
  **32**                          **B08**    QUI\>2MB = SSN[^a^](#TN8){ref-type="table-fn"}            91% (19%)       52% (37%)       59% (31%)
  **33**                          **B16**    QUI(= 2MB)\>(2MB =)SSN[^a^](#TN8){ref-type="table-fn"}    85% (26%)       54% (31%)       61% (29%)
  **34**               **T6**     **B04**    SSN = QUI = 2MB[^a^](#TN8){ref-type="table-fn"}           22% (28%)       30% (25%)       20% (26%)
  **35**                          **B08**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           24% (25%)       33% (26%)       30% (32%)
  **36**                          **B16**    SSN = 2MB = QUI[^a^](#TN8){ref-type="table-fn"}           **7% (14%)**    24% (28%)       22% (32%)
  **37**   **TE500**   **T1**     **B04**    QUI(= SSN)\>(SSN =)2MB[^b^](#TN9){ref-type="table-fn"}    27% (23%)       19% (22%)       **15% (18%)**
  **38**                          **B08**                                                                                              
  **39**                          **B16**                                                                                              
  **40**               **T2**     **B04**    QUI\>SSN = 2MB[^b^](#TN9){ref-type="table-fn"}            52% (26%)       24% (19%)       20% (18%)
  **41**                          **B08**                                                                                              
  **42**                          **B16**                                                                                              
  **43**               **T3**     **B04**    QUI = SSN = 2MB[^b^](#TN9){ref-type="table-fn"}           30% (17%)       24% (20%)       21% (17%)
  **44**                          **B08**                                                                                              
  **45**                          **B16**                                                                                              
  **46**               **T4**     **B04**    QUI\>SSN = 2MB[^b^](#TN9){ref-type="table-fn"}            97% (5%)        76% (15%)       70% (15%)
  **47**                          **B08**                                                                                              
  **48**                          **B16**                                                                                              
  **49**               **T5**     **B04**    QUI = 2MB = SSN[^b^](#TN9){ref-type="table-fn"}           25% (16%)       21% (13%)       22% (13%)
  **50**                          **B08**                                                                                              
  **51**                          **B16**                                                                                              
  **52**               **T6**     **B04**    SSN = 2MB = QUI[^b^](#TN9){ref-type="table-fn"}           **5% (7%)**     **8% (8%)**     **7% (9%)**
  **53**                          **B08**                                                                                              
  **54**                          **B16**                                                                                              
  **55**   **TE50**    **T1**     **B04**    2MB = SSN = QUI[^c^](#TN10){ref-type="table-fn"}          **13% (31%)**   **9% (19%)**    **17% (29%)**
  **56**                          **B08**    QUI = 2MB = SSN[^c^](#TN10){ref-type="table-fn"}          22% (30%)       **13% (23%)**   **15% (29%)**
  **57**                          **B16**    SSN(= QUI)\>(QUI =)2MB[^c^](#TN10){ref-type="table-fn"}   30% (34%)       35% (37%)       **11% (20%)**
  **58**               **T2**     **B04**    QUI\>SSN = 2MB[^d^](#TN11){ref-type="table-fn"}           36% (30%)       **19% (16%)**   **17% (21%)**
  **59**                          **B08**                                                                                              
  **60**                          **B16**                                                                                              
  **61**               **T3**     **B04**    SSN = QUI = 2MB[^d^](#TN11){ref-type="table-fn"}          **15% (14%)**   **17% (17%)**   **14% (12%)**
  **62**                          **B08**                                                                                              
  **63**                          **B16**                                                                                              
  **64**               **T4**     **B04**    QUI\>SSN\>2MB[^c^](#TN10){ref-type="table-fn"}            83% (26%)       56% (26%)       33% (30%)
  **65**                          **B08**    QUI\>2MB = SSN[^c^](#TN10){ref-type="table-fn"}           89% (16%)       54% (28%)       61% (31%)
  **66**                          **B16**    QUI(= 2MB)\>(2MB =)SSN[^c^](#TN10){ref-type="table-fn"}   87% (20%)       56% (32%)       72% (26%)
  **67**               **T5**     **B04**    2MB = SSN = QUI[^d^](#TN11){ref-type="table-fn"}          **12% (12%)**   **16% (12%)**   **21% (15%)**
  **68**                          **B08**                                                                                              
  **69**                          **B16**                                                                                              
  **70**               **T6**     **B04**                                                                                              
  **71**                          **B08**    2MB = SSN = QUI[^d^](#TN11){ref-type="table-fn"}          **4% (7%)**     **6% (7%)**     **7% (9%)**
  **72**                          **B16**                                                                                              

*$\text{Green\ cells}$ mark SSN = 2MB = QUI, in any order*.

$\text{Beige\ cells}$ mark accuracy in QUI higher than both SSN and 2MB.

$\text{Blue\ cells}$ mark higher accuracy in QUI than either SSN or 2MB.

**Bold** cells mark chance accuracy (17%) or below.

For ORI and TFS, orders of Background in each band were reported because of the significant three-way Backgrounds \* Bands \* Tones interactions, and the significant two-way Backgrounds \* Bands and Backgrounds \* Tones interactions (Table [9](#T9){ref-type="table"}).

For TE500, orders of Background with the Bands collapsed were reported because of the significant three-way Backgrounds \* Bands \* Tones interactions, the significant two-way Backgrounds \* Tones interactions and the non-significant Backgrounds \* Bands interactions (Table [9](#T9){ref-type="table"}).

For T1 and T4 in TE50, orders of Background in each band were reported because of the significant three-way Backgrounds \* Bands \* Tones interactions (Table [9](#T9){ref-type="table"}), the significant two-way Backgrounds \* Bands interactions in the two-way Backgrounds \* Bands ANOVA separated by Tones in Table [10](#T10){ref-type="table"}.

*For T2, T3, T5, and T6 in TE50, orders of Background with the Bands collapsed were reported because of the significant three-way Backgrounds \* Bands \* Tones interactions (Table [9](#T9){ref-type="table"}), and the non-significant two-way Backgrounds \* Bands interactions in the two-way Backgrounds \* Bands ANOVA separated by Tones (Table [10](#T10){ref-type="table"})*.

For all analyses, the significance level was set at 0.05 and corrected with Bonferroni adjustments for multiple comparisons. To indicate the order of accuracy, significant differences were marked by "\>" or " \< ." Non-significant differences were marked by " = ." When a condition was not significantly different from two other conditions that were significantly different from each other, it was put in parenthesis and repeated on both side of the "\>" or " \< " sign. Example, "T2 (= T3) \> (T3 =) T6" means T2 was significantly larger than T6, while T3 was not significantly different from either T2 or T6. Means and standard deviations (SDs) of accuracies at or below chance level were marked in bold form in the tables.

Tone identification accuracies in the original stimuli in quiet
---------------------------------------------------------------

Before assessing how effective the temporal cues were for Cantonese tone identification, we first examined how well Cantonese tones were identified in naturally produced original stimuli in quiet and noise conditions.

Figure [1](#F1){ref-type="fig"} shows that in quiet, all tones, except T6 (LL), were identified with high accuracy in the original signal. There was little effect of number of bands. Table [6](#T6){ref-type="table"} (rows 1-3) shows that when listeners listened to the naturally produced stimuli in quiet, they identified T1 (HL), T2 (HR), T4 (LF), and T5 (LR) with 82--98% accuracy and T3 (ML) and T6 (LL) with 70 and 42% accuracy, respectively. T4 (LF) was the easiest and T6 (LL) was the most difficult to identify. The non-significant interactions between tone accuracy and Bands in quiet (Table [3](#T3){ref-type="table"}) indicated that number of bands did not affect tone identification in the original stimuli in quiet.

Together the findings showed that listeners were able to identify most of the tones in natural stimuli with high accuracy in quiet. Number of frequency bands did not affect Cantonese tone perception in the original signal in quiet.

Tone identification accuracies in original stimuli in noise
-----------------------------------------------------------

Figure [1](#F1){ref-type="fig"} shows that tone accuracies in the original signal in noise appeared to be comparable to those in quiet. Table [6](#T6){ref-type="table"} (rows 13--15 and 25--27) shows that in noise, most tones presented in the original signal continued to be identified with high accuracy. T4 (LF) and T6 (LL) in the original signal in noise were identified with the highest and lowest accuracy, respectively, following the pattern in the original signal in quiet.

To determine if number of frequency bands affected tone identification in the original signal in noise, pairwise comparisons were conducted on tone accuracy in different number of Bands. Table [7](#T7){ref-type="table"} (rows 25--30) confirmed no effect of number of bands on tone identification in the original signal in SSN. Table [7](#T7){ref-type="table"} (rows 49--54) shows interactions of Tones and Bands on tone identification in the original signal in 2MB. However, in half of the cases, tone accuracies were comparable in all number of frequency Bands (cells highlighted in beige color). In other cases in which Bands had significant effects on tone accuracy in the original signal, tone accuracy did not appear to change consistently with an increase or decrease in the number of Bands.

To determine if tone identification accuracies in the original signal were significantly affected by noise, a three-way repeated measures ANOVA (Tones × Bands × Backgrounds) was conducted for each of the four acoustic cues (Table [9](#T9){ref-type="table"}). Results of pairwise comparisons presented in Table [11](#T11){ref-type="table"} (rows 1--18) showed that in most cases (cells highlighted in green), no significant difference was found in tone identification accuracies in the three backgrounds when the tones were presented in the original signal. Only T1 (HL) in B16, and T2 (HR) and T5 (LR) in B08 and B16 had lower accuracy in one or both types of noise than in quiet (Table [11](#T11){ref-type="table"}). The findings indicated no strong effect of noise, or noise type on Cantonese tone perception in the original signal.

Together, the findings indicated that when listening to the original signal in noise, there was little effect of noise, noise type or number of bands on tone identification accuracy. Tone identification in the original signal in noise was mostly comparable to that in quiet, except that the two rising tones in B08 and B16 were perceived with significantly lower accuracy in one type of noise than in quiet.

Tone identification accuracies in the three temporal cues in quiet
------------------------------------------------------------------

Figure [1](#F1){ref-type="fig"} shows that among the three temporal cues, TFS was the best cue for tone identification in quiet, as indicated by much higher accuracies in TFS than in TE500 or TE50 in quiet, except for T4 (LF). TE500 and TE50 appeared to be weak cues for tone identification in quiet because identification accuracies for most of the tones, except for T2 (HR) and T4 (LF), were around chance level. T4 (LF) was the only tone that was identified with higher accuracy in TE500 and TE50 than in TFS when presented in quiet. Table [6](#T6){ref-type="table"} (rows 4--12) shows tone identification accuracies in the three temporal cues in quiet. T6 (LL) was the most difficult to identify (mean accuracies = 4--18%) in all three temporal cues, while T4 (LF) was the easiest to identify in TE500 (mean accuracy = 97%) and TE50 (mean accuracy = 86%), but the second most difficult tones to identify in TFS (mean accuracy = 59%). Results of pairwise comparisons on tone accuracy in different acoustic cues (Table [8](#T8){ref-type="table"} rows 1--18) confirmed that in the quiet condition, tone identification in TFS was comparable to that of the original stimuli, and significantly better than in TE500 or TE50, in all Band numbers, except for the identification of T4 (LF) in all bands (rows 10--12) and T6 in B16 (row 18). TE500 and TE50 were as effective as the original cue for T4 (LF) identification (Table [8](#T8){ref-type="table"}, rows 10--12), but were weak for identifying the other tones, indicated by the low mean accuracies and the significantly lower accuracies than in TFS and the original stimuli. TE50 appeared to be the worst cue for tone identification in quiet given that identification accuracies for most of the tones in TE50 either had the lowest mean accuracies (Table [8](#T8){ref-type="table"}, rows 1--18) or were significantly lower than those in TE500 (Table [8](#T8){ref-type="table"}, rows 1 and 4).

Figure [1](#F1){ref-type="fig"} shows small effects of frequency Bands on the temporal cues in quiet. Effects of Bands appeared to occur in T4 (LF) in TFS and T2 (HR) in TE50. Table [7](#T7){ref-type="table"} (rows 7--12 and rows 19--24) confirms the effects of Bands on TFS and TE50 in quiet. Tone identification accuracies in TFS were lower in B16 than in B08 in quiet (Table [7](#T7){ref-type="table"} rows 7--12). When presented in TE50 in quiet, tone identification accuracies were lower in B04 than in B16 (Table [7](#T7){ref-type="table"}, rows 19--24). Table [8](#T8){ref-type="table"} (rows 10--12) indicates that when the tones were presented in TFS in 4 or 8 bands in quiet, even T4 (LF), the most difficult tone to identify in TFS and the only tone that was perceived with higher accuracies in TE500 and TE50 than in TFS, reached over 60% accuracy. For TE50, though tones presented in B16 in quiet were identified more correctly than tones presented in B04, even when the tones were presented with the highest number of bands, tone accuracies in TE50 in quiet were still lower than 50% (Table [8](#T8){ref-type="table"}, last column, rows 1--18), except for T4 (LF).

Taken together, among the three temporal cues, TFS was the most effective cue for tone identification in quiet, particularly in fewer frequency bands. Cantonese tone identification in TFS in quiet was as effective as in the original signal, except for T4 (LF). When the tones were presented in TFS in fewer bands in quiet, identification accuracy of T4 (LF) reached over 60%. TE500 and TE50 were not effective cues for tone identification in quiet, except for T4 (LF). TE50 was the weakest temporal cue for Cantonese tone identification in quiet.

Tone identification accuracies in the three temporal cues in noise
------------------------------------------------------------------

Figure [1](#F1){ref-type="fig"} shows that tone identification accuracies of the three temporal cues in the two types of noise (2nd and 3rd columns) generally followed the patterns in quiet (1st column). Table [6](#T6){ref-type="table"} confirmed that orders of tone accuracy in different temporal cues in noise (rows 16--24 and 28--37) followed similar orders of accuracy as in quiet (Table [6](#T6){ref-type="table"}, rows 4--12). In noise, T6 (LL) remained the most difficult tone to identify in all the three temporal cues, as in quiet. T4 (LF) was the easiest tone to perceive in TE500 and TE50 in noise, but was difficult to identify in TFS, except in B04 and B08 in 2MB. Table [8](#T8){ref-type="table"} (rows 19--54) shows that, among the three temporal cues, TFS remained the best cue for tone identification in noise, as indicated by the comparable accuracies between the original signal and TFS, and significantly higher tone accuracies in TFS than in TE500 or TE50 in most conditions (Table [8](#T8){ref-type="table"}, rows 19--54, blue cells). In most of the other cases, accuracies in TFS was lower than in the original signal but were still higher than or equal to those in TE500 and/or TE50, except for T4 (LF) in B16 in both 2MB and SSN (Table [8](#T8){ref-type="table"} beige cells).

Table [7](#T7){ref-type="table"} shows significant effects of Bands on tone identification in TFS in noise. In SSN, tones in TFS were perceived with lower accuracies in B16 (Table [7](#T7){ref-type="table"}, rows 31--36, peach color cells). In 2MB, tone identification accuracies in TFS also appeared to be lower in B16, as indicated by significantly poorer tone identification accuracies for T4 (LF), T1 (HL), and T2 (HR) in B16 than in B04 and/or B08 (Table [7](#T7){ref-type="table"}, rows 55--60, peach color cells) and the lowest mean accuracy in B16 than the other two Bands for T3 (ML) (row 57). When the tones were presented in TFS in 4 bands, T4 (LF) reached mean accuracies of 83 and 80% in SSN and 2MB, respectively (Table [8](#T8){ref-type="table"}, rows 28 and 46). No strong effect of Bands was found for TE500 and TE50 in noise (Table [7](#T7){ref-type="table"}, rows 37--48 and 61--72).

Types of noise did not have a strong effect on tone accuracies presented in the three temporal cues. Table [11](#T11){ref-type="table"} (rows 19--72) shows that tone accuracies in 2MB and SSN were mostly comparable (cells in green and in beige). When tone accuracies were different in SSN and 2MB (cells in blue), no consistent order of difference was found with different tones and different bands.

Taken together, among the three temporal cues, TFS was the most effective cue for Cantonese tone identification in noise. Though T4 (LF) in noise was more difficult to identify in TFS, high identification accuracy of over 80% was achieved when T4 (LF) was presented in TFS in 4 frequency bands. TE500 and TE50 were not effective cues for Cantonese tone identification in noise, except for T4 (LF). Noise type did not have consistent effects on tone identification in the three temporal cues in noise.

Identification of tone heights and tone shapes in the original cues in quiet and in noise
-----------------------------------------------------------------------------------------

Error pattern analyses were carried out to examine the perception of tone height and tone shapes in different acoustic cues. Table [12](#T12){ref-type="table"} presents the confusion matrix of the three contour tones \[i.e., T2 (HR), T5 (LR), T4 (LF)\]. Table [13](#T13){ref-type="table"} presents the confusion matrix of the three level tones \[i.e., T1 (HL), T3 (ML), T6 (LL)\]. Target responses were highlighted with bold fonts and thick borders. Green cells mark the modal and correct responses. Peach cells mark the most frequent but incorrect responses. Beige cells mark non-modal responses that were higher than chance level (17%).

###### 

**Confusion matrix of the contour tones---T2 (HR), T5 (LR), T4 (LF)**.
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$\text{Groups\ of\ cells}$ with thick borders mark the target responses.

$\text{Green\ cells}$ mark modal and correct responses.

$\text{Peach\ cells}$ mark modal but incorrect responses.

$\text{Beige\ cells}$ mark other responses above chance level (17%).

**Bold** cells mark correct responses.
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**Confusion matrix of the three level tones--T1 (HL), T3 (ML), T6 (LL)**.
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$\text{Groups\ of\ cells}$ with thick borders mark the target responses.

$\text{Green\ cells}$ mark modal and correct responses.

$\text{Peach\ cells}$ mark modal but incorrect responses.

$\text{Beige\ cells}$ mark other responses above chance level (17%).

**Bold** cells mark correct responses.

Table [12](#T12){ref-type="table"} (rows 1--9) shows that when the tones were presented in the original signal in quiet, listeners were able to identify the shapes of the contour tones, as indicated by ceiling identification accuracy and little confusion between T2 (HR) and T5 (LR). Table [13](#T13){ref-type="table"} (rows 1--9) shows that listeners had more difficulty identifying tone heights even when tones were presented in quiet. Many T3 (ML) productions were mis-identified as T1 (HL) and most of T6 (LL) productions were mis-heard as T3 (ML).

When the tones in the original stimuli were presented in noise, there were more errors in the identification of the rising slopes. Tables [12](#T12){ref-type="table"} (rows 10--15, 19--24) shows that when the tones were presented in the original signal in noise, there were more bidirectional T2 (HR)--T5 (LR) confusions in SSN (rows 10--15) and 2MB (rows 19--24) than in QUI (rows 1--6). Table [13](#T13){ref-type="table"} (rows 10--18, 19--27) shows that the identification of T1 (HL), T3 (ML), and T6 (LL) in the original signal in noise followed similar error patterns as in quiet (rows 1--9), indicating relatively small effect of noise on the identification of tone heights in the three level tones.

Number of frequency bands and types of noise did not have much effect on tone shape and tone height identification when the tones were presented in the original signal in quiet and in noise, as indicated by similar accuracy rates and error patterns in these conditions (Tables [12](#T12){ref-type="table"}, [13](#T13){ref-type="table"}, rows 1--27).

Taken together the results showed that tone heights were more difficult to discriminate even in original signals in quiet. Noise had no significant effect on the identification of tone heights in the original signal, but had a negative effect on the discrimination of differences in the rising slopes, resulting in slightly more confusion between T2 (HR) and T5 (LR) in original signals in noise. Number of frequency bands and noise types had little effect on tone shape or tone height identification in the original signal.

Identification of tone heights and tone shapes in the temporal cues in quiet and in noise
-----------------------------------------------------------------------------------------

When tones were presented in quiet, there was slightly more confusion of tone shapes in TFS than in the original signal, as there was more T2 (HR) being identified as T5 (LR) (Table [12](#T12){ref-type="table"}, row 28), T4 (LF) being identified as T5 (LL) (Table [12](#T12){ref-type="table"}, rows 35, 36), and T6 (LL) being identified as T5 (LR) (Table [13](#T13){ref-type="table"}, rows 34--36) in TFS in quiet than in the original signal in quiet. Identification accuracies of tone heights in TFS in quiet also appeared to be slightly lower than in the original stimuli in quiet, as indicated by more T1 (HL) being perceived as T3 (ML) in TFS (Table [13](#T13){ref-type="table"}, rows 28--30) than in the original signal in quiet (Table [13](#T13){ref-type="table"}, rows 1--3). No clear effect of number of bands was found, as the accuracy rates were comparable in all frequency bands.

Thus, in the quiet condition, tone shape and tone height identification were slightly lower in TFS than in the original signal. Noise types and number of frequency bands had no strong effect on tone shape and tone height identification in TFS in quiet.

When the tones were presented in TFS in noise, there were slightly more tone shape errors than when the tones were presented in the original stimuli in noise. There were more T4 (LF) being identified as T5 (LR) in B16 (Table [12](#T12){ref-type="table"}, rows 45 and 54) and more T3 (ML) and T6 (LL) being heard as T5 (LR) (Table [13](#T13){ref-type="table"}, rows 44, 45, 51--53) than in the original stimuli in noise (Tables [12](#T12){ref-type="table"}, [13](#T13){ref-type="table"}, rows 10--27). No consistent effect of number of frequency bands or noise type on tone height and tone shape accuracies or error patterns was observed in TFS in noise. Thus, in noise condition, there were more tone shape errors in TFS in the two types of noise than in the original signal.

TE500 was a weak cue for identifying tone shapes in quiet and was an even worse cue for identifying tone heights in quiet. Table [12](#T12){ref-type="table"} (rows 55--63) shows that when the tones were presented in the quiet condition, over 50 and 95% of T2 (HR) and T4 (LF) were correctly identified. Though only 20--32% of T5 (LR) was correctly identified, most of the errors involved identifying T5 (LR) as T2 (HR), indicating correct identification of the rising contours but difficulty identifying small differences in the slope of the rising pitch in quiet. Yet, Table [13](#T13){ref-type="table"} (rows 55--63) shows that T1 (HL) and T3 (ML) in TE500 were most frequently heard as T4 (LF), indicating difficulties differentiating level and falling contours in quiet. TE500 in quiet was a poorer cue for tone heights than for tone shapes. There was few confusion among T1 (HL), T3 (ML), or T6 (LL). All the three level tones in TE500 in quiet were frequently heard as T4 (LF), a tone that was very different in tone height than T1 (HL) and T3 (ML) (See Wong and Chan, [@B23]).

When the tones were presented in TE500 in noise, there were substantially more tone shape and tone height errors than when the tones were presented in TE500 in quiet. Table [12](#T12){ref-type="table"} (rows 64--69, 73--78) and Table [13](#T13){ref-type="table"} (rows 64--81) show that T2 (HR), T5 (LR), T1 (HL), T3 (ML), and T6 (LL) were all most frequently heard as T4 (LF) tone.

TE50 was worse than TE500 for tone shape and tone height identification in quiet and in noise. Tables [12](#T12){ref-type="table"}, [13](#T13){ref-type="table"} (rows 82--108) show that other than several exceptions in quiet for T2 (HR) and T5 (LR) (Table [12](#T12){ref-type="table"}, rows 83, 84, 87), the six tones in TE500 were most frequently heard as T4 (LF), indicating difficulties identifying the tone shape and tone height differences in TE50 in quiet and in noise.

For both TE500 and TE50, error rates and patterns were similar across different number of frequency bands and types of noise, indicating little effect of noise type and frequency Bands in tone shape and tone height identification.

Altogether, tone height was more difficult to identify than tone shape in all acoustic cues, including the original signal in quiet. TFS was more effective than TE500 and TE50 for tone shape and tone height identification in quiet and in noise though there were more tone shape and tone height errors in TFS than in the original signal. TE500 and TE50 were not effective for tone shape or tone height identification, particularly when the cues were presented in noise. Tones presented in TE500 and TE50 were most frequently heard as T4 (LF) in TE500 and TE50 across all conditions in noise.

Discussion {#s4}
==========

This is the first study to comprehensively examine the effects and interactions of temporal cues, background noises of different masking effects, and frequency bands on the identification of tone categories, tone shapes, and tone heights in a tone language (Cantonese) that uses both tone shapes and tone heights to distinguish lexical meanings.

The experimental procedures in this experiment involved asking participants to repeat tones they heard over headphones, and having a phonetically trained experimenter who was sitting next to the participant in front of the computer but did not hear the stimuli, to select the tone label of the produced tone for the participant. One limitation of this design is that tone judgment was not directly carried out by the listener and there is a possibility that the ratings of the experimenter did not truly reflect what the listeners perceived. The rationale for this study to adopt an indirect procedure in tone rating was based on the fact that some native Cantonese speakers may be able to perceive and produce tones but lack the metalinguistic skill to identify the tone labels because Cantonese tones are not specified in writing. In our previous research, we noted that non-phonetically trained participants may hear and produce one tone but label it as another. For example, they may produce T3 (ML) but identify it as T6 (LL), or vice versa. Labeling tones are more challenging in the task in this study because the six tones were presented in three different syllables in different acoustic cues and noises in which listeners might not be able to perceive the segmental structures of the stimuli correctly and come up with a lexical item. Future studies may provide training on tone distinction to participants prior to the tone identification experiment in order to collect direct judgment of tones from the listeners.

The possibility that the findings in this study were confounded by the inability of the participants to correctly perceive and produce the tones they heard can be ruled out for three reasons. First, the tones presented in the original signal in quiet were identified with accuracies and error patterns that were comparable to those reported in previous studies on Cantonese tone perception in adults. Second, only participants who were able to correctly perceive and imitate the six tones in the phone screening were recruited in the study. Third, any participant who scored 0% accuracy in any tones in the original stimuli in quiet was excluded.

The findings were not likely confounded by inaccurate tone ratings of the experimenters for several reasons. First, the experimenters were phonetically trained and pretested for Cantonese tone identification and production. Second, they attained high inter- and intra-judge reliability in rating the tones produced by the participants. Based on conventional interpretation, Kappa values of over 0.8 indicate almost perfect agreement (Landis and Koch, [@B11]). Third, the accuracy and error patterns across different acoustic cues and different conditions were highly consistent though the stimuli in different conditions were presented randomly in the same block and the experimenters did not hear the experimental stimuli. Forth, the accuracy rates and error patterns of the participants in the original stimuli in quiet were comparable to those in previous findings. Fifth, the participants could correct the experimenter if they thought the experimenter selected a wrong answer.

Tone identification in original speech stimuli in quiet and in noise
--------------------------------------------------------------------

When listening to the tones in the original stimuli under the quiet condition, most of the tones \[T1 (HL), T2 (HR), T4 (LF) and T4 (LR)\] were identified with very high (i.e., over 82%) accuracy. T3 (ML) and T6 (LL) were identified with lower accuracies of 70 and 42%, respectively. The error patterns revealed confusion between T3 (ML) and T6 (LL), suggesting that listeners had more difficulties identifying tone heights than tone shapes in the tones even in quiet.

The lower than perfect identification of Cantonese tones in isolated syllables in a quiet condition in adults has been reported previously (e.g., Lee et al., [@B13]; Wong et al., [@B24]; Wong and Chan, [@B23]). For example, Wong and Ng ([@B26]) and Wong and Leung ([@B25]) both reported that, among the six tones, T3 (ML) and T6 (LL) were identified with the lowest accuracy, with accuracy ranged from 65 to 77% (Wong and Leung, [@B25]; Wong and Ng, [@B26]). Confusion of this tone pair could be explained by similarities in tones shapes but relatively smaller pitch height differences between the two tones (Wong and Chan, [@B23]). The findings, therefore, suggested that identification of tone height is intrinsically more challenging even in quiet situations.

Noise had little effect on Cantonese tone perception in the original stimuli. When tones were presented in the original signal in 4 bands, identification accuracies of all tones in the two types of noises were comparable to those in quiet. When the original stimuli were presented in 8 and 16 bands in noise, only the rising tones \[T2 (HR) and T5 (LR)\] were perceived with lower accuracy in one of the two noises. The findings suggested that tone perception in the original signal is robust even when the tones were presented in the two noises at 0 dB SNR.

Effectiveness of the temporal cues for tone identification
----------------------------------------------------------

TFS was the most effective temporal cue for Cantonese tone identification in both quiet and noise, and tone identification in TFS was better in fewer frequency bands. Smith et al. ([@B21]) also reported that TFS was relatively more important than temporal envelope cues for pitch perception. Based on tone identification in auditory chimera, Xu and Pfingst ([@B27]), also found TFS a stronger cue than TE50 for Mandarin tone identification in quiet. Though T4 (LF), the falling contour, was more difficult to identify in TFS than in the two temporal envelope cues, when tones were presented in TFS in four bands, the identification accuracy of T4 (LF) reached high accuracies of 70% in quiet and above 80% in the two noises. Consistent with Kong and Zeng ([@B9]), this study found that the TFS cue was less susceptible to noise. Identification accuracy of tones in TFS in the two noises was mostly comparable to the accuracy in the original stimuli in noise, particularly when the tones were presented in four bands. The two types of noise also did not have differential effect on tone identification accuracy in TFS, though SSN generated mostly energetic masking and 2MB induced mostly informational masking. The better tone perception with TFS with fewer number of frequency bands was consistent with previous findings by Smith et al. ([@B21]). This could be attributed to more recovered envelope cues contained in TFS stimuli as well as heightened sensitivity of the auditory system to TFS with decreasing number of frequency bands (Ghitza, [@B7]).

Contrary to previous studies finding that temporal envelope cues were effective for Mandarin tone perception (Fu et al., [@B6]; Fu and Zeng, [@B5]), this study showed that neither TE500 nor TE50 were effective cues for Cantonese tone identification in quiet or in noise. Tones in TE500 and TE50 in quiet and in noise were identified with significantly lower accuracy than in TFS and ORI and many of the accuracy rates were close to or below chance level, except for T4 (LF). Though T4 (LF) was better identified in TE500 and TE50 than in TFS in quiet, the advantage was reduced in noise. Identification of T4 (LF) in TFS was as good as or better than in TE500 and TE50 in noise. Comparing the two temporal envelope cues, TE50 was worse than TE500 for Cantonese tone identification, supporting the findings in Fu and Zeng ([@B5]) with Mandarin tones.

Yuan et al. ([@B29]) was the only study comparing Cantonese tone identification in TE500 in quiet and in noise. They reported that when presented in TE500, Cantonese tones produced by a male speaker were identified with mean accuracies of about 92 and 90% in quiet and in SSN at 10 dB SNR, respectively (Figure 6 in Yuan et al., [@B29]). The accuracies were higher than those found in this study likely because of the differences in the aims and designs of the studies. This study focused on tone identification and asked participants to identify the tones in monosyllabic words that had the same segmental structures but differed in tones. Participants had to identify the auditorily presented word from 6 monosyllabic words minimally contrastive in the six tones. The tones in noise in this study were also presented at a lower SNR at 0 dB. Yuan et al. ([@B29]) aimed at comparing word and tone identification in TE500. Participants listened to disyllabic words (e.g., \[mei4 miu6\] "subtle," or \[kei4 miu6\] "miracle") and were provided four words for selection (e.g., \[mei4 miu6\] "subtle," \[mei5 miu6\] "wonderful," \[kei4 miu6\] "miracle," \[mei5 maau6\] "pretty"). Two of the word choices (e.g., \[mei4 miu6\] "subtle," and \[kei4 miu6\] "miracle") matched the disyllabic tone combination of the presented word. Participants\' identification of either word was considered correct identification of the tones. The other two words differed from the presented word by the tone in the first or second syllable and may have the same or different segmental constructions as the presented word (e.g., \[mei5 miu6\] "wonderful," and \[mei5 maau6\] "pretty"). Thus, participants in Yuan et al. ([@B29]) had a 50% chance of selecting the right tone as opposed to the 17% chance rate in this study. Participants in Yuan et al. ([@B29]) also had the coarticulation cue for tone identification \[e.g., T6 (LL) after T4 (LF) is different from T6 (LL) after T5 (LR)\]. In trials in which the presented word did not have a disyllabic word that differed only in tone from the presented word in the word choices, participants who could identify the segmental phonemes would be able to select the target word with the correct target tone without hearing the tones. For example, when \[kei4 miu6\] "miracle" was presented, if the participant heard the phoneme /k/, s/he would be able to select \[kei4 miu6\] "miracle" from the choices of \[mei4 miu6\] "subtle," \[mei5 miu6\] "wonderful," \[kei4 miu6\] "miracle," \[mei5 maau6\] "pretty."

Perception of tone shapes and tone heights in different acoustic cues
---------------------------------------------------------------------

Because lexical tones in different tonal languages may be contrasted by tone shapes, tone heights or both comparing tone shape and tone height identification accuracy in Cantonese in different temporal cues may shed light on tone identification in temporal cues in different tonal languages.

Tone heights appeared to be more difficult to identify than tone shapes. There was tone height confusion but no tone shape confusion in the original signal in quiet. Noise slightly deteriorated the perception of pitch slopes as indicated by more confusion between T2 (HR) and T5 (LR) when the tones were presented in the original signal in noise.

TFS was an effective cue for tone shape and tone height identification though not as good as in the original signal. There were more tone height \[T1 (HL)-T3 (ML) confusion\] and tone shape errors \[T5 (LR)--T6 (LL) and T4 (LF)--T5 (LR)\] in TFS than in the original signal in quiet and slightly more tone shape errors in TFS in noise than in the original signal in noise. Despite this, the accuracy rates of tones and error patterns were comparable in TFS and in the original signals in quiet and in noise, indicating that TFS was a strong cue for both tone shape and height identification.

TE500 and TE50 were weak acoustic cues for tone shape identification in quiet, and were even worse cues for tone heights identification in noise. In noise, listeners failed to correctly identify either tone shape or tone height when the tones were presented in TE500 or TE50. Most of the tones in TE500 and TE50 were heard as T4 (LF)in noise, and the three level tones were mostly identified at or below chance level in both quiet and noise.

Effect of different maskers on tone identification in different acoustic cues
-----------------------------------------------------------------------------

Most previous studies examining tone perception in noise used SSN and no study examined the effect of masker types on tone identification in different acoustic cues. Cheung ([@B3]) examined the effect of four different maskers on the identification of Cantonese tone in original speech stimuli and reported that when the SNR was at 0 dB, noise type had no effect on tone accuracy, which was consistent with our finding that overall, no consistent difference was found for tone identification in 2MB or SSN. A new finding from this study was that even when the tones were presented in the three temporal cues, there was little difference in tone identification accuracy in the two types of noise. Cheung ([@B3]) found that when the SNR was reduced to −6 dB, Cantonese tone perception was lower in SSN than in 2FB. This study did not examine the effect of SNR on tone perception in noise. Future studies will be needed to examine whether SNR differentially affects tone perception in different acoustic cues in different types of noise.

Comparing mandarin and cantonese tone identification in different temporal cues
-------------------------------------------------------------------------------

TFS appears to be a robust acoustic cue for both Mandarin (Xu and Pfingst, [@B27]) and Cantonese tone identification in quiet and in noise (Kong and Zeng, [@B9]), particularly when it is presented in fewer frequency bands.

Though TE500 and TE50 were significant cues for Mandarin tone identification (Fu et al., [@B6]; Fu and Zeng, [@B5]), they were ineffective for Cantonese tone perception. The discrepancies in the findings may be due to the fact that Mandarin tones are differentiated by pitch shapes only, while Cantonese tones are differentiated by both pitch shapes and pitch heights. Kuo et al. ([@B10]) reported accuracy rates of 31, 48, 38, and 53% for the four Mandarin tones produced by a male speaker presented in TE50 in quiet. Fu and Zeng ([@B5]) reported 36--78% tone identification accuracy in the four Mandarin tones presented in TE500 and 46--64% accuracy in TE50 in quiet. Fu et al. ([@B6]) did not report tone accuracy by each Mandarin tone but found that, overall, the four tones were identified with 81 and 67% accuracy in TE500 and TE50, respectively, in quiet. Kong and Zeng ([@B9]) was the only study that examined Mandarin tone production in TE50 and TE500 in quiet and in noise. The mean accuracy of the four tones in TE500 and TE50 was about 86 and 70% in quiet, respectively, when presented in 8 bands, and 60 and 52%, respectively, in SSN at 0 dB SNR. No information on the accuracy rates or errors of individual tones was provided. In our error analysis, contour tones in Cantonese such as T2 (HR) and T4 (LF) were identified with 52--98% accuracies in TE500 and 25--90% accuracies in TE50 in quiet, indicating that tone shapes could be differentiated in TE500 and TE50 in quiet. However, because Cantonese has other tones that differ by pitch heights and different degrees of the rising slop and because TE500 and TE50 cues were susceptible to noise, identification accuracies of most of the Cantonese tones in TE500 and TE50 in most conditions were low.

It appeared that the falling tone was very robust in TE500 and TE50 in Mandarin and Cantonese tone identification. Most previous studies reported that the Mandarin falling tone was identified with the highest accuracy in TE500 and TE50 (e.g., Fu and Zeng, [@B5]; Kuo et al., [@B10]) than the three other Mandarin tones in TE500 and TE50 in quiet. This study also found higher identification of the Cantonese falling tone than the other five tones in TE500 and TE50 in quiet and in noise. Error analyses showed that in TE500 and TE50, particularly when tones were presented in noise, most tones regardless of pitch shapes and pitch heights were most frequently heard as T4 (LF), which could explain why falling tone was identified with the highest accuracy. Possible reasons for the excessive T4 (LF) responses could be that TE500 and TE50 cues may elicit a percept of a falling pitch. Another reason could be that because T4 (LF) was the only tone they could hear in challenging situations, listeners may develop a response strategy and tend to select T4 (LF) when they had no clue what the presented tone was.

Previous studies examining the effect of number of frequency bands on Mandarin tone identification in temporal cues reported mixed results. Fu et al. ([@B6]) found no effect of frequency bands on tone perception in TE500 and TE50 when the tones were presented in one to four bands in quiet. Xu et al. ([@B28]) reported that in quiet, better tone identification accuracy was found in TE500 with fewer frequency bands or in TE50 with more frequency bands, suggesting that TE500 was more effective in fewer frequency bands while TE50 was more effective in more frequency bands. Kong and Zeng ([@B9]) found that in quiet situation, tone identification accuracy in TE500 in one band was better than TE50 in 8 bands, indicating that tone identification accuracy in TE500 in one band was better than TE50 in more bands. However, the pattern was reversed when the Mandarin tones were presented in noise. This study found better tone identification in TFS with fewer frequency bands in quiet and in noise but did not find any effect of bands on the two temporal envelope cues in quiet or in noise, except that tone identification in TE50 in quiet was better in 16 bands than in 4 bands. The discrepancies in the findings in this study and previous studies on Mandarin can be attributed to the differences in the experimental design. First, none of the previous studies examined the effect of frequency bands on tone identification in TFS. Second, previous Mandarin studies compared tone accuracies in up to 12 frequency bands while this study examined tone perception accuracy in up to 16 bands. Third, except Kong and Zeng ([@B9]), the other studies did not compare tone perception in noise. It is likely that when all these factors are taken into consideration, little effect of bands was found for the two temporal envelope cues. Another possible reason for the differences in the findings could be that this study examined Cantonese tones while other studies examined Mandarin tones. In any case, because most of the Cantonese tones in TE500 and TE50 were identified with low accuracies (mostly below 30% and some below chance level) in quiet and noise across all frequency bands, TE500 and TE50 were ineffective cues for Cantonese tone identification regardless of number of frequency bands. Yet, for TFS, the best tone identification can be achieved in fewer frequency bands.

Implications {#s5}
============

Discrepant findings on tone identification in the temporal envelope cues in Mandarin and Cantonese indicate that findings on Mandarin tones are not applicable to Cantonese tones, since tone identification accuracy is affected by the complexity of the tonal system in terms of number of contrastive tones and the nature of the tonal contrasts. Mandarin has a relative simple tonal system with only 4 tones and the tones are only contrasted by tone shapes. On the other hand, Cantonese has six tones and the tones are contrasted by both tone shapes and tone heights. Due to the differences in the chance level, higher tone identification accuracies in the temporal envelope cues were found in Mandarin than in Cantonese. Given that Cantonese is contrastive in both pitch heights and shapes, it is predicted that findings on Cantonese tones are more applicable to other tonal languages and music appreciation. Because TFS is robust for both tone shape and tone height identification, it would likely be a reliable cue for tone perception across different tonal languages.

Current cochlear implants mostly deliver temporal envelope cues to users (Kong and Zeng, [@B9]). Findings in this study show that they would not be sufficient for tone identification for Cantonese speaker. Thus, Cantonese cochlear implant users would encounter greater difficulty in communication than Mandarin-speaking users and non-tonal language users.

Future cochlear implant processors may target at providing TFS cues in fewer frequency bands for better tone perception and music appreciation given that TFS is a strong cue for both tone shape and tone height identification, tone identification is better in fewer number of bands, and TFS is minimally affected by noise and noise types.

Conclusions {#s6}
===========

Across all different acoustic cues, including the original acoustic signal, identification of pitch height is more difficult than identification of pitch shape in both quiet and noise. Among the three temporal cues, TFS is the most effective cue for the identification of tone shapes, tone heights and tone categories in Cantonese in quiet and in noise, particularly when tones are presented in fewer frequency bands. TE500 and TE50 are not effective for Cantonese tone perception in quiet or in noise though they are the strongest cue for the identification of T4 (LF). Types of masking do not significantly affect tone identification of the temporal cues. Cantonese tone identification accuracies in 2MB and in SSN are mostly comparable. Discrepancies in the findings of studies that examined the effects of temporal cues on the perception of Mandarin and Cantonese tones indicate that findings on Mandarin tones may not be generalizable to Cantonese tones. Future cochlear implant processors may take into consideration the characteristics of these acoustic cues for pitch perception when designing future cochlear implants for tone users.
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