With the SIFT and SURF based recognition, the paper presents the impact of salient features in object recognition. We use the two well-known image descriptors in the bag of words framework on five online available standard datasets. Experiments show that by introducing saliency in the bag of words model, state-of-the-art performance can still be retained while reducing considerable amount of data processing and thus achieving faster execution times.
INTRODUCTION
Object recognition is one of the most active areas in computer vision and image processing due to its wide range of applications. For this purpose a number of techniques have been proposed over the years. The basic goal of all the proposed techniques is to reduce the processing time with significant amount of accuracy. The use of interest point detectors is a part of such effort as discussed in [1] . These interest point detectors are based on repeatability, however their repeatability do not provide any information that the feature is salient i.e. the probability of the features to be correctly matched. Here the goal is to select the salient features to reduce the processing time and retain the sate-ofart performance. We introduce saliency in the bag of words model with two well-known image descriptors, SIFT [2] and SURF [3] , and test the performance on five standard datasets.
RELATED WORK
Object recognition and salient features detection has been an active area of research for many years. In this section we will cover object recognition, salient features detection and the connection between them. We will discuss all the notable work done in this area.
Object recognition: object recognition or object categorization is the process of identifying an instance of an object category in an image. Different techniques of object recognition are available. Most of the proposed methods of object recognition use training data to obtain the visual dictionary. One such kind of notable work presented in [4] by Csurka. Key points are extracted from the training data, and an image descriptor known as SIFT by Lowe [2] is used for representing local information in neighbor hood of these key points. Clustering of K-means with descriptors is used to produce a visual dictionary. [5] and [6] represents the similar approach of visual dictionary. All the above mentioned papers relay on the histogram of visual words for the classification of images, and this technique is known as bag of features model.
There are some other approaches presented in [7, [8] [9] [10] , that uses statistical models for generalization and extraction of semantic context for object recognition. Wolf and Bileschi in [11] used the training data for obtaining the semantic layers, from which they obtained the semantic context. Each semantic layer represents an object category in an image. Each pixel is assigned a label v. v =1 represents that the pixel belongs to the object in layer and v = 0 represents that it does not belong to object. So the corresponding values of pixels are used to determine the occurrence of pixel in an object. Object recognition model presented in [12] is based on annotating image regions with words. They used a number of features for the categorization of segmented regions into region types. EM based method is used for learning generalizing the mapping between region types and key words.
Hall et al in [13] discussed the importance of salient features in object recognition and saliency under scale changes. They compared and evaluated the performance of three well-known interest point detectors including Harris corner and edge detector, Iindeberg point detector and Harris-Laplacian interest point detector, in terms of selecting salient features in an image. The authors in [14] have provided a detailed study of detecting salient object in an image. For describing the salient object they proposed a number of features such as color and spatial distribution, multi-scale contrast and centresurround histogram. They extend their approach of detecting salient object to sequential images too. [15] Presents a multiscale algorithm that relates saliency, scale selection and content description for the selection of salient regions in an image.
SALIENT FEATURES
Salient features are those features that discriminate a feature from other features. Different researchers have defined the term "salient features" in different ways as presented in [16, 17, 18, and 19] . A feature which distinguishes an object from other objects in an image is said to have maximum saliency, so in other words we can say that it is the measure of discrimination power of an image feature.
OVERVIEW OF DESCRIPTORS 4.1 SIFT
An image detector and descriptor by Lowe [2] enjoying a wide range of applications. It is implemented in four stages. It uses DOG [20] for the collection of the feature vector and Best-bin-first [21] for the matching and indexing. Cluster identification is performed with Hough transformation, and uses Linear Least Square solution for relating the model with image. SIFT has been proved to be the best image descriptor among the all in terms of scale invariance in [22] . However it is slower then its competitor SURF.
SURF
Introduced by Herbert Bay in [3] , SURF is a robust image detector and descriptor which uses integral images [23] . It is based on Hessian matrix and Haar wavelet transform. SURF is available in 64 and 128 dimensions. However Lau Juan proved in [24] that increasing SURF dimension does not help in improving the quality by a sufficient amount.
DATASETS
We used five standard datasets including Caltech, UIUC, TUDarmstadt VOC2005-1 and VOC2005-2, for the experimentation. From Caltech and UIUC datasets we used 200 images for training and 50 images for test, while from TUDarmstadt, VOC2005-1 and VOC2005-2 80,160 and 60 images for training and 20,40 and 15 images for test respectively. Figure. 1 to Figure.5 shows the sample images from these datasets. In Caltech dataset we have four categories of objects Airplanes, Cars, Faces and Motorbikes, and in UIUC we have just one category of cars. TUDarmstadt has three categories including cars, cows and bikes. VOC2005-1 and VOC2005-2 both has four categories including cars, bikes, persons and cycles. 
FLOW CHART
The figure.6 shows the flow chart of our work. In 1 st step images are taken from the database, saliency is calculated in 2 nd step, followed by the image descriptors (both SIFT and SURF). After extracting these feature points, K-means clustering is used to cluster the same feature pints and histogram representation of visual words is used which is known as bag of features. In the next step the algorithm uses a number of images for training. Testing is based on KNN search algorithm. At the end evaluation is carried out to get desired results.
Fig 6: Flow Chart of Proposed Work

EXPERIMENTS AND RESULTS
In the experimentation process, first we measure the performance of both image descriptors i.e. SIFT and SURF on all five datasets in bag of feature framework. We are interested in two things, the number of objects correctly recognized and the number of feature points per image. In second phase, we introduce saliency in the bag of feature framework. Images are passed through saliency before applying the image descriptors and measuring the number of correctly recognized objects and the number of feature points per image. Figure.7 shows three types of images, the original image, Ltti Koch [25] saliency map and the image resulted after applying the saliency algorithm on input image.
It can be clearly seen in figure. 6 that the background in saliency applied images is removed and only the object of interest or in other words only the salient features are selected.
The results of the experimentation process are given in Table.1 to Table. 10, which shows the number of objects correctly recognized for every category in all datasets. 
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CONCLUSION
In experimentation process we focused on two things, Number of the objects correctly recognized and the average number of feature points or key points detected per image.
From the results shown above it can be concluded that by introducing saliency in bag of feature framework, the state-ofart performance can be retained with a tremendous improvement in execution time by reducing data processing. Both SIFT and SURF produced better performance with saliency in terms of execution time and accuracy.
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