The LHCb experiment has performed very well during the Run I of the LHC, producing a large number of relevant physics results on a wide range of topics. The preparation and commissioning of the LHCb experiment for Run II is discussed here, with special emphasis on the changes in the trigger strategy and the addition of a new subdetector to improve the physics reach of the experiment. An overview of the commissioning with the first collisions delivered by the LHC is also included.
Introduction
The LHCb detector [1, 2] is a single-arm forward spectrometer covering a pseudorapidity of 2 < η < 5 and designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector (VELO) surrounding the pp interaction region [3] , a large-area silicon-strip detector (TT) located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors (IT) and straw drift tubes (OT) [4] placed downstream of the magnet. The tracking system provides a measurement of momentum, p, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex, the impact parameter, is measured with a resolution of (15 + 29/p T ) µm, where p T is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov (RICH) detectors [5] . Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors (SPD and PS), an electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL). Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers [6] . The online event selection is performed by a trigger [7] , which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, split in two steps, which applies a full event reconstruction, as shown in Fig. 1 . A deferral system was put in place in 2012 to buffer 20 % of the data accepted by the hardware trigger and process it during interfill gaps; the extra CPU time was then used to lower reconstruction thresholds in the software trigger, thus improving its efficiency. In Run I of the LHC, the LHCb experiment has collected a total of 3 fb −1 of pp collisions at 7 and 8 TeV centre-of-mass energy, as well as 5 TeV centre-of-mass proton-ion data. A very successful physics program has been carried out thanks to the excellent performance of the detector and the LHC, covering a wide range of physics topics.
In Run II, the centre-of-mass energy delivered by the LHC will be increased to 13 TeV, which is expected to lead to a 60% increase in the bb and cc cross-sections. In these new conditions, LHCb will continue pursuing its core physics program with increased statistics, trying to keep (and increase) the variety of studied topics. At the same time, its physics reach will be expanded in Central Exclusive Production (CEP) studies by the addition of a new subdetector, the High Rapidity Shower Counters for LHCb (HeRSChel). A large amount of work has also been spent during Long Shutdown 1 (LS1) in consolidation, maintenance and repair of the rest of subdetectors and the general infrastructure. A new control room is under construction, and will be ready by the end of the year.
Trigger
The larger cross-sections in Run II, especially in the case of charm hadrons, demand a more efficient trigger strategy, since the offline processing resources won't go up as much as the signal rate. To achieve this, a new trigger scheme, shown in Fig. 1 has been devised [8] .
In it, the processing of second step of the software trigger is completely deferred, allowing for calibration and alignment of subdetectors on a fill-by-fill basis using data from the first level [9] . This continuous calibration and alignment, which only updates the constants when necessary, provides offline-quality variables, such as particle identification (PID), at the trigger level; this fact, combined with the doubling of the trigger farm capacity, allows to have the same online reconstruction as the offline one and to increase the output rate to 12.5 kHz.
Increasing the output rate with respect to Run I has a large impact on the offline storage requirements. However, since the online and offline reconstruction are the same, it is possible in Run II to perform some analyses directly on candidates selected by the trigger, saving CPU and storage resources. The Turbo stream [10] is designed to store part of the trigger bandwidth (around 20 %) in a special format that the offline reconstruction to be bypassed. The analysis can then be performed directly on the trigger candidates.
In addition to the aforementioned improvements, a lot of work has been put into optimizing the code and algorithms used in the trigger and the reconstruction:
• Large areas of the code base are heavy on vector algebra, so gains up to 30 % have been achieved by exploiting vector instructions to build faster implementations.
• New algorithms have been put in place to improve the performance and/or reduce the execution time with respect to their Run I counterparts.
• A linear extrapolation of tracks from the VELO to the TT has been added as a preparation step for the forward tracking, resulting in a 3 times faster reconstruction chain with 4 times less ghost rate.
• The primary vertex reconstruction has been updated and optimized, with the same algorithm now used online and offline [8] .
Detector
In order to achieve its goals for Run II, the LHCb collaboration has put a significant effort during LS1 to enhance the detector stability and performance: one section of the beam pipe has been replaced, problematic hardware and electronics have been repaired or replaced, maintenance of the power supply and the cooling system has been performed, and the gas system has been consolidated. Additionally, a new measurement of the magnetic field has been performed which will help in improving the tracking performance. More details on the maintenance performed during LS1 and the upcoming changes for Run II for each subdetector are discussed in the following.
Vertex locator. The VELO is the primary tracking and vertexing detector in LHCb, placed very close to the beam (8 mm); because of that, it's built with retractable halves that close only when beams are stable. Its performance has been great in Run I, with the effects of radiation according to expectations. The most relevant interventions during LS1 and changes for Run II are:
• Non-uniform bias voltages are going to be applied due to the non-uniform radiation damage to ensure good charge collection efficiency (CCE); special CCE scans during data taking will be performed to monitor these voltages.
• The low voltage system has been refurbished and power supplies have been replaced.
• The Experiment Control System (ECS) and monitoring software have been upgraded and improved, respectively.
• The VELO alignment will be performed fill-by-fill, a desirable feature since the it opens and closes every fill.
Silicon tracker. Two sets of silicon trackers, with a total of four stations with four detection layers each, are used in LHCb: upstream of the magnet, the TT consists of one station, while downstream of the magnet the IT covers the inner part of the detector with three stations. In Run I, a degradation in the performance of cooling was observed due to the lubricant mixing with the coolant; this required a manual recirculation every 2-3 days, so a new chiller has been installed for Run II to solve this problem. Additionally, the IT was too low on its frame to compensate for the beam pipe movement, so new mechanics have been installed to adjust it to its nominal position; to monitor this position, a Brandeis CCD Angle monitor (BCAM) monitoring system was installed. The ECS and monitoring software have also been improved and a per-fill alignment procedure has been put in place.
Outer tracker. The OT is a straw tube tracker downstream of the magnet that surrounds the IT with three stations of four detection layers each. No aging effects were observed during Run I, thanks to the addition of O 2 to the straw tube gas mixture. In LS1, studies have been performed to assess the effect of the 25 ns running conditions on the OT performance, since its maximum drift time is 50 ns and thus spillover effects are expected to be larger. As expected, the spillover from neighbouring bunch crossings is seen in the drift time distribution, with the straw occupancy increased as a result, but it has been concluded that the operation of the detector will be as expected.
Ring Imaging Cherenkov detectors. Two RICH detectors provide excellent separation of K, π and p. They make use of Hybrid Photon Detectors (HPD), which are able to detect individual photons, but presented aging problems during Run I due to vacuum degradation. These have been solved by installing 82 new HPDs with almost zero ion feedback thanks to an improved design with getter strips; additionally, the best HPDs have been installed in RICH1 to avoid frequent refurbishment, and their settings have been tuned for a hardware trigger rate of 1 MHz.
In RICH1, the Aerogel radiator used in Run I has been removed due to it performing worse than expected under a harsher environment than it was designed for, and the difficulty to integrate it in the new Run II trigger scheme due to its large rings and many photon candidates being very CPU intensive. The removal of the Aerogel provides improved π/K separation and allows to use the same PID algorithms online and offline.
Calibration of the gas refractive index and HPD image drift, as well as mirror alignment will be performed on a per-fill basis to allow the use of accurate PID information in the second level of trigger.
Calorimeters. The LHCb calorimeter is composed of four detectors: the SPD/PS system is read out with multianode PMTs and the ECAL/HCAL was read out with single-anode PMTs. During Run I, regular high voltage (HV) calibration was needed, as well as gain adjustments during interfill gaps to compensate aging in the ECAL/HCAL PMTs.
During LS1, the fibers for the ECAL LED monitoring system were replaced by quartz because of their aging due to radiation damage; this effect was not observed in detector fibers.
The regular HV calibration has been automatized, allowing for per-fill gain adjustments, with a new calibration method based on detector occupancy.
Muon system. The LHCb muon system consists of five stations of drift chambers interleaved with iron absorbers, all Multi Wire Proportional Chambers (MWPC) except for the inner region of the first station-placed before the calorimeters-which helps improve the transverse momentum in the hardware trigger and is a triple GEM.
The maintenance work for Run II has consisted in doubling the HV channels to improve redundancy, improving the MWPC grounding to reduce noise and increase stability, and the reconditioning of some chambers to prevent discharges by flipping the HV polarity. Additionally, a 30-ton iron shield has been installed behind the last station to reduce backsplash particles.
HeRSChel
The low pileup in Run II offers a good opportunity for CEP studies in LHCb. In Run I, these analyses suffered from a large background from diffractive events with high rapidity particles outside the detector acceptance, so a new subdetector, HeRSChel has been installed with the idea to tag this background in a very forward region of 5 < |η| < 8. This new subdetector can be potentially integrated in the hardware trigger and will also help in luminosity measurements and in the understanding of machine backgrounds.
It consists of five stations of four plastic scintillator counters with PMTs installed in the LHC tunnel (where accessible) which can be used to detect showers from particles hitting the beampipe.
The installation is finished and TED runs show the detectors are performing well. At present, the final commissioning of the readout and the trigger electronics is being performed, including the commissioning of a LED system integrated with the LHCb readout, the installation of an electronics system to integrate it to the central system and the implementation of the trigger login in front-end FPGA chips.
First collisions
First collisions were delivered to LHCb on 5-6 May, with 1 colliding and 1 non-colliding nominal bunch at 450 GeV centre-of-mass energy. With these, the global time alignment of the detector was performed, as well as the time-alignment of the two sides of the calorimeter. It was also possible to take data with the full detector at a very early stage.
During this first collision period, gas was injected into the VELO with the SMOG (System for Measuring the Overlap with Gas) system in order to test the luminosity calibration configuration. The readout chain was also tested, including the first software stage of the trigger, with a hardware trigger configuration similar to that for physics and a physics rate of ∼ 5 kHz in the first software trigger stage, with 200 Hz of physics triggers.
The readiness of the subdetectors was also checked during the SMOG test, with very good results:
• The VELO position monitoring was working.
• Silicon tracker and outer tracker timing was correct.
• Cherenkov rings were seen in RICH1 and RICH2.
• The calorimeter time alignment procedure was started with the new automatic gain adjustment algorithm running.
• The muon system timing was checked to be consistent with that of 2012.
• HerSCHel was showing signal from high-rapidity particles.
On 21 May, 13 TeV centre-of-mass energy collisions were delivered for the first time, as shown in Fig. 2. 
Conclusions
A large effort has been performed during LS1 to get LHCb ready for Run II of the LHC, including consolidation of the infrastructure, upgrades and refurbishment of detectors, and improvement of monitoring software.
A new trigger scheme has been implemented, including a novel calibration and alignment approach, allowing to perform offline-quality reconstruction at the trigger level and thus helping to take advantage of the increased beauty and charm cross section at the new LHC energies.
Additionally, a new subdetector, HerSCHel, has been installed to expand the LHCb physics program to CEP and to improve the measurement of the luminosity and the understanding of machine backgrounds.
The first collisions delivered by the LHC, both at 450 GeV and 13 TeV have been successful, with all subdetectors working according to expectations. Commissioning, calibration and alignment of the detector are currently being performed, and LHCb is ready and eagerly awaiting for data to start performing its first Run II measurements.
