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Abstract 
 
Nature extensively exploits transient self-assembly structures with high energy that are able 
to perform work through a dissipative process. Often, self-assembly relies on the use of molecules 
as fuel which is consumed to drive thermodynamically unfavourable reactions away from 
equilibrium. Implementing this kind of non-equilibrium self-assembly processes in synthetic 
systems is bound to profoundly impact the fields of chemistry, materials science and synthetic 
biology leading towards innovative dissipative structures able to convert and store chemical 
energy. Yet, despite increasing efforts, the basic principles underlying chemical-fuel driven 
dissipative self-assembly are often overlooked, generating confusion in the meaning and definition 
of scientific terms which does not favor progress in the field. The scope of this Perspective is to 
bring closer together current experimental approaches and conceptual frameworks. From our 
analysis it emerges that chemical fueled dissipative processes may have played a crucial role in 
evolutionary processes. 
 
Supramolecular chemistry is rapidly moving into new territory in which the composition of a 
dynamic system is no longer determined by the relative thermodynamic stabilities of the 
components, but by the capacity of the components to populate high-energy states exploiting 
energy-dissipating processes (Fig. 1). This capacity implies that such systems may store and 
transfer energy, which would bring us closer to implementing the marvelous properties of living 
systems in synthetic ones.1 In recent years, this development has led to energy-driven molecular 
machines,2-7 materials,8-13 pattern formation,14-16 and chemical reactivity,17,18 which illustrate the 
rich possibilities offered by out-of-equilibrium chemistry. A key issue in designing out-of-
equilibrium systems is the mechanism that regulates energy dissipation. Although in most cases 
light is used as energy source in artificial systems,19 biological systems typically employ chemical 
energy stored in kinetically stable, high energy molecules to drive processes.20 This peculiarity has 
sparked a strong interest in the design of chemical-fuel driven out-of-equilibrium systems, in 
particular related to self-assembly.11,21-36 However, an examination of the reported examples 
shows that energy is dissipated in very different ways, but nonetheless always commonly referred 
to as dissipative self-assembly. This Perspective aims at providing a coherent conceptual 
framework to avoid confusion in terminology and be a reference point for future experimental 
efforts. In particular, we try to clarify the following concepts: what characterizes dissipative self-
assembly and what are the design principles? How is chemical energy stored in a self-assembled 
system? How is dissipative self-assembly connected to dissipative adaptation?  
Fig. 1 ׀ Self-assembly at equilibrium and out-of-equilibrium. a, Representation of the Gibbs free energy landscape for 
a generic system as a whole (i.e. the sum of the energy of every component), on which different situations are 
represented: the equilibrium state (grey circle), a kinetically trapped state (orange circle) and a dissipative state (green 
circle). b, Cartoon representation of a self-assembling system at equilibrium or in a kinetically trapped state c, Cartoon 
representation of the same system, but now in the presence of a chemical energy flux, which drives the equilibrium 
towards the aggregated state. 
 
Chemical fuel-driven self-assembly 
Our considerations start with a simple self-assembly process nM        ARnR, in which n 
monomers M may assemble to form aggregate ARnR. However, this process is thermodynamically 
disfavored, which implies that energy is required to shift the equilibrium. Several approaches 
relying on the use of chemical fuels, i.e. thermodynamically activated molecules, have been 
described in the literature, differing in the way the energy stored in the fuel is transferred to the 
self-assembly process. We can distinguish two limiting cases. 
The first case is a situation in which fuel-to-waste conversion involves neither the monomers 
nor the assemblies, for example when it is mediated by an external additive (e.g. an enzyme). 
Most of the reported examples that fall in this category follow the general scheme reported in Fig. 
2a.P21-25, 35, 36P The addition of a chemical fuel (F) to the monomer M permits the energetically down-
hill assembly of A*RnR. The independent conversion of fuel into waste (W) leads to a spontaneous 
return of the system towards the non-assembled state in the presence of waste (M + W). This 
approach is exemplified by the fuel-regulated self-assembly of vesicular nanoreactors (Fig. 2b).P22 P In 
this system adenosine triphosphate (ATP) was found to template the formation of vesicles at a 
concentration well below the critical aggregation concentration (cac) of the surfactant. The 
presence of the enzyme potato apyrase in the solution caused the gradual conversion of ATP and, 
consequently, a spontaneous disassembly of the vesicles occurred in time. In this case, ATP 
addition and enzymatic cleavage serve to regulate how much ATP is available, and the chemical 
equilibrium leading to assembly A*RnR adapts accordingly in a Le Chatelier-like manner. Although in 
these kinds of systems high energy molecules, such as ATP, are used to transiently control a self-
assembly process, it is important to point out that all consumed energy (see Box 1) is just 
dissipated by the enzyme and never leads to population of the high-energy assembly ARnR. This is a 
direct consequence of the fact that the assembled states (ARn Ror A*RnR) never participate in fuel-to-
waste conversion. As we will see next, the ability to participate in the catalytic reaction is a 
necessary, but not sufficient, condition to drive a self-assembly process, and maintaining it in a 
non-equilibrium steady state. To make the distinction with the second limiting case, we suggest 
reserving the term self-assembly under dissipative conditions for systems that operate according 
to the scheme in Fig. 2. 
 
 
 
Fig. 2 ׀ Self-assembly under dissipative conditions. a, General scheme for a self-assembling system under dissipative 
conditions. The association of n monomers M to give aggregate ARnR is thermodynamically disfavored; in the presence 
of templating agent F aggregation to give A*RnR occurs in a thermodynamically favored process; upon slow depletion of 
F, the monomers revert to the initial situation in which M is preferentially populated. b, Reaction scheme for the 
transient assembly of vesicular nanoreactors upon adenosine triphosphate (ATP) consumption. A surfactant molecule 
containing Zn P2+ P-complexed 1,4,7-triazacyclononane (TACN·Zn P2+ P) as cationic head group was found to have a critical 
aggregation concentration (cac) of around 100 µM. The addition of adenosine triphosphate (ATP) resulted in the 
templated formation of vesicles at a concentration well below the cac. This phenomenon was attributed to the 
development of stabilizing electrostatic interactions between ATP and the surfactants and to preorganization of the 
surfactant molecules by ATP. The presence of the enzyme potato apyrase in the solution caused the gradual 
conversion of ATP into the waste products adenosine monophosphate and phosphate (AMP + 2 PRiR), which possess 
poor templating ability. Consequently, spontaneous disassembly of the vesicles occurred over time. The kinetic 
behavior of the system could be described with a simple model in which ATP-hydrolysis occurred only in bulk. The 
notation used for the components is reported in the dashed box.  
 
  
Consumed energy�������������
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Box 1 | Terminology 
The domain of non-equilibrium self-assembly brings together expertise from different areas. In 
some cases this has led to the attribution of different meanings to the same words. To avoid 
misunderstanding we define here the terminology used in this Perspective article and encourage 
all practitioners in the field to adopt it. 
 
Self-assembly under dissipative conditions: A self-assembly process associated to chemical fuel-
to-waste conversion which does not involve the building blocks. 
Dissipative self-assembly: A self-assembly process associated to chemical fuel-to-waste 
conversion which is mediated by the building blocks. 
Driven self-assembly: A dissipative self-assembly process leading to energy storage in a high-
energy aggregate, as a consequence of kinetic asymmetry in energy consumption. 
 
Consumed energy: the energy associated to the conversion of fuel to waste (which, at fixed [F] 
and [W], corresponds to an associated ΔG < 0 for the reaction). This energy is absorbed by the 
system and is either stored or dissipated. 
Stored energy: the part of the consumed energy that is fruitfully exploited to shift concentrations 
away from their equilibrium value.  
Dissipated energy: the part of the consumed energy that is irreversibly converted into heat 
and/or waste products. In line with experimental practice, the conversion into waste products is 
considered irreversible and in the simulations the waste is continuously removed. 
The relation between the above quantities is given by the following equation: 
 
 
Fig. 3 ׀ Dissipative self-assembly a, General 
scheme for a self-assembling system involved in 
chemical fuel consumption. The association of n 
monomers M to give aggregate ARnR is 
thermodynamically disfavored; in the presence of 
fuel F the monomer is activated to M* which 
aggregates to give A*RnR in a thermodynamically 
favored process. Conversion of fuel into waste W 
deactivates the components. The grey arrows 
indicate microscopic reversibility for each step. 
The forward constants describing fuel and waste 
association are pseudo-first order rate constants, 
because they include the fixed concentrations of 
F and W, as described in the SI (page 2). This 
observation is important, because it implies that 
these rate constants (and consequently KRrR) can 
be controlled externally by changing the fuel and 
waste concentrations. b, Reaction scheme for the 
transient assembly of dibenzoyl-L-cysteine (DBC) 
upon MeI consumption; the notation used for the 
components is reported in the dashed box. The 
arrows for the backward fuel/waste reactions are 
omitted for clarity reasons. c, General scheme for 
a reaction cycle analogous to that of Fig. 3a, but 
without fuel-to-waste conversion. KR1R is defined 
for one monomer and, therefore, must be 
considered n-times in a cycle. In Figs. 3a and 3c, 
reaction labels are contained within boxes 
associated to reaction arrows, equilibrium 
constants are defined from top to bottom and 
from left to right.  
  
A different scenario appears when energy dissipation is mediated by the self-assembling 
molecules (Fig. 3a).11,26-34 Here, a chemical fuel (F) reacts – either covalently or noncovalently – 
with monomer M leading to an activated monomer M* which has the ability to aggregate (A*n) in 
a thermodynamically favored process. Contemporaneously a backward reaction takes place which 
converts M* (or A*n) back to M (or An) accompanied by the release of waste (W). This situation is 
illustrated in the controlled gelation of dibenzoyl-L-cysteine (DBC) (Fig. 3b).26 Above the pKa of the 
acidic moieties, aggregation of DBC is prevented by electrostatic repulsion. However, the addition 
of a methylating agent, MeI, affords the corresponding diester, which readily self-assembles into 
nanofibers. Under the experimental conditions, the diester is hydrolysed back to DBC causing 
dissociation of the aggregate. Because the hydrolysis reaction is slower than the methylation 
reaction, a (transient) accumulation of the diester and, consequently, of the nanofibers takes 
place upon the addition of fuel. In contrast with the previous scenario for self-assembly under 
dissipative conditions (Fig. 2), here the assembled states do play an active role in fuel-to-waste 
conversion. We call this situation dissipative self-assembly (Fig. 3). However, it will be shown that 
this condition by itself does not automatically imply that the reaction of interest is driven away 
from equilibrium. Indeed, it is a major objective of this Perspective to highlight that two sub-
limiting cases can be identified, which differ in the way the energy is consumed by the system. In 
the first sub-case energy consumption occurs in a ‘symmetric’ manner as opposed to ‘asymmetric’ 
energy consumption in the second sub-case. It will be shown that kinetic asymmetry in the energy 
consumption pathways present in the system is the other necessary condition for driving self-
assembly processes away from equilibrium, allowing for energy storage. 
 
Symmetric vs asymmetric energy consumption 
 
To explain the difference between symmetric and asymmetric energy consumption we start 
with the thermodynamic equivalent of the cycle reported in Fig. 3a, in which all 4 steps are 
equilibrium reactions (Fig. 3c). Because of microscopic reversibility for each step, the following 
equation holds: 
 
𝐾1
𝑜 ∙ 𝐾2 ∙ 𝐾3
−1 ∙ 𝐾4
−1 = 1      (1) 
 
This equation implies that under stationary conditions (i.e. without time dependent fluctuations of 
any parameter of the system) a cyclic pathway 1-2-3-4 in Fig. 3c must be equally probable in the 
clockwise and counterclockwise direction. On the other hand, in a fuel-driven network (Fig. 3a) the 
activation and de-activation steps 1 and 3 occur through chemically distinct pathways, which 
implies that the cycle can be described by the following equation37 
 
�
𝑘1Ff+𝑘1Wf
𝑘1Fb+𝑘1Wb
�
𝑜
∙ 𝐾2 ∙ �
𝑘3Ff+𝑘3Wf
𝑘3Fb+𝑘3Wb
�
−1
∙ 𝐾4
−1 =  𝐾r    (2) 
 
which differs from equation (1) in the sense that the binding constants for steps 1 and 3 have been 
replaced with the rate constants k for the forward (f) – and backward (b) conversion through both 
the fuel (F) and waste (W) pathways. Moreover, the fuel-driven cycle is connected to an exergonic 
reaction (F→W) which delivers energy to the system. These conditions have an important 
consequence, because it implies that the product of the terms in the right-hand-side of equation 2 
does not have to be equal to 1. Indeed, this product can be defined as the ratcheting constant, Kr, 
which can be interpreted as a directionality parameter that identifies whether the systems in Fig. 
3a prefers to cycle in the clockwise or counterclockwise direction. As shown in the SI (page 3), 
equation 2 can be further elaborated to give38 
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which nicely illustrates that the directionality of the system has exclusively a kinetic origin. The 
ratcheting constant Kr depends only on the ratio of the fluxes between the forward and backward 
paths of steps 1 and 3 and not at all on any binding constant. The observation that ratcheting 
originates only from an asymmetry in the transition states (and not the ground states) implies that 
an information ratcheting mechanism is operative.39-41 
In the situation where Kr equals 1 (Fig. 3a), there is no directional preference and this cycle can be 
defined as ‘symmetric’. On the other hand, when Kr is greater than 1 (Fig. 3c) the system prefers 
cycling in a counterclockwise direction, a situation referred to as ‘asymmetric’. In the latter case, 
fuel preferentially activates M (as opposed to An) and deactivation (leading to waste) is kinetically 
favored in the assembled state An* (as opposed to M*). This kinetic asymmetry leads to a 
preferred pathway for fuel-to-waste conversion given by fuel activation of M to give M*, assembly 
of M* into A*n, and finally waste release leading to An. The overall reaction associated with this 
path is nM + F → An + W. It can be clearly seen how the energy released from the exergonic 
conversion of fuel to waste shifts the endergonic equilibrium in the direction of An. 
To illustrate more clearly the difference between symmetric and asymmetric dissipative 
cycles we have performed kinetic simulations of a simple self-assembly process (with n = 2, a 
detailed description is provided in the SI (page 5)). For the symmetric cycle, rate constants for the 
activation and deactivation pathways 1 and 3 were chosen such as to satisfy equation 2 (and 3) 
with Kr equal to 1. For the asymmetric cycle, we have introduced preferential monomer activation 
(M→M*) and aggregate deactivation (A*2→A2) by altering the involved rate constants to give a Kr 
value of 1.6 × 1010 (see below for the significance of this value). To underline the fact that driven 
self-assembly has a kinetic origin, we have installed preferential pathways by changing both the 
forward- and backward rates of the involved reactions to the same extent (i.e. without affecting 
the associated equilibrium constant). 
Starting from an initial monomer concentration, we have followed the evolution of each 
system until a stationary state was reached under continuous fuel-to-waste conversion (i.e. at 
constant [F] = [W], a condition referred to as chemostatting42). We have reported the distribution 
of monomer among the four states in Fig. 4a and b (indicated by the size of the green circles) for 
the symmetric and asymmetric cases, respectively. For the symmetric network, nearly all 
monomer is present in the activated aggregated state (A*2), whereas for the asymmetric network 
the monomer resides almost completely in the deactivated aggregated state (A2). For each 
system, we then compared these distributions to those at thermodynamic equilibrium. The 
comparison was achieved by using the calculated steady state concentrations of all four species 
under dissipative conditions as input for a next simulation in which all activation and deactivation 
pathways (steps 1 and 3) were turned off and the system was let to equilibrate (Fig. 4a and b, grey 
circles). It is important to stress that in this situation conversion between the activated (M*, A*2) 
and deactivated species (M, A2) can no longer take place. Importantly, for the symmetric system 
the concentrations of all species remain equal, whereas for the asymmetric system equilibration 
results in a complete shift from A2 to M. This observation leads to an important conclusion: even 
for dissipative self-assembly systems, the fact they consume energy is not a sufficient condition to 
drive them out-of-equilibrium. Kinetic asymmetry in the energy consumption pathways is required 
to reach stationary concentrations which are different from those at thermodynamic equilibrium. 
Only in this case we can speak of a driven self-assembly process. 
 Fig. 4 ׀ Simulations of dissipative self-assembly processes. The data reported in this Fig. refers to the model system 
represented in Fig. 3a for n = 2, [M]PTOTP = 1 mM and [F] = [W] = 1 M (see text and SI (page 5) for more details) a, Steady-
state distribution of monomers in the model system in which symmetric energy consumption occurs (KRrR = 1) : green 
and grey circles correspond to the monomer distribution under dissipative conditions and after equilibration of steps 
2 and 4 (same distribution).. b, Steady-state distribution of monomers in the model system in which asymmetric 
consumption occurs (KRrR ≈ 10P
10
P): green and grey circles correspond to the monomer distribution under dissipative 
conditions and after equilibration of steps 2 and 4, respectively. The size of the circles reflects the relative 
concentrations c, Reaction currents monitored in the evolution of model systems described in Fig. 4a, b, from the 
equilibrium (grey circles) to the dissipative (green circles) state: for the symmetric system (Fig. 4a) currents of step 2 
and 4 are superimposed (black line). d, Chemical affinity associated to reactions 2 (red) and 4 (blue) in the asymmetric 
model system of Fig. 4b under steady-state dissipative conditions. The different bars refer to different simulations in 
which the rate constants of step 2 were gradually decreased and the rate constants of step 4 were gradually increased 
with the factors indicated on the x-axis. 
 
A crucial distinction between the symmetric and asymmetric case is that only in the latter 
directionality is present in the system. This phenomenon can be visualized by plotting for steps 2 
and 4 the currents, defined as the forward reaction flux minus the backward reaction flux, while 
the system evolves from thermodynamic equilibrium to the stationary dissipative state (from the 
grey to green distributions given in Fig. 4b) (Fig. 4c). In the symmetric system (black line) no 
current arises, because the concentrations do not change. On the contrary, in the asymmetric 
system a steady state is reached in which the forward, positive current associated to monomer 
assembly into A*R2 R(step 2 - red line) is perfectly counterbalanced by a backward, negative current 
associated to the thermodynamically driven disassembly of AR2R (step 4 - blue line). This 
visualization clearly illustrates that asymmetric consumption of energy provided by the fuel causes 
the continuous (counterclockwise) cycling of the monomers. In this context, it is of relevance to 
note that asymmetric consumption of energy is also at the basis of directional movement in 
molecular machines, exemplified by the ATP-driven movement of kinesin and dynein along 
microtubule filaments.41  
 
Energy storage in out-of-equilibrium assemblies 
The observation that the system relaxes back to the equilibrium composition when the 
energy flux is stopped, implies that a certain amount of energy is stored in the system under 
stationary dissipative conditions. The ability of the system to store part of the consumed energy 
by populating high-energy structures is a direct consequence of the kinetic asymmetry in the 
energy consumption pathways. In non-equilibrium thermodynamics, this amount of energy is 
quantified by chemical affinity, which corresponds to -∆G of an equilibrium under non-standard 
conditions.43  In the case of both fast fuel and waste reactions (steps 1 and 3, respectively), the 
stored energy in the system is described as the energy released in the transition from the 
dissipative to the equilibrium state and corresponds to the energy associated with the ratcheting 
constant Kr (∆G = -RTlnKr, amounting to ca. 58 kJ mol-1 at 298 K and calculated by inserting the 
used rate constants in equation 2 (see SI (page 4) for details). Thus, the ratcheting constant 
provides a quantitative tool for measuring to which extent a system is driven out-of-equilibrium. 
To disclose how the energy is stored in the cycle, we have calculated the chemical affinities for 
equilibrium steps 2 and 4 under stationary dissipative conditions (Fig. 4d, most left bar). It is 
shown that nearly all energy is stored in the A2-state, which is in line with the fact that the 
dissociation of A2 in monomer M was deliberately set as the rate determining step in the cycle. 
Indeed, the energy is distributed in a different manner in the network when step 4 is accelerated 
and step 2 is slowed down (10-fold, 100-fold or 1000-fold, Fig. 4d). Although the overall energy 
stored in the system remains constant, it emerges in a very clear manner that the energy becomes 
progressively stored in the A*2-state as that aggregate gains in kinetic stability compared to A2.    
The present discussion highlights two fundamental requirements to obtain and accumulate a 
high-energy self-assembled structure under constant fuel turnover. First, kinetic asymmetry must 
be present in the cycle with activation preferentially occurring on the monomer level (M) and 
deactivation on the aggregate level (A*n). Second, the high-energy species must be kinetically 
stable, and the dissociation step should be the kinetic bottleneck in the cycle. These two 
requirements emerge clearly from the properties of self-assembling microtubules, which are 
Nature’s most prominent structures formed by a chemical fuel driven self-assembly process (Fig. 
5).44 Tubulin-dimers are activated towards self-assembly into microtubules upon complex 
formation with GTP, but GDP-bound tubulin dimers are not prone to self-assembly. The unique 
out-of-equilibrium behavior of microtubules stems from the fact that GTP hydrolysis is enormously 
accelerated in the aggregated state, leading to a GDP-rich – thermodynamically unstable – 
microtubule.45,46 In particular, hydrolysis occurs preferentially in the inner part of the growing 
microtubule, whereas a GTP-rich cap kinetically prevents microtubule disassembly.47 Catastrophic 
collapse occurs when the stabilizing cap is lost. It is estimated that an energy of around 21 kJ mol-
1 is stored in GDP-rich microtubules.48 
 
Fig. 5 ׀ Dissipative self-assembly in Nature. Reaction scheme for the GTP-driven self-assembly of tubulin dimers. GDP-
tubulin dimers are not prone to assembly. However, substitution of guanosine diphosphate (GDP) with guanosine 
triphosphate (GTP) leads to the formation of GTP-rich microtubules. Hydrolysis of GTP in GDP and inorganic 
phosphate (PRiR) in the aggregate is kinetically favored, leading to a high-energy GDP-rich microtubule. Red reactions 
arrows indicate kinetically preferred pathways, compared to the analogue grey-colored reaction; the notation used 
for the components is reported in the dashed box. The arrows for the backward waste-reaction is omitted for clarity 
reasons. 
 
Keeping this natural example of dissipative self-assembly and the above discussion in mind, 
it is of interest to look again at the general scheme of Fig. 3a. Assuming that the formed waste 
does not play a significant role in the system (kR1WfR << kR1FfR and kR3WfR << kR3FfR), steps 1 and 3 reduce to 
the Michaelis-Menten kinetics used to describe enzymatic catalysis. Indeed, the monomers (M) 
and high energy aggregates (ARnR) can be interpreted as catalysts for fuel-to-waste conversion 
through the formation of the activated fuel-catalyst complexes M* and A*RnR, respectively. This 
interpretation explains why Nature uses enzymes capable of self-aggregation to accomplish self-
organization in cells.P49P Aggregation of the enzymes affects the Michaelis-Menten parameters 
leading to kinetic asymmetry in the energy consumption pathways and, thus, permits the 
formation of high-energy structures exploiting thermodynamically activated substrates as 
chemical fuels.P20 P This rationalization provides a valuable clue for designing synthetic driven self-
assembly processes. 
 
Dissipative adaptation and evolution 
In an asymmetric network, continuous fuel-to-waste conversion is an essential 
requirement to keep the high-energy assembly state populated. This requirement raises the 
question of whether kinetic asymmetry in energy consumption can be a selection criterion that 
determines the composition of a system in which multiple dissipation pathways compete. In the 
stochastic thermodynamics context of periodically driven systems, England recently proposed that 
the outcome of a non-equilibrium process might be the state at the end of the trajectory along 
which the system can absorb and dissipate the largest amount of energy from the external driving 
force (dissipative adaptation).P50,51P Importantly, this most dissipative state may not necessarily be 
the most stable one on thermodynamic grounds. Although in this Perspective we deal with 
macroscopic out-of-equilibrium systems under stationary conditions, the simulations performed in 
the previous section can be easily extended to show that adaptation is indeed possible in 
chemically-fueled dissipative self-assembly but only if kinetic asymmetry in energy consumption is 
present. 
Fig. 6 ׀ Dissipative adaptation. Scheme for the association of monomers M into aggregates AR2R and BR2R; in the presence 
of fuel F the monomer is activated to M*, that can assemble into A*R2R and B*R2R; BR2R and B*R2R are less stable than the 
corresponding AR2R and A*R2R. The steady state distribution of monomers is reported according to the KRrR values reported 
in the legend, for the left and right cycle displaying symmetric energy consumption (no storage, grey circles), equal 
storage (green circles) and different storage capacity, with the cycle involving BR2R preferred by an amount 
corresponding to ca. 23 kJ mol P-1P at 298 K (purple circles). The size of the circles reflects the relative concentrations of 
species. 
 
To illustrate this situation, we consider a model in which monomer M can assemble into 
two high-energy dimeric aggregates AR2R and BR2R, but BR2R is thermodynamically less stable than AR2R 
(while having the same kinetic stability) (Fig. 6). Both aggregates can also be formed through fuel-
driven pathways that involve the common activated monomer M* and the corresponding 
activated aggregates A*R2R and B*R2R. For both cycles the ratcheting constants KRr,A Rand KRr,BR, 
respectively, can be independently set by adjusting the rate constants of the activation and 
deactivation steps. In a first simulation, we set both KRrR values 1, implying that the system is not 
able to store energy (Fig. 6). The calculated distribution of the initial amount of monomer M over 
the six possible states (the size of the grey circles) shows that M resides mostly in the activated 
states A*R2R and B*R2R and that the distribution corresponds to that at thermodynamic equilibrium. 
This observation implies that energy consumption by itself is not a driving force for adaptation: 
the crucial factor is the efficiency of the system in storing energy rather than in its capacity to 
dissipate energy. The same conclusion was recently reached by Astumian in a treatment of 
dissipative adaptation in the context of stochastic thermodynamics.P38 P This conclusion is further 
supported by a second simulation (green circles), in which the kinetic asymmetry is included in 
both the AR2R- and BR2R-cycles allowing both cycles to store part of the consumed energy to the same 
extent (KRr,A R= KRr,BR = ca. 1.0 × 10 P8 P). It can be observed that the high-energy states AR2R and BR2R now 
become populated at the cost of the activated aggregates A*R2R and B*R2R. This observation confirms 
that kinetic asymmetry installs a ratcheting mechanism. Yet, the higher population of the AR2R- 
compared to the BR2R-state indicates that, among these high-energy states, the distribution is still 
reflecting the relative thermodynamic stabilities. The relative distribution changes in the final 
simulation (purple circles) in which we have further increased the ratcheting constant KRr,BR of cycle 
B (to ca. 1.0 × 10P12 P), while keeping the KRr,AR-value at the same level. With these new parameters, 
the capacity of cycle B2 to store energy has become higher than that of cycle A2. Now, the most 
populated state in the system becomes B2, even if it would be the least populated state under 
thermodynamic control. These simulations clearly demonstrate that under dissipative conditions 
the ratcheting strength can become sufficiently dominant to overcome the relative 
thermodynamic stabilities. 
This analysis provides clues on how energy consuming processes may have played an 
essential role in evolutionary processes. It is tantalizing to imagine that a small mutation in a 
molecular structure may have led to an improved capacity to store energy, thus opening the 
energetic pathway towards new forms of self-organization with associated new chemical 
reactivities. An experimental clue of such a possibility was recently provided by the observation 
that a 2 base pair mutation in a DNA sequence made the difference whether an energy dissipation 
process was installed or not.52 The relevance of kinetic asymmetry leading to ratcheting as an 
underlying scheme in evolutionary processes53,54 is further reinforced by the observation that it is 
also the operating mechanism of molecular machines, of both natural and synthetic origin.39, 41, 55 
 
Perspective & Outlook 
In the absence of reported kinetic parameters for all reaction steps in published examples of 
self-assembling systems relying on chemical fuel consumption,11,21-36 it is impossible to certify in 
an unambiguous manner whether these systems exploit a chemically-driven information ratchet 
mechanism. Such an analysis is further hampered by the fact that most examples rely on the 
batch-wise addition of fuel, in which high-energy species may indeed be transiently observed, but 
not necessarily because of asymmetric energy consumption. Yet, the observation of catastrophic 
events similar to the collapse of  those of microtubules seems to provide indirect evidence that an 
information ratchet may be operative.11 Indeed, considering the different local environments (pH, 
polarity, effective concentration)6 and the possibility of cooperative effects in the aggregated 
state, it seems unlikely that a certain reaction occurs with the same rate in the monomeric and 
aggregated state. 
Our analysis provides several clues for the experimental design of chemical fuel driven self-
assembly processes. The key criterion for pushing a system out-of-equilibrium is the presence of 
kinetic asymmetry in the dissipative network. This asymmetry can be installed by ensuring that the 
chemical fuel preferentially binds the monomer rather than the aggregate and/or that fuel-to-
waste conversion is more efficiently carried out by the aggregate than by the monomer. 
Interestingly, both these strategies are present in the operation mechanism of microtubules: the 
catalytic activity is enhanced in the aggregated state, and part of the waste product is embedded 
in the high-energy aggregate which disfavors binding of fresh fuel molecules.  
Moreover, to maximize energy storage, the kinetics of the equilibrium steps must be slower 
than the catalytic conversion of fuel, because otherwise the self-assembling steps will rapidly re-
equilibrate during fuel-to-waste conversion, in which case all consumed energy is just dissipated 
without leading to energy storage. It is important to stress that the ratcheting constant Kr provides 
a proper quantification of the stored energy only in case of fast fuel-to-waste reactions. This 
condition implies that the aggregates need to have a significant kinetic stability, a feature that is 
also beneficial for their observation under the experimental conditions. 
Ideally, high-energy aggregates, such as An, should have a spectroscopically distinct 
fingerprint or an alternative exclusive property compared to the fuel-activated aggregate A*n in 
order to unambiguously prove their presence in the system and determine their concentrations. 
Indirect experimental evidence for the occurrence of driven self-assembly in synthetic systems 
may be obtained from the observation of catastrophic events11 or the accumulation of aggregates 
at a concentration not compatible with any equilibrium composition of the system.4 Although not 
definitive, clues that the system operates out-of-equilibrium may also come from a comparison of 
the systems’ properties under dissipative and non-dissipative conditions. Such a difference could 
be disclosed by suppressing the catalytic activity with inhibitors, or by using substrate-analogs that 
are not subject to catalysis. Finally, a major effort should be made towards experimental setups 
that permit determination of the concentration of all species under continuous fuel consumption, 
rather than under batch-experiments conditions.33 
Overall, it emerges that kinetic asymmetry leading to ratcheting is a key property to consider 
when developing chemically-driven out-of-equilibrium assemblies. Apart from novel properties 
arising from the storage of energy in such assemblies, its successful implementation in synthetic 
systems will also permit an experimental assessment of the possibility to exploit chemical energy 
as a driving force for chemical evolution. From this point of view, it is intriguing to observe that 
processes that on first sight appear very different, such as the directional motion of kinesin or 
microtubule formation, seem to follow very closely related energy consumption processes. 
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