When claims in the compound Poisson risk model are from a heavy-tailed distribution (such as the Pareto or the Iognormal), traditional techniques used to compute the probability of ultimate ruin converge slowly to desired probabilities. Thus, faster and more accurate methods are needed. Product integration can be used in such situations to yield fast and accurate estimates of ruin probabilities because it uses quadrature weights that are suited to the underlying distribution. Tables of ruin probabilities for the Pareto and Iognormal distributions are provided.
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A classic problem (of interest mainly to academic actuaries) is the numerical evaluation ~ (u). Numerous authors have studied this problem; see, for example, recent texts by Grandell (1991) and Panjer and Willmot (1992, Chapter 11) and references therein. In general, no explicit closed form solution to equation (I) exists except in the case where claims are mixtures of exponential distributions; see Bowers et al. (1986, Chapter 12.6 ).
There are, however, several broad approaches to the evaluation ~ (u). The older approaches are ad hoc: focusing inverting the Laplace transform, or on matching the first few moments of the claim size distribution or on the Cramer-Lundberg approximation; see Ramsay (1992a) for a comparison of some of these methods.
Since the early 1980s, the shift has been to approaches based on discretizing some aspect of the risk process and deriving recursive expressions for ~ (u); see, for example, Goovaerts and De Vylder (1984) , Panjer (1986) , Dickson (1989) , Dickson and Waters (1991) , Ramsay (1992b) , and Dickson, Egidio dos Reis and Waters (1995) . Panjer and Wang (1993) describe the conditions under which these recursions are stable.
Though these recursive approaches may be able to determine ~ (u) to any desired degree of accuracy, they are not suitable for heavy-tailed distributions, such as the Pareto or lognormal distributions, for two main reasons: 1. To achieve a reasonable degree of accuracy, the interval of discretization must be at most one unit of the mean in lenght. If we standardize the unit of currency such that p~ = 1, then to obtain ~(I0) we must recursively estimate every intermediate unit point ~(u) for k = 0,1,2 ..... 9,10. This may be acceptabel if we need only small values of u; however, for large values of u, say u = 500 units, this method can be slow. For the Pareto, ~(500) is not insignificant. 2. The quadrature rules inherent in the recursive schemes are usually of low order.
This further reduces its accuracy and its rate of convergence. To improve accuracy, the intervals of discretization are made even smaller. This substantially increases the number of intermediate calculations required, making the process of finding (u) slower. The objective of this paper is to present a method of evaluating ~(u) using socalled product integration. We show that this method can be fast and accurate when dealing with heavy-tailed distributions.
PRODUCT INTEGRATION
Consider the numerical solution of the Volterra integral equation
where k(.,.) is the kernel (and is known) and x(.) is the unknown function to be determined. Assume k(.,.) or one of its low-order derivatives is badly behaved in one of its arguments. (For example, k(.,.) may be singular or nearly singular). In such a situation, the Newton-Cotes integration (e.g., trapezoid rule, Simpson's rule, etc.) may produce inaccurate results or suffer a reduced rate of convergence. Delves and Mohamed (1985) and Linze (1985) recommend the use of product integration ~ to take account of the fact that k(.,.) may be badly behaved. Our development of the product integration quadrature rule follows the exposition and notation of Delves and Mohamed (Chapters 4.4 and 5.5). For a more detailed description of the product integration technique, see Linz (1985, Chapter 8) .
First we factorize k(s,t) as
where k(.,.) is smooth and well-behaved and can be accurately approximated by a Product integration proceeds by approximating the integral in equation (4) for s = si, i = 1,2 ..... n, using a quadrature rule of the form i
j=o where t i = si for i = 0,1,2 ..... n. The weights are determined by insuring that the rule of equation (5) 
In this paper we assume k(sl, t)x(t) is linear (d= 1) in t, i.e.,
~(si,t)x(t ) (tJ+l -t)~(si,t)x(tj)+(t-tj)-= --k(si, tj+l )x(tj+l ). hj
hj Linz (1985, Chapter 8, p. 141) attributes the origin of the product integration technique to Young (1954) . 
f:~ (t-ti-I)dt forj = i %2 = i-, p(s,,t) hi-I
To facilitate easy computation of the weights, we introduce two new variables: (6) 
As t -tj = (tj+ I -t./) -(tj+ I -t), then
Vi0 Wio =- ho v"i-t forj = 1,2,. i-I VtJ + Cij ---- .., WO = hj h/_ I vi,i-I wit = ("t.l-I hi_l
THE MAIN RESULTS
Product integration is used to compute ruin probabilities for the Pareto and Iognormal distributions. Without loss of generality, set p~ = 1 for each distribution. Tables 1 and  2 show the final estimated values of the ruin probabilities after the Richardson extrapolation technique has been applied.
The Pareto Distribution
Consider the Pareto distribution defined on (0, oo) with unit mean, i.e.,
( ]~+'

F(t) I o~
Equations (2) 
K(u't)=Iala+la+u-t
Even though K(u, t) and all of its derivatives are smooth and wellbehaved, they converge slowly as u --~ ~. As all of the moments ,uij exist for any finite s, product integration can be used.
Next set p(s,t) = K(s,t)
fl if0_<t_<s;
k(s,t)= (O otherwise.
To determine the product integration weights, we need vii and c,j from equations (6) and (7). 
I,'ij ----dij "t-(0~ -1-s i -l j+ I )ctj
Lognormal Distibution
In this case things will be more complicated because of the presence of the normal cumulative distribution function. Again we assume that p, = I. This implies
where p and (7 are the parameters of the Iognormal and u e-t 2 12
A source of difficulty is in the computation of v 0 adn c 0, i.e., f,,+,
As the function ~(.) is known only approximately, these integrals must be computed numerically; see for example Abramowitz and Stegun (1964, Chapter 26) for several approximations. The approximation used in this paper is:
where IE(u)} < 7.5 x 10 "8, and t= l/(l+pu) p=0.2316419 b~ =0.319381530 b,~ = -I.821255978 b2 = -0.356563782 b5 = 1.330274429 b 3 = 1.781477937 Gaussian integration rules many be used to evalutate the integrals. Table 2 shows the ruin probabilities for the Iognormal distribution with (7 = 1.80 and several values of 0. From equation (13), we use 7= 10 and j= 0, I, 2, 3 and 4. (Thus, n4 = 160. These values are very close to those of Thorin and Wikstad (1977) , where appropriate. The important strength of the product integration technique in solving equation (I) is that it converges significantly faster and is more accurate than the Goovaerts and de Vylder (1984) technique, or the improved version proposed by Ramsay (1992b) . This is acheived by using a quadrature rule that exploits some of the features of the kernel, thus requiring a reduced amount of recursions. Even though the weights w 0 (and hence c,~ and %) have to be computed directly from the kernel, these extra computations are fast and easy to perform. Because product integration converges relatively rapidly, it does not require the use of small intervals, thus reducing the possibilitiy of subtracting nearly equal numbers (and hence rounding errors). In addition, it requires a small fi'action of the computations required by the Goovaerts-De Vylder-Ramsay approach to obtain the same degree of accuracy. This should not be surprising because product integration uses much more information from the integrand than do the common Newton-Cotes quadrature formulae.
A further area of research is the determination of the error bounds of the solutions generated via the product integration technique. Linz (1985, Chapter 8, p. 131) shows that the error bounds and orders of convergence for product integration follow the standard results of approximation theory. Thus, product integration based on the trapezoidal rule is of order O(h2) .
Additionally, one may be able to use the Goovaerts-De Vylder-Ramsay approach and combine it with product integration to produce a faster scheme with explicit error bounds.
