A neural network model of visual motion perception and speed discrimination is developed to simulate data concerning the conditions under which components of moving stimuli cohere or not into a global direction of motion, as in barberpole and plaid patterns (both type 1 and type 2). The model also simulates how the perceived speed of lines moving in a prescribed direction depends on their orientation, length, duration, and contrast. Motion direction and speed both emerge as part of an interactive motion grouping or segmentation process. The model proposes a solution to the global aperture problem by showing how information from feature tracking points, namely, locations from which unambiguous motion directions can be computed, can propagate to ambiguous motion direction points and capture the motion signals there. The model does this without computing intersections of constraints or parallel Fourier and non-Fourier pathways. Instead, the model uses orientationally unselective cell responses to activate directionally tuned transient cells. These transient cells, in turn, activate spatially short-range filters and competitive mechanisms over multiple spatial scales to generate speed-tuned and directionally tuned cells. Spatially long-range filters and top-down feedback from grouping cells are then used to track motion of featural points and to select and propagate correct motion directions to ambiguous motion points. Top-down grouping can also prime the system to attend a particular motion direction. The model hereby links low-level automatic motion processing with attentionbased motion processing. Homologs of model mechanisms have been used in models of other brain systems to simulate data about visual grouping, figure-ground separation, and speech perception. Earlier versions of the model have simulated data about short-range and long-range apparent motion, second-order motion, and the effects of parvocellular and magnocellular lateral geniculate nucleus lesions on motion perception. © 1997 Optical Society of America [S0740-3232(97) 
INTRODUCTION: GLOBAL CAPTURE OF A MOVING OBJECT'S DIRECTION AND SPEED
When an object moves, aperture ambiguity and image or detector noise often prevent all but a small subset of its image features, such as its bounding contours, from generating unambiguous motion direction cues. Despite this fact, object percepts often seem to pop out with a welldefined motion direction and speed. The present paper develops a neural model of how this feat is accomplished by the brain.
Five general design principles motivate the model's development. The first is that unambiguous feature tracking signals capture and transform ambiguous motion signals into coherent representations of object direction. Two classic examples of feature tracking are shown in Fig. 1 . A second principle is that object direction and speed are both emergent properties of this process.
These considerations lead to the model's central design problem: What type of feature tracking processes can select unambiguous direction and accurate speed signals from ambiguous motion signals? For example, consider the horizontal motion of both a vertical and a tilted line that move at the same speed. Suppose that the unambiguous feature tracking points at the line ends capture the ambiguous motion signals near the line middle. The preferred ambiguous motion direction and speed are normal to the line's orientation. For a vertical line, the speed of the feature tracking signals at the line ends equals that of the preferred ambiguous speed near the line middle. For a tilted line, the preferred ambiguous speed is less than that of the feature tracking speed. If the speed of the line is judged by using a weighted average of feature signals and ambiguous signals, then the tilted line will be perceived to move slower than the vertical line, as found by Castet et al. 1 ; see Fig. 2(a) . These data also show that ambiguous speeds have a greater effect as line length increases when the line is briefly viewed. Feature tracking signals at the line ends thus propagate inward along the line to capture ambiguous motion speeds and directions. Since capture takes longer to complete when lines are longer, ambiguous motion signals have a larger effect on longer lines.
Our model simulates data of Castet et al. 1 It also simulates how the barberpole illusion is produced, 2 how it is affected by configurational changes, and how plaid patterns move both coherently and incoherently. In particular, the model provides explanations of when moving plaid patterns cohere or do not, [3] [4] [5] how contrast affects their perceived speed and direction, 6 and why movement of type 2 patterns differs from that of type 1 patterns. [7] [8] [9] Bowns 10 has provided experimental evidence against the Yo-Wilson 9 hypothesis that type 2 plaids move in the vector sum direction because of temporal delay between Fourier and non-Fourier information and argues in favor of a feature tracking explanation. These simulations build upon earlier ones that employ a subset of model mechanisms that do not include its motion capture process. 11 The earlier model incorporates a third design principle: Perceived motion direction and speed are a collective property of multiple populations of cells with different receptive field sizes, or scales. This multiscale network models the short-range motion process of Braddick, 12 including the fact that the short-range motion limit D max depends on the spatial frequency content of the image. [13] [14] [15] [16] [17] In the model, larger scales preferentially process higher speeds. A key problem in designing this multiscale short-range motion filter is to keep the largest scale from winning at all motion speeds, because it has a larger receptive field that can attain a higher activation level. Once this problem is solved, the model simulates how visual speed perception, discrimination, and reaction time are affected by stimulus contrast, duration, dot density, and spatial frequency. 1, 7, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] A fourth design principle concerns how nearby contours of different orientation and contrast polarity that are moving in the same direction cooperate to generate a pooled motion direction signal. This process is modeled by a long-range motion filter that has been used to simulate data about long-range apparent motion (Kolers 30 ), including beta, gamma, delta, reverse, split, Ternus, and reverse-contrast Ternus motion and Korté's laws. [31] [32] [33] A fifth design principle concerns motion capture. The key problem here is how to capture the correct motion di- rection without distorting its speed estimate. Surprisingly, motion capture can be achieved by a long-range grouping network that also allows attention to prime a desired motion direction. In other words, motion capture, which seems to be an automatic and preattentive process, is carried out by the same circuit that permits top-down attention to focus selectively on a desired direction. [34] [35] [36] Cavanagh 37 has described an attentionbased motion process, in addition to low-level or automatic motion processes, and has shown that it provides accurate velocity judgments. The present work models how the attentive process and the motion capture process are linked and thereby explains how the attentive process yields accurate velocity judgments.
This capture-and-priming circuit obeys the same rules as attentive priming circuits that have been used to model other brain processes, such as early form vision, visual object recognition, auditory streaming, and speech perception. 38 Line motion illusion, 39, 40 motion induction, [41] [42] [43] and transformational apparent motion 44, 45 have also been simulated by using these model motion mechanisms as they interact with visual forms. 46, 47 Multiple streams are not, however, needed to explain the data that are considered here. The stages that are needed will first be functionally motivated before technical details are addressed.
SHORT-RANGE AND LONG-RANGE MOTION PROCESSING
Several types of data suggest that both spatially shortrange and long-range mechanisms are involved in motion processing. One classical source is data about shortrange and long-range apparent motion. Short-range apparent motion typically operates over distances under 15 min of visual angle and at interstimulus intervals under 100 ms. 12, 51 Long-range apparent motion operates over distances up to several degrees and over interstimulus intervals up to 500 ms (Kolers 30 ). Following the proposal of Grossberg and Rudd, 32 ,33 the present model further develops the hypothesis that both short-range and longrange motion is mediated by a hierarchically organized process within a single processing stream.
Various other percepts than apparent motion also suggest that initial localized motion measurements are followed by a long-range motion pooling stage. Plaid patterns 3 typically consist of two overlapping sinusoidally or square-wave modulated luminance gratings. Such a pattern has two possible visual interpretations: as a pair of independently moving components or a single coherently moving plaid. Evidence for a motion pooling process underlying coherent plaid motion has been obtained through experiments showing that the direction of motion of the individual components and the plaid as a whole respond differently to stimulus parameter changes. For example, Adelson and Movshon 3 showed that contrast thresholds for the detection of plaid components alone were lower than contrast thresholds for the detection of coherently moving plaids. Ferrera and Wilson 7 showed elevations in detection thresholds for plaid patterns following masking by plaids with different component angles, suggesting that masking reduced the response of mechanisms tuned to the plaid motion direction but not to the component directions. Movshon et al. 52 identified motion-sensitive cells in visual area MT that were tuned either to the direction of individual components or to the direction of the plaid.
HOW IS AMBIGUOUS MOTION RESOLVED?
Given that a long-range motion stage operates on the outputs of short-range motion detectors, how are the two stages combined to generate a global motion signal for a moving form? Adelson and Movshon 3 suggested that plaid motion is determined by the intersection of constraint lines of each component. The intersection-of-constraints (IOC) solution does not, however, always correctly describe motion data. Ferrera and Wilson 7, 8 constructed several exceptions to the IOC solution by using type 2 plaids for which the motion vector given by the IOC lies outside the arc formed by the motion vectors perpendicular to the two components [ Fig. 3(a) ]. Such plaids more rigorously test the IOC solution than do type 1 plaids, whose IOC solution direction lies within the two component directions. Ferrera and Wilson showed that, in certain situations, the motion of type 2 plaids is biased toward directions normal to the component orientations and that their perceived speed is slower than that predicted by the IOC. Rubin and Hochstein 53 showed that when viewing moving lines through an aperture, observers misjudged direction away from the IOC solution and toward the vector sum of directions perpendicular to the component orientations.
Perceived type 1 plaid directions can also deviate from the IOC solution. Stone et al. 6 showed that when the two components are of unequal contrast, the plaid direction is biased toward the direction normal to the component with higher contrast. They modified the IOC rule to account for this bias by using an additional processing stage that makes a speed estimate that depends on component contrast. Stone and Thompson 26 showed that the speed of high-contrast gratings is perceived as faster than that of gratings of lower contrast. Therefore it is reasonable to assume that a higher-contrast component will have a faster perceived speed, biasing the IOC calculated direction toward that component's motion vector.
Given that the IOC solution cannot easily explain all the data, notably the observed biases in type 2 plaid motion, what alternatives are there? Plaid direction could be calculated as the vector sum of component directions; that is, as the sum of motion vectors orthogonal to the orientation of the components. However, vector summation is also insufficient. For example, the perceived motion direction of type 2 plaids tends toward the IOC direction after a suitable duration (see below).
An alternative explanation of perceived plaid motion can be given in terms of feature tracking. In plaid displays, the intersections of the component gratings are trackable features that provide unambiguous motion information that is the same as the IOC specified motion. Such a feature tracking explanation is, however, hard to distinguish from the IOC explanation, since it, by itself, does not explain deviations from IOC-computed directions any better than IOC.
The importance of feature tracking points in motion integration has been supported by studies showing that feature signals can be differentiated from ambiguous motion signals by their different responses to changes in stimulus parameters. For example, Lorenceau et al. 54 measured discrimination performance in the perception of translating lines of different orientations, contrasts, and lengths. Discrimination worsened at low contrast, long length, and short duration. They postulated higher contrast thresholds and longer integration times for the mechanisms that respond to feature signals. Similarly, Yo and Wilson 9 showed that the bias in perceived motion direction of type 2 patterns toward the vector sum of the component directions was reduced over time, which they interpreted as suggesting longer integration times for the feature motion detectors.
Mingolla et al. 55 studied the integration of directional information by using a display with small apertures, each of which contained a single moving bar. By varying bar length, they controlled whether feature information was present in each aperture. Bars whose end points were visible had correctly perceived motions; otherwise, motion was ambiguous, as in the classic aperture problem. Mingolla et al. 55 found that features substantially affected the perceived direction of motion. These results suggest that feature information is critical in plaid perception and that IOC constraints are not calculated from ambiguous motion signals without feature motion information.
The results of Mingolla et al. 55 and Castet et al. 1 
MOTION COHERENCE AND INCOHERENCE
In certain situations, the visual system does not combine motion signals across space, as when plaid components do not cohere. Adelson and Movshon 3 proposed that coherence is determined by the relative spatial frequencies of the components. Kim and Wilson 4 argued that the difference in orientation or direction of motion of two gratings determines their coherence, with gratings having closer orientations more likely to cohere. Williams and Sekuler 57 earlier showed that coherent motion can be observed in fields of dots moving in a range of directions if that range is sufficiently small. Stoner et al. 58 emphasized relative depth cues derived from the luminance values where the gratings intersected. In their experiments, if the luminances signaled that the gratings were transparent, then they tended not to cohere. Other static depth cues also affect the probability of grating coherence. 59 Grating coherence can thus depend on many cues. Although depth cues are not included here, Grossberg 49, 60 has modeled how depthful surfaces, including transparent surfaces, may separate occluding and occluded forms. Baloch and Grossberg 46, 47 and Francis and Grossberg 31 have modeled how these forms may modulate motion percepts. These form-motion interactions are not invoked here. Instead, we simulate data wherein the relative orientations of components determines perceived coherence.
MODEL OVERVIEW: SHORT-RANGE SPATIAL PROCESSING
The model stages are functionally motivated in this section and the next. Figure 4 summarizes the model's five main processing stages. Figure 5 plots how the first three stages respond to one-dimensional inputs as a function of their speed.
A. Multiscale Short-Range Spatial Filter
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First, transient cells react to changes in visual inputs. Cells sensitive to image transients occur at several stages of brain motion processing, including the y cells of the retina. [61] [62] [63] The hypothesis that transient cells input to the motion system is consistent with data showing that lesions of magnocellular lateral geniculate nucleus layers greatly disrupt motion processing but that lesions of the parvocellular layers do not. 64 Transient cells input to a spatially short-range multiscale filter that models the short-range motion process of Braddick. 12,51 Each curve of Fig. 5 (level 2, short-range filters) plots maximum activity of one filter size as a function of input speed. The largest scale wins at every speed because each filter responds as soon as it receives input. To achieve a more selective response, larger scales should require more input in order to fire. This problem is corrected as follows.
First, each filter is given a positive output threshold that increases with filter size; that is, output threshold is self-similar across scale. Self-similar thresholds have also been used to model multiscale groupings of visual 65 and speech 66 signals. They seem to be a rather general principle of neural design. Figure 5 (level 2, thresholded output) shows the maximal thresholded output of each scale as a function of input speed. Now each scale wins within a different speed range that increases with scale size.
These monotonically increasing curves are not, however, well enough separated to form usable tuning curves. Competition (across position within each scale and across scale at each position) achieves this goal [see Fig. 5 (level  3)] . A weighted average of the outputs of these tuning curves was used in Chey et al. 11 to simulate data about how speed perception, discrimination, and reaction time are affected by stimulus contrast, duration, dot density, and spatial frequency.
In summary, the first few stages of the model use transient cells that feed a multiscale short-range motion filter whose larger scales selectively process higher speeds as a result of the combined action of self-similar thresholds (at the low end of their tuning curves) and competition (at the high end).
B. From Undirectional to Directional Processing
In the simulation of Fig. 5 , the moving target was one dimensional. In the full two-dimensional model that is developed here, a central problem is how to convert undirectional transient cell responses into directionally sensitive responses. An early stage in this transformation uses an inhibitory veto mechanism. [67] [68] [69] [70] Barlow and Levick 71 first showed that inhibition led to directionally selective ganglion cells in the rabbit retina. These inhibitory connections veto responses in nearby cells by using a logical NOT operation. Gamma-aminobutyric acid (GABA) mediates inhibition in directional rabbit retina cells, and gamma-aminobutyric acid antagonists eliminate directional selectivity. 72 These ganglion cells respond to single light flashes with much the same threshold as that of paired flashes presented in the direction that was not vetoed by inhibition.
Evidence for inhibitory processes in directional selectivity has also been found in cat cortex. Hubel and Wiesel 73, 74 suggested that directional selectivity of simple cells could be explained by summing responses at adjacent On and Off regions of the cell. Moreover, On and Off retinal ganglion cells 75 converge at cortical simple cells. 76 However, later studies rejected this hypothesis. [67] [68] [69] [70] For example, Goodwin et al. 69 studied simple cells in cat striate cortex that showed On and Off receptive field regions for both stationary flashed stimuli and moving edges. The majority of the cells' directional selectivity did not correlate with the spatial arrangement of their receptive fields and was independent of the width of the moving bar used as a stimulus, invalidating the spatial summation hypothesis. Like Barlow and Levick, 71 they concluded that inhibition in the nonpreferred direction was primarily responsible for directional selectivity.
Both Barlow and Levick 71 and Goodwin et al. 69 found directional selectivity within small subunits of observed cell receptive fields. For example, Goodwin et al. reported that one cell was divided into 22 subunits, each of which demonstrated the same directional selectivity of the cell as a whole. In fact, Goodwin et al. were unable to find nondirectionally selective subregions within the receptive field down to a displacement threshold of 1 arcmin. In summary, early directional selectivity appears to be based on inhibitory veto processes, which operate at a small scale compared with receptive field sizes of directionally selective cells in either rabbit retina or cat cortical cells.
At what processing stage does such a directional veto mechanism operate? Consistent with the above data, we suggest that it occurs as part of transient cell processing, prior to the short-range filter. This hypothesis minimizes the sensitivity of the veto mechanism to stimulus form. Since the vetoing signal is spatially offset from the cell that it is vetoing, a cell can be erroneously activated (not vetoed) if it occurs at line ends or corners when the veto mechanisms lie beyond the end of the stimulus. Such problems are reduced if vetoing occurs before shortrange filtering, since the impact of a small number of false directional signals is reduced by subsequent spatial averaging.
As noted below, the veto mechanism is designed so that directional transient cells respond just as well at fast speeds as at slow speeds. Responses of directional transient cells to a tilted line moving to the right are shown in Fig. 6 (a). These responses are ambiguous with respect to the direction of motion of the line. They constrain it only within 180 deg. The aperture problem is clearly visible here, and there is, as yet, no representation of stimulus speed. Figure 6 (a) shows that the very short spatial range over which vetoing operates is insufficient to generate a reliable feature tracking signal. Vetoing eliminates the wrong direction, but it does not boost processing in the right direction. Such a boost is needed because a small set of feature tracking signals needs to overwhelm the effects of a much larger set of ambiguous signals (Fig. 1) . The short-range filter is assumed to be spatially anisotropic to accumulate evidence that a feature is moving in a given direction and thereby boost its feature tracking signals.
C. Short-Range Filter and Feature Tracking
Figures 6(b) and 6(c) show how the anisotropic shortrange filter and its self-similar threshold transform the directional transient cell outputs of Fig. 6 (a) in response to a tilted line moving to the right. The thresholded outputs of the horizontally oriented filters at the line ends respond best, and they do so only to the correct direction of motion at these feature tracking points. All other positions still experience the aperture problem.
D. Competition
As in the one-dimensional model, competition converts cell responses into true tuning curves. Intrascale competition again occurs across space within each scale. It does so only in the direction of its short-range filter; crossdirectional inhibition could severely impair speed estimates. Interscale competition again occurs at each position within each direction.
These competitive interactions do not, however, sufficiently boost the amplitude of feature tracking signals relative to that of ambiguous signals.
What is needed is a form of competition that enhances the activities of directional cells that have few directional competitors at a given position, attenuates activities of directional cells with many directional competitors, and does not disrupt speed estimates. A divisive, or shunting, competition across direction and scale accomplishes this by computing the ratio of competing activities. 77, 78 Competition occurs across direction and scale because many speeds are represented, and thus scales activated, at each ambiguous point (Fig. 1) . Directional competition also increases with the directional difference. Its net effects are twofold: Unambiguous feature tracking signals are boosted relative to ambiguous signals, and ambiguous signals are biased toward a direction of motion that is perpendicular to a line's orientation.
MODEL OVERVIEW: LONG-RANGE SPATIAL PROCESSING
A. Long-Range Filter
The long-range motion filter pools signals from multiple orientations and contrast polarities in a prescribed direction of motion. 33 It is the model processing stage that generates cells that are truly directionally selective and is proposed to occur in cortical area MT, where similar cells occur. 21, [79] [80] [81] [82] This processing stage also pools signals from both eyes, as do MT cells, 22, 83 and explains how longrange apparent motion occurs with dichoptically presented stimuli. 84, 85 Long-range spatial averaging further boosts the relative advantage of feature tracking signals, especially at object corners (Fig. 7) . It also reduces directional and speed biases that are due to incomplete activation of the inhibitory kernels of the intrascale competition, while preserving speed estimates elsewhere.
B. Long-Range Directional Grouping and Attentional Priming
The grouping network enables the small set of stronger feature tracking signals to select consistent directional and speed signals from the large set of weaker ambiguous motion signals. The grouping cells interact through feedback with the long-range filter cells (Fig. 1 ). In this way the small advantage of feature tracking signals in a given spatial region can be amplified at the grouping cells and fed back to the long-range filter cells, where consistent directional and speed signals are selected and inconsistent ones suppressed. This selection process expands the region of consistent signals. Another pass through the feedback loop expands it further, and so on.
A feedback system requires more processing time than a feedforward system. Various data show that motion capture does take time. These include data of Castet et al. 1 on the effects of a tilted line's length on its perceived speed (Fig. 2) , and data of Ferrera and Wilson, 7 simulated in Section 7, about how the perceived motion directions of type 2 plaids change toward the feature motion direction over 60-150 ms. Wilson et al. 86 interpreted this effect as evidence for a longer integration time in a pathway specialized for processing feature tracking signals. Data of Bowns 10 contradict this interpretation. The present model proposes that this amount of time naturally arises within a single processing stream as a result of long-range grouping and feedback.
The feedback mechanism is implemented through a layer of long-range directional grouping cells (Fig. 8) .
Such cells receive excitatory input over a wide spatial extent from all scales of long-range filter cells with similar directional preferences. Thus grouping cells pool over both space and direction. Such cooperative influences have been described in experiments containing elements moving in a range of different directions. 57 A winning di- rection is then selected by mutual competition between grouping cells tuned to different directions. Inhibitory feedback from the winning grouping cells is delivered to all long-range filter cells that are tuned to different directions. Through this suppression grouping cells choose a direction but not a speed. The speed choice is implicit in the direction choice, being whatever speed is represented by the surviving long-range filter cells. The original speed estimates of the winning direction are unaffected by this operation.
The grouping feedback can be implemented in at least two ways. One way distributes inhibition to all longrange filter cells that are tuned to other directions. In the other way, inhibitory feedback nonspecifically inhibits all directions but is supplemented by specific excitatory feedback from grouping cells to long-range filter cells of the same direction (see Fig. 8 ). The specific excitation balances the nonspecific inhibition at that direction. The net effect is again off-surround inhibition. Here, though, there is no need to grow inhibitory connections selectively to all other directions. All inhibitory feedback is nonspecific, and all excitatory feedback is specific and reciprocal. This network realizes a matching rule that is familiar in adaptive resonance theory (ART). 38, 87 By the ART matching rule, top-down matching signals (here from grouping to filter cells) can prime a given direction while inhibiting all other directions. During matching of bottom-up and top-down signals, only bottom-up signals that are confirmed by an excitatory top-down prime can survive the inhibition. All other signals, here all other directions, are inhibited. This process of top-down priming realizes a type of attention. Higher cognitive processes can use this priming mechanism to track objects that are moving in attended directions.
The directional grouping circuit is proposed to occur in the ventral part of MST, which has large directionally tuned receptive fields that are specialized for detecting moving objects. 88 In this interpretation, MST v can attentionally modulate MT, which is proposed to include longrange filter cells. Consistent with this proposal, Treue and Maunsell 89 have shown that attention can modulate motion processing in cortical areas MT and MST in behaving macaque monkeys. O'Craven et al. 90 have shown by using magnetic resonance imaging that attention can modulate the MT/MST complex in humans. This interpretation predicts that MST v cells make a directional choice whose feedback to MT overcomes aperture ambiguities and selects an object's true direction of motion.
DATA SIMULATIONS
The model is used to simulate increasingly complex properties of psychophysical data, namely, how feature tracking and ambiguous signals are combined, how feature tracking signals interact with each other, and how feature tracking and ambiguous signals may not combine.
A. Line Motion
Castet et al. 1 had observers compare the speed of tilted lines with that of a vertical comparison line undergoing horizontal movement. They varied both the orientation and the length of the lines. Their data show two major effects [see Fig. 2(a) ]. First, the perceived speeds of tilted lines are slower, and the degree of speed bias increases with line tilt from vertical. Second, the magnitude of this bias increases with line length. Our simulations show how unambiguous feature tracking signals and ambiguous motion signals from line interiors are combined. In each simulation a line length and orientation were chosen, and the motion of the line with those characteristics was simulated. Speed data were collected at a fixed time after the simulated motion starts. A ratio was computed between the spatially averaged speed signal obtained from the simulation and that obtained from a simulation with a vertical line of the same length and speed. These ratios measure the perceived relative speed of each line to the vertically oriented line. Figure 2 (b) shows these ratios for three orientations and three line lengths.
In Castet et al., 1 each line was displayed for only a short duration (167 ms). The length of this presentation is compatible with the hypothesis that feature tracking information has not yet fully propagated along the line and that speed biases are due to residual ambiguous motion signals present along the line length. This hypothesis suggests that the biases are due to incomplete processing and are therefore transient. Figure 9 shows the evolution over time of long-range filter cell activities during motion of a line tilted at 45 deg from vertical. As the line moves, grouping cells become active and propagate the feature tracking signals along the line. Although the interior line signals originally indicate lower speeds perpendicular to the line's orientation, over time, the perceived direction and speed at each point become consistent along the whole line length. Figure 10 plots how perceived direction and speed change gradually over time.
B. Barberpole Motion
When a moving oriented line is viewed through a circular aperture, its motion is ambiguous. However, when a line is viewed through a rectangular aperture, the classic barberpole illusion is produced, whereby the line is perceived to move with the direction of the aperture's long axis. 2 This suggests that the visual system utilizes the feature tracking signals derived from the line endings at the edge of the aperture to determine line direction. See Hildreth 91 and Nakayama and Silverman 16 for supportive data.
Under certain conditions the barberpole display can simultaneously support at least two distinct perceived motion directions: motion coincident with the long axis of the aperture and motion orthogonal to the line. For example, in a horizontal aperture with a diagonally oriented moving line, the line appears to move diagonally in the corner regions and horizontally in the central region [ Fig.  1(b) ]. This percept is most prevalent when one line is in the aperture at any time. Multiple moving lines tend to lock the percept into motion along the length of the aperture.
There are at least two possible explanations for the perceived diagonal motion in the corner of the barberpole display: The diagonal motion could be an average of the horizontal and vertical feature signals at each end of the line. Alternatively, the competing feature signals could cancel each other out, leaving ambiguous motion signals in the direction normal to line orientation.
One way to distinguish between these explanations is to alter the orientation of the line. According to the first Fig. 10 . Motion direction and speed of a moving line derived from long-range filter activity over time (the same filter activities are shown in Fig. 9 ). The top plot shows how the perceived direction of a moving line gradually converges to its actual direction of motion (0 deg from horizontal) after starting at a direction almost perpendicular to the line's orientation (45 deg). The bottom plot shows how the perceived speed of the line gradually asymptotes over time.
explanation, this should result in at most a small shift toward the direction normal to the new orientation. According to the second explanation, such a change in orientation should also have little effect until it becomes large enough to favor one of the feature directions. Then the motion may be entirely captured by that direction. Informal observations suggest that the second explanation is correct: The percept is usually in the direction of the aperture edge whose orientation is most nearly perpendicular to the line. This result suggests that diagonal motion in the corner of barberpole displays results from inconclusive competition between different feature motion signals, in the sense that no feature gains dominance and propagates to across the moving line.
The difficulty of integrating feature signals in different directions of motion was also demonstrated by Lorenceau and Shiffrar, 56 who studied the integration of motion information between multiple apertures that revealed a portion of a translating diamond. The terminator motions from the different apertures could indicate different directions of motion, although the diamond moved rigidly as a whole. Observers had difficulty perceiving rigid diamond motion, suggesting that feature information could not be integrated across the apertures. Integration became more likely after stimulus manipulations reduced the influence of terminator motions, such as adding jagged aperture edges or using low-contrast terminators relative to contour contrast.
Interference between multiple feature tracking signals is attributed in the model to grouping cell kernels that are sufficiently large to overlap several feature tracking signals. When small grouping cell kernels are used, there will be some locations near the line end that cohere with just the nearest feature tracking signal. Figure 11 illustrates time slices of motion signals from a simulation of a moving line behind a rectangular aperture. Figure 12 shows how a small (5-deg) change in line orientation causes more rapid convergence to the feature direction closest to the vector perpendicular to the line's orientation. The larger the bias provided by the line orientation, the more rapidly this effect is felt, until the extreme case is reached, in which the line moves perpendicularly to an aperture edge.
Another way for one feature tracking direction to win in a corner region is to prime the grouping cells to a particular motion direction and to influence the long-range filter cells through feedback. This situation can occur when multiple lines move behind the aperture. Initially, the motion of the line is ambiguous, but over time a winning direction emerges at the grouping cell level. If a second line enters the aperture before residual grouping cell activity decays, the previous winning direction can continue to win the competition. This priming effect suggests why corner diagonal movements are not observed when multiple lines occur in a barberpole display. Kim and Wilson 4 argued that relative line orientation is the prime factor in determining plaid coherence. There is, however, still much dispute regarding the importance of other stimulus parameters and the probabilities of observing coherent motion. 5, 58, 59, 92 Part of this dispute is due to the many stimulus configurations employed in plaid motion designs. Kim and Wilson 4 reported that coherent motion is almost always observed for component orientations within 45 deg of the plaid direction and almost never for larger orientational differences. These data were collected by using sine-wave gratings of different spatial frequencies. Lindsey and Todd 5 reported that square-wave gratings moved coherently at all relative orientations and that it was necessary to undergo prolonged viewing before incoherent motion could be observed at all. Lindsey and Todd also found that increasing orientational differences results in an increased probability of observing incoherent motion after adaptation.
C. Plaid Motion
The resilience of coherent motion percepts is not surprising when one considers that a plaid display contains only consistent feature tracking motion signals at the component intersections. The model assumes that incoherent motion results from failure of feature tracking signals to dominate the grouping cell competition, freeing individual component motions to express directions normal to their orientations. Unlike the barberpole display, incomplete competition cannot arise, since there are no conflicting feature tracking signals. The only competition comes from the ambiguous signals of the individual components. If this is true, then why are two-dimensional plaid percepts ever observed to move incoherently? How can plaid displays exhibit incoherent motion when simple lines of a single orientation are always coherent with feature signals derived from their end points? Two elements of the model help to explain this. First, the feature tracking signals derived from plaid displays differ from those obtained from moving lines with visible end points. The intersection points of plaid components, although forming trackable features, may be less salient than line ends. For plaids formed from sine-wave gratings, the intersection points form amorphous blobs that have no clear edges or other feature points to track. This may explain why Kim and Wilson 4 and others who use sine-wave gratings so often observe incoherent motion. Square-wave plaids have more sharply defined intersection points. When the luminance values at the intersections are added, the intersections form moving diamonds that are easily tracked. Luminance discontinuities are not necessary to observe coherent motion, as when the luminance of the moving diamond equals that of the components.
The simulations consider square-wave plaids with uniform luminance values. At each intersection of such a display [ Fig. 13(a) ], there are four feature points, one at each corner of the diamond, that provide trackable features. To track both leading and trailing edges at an intersection point, the model uses both On and Off cells. On cell transient responses are generated along the leading edge of both contours [ Fig. 13(b) ], Off responses along the trailing edges [ Fig. 13(c) ].
Grossberg and Rudd 32, 33 proposed that the short-range filters process On and Off transient responses independently and that these channels are combined at the longrange filter stage. Until now we have considered only a single set of transient responses without specifying whether they are On, Off, or a combination of both. Both channels are now used and are processed independently until combined at the long-range filter. The resulting feature signals are smaller than those derived from line ends, because two orientations join at a corner. At such a corner, both long-range and short-range filters sum over both sides of the contour, resulting in a less specific feature signal. This helps to explain why plaid patterns are more likely to move incoherently than lines. Baloch et al. 93 have shown how these On and Off mechanisms simulate first-order and second-order motion percepts.
The second major factor controlling plaid incoherence, particularly for the square-wave gratings studied by Lindsey and Todd, 5 is that the viewer is exposed to the motion for a long time. Plaid pattern motion is highly repetitive and can thus fatigue motion detectors. Likewise, after prolonged viewing of barberpole displays, percepts can fluctuate from one feature direction to the other, also presumably as a result of adaptation to the prevailing direction. 94 classified plaids into three groups: Type 1 plaid direction lies in the arc between the directions normal to the components. Type 2 plaid direction lies outside this arc (Fig. 3) . Type 1 patterns are called symmetric or asymmetric, depending on whether the angles formed between the components and the direction of motion are the same for both components (symmetric) or not (asymmetric).
Coherent Plaid Motion Ferrera and Wilson
The simplest pattern, type 1 symmetric, is simulated first. Figure 13 shows the stimulus configuration and the On and Off transient cell responses along its leading and trailing edges. Figure 14 shows long-range filter outputs generated from the combined On and Off channels. Figure 15(a) shows coherent plaid motion. The feature motion signals derived from the corner points have propagated across the whole plaid pattern, capturing motion into a common horizontal direction that corresponds to the motion direction of the plaid as a whole.
Incoherent Plaid Motion
Coherent plaid motion occurs when a single direction wins at the grouping cells. Incoherent motion occurs when no such winner is established. Under the assumption that adaptation to the perceived direction during coherent motion contributes to incoherent motion percepts, incoherent plaid motion can be simulated by reducing fea- ture signal strengths to a level where they can no longer win the grouping cell competition.
Several possible mechanisms could become fatigued during coherent plaid motion. We assume that this adaptation occurs at only a single processing stage, the synapses connecting the long-range filters to the grouping cells. A homologous type of habituation has elsewhere been used to explain data about visual persistence, formmotion interactions, and aftereffects. 31, 48, 95, 96 In the present application, after adaptation, each grouping cell receives a smaller input signal from the long-range filter cells that have been active. During coherent motion grouping cells suppress the activity of all long-range filters but those whose directional preferences match the chosen direction of movement (Fig. 8) . Therefore only these filter cells will become adapted, while all other filters will remain in an unadapted state. Figure 15 (b) simulates long-range filter activity with the same type 1 symmetric plaid, but with adapted horizontal filter cell responses. Now there is no winner at the grouping cell level, so ambiguous long-range filter responses remain intact along the components. These component responses are hypothesized to correspond to incoherent motion.
As discussed above, it is difficult to model qualitatively data regarding plaid motion because of the variety of stimulus configurations and viewing conditions used and the variability in results obtained under different experimental regimes. However, other things being equal, simulations should show that incoherent motion is correlated with the difference between component orientations. Simulations were run in which plaid patterns were tested with different levels of long-range filter cell adaptation. These simulations show that greater adaptation is required to produce incoherent motion for smaller differences between the component orientations (see Fig. 16 ).
Type 1 asymmetric plaids exhibit much the same behavior with respect to coherence and incoherence as do type 1 symmetric plaids. The critical variables are again the relative difference between the component orientations and the actual direction of motion. The model predicts that the relative orientation difference between the components is less important than the relative differences between the components and the feature tracking direction. Asymmetric plaid patterns could be used to test this hypothesis, since it is possible to vary these parameters independently. Such manipulations have not been reported in the literature.
Type 2 Plaid Motion
In type 1 plaids, coherence is aided by the fact that the plaid motion direction lies between the two component directions. In type 2 plaids, this is not the case, and this difference presumably underlies the fact that biases have been reported in the perceived direction of type 2 plaids, but not type 1. 7 A key feature of these biases is that their magnitude is duration dependent [ Fig. 17(a) ]. Wilson et al. 86 modeled this bias as the result of a delay in a non-Fourier motion pathway, so that initial percepts are based only on the responses of Fourier motion pathways, which respond to the component orientations only. An explicit delay was required because model output is computed simultaneously with motion integration. Such a postulate of differential response time is unnecessary in the present model. Instead, the change in bias derives from the integration time needed for the grouping cells to become active and influence the long-range filter cells. The critical model property is that long-range filter cells become active before the feedback grouping mechanism selects a winning direction. During this time, model response is based on feedforward motion signals and is biased toward the component motion signals. Figure 17(b) plots the time course of the present model's perceived motion direction in response to a simulated type 2 plaid.
Such directional biases have not been reported for type 1 plaid patterns. They would presumably be small because of the similarity between the vector average of component directions and the plaid direction. The model suggests, however, that there may be an additional reason why biases are not reported for type 1 asymmetric plaids: When grouping cells select a winning direction, grouping cell activity eliminates competing directional signals, leading to a gradual change in overall perceived direction toward the winning grouping cell's preferred direction. For type 2 plaids, activity along both components converges to the actual plaid direction from the same side. For type 1 plaids, each component converges to the plaid direction from a different side. Although it was not modeled, it is reasonable to assume that component motions lead to a perceived coherent motion only if they are sufficiently similar. Thus it may be that biases are reported in type 2 motion for situations in which type 1 plaids move incoherently. Informal observations suggest that type 2 plaids tend to move incoherently. Even when they move coherently, the blobs at the intersection point of the components are often segmented from the components themselves. However, Kim and Wilson 4 reported that for a wide range of component directions, ranging from 18.4 to 71.6 deg away from the plaid direction, type 2 patterns moved coherently when different spatial frequency components were employed. Kim and Wilson modeled the propensity for type 2 plaids to cohere by asserting that the proposed Fourier motion pathway would be inactive for components with such widely varying frequencies and thus their coherence would be based purely on the overlap of Fourier signals derived from the components. Because the component orientations are so similar, coherence in the Kim-Wilson model is almost always predicted for type 2 patterns. However, such coherence is erroneously predicted to result in motion that is the vector sum of the component orientations due to the nonresponse of the non-Fourier motion pathway. In contrast, the present model predicts that coherent motion relies on the presence of strong feature tracking signals. If such feature tracking signals are absent for whatever reason, then ambiguous motion signals do not have a large enough magnitude to win competition at the grouping cell level and so no coherence is established.
Contrast Effects on Plaid Motion
Chey et al. 11 simulated the observed changes in speed perception in response to stimulus contrast. 26 These re- Fig. 16 . Adaptation levels at which simulated type 1 symmetric plaids are perceived to move incoherently for a range of component angles from horizontal for a horizontally moving plaid. Each adaptation level is the ratio of the adapted to the nonadapted long-range filter outputs. Only the rightward selective filters are adapted. When the component angles are near horizontal, greater adaptation is required for incoherent motion to be produced. This result is consistent with the smaller probability of seeing coherent motion with these components. sults are extended herein to include the effects of grouping on contrast-sensitive plaid motion. As discussed above, Stone et al. 6 used the fact that perceived speed increases with contrast to provide an IOC-based explanation for the reported biases in plaid motion with unequal contrast components. The model provides an alternative account of their data, as follows. Increases in stimulus contrast increase the energy or activation levels of the short-range filters. Velocity estimates are determined by the energy produced by the short-range filters. If the filters that detect the motion of the higher-contrast grating are more highly activated, then their velocity estimates will dominate the directional percept, leading to the observed biases.
As was demonstrated for type 2 patterns above, directional percepts in the model converge to the feature tracking direction over time. When symmetric plaid patterns are employed, such convergence is not noticeable because the energy contributed by each component is balanced by the other. However, when one component has a higher contrast than the other, this is no longer the case, and a temporary bias occurs to one component's direction of motion. These biases can explain the data reported in Stone et al. 6 because, as in the Ferrera-Wilson 7 study, their data were gathered with short-duration viewing. Each plaid was viewed for 300 ms but was only at full contrast for 200 ms. The authors did not report results using longer viewing periods, possibly because the biases became less evident or nonexistent after prolonged exposure.
The data of Stone et al. 6 were simulated by changing the input magnitudes used for each component grating in plaid input patterns, as was done by Chey et al. 11 to simulate stimulus contrast changes. These input magnitudes were varied in the same way as they were in the experiments of Stone et al. 6 ; namely, by choosing a base input contrast/magnitude and then varying the component contrast ratios while keeping the total input contrast/ magnitude constant. Figure 18 shows that the simulations provide a good qualitative fit to these data. These results used 1.5 simulation time steps, a slightly longer duration than was used in the type 2 simulations. This also reflects the data: Ferrera and Wilson 7 employed shorter durations than did Stone et al. 6 
DISCUSSION
The speed-sensitive motion boundary contour system that is further developed herein has, by now, been shown to simulate a wide range of behavioral and neural data about motion perception. The earliest version of the model was used to simulate data about short-range and long-range apparent motion, including data about beta, gamma, delta, reverse, split, Ternus, and reverse-contrast Ternus motion and Korté's laws. [31] [32] [33] It also suggested how long-range apparent motion mechanisms could be used to generate continuous attentive tracking signals in response to moving targets that are intermittently occluded by intervening objects. 48, 97 The model was then adapted in Nogueira et al. 98 to use only transient cell inputs to explain additional data about second-order motion, including the perceived reversal of motion direction with distance from the stimulus, and why monkeys with lesions of the parvocellular but not magnocellular layers of the lateral geniculate nucleus are capable of detecting the correct direction of second-order motion. 99 Baloch and Grossberg 47 extend these results. These studies did not, however, fully exploit the multiple spatial scales of the model. Chey et al. 11 showed how multiscale filtering and competition could be used to simulate further data concerning how visual speed perception and discrimination are affected by stimulus contrast, duration, dot density, and spatial frequency.
The present refinement of the model builds upon these results and those of Grossberg and Mingolla 100 to show how the global aperture problem may be solved; namely, how long-range filtering and grouping mechanisms can transform the outputs of the speed-sensitive multiscale filter into a coherent representation of object speed and direction. The model shows how the motion capture process that carries out this transformation can also act like a top-down attentive mechanism for priming motion directions without disrupting speed estimates. The model 6 show bias in perceived direction as a function of the contrast ratio between the two components for four different base contrasts. (b) Simulation results show the same qualitative biases for two different base contrasts. In both cases components were oriented at 67.5 deg from vertical. hereby clarifies how low-level automatic motion detectors and attention-modulated motion grouping processes may work together to generate accurate velocity judgments. 37 This capture-and-priming circuit is familiar in Adaptive Resonance Theory ART, in which it has been used to simulate data about early vision, visual object recognition, auditory streaming, and speech perception. 38, 87, [101] [102] [103] This connection with ART indicates how key model parameters may self-organize during development. More recently, the model has been incorporated into explanations of the line motion illusion and motion induction experiments. 46, 47 In all these explanations, similar mechanisms of transient cell detection, shortrange filtering, competition, and long-range filtering have been used. Thus the total explanatory power of the proposed mechanisms, and the experimental support for them, goes far beyond the data simulated herein.
To generate a globally consistent representation of object motion, the motion boundary contour system model takes account of both unambiguous feature tracking signals and ambiguous signals that are due to the aperture problem. The model differs in several ways from others that have postulated that both feature and nonfeature motion signals are involved in motion perception. 1, 4, 86 First, the model does not process the two types of signals by using different mechanisms. Instead, each signal type is processed by the same mechanisms operating at different image locations. Observations that feature tracking signal processing has different characteristics from those of ambiguous motion processing 9, 56 are explained as a result of the long-range process rather than of a separate processing channel.
Feature tracking signals are amplified in the model by anisotropic filtering of transient motion signals and competitive processes. Supportive evidence for such mechanisms has been described for barberpole-type motion by Power and Moulden, 104 who showed that aperture widths influenced perceived motion of translating lines. Additional evidence for the importance of anisotropic filtering comes from studies indicating that multiple dot flashes contribute to apparent motion percepts 105 and that the luminance of, and distance between, dot flashes influence perceived apparent motion between those flashes. 106 The model explains various data by assuming that feature tracking motion signals dominate motion percepts and that deviations from feature tracking directions 1, 9 are the result of incomplete feature signal integration. These explanations are compatible with the short durations used in experimental paradigms that show perceived directions of motion deviating from the feature motion directions. The model is also able to account for data showing that integration processes are affected by nonspeed parameters, such as stimulus contrast. 6 The relative durations used in the various simulations are roughly in accord with the relative times utilized in the modeled experiments, as seen in Table 1 . The experiment of Stone et al. 6 is somewhat discordant with the other data. To reproduce similar magnitude biases, the simulations were run for only 1.5 time units, although this experiment utilized longer exposure durations than did the experiments of Castet et al. 1 or Yo and Wilson. 9 Despite the fact that the model made a number of simplifying assumptions for the sake of computational tractability, there are several more probable explanations for this discrepancy, including that Stone et al. 6 ). Both effects could be compensated by a somewhat longer presentation time. A systematic parametric study that included all the stimuli of the three experiments would be most helpful. For definiteness, a simulation time of 3 units was set equal to 160 ms in Table 1 , but this conversion factor must remain uncertain until more systematic parametric data become available.
The perceived motion of coherently moving plaid patterns has a natural explanation using the motion of feature tracking signals. Incoherent plaid motion was attributed to the fact that feature signals are too weak to influence nearby ambiguous signals. Most reports of incoherent plaid motion use sine-wave gratings (e.g., Adelson and Movshon 3 and Kim and Wilson 4 ), whose feature blobs at the intersection points result in less powerful feature signals than do the clearly defined diamonds located at the intersection points of square-wave gratings, which Lindsey and Todd 5 have shown to move coherently until after a substantial period of adaptation.
Long-range grouping in the motion boundary contour system model operates by using large isotropic input kernels. This assumption is a simplification. Processing of more complex image scenes requires consideration of more complex input kernels, including inputs from segmentations performed by the static form system. Motion integration is affected by the form relationships between locations where feature tracking and ambiguous motion signals are generated. For example, Shiffrar et al. 107 have shown that the perceived motion of barberpole displays was determined primarily by the motion of the line terminators, even in the presence of superimposed moving dots whose movement is also unambiguous. Assuming that the motion signals generated by the moving dots and line terminators are of similar strength, this suggests that the terminators exert a greater influence on the perceived direction of motion of the lines because they are connected to the line, whereas the dots are spatially isolated from the lines.
Similarly, Nakayama and Silverman 16 showed that terminators attached to a moving curve were more dominant in determining perceived rigidity and that the influence of disconnected terminators was dependent on their distance from the curve. Baloch and Grossberg 46, 47 and Francis and Grossberg 31 have modeled how such form-motion interactions may occur. 
APPENDIX A: NETWORK EQUATIONS AND PARAMETERS
The network is defined by differential equations that specify the time-varying activity or membrane potential of individual neurons or populations of neurons. These cells are typically controlled by a membrane or shunting equation, [108] [109] [110] which performs leaky integration of its inputs:
In Eq. (A1) the activity x of a cell is driven by excitatory input E and inhibitory input I. The integration rate of the cell is given by parameter ␣. Parameters ␥ and ⑀ determine whether the cell responds to its inputs additively (␥ ϭ ⑀ ϭ 0) or whether they are shunted. In the case of shunting input, the parameters ␤␥ Ϫ1 and Ϫ␦⑀ Ϫ1 determine the maximal and minimal activity levels of the cell, respectively. Shunting automatically gain-controls cell responses to the inputs. Cell activity then tends to compute a Weber-law modulated contrast ratio of the inputs. 77, 78 Each cell activity is denoted by a variable whose letter indicates the type of cell (transient, short-range filter, etc.) and whose subscript indicates the cell's spatial position. Superscripts denote directional tunings and scales. Thus f ij ds denotes the activity of a short-range filter of directional preference d, scale s, located at spatial position (i, j). The notation ͓x͔ ϩ ϭ max(x, 0) denotes half-wave rectification, and ͓x͔ t ϭ ͓x Ϫ t͔ ϩ denotes half-wave rectification with threshold at t. The notation ʈSʈ indicates the size of a set S.
In all simulations, 16 directions and four scales were used. All inputs moved at a single constant speed. Equations were numerically integrated by using Euler's method with a time step of 0.01. In all cases, the same parameter set was used. Simulations varied only in their size and input.
Within each direction, the network is functionally identical to the speed-sensitive model described in Chey et al. 11 and so retains all the speed-tuning characteristics of that model. Figure 19 depicts all the model operations.
Level 0: Input
Stimulus forms with prescribed luminances moving at different speeds generate model inputs. See below for details.
Level 1: Transient Cell Network
Change-sensitive receptors. The activity a ij of changesensitive receptors responds with a pulse of fixed duration (scaled to equal 1) and amplitude to luminance variations of contrast within their receptive fields. In simulations involving single moving lines, only On responses to luminance increments are considered:
where t On is the most recent time at which luminance increased within the receptive field of the cell. In the plaid simulations, Off responses to luminance decrements are also simulated:
where t Off is the most recent onset time of a luminance decrement.
Transient cells. Transient cell activities b ij perform spatial and time averaging of receptor responses over a fixed-size spatial kernel: 
where set B ij consists of ten adjacent change-sensitive receptor positions. Sets B ij are defined so that each transient cell draws from a nonoverlapping set of receptors. Transient cell activity is shunted: Its response rate increases with total receptor activity in set B ij , but its amplitude is bounded by 1. Directional interneurons. Directional interneuron activity c ij d time-averages transient cell output (Fig. 19) . Each interneuron helps to create directional transient signals and so is assigned a direction d: 
Set F ij sd includes 2s ϩ 1 receptors aligned in the orientation coincident with direction d and centered on position (i, j). Each short-range filter output is thresholded by an amount that increases linearly with filter size before being spatially blurred. The output is given by
Set G ij d contains five filters offset by distances ranging from Ϫ2 to 2 around position (i, j) in direction d. This short-range Gaussian filter reduces incomplete activation of spatial competitive kernels in the next stage.
Level 3: Competition Network
Intrascale competition. The activity of an intrascale competitive cell h ij ds is determined by a feedforward centersurround competition with nearby short-range filters:
Set E ij d defines the spatial locations that form the excitatory kernel of the cell. It includes five thresholded shortrange filters offset from position (i, j) by Ϫ2 to 2 in direction d. Set I ij d defines the inhibitory kernel, which includes six filters offset by distances ranging from Ϫ5 to Ϫ3 and 3 to 5 in direction d.
Interscale competition. The interscale competition activity k ij ds refines speed tuning by using a shunting equation. Excitatory input at scale s is given by the rectified activity ͓h ij ds ͔ ϩ of an intrascale competitive cell of the same direction and scale raised to a power. Inhibitory input sums the rectified activities of all other scales raised to the same power:
The power function sharpens the tuning of each cell.
Interdirectional competition.
The interdirectional competition activity l ij ds occurs at each position across direction. Excitatory input comes from the like-directional interscale competitive cell, and inhibitory input comes from all other directions across all scales weighted by their mutual distance in directional space; namely,
The shunting of inhibitory input to these cells ensures that relative activities across scales are maintained. 
Level 4: Long-Range Filter
Long-range filter activity m ij ds space-and time-averages interdirectional competitive cell outputs within an elongated, directional receptive field. It also receives inhibitory feedback from long-range directional grouping cells that choose among the competing filter directions:
Set M ij d contains 11 cells offset by distances from Ϫ5 to 5 in direction d from position (i, j) . In related applications the long-range filter is assumed to have a Gaussian profile, 33 which is omitted here for computational simplicity.
Level 5: Directional Grouping and Priming
Each grouping cell activity n ij d sums activity from longrange filters and competes with other grouping cells to select a winning direction, which is then used to select consistent long-range filter activities. Each such cell sums filter activities over a wide spatial range, a small range of directions, and all scales:
where the excitatory input is given by
Function X selects the range of directions over which the grouping cell summates. It is set equal to 1 for ͉d Ϫ D͉ ϭ 0, 1/2 for ͉d Ϫ D͉ ϭ 1, and 0 otherwise. Set O ij determines the domain of spatial averaging. In most simulations it is set large enough to cover the entire image. The activity m IJ Ds of each long-range filter cell that excites a grouping cell is rectified and raised to the power 2. Every grouping cell competes with every other grouping cell at the same spatial position. Shunting ensures that each cell's activity can never grow above 1. This limits the total possible feedback strength and ensures that feedback strength cannot become excessively large.
Term ⌿(D) controls the adaptation level of the longrange filter cell that signals motion in direction. Adaptation occurs from sustained activation of long-range filters with directional preference over a long time period. It reduces ⌿(D), where D is the winning grouping cell direction. Term ⌿(D) is initially set to 1 for all directions. To simulate adaptation, ⌿(D) is set to a fractional value. To find the value at which incoherent motion is first observed, ⌿(D) is initially set to 1, then reduced by decrements of 0.05 until incoherent motion is observed; that is, until no winning direction is established at the grouping cells.
Line Inputs
Inputs consist of a temporal sequence of luminance patterns. Any change of luminance in these patterns from one time unit to the next triggers change-sensitive receptor activity. Three types of inputs were simulated: lines, lines moving behind apertures, and plaids. Simulations of moving lines specify a line length, orientation, and speed. Lines move horizontally with speeds adjusted so that the horizontal component of line motion is the same. The line moves for a fixed time. An image array sufficiently large to contain the line at its start and end position is chosen.
To project a continuous line onto a two-dimensional grid of pixels, certain sampling problems must be faced, since in a regular two-dimensional Cartesian grid vertically and horizontally oriented short-range filters are not the same length as that of diagonally oriented filters. To overcome this problem, simulations calculated transient cell responses at offsets from short-range filter positions to ensure that all filters of the same scale were of the same size. Since this results in a large number of transient cells, simulations were simplified to reduce processing time.
Transient cell responses were precalculated for each simulation, since their responses can be determined ahead of time from input speed. These responses are used to determine transient cell responses based on the time since the leading edge (for On responses) or the trailing edge (for Off responses) of an input passed a given image location. These times are easily calculated from the lines' starting position, speed, and orientation. Line simulations utilized only On responses and continued for 4 time units. Line directions were sampled at time step 3 as described below. Four line orientations were used: 22.5, 45, 67.5, and 90 deg from horizontal; and three line lengths were used: 5, 13, and 26 units.
Lines behind Aperture Inputs
Barberpole simulations used a line moving behind an aperture. Line terminators were never present in the image. The line started in the top left-hand corner of the image and moved until it exited the bottom right-hand corner. To simulate diagonal barberpole motion, the grouping cells spanned the length of the moving line. In any simulation in which grouping cells span the entire image, the activity of a single grouping cell was calculated for each directional preference and used to reflect network activity.
Plaid Inputs
Plaid inputs were formed from two overlapping component lines. Line speeds were chosen so that, regardless of component orientations, the plaid moved horizontally at a given speed. A complete plaid simulation input is shown in Fig. 13 , including responses of On and Off directional transient cells calculated in the same way as that for line inputs. The quantitative plaid simulations used only the On plaid responses to the leading edge of a plaid to reduce processing time.
Three different relative component orientations were utilized when simulating coherent and incoherent plaid motion: 22.5, 45, and 67.5 deg from horizontal. For each component orientation, a series of simulations was run in which ⌿(D) was altered, where D designates rightward motion. These simulations started with ⌿(D) at 1, at which all plaids moved coherently, and reduced it by units of 0.05 until incoherent motion was observed.
Changes in plaid component contrasts were simulated by altering receptor response magnitudes in the same way as was done for the one-dimensional simulations. These simulations assumed a base level of luminance, corresponding to receptor response magnitude, and then calculated a set of response magnitudes that corresponded to the simulated series of contrast ratios. These ratios ranged from 2 0.5 to 2 3.5 . For each contrast ratio, a simulation was run and an image direction sampled at time unit 1.5.
Outputs
Energy is defined at each location within each direction by summing the long-range filter outputs from Eq. (A12) as follows:
and then summing these responses across all directions:
The speed measure s ij d is derived from the long-range filter outputs within each direction and position: 
To interpret motion signals as vectors, speed measures are combined over different directions. For each direction a motion vector is defined as the vector extended in that direction with a magnitude equal to the speed measure:
The sum of these vectors is the perceived motion at that location:
To determine perceived direction and/or speed of a moving object, a weighted average of motion vectors was taken across the image. Outputs were eliminated from positions whose total energy across all scales and directions was less than some threshold (set to 1 in all simulations):
The motion values w ij were then multiplied by the energy y ij , summed across position, and divided by the total energy. The resulting total motion vector, 
was used to measure object speed and direction, as in Fig.  10 .
Parameters
In a neural model such as ours, model complexity is determined by the number of processes (as in Fig. 4) , not by the number of parameters. In addition, model parameters do not just fit prescribed form factors. Rather, data are derived as emergent properties of network interactions. Finally, one needs to assess how many data may be rationalized by a single set of processes. This being said, in Eqs. (A2) and (A3), one parameter scales input amplitude. In the dynamical Eqs. (A4)-(A14), most baseline processing rates were chosen equal to 1 for simplicity. All fast rates were chosen equal to 10, again for simplicity, since our goal herein was qualitative rather than quantitative data fits. The slower rate of directional grouping and priming in Eq. (A13) was set to 1/5. There are a total of 11 nonunity parameters in these equations. In addition, seven parameters determine the sizes of the receptive fields, and there were 16 directions and four scales. These parameters are robust just so long as reasonable relative sizes are observed; e.g., longrange filters have larger scales than short-range filters.
Most of the directions were not critical in fitting the data curves. They illustrate how the model solves the aperture problem. With the use of these parameters, 33 data points were fit in Figs. 2 and 16-18 . Figures 5-7 and 9-15 simulated many hundreds of data points to describe the speed-sensitive tuning curves at the various model stages and the temporal evolution of the motion capture process over entire vector fields of motion direction and speed vectors in response to visual forms moving through time under various experimental conditions. The same processes have also been used to explain many other motion data sets, as reviewed in Section 8.
