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Abstract 
Brochet, J.-M. and M. Pouzet, Gallai-Milgram properties for infinite graphs, Discrete 
Mathematics 95 (1991) 23-47. 
We discuss extensions of the Gallai-Milgram theorem to infinite graphs. We define a path to 
be a directed graph whose transitive closure is a linear ordering. We show that an undirected 
graph with no infinite independent set is covered by finitely many pairwise disjoint paths; 
moreover for a given integer k this graph is covered by Sk (resp. Sk pairwise disjoint) paths if 
each finite set of vertices is contained in the union of Sk (resp. s-k pairwise disjoint) paths. 
Hence an undirected graph with no independent set of size k + 1 is covered by Sk pairwise 
disjoint paths. We prove also that if to each edge (x, y) of a countable path is associated an 
element 6(x, y) of a finite group, then some edges can be deleted so that the new graph is still a 
path and the product 0(x,, x,) l 6(x,, x2) l . . . l 0(x,,_,, x,) of the elements of the group 
along any finite path (x0, x,, . . . , x,) of the new graph depends only upon the extremities x0, 
x, of the path. 
1. Introduction 
If 93 = (V, E), (E c V X V), is a finite directed graph with no independent set 
of size k + 1, (k < o), the Gallai-Milgram theorem [6] says that V can be 
covered by ok pairwise disjoint paths, where a path is a finite sequence of distinct 
vertices (x0, . . . , x,) such that (Xi, xi+l) E E for i < n. If the directed graph is an 
ordered set 9 = (P, S) we get Dilworth’s theorem [S]: If 9 has no antichain of 
size k + 1, (k < w), then P can be covered by ok (pairwise disjoint) chains. 
Dilworth’s theorem can be extended in this form to any infinite ordered szt, b?rt 
we need the finiteness assumption on k. The proof, using a standard compactness 
argument, follows from the fact that a set is a chain if and only if all its finite 
subsets are chains. Hence the transitivity of the ordering is involved. For the 
Gallai-Milgram theorem the situation is different; elementary compactness 
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arguibients do not seem to yield any useful information about infinite directed 
graphs for the case when k is finite. In fact, we still do not know if the theorem is 
true or false in this case. Of course, in order that the question should make some 
sense, it is first necessary to extend the notion of a path in a directed graph which 
allows for the possibility of paths of arbitrary (countable or uncountable) order 
type. We adopt the following fairly natural definition: A path is a directed graph 
whose transitive closure is a linear (i.e. total) ordering; and a path in a directed 
graph is simply a subgraph (not necessarily induced) which is a path. The 
question is then whether the following extension of the Gallai-Milgram theorem 
to infinite graphs holds: 
If 1s k < ir) and C!I = (V, F) is a directed graph with no independent set 
of size k + 1, then V is covered by sk pairwise disjoint paths. (*) 
A necessary condition for the conclusion of ( * ) is that any finite subset of V is 
contained in <k pairwise disjoint finite paths. To conjecture that this condition is 
also sufficient is stronger than (* ) since, by the Gallai-Milgram theorem, the 
hypothesis of (* ) is eqtivalent to the fact that any finite subset of V is the union 
of <k pairwise disjoint paths. We show in Section 3 that this stronger conjecture, 
and also plausible weakenings of it, are false in general. In Section 4.2 we prove 
(cf. Theorem 2) that this conjecture holds for the undirected graphs with no 
infinite independent set, where an undirected graph is defined to be a directed 
graph YJ = (V, E) such that (x, y) E E if and only if (y, X) E E for all X, y E V. We 
also show in Section 4.2 (cf. Theorem 1) that the vertex set of an undirected 
graph with no infinite independent set is covered by finitely many pairwise 
disjoint paths. Some similar properties concerning the undirected graphs with no 
independent set of size v, where v is an arbitrary, finite or infinite, cardinal, are 
surveyed in Section 4.3 (cf. Theorems 2’ and 2”). The notions of path and chain 
that we use are studied in Section 2. In Section 5, we deal with a different 
problem, still related to the spirit of the Gallai-Milgram theorem since it 
concerns the linkage of different finite sets of the same size along a countable 
path. We prove (cf. Theorem 4) that if 6 : E + H is a function of the edge set of a 
countable path % = (V, E) to a finite group %? = (H, l ), then there is a subset of 
edges E’ c E such that the graph Ee’ = (V, E’) is still a path and the element 
8(p) = qx,, x1). 6(x,, x*) . l = l . tqx,+ xn) E H depends only upon x0 and x,, if 
p = (x0, Xl, l - - 3 x,) is a finite path of the graph 3’. The interpretation in terms of 
linking finite sets of the same size n corresponds to the case where %? is the group 
of the permutations of a set of size n. 
2. Notions of path and chain in infinite graphs 
2.1. A (directed) graph is an ordered pair of sets % = (V, E) where E s V X V. 
We say that % is an undirected graph if E = E-l, with ED’= {(y, X) E 
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V x V: (x, y) E E}. AS usual V is the vertex set of the graph 93, and E is its edge 
set. An undirected graph can be identified in an obvious way with an ordered pair 
of sets 99= (V, E) where E E [VI’ U [VI’= {e c V: 1 s le\ ~2). The degree of an 
element x E V in an undirected graph % = (V, E) is the cardinal (( y E V: x # 
y, (x, y ) tz E)J. The undirected graph 93 = (V, E) is bipartite with sides X and Y if 
V=XUY, XnY=Q, Es(XXY)U(YxX). The graph %‘=(V’, E’) is a 
subgraph of the graph % = (V, E) if V’ E V and E’ c E. It is an induced subgraph 
of $3 if V’ c V and E’ = E n (V’ x V’). Hence an induced subgraph of a graph 
% = (V, E) is entirely determined by its vertex set V ’ c V and % r V’ = (V ' , E n 
(V’ x V’)) will denote the induced subgraph of 3 with vertex set V’. The size of a 
graph is the cardinality of its vertex set; in particular 99 = (V, E) is finite 
(respectively countable) if V is. A subset X E V is an independent set (respectively 
a clique) of a graph 3 = (V, E) if (x, y ) $ E (respectively (x, y ) E E U E-‘) for all 
distinct x, y E X. 
2.2. The graph % = (V, E) is reflexive if (x, x) E E for every x E V, transitive if 
(x, y) e E and (y, z) E E imply (x, z) E E for every x, y, z E V. % is a preordering 
if it is reflexive and transitive; it is an ordering if moreover at most one of the two 
relations (x, y) E E, (y, x) E E, holds for all distinct x, y E V. If at least one of 
these two relations holds for all distinct x, y E V the graph 93 is complete; that 
means that V is a clique of 3. If exactly one of these two relations holds for all 
distinct x, y E V, % is a tournament. A linear ordering is an ordering which is also 
a tournament. If the graph is an ordering, we use the terms chain and antichain 
for clique and independent set. An ordering is well founded if each non-empty 
subset of the vertex set contains a minimal element. A well ordering is a linear 
ordering which is well founded. A linear ordering is scattered if it does not contain 
an isomorphic copy of the natural ordering on the rational numbers. Finally 
R c V x V is an equivalence relation on V if the graph (V, R) is reflexive, 
undirected, and transitive; an R-equivalence class is a subset C of V such that 
C = {y E V: (x, y) E R} for some x E V. The transitive closure of a graph 
93 = (V, E) is the graph %t = (V, E,), where EI is the smallest set of edges 
containing E such that St is a preordering. For x,y E V, we have (x, y) E Et if 
there are an integer n > 0 and a sequence (x0, . . . , x,) of vertices such that 
x0 =x, x, = y and (xi, xi+r) E E if i < n. A graph 93 = (V, E) is acyclic if its 
transitive closure is an ordering, which means there is no cycle, i.e. no sequence 
(x0, l l * Y x,) of distinct vertices, where n is an integer ~1, such that (xl?, x0) E E 
and (Xi, Xi+l) E E if i < n. 
2.3. A graph is a path if its transitive closure is a linear ordering. The order type 
of a path is defined as the order type of its transitive closure and we say that a 
path is well ordered, (respectively scattered), if its transitive closure is. An 
interval of a path 9 = (P, E) is an interval of its transitive closure (f’, s ), i.e. a 
subset I of P such that I = {z E P: x s z G y for some x,y E I}. The first vertex 
(respectively the last vertex) of a path is the smallest (respectively the largest) 
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element of its transitive closure (when it exists) and the extremities of a path are 
its first and its last vertex (when they exist). X c P is cofinal, (respectively 
coinitial), in the path 9 = (P, E) if X is cofinal, (respectively coinitial), in its 
transitive closure 9 = (P, s ), i.e. if there is some y E X such that x s y, 
(respectively G x), for any x E P. A path of a graph 93 is a subgraph of % which 
is a path. We shall say that W c V is contained in, (respectively W c_ V is the 
union of), some paths of the graph 59 = (V, E) if W is contained in, (respectively 
W is), the union of their vertex sets. The intersection of two paths will in fact 
denote the intersection of their vertex sets. In particular, we shall say that two 
paths are disjoint if their vertex sets are. A chain of a graph % = (V, E) is a subset 
C of V such that any finite subset F of C is contained in a (finite) path of 3. 
2.4. Examples; basic observations. In Figs. 1, 2, 3, we give examples of paths 
which are respectively well ordered, scattered, nonscattered, (and which are not 
linear orderings); (note that two vertices X, y are joined by an arrow x + y to 
indicate that (x, y) E E). m, m*, q denote respectively the order types of the 
natural orderings on the positive integers, on the negative integers, and on the 
2n+l 
nco 
2n 
Fig. 1. A path of order type w -I- 1. 
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Fig. 2. A path of order type o + w*. 
Fig. 3. A path of order type o + (o* + o) * q + UP. 
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rational numbers. If PO = (PO, do) and 9, = (PI, +) are linear orderings of order 
types a0 and al, then cue + al and a0 l a1 denote respectively the order types of 
the linear or&rings 9 = (P, 6) and 9’ = (P’ , s ‘) defined in the following way: 
p = (p, x (0)) u (PC x (1)) and (x, i) s (y, j) if and only if i <j or i = j and x%y 
in Pi; P’ = PO x PI and (x0, xl)d’(yo, yi) if and only if x1 $yl, or x1 =yl and 
x0 Soya- 
A well ordered path of the graph 59 = (V, E) can be identified with a sequence 
(Q)~<~ of distinct vertices, where a! is an ordinal al, such that { y < /3: (x,,, XP) E 
E) is cofinal in B whenever p < LY. In particular a finite path of 99 can be 
identified with a sequence (x0, . . . , x,) of distinct vertices, where n is an integer 
30, such that (Xi, Xi+l) E ~5 if i C n. 
The union of an up-directed family of chains is a chain, (a set 9 is up-directed if
for every A, B E 9 there is C E 9 such that A U B E C). Therefore, by Zorn’s 
lemma, each chain is contained in a maximal one. We shall see in Example 1 of 
Section 3 that this does not generally hold for vertex sets of paths. A subset 
of a chain is a chain and if each finite subset of a set C is a chain, then C is a 
chain. 
By a standard compactness argument, the following statements are equivalent: 
(i) C is a chain of 92. 
(ii) There is a linear ordering % on C, such that for every finite subset F of C 
there is a finite path 9’ of 3 whose vertex sets contains F and is such that the 
ordering induced by !YF on F coincides with the induced ordering % r F. 
Indeed, let us assume that C is a chain of 5% For each finite subset F of C, 
let QF = {R c C x C: (C, R) f F is a linear ordering which is induced on F by the 
linear ordering defined by some finite path of % containing F}. The (ill,&, (F finite 
subset of C), are closed non-empty subsets of the compact space 2cxc. They 
finitely intersect since %, 2 Q, for FI c F2. Hence there is R E n{ Q,: F finite 
subset of C}, and % = (C, R) is a linear ordering which has the desired 
properties. 
The notion of chain in an acyclic graph reduces to the classical notion of chain, 
(i.e. clique), of the transitive closure. For a transitive graph 99, the notions of 
chain and vertex set of a path both reduce to the notion of clique, (therefore 
there is no ambiguity for orderings in the notions of chain). But in general a 
clique of the transitive closure of a graph 59 is not a chain of $9, as shown by Fig. 
4. The graph 92 = (V, E) (Fig. 4) is a finite undirected graph whose transitive 
closure is complete, but V is not a chain of %. 
The vertex set of a path is a chain. A finite chain is contained in a finite path, 
hence a maximal chain which is finite is a maximal vertex set of a path. Fig. 5 
shows that a maximal chain of an acyclic graph is not necessarily (contained in) 
the vertex set of a path. The graph % (Fig. 5) is a countable acyclic graph with no 
independent set of size 3. (x,: n < W} U {z} is a maximal chain of % which is not 
the vertex set of a path. 
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It is shown in [l] that a maximal chain of an undirected graph with no infinite 
independent set is the vertex set of a path of this graph. However a maximal chain 
of an arbitrary undirected graph is not necessarily the vertex set of a path, as 
shown by Fig. 6. The graph 23 (Fig. 6) is a countable undirected graph. 
C = {a,: n G cr) + 1) is a maximal chain of 93 which is not the vertex set of a path, 
(see [l] for the details), since it is not connected. 
The two notions of maximal chain and maximal vertex set of a path are identical 
if and only if each chain is contained in a maximal vertex set of a path (this is the 
case for finite graphs), i.e. if each maximal chain is the vertex set of a path. This is 
for example the case if each finite vertex set of a path is contained in a maximal 
vertex set of a path (this condition always holds for acyclic graphs), and if the set 
of the maximal vertex sets of the paths of the graph 93 = (V, E) is closed in 2v, i.e. 
compact, for the product topology : Indeed each finite subset of a chain is then 
contained in a maxkmal vertex set of a path and the result follows by 
compactness. 
Gallai- Milgram properties for infinite graphs 31 
3. Conrje&res and counter-examples 
The main problem is whether the following extension of the Gallai-Milgram 
theorem to infinite graphs .holds. 
blem 1. If 1 s k < o and % = (V, E) is a graph with no independent set of size 
k + 1, then V is the union of sk pairwise disjoint paths of 99. 
The problem is still open even if % is countable, and if we do not require the 
paths to be disjoint. 
Problem 1 has a positive answer for k = 1. If E’ is a maximal subset of E such 
that %’ = (V, E’) is acyclic, then any independent set of the transitive closure of 
%’ is an independent set of 9I; hence %’ is a path if 94 is complete. The following 
observation, which shows that one can say a little more, was suggested to us by 
Aharoni and Milner. 
Fact 1. If $ = (V, E) is a complete directed graph, then there is E’ E E such that 
3’ = (V, E’) is a path with the additional property: For any distinct x, y E V such 
that x precedes y on 9, either (x, y) E E’ or there is z E V such that (x, z) E E’ and 
(29 y) E E’. 
Proof. Without loss of generality, we can assume that 59 is a tournament. Let 
V={X,:IY<K} where K= 1 VI. We inductively define an increasing sequence 
(E,: a d K) of subsets of E such that for cy =S K the transitive closure 9& = (V, 
So) of the graph %a = (V, Em) is an ordering for which two distinct elements x, y 
are incomparable if and only if x, y $ V, = {xg /3 < cu} and I,(x) = Z&y) where 
Z&(z) = {t e V,: t<,r} (z E V). We let Em = U{Eg /3 < cr} if LY= 0 or Q is limit, 
and 
Ep = Es U {(x, y) E E: x #y, x/-j E {x, y}, x, y $ &I, &) = Is(y)) 
if QI = /I + 1 is successor. Now if we let E’ = EK, we get clearly that 9’ = S$ is a 
linear ordering and therefore that %’ is a path. Furthermore, for a c ~3 c K, let 
y < K be the least ordinal such that either y = LY or Z,,+l(x,) # Z,,+I(xs), (note also 
that the least ordinal 6 c K such that Z6(xa) # Z&(x@) is a successor ordinal j. 
Assuming for example that x, CK x~, we get in the first case that (x,, xs) E Ey+l c 
E’ and in the second case that (x,, x,,), (x,,, xs) E E,,,, c E’. Cl 
Problem 1 has a positive answer for transitive graphs. 
Fact 2. Let k 3 1 be an integer and 93 = (V, E) be a transitive directed graph. Then 
93 has no independent set of size k + 1 if and only if V is the union of Sk (pairwise 
disjoint) paths of 3. 
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Proof. The main point is that in a transitive graph the vertex set of path is a 
clique and conversely, as we already observed in Section 2.4. Thus a subset of the 
vertex set of a path is the vertex set of a path and P c_ V is the vertex set of a path 
if each finite subset of P is the vertex set of a path. Therefore a standard 
compactness argument using the finite classical Gallai-Milgram theorem will 
prove the nontrivial implication. The reverse implication follows immediately 
from the transitivity of the graph 3. Note also that Fact 2 easily reduces to 
Dilworth’s theorem. 0 
A natural generalization of Fact 2 to arbitrary graph is the following: 
Fact 3. Let k > 1 be an integer and % = (V, E) be a directed graph. Then V is the 
union of Sk chains if and only if each finite subset of V is the union of =s k chains. 
Proof. We have only to note that C c V is a chain if only if each finite subset of C 
is a chain. One implication is obvious, the other one follows from a standard 
compactness argument: For each finite subset F of V, let QF = {p G V x V: R n 
(F x F) is an equivalence relation on F with at most k classes which are chains of 
59). The %/s, (F finite subset of V), are closed non-empty subsets of the compact 
space 2vx “, and they finitely intersect. Hence there is R E n{ %g F finite subset 
of V}, and R is an equivalence relation on V with at most k classes which are 
chains of 5% El 
Remark. In Fact 3, we can replace the notion of ‘chain’, by the notion of ‘clique 
in the transitive closure’; but the corresponding statement is then Fact 2, (as 
shown by the next sentence). 
Now we can note that, using the classical Gallai-Milgram theorem, the 
hypothesis of Problem 1 that there is no independent set of size k + 1 in the graph 
% = (V, E) is equivalent o the fact that each finite subset of V is the union of Sk 
(pairwise disjoint) paths. But this hypothesis is not a necessary condition for the 
conclusion of Problem 1, (except if the graph 59 is transitive). A necessary 
condition for the conclusion of Problem 1 is that each finite subset is contained in 
Sk pairwise disjoint finite paths, (which is the same as the original condition if 59 
is transitive). Note also that the hypothesis of Fact 3 that each finite subset of V is 
the union of Sk chains is equivalent to the fact that each finite subset of V is 
contained in Sk (finite) paths. From these considerations we can be tempted to 
strengthen both Problem 1 and Fact 3 in the following. 
roblem 2. If 1 s k < o and $9 = (V, E) is a graph such that each finite subset of 
V is contained in Sk, (respectively ck pairwise disjoint), paths, (1 s k < w), 
then V is the union of ek, (respectively Sk pairwise disjoint), paths. 
Gallai- Milgram properties for infinite graphs 33 
We can weaken the conclusion of Problems 1 and 2 asking only that V be the 
union of f(k) paths for some function f : a--, o, or even of finitely many paths, 
and also by removing the condition that these paths be pairwise disjoint. The 
answer to Problem 2 is trivially positive for k = 1 if we consider acyclic graphs. In 
Section 4.2, we shall obtain a positive result in this direction, for the special case 
of an undirected graph which has no infinite independent set. But the next 
. 
examples, (cf. [I]), which are given here without proof, show that the answer to 
Problem 2 is negative in general. 
Example 1. An undirected (bipartite) graph 99 = (V, E) with no maximal vertex 
set of a path and such that any finite subset of V is contained in a finite path but V 
is not the union of fewer than IV1 paths. 
Let 99= KA,, =(V, E) with V=XUY and X=(x,:cu<A}, (x,=@,O)), 
Y= {y,+ j? < p), (yp = (/?, l)), E = (X x Y) U (Y x X), where A and ~1 are two 
infinite cardinals. The graph 3 is a (bipartite) undirected graph (which is 
jmin(il, &)-connected, as defined in Section 4.1) such that any finite subset of V 
is contained in a finite path. More precisely if V’ = X’ U Y’ with X’ c X and 
Y’ c Y, then, for E’ c E, 93’ = (V’, E’) is a path of 99 if and only if Y’ is dense in 
X’ and X’ is dense in Y’ in %‘, (i.e. in 59’ there is an element of Y’ between any 
two distinct elements of X’ and there is an element of X’ between any two 
distinct elements of Y’). Therefore if V’ is the vertex set of a path, then X’ and 
Y’ are either both finite and IX’1 < lY'1 + 1, lY’1 d IX’1 + 1, or both infinite and 
IX’1 G 2’y”, lY’1 d 21x”; conversely if X’ is infinite and lY'1 = 21x’l, then V’ is tne 
vertex set of a path. Thus V is not the union of fewer than ~1 paths provided that 
2A < p. We can also note that there is no maximal vertex set of a path under this 
assumption that 2* < PC. 
Example 2 (Fig. 7). A countable undirected (bipartite) graph % = (V, E) such 
that any finite subset of V is contained in a finite path but V is not the union of 
finitely many pairwise disjoint paths. 
Independently, we can remark that {x~+* : n c o} U { yn : n c o} (Fig. 7) is the 
vertex set of a path but is not contained in a maximal one; however each vertex 
set of a finite path is contained in a maximal vertex set of a path. Note also that V 
is the union of the two paths (x,: II < o) and (xi, yo, x3, y, , . . . , x?,+~, ,v,! . . . : 
n < co). We can in fact build a countable undirected (bipartite) graph % = (V, E) 
such that each finite subset of V is contained in a (finite) path but V is not the 
union of finitely many (even nondisjoint) paths, (see [l] or [3]). 
Example 3. A countable acylic graph 99 = (V, E) with no infinite independent set, 
such that each finite subset of V is contained in the union of two disjoint finite 
paths, but V is not the union of finitely many paths. 
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Let 9 = (& <) be the ordering such that P = X u Y with X = (x,: n E a* + 
4, (& = (K ON> i-m-l y= {y,: n E 0” + o), (yn = (n, l)), x, <A&, y, <ym, 
y, <xm if n < m, y, and X, are incomparable if m G n. For k 2 1, we define a 
directed graph ‘ce, = (V,, &) (Fig. 8) by 
V,=Px (l:Orl<k) 
and 
Ek={((~,t),(z’,z)):O~l<k,z, z’EP, z<zt} 
U{((x,I),(y,I+l)):O=GI<k-1,3xX, YEY). 
‘ihe graphs Sk (1 G k < o) are countable, acycIic, and the sizes of their 
independent sets are finitely bounded. More precisely the maximal size of an 
independent set of 5!$ is k + 1, (I s k < u). Each finite subset of Vk is contained in 
the union of two disjoint finite paths of $9,. The minimal number of paths (not 
necessarily disjoint) of Sk whose union is Vk is k -t- I, (1 G k <: to)‘ We define then 
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(“($2) 
PW) 
directed graph 93 = (V, E) by 
G 
(1 A w) 
Fig. 8. 
(Y 0+2’ *I 
(Y R+l’ *I 
(Y, * 91 
(Y”_, ’ 0) 
E = (((2, k), (z’, k)): 1 s k < w, z,zt E Vi, (2, z’) E Ed 
u (((z, k), (z’, k’)): 1 r=, k <k’ c= mj z E %t z’ E vk+ 
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4. Positive results for undirected graphs 
In Section 4.2, we show that Problem 2 of Section 3 holds for any undirected 
graph with no infinite independent set, (cf. Theorem 2). Such a graph has the 
following property: For any cardinal K 2 CI), the connected components of the 
induced graph obtained by removing fewer than K vertices properly chosen from 
the original graph are K-connected, i.e. they always remain connected when we 
remove again fewer than K vertices, (Lemma 2). This leads us to study first the 
K-connectivity in Section 4.1. The main tool, with Lemma 2, which we use to 
establish Theorem 2, is the following property: If the undirected graph %= 
(V, E) has size K 2 CI) and is K-connected, then V is covered by a path with 
arbitrarily prescribed extremities (Lemma 1). In Section 4.3 we survey generali- 
zations of some results of Section 4.2 to the case where the size of the 
independent sets is bounded by a given infinite cardinal which may be large. The 
case where the size of the independent sets is bounded by an integer is also 
investigated. 
4.1. K-Connected undirected graphs. We say that an undirected graph 99= 
(V, E) is connected if {x, y} is contained in a finite path of % for any x,y E V, i.e. 
if the transitive closure of ?I is complete. A connected set of an undirected graph 
$I = (V, E) is a subset C of V such that % 1 C is connected. For an undirected 
graph % = (V, E), we define an equivalence relation R on V by (x, y ) E R if {x, y } 
is contained in a finite path of 3, (x, y E V). The R-equivalence classes are the 
connected components of the undirected graph 5% They are the maximal 
connected subsets of V. 
If K is a cardinal, the undirected graph 99 = (V, E) is K-connected if Ce 1 (V \ V’) 
is connected for any subset V’ of V of size 1 V ’ I< K. A K-connected set of an 
undirected graph 59 = (V, E) is a subset C of V such that 99 1 C is K-connected. A 
complete graph is K-connected for any cardinal K. But the size of a K-connected 
graph which is not complete is at least K + 2. 
For our purpose, the main property of K-connected undirected graphs is 
Proposition 1 below. 
Proposition 1: Lpf K be an infinite cardinal and 93 = (V, E) be a K-connected 
undirected graph. Let (W, < ) be a linear ordering where W c V and 1 W I< K. 
Abe, let W’ c V, 1 W’l d K. Then there is a path 92’ = (V’, E’) of 93 such that: 
(i) W U W’ E V’; 
(ii) the linear ordering (W, < ) is induced by the linear ordering defined by 9; 
(iii) W is coinitial in 93’ if W # $ and cofinal if 1 W I> 1; 
(iv) V’ isfinite or IV’1 = (W U W’l. 
We shall need in Section 4.2 the following obvious corollary. 
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Lemma 1. If 3 = (V, E) is a K-connected undirected graph of size K, where K i& an 
infinite cardinal, if x, y are two distinct elements of V, then there is E’ c E such 
that 3’ = (V, E’) is a path with first vertex x and last vertex y. 
Remarks. (1) Proposition 1 and Lemma 1 can be improved. For example, we can 
ensure in Lemma 1 that %’ is scattered (see [1] or [3]), and even well ordered of 
order type K f 1 if K = w or if 59 has no infinite independent set (see [3]) (density 
conditions can also be ensured). However we cannot ensure that 9 is well 
ordered in general (see [3]). 
(2) Some additional basic properties on K-connected graphs have been 
obtained, (in [l]). For example the following. 
If ‘23 = (V, E) is a K-connected graph of size K 3 61, then V is the union of K 
pairwise disjoint K-connected sets of size K. 
Note also that any K-connected set of an undirected graph is contained in a 
maximal one. 
Proof of Proposition 1. We prove the result by induction on the cardinal 
A=IWUW’~~K. Let (x,:LY<A) be a well ordering of WUW’, such that 
xoc W if W St Q and x1 E W if IW( 3 2. We inductively define some paths 
9!! = (Pa, F&) of % (1 s a s A), such that Pa is finite or 1 PaI = 1 al, the linear 
ordering defined by 9$. coincides with < on W n Pp, and (x~ :#3 < cu} c W n Pa, 
in the following way. g1 = ((x0}, 4). For LY limit, Pa = U( PB: j3 C LY} and F, = 
U(Q: j3 < a}. For LY = /l + 1 successor (/3 2 I), let cp be a linear ordering of 
Ps U (xs} which extends the linear ordering defined by gfl, and also which 
coincides with < on W n (Pp U (xs>), and such that xs is not the first element in 
this order if xs $ IV, and is not the last element if xs $ W and j3 3 2. If il is infinite, 
then, by the induction hypothesis, there is a path 9 = (P, F) of the K-connected 
graph 3 r cw+wpB lJ km) such that Ps U (xg} s P, the linear ordering 
defined by 9 coincides with <@ on Ps U (xg), P is finite or 1 PI = 1 PSI. Moreover, 
we can assume that Ps U (xs) is coinitial and cofinal in 9. We let 9a = 9. If A is 
finite, then PO is finite. Let x’ be the last element lower than xs for cB and x” be 
the first element higher than xs, ( if xs is an extremal element of $, the 
construction is similar but simpler). There is a finite path 9’ = (P' , F’) from x’ to 
x0 in the connected graph % 1 (V \((W U Ps) \ (x’, xs})) and there is a finite path 
9” = (P”, F’) from x@ to x” in the connected graph % 1 (V \ (( W U Pp U P’) i 
{x9, x”)) j_ We let p, = pp U P’ ij p and & = If$ U F’ g Ir”. Cicailj: v = PA 
satisfies the conditions of Proposition 1. 0 
4.2. Undirected graphs with no infinite independent set. The main results of this 
section are the following ones. 
Theorem 1. Let ‘3 = (V, E) be an indirected graph with no infinite independent 
set. Then V is the union of some pairwise disjoint paths such that there is an 
independent set with a vertex in each of these paths. 
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Theorem 2. Let $3 = (V, E) be an undirected graph with no infinite independent 
set, l~k<o and f:[k12+[w] b e a map which assigns a set of nonnegative 
integers to each (unordered) pair of nonnegative integers smaller than k. If each 
finite subset of V is contained in <k finite paths S$ (i < 1 d k) such that 
1% n 91 Ef({i, j)) for i # j, then V is the union of Sk paths e (i <p s k) such 
that ]S$n q.1 Ef({i, j}) for i#j. 
Theorem 1 shows in particular that V is the union of finitely many pairwise 
disjoint paths of %’ if the undirected graph % has no infinite independent set; and 
that V is the union of Sk pairwise disjoint paths if 99 has no independent set of 
size k + 1 (1 d k < 0). Hence it shows that Problem 1 of Section 3 has a positive 
answer for the undirected graphs. 
In Theorem 2, we can ensure in particular that the paths gj (i <p) are pairwise 
disjoint, provided that each finite subset of V is contained in Sk pairwise disjoint 
paths. This shows that Problem 2 of Section 3 has a positive answer for the 
undirected graphs with no infinite independent set. 
Theorem 2, for k = 1, shows immediately that the union of an up-directed 
family of vertex sets of paths of an undirected graph 59 with no infinite 
independent set is the vertex set of a path of 3. Hence, by Zorn’s .lemma, any 
vertex set of a path of 99 is contained in a maximal one. In fact, this follows from 
the fact that any chain of an undirected graph with no infinite independent set is 
contained in the vertex set of a path. This last property is easy to check directly 
by applying Lemma 3’ (and Lemma 2) in the same way as it will be used in the 
proof of Theorem 2 below. More precisely it is proved in [1] or [3] the following. 
Theorem 3. There are only finitely many maximal vertex sets of paths in an 
undirected graph with no infinite independent set, and hence the notions of 
maximal chain and of maximal vertex set of a path are identical in such a graph. 
Note finally that Theorem 1 is false for directed graphs in general. Any 
ordering (or transitive graph) with no infinite antichain but with arbitrarily large 
finite antichains will provide a counter-example. We recall a well known example, 
(see [~I)~ 
Example. For an infinite cardinal K, let the ordering 9 = (P, G ) where 
P = {(a, /!I): cy, p C K} and G = (((a, p), ((Y’, p’)) E P x P: ark cy’ and p G /3’}. 
9 has no infinite antichain but P is not the union of fewer than K chains. 
Besides Lemma 1 of Section 4.1, the principal tool that we use to prove 
Theorems 1 and 2 is the following result. 
Lemma 2. If 3 = (V, E) is an undirected graph with no infinite independent set, 
then for any infinite cardinal K, there is a subset V’ of V of size IV’] < K such that 
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any connected component of the graph 99 r (V \ VI) is K-connected, (note that there 
are only finitely many such connected components). 
Proof of Lemma 2. We shall use the following self-evident fact: If { &: i E Z} is 
the set of the connected components of the undirected graph % = (V, E) then, for 
any set {w: i E Z} such that M$ c V;: for i E I, the set of the connected components 
of the graph $3 1 (V \(U{ W::: i E I})) is { Wi,j: i E I, j E Ji>, fvhere (V+,j: j E Ji} is the 
set of the connected components of the graph % 1 (q\ Wi), (i E I). Assume for 
contradiction that, for a given infinite cardinal K, % fails to satisfy the conclusion 
of Lemma 2. Then this is also the case for 3 1 C, for at least one connected 
component C of % 1 (V\ V’) whenever V’ E V and IV’1 < K. Hence we can 
inductively define Vn, VA c V (n < o) such that VO = V, 58 1 Vn does not satisfy the 
conclusion of Lemma 2, IV;1 < K and Vn \ VA is not connected in 33, Vn+l is a 
connected component of 93 1 (V’\VL), (such that % 1 Vn+I does not satisfy the 
conclusion of Lemma 2). Choose X~ E Vn \ (Vk U Vn +,) (n < co). The set {x, : n < 
o} so defined is an infinite independent set of % and this is a contradiction. Cl 
Proof of Theorem 1. We first show by induction on the size of the graph 
%= (V, E) that V is the union of finitely many pair-wise disjoint paths. If V is 
finite, the result is obvious. Otherwise, let IV1 = K 3 o. There is V’ c V such that 
IV’1 < K and the connected components of % r (V \ V’) are K-connected. They are 
only finitely many and they are vertex sets of paths of % by Lemma 1. To 
conclude, it is enough to app!y th_ p induction hypothesis to % 1 V’. 
Assume now that n is the minimal integer such that V is the union of n pairwise 
disjoint paths e = (e, Ei) of 3 (i <n). Then, for i f j < n, since (e U 4, 
Ei U El” U (E iI (8 X 4))) is not a path of 93, there are Xi,j E Pi, Xj,i E Pi such that 
(y, z) $ E when y does not precede Xi,j on @ and z does not precede Xj i on q. It 
is enough to note that if Xi E c is the last element amongst (Xi,j: j < n, j ‘# i} along 
9 (i <n), then {Xi: i C n} is an independent set of 3. El 
To prove Theorem 2, we first study the case where each finite subset of V is 
contained in a path of (3. If 93 = (V, E) is an undirected graph and x,y E V, 
W E V, then we denote by C(le, X, y, W) the following assertion: Zf n < c~ and x1, 
yl (1~ n) are pairwise distinct elements of V? (x, y > such that (xl, y,) E E for 1~ n, 
then there is a path 99’ = (W’, E’) of 59 such that (i) W’ 2 W, (ii) x and y are 
respectively the first and last vertices of %‘, (iii) for each I< n, xl and yl are 
consecutive vertices of 9, and (iv) W’ is finite or I W’ I = I WI. 
We need the following compactness theorem. 
Lemma 3. Let Ee = (V, E) be an undirected graph having no infinite independent 
set and x, y E V. Zf C(%, x, y, W) holds for every finite set W E V, then 
C(%, x, y, V) holds. 
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hf of Lemma 3. We prove by induction on 1 WI that C(%, x, y, W) holds for 
W c V. Suppose that \Wl = KS o. By Lemma 2, there are W’ E W, IW’( <K 
such that each connected component x (i (p, p ( o) of 58 r (W \ W’) is 
K-connected and of size /V;,\ = K. Let n < o and xf, yl (i ( n) be pairwise distinct 
elements of V\ {x, y} such that (.q, y[) E E, (I < n). For each i <p choose 
pairwise distinct elements x~+~ ym +i of k$\({x, y } U {xl, yl: I < n}) such that 
(xn+j, Y,+~) E E. By the induction hypothesis, C@, x, y, W “) holds and so there is 
a path 9’ = (W”, E”) such that W” 1 W’, x and y are the first and last vertices of 
9?’ and xl and yz are consecutive vertices of Y for I <n + p, and I W”( < K. Since 
VJ(W”\{x,+i, Yn+iH is x-connected, it follows by Corollary 1 that there is Ei c_ E 
such that %$ = (V;: \ (WY {xn+i, Y~+~}), Ei) is a path having x,+i and ym+i as first 
and last vertices if x~+~ precedes yn+i in ?I”, as last and first vertices otherwise, 
(i<p). Then Se’ = (V’, E’), with V’ = W”UW and E’=E”UU{Ei:i<p} is a 
witness that C(%, x, y, W) holds. El 
Note that, by Proposition 1 of Section 4.1, if % = (V, E) is an o-connected 
undirected graph, then C(%, x, y, W) holds for every x, y E V and every finite set 
W E V. Hence we have the following corollary of Lemma 3. 
Lemma 3’. rf %= (V, E) is an o-connected undirected graph with no infinite 
independent set, then C(S, x, y, V) holds for every x, y E V. 
Proof of Theorem 2. For IV( < o the result is obvious, and so we assume that 
IV1 b CO. By Lemma 2, there are a finite set V’ E V and a finite number of infinite 
sets & (i < n) which are the distinct connected components of %I r (V \ V ‘) and 
are moreover o-connected. For each i <n, let Xi be a finite subset of I$ of size 
IX,\ = k 8 IV’\ + k + 1. 
By the hypothesis of Theorem 2, there are a finite set X c_ V and p s k such 
that V’ U U{Xi: i <n} c X, and X is the union of p paths Z$ = (Hi, Ej) of % 
(j <p) such that iE$ f~ H,‘) E f ({I, j’}) if j <j’ <p. 
Let i<n. Since Xi~X~U{H,:j<p}, IXil=keJV’)+k+l and p~k, it 
follows that there is some index ji < p such that IXi Tr Z9”,/ 2 ) V ’ ) + 2. Hence there 
is some element Xi E Xi n I9j, which is not the last element of Zj, and is such that 
its successor XI on %$, is not an element of V’. Since (Xi, xl) E E, xi E Xi c I$ and 
xr $ V’, and since v is a connected component of 59 1 (V \ V’), it follows that xl 
also belongs to the set V;:. Put Vi = K\(X\{xi, xl}). 
Since Vi (i < n) is o-connected, it follows from Lemma 3’ that C(Ee 1 Vl, 
Xi, xi, V:) holds. Hence there is a path ZEj = (If:, Ef) having first vertex xi and last 
vertexxl (ien). Put ~=HjU(J(V~: ji=j) and ET=E,UU{EI: ji=j} (j<p). 
Then~j=(Pi,Efjisapathof~forj<pandV=XUU{VI:i<n}=U(P,:j~ 
p}- Moreover, since the sets Vi (i < n) are pairwise disjoint, it follows that 
l~n~~I=lHinHi~lEf({j, j’})forj<j’<p. Cl 
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Remark. (1) If the undirected graph % = (V, E) has no infinite independent set 
and if W c_ V is the vertex set of a path of 99, then W is the vertex set of a well 
ordered path of %l with order type smaller than 1 WI l o, (see [3]). Hence in 
Theorems 1 and 2 we can ensure that the paths are well ordered. In Theorem 1 
we can in fact even ensure that the order types of the paths are cardinals. 
(2) It is easy to prove directly that Problem 1 of Section 3 has a positive answer 
for undirected graphs. Namely let 14 k c o and 9 = (V, E) be an undirected 
graph with no independent set of size k + 1. We inductively define Xdt s V, some 
l-l maps o~,~:X~ + Xs for /3 < cy and a cofinal subset Ia of ar, ((u < A), in the 
following way: If lJ{Xs: /3 < a} = V, we let A = a; otherwise Xp is defined to be 
an independent set of 9 ] (V\(U (Xs : /3 < a}) of maximal size. For @ ( cy < A, 
by the classical Gallai-Milgram theorem applied to the finite directed graph 
%@,a_ (Xs U X,, E n(Xfl XX,), there is a l-1 map ufi,,:X,--,XB such that 
(as, &), x) E E for any x E X&. Since all the sets Xs (/3 < a) have their size 
bounded by k c o, there is a cofinal subset I* of cy such that CT,, = o,+ 0 as,= for 
#& yEI,andyEIS.LetusdefineR={(x,y)EVxV:xEXglyEXPforsomeCY, 
/3 < A such that /3 E I, and ofi,, = x, or a E 1p and a, &) = y }. The transitive . 
closure of R is an equivalence relation on V which has IX,) =Z k classes and whose 
classes are obviously vertex sets of weli-ordered paths of 99. 
A slight modification of the above proof would show that V is the union of Sk 
pairwise disjoint well ordered paths whose order types are cardinals. 
4.3. Undirected graphs with no independent set of size v. The ideas used in 
Section 4.2 have been applied in [2] and [3] to study the class of the undirected 
graphs having no independent set of size v, where v is an arbitrary, finite in [2], 
or infinite in [3], cardinal. 
For example we show in [2] the following finite version of Theorem 2. 
Theorem 2’. There i.~ a map f : 03 w such that for 1 s n,k < o and any 
undirected graph 23 = (V, E) with no independent set of size n + 1, V is the union 
of Sk pairwise disjoint paths if and only if each subset of V of size 6 f(n) is 
contained in Sk pairwise disjoint paths. 
For k = 1 this gives a criterion for the existence of a hamiltonian path (or 
similarly a hamiltonian cycle), and enables to show that this existence problem is 
solvable in polynomial time for the class of the finite undirected graphs with no 
independent set of size n + 1, (1 s n < w), (whereas this problem is NP-complete 
in general). 
To present the general infinite version of Theorem 2, we first need some 
definitions. A tree is a well founded ordering 9 = (T, <) which has a minimum 
element and is such that for any x E T, the set ( *x[ = ( y E T: y < x) is a chain 
of 9. The height of x is the order type ht(x) of (+x[, (which is an ordinal). 
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For an ordinal cu, the cvth level of 3 is the set T& = {x E T: ht(x) = a} and the 
height of 3 is the ordinal ht(Q = sup{ht(x) + 1: x E T}, or the least cy such that 
T@ = @. We remind the reader that an ordinal is equal to the set of the ordinals 
smaller than it. A typical example of a tree is the following one, where, for two 
sets A, B, ‘A denotes the set of the maps f : A + B. 
Example. Let A, ,u be ordinals and let the ordering 9 = (T, C) where T = U{ “u: 
cu<A)and,forf~~p,g~@p,f<gif~~</3andf=gra. TisatreeofheightA 
and for or C A, Ta = “u. 
The cofinality cf(K) of an infinite cardinal K is the smallest cardinal of a cofinal 
subset of K. K is regular if cf(K) = K. For an infinite regular cardinal K, let SH(K) 
denote the statement: There is no &&in tree of size K, i.e. any tree of height K has 
a chain or an antichain of size K. We show in [3] the following extension, (this is 
an extension since, by Ramsey’s theorem [9], SH(o) is true), of Theorem 2. 
Theorem 2”. Let Y 3 o and A. 3 2 be cardinals and let 93 = (V, E) be an undirected 
graph with no independent set of size Y. If each subset of V of size 6~ is contained 
in <il pairwise disjoint paths, (respectively ‘if Y is regular, SH(Y) holds and each 
subset of V of size < Y is contained in 4 pairwise disjoint paths), then V is the 
union of 4 pairwise disjoint paths. 
As already observed, Theorem 1 shows that V is the union of finitely many 
pairwise disjoint paths of 3 whenever the undirected graph % = (V, E) has no 
infinite independent set. Note that the following obvious Corollary of Theorem 2” 
generalizes this weak form of Theorem 1. 
Corollary. Let Y be an infinite cardinal and let 93 = (V, E) be an undirected graph 
with no independent set of size v. Then (i) V is the union of SY pairwise disjoint 
paths of 9, (ii) V is the union of <v pairwise disjoint paths of $9 if v is regular and 
SH( v) holak 
The following extension of Lemma 2, whose proof involves a tree argument, is 
needed to establish Theorem 2”. It explains how the statement SH(v) occurs in 
Theorem 2”. Note that the above Corollary follows obviously (modulo Lemma 1) 
from Lemma 2” by induction on the size of 5% We conclude this section by 
presenting the proof of Lemma 2”. 
Lemma 2”. Let v, K be two infinite cardinals and let % = (V, E) be an undirected 
graph with no independent set of size v. If v C cf(K) or v = cf(K) and SH(cf(K)) 
holds, then there is V’ 5 V ’ such that 1 V'I < K and the connected components of 
93 r (V \ V’) are K-connected. 
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Proof of Lemma 2”. For an ordinal cy and f E “v, we define a subset Vf of V in the 
following way. I$ = V if ar = 0. I$ = n{ Vf r B: /3 < (u} if a is limit. Assume now 
that Q = /3 + 1 is a successor and let f ’ = f l/3. We define V$ = t#~ if IVrl c K or if 
I+ is K-connected. Otherwise there is II$ c Vft such that II+1 c K and I$ \ II+ 
is not connected. Let {Cm: a! < A} be the set of the connected components of 
% 1 (I+ \ I%$); then 2 < il< Y since there is no independent set of size v. We put 
I$ = Cfts, if f (/I) < A, and Vf = qb if il s f (/3) < v. This completes the definition of 
the sets I$. Assume that f E “v for some limit ordinal LY and Vr r B # q5 for all 
/3 < a. For each #? C (Y, choose 
{xg: /3 < cu} is clearly an independent set of 93 of size 1 al. In particular I$ = + if 
f E%andaraY. Let 
T={f dJ{%: acv}: vp@} 
which is an initial segment of the tree (lJ{ “v: a! < Y}, <) defined in the previous 
example, and let 9 = (T, <) be the induced tree. We just showed that s has no 
chain of size V. Assume that f, g E T are incomparable in 9. Then V$ Vi are 
non-empty and (x, y} is an independent set of 99 if x E I+, y E Vg. Indeed, if 
y C min(cu, /!I) is the minimal ordinal such that f(y) #g(y), where f E “v, g E h, 
then I$ r (y+l) and V g 1 t,,+l) are two distinct connected components of % 1 (V’ I,,\ 
Wf r J which contain respectively x and y. Hence to any antichain of 59 there 
corresponds an independent set of 93 of the same size. Therefore Y has no 
antichain of size v. Let X = (f E T: f is a maximal element of 9 and 1 V,l> K}, 
which is an antichain of 9. Hence if f, g are two distinct elements of X, and if 
x E Vf, y E Vs, we know that (x, y) $ E. Moreover, from the definition of 3, it 
follows also that I$ is K-connected if f E X, and so { Vr: f E X} is the set of the 
connected components of 93 r (U{V,: f E X}). It is enough to show that IV\ 
U{ L;: f E X)1< K to end the proof. Note that if f’ E T fl (hl IS not a maximal 
element of 9, (i.e. if f’ E % and WY is defined), then Vf = Wr. U u{V$: f E T n 
(fl”v), f 1 j3 = f ‘}. Thus V\U(V,: f EX} = U{W,: f E T and f’ is not maximal 
in S> U U{ Vf : f E T and 1 Vf I C K}. Since I Wf I < K when Wf is defined, it is enough 
to check that 1 TI < cf(K). Since 3 is a tree with no chain or antichain of size V, we 
get that ITI s v and that ITI < v if v = cf(K) since SH(cf(K)) holds. In any case, 
we get that I TI < cf(K). 0 
5. A Gahi-Milgram property for ‘regular’ acyclic countable graphs 
The Gallai-Milgram theorem for infinite acyclic directed (well-founded) graphs 
would generalize the Gallai-Milgram theorem that we proved for infinite 
undirected graphs (Corollary 2). Indeed, if % = (V, E) is an undirected graph and 
if V = {x,: LY< K} is a well ordering of V, then 59’ = (Vi E’), where E’ = 
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{(x,, xP) E E: cy c /3}, is an acyclic graph such that % and 3’ have the same 
independent sets and such that any path of %’ is a path of 3, (but, of course, not 
conversely). 
In this section we consider a Gallai-Milgram type property for acyclic graphs of 
a very special kind. We say that an ordering 9 = (P, <) is n-regular, (n C o), if 
there is a linear ordering 9 = (I, C) such that P = U{ Ci: i E I}, where the sets Ci 
are painvise disjoint finite antichains of 9 which have same size n ai14 such that if 
i, j E I, i < j, there is some bijection oi,i from Ci to Ci such that x < a(x) for every 
x E Ci. The width of 9 is clearly n, (i.e. n is the maximal size of an antichain of 
P), and if x E Ci, y E Cj for i, i EZ, i<j, then either x<y or x and y are 
incomparable. Hence by Dilworth’s theorem, P is the union of n pairwise disjoint 
maximal chains which intersect each Ci in a single point and which are canonically 
isomorphic to 9. 
An acyclic graph 93 = (V, E) is n-regular if its transitive closure is n-regular. 
Although n is not necessarily the maximal size of an independent set of 3, we are 
interested in the question whether, by analogy with the above result for ordered 
sets, it is possible to cover v by n ‘coherent’ paths, (which will be necessarily 
pairwise disjoint). More precisely, for a given linear ordering 4 = (I, C) and a 
family {Ci; i E I} which witness the fact that 5!Z is n-regular, are there n paths 
%$=(&,El) of 93, (lcn), such that V=U{&:Z<n}, (and hence I$nVk=#if 
Z # k), and such that 4 = {(i, j) E Z X I: i <j and (x, y) E EI for some x E Ci, 
y E Ci) does not depend on I? A necessary condition for this is that the graph 
(I, F) is a path, where F = {(i, j) E Z X I: i < j and there is a bijection 0 from Ci to 
Cj such that (x, O(X)) E E for x E Ci}. We show now that, in the countable case, 
this condition is also sufficient. For any i E I, we write Ci = {xi,l: I c n} and for 
(i, j) E F, we choose a bijection oi,j from n onto n such that (xi,l, Xj,ai j(/)) E E for 
Z < n. We have to find F’ c_ F such that the graph (I, F’) is a path and such that 
the composed permutation of (oiO,i,, oi,,i2, . . . , Oik_,,ik) along a finite path p = 
( 
. . 
10, Zl, - n . , ik) of 3’ depends only upon the extremities io, ik of p. This follows 
from Theorem 4 where we take %’ = &, the nth permutation group. 
Theorem 4. Let % = (V, E) be a countable path (such that (x, x) $ E for x E V), 
let X = (H, e) be a finite group, and let 8 : E -+ H. For any finite path p = 
( x0, x1, l * * , xk) of 59, we define 8(p) = 0(x0, x1) l 0(x,, x2) l . l l l (x~_~, xk) E H. 
Then there is E’ c_ E such that 92’ = (V, E’) is a prrth md for my finite ~6th p of 
Ce’, 8(p) depends only upon the extremities of p. 
Remarks. (1) Since by Cayley’s theorem any finite group is a subgroup of a 
permutation group, Theorem 4 is in fact equivalent o the result on regular acyclic 
graphs. 
(2) We can define 6(p) for any finite sequence p = (x0, x1, . . . , xk) such that 
( Xi, Xi+l) E E U E-l, (i <k), if we first let 8(y, X) = (0(x, y))-’ when (x, y) E E. 
Then Theorem 4 says that 8(p) = 1 if x0 = xka 
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(3) By Theorem 4, we can define an equivalence relation R on V by (x, y) E R 
if x = y or if the value &x, y), (&y, x) if y precedes x in 39, calculated in <St, is 
equal to the identity of (H, 0). If we fix an origin x0 E V, we can index the 
R-equivalence classes by H. Conversely Theorem 4 says that there is a partition 
{ Va: a E H} of V such that 9 = (V, E’) is a path where 
In the case where (H, 0) = (Z/n& + ) is the cyclic group of order n, (2 s n < w), 
and where 0(x, y) = i for every (x, y) E E, we deduce from Theorem 4 the weaker 
statement that for any countable path $3 = (V, E), there is a partition { 6: I E 
Z/nZ} of V such that, if I E Z/d! and x E Vi, then {y E V/+i: (x, y) E E} is 
coinitial in $3 1 ( y E V: x precedes y in c,e) and { y E &+(n-l): (y, x) E E} is cofinal 
in $3 1 { y E V: y precedes x in %}. If 58 = 9 = (I, <) is a countable linear ordering 
and n = 2, then Theorem 2 says that I is the union of two disjoint sets Zo, I1 which 
are dense in 9, (in the sense that for every i < 2 and x, y E I such that x < y, there 
is Zi E 4 such that x s ti c y). This very particular case is quite easy to check 
directly, without assuming that 9 is countable. 
(4) It is not very difficult to check that the conclusion of Theorem 4 is also true 
if the path $3 is scattered, without the assumption that 3 is countable, (see [4]). 
However we prove in [4] that the conclusion of Theorem 4 is true if 59 has 
cardinality K and MA(K) holds, (see [7] for a definition of Martin’s axiom MA), 
but false in general if 93 has same order type as the real line. 
Proof of Theorem 4. We say that a non-empty interval I of % satisfies the con- 
dition (* ) if there is EI E. E fl (I x I) such that 54” = (I, El) is a path and for any 
finite path p of Se,, 8(p) depends only upon the extremities of p. Define a relation 
R on V by (x, y) E R if and only if [x, y] satisfies ( * 9, where [x, y] is the interval 
of 99 of the elements of V which are between x and y in 93, (possibly equal to x or 
y), (x,y E V). Let, for some il E (o\(O)) U {w, o*, o* + o}, (x,: k A) be a 
strictly increasing sequence of vertices of 59 such that (xl, xl+,) E R, (I, I + 1 E A). 
Let El be a set of edges which witnesses the fact that [x,, x,+,1 satisfies ( * 9, 
(I, I + 1 E A). Then the set of edges E, = U{E,: I, I + 1 E A} witnesses the fact that 
I satisfies ( * ) where I is the interval U([x[, xl+,]: I, I + 1 E A} of 3. Indeed it is 
obvious that 3, = (I, EI) is a path of 3. Now, let p = (z(,, zl, . . . , zk) be a finite 
path of %“, (k E o\(O)). There are some unique I E A and r E cr), (depending only 
upon z. and z~), such that I+r+leA, z~~~[x,,x,+,]\{x,,,} and Z&E 
] x1+r, x1+r+ 1 ]\ (x[+~}. Clearly x~+~ E (z~: i E k + 1) for any s E (r + l)\ (0). Define 
Yo = 209 Yr+l = zk, ys =xl+s for s E (r + l)\(O), and the finite path pS = 
p 1 [yS, Y~+~] of the graph %++ = ([x,+~, x,+~+,], E,+,) for s E r + 1. Then 8(p) = 
8(p,)e l l l e 8(pr) depends only upon z. and z&. Hence R is an equivalence 
relation and any R-equivalence class is an interval I which satisfies ( * ). Indeed if 
(x,: I E a) is a strictly increasing sequence of vertices of Se, (A E { 1, 2, 0, w*, 
w* -t- w)), such that (x1: I E Ih) E I is coinitial and cofinal in % r I, then 
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I = U{[G xi+1 1: I, I + 1 E ill satisfies ( * ) since [x,, x,+J satisfies ( * ), (I, 
I + 1 E A). 
Now it remains to prove that there is only one R-equivalence class. For each 
R-equivalence class I, let EI be a set of edges which witnesses the fact that I 
satisfies (*) and let E’ = {(x, y) E E: x and y are in two different R-equivalence 
classes} u {El: I is an R-equivalence class}. The graph 93’ = (V, E’) is a path. 
Define the set H(x, y) = {8(p): p is a finite path of %’ with extremities x and 
y} E H, and the positive integer n(x, y) = IH(x, y) I, (x,y E V, x # y). Clearly 
1 d n(x, y ) d IHI and n(x, y ) = 1 if and only if x and y are in a same R-equivalence 
class. Also, since % = (H, 0) is a group (and since %’ is connected), n (x’, y ‘) s 
n(x, y) if x’, y’ are between x and y in 3, (x’ Zy’, possibly {xl, y’} n {x, y} # $). 
Assume that there are at least two R-equivalence classes and choose x and y in 
two different classes such that n(x, y ) = n is minimum amongst the values 
different from 1. We shall get the contradiction that (x, y) E R. We can note that 
n(x ’ , y ‘) = n if x ’ and y ’ are in two different R-equivalence classes and are 
between x and y in 9% Moreover if z is between x’ and y’ in 93 and if 
h E H(x’, y’), then there is a finite path p of 59’ from x’ to y’ (or y’ to x’) 
containing the vertex z and such that 6(p) = h. This is obvious if x’ and y’ are in 
the same R-equivalence class. Otherwise, assume for example that x’ precedes y ’ 
in $9 and that z and y’ are in two different R-equivalence classes, so that 
n(z, y’) = n. 93’ is a path, and hence there is a finite path p1 of 3’ from xc to z. 
Since { 6(pl) l g: g E H(z, y’)} is a subset of H(x’, y’) of size n = IH(x’, y’)l, we 
get that h = 6(p 1) * g for some g E H(z, y ‘), which gives the desired conclusion. 
Let now {x,: n E co} be a well-ordering of [x, y], (which is infinite since two 
consecutive vertices of 22 are in the same R-equivalence class), and inductively 
define the finite paths 3, = (V,, En) of 9, (n E w), by 
VO= {x0}, E,,= $, Vn+* = Vn u {y;: i em + l}, 
E n-e1 = En U ((yip yi+d: i E m>, 
(n E ti), where p = (yo, . . . , y,,J is a finite path of 3’ defined in the following 
way: Let s be the least integer such that X, $ Vn. If X, precedes in 3 any element of 
Vn, then y. = X, and y,,, is the first element of 93”; if X, follows in % any element of 
Vn, then y, = X~ and y. is the last element of 5!&; if _x~ is between two elements z, 
z’ of Vn which are consecutive in V$ and such that z precedes z’, then y. = Z, 
ym = z’, X, E {Y,: i E m \ (0)) and, moreover, 8(p) = O(z, z’). Let El,,,] = 
U{&: n E a> c E’. The graphs %&, (n E o), and hence the graph C$X,Yj =([x, y], 
Elx,,,l), are clearly paths of 3’ such that, for any finite subpath p, O(p) depends 
only upon the extremities of p. This proves the contradiction that (x, y) E R. 0 
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