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We propose an electric circuit array with topologically protected uni-directional voltage modes at
its boundary. Instead of external bias fields or floquet engineering, we employ negative impedance
converters with current inversion (INICs) to accomplish a non-reciprocal, time-reversal symmetry
broken electronic network we call topolectrical Chern circuit (TCC). The TCC features an admit-
tance bulk gap fully tunable via the resistors used in the INICs, along with a chiral voltage boundary
mode reminiscent of the Berry flux monopole present in the admittance band structure. The active
circuit elements in the TCC can be calibrated to compensate for dissipative loss.
Introduction. The Chern insulator is the mother state
of topological band theory. Originally conceived by Hal-
dane as a tight-binding model of electrons with bro-
ken time-reversal symmetry on a hexagonal lattice [1],
it roots in the Berry phase experienced by the electrons
as the Brillouin zone is viewed as a compact parameter
space [2, 3]. The lattice Chern number C is quantized to
take integer values, as it counts the total charge of Berry
flux monopoles. For a Chern insulator with open bound-
aries, this implies C chiral edge modes which experience
topological protection against any kind of disorder and
other imperfections, as there is no backscattering. This
induces a stronger protection than, for instance, topolog-
ical insulators, where only elastic backscattering is pro-
hibited by the symmetry-protected topological character.
Still, dissipative loss is a severe limitation for Chern in-
sulators, and constitutes the central challenge to realize
stable edge mode propagation.
As the Berry phase is a phenomenon of parameter
space and does not rely on any property of the phase
space of quantum electrons, the Chern insulator suggests
itself for a plethora of alternative realizations. Haldane
and Raghu employed this insight to propose a Chern in-
sulator in photonic crystals by use of the Faraday ef-
fect, where chiral edge modes would manifest as one-
way waveguides [4]. This work inspired the subsequent
formulation and realization of Chern bands in magneto-
optical photonic crystals [5, 6], optical waveguides sub-
ject to a magnetic field [7] or floquet modulation [8],
ultra-cold atomic gases [9], mechanical gyrotropic [10–
12] and acoustic [13, 14] systems, as well as, most re-
cently, coupled optical resonators [15] and exciton po-
lariton metamaterials [16]. The nature and potential
technological use of topological chiral edge modes cru-
cially depends on the constituent degrees of freedom, the
magnitude of the bulk gap, and the ability to prevent
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loss from affecting the edge dynamics. In all beforemen-
tioned physical systems, the latter is the most challenging
aspect since, unless one intends to pump the Chern mode
anyway, the edge signal exhibits significant decay despite
its topological protection.
In this Article, we propose a Chern circuit which is
formed by the admittance band structure of an elec-
tric network. As initially accomplished for the circuit
analogue of a topological crystalline insulator [17–19],
topolectrical circuits [20, 21] have recently been found
to host topological admittance band structures [22] of
high complexity, including Weyl bands [20, 23, 24] as
well as higher-order topological insulators [25, 26]. Mov-
ing beyond the realm of RLC circuits, the combined
time reversal symmetry and circuit reciprocity breaking
through negative impedance converters with current in-
version (INICs) [27] allow us to formulate a topolectrical
Chern circuit (TCC) without external bias fields or flo-
quet engineering. We find topologically protected chiral
voltage edge modes which, from the viewpoint of electri-
cal engineering, bear resemblance to a voltage circulator.
In contrast to previous Chern band realizations, our ar-
rangement of active circuit elements allows for a recali-
bration of gain and loss to protect the topological chiral
voltage signal from decay.
Topolectrical Chern circuit. The TCC is formed by a
periodic circuit structure sketched in Fig. 1a. The circuit
unit cell detailed in Fig. 1b consists of two nodes each of
which is connected to three adjacent nodes through a ca-
pacitor C0 and to six next-nearest neighbours through
INICs [28], which are further characterized in Fig. 1c.
As discussed in detail below, these INICs provide the
circuit non-reciprocity necessary to induce chiral propa-
gation. The nodes are grounded by inductors L0 as well
as capacitors of capacitance Cg ±∆ on alternating sub-
lattices A and B. Due to the graph nature of electric
circuits implying a gauge degree of freedom for arrang-
ing the circuit components in real space [22], we fix the
Bravais vectors as a1 = (1, 0) and a2 = (0, 1) amounting
to a brick wall structure shown in Fig. 1a. The grounded
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FIG. 1. Topolectrical Chern circuit. (a) The three-coordinated circuit graph in a brick wall representation of horizontal (x)
and vertical (y) alignment of nodes, where the circuit unit cell is given by two ”sublattice” nodes A and B, the Bravais vectors
by a1 and a2, and the x terminations by the vertical green dashed lines. (b) The circuit element structure is detailed for the
green dashed framed rectangle in (a). Aside from capacitive inter-node connections C0, there are inductive (L0) and capacitive
(Cg ± ∆) connections to ground. Further A-A and B-B circuit elements are two oppositely circular sets of INICs (blue and
red) labelled by their resistive parameter R0. (c) The INIC element structure is shown for the green dashed framed rectangle
in (b). The arrangement of resistors Ra and R0 combined with an operational amplifier with supply voltages V+ and V− acts
as a negative impedance converter with current inversion, i.e., as a positive (negative) resistor from the front (back) end [28].
circuit Laplacian J is defined as the matrix relating the
vector of voltages V measured with respect to ground
to the vector of input currents I at the N circuit nodes
by I = JV. For an AC frequency ω = 2pi f and two-
dimensional reciprocal space implied by the brick wall
gauge, the TCC Laplacian [20] JTCC(k;ω) and its corre-
sponding spectrum of eigenvalues jTCC(k;ω) reads
JTCC(k;ω) = iω
[(
3C0 + Cg − 1ω2L0
)
1− C0 (1 + cos(kx) + cos(ky))σx − C0 (sin(kx) + sin(ky))σy
+
[
∆ + 2ωR0 (sin(kx)− sin(ky)− sin(kx − ky))
]
σz
]
, (1)
jTCC(k;ω) = iω
[ (
3C0 + Cg − 1ω2L0
)±√C20 (3 + 2 cos(kx) + 2 cos(kx − ky) + 2 cos(ky)) + (∆ + Γ(k)ω )2], (2)
where Γ(k) = 2R0 (sin(kx)− sin(ky)− sin(kx − ky)). In
Fig. 2a, we show the projected band structure jTCC;x(ky)
employing open-boundary conditions in x-direction, as
specified in Fig. 1a. It features edge-localized chiral ad-
mittance modes residing in the admittance gap, remi-
niscent of the chiral energy modes of a Chern insulator.
Spectral reflection symmetry of jTCC;x(ky) around zero
admittance (Fig. 2a) is accomplished for the frequency
ω0 = 2pi f0 = 1/
√
3C0L0.
Chiral edge modes. The capacitive grounding parame-
ter ∆ appears in (1) as an inversion symmetry breaking
term reminiscent of a Semenoff mass [29]. The topologi-
cal character of the model roots in the INIC next-nearest
neighbour A-A and B-B coupling elements. They break
both time-reversal symmetry and circuit reciprocity via
the effective implementation of a negative and positive
resistance in the forward and reversed direction of the ele-
ment, respectively [28]. INICs with clockwise orientation
(Fig. 1b) effectively act as a voltage circulator, where a
voltage profile can only travel in one direction [28]. This
implements a circular motion of voltage in the bulk of
the TCC with no effective translational propagation in
any direction. The INIC couplings on different sublat-
tices are oriented such that they break chiral symmetry,
3(a) 30× 30, LT1363, ω = ω0 (b) 30× 30
-π -π/2 0 π/2 π-1.5
-1.0-0.5
0.0
0.5
1.0
1.5
-π -π/2 0 π/2 π6
7
8
9
10
11
12
f0
1
FIG. 2. TCC band structure with a boundary. (a) Admittance band structure jTCC;x(ky) obtained from LTspice simulations
for open boundary conditions in x direction with a B-A termination (Fig. 1a) and periodic boundary conditions in y-direction.
The system size is 30 × 30 unit cells. (b) Frequency band structure ω(ky) obtained from a numerical calculation for the same
setting as (a) using the Hamiltonian formalism. TCC parameters are C0 = 10µF, L0 = 10µH, R0 = 20 Ω, Cg = 0 F, ∆ = 0 F
and f = 9.188 kHz. The operational amplifiers are implemented by the LTspice model LT1363. A chiral boundary mode for
the left and right x termination (blue and red) is seen in the bulk admittance and bulk frequency gap.
and introduce a Haldane mass Γ(k)/ω. By formal com-
parison to the Haldane model, (1) amounts to inducing
an effective magnetic flux of φ = pi2 [1]. It is possible to
precisely control this fictitious magnetic flux in the TCC
by a modification of the impedance phase of the circuit
elements in the INIC (Fig. 1c). The Haldane mass in-
duces a gapped bulk admittance spectrum with chiral
edge modes in the admittance gap (Fig. 2a).
Symmetries.
The incorporation of resistances in a circuit environ-
ment, such as in the TCC, breaks time-reversal symme-
try (TRS) [28]. From the viewpoint of thermodynamics,
this is because any resistive component experiences Joule
heating, leading to increased entropy as well as broken
time-reversal symmetry. TRS translates into J = −J∗ in
real space and J(k) = −J∗(−k) in reciprocal space [28].
We define circuit reciprocity as given by J> = J in real
space and by J(k) = J>(−k) in reciprocal space [28]. By
the use of operational amplifiers [30] as active circuit ele-
ments, the INIC configuration acts as a charge source or
sink, causing an input or output current from ground to
the system. Our current feed from the INIC is arranged
such that currents between two connected voltage nodes
retain equal magnitude, but flow in opposite directions.
This yields an antisymmetric contribution to JTCC and
breaks reciprocity.
We name the TCC Hermitian if and only if JTCC
is anti-Hermitian, i.e., JTCC = −J†TCC, which leads to
purely imaginary admittance eigenvalues, and hence real
eigenfrequencies ω(k) [28]. The stationary time evolu-
tion of a given TCC initial state is then conveniently
expressed in terms of TCC energy eigenmodes. JTCC is
intimately connected to its Hamiltonian formulation, as
the eigenfrequencies ω(k) are given by the poles of the
Greens function GTCC = J
−1
TCC, and hence relate to the
roots of the admittance spectrum jTCC(ω(k)) = 0 (Fig.
2b).
Topological phase diagram. We define the Chern num-
ber for the lower admittance band C = 12pi
∮
d2k B(k),
where B(k) denotes the Berry curvature [28]. It is invari-
ant under a change of the Bravais vector gauge, whose
only consequence is a distortion of the Brillouin zone [22].
As for the Haldane model, from gapping out the two ad-
mittance Dirac cones due to finite Haldane or Semenoff
mass, there is a topologically non-trivial regime with
C = 1 and a trivial regime with C = 0. We find
C = 12
[
sign
(
∆ + 3
√
3
ωR0
)
− sign
(
∆− 3
√
3
ωR0
)]
, (3)
which is nonzero if ωR0 <
3
√
3
∆ . In this case, placing one-
self in the admittance or eigenfrequency gap, and allow-
ing for a boundary termination, one finds a chiral mode
located at the boundary (Fig. 2a and Fig. 2b). The chiral
voltage boundary mode relates to ω(k) 6= ω(−k) associ-
ated with the breaking of circuit reciprocity [28].
Circuit simulations. The TCC in principle allows for
a detailed characterization and calibration of the chiral
voltage boundary mode. Even for a physical system as
accessible and tunable as electric circuits, however, vari-
ous types of imperfections have to be taken into account
to move from an ideal theoretical model to a realistic
setting. This includes circuit element variances, parasitic
resistances, and other constraints on realistic operational
amplifiers we use in the INICs. The principal time scales
and parametric dependencies of the chiral edge mode can
be deduced from the clean TCC limit (2), where we set
∆ = 0. Within linear approximation of the edge mode
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FIG. 3. Simulated current pulse in a finite TCC. (a) An external current signal is fed in to the TCC. Its position in (b-g) is
highlighted by a red crossed square, where all voltage profiles are normalized with respect to the input. (b-d) Integrated total
voltage signal resolved at each unit cell and obtained from an LTspice simulation for 20x20 unit cells with A−B termination
with ideal operational amplifiers and parasitic serial resistances of RL0 = 1 mΩ and RC0 = 0 mΩ. Circuit components chosen
as C0 = 10µF, L0 = 10µH, R0 = 10 Ω, ∆ = 0 F, and Cg = 0 F. (b) (fc,∆fexc) = (13.0, 1.0) kHz. The current spreads across
the whole circuit. (c) (fc,∆fexc) = (9.2, 0.3) kHz. There is a localized circuit response upon bulk injection, as opposed to
feeding into the chiral edge mode for a boundary injection (d). (e,f) (fc,∆fexc) = (290, 10) kHz. Integrated total voltage signal
for 10 × 10 unit cells, A − B-termination, and realistic operational amplifiers LT1363. C0 = 0.1µF, L0 = 1 µH, R0 = 30 Ω,
RL0 = 150 mΩ, RC0 = 5 mΩ, ∆ = 0 F, and Cg = 0 F. In comparison to (e), (f) further implements INIC couplings to ground
at each edge node, implying an effective negative resistance of Rg = −21 Ω for that connection. The chiral mode signal is
significantly enhanced. (g) Time-resolved voltage signal of the TCC with circuit parameters identical to (d) and a defect area
of size (3× 5) unit cells (grey region) by grounding the corresponding nodes.
in the frequency spectrum (Fig. 2b), the group veloc-
ities of the zigzag (vzz) and bearded edge (vbd) yield
vzz =
3
√
3
2pi
1
R0 C0
= 2 vbd. As seen from (2), the inverse
resistance R−10 serves as a regulation parameter of the
5gap size. Numerical analysis indicate, that for signifi-
cantly small values of R0 (such that ωR0C0 is not sig-
nificantly larger than unity), the edge mode localization
length (understood in units of the internodal spacing) is
tunable through the resistance R0 in the INIC.
We create a finite TCC lattice, excite it with a Gaus-
sian AC current signal centered around ωc = 2pi fc and a
standard deviation ∆ωexc = 2pi∆fexc, and perform LT-
spice simulations on various configurations (Fig. 3). If,
as in Fig. 3b, ωc lies within the TCC frequency band,
the current spreads across the whole circuit, even if it is
injected at the boundary (marked by a crossed square).
If, however, ωc lies within the bulk gap and ∆ωexc is
sufficiently small, the circuit response is crucially differ-
ent depending on whether the current is injected in the
bulk (Fig. 3c) or at the boundary (Fig. 3d). While it is
localized for the former, the signal propagates through
the chiral edge mode along the boundary for the latter.
Note that due to parasitic effects introduced by the se-
rial resistances of inductors RL0 and capacitors RC0 , the
voltage pulse in the circuit faces dissipation caused by the
shift of the resonance frequency spectrum along the pos-
itive imaginary axis. The most relevant parasitic effects
derive from the inductor, introducing a timewise expo-
nential decay constant τ = 2L0RL0
that damps the chiral
voltage signal. This realistic analysis is further refined
in Fig. 3e and Fig. 3f, where we study no idealized, but
explicit, publicly available operational amplifier elements
LT1363. As seen in Fig. 3e, the realistic setting experi-
ences significant signal decay already across 10 unit cells.
In Fig. 3f, we illustrate one way to calibrate the TCC to-
wards a more stable edge signal by adding INIC connec-
tions of effective negative resistance Rg between the edge
nodes and ground, which effectively yields the insertion
of a gain parameter to the system. Through the adjust-
ment of the resistive components in the INICs connected
to ground, one can conveniently calibrate the given TCC
realization closer towards its Hermitian point, which en-
hances the Chern mode signal. This is only one of several
ways to improve the TCC Chern signal through an in-
herent TCC parameter adjustment. Such a type of gain
implementation to compensate for dissipative loss has not
been accomplished in other Chern systems. In Fig. 3f, we
implement a defect (grey) at the boundary of the circuit,
e.g. by grounding the corresponding voltage nodes. In
a time-resolved simulation, we observe a propagation of
the edge mode around this defect area. It demonstrates
the topological protection of the chiral edge mode, which
roots in the existence of a nonzero admittance Chern
number as a bulk property.
Conclusion. We have introduced and analyzed the
topolectrical Chern circuit as a topological circuit array
with active INIC circuit elements. A topological voltage
Chern mode appears due to the non-reciprocity induced
by the INICs, which at the same time also serve as a con-
venient calibration tool to minimize the dissipative loss
of the edge mode. This reaches an unprecedented level
at which a topological chiral edge mode is tunable and
analyzable in all detail in an accessible physical environ-
ment, and offers itself to further analysis of topological
circulator devices in general.
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7Appendix A: Negative impedance converter (INIC)
Ra Rb R
Iin = Ijl Iout = −IljIoa
Vj VlVoa Vj
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FIG. 4. Circuit diagram of an operational amplifier in a nega-
tive impedance converter configuration with current inversion.
For the realization of a negative impedance converter
with current inversion [27], we use an operational am-
plifier (OpAmp) configuration shown in Fig. 4. The
current entering the INIC from the left is given by
Iin = (Vj −Voa)/Ra, and the current leaving on the right
by Iout = (Vj − Vl)/R when the OpAmp is operated in
a negative feedback configuration. Assuming an infinite
impedance of the OpAmp inputs forbids any current flow-
ing into the OpAmp and simplifies the output current to
Iout = (Voa − Vj)/Rb. Solving these equations for Iin
yields
Iin = − RbRa·R (Vj − Vl) , (4a)
Iout =
1
R (Vj − Vl) . (4b)
Translating those results to the Laplacian form leads to
the node voltage equation(
Ijl
Ilj
)
= 1R
(−ν ν
−1 1
)(
Vj
Vl
)
, (5)
where ν = Rb/Ra. The matrix is not symmetric, and
circuit reciprocity is thus broken. To obtain an anti-
Hermitian form as desired in the TCC, we require ν = 1,
i.e. Ra = Rb. If this is not the case, the eigenfrequen-
cies of the system become complex, resulting in either a
damping or an instability. While the former is manage-
able, active elements such as OpAmps always necessitate
a careful setup such that the active feed does not lead
to a divergence, and hence breakdown of the circuit. In
mathematical terms, the eigenfrequencies should always
be adjusted such that their imaginary part is positive. In
a real experiment, it hence needs to be ensured that the
system operates stable, i.e. accepting a certain overall
loss in order to avoid instabilities. Parasitic effects may
in fact help to shift the circuit towards the stable regime.
Since electric circuits are so easily tunable, and e.g. resis-
tors can be implemented by individually adjustable po-
tentiometers, the interplay between robust stability and
low dissipation can be fine-tuned to the desired optimal
Hermitian TCC sweet spot.
Appendix B: Hamiltonian formulation
We define voltage and current vectors by denoting
the voltages measured at the nodes of a circuit board
against ground, and the input currents at the nodes by
N -component vectors V and I, respectively. The equa-
tions of motion of the circuit are given by
d
dtI(t) = C
d2
dt2V(t) + Σ
d
dtV(t) + LV(t), (6)
where capacitance C, conductance Σ, and inductance
L are the real-valued (N × N)-matrices forming the
grounded circuit Laplacian [20] by
J(ω) = iω C + Σ + 1iω L. (7)
The homogeneous equations of motion (I = 0, where the
circuit’s time evolution is solely determined by its eigen-
frequencies) can be re-written as 2N differential equa-
tions of first order
−i ddtψ(t) = H ψ(t), (8)
where ψ(t) := (V˙(t),V(t))>, i.e., the voltages and their
first time derivatives are treated as independent vari-
ables. This defines the (2N × 2N)-Hamiltonian block
matrix
HTCC = i
(
C−1Σ C−1L
−1 0
)
(9)
where, for the TCC in reciprocal space as in Eq. 1,
C(k) = (3C0 + Cg)1+ C0 (1 + cos(kx) + cos(ky)) σx
+ C0 (sin(kx) + sin(ky)) σy + ∆σz, (10a)
Σ(k) = 2 iR0 (sin(kx)− sin(ky)− sin(kx − ky)) σz, (10b)
L(k) = 1L0 1. (10c)
The time evolution of a given eigenstate ψα(t) yields
ψα(t) = ψα e
iωαt where the eigenvalues ωα, α ∈
{1, . . . , 2N} are the resonance frequencies of the system
(Fig. 2b), defined as the roots of the admittance eigen-
values j(ωα) = 0. To render the measurable voltage V
and its time derivative V˙ real, the eigenfrequencies of
the Hamiltonian must occur in pairs of (ω,−ω∗) cor-
responding to complex conjugated pairs of eigenstates
ψ, ψ∗. This enables us to label the eigenvalues by ω±n
with ω−n = −(ω+n )∗ and n ∈ {1, · · · , N}. In Bloch
form we label the eigenfrequencies by their correspond-
ing wavenumber k and band index m as a composite
index n = (k,m). This mapping from wave numbers
to frequencies as eigenvalues of the Hamiltonian defines
the frequency spectrum ω(k) in reciprocal space. Due
to the intimate connection of the Laplacian and Hamil-
tonian spectrum, the emergence of a band gap in the
admittance band structure is accompanied by an anal-
ogous gap opening in the frequency spectrum (Fig. 2).
8The eigenvectors of the Hamiltonian can be constructed
out of the eigenvectors of the Laplacian according to
ψ+n =
(
iω+nVn
Vn
)
and ψ−n =
(
iω−nV
∗
n
V∗n
)
. (11)
These are right eigenvectors. Note that the left eigenvec-
tors of the non-Hermitian Hamiltonian may differ.
Appendix C: Symmetries
Written in the form of (7), it becomes clear that
the Laplacian is anti-Hermitian if and only if C and L
are Hermitian matrices while Σ must be anti-Hermitian,
which is fulfilled for the ideal TCC Laplacian.
Time reversal is defined as the parametric operation
t → −t. As a consequence, voltages transform even and
currents odd under time reversal. Concluding from the
time-reversed form of (6), we call a circuit time reversal
symmetric (TRS) if Σ = 0, which is equivalent to exclud-
ing any resistive component in the circuit, where energy
can dissipate. This condition can be reformulated as al-
lowing only for fully imaginary real space Laplacians, and
is in accordance with the TRS condition J∗ = −J in real
space defined in the main text, which can be checked by
insertion into (7). Translated into reciprocal space, the
TRS condition yields J∗(k) = −J(−k).
As a visualization of circuit reciprocity, consider two
voltage nodes of the circuit with labels j and l connected
by a passive circuit element. The current flowing out of
node j must be the current entering at node l. In other
words, the current running from j to l, Ijl, is the nega-
tive of the current running from l to j, i.e. Ijl = −Ilj .
This behaviour is called circuit reciprocity. In the Lapla-
cian formalism, circuit reciprocity is given by Jjl = Jlj
or J> = J in real space, and by J(k) = J>(−k) in
Bloch form. In the present implementation, we use op-
erational amplifiers as active circuit elements in an INIC
configuration to tune the system to the point where
Ijl = Ilj for the INIC connection. Other implementa-
tions of broken circuit reciprocity use magnetic fields or
sophisticated transistor arrays such as in passive circu-
lators developed for electrical communication engineer-
ing. Based on the fact that the resonance frequencies for
j(ω,k) = j(ω,−k) = 0 are identical to the eigenvalues
of the Hamiltonian, we obtain ω(k) = ω(−k) for the fre-
quency spectrum. The voltage eigenmodes of a periodic
system are constructed out of Bloch waves in reciprocal
space and retrieve the form of plane waves labeled by the
wave number k,
Vk,m(x, t) = Vk,m e
ik·x eiωm(k)t. (12)
For the following considerations, we assume a Hermitian
circuit system. If it is additionally TRS and reciprocal,
the eigenmodes for inverse k are characterized by
V−k,m(x, t) = Vk,m e−ik·x eiωm(k)t (13)
by using V−k,m = Vk,m and ωm(k) = ωm(−k). The
eigenmodes to −k travel in the opposite direction than
the ones corresponding to k, and ultimately combine to
standing waves that experience no propagation in any di-
rection in a steady-state solution of the system. A prop-
agation can only be induced by breaking the symmetry
ω(−k) = ω(k), which is solely possible by a combined
breaking of time reversal symmetry and reciprocity. As
detailed in the main text, the INIC configuration im-
plemented as the next-nearest neighbor hopping element
breaks time reversal symmetry and reciprocity simulta-
neously, inducing unidirectional propagation in one direc-
tion along the boundary of the TCC in the topological
regime. The states associated with the midgap admit-
VA
VC VB
R0 R0
R0
1
FIG. 5. Triangular oriented INIC arrangement with resis-
tances R0. This network acts as a voltage circulator which
breaks chiral symmetry and reciprocity. In the present
scheme, we choose VA > VB > VC and mark the direction
of the emerging currents in this configuration by arrows.
tance and frequency bands in Fig. 2a and Fig. 2b of the
main text are localized at opposing edges of the circuit
due to the breaking of chiral symmetry C : {σz, Jk} = 0
through the mass term i (∆ + Γ(k)/ω) σz defined in the
main text. In the TCC model, Γ(k) establishes the non-
trivial topology through next-nearest neighbor INIC con-
nections in a three node arrangement as seen in Fig. 1b
and in a more highlighted form in Fig. 5. The associated
breaking of reciprocity is caused by a circular motion of
voltage in the bulk of the TCC. To physically explain
this behaviour, consider three nodes A,B,C in Fig. 5
with corresponding voltages VA > VB > VC. In this set-
ting, a current flows out of INIC AB and BC, but into
CA from both sides, respectively as depicted in Fig. 5.
This way, the current flows from both sides into node
B, and VB surpasses the voltage VA, such that INIC AC
now acts as a current drain and current flows out of node
A in both directions. Consequently, VA will fall below
VC , and a new configuration VB > VC > VA is reached.
The voltage has thereby traveled in a clockwise direction
9as indicated by the orientation of the INICs in Fig. 5.
This process will continuously repeat such that a circu-
lar motion of voltage in this triangular INIC connection is
established, thereby breaking chiral symmetry and reci-
procity. The corresponding eigenmodes attain a chiral
character, and while applying open boundary conditions,
it becomes possible to initiate a voltage wave packet at
the boundary of the TCC, which travels along the edge
of the circuit in one direction.
Appendix D: Hermitian TCC limit
Lemma. Let a circuit network consist of N nodes de-
scribed by a circuit Laplacian J in real space, which can
be divided into contributions of different circuit elements
according to (7). Moreover, let all capacitances and in-
ductances in the Laplacian be positive. If the Laplacian
matrix is anti-Hermitian, J = −J† for all real frequencies
ω, then the eigenfrequencies of the corresponding Hamil-
tonian (9) are real.
Proof. If J = −J†, ∀ω ∈ R, it means that C = C†,
L = L† and iΣ = (iΣ)†. Consider the quadratic forms
c(V) = V† CV, (14a)
σ(V) = V† iΣV, (14b)
l(V) = V† LV, (14c)
which are real for all complex N -vectors V, since the rep-
resenting matrices are Hermitian. Assuming only pos-
itive capacitances and inductances in the system, the
structure of the Laplacian matrices dictates that C and
L are weakly diagonally dominant. Moreover, all entries
of the matrices are real, and the diagonal elements are
non-negative. Therefore, the matrices are positive semi-
definite and c(V), l(V) ≥ 0, ∀V ∈ CN .
Now assume that ψn = (i ωnVn, Vn)
> is an eigenvector
of the Hamiltonian to eigenvalue ωn. Then the equation
iωn c(Vn)− i σ(Vn) + 1iωn l(Vn) = 0 (15)
must hold. For the non-trivial cases ωn 6= 0 and c(Vn) 6=
0, we can solve the quadratic equation for the eigenfre-
quency by completing the square. We obtain
ωn =
1
c(Vn)
(
σ(Vn)±
√
σ2(Vn) + 4 c(Vn) l(Vn)
)
(16)
which is real, because all components are real-valued and
c(Vn), l(Vn) are nonnegative. 
Appendix E: Berry phase in Hamiltonian and
Laplacian form
The Chern number as a topological invariant is defined
for the Hamiltonian as the generator of time translation.
In the following, we show that for a time-independent,
Hermitian system, J = −J†, the Berry phase and the
Chern number, which determine the topological phase of
the system, can be identically computed using the Lapla-
cian eigenvectors. Consider the Berry connection An(k)
defined as
Am(k) = i ψ†m(k) ∂k ψm(k). (17)
Here, the ψms are the right eigenvectors of the Hamilto-
nian. Although the system is Hermitian (J† = −J), the
left eigenvectors of the Hamiltonian may differ from the
right eigenvectors. The latter can be expressed using the
eigenvectors Vm of the Laplacian,
ψm(k) =
1
Nm(k)
(
i ωm(k)Vm(k)
Vm(k)
)
, (18)
where the Vm(k) are assumed to be normalized, such
that Nm(k) =
√
ω2m(k) + 1 is the normalization of the
Hamiltonian eigenvectors. Computing the derivative of
the eigenvector while omitting the band indices that are
irrelevant for the computation yields
∂kψ =
1
N
[(
i (∂kω)V
0
)
+
(
iω ∂kV
∂kV
)
− ψ ∂kN
]
. (19)
The projection of this result on ψ†, exploiting the nor-
malization of the Laplacian eigenvectors, reads
ψ†∂kψ = 1N2
[
ω ∂kω +N
2V†∂kV−N ∂kN
]
. (20)
Since N ∂kN = ω (∂kω), the first and last term in the
bracket cancel, and we eventually find
Am(k) = iV†m(k) ∂kVm(k). (21)
That means that the Berry connection and therefore
the Berry curvature and Chern number for the (right)
Hamiltonian and Laplacian eigenvectors coincide. Note
that the left eigenvectors or right and left eigenvectors
of H combined may give alternative Berry connections
and curvatures. However, the associated Chern num-
bers are equal [31]. In this regard, the admittance and
frequency band structure of a Hermitian system is topo-
logically equivalent, and we can define the admittance
Chern number as the global topological invariant of a
circuit system.
Appendix F: Low-admittance TCC expansion
The TCC Laplacian in its two-band Bloch from in (1)
of the main text can be recast in terms of the Pauli ma-
trices σx, σy and σz as JTCC(kx, ky) = i
(
d0 + ~d(k) · ~σ
)
,
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d0 = ω
(
3C0 + Cg − 1ω2 L0
)
(22a)
dx = −ω C0 (1 + cos(kx) + cos(ky)) (22b)
dy = −ω C0 (sin(kx) + sin(ky)) (22c)
dz = ω
(
∆ + 2ωR0 (sin(kx)− sin(ky)− sin(kx − ky))
)
.
(22d)
It features an inversion symmetry breaking Semenoff
mass iω∆ and a reciprocity and time reversal symme-
try breaking Haldane mass iΓ(k)/ω, which both open a
band gap due to their appearance in dz(k). We can com-
pute the effective low admittance theory at the Dirac
cones at K+ = (2pi/3, 4pi/3) and K− = (4pi/3, 2pi/3) by
expanding k = K± + q up to first order in q as
J
(±)
TCC,eff(q) =iω
[ (
3C0 + Cg − 1ω2 L0
)
1
∓ C0
√
3
2 (qy − qx)σx + C0 12 (qx + qy)σy
+
(
∆± 3
√
3
ωR0
)
σz
]
+O(q2),
where the ±-signs represent the positive and negative
chirality of the Dirac cones with admittance gapping
mass terms of m± = ∆ ± 3
√
3
ωR0
, respectively. To estab-
lish more of a form invariance to the conventional Dirac
form, we implement a linear transformation in (qx, qy)
via
√
3
2 (qy − qx) → py, 12 (qx + qy) → px, which being a
gauge transformation for the circuit graph manifests as
a distortion of the Brillouin zone. Neglecting the term
proportional to the unit matrix gives the transformed ef-
fective low admittance TCC Laplacian
1
iω J
(±)
TCC, eff (p) = ∓C0 py σx + C0 px σy +
(
∆± 3
√
3
ωR0
)
σz +O(p2). (23)
The sign of the Haldane mass Γ(K±)/ω = ± 3
√
3
ωR0
re-
lates to the chirality of the Dirac cones, effectively yield-
ing mass terms with opposing signs at the Dirac cones,
while the Semenoff mass stays invariant throughout the
whole BZ. The Haldane mass therefore induces a Berry
flux monopole to which each Dirac cone contributes one
half integer Berry charge. The mapping T 2 → S2 :
(kx, ky) 7→ dˆ = ~d/ |d| from the torus to the unit sphere
establishes the Chern number as the winding number of
the vector dˆ as a covering of the unit sphere. In the
TCC model, this winding number is 1/2 for each Dirac
cone due to the half covering of the unit sphere by the
mappings of dˆ for each cone. The Chern number of the
admittance band structure defined in a gauge-invariant
scheme resorts to the introduction of the Berry curvature
B(k) = 12 dˆ
(
∂dˆ
∂kx
× ∂dˆ∂ky
)
. (24)
We now illustrate that in a reciprocal or time reversal
symmetric system, the Chern number vanishes due to
the antisymmetry of the Berry curvature in reciprocal
space. For that, recall the condition J>(−k) = J(k) for
the circuit Laplacian of a reciprocal system. This leads to
individual constraints on the components of the d-vector
d0(−k) = d0(k), (25a)
dx(−k) = dx(k), (25b)
dy(−k) = −dy(k), (25c)
dz(−k) = dz(k). (25d)
We can then use these conditions to compute the Berry
curvature (24) of a reciprocal system for inverse wave
vectors
B(−k) = 12 dˆ(−k)
(
∂dˆ(−k)
∂kx
× ∂dˆ(−k)∂ky
)
= −B(k) (26)
by insertion of (25b) - (25d). In a time-reversal symmet-
ric system, exploiting the condition −J∗(−k) = J(k),
d∗0(−k) = d0(k), (27a)
d∗x(−k) = dx(k), (27b)
d∗y(−k) = −dy(k), (27c)
d∗z(−k) = dz(k). (27d)
For Hermitian systems, the conditions (27b) -(27d) equal
those for reciprocal systems, because the d-vector must
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be real. In such a case, (26) is trivially fulfilled. The
TCC model is a Hermitian model by construction, which
means that while omitting next-nearest neighbor hopping
terms, the Chern number must vanish. Only by breaking
time-reversal symmetry and reciprocity through the INIC
next-nearest neighbor connection can the Chern number
be nonzero. From a topological point of view, this es-
tablishes the combined breaking of reciprocity and time
reversal symmetry in a circuit context as the analogue of
time reversal symmetry breaking in a quantum electronic
system for which the Haldane model was formulated [1].
In Appendix D, we have shown that the Berry phase
and, consequently, the Chern number is identical in the
Hamiltonian and Laplacian formalism. We can therefore
establish the admittance band Chern number as a topo-
logical invariant of the circuit dynamics. In our TCC
model, we set the phase originating from the effective
magnetic flux [1] in the next-nearest neighbor hopping
term to φ = pi2 , while in full generality, an arbitrary
phase φ is possible by incorporating the desired complex
impedance in the INIC configuration. The value of pi2 is
the favoured configuration in our context, as it features
the largest bandgap. By terminating the circuit in an ar-
bitrary direction, we expect to acquire edge modes that
are exponentially localized at the boundary between a
topologically nontrivial and trivial regime.
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FIG. 6. Topological phase diagram of the TCC model as
a function of the combination of frequency and capacitive
grounding term ω∆ and the INIC resistance R0, both re-
stricted to positive values only. The topological regime is
marked by the Chern number C = 1, whereas the topologi-
cally trivial phase has vanishing Chern number C = 0.
The Chern number for the lower band of the TCC
model amounts to the combination of the Chern num-
bers caused by the half-charged Berry flux monopoles at
each Dirac cone
C = 12 (sign (m+)− sign (m−))
= 12
(
sign
(
∆ + 3
√
3
ωR0
)
− sign
(
∆− 3
√
3
ωR0
))
,
which is nonzero if sign
(
∆− 3
√
3
ωR0
)
< 0 as mentioned in
the main text. In Fig. 6, we show the phase diagram of
the TCC model as a function of the capacitive grounding
term ∆ and the combination of frequency and INIC re-
sistance ωR0, which we both restrict to positive values.
The topological regime is marked by the Chern number
C = 1, whereas the topologically trivial phase has vanish-
ing Chern number. As expected, in the limit of ∆ → 0,
we are always in the topological regime, no matter how
we choose ωR0. For larger ∆, the parameter ωR0 needs
to be reduced in an inversely proportional fashion to ∆ in
order to stay in the topological regime. The line of phase
transition is determined by the condition R0 =
3
√
3
ω∆ .
