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1. INTRODUCTION 
Problems involving the optimal control of systems of hyperbolic partial 
differential equations have been studied recently [I], [2], [3]. This paper 
considers certain optimal control problems associated with a class of sym- 
metric hyperbolic linear partial differential equations arising from the con- 
finement of hot plasmas by means of external electromagnetic fields. Attention 
is focused primarily on the derivation of necessary conditions which an 
optimal control must satisfy. Physical interpretations of these conditions for 
certain plasma confinement problems are given. 
2. PRELIMINARIES 
Let Rn denote the Euclidean n-space, and I = [0, T] be a fixed compact 
time interval. The components of a vector x E Rn will be denoted by sj , 
j = I,..., n. 
Consider a symmetric hyperbolic system of linear partial differential 
equations of the form: 
;$ + (At(t) x + Jli(t, u(t))) - Vxfi = 0, i : l,..., k, (1)’ 
with initial data given at t = 0: 
f4l 4 =fioW, i = I,..., k, 
defined for all x E Rn, where 0, fi = (&/il.r, ,..., %fi/i3xn). 
(2) 
* This work was supported by the United States Air Force Office of Scientific 
Research under Grant AF-AFOSR-68-1547. 
1 The scalar product of two vectors x and x’ in R” is denoted by x . x’. 
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It is assumed that 
(a-l) Ai( i = l,..., k are n x n real matrices whose elements are 
continuous on I and +i, i = l,..., k are specified vector-valued functions 
continuous in t and u; 
(a-2) the control u(t) is an m-vector whose components uj are Lebesgue- 
measurable functions of t on I, 
(a-3) fir,(.) E&(Z?) n C,(ZF) and (8f,,,/&,) (e) ELM n C,(P) for 
i = l,..., k andj = l,..., n. 
By a solution to the Cauchy problem associated with (l), (2) with a specified 
u(.) satisfying (a-2), we mean a set of functionsfi : Z x Rn + R, i = l,..., k, 
each is absolutely continuous (A.C.) in x r ,..., X, and t separately in R, and 
satisfy (1) almost everywhere in Z x Rn and initial data (2) at t = 0. In 
places where the dependence of fi on u(e) needs to be expressed, we shall 
denote the solutions by fi(t, x; u), i = l,..., k. 
By an admissible control function, we mean a function u : Z--f Q C Rni 
satisfying (a-2), where Q is a prescribed compact nonempty subset of R”. 
The set of all admissible control functions u(.) defined on Z will be denoted 
by U(Z). 
We shall consider the following optimal control problems associated 
with (I), (2): 
PROBLEM (P-l). Let jr be a functional defined by 
h(u) = j-Dg,(x,f,(T, xi u),...,fK x; u)) dx (3) 
where D is a given proper subset of Rn (not necessarily bounded); g, is a 
specified function having the following properties: 
(a-4) g, is continuous with respect to all its arguments and has continuous 
first partial derivatives with respect to fi , i = l,..., k. Moreover, there exist 
constants ci , fj > 0, i = I,..., n, j = l,..., k such that 
Md,..., jk)l +lfl, I~(x,h ,..., jk,I <4 
for all x ED and f = (jr ,...,{J E Rk. 
The problem is to find an admissible control u*(a) such that jr takes on its 
maximum value, i.e. Jr(u*) > Jr(u) for every u(.) E U(Z). 
PROBLEM (P-2). Same as (P-l), except the functional Jr is replaced by 
J&) = ,,’ I/&, x, fi(t, x; u),--,fk(t, xu>) dx dtv 
where ga has properties identical to those of g, , but the inequalities in (a-3) 
are satisfied for all (t, x) E I x D and f E R':. 
The above problems are motivated from the physical problems of con- 
fining hot plasmas by means of external electromagnetic fields. Assuming 
a collisionless plasma with k species, the evolution of particle number densities 
in the position-velocity space with time is governed by the following collision- 
less Boltzmann (Vlasov) equations [4] : 
v * V, fi + CQ(E + V X B) * V, fi = 0, i = l,..., K, (5) 
where fi is the number density of the ith species; V, and V, denote the gradient 
operators with respect to the position vector r and velocity vector v respec- 
tively; cxi is the charge-mass ratio of a particle of the ith species; E and B 
denote respectively the total electric and magnetic fields due to external 
sources and the plasma. 
Let the control be an external uniform time-varying electric field E,(t) 
and the external magnetic field B,, be uniform and possibly time-varying. 
If we assume electrical neutrality of the plasma and that the fields due to the 
plasma are negligible, then with the aid of Maxwell’s equations 
W, r) 
dBez(t) - E,(t) + $ r X 7 . (6) 
Also, if we assume that the external magnetic field is sufficiently strong, 
then 
B(t) = Be&). (7) 
Using (6), (7) and identifying x with (r, v), (5) can be rewritten in the 
form of (1) by elementary manipulations. Note that since fi’s are particle 
number densities, they must be non-negative functions. Also, the condition 
f&e) E&(R~) in assumption (a-3) implies that the total number of particles 
at t = 0 is finite. 
A possible formulation of the plasma confinement problem is as follows: 
Given a confinement time interval I = [0, T], and a simply connected 
bounded set r in the position space representing the confinement region, 
find an admissible control u = E, defined on I such that the total number of 
particles in r at time T takes on its maximum value. Here, the functional 
corresponding to I1 in problem (P-l) has the form 
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Instead of maximizing (8), we may consider a problem of the form (P-2) 
in which the average total number of particles in r over the confinement 
time interval 1 is to be maximized. Similar problems may be formulated for 
for the case where the control corresponds to an external magnetic field. 
However, the system equations cannot be written in the form of (1). This 
case is discussed elsewhere [5]. 
3. NECESSARY CONDITIONS FOR OPTIMALITY 
We begin by deriving an expression for the solutions of the Cauchy 
problem associated with (1) and (2). 
Let Xi(t; G, 7, u) denote the characteristic curve corresponding to the 
ith equation in (1) with a specified admissible u(o), passing through a point 
(T, 5) in I x R”. The curves X’ are given by the solutions of the following 
set of ordinary differential equations 
dXi 
- = A,(t) Xi + +i(t, u(t)), 
dt 
i = l,..., k, (9) 
with initial condition 
Xi(G 5,T, u) = 5, i = l,..., K. w-4 
It is well known that under assumption (a-l) and for each u(e) satisfying 
(a-2), there exists a unique set of functions Xi, i = I,..., k, each of which 
is A.C. in t, satisfying (9) almost everywhere on I and initial condition (10). 
Moreover, they have the form 
Xi@; 5, T, u) = ‘Pi@, T) 5 + 1” ai(t, t’) +‘i(t’, u(t’)) dt’, i = l,..., K, 
7 
(11) 
where ai(t, T) satisfies 
(12) 
where I,, is the n x IZ identity matrix. 
The solutions to the Cauchy problem associated with (I), (2) can be 
obtained by integrating along the characteristic curves. They are given by 
fi(T, % u) =fio(x”(o; 5, 7~ u)), i = l,..., k. (13) 
We note that X$(0; p, 7, u) corresponds to the point of intersection of the 
ith characteristic curve through (7, 5) with the hyperplane {0} x Rn in 
(t, x) space. &Ioreover, X(0; tr ,..., Ek-i , ., EL+, ,..., E,, , t, u) is -kc‘. in 
tk: ( k = l,..., n, for each fixed (7, E1 ,..., Ek.-r , tX.+r ,..., t,,), and -1.C. in T 
for each fixed 5. From assumption (a-3), fj,-,(.~i ,..., xk-i , ., .~~+i ,..., .Y,J is 
Lipschitzian in sk on any compact interval of R for any fixed (*ri ,..., s-r , 
~~+i ,..., .T,). Consequently, the composite function fiO 0 Xi is also AC. in 
&. for each fixed (T, E, ,..., f,+r, tk+r ,..., 5,) and -4.C. in T for each fixed 
5 [6]. It is evident that for each admissible u(a), (13) gives the solutions to the 
Cauchy problem (l), (2) in the sense defined earlier. Note that for 
Equation (5), the characteristic curves Xi correspond to the trajectories of a 
particle of the ith species in the position-velocity-time space. 
To facilitate the subsequent development, we let 
Zj(t, T) u(a) =jt ajct, f)+i(tf, +)) df, i = l,..., k, (14) 
T 
S(T) = {a E R”” : P = (~~(0, T) ,..., z,(O, T)) u(a), II(.) E U((0, T))}. (1% 
Now, consider problem (P-l). First, we note that the functional Jr defined 
by (3), in view of (1 l), (13) and (14) can be written as 
J~(~) = jDgl(x,fln(~l(O, T) x + P,(T, u)),...,fkOw, T) x + tw 4)) dx, 
(16) 
where 
Pi(T u) = z,(O, T) M-)9 i = I,..., k. (17) 
From assumptions (a-3) and (a-4) regardingfi, and g, , it is evident that 
for any admissible u( .), g, is integrable on D. 
To establish the existence of optimal controls for problem (P-l), we need 
the following lemma which is a direct application of a result due to 
Neustadt [7]. 
LEiWU.4 1. The set S(T) is convex and compact. 
THEOREM 1. An optimal control for problem (P-l) exists. 
PROOF. Since g, , fi , i = l,..., k are assumed to be C, functions of their 
arguments, Ji may be regarded as a continuous function of 13 = (/Ii ,..., fip) 
defined on the set S(T) in Rk*. By Lemma 1, S( 5”) is compact. Hence Jr 
attains its absolute maximum on S(T). The existence of an optimal control 
follows from the definition of S(T). 
To derive necessary conditions which an optimal control must satisfy, 
use will be made of the following result [8]: 
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LEMMA 2. Suppose that a functional J, defined in a normed linear space E, 
achieves its maximum on a convex subset @ of E at u* and J is directionally 
differentiable at II* (i.e., A functional JL* (the directional derivative of J at u*) 
dejked by 
J:,(u) = Jjo” 
lb* + 4 - J(u*) 
a 
exists for any u E E, where J:.(U) denotes the value of J:* at u). Then, 
yEy J;,(u - u*) = 0. 
If, in addition, J:- is a linear functional, then (18) can be rewritten as 
PROOF. By the assumption that J is directionally differentiable at u*, 
there exists a positive homogeneous functional J& defined on E (i.e. 
J&(k) = X J:*(u) for any u E E and h > 0) such that for any ii E E and a 
sufficiently small 01 > 0 
where 
I@* + ~4 = lb*) + al:.(;) + oo,&), (20) 
Oii.“44 = o 
lim - . 
u+o+ a 
LetaE[O,l]andCi=u-u*withuE4Y,sothat 
(u* + c&i) = ((1 - 0) u* + au) E %Y. 
Then, (20) can be written as 
J(u* + ol(u - u*)) - J(u*) = LX];*(U - u*) + o,&x). (20’) 
Since the maximum of J is attained at II*, the left-hand side of (20’) 
is nonpositive. Moreover, for sufficiently small OL, the sign of the right-hand 
side of (20’) is determined by the first term, thus J:*(u - u*) < 0. Condi- 
tion (18) follows from the fact that J:.(u - u*) = 0 when u = u*. Condi- 
tion (19) follows trivially from (18) and the linearity of Ji* . This completes 
the proof. 
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THEORE~I 2. Let u*( .) be an admissible control z&ich is optimal for problem 
(P-l) and 
p* = (p,*(T),..., P,*(T)) = (z,(O, T)u*(.),..., z,(O, 7’)u”(.)), (21) 
where z,(O, T) is defined by (14). Then, p* must satisfy 
x, II*) . (Pi - p,*(T))) dx = 0, (22) 
where 
f, = (fi0 ,...,f/J; B = (a, I..., Pk) 
and 
f,*(T, x) = (&,(U@, T)x + P1*(T)),...,fk,(~k(O, T)x + l%*(T))), 
(23) 
qi(T, x, u*) = (2 (@j(o, T) x + P,*(T)),..., 2 (ej(O, T) x + p,*(T))). 
(24) 
PROOF. We note that an optimal control u*(.) can be determined by first 
finding S(T) and a point p* E S(T) C R kn at which J1 attains its maximum on 
S(T) (an ordinary constrained maxima problem) and then finding the inverse 
image of p* in U(1) under the mapping defined by (21). It is straightforward 
to establish that under the given assumptions on g, and f, , J1 is directionally 
differentiable on Rkn and & is linear. From Lemma 1, S(T) is convex. 
Condition (22) follows directly from (18) in Lemma 2. 
In deriving (22), only the compactness of Q and the continuity of +( are 
assumed. Lemma 2 can be also used to establish necessary conditions for 
which an optimal control u*(a) must satisfy for problem (P-l) and for 
problem (P-2) by imposing suitable restrictions on & and Q (or by redefining 
w>>. 
THEOREM 3. Assume that each +i , i = I,..., k is a continuous function of 
t and u 071 I x Rm and has continuous Jirst partial derivatives with respect to 
the components of u. Moreover, one of following conditions is satisfied: 
(i) Sz is a bounded convex subset of R” ; 
(ii) the set of admissible controls U(1) is a bounded convex subset of L,*(l) 
(m-products of L,,(I)), 1 <p < co. 
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Let u’*(-) and u”*(e) be optimal controls for problems (P-l) and (P-2) re- 
spectively, then they must satisfy respectively (25) and (26) given below: 
wi(t, T, x, ul*) - u(t) dx dt 
=s:s,gl wi(t, T, x, ul*) -ul*(t) dx dt, (25) 
where 
= ,:f+q) $, #(t, T, x, u”*) -U’*(T) dx, (26) t 
wi(t, T, x, u’*) = (9 (x, f;*(T, x))) Fi=(t, u’*(t)) Oi=(O, t) qi(T, x, u’*), 
(27) 
#(t, T, x, u**) = (9 (t, x, f;*(t, x))) Fi=(7, U**(T)) 4:(0, 7) q&, x,u**), 
z 
(28) 
where (.)’ denotes transpose; qi is dejined by (24) and Fi(v-, Us*), j = 1, 2 
are n x m matrices whose elements are given by 
(Fi(Tv Uj*(~)))r,s 64, = -gj- (7, uj*(4>, Y = l,..., n; s = l,..., m, (29) 
s 
where #ir is the rth component of 9i . 
PROOF. Condition (i) implies that U(Z) is a bounded convex subset of 
Lmm(Z). Thus, under conditions (i) and (ii), Jr and J2 are functionals defined 
in L,“(Z), 1 < p < co. The existence of J;, and IiT;. on U(Z) can be readily 
established from (a-3), (a-4) and the assumed properties of & by straight- 
forward computations. Conditions (25) and (26) are explicit forms of (18) 
in Lemma 2. 
REMARK 1. In the case where U(Z) is not convex, it can be shown [8] that 
a necessary condition which an optimal control must satisfy is given by 
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where &,*(C(l)) is the cone of admissible directions at ul*(.) with respect 
to the set U(I). 
REMARK 2. The problem of determining the stationary controls (i.e., 
controls that satisfy (25) or (26)) . Involves first finding the minima of the linear 
functionals in the left-hand sides of (25) and (26) on CT(Z). For the following 
specific classes of admissible controls 
U,(Z) = {u(.) EL,‘rt(Z) : 1 uj(t) 1 < Mj ,j = I,..., m for all f EI}, 
the functions lcjl(*) [+(.)I which minimize the functional in the left-hand side 
of (25) [(26)] are given by 
- Mj sgn q,‘(t) if u’( .) E &(Z), (30) 
_ fif CSgn 71iYt)) I ?7iYt) Iqml if 
\ j’ f / $(t) 10 &I”” 
ur(.) E c: (z) 
P ) (31) 
I 0 i=l 
Y = 1,2, j = l,..., m, 
where p-l + 4-l = I, and 
+(t) = j, $ wji@, T, X, d*) dx, 
z 
qj”(t) = j:dt’ j, $I tiii(t’, t, x, ue*) dx. 
z 
(32) 
(33) 
In deriving (31), it has been assumed that the integral in the denominator 
does not vanish. The stationary controls can be determined by solving the 
integral equations (25) or (26) with u(e) given by (30) or (31) or by iterative 
methods [8]. 
4. PLASMA CONFINEMENT PROBLEM 
We shall apply some of the results in Section 3 to the problem of confining 
a collisionless plasma with k species in the presence of an external static 
uniform magnetic field B,, = (0, 0, Ba) by means of an external time- 
dependent uniform electric field E,(t) = (E,,(t), E,,(t), Z&(t)) = u(t). 
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Under the assumptions discussed in Section 2, the evolution of partic 
number densities in the (r, v) position-velocity space with time is describable 
by (5) with B = B,, and E(t) = E,(t). In this case, the matrices A,(t) and 
&(t, u(t)) in (9) are given by 
Ai= ~~/~f~-~]; 
and 
aj(o, T) = exp(- A,T) = [-~a-~-~!$~f] 
where wi = aiB3, 0, is an 12 x n null matrix and 
sin ait 
t&(t) = co;’ - cos wit 
- cos wit 0 
- sin wit 0 , 1 &(t) = 0 0 - wjt 
(34) 
(35) 
$p (t). 
(36) 
Let the confinement region r be a bounded subset of the 3-dimensional 
position space R3. We shall assume that I’ has a sufficiently smooth boundary 
W so that Green’s theorem holds on f = r u al7 The problem is to find an 
admissible control EC to maximize a weighted average of the number of 
particles in r at time T (or over a given confinement time interval I). In 
particular, the functionals to be maximized are given by (3) and (4) with 
gl(r, v; u) = i ydv)fdT, r, v; u), 
i=l 
.edr, vi u) = i 9i(t, v)fj(t, r, V; u), 
i=l 
(37) 
where yi and 9i are specified non-negative continuous functions of their 
arguments and there exist positive constants yio , qi,, , i = I,..., K such that 
yi(v) ,( yiO for all v E R3 and qj(t, v) < pi,, for all (t, v) E I x R3. 
Xssuming that u satisfies the assumptions of Theorem 3, the integral 
in the left-hand side of (25) can be written as 
wi(t, T, x, ul”) -u(t) dx dt 
(38) 
where 
S,i(T, ul*) = ’ ’ 
J J 
Ye v,f,,(qO, T) x t k*(T)) dr dv, 
R3 l- 
(39) 
ij,‘(T, @) = . 
I J 
- Y~(v)v,~~~(@~(o, T)x + f%*Pldrdv. WI 
R3 l- 
Applying Green’s theorem to (39), $“(T, ul*) can be rewritten as 
s;(T,~*) = j 1 (yi(~)fio(*i(o, T)X' t p,*(T>>)n(r') dr' dv, (41) 
R3 %I- 
where n(r’) denotes the unit outward normal to ZJ~ at the point r’ and 
x’ = (I;‘, v). 
The {a..} term in (41) is the weighted number density of the ith species at 
ar and time T when the optimal control u*(.) is applied over I. Thus, 
6,“(T, ul*) specifies the corresponding mean outflow direction at W for the 
ith species at time T. The quantity Svi(T, ul*) defined by (40) represents an 
weighted average gradient offi with respect to the velocity inside rat time T. 
The first and second integrals in (38) are respectively the displacement and 
velocity increments at time T of any particle of the ith species due to an 
admissible control u(e) applied over I. 
Now, condition (25) of Theorem 3 as applied to this problem has the 
following physical interpretation: To maximize the weighted total number 
of particles in r at time T, the electric field E,(e) must minimize the compo- 
nents of the displacement and velocity increments of any particle in the 
direction of the corresponding mean outflow and average number density 
gradient with respect to v in r respectively at time T. 
In the limiting case where the magnetic field B, + co, 
00 0 
c&(t) + [ 0 0   0 I--t 
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and (38) reduces to the form 
j’ $ +hi(T, ul*)lz - @vi(T, u’*)lJI &@) 4 (42) 
0 i=l 
where [5], denotes the third component of 8. Here, the particle trajectories 
are confined along the magnetic field lines and EC, , EC2 do not affect the 
particle motions. The optimal control E$(.) must minimize the integral 
in (42). 
Similar results and physical interpretations can be established for the 
problem in which the functional to be maximized is given by (4) and (37). 
REMARK 3. For the case where the weighting coefficients yi in (37) are 
constants, the functional Jr has the form 
h(u) = j 1 f yi.fiO(@i(O, T) x + f%(T, u)> dr dv 
R3 l-i=1 
= j,j, il xfio (r + +dT) v - jr w!+(t) u(t) 4 &VI v 
- J*’ c&i(t) u(t) dt) dr dv. 
0 
Introducing the affine transformation dUi defined by 
52 = (F, 3) = dUi(r, v) = -EP*(r, v) + +(u(*)), i = l,.. 
where 
JWr, v) = (r + h(T) v, k(T) v) 
+(u(.)) = - ai (jr +i(t) u(t) dt, jr ii(t) u(t) dt) , 
Ji(u) can be rewritten as 
. . k (44) 
(43) 
(45) 
(46) 
where .xZ,,~(~ x R3) denotes the image of r x R3 under the mapping 
dUi. It is evident that the control effects only the translational parts of dMi, 
i = l,..., k. Thus, problem (P-l) can be viewed as that of selecting a vector 
606 \V.iSG 
in the range of the operator (T’,..., TV) with domain C!(Z) (or the translations 
of the sets Yl(r x R3), i = I,..., k) to maximize J1 . Similar interpretations 
can be given for problem (P-2) in which the coefficients qi in (37) do not 
depend on v. 
KE~IARG 4. In ph!-sical situations, a finite amount of hot plasma is 
injected into the confinement region r at t = 0. Thus, the functionsf,,(., v), 
i=l ,..., k have compact support in r for any fixed v E R3. For problem 
(P-l), the functional J1 , in view of (46), is given by 
Since yifio , i = l,..., k are non-negative functions and 
(.&yr x R”) n supp( fro)) C supp( fro) C r x R3 
for any u(.) E U(l), it is evident that 
J&.4 ,< i 1‘, :R:lYif20(x) d  
i=l > 
for all u(m) E U(I). 
In the special case where supp(fio) are compact subsets of R6 and 
fro(x) = Ki = constant, i = I,..., k for x E supp(fio), problem (P-l) reduces 
to maximizing a functional J1 of the form 
Jl(u) = 2 yiKi meas(dui(r x R”) n supp(fio)) 
i=l 
< i YJC meas(supp(fio)). 
i=l 
(48) 
Clearly, the nature of the solutions to this problem depends to a largkextent 
on the geometric shape of the sets I’ and supp(f,,). 
5. A SIMPLE EXAMPLE 
Let the system equation corresponding to (1) be of the form 
g + (u(t) .Y + u(t)) g = 0 (49) 
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with initial data given at t = 0 
f(O, “4 =foW (50) 
defined for all x E R, wheref, , a and u satisfy the assumptions of Section 2. 
Consider problem (P-l) in which the functional Ji is defined by 
-/l(u) = j:f( T, x; u) dx. (51) 
Integrating along the characteristics of (49), Ji(u) can be rewritten as 
where 
o(t) = esp j: +) dT, ,8( T, u) = jr A(T) u(7) d7. (53) 
It is evident from the last integral in (52) that the effect of the control u(.) 
is to translate the integration interval with length d(T) along the real line. 
The admissible range of translations depends on the set S(T) defined by (15) 
or the range of /3( T, *) with domain CT(I). Thus, problem (P-l) can be viewed 
as that of finding an admissible control u*(e) or translation - p( T, u*) to 
maximize the area under the curve f. over the interval 
[- B(T, zl*), d(T) - Kc u*n 
For the case with no restrictions on the values of u, simple computations 
show that a necessary condition which an optimal control u*(.) must satisfy 
is given by 
f,@(T) -#VT u*)) =fo(- PK u*)). (54) 
For the case where U(I) is a bounded convex subset of L,(I), 1 < p < CD, 
direct application of condition (25) of Theorem 3 leads to the following 
necessary condition for optimality: 
where 
TV, u*) =fo(4T) - Kc u*>) -fX- BK u*))* (56) 
409 M/3-10 
In the special case where u(t) .; 1 on 1, the esistence of an optimal 
control U* follows from Theorem I. If 7(T, II*) ti 0 then the admissible u(.) 
which minimizes the C...) term in (55) is given b) 
u(t) = -- sgn ?)(I”, IL*). (57j 
Substituting (57) into (55) leads to the following equation which u*(.j must 
satisfy: 
-b(T) sgn(7(T, II*)) = j:d(T) u*(~) dr, 08) 
where 
,I@“) = j:d(~) dT. (59) 
It is obvious that if 7(T, u*) f 0, the only solution to (58) is given by 
1 
u’(t) = _ 1 I if h@(T) - P(T)) <fd- &Vh if f&W + I%~)) ~fdP(TN. (60) 
Consequently, (60) is an optimal control. When 7(T, u*) = 0, the optimal 
control u*(.) must be selected from the family of admissible controls satis- 
fying (54). In fact, if both inequalities in (60) are not satisfied, then the optimal 
control must be a solution of 7(T, u*) = 0. 
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