Many companies rely on user experience metrics, such as Net Promoter scores, to monitor changes in customer attitudes toward their products. This paper suggests that similar metrics can be used to assess the user experience of the pilots and sensor operators who are tasked with using our radar, EO/IR, and other remote sensing technologies. As we have previously discussed, the problem of making our national security remote sensing systems useful, usable and adoptable is a human-system integration problem that does not get the sustained attention it deserves, particularly given the highthroughput, information-dense task environments common to military operations. In previous papers, we have demonstrated how engineering teams can adopt well-established human-computer interaction principles to fix significant usability problems in radar operational interfaces. In this paper, we describe how we are using a combination of Situation Awareness design methods, along with techniques from the consumer sector, to identify opportunities for improving human-system interactions. We explain why we believe that all stakeholders in remote sensing -including program managers, engineers, or operational users -can benefit from systematically incorporating some of these measures into the evaluation of our national security sensor systems. We will also provide examples of our own experience adapting consumer user experience metrics in operator-focused evaluation of currently deployed radar interfaces.
INTRODUCTION
Many remote sensing systems have interfaces that are more organized around technology processes than collection tasks, and that are more suited for engineering diagnostics than operational collection, processing, exploitation and evaluation [1] . Government sensor acquisitions are primarily evaluated in terms of technical requirements (such as weight and power requirements); and/or mission performance goals (such as system uptime or ground area covered). Rarely is usability a requirement for system deployment. Yet the real-world performance of a deployed sensor is only partially a function of technical specifications, like antenna gain or focal plane resolution; performance depends on how effectively operators can use the system to generate intelligence information. Sensor performance is an emergent property of human-technology interactions: crews interpret mission goals in terms of sensor capabilities, translating tasking requirements into fundamental operations like setting detection parameters, evaluating returns, and messaging finds to external customers. A well-designed interface should promote task efficiency by enabling human operators to control the sensor with minimal stress and error. Unfortunately, that is not the norm. Operational users usually manage interfaces whose awkward interactions are more likely to induce frustration than promote awareness.
In a previous paper, we have written about a partnership with a private sensor software technology company, the SDC Corporation, with whom we are partnering to improve the operational user experience for sensor crews. Our work builds on a well-established Sandia/SDC research and development partnership that has historically focused on small, lightweight, real-time remote sensing systems.
In 2015, that relationship expanded to include the rapid redesign of an unusable command and control interface that SDC had developed for the Sagebrush airborne sensor system. SDC's software engineering team was very motivated to address system deficiencies, but had little experience in human-computer interaction design. Sandia National Laboratories employs a small team of social and behavioral scientists who work on human-systems interaction problems in remote sensing. Our Sandia team helped the SDC team learn and implement some basic usability principles, including the Nielsen Heuristics, in the Sagebrush interface redesign project [2, 3] . The SDC team's efforts resulted in measurable improvements to the overall usability of the Sagebrush operational interface, which Sandia assessed in a series of mixed-measure evaluation studies using objective task performance measures and subjective usability evaluations. As a result, the "usability emergency" for the sensor interface has relaxed, enabling our partnership to consider how we can better integrate the sensor into the high-intensity, multitasking workflows common to tactical environments.
Overview
The Sagebrush project is evolving from addressing basic usability problems in the operational interface, to forwardlooking development of sensor workflows for existing platforms and missions. This shifts the emphasis from interface usability, to the problem of usefulness of the sensor for near-real time data collection and decision-making. As we discuss below, usability and usefulness are related concepts, but they are not synonymous. Making systems like Sagebrush both usable and useful requires attention to the context of use: the operational mission, goals, resources and constraints, to ensure that the Sagebrush sensor facilitates whatever outcomes the operational users are expected to achieve.
In the following pages, we use the Sagebrush project to examine some of the issues that undermine not just the usability of a sensor interface, but the very usefulness of otherwise exquisite sensors in high-consequence national security workflows. In this paper, we argue that the biggest problem is a knowledge gap between the teams developing national security sensing systems; and the operational crews who are supposed to be using the sensors. For a wide range of reasons, most of them bureaucratic, the teams that develop sensor systems rarely engage the operational stakeholders in the development of systems intended for their use.
As we discuss below, the Sagebrush project is giving us an opportunity to experiment with a range of methods to bridge the knowledge gap between operational users and the SDC software developers. As before, our work is focused on the operational interface, but we are also examining questions about the integration of the sensor in the mission. First, we explain how we are using Endsley's situation awareness research methods [1, 4, 5] to understand how the Sagebrush system can be integrated into existing mission workflows, so that it generates timely and useful information for operational crews. Second, we suggest the rather unorthodox use of consumer measures to augment the human-systems integration frameworks like Endsley's. We are specifically interested in adapting techniques such as user experience benchmarking and the (albeit much-criticized) Net Promoter score [6] [7] [8] to help sensor program managers and system providers develop and maintain "situation awareness" about their users' experience with their systems: what do the operators really think of your sensor?
USABILITY, USEFULNESS, AND THE CUSTOMER
Consider purchasing an application for your cell phone or tablet device. If you are like most people, you probably look for applications that have high user ratings before you download anything. You might scan the comments for indications that other users have run into problems you would prefer to avoid, like hanging screens or annoying pop-ups. Perhaps you are looking for one key function: you want to pair your device with your new heart rate monitor or play music in a specific audio file format. You are looking for an application that will give you positive user experience, or UX, a concept that describes the overall quality of human interaction with a technological product [9] .
User experience is an expansive concept covering everything from aesthetic appeal to accessibility for disabled populations (for more information, we recommend www.usability.gov, the United States government's portal for all things related to user experience theory and method). In this paper, we are concerned with two key aspects of user experience. One of these is usability, which emphasizes qualities such as learnability, discoverability, and ease of use. The second concept is usefulness, which refers to the fit between a system's functions and what users are trying to achieve, and whether the system enables people to do things they care about. Although these concepts are related, they are not synonymous, nor does one necessarily imply the other. You have probably downloaded an application that was easy to figure out (usable), only to discover that it did provide the functions you were seeking (not useful). On the other hand, some technologies are useful but not particularly usable: consider a prototype target recognition system that very accurately identifies lightweight trucks in streaming video from a traffic camera. The functionality might be useful, but the tool might be unusable if a poorly-designed interface prevents analysts from figuring out how to import a video feed into the application.
Usability and usefulness are both somewhat in the eye of the beholder: a command line interface that makes perfect sense to a C++ developer will mystify someone who has no experience writing code, while a maritime analyst has little use for a system that identifies lightweight trucks at 97% accuracy. Designing a system for a usable and useful experience requires understanding what people need to be able to do with the system (useful), as well as their level of experience using similar technologies (usability). That is why so many consumer technology companies invest money in human-centered design research. For an application or device to be successful in a market segment, it must meet a minimal set of consumer expectations for both functional capability and ease of use -these being critical factors for a decent user experience -or risk market failure.
Customers vs. Users
Unfortunately, government technology and software acquisitions programs are infamously terrible at ensuring systems are both usable and useful. In fact, most of the sensor platform user interfaces we have evaluated are fairly described as user-hostile [10] : ambiguous icons, input modalities that break convention or induce error, systems that lack a thoughtful ontology to organize information elements into a coherent, predictable structure.
Usability problems in government-acquired software systems are nothing new. The government sector tends to rely on outdated waterfall engineering models that are not responsive to emerging knowledge about user needs, even as the rest of the technology world has embraced responsive, iterative development practices [11, 12] . A recent study by the New America Foundation revealed that many of the most established government contractors lack experience implementing responsive, human-centric design practices [13] . And at a fundamental level, the conceptual relationship between the "customer" and the "user" is deeply broken.
Consider that in the national security tech world, the customers are typically funding agency managers who will never have to use whatever it is they are responsible for acquiring. These programs express system requirements in terms of technology performance. Rarely do acquisitions contracts demand measurable evidence that the system is genuinely useful and usable for the mission needs of operational users [14] . This is unfortunate, since human-centric requirements -derived from properly elicited operational knowledge and implemented using iterative development practices -could enhance the value of national security sensor capabilities for strategic, operational and tactical intelligence.
Although these are large, systemic problems, work on on the Sagebrush team is giving us an opportunity to engage Sagebrush's operational users in the ongoing redesign of the sensor's interface, interactions, and workflows. We are applying a mix of qualitative and quantitative approaches to determine how Sagebrush sensor capabilities can be maximally usable and useful to crews. Specifically, we are using Endsley and Jones' Goal Directed Task Analysis to figure out the human information requirements the Sagebrush system can best meet [1] ; mixed-measure user experience benchmarking to track changes in user experience as the Sagebrush program matures [6] ; and quick-and-dirty survey techniques to assess whether operators are positively negatively, or neutrally inclined toward the system [7, 8] .
A USEFUL SAGEBRUSH
The primary goal of our work on Sagebrush is ensuring that the sensor is both usable and useful in the intended operational context. Making the sensor useful requires us to understand how Sagebrush's imaging capabilities can best support the operational workflow, while also minimizing the amount of effort needed to task the sensor during highthroughput workflows.
Situation Awareness Theory for Sensor Management
Human-systems integration and engineering researchers have established several excellent frameworks for designing and implementing operational systems that promote effective human performance in high-consequence work domains, ranging from aviation safety to electric grid management (see [10, [15] [16] [17] [18] [19] [20] ). In the defense sector, Mica Endsley's situation awareness (SA) theory is perhaps the most cited theory of human perception and cognition in real-time workflows [21] . SA draws on principles from ecological psychology to model how people perceive, integrate, forecast, and act as they are engaged in a goal-directed, dynamic, supervisory control/decision-making activity. A good example is navigating an ocean vessel through a crowded harbor or driving a tractor-trailer on a busy freeway. Safe, timely, and successful accomplishment of these goals requires the human operator to maintain situation awareness -to stay on top of what's happening -so s/he can ensure the system is operating within expected parameters while making progress toward a desired end-state.
At first glance, navigating a busy harbor or a narrow freeway ramp may not seem relevant for operating an airborne sensor like Sagebrush. However, SA is implied in sensor management workflows. A good sensor operator must maintain an accurate and up-to-date mental model of the sensor's position, operating state, and tasking; usually while evaluating incoming data to assess tasking status and feed quality; and while communicating findings to external stakeholders if requested. SA theory can help designers ask the right questions of a work environment, to design operational interfaces that provide the necessary and sufficient indicators for humans to manage a dynamic sensor workflow.
More subtly, situation awareness design thinking is useful for integrating sensor feeds into real-time workflows, precisely because SA emphasizes how humans use environmental cues to maintain an accurate mental model of unfolding events. Sensors are providers of those cues; they are one of the tools people use to get the information they need to figure out what is going on in an area of operations, so they can decide which actions will move the entire mission toward the desired end-state. When operating a military asset, crews rely on an array of sensors to ascertain the state-of-the-system vis-à-vis the state-of-the-world as they execute mission operations. A sensor is well-integrated when operators can use it to generate mission-relevant information on demand, with minimal effort or error, and receive returns in time to make the appropriate decision. Applying Endsley's approach to sensor integration planning can help sensor providers figure out how a system like Sagebrush should be integrated into a mission workflow, to ensure it can provide operational crews with information that enhances SA.
Goal Directed Task Analysis applied to the Sagebrush Sensor Workflow
To ensure that sensor operators can make effective use of Sagebrush in their mission workflows, we are implementing situation awareness design thinking via the Goal Directed Task Analysis (GDTA) methodology [1, 5] . Developed by Endsley and Jones for high-consequence operational workflows, GDTA begins by analyzing the mission, rather than the technology people will be using. The emphasis is on the mission since mission context determines what information the operator will need to make decisions about what's going on, execute and get feedback about a task, and achieve intended goals during the operational workflow. In turn, those contextual expectations influence how human operators will interact with a system as they are engaged in real-time mission execution.
A complete exposition of GDTA is beyond the scope of this paper. However, in a nutshell, the approach relies on qualitative data collection and analysis: reviewing mission documentation, interviewing experienced operators, and -if possible -observing training simulations or actual operations with crews. As the researcher is analyzing the intended mission, s/he must be looking out for cues about what situation awareness entails: the mission goals, subgoals, decisions, and information inputs that come together as people are executing a real-time workflow. Data analysis aims to identify the information resources operators rely upon to track mission progress; how they assess changes in the state of the external environment; what indicators are necessary and sufficient to keep track of system health and status; and indicators that can help a crew decide on the overall state of the mission. Along the way, the researcher is recording and updating findings in a hierarchical block diagram that clarifies the relationship between mission goals and the availability of key information elements operators need to maintain situation awareness and make effective, informed decisions as they are executing mission activities (for detailed guidance, we refer to the reader to Endsley and Jones' Designing for Situation Awareness: An Approach to User Centered Design [1] ).
In using GDTA to figure out how the Sagebrush system can be integrated to maximize its usefulness in operational missions, we are somewhat modifying the approach detailed by Endsley and Jones. In an ideal world, every acquisition would require a full SA-type design study early in the project, to ensure that human-centered requirements are identified and validated in time to inform engineering design decisions. In this case, the Sagebrush system is already deployed on established platforms that are actively performing a range of intelligence, surveillance, and reconnaissance missions. Until recently, the operational interface was so difficult to learn that few crews were bothering to apply the sensor. The SDC team has made so much progress on the interface that the problem has evolved: the challenge now is mapping sensor capabilities to mission activities, and determining how Sagebrush's functional capabilities should be presented in the revised operational interface. Our implementation of GDTA is mapping the conceptual relationships among a) Sagebrush sensor capabilities and b) mission-specific SA information requirements. Our team is also working with experienced operational crews to elicit what they perceive as the best information niche for Sagebrush capabilities. The GDTA analysis is informing discussions about human-system interaction requirements for sensor interface that enables crews to task Sagebrush to get the data they need during high-tempo operational workflows. In other words, the goal of the Sagebrush GDTA study is to apply Endsley and Jones' methods and representations to identify the SA requirements in selected mission contexts, but with the goal of evaluating whether the Sagebrush system is the right source for the information needed. If the capability exists in theory, we can work with the operational crews to determine how and if the Sagebrush sensor should be integrated to support that class of SA needs.
We are currently working the Sagebrush GDTA problem though mission documents, including platform specific training manuals and presentations; concepts of operation (CONOPS); tactics, techniques, and procedure manuals (TTPs); and mission products, such as intelligence findings, lessons learned presentations, and after-action reviews. In the past, we have found that investing up-front time in a mission "literature review" gets our team familiar with the mission space, so that we do not waste valuable crew time requesting information that we could have gotten from available documents. As we are reviewing these mission documents, we are tagging text elements with qualitative codes from the GDTA framework (mission description, goals, subgoals, information inputs, information resources, etc.), to create a preliminary GDTA representation of two common missions. These preliminary GDTA representations will inform the development of the field interview protocols, support focus groups, and guide observational data collection with fielded crews as we move into the next phase of the work.
To ensure the GDTA-derived design guidance is on the right track, it will be important to gather continuous feedback from knowledgeable representatives of the Sagebrush user community. The SDC team does have some practice getting feedback from its stakeholders: for example, the team regularly organizes evaluation events at which experienced operators perform a set of "dummy" tasks with an operational sensor interface, after which they report on their experience using the well-established System Usability Scale (SUS; see [22] ). In addition, Sandia practitioners have worked with the SDC team to implement an experimental before-and-after (A/B) evaluation study that compared two different implementations of a sensor interface, using a mix of both objective and subjective measures. However, the investment in GDTA techniques lays the foundation for more informative evaluation research beyond the basic usability issues described in previous papers. As we discuss below, our team is examining approaches used in the consumer sector, such as user experience benchmarking and quick-and-dirty indicators of operational user opinions, such as Net Promoter surveys, to gauge Sagebrush's progress toward improved usefulness and usability.
SENSOR UX BENCHMARKING
Methods like GDTA provide traceable guidance to help sensor engineering teams meet operational user needs. A second important source of information comes from user experience testing. User-centered evaluation helps engineering teams assess how well their system meets the elicited needs of operational users. In many commercial software development projects, user-oriented design and evaluation occur as part and parcel of the implementation process. This is particularly true in agile approaches, which rely on cycles of implementation, testing, and feedback to ensure that the engineering process will ultimately deliver the right capability in a usable package.
Regular, systematic user-oriented testing is less common in the sensor engineering world. When teams have access to representatives of the user community, they often rely on ad-hoc "see what the users think" demonstrations, where experienced users provide feedback about what they like and dislike in a new interface. Meetings like this are not a bad idea. If nothing else, they give users insight into where the software is going while developers get a rough sense of users' first impressions. However, there is no substitute for longitudinal tracking of changes in the overall usability and usefulness of a system.
User Experience Benchmarking
User experience practitioners describe two types of UX evaluation: formative evaluation occurs during the development process to ensure the as-implemented version is meeting design intent. Summative evaluation is a kind of final exam to make sure a product is ready for market release (the theory of formative/summative assessment emerged from educational theory in the 1960s and 1970s and is now a pan-disciplinary concept; see [23] ).
In practice, there is no reason why summative testing cannot feed into future design cycles; after all, most software is in a state of perpetual upgrading, porting, and re-architecting. For that reason, our Sandia team tends to treat all user experience testing as an opportunity to identify design improvements for future development cycles. However, neither formative nor summative testing will help designers improve the user experience, if the UX testing framework is not generating comparable measures of user experience as the system evolves.
This is where UX benchmarking comes in. As the term implies, benchmarking involves setting a performance baseline, along with a set of valid, repeatable measures that enable teams to meaningfully track changes in the user experience across successive versions of a software application. Benchmarking is an established practice in computer science and engineering, enabling comparative evaluation of hardware performance across vendors and platforms. Over the past decade, the concept has migrated into the UX literature. This is because consumers are increasingly relying on the Internet for information on products, services, and to engage in commercial transactions. Major companies use benchmarking methods to ensure that changes in their public-facing websites meet consumer expectations.
In the consumer sector, usability researcher Jeff Sauro is a recognized proponent of UX benchmarking to track the impact of changes in application usability and functionality for the user experience. Sauro's benchmarking approach calls for a mix of objective task-based measures to assess how well the application enables consumers to perform key tasks; as well as subjective evaluation of the user's experience performing those tasks through the SUS and its variations [6, 22] . In the consumer sector, identifying a manageable set of key tasks can be challenging, since a single public-facing website might afford access to dozens, even hundreds of possible user interactions, from searching for information to opening an account. Depending on the desired market segment, recruiting a representative sample of potential or actual users can be tricky, too.
In this regard, doing user-centered in national security sensing has some advantages. Sagebrush is not a consumer application, but a highly specialized remote sensing technology with a relatively bounded user community. UX benchmarking is more feasible in Sagebrush than in the consumer sector. Moreover, UX benchmark testing is facilitated through methods like GDTA inquiry: as we are working with the Sagebrush operators, testable tasks are emerging from successive iterations of the GDTA hierarchy. Moreover, observation sessions with operational users are generating a candidate Sagebrush sensing workflow that spans several common mission scenarios and use cases.
The Sagebrush project also has the advantage of a bounded user constituency, because the system is flown by trained operators at a limited number of sites. Recruitment of operational users for GDTA observation, interviews, and future benchmarking sessions is facilitated through Sagebrush program managers and site leadership. Perhaps more importantly, we are working with experienced crews who understand the technical nuances of sensor systems. Our counterparts in the operational community understand the niche that Sagebrush occupies and envision a future in which Sagebrush contributes to mission success. Their committed advocacy very much facilitates the user-centered design and evaluation approach we are implementing.
WHAT DO THEY SAY ABOUT THE SENSOR?
Sagebrush is potentially a valuable operational tool, but it is not as widely used as its proponents believe it should bewhich is precisely why our team is investing substantial time and analysis effort to redesign the system toward hopefully measurable improvements. We expect that Goal Directed Task Analysis, coupled with regular collection of user experience data through a defensible benchmarking process, will help Sandia researchers and the SDC team develop a richly informed, practical, traceable understanding of the operational user experience. However, while GDTA and benchmarking can provide rich insight into the user experience among the operators we engage, we may not be missing indicators of the how the larger population of Sagebrush stakeholders is disposed to the sensor. When our Sandia/SDC team is out of earshot, how do operations talk amongst themselves about their experience with this sensor?
Researchers who study technology adoption are quick to emphasize that the intrinsic properties of a technology do not determine its success in the marketplace. As scholar Everett Rogers pointed out, people exchange information about their experience with a new product or service, and these narratives are one of several factors that influence how and if an innovation achieves any degree of market saturation. Marketing researchers have long relied on surveys to evaluate the disposition of consumer decision-makers toward a brand, company, product, or service [14] .
Propensity to Recommend: The Net Promoter Score
Do survey measures have a role in evaluating sensor user experience? In examining the literature on user experience testing methods, we noticed that Sauro includes Net Promoter Scores (NPS) in his UX benchmarking measures. This was surprising, since the NPS is a controversial topic in the management literature, so we decided to do a bit of research on the metric. We were intrigued enough to consider implementing some version of the NPS in our work with the Sagebrush user community, as we discuss below.
The NPS was articulated in 2003, when strategy consultant Fred Reichheld suggested augmenting -if not completely replacing -labor-intensive market surveys with a single indicator of user satisfaction: "How likely is it that you would recommend a product to a friend or colleague?" Reichheld justified the idea by arguing that recommending a product to a colleague, relative, or friend entails a degree of reputational risk. Therefore, willingness to recommend is a rough-butmeaningful indicator of consumer satisfaction [7] . He implemented the construct using a unipolar 10-point response scale, and provided a simple algorithm to convert responses to a ratio of (positively oriented) promoters to (negatively disposed) detractors.
Although the NPS is widely used in the private sector, Reichheld's NPS is controversial. Peer reviewed studies have not validated Reichheld's claim that NPS scores are predictive of customer loyalty or brand growth. Moreover, Reichheld's 10-point unipolar scale is subject to ambiguous response interpretations [8, 24] . Moreover, different proportions of detractors vs. promoters can generate the same summary score, which undermines valid comparison of scores over time and across products.
On the other hand, as several NPS critics point out, single questions like the NPS have their place in user experience research. For example, a properly implemented question about propensity-to-recommend could be useful as a quickand-dirty, high-level gauge of consumer orientation -assuming the technique is used as a starting point and not a final measure.
Would You Recommend this Sensor?
All too often, we have listened as sensor program managers and engineering leads relate anecdotal stories from field visits to make points about whether a given system is meeting the mission requirements of operational users. We would prefer to replace anecdote with something more systematic, particularly if we can develop a quick-and-dirty, easily implemented approach for capturing the valence of user opinion toward a system. A sensor-specific user opinion question could provide decision-makers with a more empirical starting point for discussions about how operators perceive the tools we provide them.
Reichheld's propensity-to-recommend construct is intriguing precisely because it is based on a model of interpersonal knowledge sharing and reputational risk. At face value, this model describes the interactions we have observed during fieldwork in military and intelligence sensor ground stations. Interpersonal exchanges among crew members are an important vector for transmitting "lessons learned" about how and when to use available platform assets to meet mission demands. A simple survey that taps into these knowledge networks could provide a quick way of detecting systemic issues with sensor usability or usefulness, or variations in user experience across different deployment sites or mission assignments.
The national security community does not lack sensors: as Lt. General David Deptula lamented nearly a decade ago, defense and intelligence agencies are swimming in sensors and drowning in data [25] . What we do lack is insight into what makes a sensor genuinely useful and usable in a specific mission context. We need to cultivate a robust appreciation for the experience of the operational users who manage to make our sensors work, despite a widespread failure to incorporate even basic approaches to human-centric design in our systems. Perhaps the overall return on our national sensor investments would be higher if we emphasized the quality of sensor design and implementationmeasured in sensor usefulness, usability, and the collective experience of the operational user -rather than sensor quantity.
