In this paper we consider the existence of nontrivial solutions for an elliptic system, where the nonlinear term is superlinear in one equation and sublinear in the other equation. By constructing two cones K 1 , K 2 ⊂ C(Ω) and computing the fixed point index in K 1 , K 2 and K 1 × K 2 , we obtain that the elliptic system has three nontrivial solutions (u, 0), (0, v) and (u * , v * ). It is remarkable that the third nontrivial solution (u * , v * ) is established on the Cartesian product of two cones, in which the feature of two equations can be exploited better.
Introduction
In this paper, we consider the existence of nontrivial solutions for the following elliptic system:
− u = f 1 (x, u) + h 1 (u, v) , in Ω, It is clear that f 1 (respectively f 2 ) is superlinear (respectively sublinear) and that h 1 (respectively h 2 ) is superlinear (respectively sublinear) perturbation of f 1 (respectively f 2 ). In addition, in order to obtain the existence of a uniform a priori bound for all solutions to the first equation in system (S), we impose the restriction (see condition (H 1 )) on growth exponent α of f 1 ; condition (H 3 ) is natural for obtaining nontrivial solutions (u, 0) and (0, v).
In recent years, many authors have studied existence of nontrivial solutions for elliptic systems, see [4] [5] [6] [7] [8] and references therein. The usual method used is the application of the fixed point index theory on a single cone in product space (C(Ω) × C(Ω) = X) and the minimax theorem which is obtained by the linking on product space (
More recently, in [9] , P. Zhao, W. Zhou and C. Zhong pointed out that linking in H 1 0 (Ω) can produce linking in Y (see [9, Theorems 2.2 and 2.5]) and then proved that there exists λ * > 0 such that for all λ ∈ (0, λ * ) the following system:
on ∂Ω, has at least three nontrivial solutions (see [9, Theorem 4.1] ).
However, the method in [9] is not applicable to our problem, since nonlinearities h 1 and h 2 in system (S) do not satisfy variational conditions. For example, the following elliptic system:
has not any variational structures, where Ω ⊂ R 3 is a smooth bounded domain, λ 1 is the first eigenvalue of the Laplacian subject to Dirichlet data. Hence, we want to use the fixed point index theory on cones. In general, we can directly compute the fixed point index on a single cone {(u, v) | u, v 0} in the space X = C(Ω) × C(Ω) when the nonlinear terms in two equations have similar features, see [5, 8] . For instance, the authors in [8] assume that the nonlinear terms in two equations are both superlinear or both sublinear, which means that the solution operators corresponding to the two equations have the same properties. Hence, they can obtain a composition operator on product space X and it is easy to compute the fixed point index of the composition operator on the single cone in X. However, it is very difficult to deal with our problem directly on a single cone in product space, since the nonlinear term is superlinear in one equation and sublinear in the other equation, which implies that the solution operators corresponding to the two equations have different properties. As a result, it is very difficult to compute the fixed point index of the composition operator on the single cone in X. In order to overcome the difficulty, we need to consider our problem on the Cartesian product of two cones in the space C(Ω), thus we can better exploit the feature of two equations. Motivated by some ideas in [9, 10] , we choose a cone K 1 × K 2 which is the Cartesian product of two cones in space C(Ω). By computing the fixed point index in K 1 , K 2 and K 1 × K 2 , we obtain the existence of three nontrivial solutions (u, 0), (0, v) and (u * , v * ) for system (S).
The main result of this paper is 
Remark 1.2. For system (S *
it is easy to verify that all conditions in Theorem 1.1 are satisfied, so it has three nonnegative solutions, one of which is a positive solution.
Preliminaries
First, we recall some concepts about the fixed point index (see [12, 13] ), which will be used in the proof of our theorem. Let X be a Banach space and let P ⊂ X be a closed convex cone in X. Assume that W is a bounded open subset of X with boundary ∂W , and let A : P ∩ W → P be a completely continuous operator. If Au = u for u ∈ P ∩ ∂W , then the fixed point index i(A, P ∩ W, P ) is defined. One important fact is that if i(A, P ∩ W, P ) = 0, then A has a fixed point in P ∩ W .
The following lemmas are needed in our proofs.
Lemma 2.1. [1, 11] Let E be a Banach space and K ⊂ E be a closed convex cone in E, denote K r = {u ∈ K | u < r} and ∂K r = {u ∈ K | u = r}, where r > 0. Let T : K r → K be a compact mapping and 0 < ρ r.
Lemma 2.2. [10] Let E be a Banach space and let
where
Next, we establish the functional analytic framework for the proof of Theorem 1.1 in order to use the results on fixed point index stated above.
For convenience, we introduce some notations as follows:
Let us call S : C(Ω) → C(Ω) the solution operator of the linear problem, where ψ ∈ C(Ω).
It is well known that S takes C(Ω) into C 1,α (Ω) and then S is a linear compact mapping in the space C(Ω).
It is clear that mappings
A v (λ, ·), B u (λ, ·) and T λ (·,·) are compact.
Proof of Theorem 1.1
Before proving Theorem 1.1, let us state our main technique of the proof. First, by considering the existence of positive solutions for single equations − u = f 1 (x, u) and − v = f 2 (x, v) with Dirichlet boundary conditions and then combining with condition (H 3 ) about coupled terms h 1 and h 2 , we can obtain two nontrivial solutions for system (S), see the following Steps 1 and 2. Next, in order to establish the third nontrivial solution, we consider the parameterized system
where parameter λ ∈ [0, 1]. For that purpose, we only need to consider the existence of fixed point of compact mapping T λ corresponding to system (S λ ). Applying the homotopy invariance and product formula (see Lemma 2.2) of the fixed point index and combining with some fixed point index results (see expressions (2), (4), (6) and (8)) in Steps 1 and 2, we can easily compute the fixed point index of compact mapping T 1 corresponding to system (S 1 ), i.e., system (S), and establish the third nontrivial solution.
Proof of Theorem 1.1. Based on the preceding preliminaries, we can separate our proof into three steps.
Step 1. Consider the existence of the fixed point of
In view of assumption (H 1 ), for any given ε ∈ (0, λ 1 ), there exists r 0 > 0 such that
We claim that A v (0, u) = tu for all t 1 and all u ∈ ∂K r . In fact, if there exist t 0 1 and u 0 ∈ ∂K r such that A v (0, u 0 ) = t 0 u 0 , then u 0 satisfies the following equation:
. Multiplying both sides of the equation above by a positive eigenfunction ϕ 1 associated to the first eigenvalue λ 1 of (− , H 1 0 (Ω)) and integrating on Ω, we get that
Combining with (1), we have
which is a contradiction! Hence, applying conclusion (i) of Lemma 2.1 we obtain that
By virtue of assumption (H 1 ), for any given ε > 0, there exists a positive constant C such that
Next, we show that there exists R 0 > r 0 such that
For that matter, we need to construct the homotopy H : K R × [0, ∞) → K as follows:
H (u, t) = S f 1 (x, u + t) .
Now we verify all the conditions of (ii) in Lemma 2.1 which yields (4). First, it is obvious that condition (a) of Lemma 2.1 holds. Second, we prove that there exists t 0 > 0 such that the equation H (u, t) = u does not have solution for t t 0 , which implies condition (c) of Lemma 2.1.
Let u be a solution for the following equation:
In combination with (3), we have
Multiplying both sides of the inequality above by ϕ 1 and integrating on Ω, we obtain that
From the inequality above, it is easy to see that t C/(λ 1 + ε). As a result, choosing t 0 = C/(λ 1 + ε) + 1 we can get the desired conclusion. Finally, we only need to verify condition (b) of Lemma 2.1. In fact, by the growth condition lim u→+∞ f 1 (x, u)/u α = p(x) about f 1 in assumption (H 1 ), we know that for all t ∈ [0, t 0 ], the solutions for equation H (u, t) = u have a uniform a priori bound R * 0 (based on "blow up" a priori estimates in [2] ). Hence, for all R R 0 max{r 0 , R * 0 } + 1, we have H (u, t) = u for all u ∈ ∂K R .
Noticing (2) and (4) 
Now we show that
In fact, we only need to make the homotopy H * : K r × [0, ∞) → K as follows:
and then prove that H * satisfy all the conditions of (ii) in Lemma 2. 
Noticing (5), we have
Multiplying both sides of the above inequality by ϕ 1 and integrating on Ω, we know that
which implies a contradiction λ 1 λ 1 + ε! As a result, conditions (b) and (c) of Lemma 2.1 also hold.
By assumption (H 2 ) and continuity of f 2 , for any given ε ∈ (0, λ 1 ), there exists a positive constant C such that
For that purpose, suppose that there exist t 1 and v ∈ ∂K R such that B u (0, v) = tv, that is,
In what follows, we prove that there exists a positive constant C (independent of t) such that v ∞ C for all solutions v of (9). Now we choose a smooth bounded domain Ω * ⊃ Ω such that the first eigenvalue λ * 1 of (− , H 1 0 (Ω * )) satisfies λ 1 −ε < λ * 1 λ 1 (see [3] more details). Denote by ϕ * 1 the corresponding normalized eigenfunction. Since
it follows from (7) and (9) that
By virtue of the inequality above, we conclude that Ω vϕ * 1 is bounded, furthermore, Ω v is also bounded.
On the other hand, it follows from (7) and (9) that
Noticing that Ω v is bounded, we obtain that
Furthermore, by (7) and Sobolev embedding theorem, we know that
By L p -theory about elliptic equations, we get that v ∈ W 2,2 * (Ω) and
Now we show that there is a positive constant C (independent of t) such that v ∞ C according to the following three cases.
Combining with (10), (11) and Sobolev embedding theorem, we obtain that
Case II. n = 2 · 2 * . By Sobolev embedding theorem we get that
From L p -theory, we know that v ∈ W 2,p (Ω) and
Noticing (11), (12) 
On the other hand,
Hence,
From Sobolev embedding theorem we know that
In view of L p -theory, we have
If 2p 1 n, it follows from Cases I and II that v ∞ C.
, it is not difficult to prove that there exists some k ( 2) such that 2p k n, consequently, by the preceding case v ∞ C is also valid.
From the cases above, we know that all solutions of (9) have a uniform bound C. Choosing R 0 = max{r 0 , C} + 1, we have that B u (0, v) = tv for all t 1 and v ∈ ∂B R , where R R 0 . As a result, applying conclusion (i) of Lemma 2.1 we conclude that (8) is valid.
Noticing (6) and (8) Step 3. Show that T 1 (·,·) has at least one fixed point in K × K. In order to seek the fixed point of T 1 in K × K, we need to prove that (13) where r 1 ∈ (0, r 0 ], R 1 ∈ [R 0 , ∞), r 2 ∈ (0, r 0 ] and R 2 ∈ [R 0 , ∞) will be determined later.
By virtue of Lemma 2.2 and the homotopy invariance of fixed point index, we only need to verify that
First, from assumptions (H 1 ) and (H 4 ), there are ε ∈ (0, λ 1 /2) and r 1 ∈ (0, r 0 ] such that
We claim that
In fact, if there exist λ 0 ∈ [0, 1] and
satisfies the following equation:
Combining (15) with (16) and (18), we have
Multiplying both sides of the inequality above by ϕ 1 and integrating on Ω, we get that
which yields a contradiction λ 1 λ 1 − ε! Second, we consider the equation A v (λ, u) = u, that is, . By the growth of f 1 in assumption (H 1 ), applying "blow up" arguments in [2] we obtain that all the solutions for (19) have a uniform a priori bound C independent of λ and v. Hence, choosing R 1 max{R 0 , C + 1}, we have
Third, by assumption (H 2 ) we know that there exist ε > 0 and η > 0 such that
Choosing r 2 ∈ (0, min{r 0 , η}], by the proof similar to (17), we obtain that
Finally, in view of assumption (H 2 ), there exist ε > 0 and M > 0 such that
in addition, by the continuity of h 2 (u, v) we get that there exists a positive constant C such that
Combining (23) 
Combining (17) and (20) with (22) and (27), it is easy to see that (14) is valid. As a result, by the homotopy invariance of fixed point index we have i T λ , (K R 1 \K r 1 ) × (K R 2 \K r 2 ), K × K = Const., especially, (13) is true.
Applying product formula (see Lemma 2.2) of the fixed point index, we have
Combining the additivity of the fixed point index with (2) and (4), it is easy to see that
Similarly, noticing (6) and (8) 
