TThe paper introduces the concepts of covariance differences of a sequence and establishes its relationship with the covariance function. One of the main results of this paper is the criteria of linear representability of sequences in Hilbert spaces.
INTRODUCTION
In the analysis of stationary random processes and sequences it was observed that there exists a close relationship with the spectral theory of self-adjoint or unitary operators in Hilbert spaces. In the works of Kolmogorov, the theory of stationary random sequences was constructed with the aid of unit parametric group of unitary operators.
In the last years, in the works of Nagia and Foyash [6] , Brodskii [7] ,Livshit [3] and others they developed the theory of nonunitary operators in Hilbert spaces whereby the analogy of spectral theory of nonunitary operators was the triangular and universal models of nonunitary operators. For this reason there arose the problem of studying nonstationary random sequences embedded in Hilbert spaces with the aid of universal models, such that triangular models allows the construction of some elementary nonstationary sequences and with the aid of universal models pick from them more general classes of nonstationary sequences. The paper is devoted to analysing sequences in Hilbert spaces that can be represented in the form ( ) 0 n x n T x = , where T is a linear bounded operator. In the terminologies of covariance function we give proof of the necessary and sufficient condition for a possibility of such a representation. The main methods of research are the Kelley's transformations of nonunitary operators that allow the construction of universal models of contraction operators on the basis of universal models of dissipative operators [3, 7, 8] .
EMBEDDING NONSTATIONARY SEQUENCES IN HILBERT SPACE
Let Ω be a set of elementary events. If the random function ( ) ( , ) x n x n ω = depends not only on ( ) ω ∈ Ω , but also on n=0,1,2… then it is called a random sequence.
Let ( ) x n , n=0,1,2… Be a random sequence of zero mathematical expectation and a finite second moment:
We denote ! H to be the linear span of all ( ) x n when n takes finite natural numbers in ! H
We introduce the scalar product of the elements: ( ) x n satisfying the above property can be considered as H , for which the covariance function is given by the scalar product in X H [1, 2, 3, 4] .
The random sequence ( )
x n is called stationary if its covariance function depends only on the difference of its arguments.
Contrary to which the sequence ( ) x n is called nonstationary.
In view of the equality ( ) ( ) , , k n m k m n = , in future we assume that n m ≥ .
Definition 1.2
The covariance difference of the sequence ( ) x n is a function of two natural arguments:
It is clearly seen that the case when the sequence ( ) x n is stationary then ( ) , 0 w n m = and therefore covariance difference can serve as a measure of deviation of the sequence from its stationariness.
LEMMA 1.1

Let ( )
x n and ( ) y n be two random sequences such that: ( ) ( ) 0
x n z n f = 
LEMMA 1.2
If the sequences ( ) x n and ( ) y n have the covariance functions coinciding and one of them is linearly representable, then the other is also linearly representable in Hilbert space.
PROOF
Let ( ) x n and ( ) y n be two random sequences such that:
, , 
Assume that there exists a linearly representable sequence ( ) 
On the other hand 
SUFFIENT CONDITION
Let E be a Euclidean space, such that dim E=r (the case when r = ∞ , E is considered to be separable). Let k e for k=0,1,2,..be an abstract elements.Consider the linear space
In ! H we define the bilinear form in the following way:
orthonormal bases in E. We show that thus defined bilinear form has all the properties of a scalar product. The sequence x(n) is called quasistationary, if the rank of the quadratic form (1.5) is bounded and the maximum rank ρ is called the rank of nonstationariness. Its obvious that, if the sequence x(n) is stationary, then 0 ρ = and therefore the rank of nonstationariness characterizes the degree of deviation of the sequence from its stationariness.
Let there be given a linearly representable sequence
It is clear that
. , In particular, the sequence k(n,n) is nonincreasing in n. From here it follows that there exists the limit:
( ) 2 lim , n k n n σ ∞ →∞ = Two cases are possible here:
In the first case, we say that the sequence x(n) is asymptotically diminishing while in the second case, we say that the sequence is asymptotically nondiminishing.
LEMMA 1.3
For dissipative sequences, there always exist the limit: If we change in (1.8) n with n+p and m with m+p, we obtain that every summand in (1.8) has a limit and consequently there exist the limit: , it is possible without loss of generality to consider that r=1. If therefore T is a contraction operator in H such that the point 1 is a regular point for it, then consider the operator
The operator A thus defined is called Kelley's transformation of the operator T. From an obvious relationship
follows that the operator A is a dissipative bounded operator of Hermitian rank equal to rank of nonunitary operator T. The operator T is defined through the operator A with the aid of the formulas:
In future we consider only quasiunitary contraction operators for which
We state without proof some necessary information for future purposes regarding Kelley's transformations. T .
The proof of this theorem follows from (1.11)
The importance of the last theorem is that it helps to construct the universal models of quasiunitary contraction operators with the aid of universal models of dissipative operators [3, 7, 8] .
Definition 1.5
The dissipative operator A is called complete, if the linear closed span of all its invariants subspaces, corresponding to nonreal eigen values of the spectrum (points of the spectrum lying inside a unit circle) coincides with H. belongs to the spectrum of the operator A and consequently in view of the theorem 5.2 [9] , z is a nonreal eigen value of the operator A of finite multiplicity.
The theorem 1.9 was derived in the works [9] for a more wider class of operators, that allows a representation of the form: T=U+B Where U is a unitary operator and B is a completely continuous operator with a view that the operator T has one regular point inside the unit circle. Let now be given a random linearly representable sequence ( ) 
