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Jahan Zahid
1 Introduction
Consider a system of forms
F(x) = (F1(x), . . . , Fr(x))
of degrees d1, . . . , dr respectively in the variables x = (x1, . . . , xn) over a p-adic
field K. It had been conjectured by Artin [1, Preface] that F necessarily has a
non-trivial zero in K provided n >
∑
d2i . It should be noted that there exist
systems with n =
∑
d2i which have only the trivial p-adic zero, so this is the
best we can hope for.
Artin’s conjecture has been verified in only a handful of cases. For example
it is a classical result due to Hasse [8] that every quadratic form with n > 4
variables has a non-trivial p-adic zero. The case of cubic forms was settled
independently by Dem’yanov [6], Lewis [10] and Springer [14]. Dem’yanov [7]
and later Birch, Lewis & Murphy [3] proved the conjecture for a system of two
quadratic forms. The purpose of this paper is to prove the next case of the
conjecture for two forms, provided we have a large enough residue class field.
More precisely we shall prove
Theorem 1. Any system of a cubic and quadratic form in at least 14 variables
defined over K, has a non-trivial zero in K provided the cardinality of the residue
class field exceeds 293.
It should be noted that Artin’s conjecture was shown to be false in general
by Terjanian [15], who found a counterexample of a quartic form in 18 variables
with no zero in Q2. If however |K : Qp| = e and d = (d1, . . . , dr), then by a
remarkable theorem of Ax & Kochen [2], there exists an integer p(d, e) such that
any system F with n >
∑
d2i has a non-trivial zero provided the characteristic
of the residue class field exceeds p(d, e).
We remark that Theorem 1 is stronger than anything we can deduce from
the Ax–Kochen theorem for a number of reasons. Firstly we have an explicit
bound on the cardinality of the residue class field for which Artin’s conjecture is
true. Secondly we have a condition depending on the cardinality of the residue
class field, rather than the characteristic. Consequently we are now able to say
that Artin’s conjecture holds for a cubic and quadratic form over any unramified
extension of Qp of degree at least 9. Where it was not possible to make this
deduction before.
As an outline to prove Theorem 1 we shall generalise a p-adic minimization
procedure due to Schmidt [13] to hold for systems of forms of arbitrary degrees.
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We shall then derive some Geometric information of the system over the residue
class field, for those systems which terminate in the minimization process. This
will allow us to find a non-singular zero in the residue class field to which we
can apply Hensel’s Lemma.
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2 Some preliminaries
Let OK denote the ring of integers of K, and denote the residue class field by
Fq. Let π denote a uniformizer for OK . If α ∈ K −{0}, we may write α = πsu,
where u is a unit in OK . We define the π-adic order v(·) by setting v(α) = s.
We also define the π-adic valuation | · | by setting |α| = p−s, where p denotes
the characteristic of the residue class field Fq. Recall that
F1(x), . . . , Fr(x) ∈ K[x]
denotes an arbitrary system of forms of degrees d1, . . . , dr in the variables
x = (x1, . . . , xn) over K. We shall assume that d1 ≥ . . . ≥ dr unless we state
otherwise and for brevity write the above system of forms as F. We are inter-
ested in determining the existence of a point x ∈ Kn−{0} such that F(x) = 0.
Clearly we may assume that the coefficients of the forms F and the variables x
are in OK , since this does not affect existence of a zero.
By a slight abuse of notation we write GL(n,OK) to denote the set of (n×n)-
matrices over OK with non-zero (rather than unitary) determinant. So let
τ ∈ GL(n,OK) and write Fτ to denote F(τx) = (F1(τx), . . . , Fr(τx))t . We
also write T = (tij) to denote the (r × r) upper triangular matrix with entries
tij(x) = π
−ciGij(x), (1)
where ci ≥ 0 and Gij ∈ OK [x] to denote an arbitrary form of degree
degFi − degFj ≥ 0,
for 1 ≤ i < j ≤ r and define the diagonal terms Gii := 1.
Let Ω = (ω1, . . . , ωr) where ωi > 0 for each i. Then we write
F≻
Ω
F′,
if F and F′ are both defined over OK and
F′ = TFτ
with ∑
ciωi − s > 0 (2)
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where s = v(det τ) and the ci are as in (1). If F
′ = TFτ , it is clear that if F
′
has a zero if and only if F has a zero.
We say that F is Ω-bottomless if there is an infinite chain
F≻
Ω
F(1)≻
Ω
F(2)≻
Ω
· · ·
otherwise, F will be called Ω-bottomed. We also say that F is Ω-reduced if
there does not exist any F′ such that
F≻
Ω
F′.
We say that two systems F and F′ are equivalent, if both systems are defined
over OK and
F′ = TFτ
where ci = 0 for all 1 ≤ i ≤ r and v(det τ) = 0 in T and τ as in (1). The order
o(F), of a system F is the least positive integer m such that F is equivalent to
a system that contains m variables explicitly. We also define the h-invariant for
a system F, denoted h(F) as the least integer h such that we can write
Fi(x) = x1Hi1(x) + . . .+ xhHih(x) (mod π), (3)
for all 1 ≤ i ≤ r and all systems equivalent to F. Note that since the Fi are
defined over OK , considering them modulo π is well defined.
Given any set S = {e1, . . . , es} of positive integers we define vS as the least
integer v such that every system consisting of s forms of degrees e1, . . . , es have
a non-trivial zero provided the number of variables in the system is at least vS .
If φ denotes the empty set we define vφ := 1. We remark here that it is due to
a classical theorem of Brauer [4], the number vS is always finite.
Although the next theorem is likely to have further applications, it will for
the purpose of this paper play a crucial part in the minimisation procedure for
a system of a cubic and quadratic form.
Theorem 2. Let S ⊂ {d1, . . . , dr} denote any subset of cardinality r − 1 with
indexing set I such that vS is maximal. Let j 6∈ I then provided
n ≥ vS + d2j (4)
there exists some Ω = (ω1, . . . , ωr) such that ωi > di for each 1 ≤ i ≤ r and
such that every Ω-bottomless system F defined over OK has a non-trivial p-adic
zero.
3 Proof of Theorem 2
Since the field K has characteristic 0, given any form F of degree d there is
a unique form MF (x1, . . . ,xd) which is linear in each vector xj and which is
symmetric in x1, . . . ,xd, such that
F (x) = MF (x, . . . ,x).
Let e1 = (1, 0, . . . , 0), e2, . . . , en be unit vectors. We say that F = (F1, . . . , Fr)
is Ω-special if there are non-negative integers a1, . . . , an and b1, . . . , br with
a1 + · · ·+ an < ω1b1 + · · ·+ ωrbr (5)
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such that
MFi(ej1 , . . . , ejdi ) = 0 (6)
for each 1 ≤ i ≤ r and di-tuple (j1, . . . , jdi) for which,
aj1 + · · ·+ ajdi < bi. (7)
Note the following important correspondence between Ω-bottomless systems
and Ω-special systems.
Theorem 3. Every Ω-bottomless system is equivalent to a Ω-special system.
We prove this in due course. Now we make use of this to prove Theorem 2.
Proof of Theorem . By Theorem 3 we may suppose that F is Ω-special. For
ease of notation we may assume that
a1 ≤ . . . ≤ an and b1
d1
≤ . . . ≤ br
dr
, (8)
dropping any previous ordering we had on d1, . . . , dr. If there is a subset S ⊂
{d1, . . . , dr} with indexing set I such that
diavS < bi for all i 6∈ I
then F has a non-trivial zero. For if such a subset S exists then by (7) one has
MFi(ej1 , . . . , ejdi ) = 0 for all i 6∈ I
and every 1 ≤ j1, . . . , jdi ≤ vS . Therefore the system (Fi)i6∈I vanishes on the
vS-dimensional subspace spanned by {e1, . . . , evS} and on this subspace we can
find a zero of (Fi)i∈I and therefore a zero of F. Consequently we may assume
that for each S ⊂ {d1, . . . , dr} there exists some i, which by the ordering (8) we
may assume to be min{1 ≤ i ≤ d : i 6∈ I} such that
diavS ≥ bi.
We define S0 := φ and Si := {d1, . . . , di} for 1 ≤ i ≤ r − 1 and for ease of
notation write wi = vSi−1 for 1 ≤ i ≤ r. Then it follows that
diawi ≥ bi (9)
for every 1 ≤ i ≤ r. Note that by assumption (4) we have that
n ≥ wr + d2r ≥ d21 + · · ·+ d2r + 1.
Moreover for each 0 ≤ i ≤ r − 1 we claim that
wi+1 − wi ≥ d2i . (10)
For if we let T = (F1, . . . , Fi−1) denote a system with wi−1 variables with only
the trivial zero and Fi denote a form in d
2
i variables with only the trivial zero
with its variables distinct from the variables in T then it is clear that the system
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T ∪ (Fi) has only the trivial zero. Therefore it follows that wi+1 ≥ wi + d2i as
claimed. By (8), (9) and (10) it follows that
a1 + · · ·+ an ≥ d21aw1 + d22aw2 + · · ·+ d2rawr + an
≥
(
d21 +
1
r
)
aw1 +
(
d22 +
1
r
)
aw2 + · · ·+
(
d2r +
1
r
)
awr
≥ (d1 + ǫ)b1 + (d2 + ǫ)b2 + · · ·+ (dr + ǫ)br
taking ǫ = (rdmax)
−1, where dmax := max{d1, . . . , dr}. Hence if we let ωi =
di+ǫ for 1 ≤ i ≤ r, it follows that every Ω-special system must have a non-trivial
zero completing the proof of the theorem.
We shall now proceed by proving Theorem 3, generalising where appropriate
the method of Schmidt [13]. Given two systems F and F′ defined over OK , we
write
F
k≻
Ω
F′ (11)
if k ≥ 1 and
F≻
Ω
F′
with the condition (2) strengthened to
∑
ciωi − (s+ k) ≥ 0.
The system F shall be called Ω-high if for every k there is a F′ such that (11)
holds. Note the following lemma.
Lemma 1. Suppose F is a Ω-bottomless system, then it is Ω-high.
Proof. Fix a k ≥ 1, then if F is Ω-bottomless there exists an infinite chain
F = F(1)≻
Ω
F(2)≻
Ω
. . .≻
Ω
F(k)≻
Ω
· · · .
For each m ≥ 1 we may write
F(m+1) = TmF
(m)
τm
where τm ∈ GL(n,OK) with v(det τm) = sm and Tm = (tij,m) is an (r × r)
upper triangular matrix with entries
tij,m(x) = π
−ci,mGij,m(x),
for 1 ≤ i ≤ j ≤ r where ci,m ≥ 0 and Gij,m ∈ OK [x] is a form of degree1
degFi − degFj ≥ 0
with Gii = 1. Let Q be any positive integer such that ωi ≥ 1Q for every i, then
by condition (2) we have that
∑
i
ci,mωi − (sm + 1Q ) ≥ 0
1we assume once again that d1 ≥ d2 ≥ . . . ≥ dr
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for each 1 ≤ m ≤ r. If T denotes the product of Tm and τ denotes the product
of τm for 1 ≤ m ≤ kQ, then we have that F(kQ+1) = TFτ . Crucially we also
have that ∑
i
(∑
m
ci,m
)
ωi −
(∑
m
sm + k
)
≥ 0.
Therefore
F
k≻
Ω
F(kQ+1)
as required.
We shall now note two Lemmata, the proofs of which can be found in
Schmidt’s paper [13, Lemmata 8 and 10].
Lemma 2. Let A1, . . . , Al and B1, . . . , Bm be linear forms with integer coeffi-
cients in the vector x = (x1, . . . , xn). Let x1,x2, . . . be a sequence of vectors
with
Ai(xk) ≥ 0 (i = 1, . . . , l; k = 1, 2, . . .).
Then there exists a subsequence, y1,y2, . . . say, a constant B and an integer
vector a with
Ai(a) ≥ 0 (i = 1, . . . , l)
such that
lim
k→∞
Bj(yk) = +∞ for j with Bj(a) > 0
and
Bj(yk) ≤ B for j with Bj(a) ≤ 0.
Before stating the next lemma we need to introduce some terminology. If
a1, . . . , as are linearly independent vectors in K
n, we call the set of linear com-
binations
c1a1 + · · ·+ csas
a lattice, where ci ∈ OK . We call a1, . . . , as, a basis of the lattice.
Lemma 3. Suppose M is a sublattice of Λ. Then there exists a basis l1, . . . , ls
of Λ and a basis of m1, . . . ,ms of M such that
m1 = π
a1 l1, . . . ,ms = π
as ls
for some non-negative integers a1, . . . , as.
Proof of Theorem 3. Suppose F is Ω-bottomless, then by Lemma 1 it is Ω-high.
Hence for every k ≥ 1 there are maps Tk and τk ∈ GL(n,OK) such that TkFτk
is defined over OK and
∑
i
ci,kωi − (sk + k) ≥ 0 (12)
where v(det τk) = sk and Tk = (tij,k) is an (r× r) upper triangular matrix with
entries
tij,k(x) = π
−ci,kGij,k(x),
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for 1 ≤ i ≤ j ≤ r where ci,k ≥ 0 and Gij,k ∈ OK [x] is a form of degree
degFi − degFj ≥ 0
with Gii = 1. For ease of notation we write the ith row of the vector
diag(πc1,k , . . . , πcr,k)TkF(x)
as
Ri,k(x) :=
r∑
j=i
Gij,k(x)Fj(x)
for 1 ≤ i ≤ r. If Λk denotes the lattice τkOnK then by assumption
π−ci,kRi,k(x) ∈ OK
for all 1 ≤ i ≤ r and every x ∈ Λk. By Lemma 3, Λk has a basis
Λk : π
u1u1, . . . , π
unun (13)
where u1, . . . ,un is a basis of OnK . Next we let MRi,k denote the multilinear
forms associated with Ri,k for 1 ≤ i ≤ r, then there exists some fixed non-
negative integer γ such that
MRi,k(x1, . . . ,xdi) ∈ π−γOK
for all 1 ≤ i ≤ r and any x1, . . . ,xdi ∈ Λk. Consequently taking the basis
vectors of Λk (13) we get
π−ci,kMRi,k(π
uj1uj1 , . . . , π
ujdi ujdi ) ∈ π−γOK
or
|MRi,k(uj1 , . . . ,ujdi )| ≤ p
γ−(ci,k−uj1−...−ujdi
)
for all 1 ≤ j1, . . . , jdi ≤ n.
Note that the ui,ui, ci,k and Ri,k all depend on k. Also note that since
u1, . . . ,un is a basis of OnK we must have that | det(u1, . . . ,un)| = 1. By
the compactness of OnK there must exist a subsequence of the sequence of
integers k = 1, 2, . . . , such that on this subsequence u1, . . . ,un tend respec-
tively to a1, . . . , an and the forms R1,k, . . . , Rr,k tend respectively to the forms
R1, . . . , Rr ∈ OK(x). To be clear the system (R1, . . . , Rr) has a zero if and only
if the system F = (F1, . . . , Fr) has a zero, since Gii = 1 for each 1 ≤ i ≤ r in
Ri,k. Moreover we have that | det(a1, . . . , an)| = 1, hence a1, . . . , an is a basis
of OnK . There exists a map σ defined over OK such that
σei = ai, for 1 ≤ i ≤ n.
With each k in our subsequence we define the vector
(A1, . . . , An+r) = (u1, . . . , un, c1,k, . . . , cr,k)
We also define
B =
r∑
i=1
ci,kωi −
n∑
j=1
uj
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and
Bi = ci,k − (uj1 + · · ·+ ujdi )
for 1 ≤ j1, . . . , jdi ≤ n and 1 ≤ i ≤ r. We apply Lemma 2 to the forms
Ai, B,Bj , but before we do this note that the form B tends to +∞. This is
because sk = u1 + · · ·+ un and so by equation (12) one has
∑
i
ci,kωi −
∑
j
uj ≥ k.
Now by Lemma 2 there is a vector
a = (a1, . . . , an, b1, . . . , br)
with non-negative integer components, such that
ω1b1 + · · ·+ ωrbr − (a1 + · · ·+ an) > 0.
Moreover we have that Bi tends to +∞ for all values i and j1, . . . , jdi for which
bi − (aj1 + · · ·+ ajdi ) > 0. (14)
Taking the limit we obtain
MRi(aj1 , . . . , ajdi ) = 0
for all j1, . . . , jdi satisfying (14). If we set G = Rσ where R = (R1, . . . , Rr),
then G satisfies precisely the conditions required to be Ω-special. Finally since
R is equivalent to F, we deduce that F is equivalent to a Ω-special system as
required.
4 Preliminaries for a Cubic and Quadratic form
Throughout this section and subsequent sections F = (F,G) will denote a sys-
tem of a cubic and quadratic form in n variables defined over the ring of integers
OK of some p-adic field K. Let π denote a uniformizer for OK and let Fq be
the residue class field of K, where q denotes its cardinality.
Note the following corollary of Theorem 2.
Corollary 1. Let (F,G) denote an arbitrary system of a cubic and quadratic
form in n ≥ 14 variables. Then there exists some ω1 > 3 and ω2 > 2 such that
every (ω1, ω2)-bottomless system (F,G) has a non-trivial p-adic zero.
Therefore it follows that to prove Theorem 1 it is sufficient to consider
(ω1, ω2)-reduced systems for some ω1 > 3 and ω2 > 2.
Recall that we say that two systems F and F′ are equivalent, if both systems
are defined over OK and
F′ = TFτ
where
T =
(
1 L
0 1
)
,
for some linear form L ∈ OK [x] and τ ∈ GL(n,OK) with v(det τ) = 0. The
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order o(F), of a system F is the least positive integerm such that F is equivalent
to a system that contains m variables explicitly. Also recall the h-invariant of
F, denoted h(F) is the least integer h such that we can write
F (x) = x1H11(x) + . . .+ xhH1h(x) (mod π),
and
G(x) = x1H21(x) + . . .+ xhH2h(x) (mod π),
for all systems equivalent to F. We similarly define the h-invariant of a single
form in the obvious way. Note here that since F is defined over OK , considering
it modulo π is well defined. Note the following lemma which will play a crucial
part in our proof.
Lemma 4. Suppose F = (F,G) is (α, β)-reduced, for some α > 3 and β > 2,
then
h(G) > 2, h(F − LG) > 3 and h(F) > 5
for every linear form L(x) ∈ OK [x].
Proof. Let τr be the diagonal n×n matrix which has π as its first r entries and
1 otherwise. If h(G) ≤ 2 then we may write
G = x1L1 + x2L2 (mod π),
for some linear forms Li ∈ OK [x]. If we let
T =
(
1 0
0 π−1
)
,
then F′ = TFτ2 is defined over OK . However β − 2 > 0, contradicting our
assumption that F is (α, β)-reduced (cf. condition (2), p.2). If h(F − LG) ≤ 3
for some linear form L(x) ∈ OK [x], then we may write
F − LG = x1Q1 + x2Q2 + x3Q3 (mod π),
for some quadratic forms Qi ∈ OK [x]. If we let
T =
(
π−1 −π−1L
0 1
)
,
then F′ = TFτ3 is defined over OK . However α − 3 > 0, contradicting that F
is (α, β)-reduced. Finally if h(F) ≤ 5 then we may write
F′ = (F − LG,G) = (x1Q1 + . . .+ x5Q5, x1L1 + . . .+ x5L5) (mod π),
for some quadratic and linear forms Qi, Li, L ∈ OK [x]. This time we let
T =
(
π−1 0
0 π−1
)
,
then F′′ = TF′τ5 is defined over OK . However α+β−5 > 0, contradicting that
F is (α, β)-reduced.
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5 Reduced systems
In this section we will work with our system F = (F,G) modulo π, which from
now on we shall denote as f = (f, g). We assume that F is (α, β)-reduced, for
some α > 3 and β > 2. Hence f will satisfy the conclusion of Lemma 4 viz.
h(g) > 2 h(f − lg) > 3 and h(f) > 5 (15)
for every linear form l(x) ∈ Fq[x]. We also denote m = o(f).
The aim of this section is to show that we can find a non singular zero of
f which by Hensel’s Lemma will lift to give us a zero of our original system F.
For clarity we outline the steps we will take in order to prove this:
Step 1: We prove that we can find a zero e1 say, of f such that ∇g 6= 0.
Therefore we are able to write our system f in the shape
f(x) = x21f1 + x1f2 + f3
g(x) = x1g1 + g2
where g1 6≡ 0. If e1 is a non singular zero then we’re done. Otherwise we can
find some λ ∈ Fq such that f1 = λg1. We now consider the equivalent system:
(f − λx1g)(x) = x1(f2 − λg2) + f3
g(x) = x1g1 + g2.
We may therefore assume that f is equivalent to one of two situations:
(i) degx1 f = 0,
(ii) degx1 f = 1.
Step 2: In case (i) we show that we may write f as
f(x) = f(x2)
g(x) = x1x2 + g2(x3)
where we define xi := (xi, xi+1, . . . , xm). Next we will find a non singular zero
x2 of f such that x2 6= 0. Hence by setting x1 = x−12 g3(x3), we get a non
singular zero of the system f as required.
Step 3: In case (ii) we show that we can write f as
f(x) = x1f2(x3) + f3(x2)
g(x) = x1x2 + g2(x3).
Next we define the quartic form
H(x2) := x2f3(x2)− (f2g2)(x3).
It will follow that if we can find a non singular zero of H such that x2 6= 0 then
we can find a non singular zero of the system f . Finding a non singular zero of
H such that x2 6= 0 requires a blend of ideas which utilizes the information (15)
we have at our disposal about the h-invariant of the system.
Having described the outline of the proof we proceed with Step 1.
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Step 1
Throughout this step and subsequent steps we will need to make use of three
important Lemmata, the first being attributed to Warning [16] (for example
see [12, Theorem 1E, p.137]).
Lemma 5. Let F1, . . . , Fr be a system of forms of degrees d1, . . . , dr respectively
in m variables over Fq. If m > δ =
∑
di, then the system F1, . . . , Fr has at
least qm−δ common affine Fq-rational zeros.
The next Lemma comes from a book of Schmidt [12, Lemma 3A, p.147].
Lemma 6. Let F be a non zero polynomial over Fq in m variables of total
degree d. Then the number Na of affine zeros of F in F
n
q satisfies
Na ≤ dqm−1.
The final lemma in our toolbox is due to Leep & Yeomans [9].
Lemma 7. Let P ∈ Fq[x, y] be an absolutely irreducible polynomial of degree d.
Then the number N of non-singular zeros of P satisfies
N ≥ q + 1− 1
2
(d− 1)(d− 2)[2√q],
where [γ] denotes the least integer not exceeding γ.
Proof. Write S to denote the number of Fq singular zeros of P . Then if the
curve defined by P (x, y) = 0 has genus g (not to be confused with the quadratic
form g), it follows from Corollary 1 of Leep & Yeomans [9] that
|N + S − (q + 1)| ≤ g([2√q]− 1) + 1
2
(d− 1)(d− 2).
Next we use the above estimate together with the following bound on the genus
g ≤ 1
2
(d− 1)(d− 2)− S,
which comes from Lemma 1 of [9], to obtain the required bound
N ≥ q + 1− 1
2
(d− 1)(d− 2)[2√q].
We say that the system f is equivalent the system f ′ = (f ′, g′), if
f ′(x) = (f − lg)(τx)
g′(x) = g(τx)
for some linear form l ∈ Fq[x] and τ ∈ GL(n,Fq). That being said we let a ≥ 0
denote the maximum integer such that we can write
f(x) = f(y1, . . . , ya, z1, . . . , zb)
g(x) = g(z1, . . . , zb)
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where o(f) = m = a + b and o(g) = b, amongst all systems equivalent to
f = (f, g). We introduce the notation y = (y1, . . . , ya) and z = (z1, . . . , zb).
Throughout this step we shall assume that every zero of f is such that z = 0,
otherwise the zero will be such that ∇g 6= 0, which completes Step 1. Since
m ≥ h(f) ≥ 6, then by Lemma 5 there exists a zero e1 say of f . Also note that
since f(x1, 0, . . . , 0) = 0 for all x1 ∈ Fq, then m−1 ≥ h(f) ≥ 6. Let N(f) denote
the number of affine zeros of the system f over Fq. Hence by Lemma 5,
N(f) ≥ q2.
So there exists another zero of f not in the affine span of e1, say e2. If all the
zeros of f are in the affine span of {e1, e2} and q > 2 then m − 2 ≥ h(f) ≥ 6.
Hence by Lemma 5,
N(f) ≥ q3.
Otherwise there is a zero of f not in the span of {e1, e2}. In either case we may
assume that there are at least 3 linearly independent zeros of f , say e1, e2, e3.
If any of these zeros are such that ∇g 6= 0 then we have completed Step
1. Otherwise we may assume each of these zeros ei are singular for g, which
implies that a ≥ 3. Note that we may write
f(x) = fa(y) + fa,b(y, z)
where fa(y) := f(y,0).
Suppose that b ≥ 5, then by Lemma 5
N(f) ≥ qa+b−5 ≥ qa.
If all the zeros of f are such that z = 0, then by the above inequality f must
vanish in the span of {e1, . . . , ea}. Hence we have m− a ≥ h(f) ≥ 6, so that
N(f) ≥ qa+1
Therefore we conclude that in any case we can find a zero of f such that z 6= 0,
completing Step 1 provided b ≥ 5. Moreover since b ≥ h(g) ≥ 3 we can find a
zero ea+1 say of g, therefore as before we have that b− 1 ≥ h(g) ≥ 3. Hence we
may assume from now on that b = 4, otherwise as the above argument shows
b ≥ 5 would allow us to find a zero with z 6= 0.
Next we would like to find a zero e1 say of fa, such that the variable x1
appears in fa. Let a
′ = o(fa) and write fa(y) = fa(y
′), where y′ = (y1, . . . , ya′)
after a non singular change of the variables y. Note the following relationship
6 ≤ h(f) ≤ h(fa) + b = h(fa) + 4.
Therefore a′ ≥ h(fa) ≥ 2. We now show that we can find a zero of f such that
y′ 6= 0. Suppose all zeros of f were such that y′ = 0 and z = 0, that leaves
a− a′ variables which are non zero for each solution of f = 0. However
N(f) ≥ qa′+(a−a′)+b−5 ≥ qa−a′+1.
Which implies that either we can find a zero of f such that z 6= 0 (completing
Step 1) or we can find a zero such that y′ 6= 0. Hence we may assume that e1 is
a non trivial zero of fa. So if ea+1 is a zero of g we can assume that f(ea+1) 6= 0
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otherwise we would have found the required zero to complete this step. So we
have that
f(x) = y1f2(y1, . . . , ya) + f3(y2, . . . , ya) + fa,b(y, z),
where f2 6≡ 0 and fa,b(ea+1) 6= 0. By Lemma 6 for q > 2, we can find a vector
e2 say such that f2(e2) 6= 0. Finally we consider the following slice of the cubic
form.
S(X,Y, Z) := f(Xe1+Y e2+Zea+1) = X
2u(Y, Z)+Xv(Y, Z)+w(Y, Z), (16)
where v(Y, 0) 6= 0 and w(0, Z) 6= 0. Note that if we can find a zero of S such
that Z 6= 0, then we can have found a zero of f with z 6= 0 which completes
Step 1. Note the following Lemma.
Lemma 8. S(X,Y, Z) has a zero with Z 6= 0.
Proof. If S is absolutely irreducible we can set Z = 1 and apply Lemma 7, to
deduce the existence of a zero over Fq for all q. If S is reducible then we may
assume that either it is the product of 3 conjugate linear factors or the product
of a linear factor defined over Fq and a quadratic factor.
It cannot be the product of 3 conjugate linear factors otherwise a X3 term
would appear in S. Hence we may assume that S is the product of a linear
factor over Fq and a quadratic factor. Note that Z does not divide S, since
v(Y, 0) 6= 0. Therefore we can choose (X,Y, Z) so that we set the linear factor
equal to 0 and have Z 6= 0, completing the proof.
This completes Step 1 viz. we can find a vector e1 such that f = 0 and
∇g 6= 0.
Step 2
In this step we may assume that our zero e1 of f is such that ∇g 6= 0 and
degx1 f = 0. Therefore we may immediately write
f(x) = f(x2)
g(x) = x1g1(x2) + g2(x2),
where g1 6≡ 0. By a non singular change of variables we can assume that g1 = x2.
Hence we may write
g(x) = x1x2 + g2(x2)
= x2(x1 + λx2 + L(x3)) + gˆ2(x3),
for some constant λ ∈ Fq and linear form L(x3). So by mapping x1 to x1 −
λx2 − L(x3) and writing g2 to denote gˆ2 we have
f(x) = f(x2)
g(x) = x1x2 + g2(x3).
Our goal now is to find a non-singular zero of f(x2) such that x2 6= 0. Then
by setting x1 = −x−12 g2(x3), we obtain a non-singular zero of our system f ,
as required. We can appeal to a result of Lewis & Schuur [11, Theorem 3] to
immediately answer this exact question viz.
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Theorem 4 (Lewis & Schuur, 1973). Let k be a finite field of cardinality q ≥ 5.
Let F be a non-degenerate cubic form over k such that o(F ) ≥ 4 and let L be
a linear form over k. Then F has a k-point which is a non-singular zero of F
and is not a zero of L.
To keep with the slicing theme we will prove our own version of Theorem 4
by employing the information we have about the h-invariant. First we need a
lemma.
Lemma 9. Let F (x1, . . . , xm) be a non-degenerate cubic form over any finite
field, such that o(F ) = m ≥ 4. Then F has a non-singular zero.
Proof. By Lemma 5, F has a non-trivial zero e1 say. Therefore we may write
F (x) = x21F1(x2) + x1F2(x2) + F3(x2).
If F1 6≡ 0 then e1 is a non-singular zero. Otherwise,
F (x) = x1F2(x2) + F3(x2)
where F2 6≡ 0 since F is non-degenerate. In any finite field we can find a point
x2 ∈ Fm−1q such that F2(x2) 6= 0. Therefore we obtain a non-singular zero of F
by setting x1 = (−F−12 F3)(x2), as required.
Next we need to consider δ := degx2 f(x2). If δ = 0, then by Lemma 9
we can find a non-singular zero of f and set x2 = 1 and x1 = −g2 to obtain
non-singular zero of f . If δ = 1 then
f(x2) = x2f2(x3) + f3(x3),
where f2 6≡ 0 since δ = 1 and f3 6≡ 0 since h(f) > 3. By Lemma 6 we can find
a vector x3 ∈ Fn−2q such that f2(x3), f3(x3) 6= 0, provided q > 5. Therefore by
setting x2 = (−f−12 f3)(x3) 6= 0 and x1 = −x−12 g2(x3), we get a non-singular
zero of f as required. If δ = 2, then e2 is a non-singular zero of f as required.
Therefore we may assume that δ = 3.
By Lemma 9 we can find a non-singular zero a = (a2, . . . , an) say of f(x2). If
a2 6= 0, then we can find a non-singular zero of f by setting x1 = −a−12 g2(a3, . . . , an).
So if a2 = 0, we can make a change of variables so that a = e3. Therefore
f(x2) = x
2
3f
′
1(x2,x4) + x3f
′
2(x2,x4) + f
′
3(x2,x4) + f
′′
3 (x4),
where degx2 f
′
3 = 3 (since δ = 3), f
′
1 6≡ 0 (since e3 is a non-singular zero) and
f ′′3 6≡ 0 (since h(f) > 3). By Lemma 6 we can find a vector e4 such that,
f ′2(x2, e4), f
′′
3 (e4) 6= 0, provided q > 5. We now consider the slice
T (X,Y, Z) = f(Xe2 + Y e3 + Ze4)
= cX3 + Y 2u(X,Z) + Y v(X,Z) + w(X,Z) + dZ3,
where c, d 6= 0, u(X, 1) 6= 0 and degX w ≤ 2.
Lemma 10. T (X,Y, Z) has a non-singular zero such that X 6= 0, provided
q > 3.
14
Proof. If T is absolutely irreducible we can set X = 1 and apply Lemma 7 to
deduce the existence of a zero over Fq for all q. If T is reducible then either
it is the product of 3 conjugate linear factors or the product of a linear factor
defined over Fq and a quadratic factor.
It cannot be the product of 3 conjugate linear factors otherwise a Y 3 term
would appear in T . Hence we may assume that T is the product of a linear
factor over Fq and a quadratic factor. Note that X does not divide T , since
d 6= 0. Therefore we can assume that the linear factor is X − l(Y, Z), where
l 6≡ 0. Let Q(X,Y, Z) denote the quadratic factor of T . If X − l(Y, Z) does
not divide Q then Q(l(Y, Z), Y, Z) 6≡ 0. By Lemma 6 provided q > 3 we can
find some (Y, Z) such that l(Y, Z), Q(l(Y, Z), Y, Z) 6= 0. Therefore by setting
X = l(X,Y ) 6= 0 we get the required non-singular zero. On the other hand if
X − l(Y, Z) does divide Q then we may write
T (X,Y, Z) = (X − l(Y, Z))2(cX − l′(Y, Z)).
Now note that since degY T = 2, cX − l′(Y, Z) cannot divide X − l(Y, Z). So
by letting Q(X,Y, Z) = (X − l(Y, Z))2 we may find the required non-singular
zero as before.
This completes Step 2 viz. If e1 is a zero of f such that ∇g 6= 0 and
degx1 f = 0, then we can find a non-singular zero of f provided q > 5.
Step 3
In this step we shall assume that e1 is a zero of f such that ∇g 6= 0 and
degx1 f = 1. Therefore we can write
f(x) = x1f2(x2) + f3(x2)
g(x) = x1g1(x2) + g2(x2)
Recall (cf. beginning of Step 2) that we can make a change of basis so that
g(x) = x1x2 + g2(x3),
and degx1 f = 1. Moreover by subtracting linear multiples of g from f we may
assume that f2 = f2(x3). As mentioned in the outline of this step, we define
H(x2) = x2f3(x2)− (f2g2)(x3).
Our strategy is to find a vector x2 to be able to apply the following lemma.
Lemma 11. If we can find a non-singular zero x2 ∈ Fn−1q say of H such that
x2 6= 0, then (−x−12 g2(x3),x2) ∈ Fnq is a non-singular zero of f .
Proof. First we show that (−x−12 g2(x3),x2) is a zero of f . It is clear that x is
a zero of g since, x1 = −x−12 g2(x3). Also since x2 6= 0 we have
H(x2) = x2(f3(x3)− x−12 (g2f2)(x3))
= x2f(x).
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Therefore f(x) = 0. Next suppose x is a singular zero of f , then the following
gradient vectors must be linearly dependent
∇f(x) = (f2, f32, x1f2i + f3i)
∇g(x) = (x2, x1, g2i)
where f2i, f3i, g2i denotes
∂f2
∂xi
, ∂f3
∂xi
, ∂g2
∂xi
respectively for 2 ≤ i ≤ n. Consequently
we have the following vector identity
f2∇g = x2∇f.
Looking at the components of this identity we have that
x1f2 = x2f32 (17)
f2g2i = x2(x1f2i + f3i) (18)
for 3 ≤ i ≤ n. Next we note the gradient vector of H ,
∇H(x2) = (f3 + x2f32, x2f3i − g2if2 − g2f2i).
Let (∇H)j denote the jth component of the vector ∇H for 1 ≤ j ≤ n−1. Then
by (17),
(∇H)1 = f3 + x2f32 = f3 + x1f2 = f = 0.
Also by (18) for 2 ≤ j ≤ n− 1 we have,
(∇H)j = x2f3i − g2if2 − g2f2i
= x2f3i − g2f2i − x2(x1f2i + f3i)
= −f2i(x1x2 + g2) = −f2ig = 0.
Therefore ∇H = 0, a contradiction. Hence x is a non-singular zero of f as
required.
We shall now show that we can find a non-singular zero x2 say of H such
that x2 6= 0. Of course from the outset it may be possible that H is the product
of a quadratic form Q say with itself. Then if H = 0 we must have Q = 0,
therefore
∂H
∂xi
= 2Q
∂Q
∂xi
= 0, for all 2 ≤ i ≤ n
implying that every zero of H is singular. We shall show that this cannot
happen, more precisely we will prove the following.
Lemma 12. Suppose the h-invariant condition (15) viz.
h(g) > 2 h(f − lg) > 3 and h(f) > 5
then the form
H(x2) = x2f3(x2)− (g2f2)(x3)
is necessarily absolutely irreducible over Fq.
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Proof. As an outline we will distinguish between the cases in which H is either
the product of two quadratic forms or the product of a linear form and absolutely
irreducible cubic form. Suppose H factors over F¯q, therefore we can write
H(x2) = x2f3(x2)− (g2f2)(x3)
= (A(x3) + x2B(x2))(A
′(x3) + x2B
′(x2))
= AA′ + x2(AB
′ +A′B) + x22BB
′
for some forms A,A′, B,B′ ∈ F¯q[x2]. Hence
−g2f2 = AA′. (19)
Also by looking at the x2 coefficient we deduce
f3 = AB
′ +A′B + x2BB
′. (20)
Case (a): Suppose H is the product of a linear and absolutely irreducible
cubic factor over some extension K say of Fq. Then by considering the action
of Gal(K : Fq) on the factors, it is easy to see that each factor must be defined
over Fq. Suppose (A+x2B) is the linear factor, then (19) implies that A divides
either g2 or f2. It cannot divide g2 since if it did then by setting the two linear
forms A, x1 = 0 we would have that g = 0. Hence h(g) ≤ 2, contradicting (15).
So f2 = AL for some linear form L defined over Fq. Therefore A
′ = −g2L. So
by (20) we have
f(x) = x1f2 + f3
= x1AL+AB
′ − g2LB + x2BB′.
Therefore by setting the linear forms A,L, x2 = 0 we deduce that f = 0. Hence
h(f) ≤ 3, contradicting (15).
Case (b): Suppose A = g2 and A
′ = −f2. By (20) we can write
f(x) = x1f2 + f3
= −x1A′ +AB′ +A′B + x2BB′
= B′g + (−x1 +B)(A′ + x2B′)
recalling that
g(x) = x1x2 + g2
= x1x2 +A.
Since A = g2 and A
′ = −f2 are defined over Fq, then either the factors (A+x2B)
and (A′ + x2B
′) are defined over Fq or the quadratic extension of Fq. In the
former case B and B′ have coefficients in Fq and by setting x1, B,B
′ = 0 we
deduce that h(f) ≤ 3, a contradiction to (15). In the latter case we may assume
that B and B′ are conjugates of each other over the quadratic extension of Fq.
Hence we may write
B(x2) = l1(x2) + αl2(x2)
and
B(x2) = αl1(x2) + l2(x2)
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for some linear forms l1, l2 ∈ Fq[x2] and α ∈ F¯q. So if we set l1, l2, x1 = 0 we
deduce that h(f) ≤ 3, a contradiction as before. This completes Case (b).
Before moving onto the final case we shall make a few remarks. If rank(g2) ≥
3 and H is the product of two quadratic factors then we can assume that we’re
in Case (b). This is because the rank condition implies that g2 is absolutely
irreducible and therefore the condition (19) forces {A,A′} = {f2,−g2}, up to
a scalar multiple in Fq. We are therefore left to deal with the case in which
rank(g2) ≤ 2.
Case (c): Suppose rank(g2) ≤ 2. So g2 is reducible over F¯q and we may
write
g2(x3) = g2(x3, x4) = l1(x3, x4)l2(x3, x4)
for some linear forms l1, l2 defined over F¯q. We can assume that H is the
product of two quadratic factors since the other possibility is dealt with in Case
(a). Either {A,A′} = {f2,−g2}, up to a scalar multiple in which instance we
are in Case (b), or we can assume that l1 divides A and l2 divides A
′. Hence
x3, x4 = 0 implies that A,A
′ = 0. So as before we write
f(x) = x1f2 +AB
′ +A′B + x2BB
′ (21)
g(x) = x1x2 + l1l2. (22)
So by setting the linear forms x1, x2, x3, x4 = 0 we deduce that f = 0. Hence
h(f) ≤ 4, a contradiction to (15).
This completes the proof of the lemma.
We are now in a position to find a non-singular zero x2 for H where x2 6= 0
which by Lemma 11 will imply that there is a non-singular zero of F. To do
this we employ a slicing approach, following an idea used by Wooley [17] for the
case of degree 7 and 11 forms. We do this owing to the sharp bounds that are
available for point counting on curves over Fq opposed to hypersurfaces.
Before stating the next Lemma, we shall need to introduce some notation.
Let L be a field and consider a polynomial f ∈ L[x0, x1, . . . , xn]. When ξ ∈
L3n+1, we write f |ξ = f |ξ(X,Y ) to denote the sliced polynomial
f(ξ0 +X, ξ1 + ξn+1X + ξ2n+1Y, . . . , ξn + ξ2nX + ξ3nY ).
Next we shall note the following result of Cafure & Matera [5].
Lemma 13. Let f ∈ Fq[x0, . . . , xn] be an absolutely irreducible polynomial of
degree d ≥ 2. Then the number of slices ξ ∈ F3n+1q , for which the polynomial
f |ξ is not absolutely irreducible, is at most 12 (3d4 − 4d3 + 5d2)q3n.
Proof. This is Corollary 3.2 of [5].
Finally by Lemma 12 and Lemma 13 if q ≥ 296 there exists a slice H |ξ of
H(x) = x2f3(x2)− (g2f2)(x3)
which is an absolutely irreducible curve. Moreover on this slice we must have
that the x2 component is not identically zero otherwise H |ξ would factor into
the product (g2|ξ)(f2|ξ). Finally by Lemma 7 (p.11), taking q > 293 is more
than sufficient to ensure the existence of a non-singular zero of H |ξ for which
x2 6= 0 and so of H as required. This completes the proof of Theorem 1
18
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