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For a real multivariate interval polynomial P and a real multi-
variate polynomial f , we provide a rigorous method for deciding
whether there is a polynomial p in P such that f is a factor of p.
When P is univariate, there is a well-known criterion for whether
there exists a polynomial p inP such that p(a) = 0 for a given real
number a. Since p(a) = 0 if and only if x − a is a factor of p, our
result is a generalization of the criterion to multivariate polyno-
mials and higher degree factors. Furthermore, for real multivariate
polynomials p and f , we show a method for computing a nearest
polynomial q to p in a weighted l∞-norm such that f is a factor of q.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
There are two premises for incorporating numeric or approximate computation in symbolic
computation. One is that we know the exact values but use approximate computation for efficiency.
An example is the theory of stabilizing algebraic algorithms (Shirayanagi, 1993, 1996; Shirayanagi and
Sweedler, 1995, 1998). The other is that inexact values are given.
In this article, we assume that the coefficients of input polynomials have errors, and the
coefficients are represented by intervals. The problemswe treat are the divisibility of realmultivariate
polynomials with perturbations by a real multivariate polynomial with exact coefficients. More
precisely, we consider the following problems and provide rigorous methods to solve them.
Problem 1. For a given real multivariate polynomial f ∈ R[x1, x2, . . . , xk] and lα , hα ∈ R (α =
(α1, α2, . . . , αk)), does there exist a real multivariate polynomial p =∑α aαxα11 xα22 · · · xαkk such that f
is a factor of p and lα ≤ aα ≤ hα?
Problem 2. For given real multivariate polynomials p = ∑α aαxα11 xα22 · · · xαkk and f in R[x1, x2,
. . . , xk], find a polynomial q =∑α bαxα11 xα22 · · · xαkk such that f is a factor of q and maxα{ |bα − aα| } is
minimal.
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We are interested in treating polynomials with inexact coefficients since coefficients of
polynomialsmay contain errors in applications. For real polynomials, it is natural to consider only real
perturbations, since inmany practical examples real coefficients are obtained throughmeasurements
or observations, and the errors are also real numbers.
When f is univariate and of degree 1, Problem 1 is equivalent to determining whether a given
real number is a zero of some polynomial in a given interval polynomial. This is related to the
location of zeros of interval polynomials. Research on this topic has already been carried out in control
theory, as described in Hitz and Kaltofen (1996), and some famous results are Kharitonov’s theorem
in Kharitonov (1978) and the edge theorem in Bartlett et al. (1988).
In symbolic-numeric computation, there have beenmany similar but slightly different studies. For
a given polynomial (or given polynomials), these studies involved finding the nearest polynomial(s)
satisfying some property, such as one(s) having real zeros, multiple zeros or common factors (Corless
et al., 1995, Hitz and Kaltofen, 1998, Karmarkar and Lakshman, 1998, Zhi and Wu, 1998, Hitz et al.,
1999, Kaltofen, 1999, Stetter, 1999, Terui and Sasaki, 2000, Graillat, 2005, Rezvani and Corless, 2005,
etc.). For technical reasons, most of the previous studies describe perturbations in the l2-norm,
whereas we use the l∞-norm. As described in Mosier (1986), Kaltofen (1999) and Stetter (1999);
Rezvani and Corless (2005), these studies, as well as ours in the case that f is univariate and of degree
1, can be understood in the common framework of linear algebra. However, when the degree of f is
greater than 1, we use not only linear algebra but also the properties of polytopes.
Given a multivariate polynomial, finding a nearby polynomial that can be factored is a closely
related but more general problem than Problem 2. In Huang et al. (2000), this problem is treated
as finding an approximate solution with a local minimum residual of an overdetermined system of
bilinear equations. Since the solution of Huang et al. (2000) is not globally but rather locally optimized,
rigorous computing methods for Problem 2 may be useful. In Kaltofen et al. (2006), the authors
treat another general problem of computing approximate greatest common divisors of multivariate
polynomials. They use iterative methods for the l2-norm and linear programming techniques for the
l1- and l∞-norms.
We can treat Problems 1 and 2 as linear programming problems through similar arguments to
those in Hitz and Kaltofen (1998) and Hitz et al. (1999). Since interval polynomials can be regarded as
a special class of polytopes (zonotopes), we solve the problems by exploiting their special properties
for efficiency instead of by using linear programming exploiting the general properties of polytopes.
We can solve the problems in polynomial steps under some assumptions.
We can also treat our problems as interval linear systems given by the matrix convolution
representation of the product of polynomials. An interval linear system is the family of all systems
of linear equations Ax = b, where every A belongs to an interval matrix A and every b belongs to an
interval vector b. Here, an interval matrix (resp. an interval vector) is a set of matrices (resp. vectors)
whose entries belong to prescribed closed intervals. There are a lot of references on interval linear sys-
tems, for example, Shary (1996) and Corsaro andMarino (2006), etc. It is known that for a rectangular
interval matrix A and an interval vector b, the decision problem of whether there are A ∈ A, b ∈ b,
and a vector x such that Ax = b holds is NP-complete (see, for example, Shary (1996)). Problem 1 is a
special case of the decision problem; that is, A is not an interval matrix but an ordinary matrix.
This article is organized as follows. Section 2 defines real interval polynomials that can describe
sets of real polynomials with perturbations and factors of real interval polynomials, and introduces
polytopes and their properties. Section 3 describes theorems and proposes algorithms for the
problems with examples. The treatment of Problem 2 is an extension of the results in a conference
paper of Sekigawa (2007). Finally, Section 4 mentions future directions of study.
2. Preliminaries
2.1. Interval polynomials
In this subsection, we introduce real interval polynomials to describe sets of real polynomials
with perturbations and real pseudofactors to describe real factors of real interval polynomials.
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For simplicity, we write R[x1, x2, . . . , xk] as R[x] and monomials xα11 xα22 · · · xαkk as xα , where α =
(α1, α2, . . . , αk).
Definition 3 (Real Interval Polynomial). Let ei(x) ∈ R[x] be a nonzero polynomial and li and hi be real
numbers such that li ≤ hi, (li, hi) 6= (0, 0) for i = 1, 2, . . . , n. The set of polynomials{
n∑
i=1
ciei(x)
∣∣∣∣∣ li ≤ ci ≤ hi
}
⊂ R[x] (1)
is said to be a real interval polynomial. Each interval [li, hi] = { c ∈ R | li ≤ c ≤ hi } is said to be an
interval coefficient.
Note that if ej = aei (i 6= j, a 6= 0 ∈ R), then
{ ciei + cjej | li ≤ ci ≤ hi, lj ≤ cj ≤ hj } = { cei | l′i ≤ c ≤ h′i },
where
(l′i, h
′
i) =
{
(li + alj, hi + ahj) if a > 0,
(li + ahj, hi + alj) if a < 0.
From the definition, a real interval polynomial is a convex set inR[x]. When every ei(x) is a monomial
in x, an interval polynomial according to Definition 3 is an ordinary real interval polynomial. However,
even if every ei(x) in a given real interval polynomial is a monomial in x, we need to treat interval
polynomials represented as linear combinations of polynomials that might not be monomials in the
proposed algorithms.
For sets of polynomials P and Q, we write the set { p+ q | p ∈ P , q ∈ Q } as P + Q and the set
{ pq | p ∈ P , q ∈ Q } as PQ. This addition corresponds to the Minkowski sum of two subsets in a
vector space. Note that for a given monomial xβ , the set { f ∈ R[x] | LM(f ) < xβ } is a vector space.
Here, we fix a monomial order < on R[x] and for a polynomial f = ∑α aαxα ∈ R[x], denote xµ by
LM(f ), where µ = maxaα 6=0{α }. When P or Q is a set of one element, say { f }, we write f + Q and
P f instead of { f } +Q and P { f }. For example, the set described by (1) can be written as
[l1, h1]e1(x)+ [l2, h2]e2(x)+ · · · + [ln, hn]en(x).
Next, we define a real factor of a real interval polynomial.
Definition 4 (Real Pseudofactor). LetP ⊂ R[x] be a real interval polynomial. We define a polynomial
f ∈ R[x] as a real pseudofactor of P if and only if there exists p ∈ P such that f is a factor of p.
If we consider a real univariate polynomial f with degree 1, that is, f = ax + b (a 6= 0), then f is a
real pseudofactor of a real univariate interval polynomialP if and only if−b/a is a real pseudozero of
P defined in Sekigawa and Shirayanagi (2007). Pseudozeros and pseudofactors with various norms
including a weighted l∞-norm are defined in Huang et al. (2000).
In this article, we only treat real interval polynomials and real pseudofactors; hence, we refer to
them as interval polynomials and pseudofactors for short, respectively. When computing, we restrict
real numbers to rational numbers or real algebraic numbers and use exact computations unless
mentioned otherwise.
2.2. Polytopes
In this subsection, we give some definitions and theorems on polytopes. We refer the reader
to Grünbaum (2003) and Ziegler (1995) as textbooks on polytopes. In Section 3, we regard interval
polynomials as polytopes and use their properties to solve the problems.
First, we describe affine subspaces and affine hulls.
Definition 5 (Affine Subspace). An affine subspace ofRn is defined as a subset of the form v+V , where
v belongs to Rn and V ⊂ Rn is a vector subspace. The dimension of an affine space v+ V is defined as
the dimension of V .
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Let A = v + V ⊂ Rn be an affine subspace, where V is a vector subspace. Note that V is uniquely
determined from A and A = a+ V holds for any a ∈ A.
Definition 6 (Affine Hull). Let S be a subset of Rn. The affine hull of S, denoted by aff(S), is defined as
the intersection of all affine subspaces containing S.
From the definition, aff(S) is an affine subspace. When S = { s1, s2, . . . , sm } is a finite set, we have
aff(S) = { t1s1 + t2s2 + · · · + tmsm | t1 + t2 + · · · + tm = 1, ti ∈ R }.
For any i ∈ { 1, 2, . . . ,m }, aff(S) can also be written as si +∑j6=i R(sj − si).
Next, we define polytopes.
Definition 7 (Polytope). A polytope is defined to be the convex hull of a finite number of points inRn.
The dimension of a polytope P is defined to be the dimension of aff(P).
A hyperplane in Rn is defined to be an affine subspace of dimension n− 1. It can also be represented
as { x ∈ Rn | 〈a, x〉 = b } for b ∈ R and nonzero a ∈ Rn, where 〈·, ·〉 is the inner product of Rn. A
closed halfspace in Rn is defined to be { x ∈ Rn | 〈a, x〉 ≥ b } for b ∈ R and nonzero a ∈ Rn.
Now we can state the fundamental theorem of polytopes.
Theorem 8 (Fundamental Theorem of Polytopes). P ⊂ Rn is a polytope if and only if P is bounded and
the intersection of a finite number of closed halfspaces.
The proof can be found in Grünbaum (2003) and Ziegler (1995), for example.
We use faces and facets defined below to solve the problems.
Definition 9 (Face and Facet). Let P ⊂ Rd be a polytope of dimension d. A subset F of P is said to be a
face if F = ∅ or F = P , or if there exists a hyperplane
H = { x ∈ Rd | 〈a, x〉 = b }
such that F = P ∩ H and P is a subset of the closed halfspace { x ∈ Rd | 〈a, x〉 ≥ b }. The dimension of
a face F is defined to be the dimension of aff(F). A face of P with dimension d− 1 is said to be a facet.
We are interested in the minimal family of halfspaces in Definition 9.
Theorem 10. Let P ⊂ Rd be a polytope of dimension d. The smallest family of closed halfspaces whose
intersection is P consists of those closed halfspaces containing P whose boundaries are the affine hulls of
the facets of P.
Proof. See pages 31–32 in Grünbaum (2003). 
We generalize Theorem 10 as follows.
Theorem 11. Let P ⊂ Rn be a polytope of dimension d. Then P is the intersection of aff(P) and a finite
family of closed halfspaces in Rn. One of the smallest such families consists of the closed halfspaces H1,
H2, . . . ,Hm, where Hi ∩ P is a facet of P for every i (i = 1, 2, . . . ,m), and conversely every facet of P can
be represented as Hi ∩ P for some i (i = 1, 2, . . . ,m).
Proof. We can assume that v + aff(P) is a vector subspace of dimension d in Rn for some v ∈ Rn.
From Theorem 10, we have vectors ai ∈ v + aff(P) and bi ∈ R (i = 1, 2, . . . ,m) such that halfspaces
H ′i = { x ∈ v + aff(P) | 〈ai, x〉 ≥ bi }
in v + aff(P) are such that (−v + H ′i ) ∩ P is a facet of P and P = ∩mi=1(−v + H ′i ). Therefore, the
halfspaces
Hi = { x ∈ Rn | 〈ai, x〉 ≥ bi − 〈ai, v〉 }
in Rn satisfy aff(P) ∩ (∩mi=1Hi) = P . Furthermore, Hi ∩ P is a facet of P for every i (i = 1, 2, . . . ,m),
and conversely every facet of P can be represented as Hi ∩ P for some i (i = 1, 2, . . . ,m). 
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3. Solving problems
We introduce the problems treated in this article. Given an interval polynomialP =∑ni=1[li, hi]ei,
where ei ∈ R[x] = R[x1, x2, . . . , xk], and a polynomial f ∈ R[x], we describe Problem 1 as follows,
using the terminology defined in Section 2.1.
Problem 12. Decide whether f is a pseudofactor of P .
The following problem is related to Problem 12.
Problem 13. Find p ∈ P such that f is a factor of pwhen f is a pseudofactor of P .
Given polynomials p = e0 +∑ni=1 aiei, f ∈ R[x], and ai ∈ R, where ei ∈ R[x] is nonzero for i 6= 0 and
some ai’s might be 0, we can formulate Problem 2 as follows.
Problem 14. Compute the minimal value of the l∞-norm of (b1, b2, . . . , bn) such that f is a factor of
p+∑ni=1 biei (bi ∈ R).
The following problem is related to Problem 14.
Problem 15. Find a polynomial p+∑ni=1 biei in Problem 14.
Remark 16. If we want to use a weighted l∞-norm maxi{wi|bi| } (wi > 0), we use ei(x)/wi instead
of ei(x).
First, we solve Problem 12 in Section 3.1. Then, by modifying the algorithm for Problem 12, we
solve Problem 14 in Section 3.2. Finally, we solve Problems 13 and 15 in Section 3.3.
3.1. Solving Problem 12
3.1.1. Interval polynomials as polytopes
To reduce Problem 12 to an easier one, we prove the following lemma.
Lemma 17. Let f and gi (i = 1, 2, . . . , n) belong toR[x]. We fix amonomial order onR[x]. Then∑ni=1 aigi
(ai ∈ R) is divisible by f if and only if∑ni=1 airi = 0, where ri is the remainder of gi divided by f with the
order.
Proof. It is clear that
∑n
i=1 aigi is divisible by f if and only if
∑n
i=1 airi is divisible by f . Therefore, it
is sufficient to prove that
∑n
i=1 airi is divisible by f implies that
∑n
i=1 airi = 0. From the construction
of ri, no monomial in airi is divisible by LM(f ) when airi 6= 0. Therefore, if r = ∑ni=1 airi 6= 0, no
monomial in r is divisible by LM(f ). This contradicts the assumption. 
We fix amonomial order onR[x]. Let ri be the remainder of ei divided by f with the order. We omit
ri’s if they are 0 and renumber the indices if necessary. Then, to solve Problem 12, it is sufficient to
solve the following easier problem for an interval polynomial P ′ =∑n′i=1[li, hi]ri.
Problem 18. Decide whether 0 belongs to P ′.
The remainders ri’s may be more complex than ei’s. For example, if every ei is a monomial in x, every
remainder ri does not need to be a monomial in x. However, the number of polynomials defining the
interval polynomial does not increase, that is, n′ ≤ n.
Remark 19. Let D be the maximum of the total degrees of ei’s and the number of variables k be fixed
in Problem 12. Since the number of monomials u ∈ R[x] such that the total degree of u is not greater
than D is
(D+k
k
) ≤ (D+ k)k, the number of steps needed in the transformation from Problem 12 to 18
is a polynomial in D and the number of ei’s nwhen we use the graded lexicographic order.
We further transformProblem18 into one towhichwe can easily apply the theory of polytopes. Let
P =∑ni=1[li, hi]ei be an interval polynomial and e0 =∑i liei, where i runs over the set { i | li = hi }.
Then, we can rewrite P as e0 +∑i[li, hi]ei, where i runs over the set { i | li < hi }. We renumber the
H. Sekigawa / Journal of Symbolic Computation 44 (2009) 908–922 913
indices if necessary and write P as
e0 +
n′∑
i=1
[li, hi]ei (li < hi).
If n′ = 0, then P consists of only one polynomial e0. In this case, we can easily solve the problem by
just dividing e0 by f . Therefore, we assume that n′ ≥ 1 below, and, for simplicity, we rewrite n′ as n.
If e0 does not belong to
∑n
i=1 Rei, which can be easily determined, clearly 0 does not belong to P .
Therefore, we consider Problem 18 under the assumption that e0 ∈ ∑ni=1 Rei. That is, we solve the
following problem.
Problem 20. Let P be an interval polynomial represented as
e0 +
n∑
i=1
[li, hi]ei, (2)
where li < hi for i = 1, 2, . . . , n (n ≥ 1) and e0 ∈∑ni=1 Rei. Determine whether 0 ∈ P .
Remark 21. In Problem 20 suppose there exists a monomial that appears in only one polynomial ei. If
i = 0 we can conclude that 0 6∈ P . If i 6= 0, it is necessary that 0 ∈ [li, hi] for 0 ∈ P , and the problem
is reduced to whether 0 ∈ e0 +∑j6=i[lj, hj]ej.
To investigate the properties ofP in Problem 20, we describe how to embedP inRm. LetM be the set
of all monomials appearing in ei’s in (2). Then we can write any polynomial p ∈ P as p =∑u∈M auu
(au ∈ R). Letm be the number of monomials inM . We regard p ∈ P as a point inRm through the map
p 7→ (au)u∈M ∈ Rm.
We can write (2) as p0(x)+∑ni=1[0, 1]pi(x), where
p0(x) = e0(x)+
n∑
i=1
liei(x), (3)
pi(x) = (hi − li)ei(x) (i = 1, 2, . . . , n). (4)
Then from the following lemma, P is the convex hull of a finite number of polynomials.
Lemma 22. For ai ∈ Rm, the set{
n∑
i=1
tiai
∣∣∣∣∣ 0 ≤ ti ≤ 1
}
(5)
is equal to the convex hull of the set{
n∑
i=1
iai
∣∣∣∣∣ i = 0, 1
}
. (6)
Proof. The set (5) contains the convex hull of (6) since (5) is a convex set and contains (6). To show (6)
contains (5), take any element β = ∑ni=1 tiai in (5) and sort ti in increasing order 0 ≤ tI(1) ≤ · · · ≤
tI(n) ≤ 1. We can write
β = (1− tI(n)) · 0+ tI(1) n∑
i=1
aI(i) +
n∑
j=2
{(
tI(j) − tI(j−1)
) n∑
i=j
aI(i)
}
, (7)
and (7) shows that β is represented as a convex combination of 0 and
∑n
i=j aI(i) for j = 1, 2, . . . , n. Thus,
β belongs to (6). 
914 H. Sekigawa / Journal of Symbolic Computation 44 (2009) 908–922
Lemma 22 is a generalization of Lemma 3 in Sekigawa and Shirayanagi (2007), which is used to
determine whether a given complex number is a pseudozero of a real univariate interval polynomial,
and Lemma 2 in Sekigawa and Shirayanagi (2006), which is used to determine whether a given real
number is a real multiple zero of a polynomial in a real univariate interval polynomial.
From Lemma 22, an interval polynomial P is a polytope. Therefore, P is represented as the
intersection of aff(P ) and a finite number of halfspaces Hi’s from Theorem 11. We now explain how
to obtain the inequalities that define Hi’s.
Let P ⊂ Rd be a polytope of dimension d represented as a0 + ∑ni=1[0, 1]ai, and A be
{ a1, a2, . . . , an }. Let X be a hyperplane in Rd and n(X) be a normal vector of X . We define two closed
halfspaces associated with n(X) and A as follows:
H+(n(X), A) =
{
x ∈ Rd
∣∣∣∣∣ 〈n(X), x〉 ≤ ∑〈n(X),ai〉>0 〈n(X), ai〉
}
,
H−(n(X), A) =
{
x ∈ Rd
∣∣∣∣∣ 〈n(X), x〉 ≥ ∑〈n(X),ai〉<0 〈n(X), ai〉
}
.
We can represent P as follows, using these closed halfspaces.
Theorem 23. Let P = a0 +∑ni=1[0, 1]ai be a polytope of dimension d, where ai ∈ Rd, and let A be{ a1, a2, . . . , an }. Then we can represent−a0 + P as follows.
−a0 + P =
⋂
F
(H+(n(aff(F)), A) ∩ H−(n(aff(F)), A)), (8)
where F runs over all facets of P.
Proof. First, we prove that −a0 + P is a subset of the right-hand side of (8). Take an arbitrary point
c ∈ −a0 + P and represent it as∑ni=1 tiai (0 ≤ ti ≤ 1). Then, for any facet F of P , we get
〈n(aff(F)), c〉 =
〈
n(aff(F)),
n∑
i=1
tiai
〉
=
n∑
i=1
ti 〈n(aff(F)), ai〉
≤
∑
〈n(aff(F)),ai〉>0
〈n(aff(F)), ai〉
since 0 ≤ ti ≤ 1. Therefore, c ∈ H+(n(aff(F)), A). By a similar argument, we get
〈n(aff(F)), c〉 ≥
∑
〈n(aff(F)),ai〉<0
〈n(aff(F)), ai〉
and c ∈ H−(n(aff(F)), A).
To complete the proof, from Theorem 10, it is sufficient to prove that for any facet F of P , there exist
points c1 and c2 in −a0 + P such that c1 belongs to the boundary of H+(n(aff(F)), A) and c2 belongs
to the boundary of H−(n(aff(F)), A); that is,
〈n(aff(F)), c1〉 =
∑
〈n(aff(F)),ai〉>0
〈n(aff(F)), ai〉 , (9)
〈n(aff(F)), c2〉 =
∑
〈n(aff(F)),ai〉<0
〈n(aff(F)), ai〉 . (10)
Let
c1 =
∑
〈n(aff(F)),ai〉>0
ai, c2 =
∑
〈n(aff(F)),ai〉<0
ai.
Then c1 and c2 belong to−a0 + P and they satisfy Eqs. (9) and (10), respectively. 
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Our next job is how to find all facets ofP . First, wewrite pi as the linear combination ofmonomials∑
u∈M aiuu (i = 0, 1, . . . , n), where pi is defined in (3) and (4), and consider the followingmap from
Rn to Rm:
pi :
n∑
i=1
ciei 7→
(
a0u +
n∑
i=1
ciaiu
)
u∈M
,
where ci ∈ R and ei ∈ Rn is the vector whose ith element is 1 and other elements are 0. This map is
an affine map; that is, pi can be represented as pi(v) = Av + b, where A is the transpose of the n×m
matrix (aiu) and b = (a0u) ∈ Rm. Then, P ⊂ Rm is the image of a hypercube on the affine map pi .
There is a correspondence between the faces of a polytope and those of its affine image. Note that
an affine image of a polytope is also a polytope.
Lemma 24 (Lemma 7.10 in Ziegler (1995)). Let Q ⊂ Rn be a polytope,pi be an affine map fromRn toRm,
and P be pi(Q ). Then, pi−1(F) is a face of Q for every face F of P.
The proof of the lemma is in Ziegler (1995).
Let P , Q , and pi be as in Lemma 24. Then, for any facet F of P , there exists a face G of Q such that
F = pi(G). Therefore, we can use faces of Q to find all facets of P . In our setting, Q is a hypercube, and
it is easy to find the faces of Q . Hence, it is also easy to find all facets of P = pi(Q ). (A polytope that
is an affine image of a hypercube is called a zonotope.) We only want to obtain normal vectors of the
facets of P and the following lemma tells us that it is sufficient to examine faces of Q with dimension
d− 1, where d is the dimension of P .
Lemma 25. Let Q = c0 +∑ni=1[0, 1]ci ⊂ Rn be a hypercube, pi be an affine map from Rn to Rm, and P
be pi(Q ). For every face F of P with dimension f , there exist c ′1, c
′
2, . . . , c
′
f ∈ { c1, c2, . . . , cn } and v ∈ Rm
such that
aff(F) = v +
f∑
i=1
Rpi(c ′i ).
Furthermore, there exists u ∈ Rn such that pi(u) = v and
u+
f∑
i=1
[0, 1]c ′i
is a face of Q with dimension f .
Proof. Let F be a face of P with dimension f . Then, from Lemma 24, there exists a face G of Q such that
pi(G) = F . Let g be the dimension of G. Note that f ≤ g . Since Q is a hypercube, there exists u ∈ Q
and c ′1, c
′
2, . . . , c
′
g ∈ { c1, c2, . . . , cn } such that G = u+
∑g
i=1[0, 1]c ′i . Then, we have
F = pi(G) = pi(u)+
g∑
i=1
[0, 1]pi(c ′i ).
Therefore, if f = g , the statement holds for c ′1, c ′2, . . . , c ′f and v = pi(u).
If f < g , the fact that the dimension of
∑g
i=1 Rpi(c
′
i ) is f implies that there are c
′′
1 , c
′′
2 , . . . ,
c ′′f ∈ { c ′1, c ′2, . . . , c ′g } such that
f∑
i=1
Rpi(c ′′i ) =
g∑
i=1
Rpi(c ′i ).
That is,
aff(F) = pi(u)+
f∑
i=1
Rpi(c ′′i )
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holds. Since Q is a hypercube,
u+
f∑
i=1
[0, 1]c ′′i
is a face of Q with dimension f . 
Now we are ready to prove the following theorem.
Theorem 26. Let P = a0+∑ni=1[0, 1]ai ⊂ Rm be a polytope of dimension d, Q =∑ni=1[0, 1]ei ⊂ Rn be
a hypercube, where ei ∈ Rn is the vector whose ith element is 1 and other elements are 0, andpi is an affine
map from Rn to Rm such that pi(Q ) = P. Let A and E be the sets { a1, a2, . . . , an } and { e1, e2, . . . , en },
respectively. For a subset X ⊂ Q such that−a0 + aff(pi(X)) is a hyperplane in−a0 + aff(P), we denote
a normal vector of −a0 + aff(pi(X)) by n˜(X). Then, c ∈ P if and only if the following two conditions are
satisfied.
(1) c ∈ aff(P).
(2) For every E ′ ⊂ E such that |E ′| = d−1 and the dimension of aff(pi(E ′∪{ 0 })) (=pi(0)+∑e∈E′ Rpi(e))
is d− 1, the following inequalities hold:∑
〈n˜(E′∪{ 0 }),ai〉<0
〈
n˜(E ′ ∪ { 0 }), ai
〉 ≤ 〈n˜(E ′ ∪ { 0 }), c − a0〉
≤
∑
〈n˜(E′∪{ 0 }),ai〉>0
〈
n˜(E ′ ∪ { 0 }), ai
〉
.
Proof. From Theorem 23, it is sufficient to prove that{
n˜(E ′ ∪ { 0 })
∣∣∣∣∣ E ′ ⊂ E, |E ′| = d− 1, dim
(∑
e∈E′
Rpi(e)
)
= d− 1
}
is a set of normal vectors of all facets of P in aff(P). This statement follows from Lemma 25. 
3.1.2. Algorithm
To solve Problem12,we solve Problem20 after transforming an interval polynomial. For an interval
polynomial
P = e0(x)+
n∑
i=1
[li, hi]ei(x)
satisfying the conditions in Problem 20, the algorithm for solving Problem 20 is as follows.
Algorithm 1 (Algorithm for Solving Problem 20).
(1) Rewrite P as
p0(x)+
n∑
i=1
[0, 1]pi(x),
where
p0(x) = e0(x)+
n∑
i=1
liei(x),
pi(x) = (hi − li)ei(x) (i = 1, 2, . . . , n).
(2) Compute the dimension of
∑n
i=1 Rei and denote it by d.
(3) If for all I satisfying the conditions
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• I ⊂ { 1, 2, . . . , n } and |I| = d− 1,
• { pi | i ∈ I } is linearly independent,
the inequalities〈
nI , p0 +
∑
i
pi
〉
≤ 0 ≤
〈
nI , p0 +
∑
i
pi
〉
(11)
hold, then terminate with the answer ‘‘yes’’.
Otherwise, terminate with the answer ‘‘no’’.
Here, nI in (11) is a normal vector of the hyperplane
∑
i∈I Rpi in−p0 + aff(P ), and i runs over{ i | i ∈ I, 〈nI , pi〉 < 0 } in the left summation and { i | i ∈ I, 〈nI , pi〉 > 0 } in the right summation.
In step (3), to computenI , we take a polynomial pj (j 6∈ I) and applyGram–Schmidt orthonormalization
without normalization to { pj } ∪ { pi }i∈I . That is, after obtaining each orthogonal polynomial, we do
not normalize it. This enables us to carry out thewhole computationwith basic arithmetic operations.
The fact that dim(
∑n
i=1 Rei) = d guarantees that we always obtain nI for some pj.
Remark 27. Let D be the maximum of the total degrees of ei’s. We fix f and the number of variables
k in Problem 12 and use the graded lexicographic order. Then, as described in Remark 19, we can
transform Problem 12 into Problem 18 in polynomial steps in D and the number of ei’s n. Since the
maximum of the total degrees of ri’s in Problem 18 is not greater than D, we can also transform
Problem 18 into Problem 20 in polynomial steps in D and n. The number of computational steps in
steps (1) and (2) of Algorithm 1 for Problem 20 is polynomial in n andm. The numberm, which is the
number of themonomials in ei’s (note that these are different from ei’s in Problem 12), is a polynomial
in D. In step (3) of Algorithm 1, the number of computational steps for each I is polynomial in n andm,
and the number of I satisfying the conditions is at most
( n
d−1
)
. Therefore, Algorithm 1 can be carried
out in a polynomial number of steps inD and nwhen (a) n is fixed, (b)D is fixed, or (c) k = 1. Hence, we
can solve Problem 12 in a polynomial number of steps in D and n in these cases. Note that inequalities
d ≤ deg(f ) (k = 1) and d ≤ m hold.
Example 28. LetP be an interval polynomial [l1, h1]·1+[l2, h2]x+· · ·+[ln+1, hn+1]xn and f ∈ R[x] be
x−a. Decide whether f is a pseudofactor ofP . We assume that at least one of the interval coefficients
satisfies li < hi. (Otherwise, the interval polynomial degenerates to an ordinary polynomial.)
This example is equivalent to deciding whether a is a pseudozero of P .
First, we compute the remainder ri of xi divided by x − a and we obtain ri = ai. Therefore, we
determine whether
0 ∈ [l1, h1] · 1+ [l2, h2]a+ · · · + [ln+1, hn+1]an. (12)
We rewrite this interval polynomial as p0 + [0, 1]p1 + · · · + [0, 1]pn+1, where
p0 = l1 + l2a+ · · · + ln+1an,
pi = (hi − li)ai−1 (i = 1, 2, . . . , n+ 1).
From the assumption that at least one of the interval coefficients satisfies li < hi, the dimension of the
polytope corresponding to the interval polynomial in (12) is 1. Therefore, we can always take nI = 1
in step (3) of Algorithm 1. The problem is whether the inequalities
p0 +
∑
i6=0, pi<0
pi ≤ 0 ≤ p0 +
∑
i6=0, pi>0
pi
hold, that is, whether the inequalities
n+1∑
i=1
liai−1 +
∑
ai−1<0
(hi − li)ai−1 ≤ 0 ≤
n+1∑
i=1
liai−1 +
∑
ai−1>0
(hi − li)ai−1
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hold. When a ≥ 0, we have
n+1∑
i=1
liai−1 ≤ 0 ≤
n+1∑
i=1
hiai−1. (13)
When a < 0, we have
n+1∑
i=1
liai−1 +
∑
i:even
(hi − li)ai−1 ≤ 0 ≤
n+1∑
i=1
liai−1 +
∑
i:odd
(hi − li)ai−1,
that is,
n+1∑
i=1
li(−a)i−1 ≤ 0 ≤
n+1∑
i=1
hi(−a)i−1. (14)
Combining (13) and (14), we get
n+1∑
i=1
li|a|i−1 ≤ 0 ≤
n+1∑
i=1
hi|a|i−1.
Remark 29. We can compute the right-hand side of (12) directly by using interval arithmetic for the
cases a ≥ 0 and a < 0, and, of course, obtain the same result.
We can apply the following theorem to Example 28. Note that the theorem is written for complex
polynomials in Mosier (1986), Kaltofen (1999), Stetter (1999) and Rezvani and Corless (2005);
however, it is also valid for real polynomials and real zeros. See the footnote on page 2 in Stetter
(1999).
Theorem 30. Let F be {∑ni=1 aiei(x) | |ai − ci| ≤ i }, where ei ∈ R[x] and ai, ci, i ∈ R with i ≥ 0
(i = 1, 2, . . . , n). Then there exists a polynomial in F that has α as a zero if and only if the following
inequality holds.∣∣∣∣∣ n∑
i=1
ciei(α)
∣∣∣∣∣ ≤ n∑
i=1
i|ei(α)|.
The interval polynomial P in Example 28 can be written as:{
n+1∑
i=1
aixi−1
∣∣∣∣∣
∣∣∣∣ai − hi + li2
∣∣∣∣ ≤ hi − li2
}
.
In the setting of Example 28, the inequality in Theorem 30 can be written as:∣∣∣∣∣n+1∑
i=1
hi + li
2
ai−1
∣∣∣∣∣ ≤ n+1∑
i=1
hi − li
2
|a|i−1.
That is,
n+1∑
i=1
(li − hi)|a|i−1 ≤
n+1∑
i=1
(hi + li)ai−1 ≤
n+1∑
i=1
(hi − li)|a|i−1. (15)
When a ≥ 0, inequalities (15) are equivalent to
n+1∑
i=1
liai−1 ≤ 0 ≤
n+1∑
i=1
hiai−1,
which is the same as the inequalities in (13). When a < 0, we have
n+1∑
i=1
li(−a)i−1 ≤ 0 ≤
n+1∑
i=1
hi(−a)i−1,
which is the same as the inequalities in (14).
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Example 31. Let P be an interval polynomial
∑n
i=1[li, hi]ei(x, y) and f be x − g(y), where g ∈ R[y].
Decide whether f is a pseudofactor of P .
When we divide ei by f using the purely lexicographic order with x > y, the remainder ri is a
polynomial only in y. Therefore, the problem reduces to the univariate case.
3.2. Solving Problem 14
Given polynomials p = e0 + ∑ni=1 aiei and f ∈ R[x], where ei ∈ R[x] and ai ∈ R, let P be
p+∑ni=1[−, ]ei,where  ≥ 0 is a parameter. Theminimal value of  such that f is a pseudofactor of
P is the solution to Problem 14. Therefore, we consider the following problem instead of Problem 14.
Problem 32. Compute the minimal value of  such that f is a pseudofactor of p+∑ni=1[−, ]ei.
Note that we can transform Problem 12 into Problem 18 and Problem 18 into Problem 20
for interval polynomials with interval coefficients having parameters. Therefore, we transform
Problem 32 in a similar way and write the resulting interval polynomial as
P ′ = p′(x)+
n′∑
i=1
[−, ] e′i(x).
If the condition p′ ∈ ∑n′i=1 Re′i in Problem 20 does not hold, there is no polynomial q such that f is a
factor of q. Otherwise, bymodifying step (3) in Algorithm 1, we obtain an algorithm for computing the
minimal value of  such that f is a pseudofactor ofP ′ . ForP ′ satisfying the conditions in Problem 20,
the algorithm for solving Problem 32 is as follows.
Algorithm 2 (Algorithm for Solving Problem 32).
(1) If p′ = 0, then terminate with the answer 0.
(2) Compute the dimension of
∑n
i=1 Re
′
i and denote it by d.
(3) For each I satisfying the conditions
• I ⊂ { 1, 2, . . . , n′ } and |I| = d− 1,
• { e′i | i ∈ I } is linearly independent,
compute the minimal value of  satisfying the following inequalities and denote it as I .〈
nI , p′ − 
n′∑
i=1
σie′i
〉
≤ 0 ≤
〈
nI , p+ 
n′∑
i=1
σie′i
〉
. (16)
Terminate with the answer maxI{ I }.
Here, nI in (16) is a normal vector of the hyperplane
∑
i∈I Re
′
i in−p′ + aff(P ′) and
σi =

0, if
〈
nI , e′i
〉 = 0,
1, if
〈
nI , e′i
〉
> 0,
−1, if 〈nI , e′i〉 < 0.
The inequalities (11) in Algorithm 1 become those of (16), which are of the form
〈nI , a− b〉 ≤ 0 ≤ 〈nI , a+ b〉 ,
where 〈nI , b〉 ≥ 0. Thus we have
−〈nI , b〉  ≤ −〈nI , a〉 ≤ 〈nI , b〉 ,
which are equivalent to
| 〈nI , a〉 | ≤ 〈nI , b〉 .
Therefore, we can compute the minimal value of  ≥ 0 such that all these inequalities hold. If
the conditions described in Remark 27 are satisfied, we can compute the minimal value of  in a
polynomial number of steps.
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3.3. Solving Problems 13 and 15
For an interval polynomial P = ∑ni=1[li, hi]ei, put p = ∑ni=1(li + hi)ei/2 and e′i = (hi − li)ei. By
solving Problem 15 for p and e′i ’s, we obtain the solution for Problem 13.
To solve Problem 15, we use Algorithm 2. Given polynomials p = e0 +∑ni=1 aiei, f ∈ R[x], where
ei ∈ R[x] and ai ∈ R, consider the interval polynomial
p(x)+
n∑
i=1
[−, ] ei(x),
where  ≥ 0 is a parameter. After making similar transformations to the ones in Section 3.2, we write
the resulting interval polynomial as
P ′ = p′(x)+
n′∑
i=1
[−, ] e′i(x).
If the condition p′ ∈ ∑mi=1 Re′i does not hold, there is no polynomial q such that f is a factor of q.
Otherwise, let δ be the output of Algorithm 2 for P ′ . In step (3), there exists I ⊂ { 1, 2, . . . , n′ } such
that one of the inequalities in (16) for I holds when  = δ. Take one such I and let
P ′′ = p′(x)− δ
∑
i
e′i(x)+ δ
∑
i
e′i(x)+
∑
i
[−, ]e′i(x).
Here, if the left equality in (16) holds, i runs over the set { i | 〈nI , ei〉 > 0 }, { i | 〈nI , ei〉 < 0 }, and
{ i | 〈nI , ei〉 = 0 }, in the first, second, and third summation, respectively. If the right equality in (16)
holds, i runs over the set { i | 〈nI , ei〉 < 0 }, { i | 〈nI , ei〉 > 0 }, and { i | 〈nI , ei〉 = 0 }, in the first,
second, and third summation, respectively. Then, P ′′ contains the zero polynomial for  = δ. Note
that the divisibility of Problem 15 becomes a problem regarding the existence of the zero polynomial
after the transformations.
LetQ1 = P ′ and the output of the above procedure applied toQi beQi+1. Note that the dimension
ofQi+1 is less than that ofQi. We writeQi as qi+∑j∈J(i)[−, ]e′j . If q1 6= 0, q2 6= 0, . . . , qµ−1 6= 0, and
Qµ is an ordinary polynomial, then qµ = 0 holds from Lemma 17 and the condition p′ ∈ ∑ni=1 Re′i .
Therefore, there is some finite number ν such that qν = 0, and we obtain a solution for Problem 15
by setting bi to be 0 for i ∈ J(ν).
When qi 6= 0 but the dimension of the input interval polynomial Qi is equal to the number of
interval coefficients, we can directly solve the following equation of bj:
qi +
∑
j∈J(i)
bje′j = 0,
which can be viewed as a system of linear equations of bj, and obtain a solution for Problem 15.
If the conditions described in Remark 27 are satisfied, each recursion step can be carried out in a
polynomial number of steps in n and D, the maximum of the total degrees of ei’s in Problem 15. Since
the dimension ofP ′ is a polynomial in D, and after each recursion step, the dimension of the resulting
interval polynomial is less than that of the input interval polynomial, the total number of steps is a
polynomial in n and D.
Example 33. Let p and f be as follows.
p = 2x3 − 2x2y− 4xy2 + 12x2 − 10xy− 7y2 + 14x− 21y− 9,
f = 2x2 − 4xy+ 7x− 7y− 18
5
.
Find a nearest polynomial
q = p+ b1x3 + b2x2y+ b3xy2 + b4x2 + b5xy+ b6y2 + b7x+ b8y+ b9 (bi ∈ R)
to p such that f is a factor of q.
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The remainder of p divided by f with the graded lexicographic order x > y is x/10 + y/10. Let
e0 = x/10+ y/10.
The remainders ei’s of the 9 monomials x3, x2y, xy2, x2, xy, y2, x, y, and 1 are
e1 = 4xy2 − 212 xy+ 7y
2 + 281
20
x− 173
20
y− 63
10
,
e2 = 2xy2 − 72xy+
7
2
y2 + 9
5
y, e3 = xy2, e4 = 2xy− 72x+
7
2
y+ 9
5
,
e5 = xy, e6 = y2, e7 = x, e8 = y, e9 = 1,
respectively. The first input interval polynomial is
Q1 = e0 +
9∑
i=1
[−, ]ei,
which is of dimension 6. The distance from p to a nearest polynomial that has f as a factor is 7/106
and we obtain the output, which is the second input, as follows.
Q2 = e0 − 7106 e4 +
7
106
e6 − 7106 e7 −
7
106
e8
+ [−, ]e1 + [−, ]e2 + [−, ]e3 + [−, ]e5 + [−, ]e9.
Since the dimension ofQ2 is 5, which is equal to the number of the interval coefficients, we solve the
equation
e0 − 7106 e4 +
7
106
e6 − 7106 e7 −
7
106
e8 + b1e1 + b2e2 + b3e3 + b5e5 + b9e9 = 0
of b1, b2, b3, b5, and b9 directly and obtain the unique solution
b1 = − 153 , b2 =
1
53
, b3 = 253 , b5 = 0, b9 = 0. (17)
Therefore, we obtain a nearest polynomial
q = p− 1
53
x3 + 1
53
x2y+ 2
53
xy2 − 7
106
x2 + 7
106
y2 − 7
106
x− 7
106
y.
That is,
q = 105
53
x3 − 105
53
x2y− 210
53
xy2 + 1265
106
x2 − 10xy− 735
106
y2 + 1477
106
x− 2233
106
y− 9.
The following are the results when we use the procedure forQ2,Q3, . . . as the inputs.
Q3 = e0 + 253 e3 −
7
106
e4 + 7106 e6 −
7
106
e7 − 7106 e8
+ [−, ]e1 + [−, ]e2 + [−, ]e5 + [−, ]e9,
Q4 = e0 + 153 e2 +
2
53
e3 − 7106 e4 +
7
106
e6 − 7106 e7 −
7
106
e8
+ [−, ]e1 + [−, ]e5 + [−, ]e9,
Q5 = e0 − 153 e1 +
1
53
e2 + 253 e3 −
7
106
e4 + 7106 e6 −
7
106
e7 − 7106 e8
+ [−, ]e5 + [−, ]e9
= [−, ]e5 + [−, ]e9.
That is, we obtain the same results as (17).
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4. Conclusion
For real multivariate polynomials f and p and a real multivariate interval polynomial P , we
described methods for determining whether f is a real pseudofactor of P and for finding a nearest
real multivariate polynomial q to p such that f is a factor of q.
One of the directions of future study is to consider an interval polynomial pseudofactor instead
of a polynomial pseudofactor. That is, for two given interval polynomials F and P , try to determine
whether there exist f ∈ F and p ∈ P such that f is a factor of p.
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