Abstract. Edge projection is a specialization of Lov asz and Plummer's clique projection when restricted to edges. We discuss some properties of the edge projection which are then exploited to develop a new upper bound procedure for the Maximum Cardinality Stable Set Problem (MSS Problem). The upper bound computed by our heuristic, incorporated in a branch-and-bound scheme in conjunction with Balas and Yu branching rule, seems to be very e ective for sparse graphs, which are typically hard instances of the MSS Problem.
Introduction
We denote by G = (V; E) an undirected graph. V is the set of nodes and E the set of edges. A stable set is a subset of V such that no two nodes of the subset are pairwise adjacent. The cardinality of a maximum stable set of G will be denoted by (G). When G is the empty graph, (G) = 0. A clique is a subset of V with the property that all the nodes are pairwise adjacent. A clique partitioning of G is a family of cliques such that each node of G is contained in exactly one clique of the family. If C is a clique partitioning of G, then jCj (G) holds.
The complement of G = (V; E) is a graph G = ( V ; to the model Gfn;P(edge) = pg (see 6]) which consists of graphs with n nodes, where the edges are chosen independently with probability p. Random graphs belonging to this class are used in the paper as test problems: for these graphs, the density is very close to the probability p. The Maximum Cardinality Stable Set Problem (MSS Problem) consists of nding a stable set in G of maximum cardinality (G). A complete and up-todate survey on the topics can be found in 21] .
Observe that nding a MSS in G is equivalent to nding a maximum cardinality clique in its complement. The MSS Problem is known to be NP-hard 10] for arbitrary graphs, while it is polynomially solvable for special classes of graphs, for instance, perfect graphs and t-perfect graphs 13 In order to obtain tighter bounds, in 23, 4, 17] the bounding procedure is divided in two phases: in the rst phase a clique partioning of G is found; in the second phase, the clique partitioning is extended to a fractional clique covering of G 23], that is a family of cliques with the property that each node of G is contained in at least two cliques of the family. It is well known that the computational e ort for solving an MSS problem grows as the density of the graph decreases. In 23, 22, 7] , the authors were able to improve the bounds computed for sparse graphs by using, besides clique partitioning, other classes of subgraphs of G (holes, matchings, etc.).
Most of the aforementioned algorithms use the e ective enumeration scheme proposed by Balas and Yu in 5]. This scheme computes a set of nodes on which the branching is performed. The size of the branching tree is a ected by the cardinality of such a set, which, in turn, depends on the gap between the current lower bound and the cardinality of the clique partitioning found by the bounding heuristic. The fractional covering found in the second phase in 23, 4, 17] is only used to improve the resulting upper bound, but has no e ect in reducing the cardinality of the set of the branching nodes. These observations motivated us to design a new upper bound heuristic that provides a bound which is stronger than that provided by a clique partitioning, specially when applied to sparse graphs. This is obtained by using the operation of edge projection, which is a specialization of Lov asz and Plummer's clique projection (see 16] ). In Section 2 we describe the branching scheme. In Section 3 we de ne the edge projection and describe some important properties of this EDGE PROJECTION AND THE MAXIMUM ...
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operation. In Section 4 we describe an upper bound procedure based on edge projection. Finally, in Section 5 we describe a xing heuristic and we give the complete description of our branch-and-bound algorithm.
2. Branching Scheme.
In any branch-and-bound scheme, the algorithm will generate a branching tree in order to nd a MSS of G. The t-th node of the branching tree corresponds to a MSS problem de ned on a particular subgraph G t induced by a set of nodes V t V in G. Furthermore, a lower bound LB on the problem is at hand. Our goal is either to nd a MSS in G t or to show that (G t In order to reduce the size of the set Z t , we developed a new upper bounding heuristic, which attempts to nd better partitions for the nodes of G than clique 
Edge projection
Let G = (V; E) be a graph, where V is the set of nodes, E the set of edges and let e = uv 2 E. In the following we denote by N uv = N(u) \ N(v), by Lemma 3.1. Let G = (V; E) be a graph, let e = uv 2 E and let Gje = (V je; Eje) be the projection of e in G. Then: (i) For each stable set S 0 of Gje, S 0 fug or S 0 fvg is a stable set of G.
(ii) For each stable set S of G with S \ fu; vg 6 = ;, the set S 0 = S ? fu; vg is a stable set of Gje.
Proof.
(i) Let S 0 be a stable set of Gje. Clearly, S 0 is also a stable set of G. Now, each node in N u is adjacent in Gje to each node in N v . It follows that at least one of the two sets N u \ S 0 and N v \ S 0 is empty. We can suppose, w.l.o.g., that N u \ S 0 = ;. In addition, we have, by costruction, that N uv \ S 0 = ; and v = 2 S 0 . As a consequence, N(u) \ S 0 = ; and S 0 fug is a stable set of G.
(ii) Let S be a stable set of G with S \ fu; vg 6 = ;, and suppose that S 0 = S ? fu; vg is not a stable set of Gje. Then there exist two nodes w and z both contained in S and S 0 such that the edge wz 2 Eje and wz = 2 E. Then it must be, w.l.o.g., that w 2 N u N(u) and z 2 N v N(v). Since S \fu; vg 6 = ;, it must be S \N(u) = ; or S \N(v) = ; (or both), a contradiction.
The previous lemma has the immediate consequence that (G) (Gje) + 1. We are now interested in nding conditions ensuring that (G) = (Gje) + 1.
In particular, we say that an edge e = uv 2 E is projectable in G i there exists a maximum stable set S in G such that S \ fu; vg 6 = ;. Proof. Let S be a maximum stable set of G, with S \ fu; vg 6 = ;. By Lemma 3.1, S ?fu; vg is a stable set of Gje, with cardinality equal to jS j?1 = (G) ? 1.
The previous lemma shows that identifying projectable edges allows us to reduce the problem of nding a maximum stable set in G to the problem of nding a maximumstable set in a graph with a smaller number of nodes. Unfortunately, the problem of nding a projectable edge is NP-hard. In order to give su cient conditions for edge-projectability, we introduce the following graphs:
Diamond: (Fig. 2a) In all of the previous graphs, the edge ab is called central edge. We have the following Lemma 3.3. Let G = (V; E) be a graph, and let e = uv 2 E. If e is not the central edge of an induced subgraph isomorphic to a diamond or a bull or a double fork, then e is projectable in G.
Proof. In order to prove that e is projectable, we have to show a maximum stable set S of G such that S \ fu; vg 6 = ;. Let S be a maximum stable set of G such that j S \ (N(u) ? fvg)j 1. Then the edge e is projectable in G. In fact, we have the following three cases: 6 C.MANNINO AND A.SASSANO (i) S \ fu; vg = fvg, and e is projectable.
(ii) S \ fu; vg = fug, and e is projectable.
(iii) S \ fu; vg = ;. In this case, it must be j S \ N(u) ? fvgj = 1, otherwise S fug is a stable set of G and S is not maximum, a contradiction. Let fzg = S \ (N(u) ? fvg) and let S 0 = S ? fzg fug. S 0 is a maximum stable set containing node u, and e is projectable.
Analogously, if there exists a maximumstable set S of G such that j S\(N(v)? fug)j 1, then e is projectable in G.
We show now that every stable set S is such that jS \ ( Thus, every maximum stable set S is such that jS \ N(u) ? fvgj 1 or jS \ N(v) ? fugj 1 (or both) and e is projectable.
As a direct consequence of last lemma we have the following: Lemma 3.4. Let G = (V; E) be a graph, and let e = uv 2 E. Suppose N(u) ? fvg is a clique. Then e is projectable.
Proof. It is easy to check by simple inspection that e is not the central edge of a (graph isomorphic to a) double fork, of a bull or of a diamond.
The following lemma, which is a trivial consequence of the de nition of edgeprojection, will be used in next section. 
Upper bound
Let G = (V; E) and let e 2 E. If e satis es the conditions of Lemma 3.3, then (G) = (Gje) + 1, and the problem of nding a MSS in G can be reduced to the problem of nding a MSS in Gje. Unfortunately, verifying whether G contains an edge satisfying the conditions of Lemma 3.3 in every node of the enumeration tree would require an excessive computational e ort. In addition, our experience is that the probability of nding such an edge in a random graph is very low. Nevertheless, the projection operation can be used to compute EDGE PROJECTION AND THE MAXIMUM ... A standard clique covering based heuristic and UPPROJ di er in the way maximal edges (i.e. maximal cliques of G containing exactly two nodes) are treated. That is, in the rst case the edges are simply removed from the graph, while UPPROJ, besides removing the edge, also inserts a number of new edges in the remaining graph. This increases the density of the remaining graph and thus the probability to nd larger cliques that, in turns, implies a higher probability to obtain smaller upper bounds.
To support the above observations we applied to a graph with 100 nodes and 9.52% density the greedy cover heuristic and the procedure UPPROJ. In both cases, the nodes of the initial graph G = G 0 are ordered by ascending degree. Table 1 reports the densities of the residual graphs produced by the two procedures after 10, 20 and 30 iterations. As a consequence of the ordering, nodes of lower degrees tend to be chosen (and removed) earlier, and the density of the remaining graph grows in both cases. However, when the maximal edges are projected rather than simply removed, the density of the remaining graph grows much faster. Obeserve that after 30 iterations, the graph produced by UPPROJ is substantially denser than that produced by the greedy heuristic. Density Iter. UPPROJ Greedy 0 9.52% 9.52% 10 13.45% 11.52% 20 16.71% 13.40% 30 25.33% 16.29% Table 1 . Density of G vs. iterations of UPPROJ Next Lemma, which is a simple consequence of Lemma 4.1, will be used in the following to nd a suitable set of branching nodes. As a consequence of this lemma we have that, when X = ;, (G W q ]) q.
We show now how UPPROJ must be modi ed in order to be incorporated into a branch-and-bound scheme. At a certain node of the enumeration tree, a graph G = (V; E) and a lower bound LB are at hand. Recall that our goal is either to nd a MSS in G or to show that (G) LB, where LB is the current lower bound. In case we are not able to prove that (G) LB, we have to detect the set V of branching nodes. This is realized by the following procedure. We have to show that, when UPPPROJ-II teminates with the output variable Fathom = false, the set V is properly generated according to Balas In Table 2 we summarize results over 15 randomly generated graphs. The rst two columns show the number of nodes in the graph and the probability of each edge, respectively. In all experiments the nodes of the graphs have been ordered by ascending degree. Columns three and four report, respectively, the number of edges projected by UPPROJ and the number of new edges inserted in total after all the iterations of the procedure. Finally, the last columns compare UPPROJ with the greedy clique covering heuristic. The columns identi ed by Bound show the upper bound established, while the columns identi ed by Branch show the dimension of the set of branching nodes obtained by applying Balas and Yu's branching rule. In both cases we compute a lower bound by means of a simple greedy heuristic. As observed in Section 2, the dimension of the branching set in each node of the branching tree heavily a ects the size of the search. From the table we can observe that the number of projections decreases as the density of the graph increases, for a xed number of nodes. This is because the number of edges of G which are also maximal cliques of G decreases with the density of G. In fact, it is easy to show that in a graph G belonging to the model Gfn;P(edge) = pg the probability for an edge to be a maximal clique of G is equal to (1 ? p 2 ) n?2 . It follows that: 1) for a xed number of nodes, this probability decreases as the square of p, and 2) for a xed p, it decreases exponentially as the number of nodes grows. As a consequence we can observe that the bound computed by the greedy clique covering heuristic and UPPROJ tend to coincide at decreasing densities as the number of nodes grows. A similar behaviour can be observed for the number of nodes in the branching set. In order to overcome this limit, we are developing a new method to compute upper bounds for (G) based on the more general concept of clique projection, where the cardinality of the projected clique can assume any value. However, it is well known that the hardest instances of the Maximum Stable Set Problem in random graphs, tend to appear in a segment of low densities of the graphs. In addition, as the number of nodes grows, the hardest instances tend to appear at decreasing densities. For example, the computational experience shows that, in random graphs with cardinality of nodes set equal to 100, the hardest instances appear at densities around 15%, while in random graphs with cardinality of nodes set equal to 200, they appear at densities around 10% (see, for example, 22]).
Main Algorithm
In the following we will indicate by P t = (I t ; O t ; t ) the t-th subproblem, where I t and O t are the set of nodes in and out of the current stable set, respectively. By G t we denote the graph G ? I t ? O t and by S I the best solution found so far ( I = jS I j). The search tree will be represented by a list of not yet solved problems L. In Section 2 we have observed that the size of the branch tree depends also on the average degree of the branching nodes. The nodes of G are thus ordered in ascending degree value, so that at each subproblem the branching nodes will tend to have a higher degree. Table 2 . Comparison between UPPROJ and Greedy that this simple pre-processing leads to a substantial reduction in the number of subproblems of the search tree.
Finally, in order to reduce the size of each problem, we introduce a simple criterion which will allow us to x nodes in the current stable set I t . The algorithm has been coded in C, and tested on the DIMACS benchmarks, using an IBM-RISC SYSTEM 6000 POWERstation 375. The results are given in Table 3 , where we show the number of branches and the CPU-time (in seconds) used by the algorithm for solving each instance. We compare our algorithm with two of the fastest algorithms presented in the literature. The rst is due to Balas and Xue (columns identi ed by BX) and the results are given as they are reported in 4]. For their tests they used a computer DEC-alpha 300-400 AXP, and they set a time limit of 18,000 seconds. The second is due to Sewell 22] (columns identi ed by Se), and the results are given as they are reported in 22]. The author used a computer SUN Sparcstation 1+, and set the time limit at 36,000 seconds. In order to compare CPU-times of di erent machines, we computed an average of the results on DIMACS machine benchmarks. In this way we obtained for the SUN Sparcstation 1+ a speed ratio of 3.67, when compared with the machine used for our tests. Unfortunaltely, for the computer DECalpha 300-400 AXP, used by Balas and Xue, the same datas are not available.
Observe that we were not able to solve the instance identi ed by mann a81, which derives from the Set Covering Problem, denoted by A81, associated with a Steiner Triple System with 81 elements. A81 is generated in a standard way (see, for example, 1]). For this problem, a cover of cardinality 61 has been known for a long time, but the optimality of this solution was not proven. In order to do that, we generated a new problem, obtained from A81 by xing a speci ed element a in the cover, and two speci ed elements out of the cover. We denoted this new problem by A78 001; it is possible to show that, if C is a minimum cover of A78 001, then C f ag is a minimum cover of A81. With A78 001 we can associate a graph G so that a maximum stable set of G can be easily transformed into a minimum cover of A78 001. The graph G has 2964 nodes and density equal to 0.0013. By running the present algorithm, we EDGE PROJECTION AND THE MAXIMUM ...
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found for this graph a MSS of cardinality 980, corresponding to a minimum cover of A78 001 of cardinality 60. Thus, the optimality of the cover of A81 of cardinality 61 has been proven. This test required 21 days of computation on an IBM-RISC SYSTEM6000 POWERstation 375. In order to reduce the CPU time, we developed a new algorithm explicitly designed to solve Set Covering Problems, which makes use of some of the ideas contained in this work.This new algorithm ( 18] ) was able to solve A78 001 in 2.30 h. of CPU time, and A81 in about 64 h.
