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Abstract
The paper deals with the maximum likelihood estimator for the drift estimation of an au-
toregressive models with exogenous variables, which are stationary Gaussian noises. Using the
method of the Laplace transform, both the asymptotic properties and the asymptotic design
problem of the maximum likelihood estimator are investigated. The numerical simulation re-
sults confirm the theoretical analysis and show that the proposed maximum likelihood estimator
performs well in finite sample.
1 Introduction
Over the last decades, the problem of the choice of inputs so as to obtain maximal information
from the experiments has been given a great deal of interest in the engineering literature (see e.g.
[10, 1, 16, 17, 14, 15, 18]) as well as in the statistical literature (see e.g. [19, 8, 20, 4]). Many of
these works mentioned above focused on experiments design for identification of directly observed
dynamic system parameters. The classical approach for experiment design consists of a two-step
procedure: maximize the Fisher information under energy constraint of the input and find an
adaptive estimation procedure. In this field, there are many approaches such as sequential design,
Bayesian design, mini-max and robust design (see e.g. [10, 13] and the references therein). The
referred works not only considered the identification of directly observed dynamic systems such as
[14] but also the partially observed systems [15].
For the experiment design of the autoregressive with exogenous terms (ARX) model, many
works focused on the system driven by the white noises (see e.g [17, 12]) since the independence of
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white noises is a very good property for the estimation procedure. However, there was little work
on the experiment design in the case of dependent noises, such as the fractional Gaussian noise.
In this paper, we consider the ARX(1) model with the fractional Gaussian noise. Using the
technique of the Kalman filtering (see e.g. [3, 2]) and following the idea of maximum likelihood
estimation (MLE) for the AR(1) with regular dependent Gaussian noise, we study the asymptotic
design problem of the input of the ARX(1) model and give an efficient estimator of the unknown
signal drift parameter. For these purposes, we will separate the desired problem in two subproblems.
On the one hand, we obtain the optimal input by maximizing the Fisher information under certain
constraints on the energy of the input. Using Laplace transform computations, we can see that
the asymptotical optimal input does not depend on the unknown parameter and so the MLE is
a good candidate to reach efficient estimation. On the other hand, we investigate the asymptotic
properties of the MLE. The consistency, asymptotic normality and convergence of the moments of
the MLE are proposed.
The organization of this paper is as follows. In Section 2, we state the problem of experimental
design and asymptotic results of this paper. Section 3 provides some simulation examples to show
the performance of the proposed MLE. All the proofs are collected in the Appendix.
2 Statement of the problems and asymptotic behaviors
We consider the model
Xn = ϑXn−1 + u(n) + ξn, 0 < ϑ < 1, X0 = 0 , (1)
where u(n) denotes the deterministic function of n and ξ = (ξn, n ∈ Z) is the centred regular
stationary Gaussian noise with ∫ π
−π
| log fξ(λ)|dλ <∞ , (2)
where fξ(λ) is the spectral density of ξ.
We suppose that the covariance c = c(m,n), m, n ≥ 1 is
Eξmξn = c(m,n) = ρ(|n−m|), ρ(0) = 1 ,
which is positive defined. In fact, the condition (2) can be deduced by ρ ∼ cn−α with α > 0.
Remark 1. There are many Gaussian process satisfying the condition (2), such as three well-known
noises: MA(1), AR(1) and fractional Gaussian noise (fGn). Let us mention that, in the case of
fGn, the covariance function only depends on the Hurst parameter H . As we can see later, one can
estimate ϑ and H simultaneously.
Now, we consider the problem of estimating the unknown parameter ϑ with the observation
data X(N) = (Xn, n = 1, · · · , N). Let L(ϑ,X(N)) be the likelihood function for ϑ. Then the Fisher
information can be written as
IN (ϑ, u) = −Eϑ ∂
2
∂ϑ2
lnL(ϑ,X(N)).
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In fact, the function u(n) is a deterministic function which is contained in the control space UN
of real (or complex function):
UN =


u(n)
∣∣ 1
N
N∑
n=1
∥∥∥∥∥∥∥∥
n∑
m=1
k(n,m)u(m)
σn+1
∥∥∥∥∥∥∥∥
2
≤ 1


,
where the function k(n,m) and σn are defined in (7) and (8).
Moreover, we define
JN (ϑ) = sup
u∈UN
IN (ϑ, u) .
Our main goal is to find an adapted estimator ϑ¯N of the parameter ϑ, which is asymptotically
efficient in the sense that, for any compact K ∈ (0, 1) = {ϑ|0 < ϑ < 1},
sup
ϑ∈K
JN (ϑ)Eϑ(ϑ¯N − ϑ)2 = 1 + o(1), (3)
as N →∞.
In what follows, we state the following results.
Theorem 2.1. The asymptotical optimal input in the class of control UT is uopt(n) =
n∑
m=1
K(n,m)σm+1.
Moreover,
lim
N→∞
JN (ϑ)
N
= I(ϑ) ,
where I(ϑ) = 11−ϑ2 + 1(1−ϑ)2 .
Remark 2. For the case of −1 < ϑ < 0, the optimal input will be uopt(n) = (−1)n
n∑
m=1
K(n,m)σm+1
or uopt(n) = (−1)n+1
n∑
m=1
K(n,m)σm+1 and I(ϑ) = 11−ϑ2 + 1(1+ϑ)2 . It is worth emphasizing that
the proof of this case is the same of ϑ > 0.
Since the optimal input does not depend on the unknown parameter ϑ, we can consider ϑ¯ as
the MLE ϑˆN . The following theorem states that ϑˆN will reach the efficiency of (3).
Theorem 2.2. With the optimal input uopt(n) defined in Theorem 2.1, for 0 < ϑ < 1, the MLE
ϑˆN has the following properties:
• ϑˆN is strong consistency, that is ϑˆN a.s.→ ϑ as N →∞.
• ϑˆN is uniformly consistent on compact K ⊂ R, i.e. for any ν > 0
lim
N→∞
sup
ϑ∈K
PNϑ
{∣∣∣ϑˆN − ϑ∣∣∣ > ν} = 0
• ϑˆN is uniformly on compacts asymptotically normal, i.e., as N →∞,
lim
N→∞
sup
ϑ∈K
∣∣∣Eϑf (√N (ϑˆN − ϑ)−Ef(ξ))∣∣∣ = 0, ∀f ∈ Cb ,
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where ξ is a zero mean Gaussian random variable with variance I−1(ϑ) defined in Theorem
2.1. Moreover, we have the uniform on ϑ ∈ K convergence of the moments: for any q > 0,
lim
N→∞
sup
ϑ∈K
∣∣∣Eϑ ∣∣∣√N (ϑˆN − ϑ)∣∣∣q −E|ξ|q∣∣∣ .
Remark 3. For ϑ < 0, we have the same asymptotic results and the same Fisher information I(ϑ),
which is defined in Remark 2.
3 Simulation study
In this section, we study the finite sample properties of the proposed MLE ϑˆN . We conduct Monte
Carlo studies for different values of ϑ to numerically investigate the efficiency of the MLE. Since the
simulation of the noise (AR(1), MA(1), fGn) has been studied in [2] with u(n) = 0, in this paper,
we only present the results of the fGn with H = 0.6. In fact, the main obstacle of the Monte Carlo
simulation is the difficulty of simulating fGn, in contrast to white noises. In the literature, there
are some methods to deal with the problem of simulating fGn (see [6]). In this paper, we simulate
fGn by the Wood-Chan method, which simulates fGn by extracting the square root of the following
autocovariance matrix:
Σ =
h2H
2


Σ0 Σ1 . . . Σm−1
Σ1 Σ0 . . . Σm−2
. . . . . . . . . . . .
Σm−1 Σm−2 . . . Σ0

 ,
where
Σj =
{
γ(j) 0 ≤ j ≤ m/2
γ(m− j) m/2 ≤ j ≤ m− 1
,
and
γ(i− j) =h
2H
2
(| i− j − 1 |2H + | i− j + 1 |2H −2 | i− j |2H) , i, j = 0, 1, . . . , N − 1 .
By construction, the matrix Σ is symmetric and circulant. For algorithmic rapidity, m ≥ 2(N − 1).
Note that Σ can be decomposed as Σ = RΛR∗ where Λ is the diagonal matrix of eigenvectors of Σ
and R is a unitary matrix which is given by
Rj,k =
1√
m
exp
(
−2iπ jk
m
)
j, k = 0, 1, . . . ,m− 1 , (i = √−1) .
Moreover, R∗ denotes the adjoint of R, i.e., R∗j,k is the complex conjugate of Rk,j . If W =
RΛ1/2R∗Z (Z ∼ N (0, Im)) where Z is a m-dimensional vector of standard normal distribution,
then W ∼ N (0,Σ). As a consequence, the simulation of fGn can be done in following steps:
(i) Constructing the circulative matrix Σ from the autocovariance function γ.
(ii) Calculating the eigenvalues of Σ by Fast Fourier Transform
λk =
m−1∑
j=0
Σj exp
(
−2iπ jk
m
)
, k = 0, 1, . . . ,m− 1 . (4)
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(iii) Simulating for F = RZ with
Fj =


U0 j = 0 ,
1√
2
(Uj + iVj) 0 < j < m/2 ,
V0 j = m/2 ,
1√
2
(UN−j − iVN−j) m/2 < j < m ,
where Uj and Vj are independent standard normal random variables.
(iv) Reconstructing of the fGn ξ by Fast Fourier Transform
ξk =
1√
m
m−1∑
j=0
√
λjFj exp
(
−2iπ jk
m
)
, k = 0, 1, . . . ,m− 1 . (5)
with λj defined by (4).
Once we obtain fGn, we can simulateXn using (1) and calculate the MLE ϑˆN . SettingN = 2500,
we carry out a simulation study proposed above. Then, we obtain the MLE ϑˆN by using some
generating datasets. For each case, replications involving l = 5000 samples are simulated from
the true model. To evidence the asymptotic laws of ϑˆN , we can now investigate the asymptotic
distributions of the following statistics:
Φ(N,ϑ,X) =
√
N
(
ϑˆN − θ
)
. (6)
The results are presented in the following Figures and the following Table, which reports the
variance of Φ(N,ϑ,X) with different values of ϑ.
Fig.1. Histogram of the statistic Φ(N,ϑ,X) with ϑ = −0.7.
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Fig.2. Histogram of the statistic Φ(N,ϑ,X) with ϑ = −0.4.
Fig.3. Histogram of the statistic Φ(N,ϑ,X) with ϑ = 0.4.
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Fig.4. Histogram of the statistic Φ(N,ϑ,X) with ϑ = 0.7.
Table 1. The variance of Φ(N,ϑ,X) with different values of ϑ
Vales of ϑ -0.7 -0.4 0.4 0.7
Theoretical variance of Φ(N,ϑ,X) 0.0765 0.2520 0.2520 0.0765
Empirical variance of Φ(N,ϑ,X) 0.0763 0.2492 0.2489 0.0756
The histogram indicates that the normal approximation of the distribution of the statistic
Φ(N,ϑ,X) is reasonable even when sampling size N is not so large. From Table 1, we can see
that the empirical variance of Φ(N,ϑ,X) are close to their theoretical variance, which confirms our
theoretical result: the convergence of the distribution of Φ(N,ϑ,X) is fast.
4 Appendix
The appendix provides the proofs of Theorem 2.1 and Theorem 2.2. For the sake of convenience,
we first introduce some well-known results.
4.1 Stationary Gaussian sequences
We define
σ1ǫ1 = ξ1, σnǫn = ξn −E(ξn|ξ1, ξ2, · · · , ξn−1), n ≥ 2 , (7)
where ǫn ∼ N (0, 1), n ≥ 1 are independent. It follows from the Theorem of Normal Correlation
([11], Theorem 13.1) that there exists a deterministic kernel denoted by k(n,m), n ≥ m, n ≥ 1
such that
σnǫn =
n∑
m=1
k(n,m)ξm, k(n, n) = 1 . (8)
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For n ≥ 1, let βn−1 be the partial correlation coefficient
− k(n, 1) = βn−1, n ≥ 1 . (9)
It is worth mentioning that σnβn is nothing but the correlation between ξ0 and ǫn namely
σnβn = Eξ0ǫn (see equation (11)). Then following the idea of [7], we have the following relationship
σ2n =
n−1∏
m=1
(1− β2m), n ≥ 2, σ1 = 1 . (10)
n∑
m=1
k(n,m)ρ(m) = βnσ
2
n . (11)
k(n+ 1, n+ 1−m) = k(n, n−m)− βnk(n,m) . (12)
On the other hand, there exists an inverse deterministic kernel K = (K(n,m), n ≥ 1, n ≥ m)
such that
ξn =
n∑
m=1
K(n,m)σmǫm. (13)
Remark 4. From this replacement, we have
ξn =
∞∑
k=0
akǫn−k .
Let us mentioned that we always assume a0 6= 0, if not, we can renumber ak. When the filter
generated by ξn, ξn−1, · · · , ξ−∞ and ǫn, · · · , ǫ−∞ are the same, we have lim
n→∞
= a20, which means
∞∑
n=1
βn <∞ or β → 0 when n→∞.
4.2 Model Transformation
Let us define the process Z = (Zn, n ≥ 1) such that
Zn =
n∑
m=1
k(n,m)Xm, n ≥ 1 , (14)
where k(n,m) is the kernel defined in (8).
Similar to (13), we have
Xn =
n∑
m=1
K(n,m)Zm .
It is worth mentioning that the process Z has the same filtration of X . In the following parts, let
the observation be (Z1, Z2, · · · , ZN). Actually, it was shown in [2] the process Z can be considered
as the first component of a 2-dimensional AR(1) process ζ = ζn, n ≥ 1, which is defined by:
ζn =

 Znn−1∑
r=1
βrZr

 .
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It is not hard to obtain that ζn is a 2-dimensional Markov process which satisfies the following
equation:
ζn = An−1ζn−1 + bv(n) + bσnǫn, n ≥ 1, ζ0 = 02×1 , (15)
with
An =
(
ϑ ϑβn
βn 1
)
, b =
(
1
0
)
(16)
and ǫn ∼ N (0, 1) are independent. Here the function v(n) will be in the space of
VN =
{
v
∣∣ 1
N
N∑
n=1
∥∥∥∥ v(n)σn+1
∥∥∥∥
2
≤ 1
}
.
4.3 Fisher Information
As we have interpreted, the observation will be the first component of the process ζ = (ζn, n ≥ 1).
Now from the equation (15), it is easy to write the Likelihood function L(ϑ,X(N)), which depends
on the function v(n):
L(ϑ,X(N)) =
N∏
n=1
1√
2πσ2n
exp

−1
2
N∑
n=1
(
b∗
(
ζn −Aϑn−1ζn−1
)
σn
)2 . (17)
Consequently, the Fisher Information IN (ϑ, v) can be written as
IN (ϑ, v) = −Eϑ ∂
2
∂ϑ2
lnL(ϑ,X(N)) = Eϑ
N−1∑
n=1
(
a∗nζn
σn+1
)2
, (18)
where an =
(
1
βn
)
.
In what follows, we present the proof of our main results.
4.4 Proof of Theorem 2.1
To prove the theorem 2.1, we separate the Fisher Information of (18) into two parts:
IN (ϑ, v) = Eϑ
N−1∑
n=1
(
a∗nζn − a∗nEϑζn + a∗nEϑζn
σn+1
)2
= Eϑ
N−1∑
n=1
(
a∗n(ζn −Eϑζn)
σn+1
)2
+
N−1∑
n=1
(
a∗nEϑζn
σn+1
)2
= Eϑ
N−1∑
n=1
(
a∗nPϑn
σn+1
)2
+
N−1∑
n=1
(
a∗nEϑζn
σn+1
)2
= I1,N (ϑ) + I2,N (ϑ, v).
where Pϑn satisfies the following equation:
Pϑn = Aϑn−1Pϑn−1 + bσnǫn, Pϑ0 = 02×1.
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Obviously, I1(ϑ) does not depends on v(n). Thus, and as presented in [2], we have
lim
N→∞
Eϑ exp
(
− 1
2N
N−1∑
n=1
(a∗nPϑn)2
σ2n+1
)
= exp
(
−1
2
I1(ϑ)
)
and I1(ϑ) = 11−ϑ2 .
A standard calculation yields
lim
N→∞
I1,N (ϑ)
N
= I1(ϑ) = 1
1− ϑ2 . (19)
To compute I2,N (ϑ), let s(n) = Eϑζnσn+1 . Then, we can see that s(n) satisfies the following equation:
s(n) = An−1s(n− 1) σn
σn+1
+ bf(n) , (20)
where f(n) = v(n)σn+1 and it is bounded.
Note that βn → 0 and σnσn+1 → 1, we assume that for n = 1, 2, · · · , σnσn+1 ≤ (1+ε) and βn ≤ ε for
the sufficiently small positive constant ε and (1+ε)ϑ < 1. Consequently, we can state the following
result.
Lemma 4.1. Let Y = (Yn, n ≥ 1) be the 2-dimension equation, which satisfies the following
equation:
Yn =
(
ϑ 0
0 1
)
Yn−1 + bf(n), Y (0) = y0 .
Then, we have
lim
N→∞
1
N
N∑
n=1
(a∗ns(n))
2 = lim
N→∞
1
N
N∑
n=1
(b∗Yn)2 .
Proof. For the sake of notational simplicity, we introduce a 2-dimensional equation Y = (Y ′n, n ≥ 1),
which satisfies the following equation:
Y ′n =
(
ϑ 0
0 1
)
Yn−1
σn
σn+1
+ bf(n), Y ′0 = y
′
0 .
In this situation, we have three comparison. First, we compare b∗s(n) − b∗Y ′n. A standard
calculation implies
s(n)− Y ′n =
(
0 ϑβn−1
βn−1 0
)
(s(n− 1)− Y ′n−1)
σn
σn+1
,
which implies b∗(s(n)− Y ′n)→ 0.
Now, we compare b∗Yn − b∗Y ′n. A simple calculation shows that
b∗(Y ′n − Yn) = ϑ(b∗(Y ′n − Yn)) + ϑ
(
σn
σn+1
− 1
)
b∗Y ′n−1 ,
which implies b∗(Y ′n − Yn)→ 0 since f(n) is bounded and σnσn+1 − 1→ 0.
Finally, as βn → 0 and the component of s(n) is bounded, we can easily obtain a∗ns(n)−b∗s(n)→
0, which achieves the proof.
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Now, we define α(n) = b∗Yn. Then α(n) = ϑα(n − 1) + f(n), where f(n) is in the space of
FN =
{
f(n)
∣∣ 1
N
N∑
n=1
f2(n) ≤ 1
}
. Since the initial value α(0) will not change our result, we assume
α(0) = 0 without loss of generality.
Let J2,N = sup
v∈VN
I2,N (ϑ, v). Then, it is clear that
lim
N→∞
J2,N (ϑ)
N − 1 = limN→∞
1
N
sup
f∈FN
N∑
n=1
α2(n). (21)
Now to prove theorem 2.1, we only need the following lemma.
Lemma 4.2. As J2,N (ϑ) presented in (21), we have
lim
N→∞
J2,N (ϑ)
N − 1 = I2(ϑ) , (22)
where I2(ϑ) = 1(1−ϑ)2 .
Proof. First of all, taking f(n) = 1, it is easy to get the lower bound
lim
N→∞
1
N
N∑
n=1
α2(n) ≥ 1
(1− ϑ)2 .
Moreover, a simple calculation shows that
α(n) = ϕ(n)
n∑
i=1
ϕ−1(i)f(i), n ≥ 1, α(0) = 0 ,
where
ϕ(n) = ϑϕ(n− 1), ϕ(0) = 1 .
Obviously, we can rewrite 1N
∑N
n=1 α
2(n) as
1
N
N∑
n=1
α2(n) =
N∑
n=1
(
ϕ(n)
n∑
i=1
ϕ−1(i)
f(i)√
N
)(
ϕ(n)
n∑
i=1
ϕ−1(i)
f(i)√
N
)
.
or
1
N
N∑
n=1
α2(n) =
N∑
i=1
N∑
j=1
FN (i, j)
f(i)√
N
f(j)√
N
,
where
FN (i, j) =
N∑
ℓ=i
∨
j
(
ϕ(ℓ)ϕ−1(i)
) (
ϕ(ℓ)ϕ−1(j)
)
.
Let φn = ϕ
−1(n)
N∑
ℓ=n
ϕℓǫℓ with ǫℓ ∼ N (0, 1) are independent. Then, we have
FN (i, j) = E(φiφj)
11
and
φn−1 = ϑφn + ǫn−1, φN = 0.
Let us mentioned that FN (i, j) is a compact symmetric operator for fixedN . We should estimate
the spectral gap (the first eigenvalue ν1(N)) of the operator. The estimation of the spectral gap is
based on the Laplace transform of
N∑
i=1
φ2i , which is written as
LN(a) = Eϑ exp
(
−a
2
N∑
i=1
φ2i
)
,
for sufficiently small negative a < 0.
On one hand, when a > − 2ν1(N) , φ is a centred Gaussian process with covariance operator FN .
Using Mercer’s theorem and Parseval’s identity, LT (a) can be represented by
LN(a) =
∏
i≥1
(1 + aνi(N))
−1/2 , (23)
where νi(N) is the sequence of positive eigenvalues of the covariance operator.
On the other hand, a straightforward algebraic calculation shows
LN(a) =
(
ϑN−1Ψ1N
)−1/2
, (24)
where
ΨN =
(
1 0
)( 1
ϑ
1
ϑ
a
ϑ
a
ϑ + ϑ
)N−1(
1
0
)
.
For
∆ =
(
1 + a
ϑ
+ ϑ
)2
− 4 ≥ 0 ,
there exists two real eigenvalues λ2 ≥ 1, λ1 ≤ 1 of the matrix(
1
ϑ
1
ϑ
a
ϑ
a
ϑ + ϑ
)
.
Then, we can see that
ΨN =
(
λN−1 − λN−1
ϑ2
− λ
N−2
2 − λN−21
ϑ
)
ϑ
λ2 − λ1 ≥ 0 .
That is to say for ϑ > 0 and for any 0 > a ≥ −(1−ϑ)2, LN (a) ≥ 0. Thus, lim
N→∞
ν1(N) ≤ 1(1−ϑ)2
and we complete the proof.
Remark 5. For −1 < ϑ < 0, ∆ ≥ 0 means 1+aϑ +ϑ ≤ −2 and 0 > a > −(1+ϑ)2. As a consequence,
we have ν1(N) ≤ (1 + ϑ)2.
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4.5 Proof of theorem 2.2
Let vopt(n) = σn+1 and ζ
o = (ζon, n ≥ 1) be the process ζ with the function vopt(n). Then, we have
ζon = An−1ζ
o
n−1 + bvopt(n) + bσnǫn, ζ0 = 02×1
To estimate the parameter ϑ from the observations ζ1, ζ2, · · · , ζN , we can write the MLE of ϑ
uing (17)
ϑˆN =
(
N∑
n=1
(
a∗nζn
σn+1
)2)−1( N∑
n=1
a∗nζnb
∗ζn+1
σ2n+1
)
. (25)
A standard calculation yields
ϑˆN − ϑ = MN〈M〉N ,
where
MN =
N∑
n=1
a∗nζn
σn+1
ǫn+1, 〈M〉N =
N∑
n+1
(
a∗nζn
σn+1
)2
.
The second and third conclusion about the asymptotically normality of theorem 2.2 are crucially
based on the asymptotical study of the Laplace transform
LϑN
( µ
N
)
= Eϑ exp
(
− µ
2N
〈M〉N
)
,
for N →∞.
First, we can rewrite LϑN
(
µ
N
)
by the following formula:
LϑN
( µ
N
)
= Eϑ exp
(
−1
2
N∑
n=1
ζ∗nMnζn
)
,
where Mn = µNσ2
n+1
anan∗.
Inspired by the Appendix of Chapter 2 of [5], we have the following result.
Lemma 4.3. For any N , the following equality holds:
LϑN
( µ
N
)
=
N∏
n=1
[det(Id+ γ(n, n)Mn)]−1/2 exp
(
−1
2
N∑
n=1
z∗nMn(Id+ γ(n, n)Mn)−1zn
)
,
where (γ(n,m), 1 ≤ m ≤ n) is the unique solution of the equation
γ(n,m) =
[
n∏
r=m+1
Ar−1(Id+ γ(r, r)Mr)−1
]
γ(m,m), (26)
and the function (γ(n, n, n ≥ 1)) is the solution of the Ricatti equation:
γ(n, n) = An−1(Id+ γ(n− 1, n− 1)Mn−1)−1γ(n− 1, n− 1)A∗n−1 + σ2nbb∗. (27)
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It is worth to emphasize that (zn, 1 ≤ n ≤ N) is the unique solution of the equation
zn = mn −
n−1∑
r=1
γ(n, r)[Id + γ(r, r)Mr]−1Mrzr, z0 = m0.
where mn = Eζ
o
n.
With the explicit formula of the Laplace transform presented in Lemma 4.3, we have its asymp-
totical property.
Lemma 4.4. Under the condition (2), for any µ ∈ R, we have
lim
N→∞
LϑN
( µ
N
)
= exp
(
−µ
2
I(ϑ)
)
(28)
where I(ϑ) = 11−ϑ2 + 1(1−ϑ)2 .
Proof. In [2] we have stated that
lim
N→∞
N∏
n=1
[det(Id+ γ(n, n)Mn)]−1/2 = µ
1− ϑ2 . (29)
Since the component of γ(n, n) is bounded, we have
lim
N→∞
Id+ γ(n, n)Mn = Id.
On the other hand,
N∑
n=1
m∗nMnmn =
µ
N
N∑
n=1
(
a∗nEζ
0
n
σn+1
)2
−→ µ
(1− ϑ)2 , N →∞. (30)
which has been presented in last part. At last, notice
n−1∑
r=1
γ(n, r)[Id+ γ(r, r)Mr ]−1Mrzr =
n−1∑
r=1
[
n∏
τ=r+1
Aτ−1(Id+ γ(τ, τ)Mτ )−1
]
[Id+ γ(r, r)Mr]Mrzr
we have that
lim
N→∞
n−1∑
r=1
γ(n, r)[Id + γ(r, r)Mr]−1Mrzr = 0. (31)
Combining (29) and (30) and (31), the Lemma 4.4 achieves.
From this conclusion, it is immediate that
Pϑ lim
N→∞
1
N
〈M〉N = I(ϑ) .
Moreover, using the central limit theorem for martingale, we have
1√
N
MN =⇒N (0, I(ϑ)).
Consequently, the asymptotical part of the theorem 2.2 is obtained.
The strong consistent is immediate when we change µN with a positive proper constant µ in
Lemma 4.4 because the determinant part tends to 0 as presented in section 5.2 of [2]and the extra
part is bounded.
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