Level curvature is a measure of sensitivity of energy levels of a disordered/chaotic system to perturbations.
Introduction
Let H N stand for N × N random Hermitian matrix belonging to a certain invariant ensemble which is characterized by the joint probability density (p.d.) of N real eigenvalues λ i , i = 1, . . . , N of the form P N (λ 1 , λ 2 , . . . , λ N )
in terms of the potential V (λ), with Z N being the appropriate normalization constant. In particular, the simplest choice V (λ) = λ 2 corresponds to the so-called Gaussian unitary ensemble (GUE) whose mean eigenvalue density is given in the limit N → ∞ by the Wigner semicircle law
This law shows, in particular, that typically the minimal λ min and the maximal λ max eigenvalues approach ±2, respectively. For large but nite N one of the most important characteristics of GUE spectrum appears to be the TracyWidom (TW) law for the distribution of this extreme eigenvalues given by [1] :
) ,
where q(z) satises the Painleve II equation q ′′ (z) = 2q 3 (z) + zq(z) ,
Similar distributions are also known for other symmetry classes of random matrices. TW distributions are highly universal, retain their validity not only for invariant ensembles with a quite general potential V (λ), but also for a very broad class of Hermitian random matrices with independent entries [2] , and emerge in several disordered/ chaotic physical systems. For example they are relevant for describing directed polymers in disordered media [3] , spectral gap uctuations in disordered metal grains in contact to a bulk superconductor [4] , uctuations of output power in coupled ber lasers [5] , etc.
Consider now a general perturbation H N + γW , where γ is the control parameter, and W is a xed given matrix. 
Here |n⟩, λ n for n = 1, . . . , N is the set of of eigenvectors/eigenvalues of H N , that is H|n⟩ = λ n |n⟩, and |m⟩ stands for the eigenvector corresponding to the unperturbed minimal eigenvalue λ min . The coecients V and C in (4) are frequently called in the physical literature the level velocity and the level curvature, respectively. This terminology is inherited from the use of eigenvalues of random matrices as a model of highly excited energy levels of disordered/chaotic quantum systems, see e.g. [6] . As is well known, the components of eigenvectors of invariant random matrices are statistically independent from the eigenvalues, and also in the large-N limit behave essentially as independent, identi- Delande [7] on the basis of numerical simulations, and derived in the limit N ≫ 1 for Gaussian ensembles in [8] and independently by a dierent method in [9] (see yet another technique in [10] ). One expects the results to be universal, that is to hold for a broad class of random matrices sharing the same global symmetries.
To this end it seems natural to pose questions related to sensitivity of extreme eigenvalues to perturbations.
Apart from a generic interest, from a somewhat dierent angle the above expressions characterize sensitivity of the ground state of the so-called spherical spin-glass model [11] to perturbations in random interactions. In addition, one can show also that in the framework of the same spin-glass-type spherical model the so-called nonlinear susceptibility of the ground state with respect to external magnetic eld can be reduced to a similar, but a more complicated expression. Those observations provide an additional motivation to try to develop regular tools for statistical characterization of level curvatures for extreme eigenvalues. Here we report some preliminary steps in this direction.
The presentation below will have the following structure. We will start with recapitulating a simpler problem of the level curvature distribution, with the curvatures being sampled over all levels in a small spectral window around some point in the spectrum. Departing from the specic methods used in earlier papers [8, 9] for
Gaussian RMT ensembles, we show that for any rotationally invariant ensemble of Hermitian random matrices the problem can be reduced to the asymptotic analysis of the orthogonal polynomials, and their so-called Cauchy transforms. After that we will go back to the problem of sensitivity of extreme eigenvalues and show how the corresponding curvature distribution can be formulated in terms of a special class of orthogonal polynomials studied recently in [12] . 
where ⟨. . .⟩ H stands for the ensemble average, ρ(µ)
HN stands for the mean eigenvalue density around the point µ, the curvature related to the m-th eigenvalue being dened as
and C typ stands for the typical curvature scale identied via considering the typical contribution of two neighbouring eigenvalues
with the parameter ∆ = 1/N πρ(µ) dening the mean spacing between the neighbouring eigenvalues. 
where the integral should be understood as the principal value, and we introduced the standard eigenvalue two-
Let us note that the eigenvalues are strongly correlated only over the distance comparable with typical level spacing ∆ which is negligible in comparison with the total length of the spectral support (assumed to be for simplicity a single interval). It is then easy to see that the leading order result is obtained by neglecting the correlations and using
In particular, for GUE the mean curvature in the limit N → ∞ is simply given by
where we have assumed that µ is xed when N → ∞, and evaluated the principal value integral as the known 
We will perform the ensemble average in steps, and start with averaging over the eigenvectors |n⟩ with n = 1, 2, . . . , m − 1, m + 1, . . . , N . In doing this we assume that in the large-N limit dierent eigenvectors are eectively statistically independent for dierent n, and moreover the components n i = ⟨i|n⟩ of a given eigenvector in any basis |i⟩ can be treated in the same limit simply as independent and identically distributed (i.i.d.) complex
Gaussian-distributed numbers with variance 1/N . Actually, one can relatively easily verify that if one takes any nite subset of l eigenvectors such that l is xed when N → ∞ then the required properties follow. The latter statement is rigorously proved in the mathematical literature, see e.g. [13] . Therefore, our method implicitly assumes that the number l of terms which eectively contribute to the curvature dened in (6) is much smaller than N . This is very plausible in view of the denominators growing roughly linearly with n, but strictly speaking remains a conjecture. Using such an assumption we can easily perform the eigenvector average for a given |n⟩, which simply amounts to using the Gaussian identity
This immediately allows us to write (13) where the brackets now stand for the averaging over the joint p.d. (1) 
As for a generic perturbation we must have TrW 2p = O(N ) for all integer p ≥ 1 one can for large N eectively retain only the rst term in the exponential in (14) .
We conclude that the distribution of y m is eectively δ-functional in the limit N ≫ 1, so one can replace y m with its average value: 
This allows us to rewrite (1) as 
where we have denoted ϵ = µ + i ω∆, ∆ = 2 will be dened below.
In terms of the above function the Fourier transform of the curvature distribution is simply given by
The correlation functions of product/ratios of characteristic polynomials of random matrices, like that featuring in (18) , were considered in full generality in [14, 15] . There it was found how to express these A-103 objects in terms of orthogonal polynomials generated by the potential V (x). Namely, introducing a measure on the real line as dµ(x) = e −N V (x) dx, one can dene the unique set π k (x) of associated monic orthogonal polynomials satisfying
As is well known (see e.g. [16, 17] and references therein), the product of the coecients [c k ]
2 gives the normalization constant in (1) :
Further, dene the so-called Cauchy transforms
In particular, in [15] an expression was derived relating general averages like those featuring in (18) to the determinants of 2 × 2 matrices whose entries are certain bilinear combinations of the polynomials and their derivatives (the so-called kernels). After specifying the general formulae for our particular case the correlation function dened in (19) takes the following explicit form:
in terms of the following kernels:
and
So formally the problem amounts to nding asymptotic approximations for the orthogonal polynomials and the Cauchy transforms for a given potential in the specied spectral regime. Various techniques are available for performing such an analysis, the RiemannHilbert approach (see e.g. [16] ) being the most powerful, especially for proving the universality of the required asymptotics for a broad class of rotationally-invariant ensembles. We will not pursue this line here but rather show later on how the above formulae reproduce the known Zakrzewski
Delande expressions in the bulk of the spectrum |µ| < 2 of the Gaussian unitary ensemble in the large-N limit, and then study the soft-edge case. Before doing that we however come back to addressing the original problem of the curvature distribution for extreme eigenvalues, and formulate it in terms of asymptotics of a special class of orthogonal polynomials.
Curvature distribution for extreme eigenvalues: orthogonal polynomial formulation
Consider again the perturbation of the extreme eigenvalue (λ min for deniteness) with the curvature given by (4) and normalized to the typical curvature at the
where averaging goes over the joint p.d. (1), and we have introduced the indicator function:
is true and zero otherwise, and exploited the permutation symmetry of (1).
Introducing the corresponding Fourier transform (known as the characteristic function) K m (ω) = ⟨e i ωc ⟩ and averaging it over the Gaussian eigenvectors |n⟩, with n = 2, 3, . . . , N , and then over the remaining eigenvector |1⟩ corresponding to λ min yields, in full analogy to (15) 
At the next step we introduce an ensemble of (N − 1) × (N − 1) random Hermitian matrix M N −1 with the eigenvalues λ 2 , . . . , λ N and the (normalized) measure
where Z N −1 (λ 1 ) is the appropriate normalization constant. This distribution (and its normalisation) depends on λ 1 (≡ λ min ) as an external parameter. In terms of such an ensemble we easily see (cf. (18)): We conclude that the analysis of the above expression amounts to studying the orthogonal polynomials generated by the measure P λmin (M N −1 ). Indeed, we can introduce the measure dµ λmin (x) = e − N 2 V (x) χ (x>λmin) dx, with π k (x; λ min ) standing for monic orthogonal polynomials with respect to this measure satisfying
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The above polynomials depend on λ min as external parameter, and in this way the analysis of the level curvature distribution for the minimal eigenvalue amounts to extracting the large-N asymptotic behaviour of such polynomials and their Cauchy transforms for N → ∞.
Several important steps in such an analysis for the Gaussian case V (x) = x 2 were reported recently by Nadal and Majumdar in [12] , but further work is needed to include the Cauchy transforms into consideration to be able to extract the ensuing curvature distribution in the explicit form. The problem is non-trivial and is currently under investigation [17] . Below we return to considering a somewhat simpler case of the spectral-averaged curvature distribution, both at the edge and in the bulk.
3. Spectral-averaged GUE curvature distribution 3.1. Bulk of the GUE spectrum 
Those are actually the classical Hermite polynomials.
Renaming the spectral parameter µ → x, and y =
our goal is to calculate (see (19) ):
Relevant bulk asymptotic expressions for the Hermite polynomials, the Cauchy transforms, and the kernels involved in the curvature distributions are well known, but to make the present text self-contained we recover them in Appendix A directly from the integral representations. Parameterizing a bulk point of the spectrum x = 2 cos ϕ ∈ (−2, 2) for η, ζ of the order of unity and N ≫ 1 we have
where we denoted s ζ = sgn Im (ζ).
−N we conclude that the required large-N asymptotics for any real ω and y > 0 of the order of unity is given by
whereas in the view of the exact relation
We also have
Substituting all this to (22) 
Now we substitute all this into (33) and use the Stir-
This is indeed exactly the expression leading after the Fourier transform to the ZakrzewskiDelande curvature distribution for GUE ensemble, see [79] :
Note: The above calculation can be further shortened if we rst notice two useful identities, the rst one being
and second one
(see e.g. [18] ). When combined together, they produce the following relation:
which after being substituted to (22) helps to rewrite the Fourier transformed curvature distribution in the most concise form
where we have dened
In particular, such a form turns out to be more convenient for extending the calculation to the spectral--averaged curvature distribution at the edge of spectrum regime which is to be considered in the next section.
Soft edge of the GUE spectrum
Consider the soft edge regime µ ≡ x = 2 + ζ N 2/3 , where ζ ∈ (−∞, ∞). The mean density of eigenvalues ρ(x) in this regime is well known and scales as
where Ai(ζ) stands for the Airy function. The corresponding mean level spacing is then ∆ =ỹ N 2/3 , wherẽ y =
πρ(ζ)
. Relevant soft edge asymptotics of the Hermite polynomials, Cauchy transforms, and the kernels involved were considered, for example, in [19] (see also [20, 21] and [18] ). For completeness, we reproduce them in detail in Appendix B, see in particular expres-
and also Eqs. (171), (170) for
we reduce (43, 44) after a simple algebra
where 
where we have used C typ c 0 = y typ . We will indeed nd
Now we proceed to evaluating the full curvature distribution in the soft edge scaling limit. From (167) we have
Further dening
and using (49) we then nd
This yields the contribution to the level curvature distribution corresponding to the rst term in (46)
where
Let us note that relations (151, 152) imply
which when used together with (54) ensure that the above piece contains the full normalization:
which implies from (47)
Similarly,
Taken together this gives second contribution to the cur-
] .
(59)
The derivative form ensures
pected. Let us note also that using Ai
Let us note that from the denitions (52, 53) we have
which yields
Substituting this to (54) we get
which implies
Similarly, we have
resulting in
where we have denoted
The above formulae provide exact curvature distribution in the soft-edge limit. As they are quite complicated, it makes sense to work out several limiting cases of general interest explicitly.
3.3. Investigating large curvature asymptotics: c → +∞ . Substituting to (52) we get
so that
Now a simple calculation gives
or explicitly, up to the terms of the order O(c −4 ), using Ai ′′ (ζ) = ζAi(ζ):
we get after straightforward manipulations
and therefore
Adding up the two contributions we obtain the general
One nds that P 1 = P 2 = P 3 = 0, so that the rst non--vanishing term in the sum is P 4 , and therefore
The above result conrms our intuition that the large Level Curvature Distribution: from Bulk to the Soft Edge . . .
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curvature values occur when the two levels approach closely, hence the large-curvature tail exponent being dictated by the level repulsion mechanism is therefore universal, see [22] . For β = 2 this mechanism indeed predicts P(c → ∞) ∼ c −4 , in full agreement with (77).
Towards the bulk: ζ → −∞ limit
In this limit we approach the bulk of the spectrum and it is natural to expect that the result will match the bulk curvature distribution (40).
As ζ = −|ζ|, with |ζ| → ∞, we can rewrite (52) as γ(c, ζ) = 1 2π 
where we have used the asymptotic of the Airy function in the same limit
Anticipating that we may need next to-the-leading order terms, let us consider the dierence γ(c, ζ) − γ 0 (c, ζ).
Using the exact integral representation formula (151) for
Ai(ζ) one can show that
and performing integration by parts we arrive at the exact relation
We again can evaluate the limit |ζ| → −∞ in the above expression by the steepest descent method, and nd
We conclude that for −ζ ≫ 1 we can use the following approximation:
(We can actually check that assuming in (84) further c ≫ |ζ| and expanding reproduces the series (67).) Differentiating, we nd to the same order
Taking into account that δ(c, ζ) is exponentially small in such a regime, we neglect it and nd correspondingly
Substituting this to (62) and using ρ(ζ) = Ai
.
(87)
and further substituting to (65) gives after straightforward but lengthy algebra
Adding the two contributions gives the rst nonvanishing term to be
Let us note that assuming c ≫ |ζ| gives back exactly (77). In the present case −ζ ≫ 1 we, however, can further use that Ai(ζ) ∼
. We then see that the leading term is the rst one, and arrive at the nal expression
The formula (91) precisely matches the bulk curvature distribution (40), as was anticipated.
Away from the bulk: ζ → +∞ limit
Again the idea is to apply the saddle-point method for ζ → ∞. We start with the asymptotic analysis for the A-108
Airy function. We shall see that for our goal we need actually also next to the leading order corrections to the Airy function. Let us nd them from the saddle-point method. We start with the representation valid for ζ > 0:
dτ, ζ > 0 . 
The corresponding leading-order asymptotic for the Airy functions is obtained by replacing J(a) = 1:
and a similar calculation for Bi gives
These relations imply to the leading order 
After dierentiation, using (94):
With these expressions we nd using ρ
with some yet unspecied coecient b. Consider now the combination (66), conveniently re-arranged
We have
(101) Therefore, we have asymptotically to the leading order
and to the same order
It remains to nd asymptotic for β(c, ζ). To this end, we perform a similar analysis for γ(c, ζ). We write
For |c| < √ ζ deforming contour from the real line to the steepest descent contour Γ incurs the contribution from the pole at τ = i |c|/ √ ζ, whereas for |c| > √ ζ the pole is above Γ . We therefore have the exact identity γ(c,
where we denoted the pole contribution
Performing the integral by the steepest descent method gives (using (94))
It turns out that for |c| < √ ζ the term γ p gives much larger contribution than γ Γ . To verify this we rescale c =c √ ζ and considerc to be of the order of unity. For γ p we arrive at the expression
As f
. At the same time using the asymptotics of the Airy function
and further
and nally adding (53) we obtain
which is the leading approximation (exponentially dominant) in the whole domain c ∈ (−∞,
It is useful to check that such a precision is sucient for the relation (55) to hold
which is checked by performing the integral (after change c → √ ζc) by the steepest descent method, and using asymptotic (95) for Bi(ζ).
Substituting (110) to (103) gives the leading order ex-
Dierentiation in the domain c ∈ (−∞,
which nally shows that to the leading order
Adding together we get the full curvature p.d. function
for ζ ≫ 1, and c ∈ (−∞, √ ζ):
To understand the structure of the above expression notice that
so that the curvature p.d.f. has a very sharp maximum (with the height ζ 1/4 and widths ζ
Remembering that the p.d.f. of x acquires the extra Jacobian factor √ 2ζ
1/4 , we see that the p.d. 
and performing the integral by steepest descent method further we see
Noticing that |ζ| = −ζ for ζ < 0, we see that (120) is precisely the same as (84), hence the curvature p.d.f. will be again given by analogue of (90):
Using the asymptotic formulae (97), (99) we nd that the leading term in (121) cancels, and the result is of the order of Ai
where the constant B of the order of unity is left undetermined.
The crossover between the two regimes c <
, where β is of the order of unity. Substituting this for β > 0 into γ Γ from (108) and using asymptotic for Airy function at ζ ≫ 1 we see that
On the other hand, the pole contribution (106) for c ≈ √ ζ approaches the value
that is the two contributions are of the same order. It would be interesting to nd the exact crossover expression for arbitrary xed β, and we leave it for further investigation.
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For real |x| < 2 we can use parametrization denoting x = 2 cos ϕ and by the steepest descent method (saddle point at q = i e − i ϕ ) nd [18] the following large-N asymptotic behaviour:
) .
Dierentiating over x, picking up the leading terms proportional to N , and using
which in fact is easy to show to be the exact relation for Hermite polynomials. Similarly
This shows that the kernel W 1 (x, x) from (25) can be written as
where we have used the identity cos 2 (A) − cos(A + ϕ) × cos(A − ϕ) = sin 2 ϕ for any A. This implies
Finally, recalling the mean eigenvalue density ρ(x) = 1 2π
√
4 − x 2 we recover (37). Now, denote the Cauchy transforms of the above
As is shown in [18] for real x and ϵ holds the exact integral representation
where we denoted s ϵ = sgn (ϵ). Comparing with (126) we conclude
In our applications we will need ϵ = i 
Taking into account sin ϕ = 1 2
rewrite the above as
which retains its validity when we replace real ζ with purely imaginary ζ = i |ω|y as is needed in our application (remember y > 0 by denition):
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Combining this with (134) gives needed leading-order asymptotic of the Cauchy transform
Now we can calculate the asymptotic of the kernel
from (23). Actually, it is more convenient to consider a slightly more general case
Assume rst ω > 0, then
or, using (125), (136) and the relation I N (−x) = I N (x)
for any real x, we have (up to the overall factor
Now assume ω < 0, then similar calculation gives
Thus we can conclude that
which gives for the leading-order kernel asymptotics Finally, the kernel F 2
is obtained by differentiating (141) over η, setting η = 0, and multiplying by factor N , which yields the relation
which is equivalent to (36).
Appendix B: Soft edge asymptotics of Hermite polynomials, Cauchy transforms, and the kernels involved
We start again with
and replace the contour with the sum of two contours
and in the second contour we put q = i + t, ∀t > 0, so
We will be interested in the regime x = 2 + ζ N 2/3 , with ζ of the order of unity, and N ≫ 1. Let us start with rewriting (146) as
The saddle-point equation is dL
which has the only solution t = 0.
. Introducing the scaled variable t = τ N 1/3 we easily nd to the leading order 
Combining, we nally have for x = 2 + ζ N 2/3 :
Note: Introduce the two functions
which are the two standard linear independent solutions of the Airy equation
After substitution to (125) this yields (for real ζ and ∀n ≪ N ) to the leading order
We see that to this order there is no dependence on n, which will result in vanishing of the corresponding kernel. To nd beyond-the-leading order corrections we will use the exact recursion: p N −1 (x) = 
, (154) p N −2 ) . 
f N −1
where the dash stands for the derivative over ξ.
Now we substitute (168) and (156) to the kernel
and obtain
A similar calculation gives also 
We see that to the leading order F 2
) in the regime x = 2 + ζ N 2/3 , in full agreement with the x → 2 limit of (36). We shall see however that for our goal we need the full expression (171).
