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subject to $\alpha_{i}^{T}x=\beta_{i}$ $(i=1, \ldots, m)$ ,
(MBNQO)
$x\geq 0$ ,
$x_{j}\in\{0,1\}$ $(j\in B)$ .
$x\in \mathbb{R}^{n}$ $A=(\alpha_{1}, \ldots, \alpha_{m})^{T}\in \mathbb{R}^{m\cross n},$ $\beta=\phi_{1},$ $\ldots,\beta_{m})^{T}\in \mathbb{R}^{m},$ $\gamma\in \mathbb{R}^{n},$ $\Gamma\in S^{n}$ ,





subject to $\alpha_{i}^{T}x=\beta_{i}$ $(i=1, \ldots, m)$ ,
$\alpha_{i}^{T}X\alpha_{i}=\beta_{i}^{2}$ $(i=1, \ldots, m)$ ,
(CPO)
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$x\in \mathbb{R}^{n},$ $X\in S^{n}$ $\Gamma\cdot X=tr(\Gamma^{T}X)$ $(C^{n})^{*}$ $n$
[1,4] (CPO)
NP
Dickinson and Gijben [9]
Burer [7] (CPO)
(CPO) (CPO) $(1, x^{T};x, X)\in(C^{1+n})^{*}$
$(1, x^{T};x, X)\in S_{+}^{1+n}\cap S_{(+)}^{1+n}$ $S_{(+)}^{n}$
$n$ $n$
$(A, B;C, D)=(\begin{array}{ll}A BC D\end{array})$
Ge and Ye[12]

















2 $P\in \mathbb{R}^{n\cross n},$ $Q\in \mathbb{R}^{m\cross m}$ Kronecker
$P\otimes Q:\mathbb{R}^{m\cross n}arrow \mathbb{R}^{m\cross n}$ $P\otimes Q$ : $X\mapsto QXP^{T}$ $X\in \mathbb{R}^{n\cross n}$
diag$(X)\in \mathbb{R}^{n}$ $X$ $x\in \mathbb{R}^{n}$ Diag$(x)\in S^{n}$
$x$ $P\in \mathbb{R}^{m\cross n}$ Diag$(P)$ : $\mathbb{R}^{m\cross n}$
Diag$(P)$ : $X\mapsto P\circ X$ $\circ$ Hadamard $X\in \mathbb{R}^{m\cross n}$
$p\in \mathbb{R}$
$X^{(p)}\in \mathbb{R}^{m\cross n}$ $(i, j)$ $X_{ij}^{p}$
2
(CPO) :
minimize $\gamma 0$ $\gamma^{T}\Gamma)\cdot(\begin{array}{ll}\xi x^{T}x X\end{array})$
subject to $01$ $0^{T}O)\cdot(\begin{array}{ll}\xi x^{T}x X\end{array})=1$ ,
$(_{\alpha_{j}}^{0}$ $\alpha_{O^{i)}}^{T}$ . $(\begin{array}{ll}\xi x^{T}x X\end{array})=2\beta_{i}$ $(i=1, \ldots,m)$ ,
$(\begin{array}{ll}0 0^{T}0 \alpha_{i}\alpha_{i}^{T}\end{array})\cdot(\begin{array}{ll}\xi x^{T}x X\end{array})=\beta_{i}^{2}$ $(i=1, \ldots, m)$ ,
(DNR)
$(_{-2e_{j}}1$ $4e_{j}e_{j}^{\dot{*})\circ}-2e^{T}(\begin{array}{ll}\xi x^{T}x X\end{array})=1$ $(j\in B)$ ,
$Y=(\begin{array}{ll}\xi x^{T}x X\end{array})\in S_{+}^{1+n}\cap S_{(+)}^{1+n}$ .
$e_{j}\in \mathbb{R}^{n}$ $j$ 1 $0$
$R=(-\beta, A)^{T}$ $S=RR^{T}$ (DNR) $Y$
$Y\cdot S=0$ $S$ $Y$
(DNR) (DNR)
$Y$ (CPO) $(C^{1+n})^{*}$ $S_{+}^{1+n}$
Burer[71 (CPO)
$m=1$
$m\geq 2$ Tanaka et al. [21,
Appendix $A$]
Kobayashi et al. [13]
$S$ (DNR)




$V=(L, R)$ $L\in \mathbb{R}^{(1+n)\cross(1+n-m)}$ $L$
Tanaka et al. [21, Section 2.1] $L$ $V$ (DNR)
$V^{T}YV=(L^{T}YL, L^{T}YR;R^{T}YL, R^{T}YR)$ (DNR)
$Y$ $Y\cdot S=0$ $R^{T}YR=O_{m\cross m}$
$V^{T}YV$ $L^{T}YR=O_{(1+n-m)\cross m}$ (DNR)
:
mini ze $V^{-1}(\begin{array}{ll}0 \gamma^{T}\gamma \Gamma\end{array})V^{-T}\cdot V^{-1}YV$
subject to $V^{-1}(\begin{array}{ll}1 0^{T}0 O\end{array})V^{-T}\cdot V^{T}YV=1$ ,
$V^{-1}(\begin{array}{ll}0 \alpha_{i}^{T}\alpha_{i} O\end{array})V^{-T}\cdot V^{T}YV=2\beta_{i}$ $(i=1, \ldots,m)$,
$V^{-1}(\begin{array}{ll}0 0^{T}0 \alpha_{i}\alpha_{i}^{T}\end{array})V^{-T}\cdot V^{T}YV=\beta_{i}^{2}$ $(i=1, \ldots, m)$ , (DNR2)
$V^{-1}$ $(_{-21}1_{e}$ $4eje_{j}-2e^{T}\dotplus)V^{-T}\cdot V^{T}YV=1$ $(j\in B)$ ,
$V^{T}YV=(\begin{array}{ll}X O_{(1+n-m)\cross m}O_{m\cross(1+n-m)} O_{m\cross m}\end{array})$ ,
$X\in S_{+}^{1+n-m}$ , $Y\in S_{(+)}^{1+n}$ .
$U=(I_{1+n-m}, O_{(1+n-m)\cross m})V^{-1}$ , $C=U(O, \gamma^{T};\gamma,\Gamma)U^{T},$ $A_{j}=U(1, -2e_{j}^{T};-2e_{j}, 4e_{j}e_{j}^{T})U^{T}(j\in B)$
(DNR2) :
mlnlmlze $C\cdot X$
subject to $X_{11}=1$ ,
$A_{j}\cdot X=1$ $(j\in B)$ , (FRDNR)
$Y=U^{T}XU$ ,
$X\in S_{+}^{1+n-m}$ , $Y\in S_{(+)}^{1+n}$ .
(FR-DNR) $(1 +n-m)\cross(1+n-m)$
(DNR2) 2 3





subject to $AX=b$ ,
$Y-U^{T}XU=O$ ,
(P)




subject to $\ovalbox{\tt\small REJECT}^{T}y+S+UTU^{T}=C$ ,
$S\in S_{+}^{n-r}$ , $T\in S_{(+)}^{n}$
(D)
fl : $X\mapsto(A_{1}\cdot X, \ldots, A_{m}\cdot X)^{T}$
$\ovalbox{\tt\small REJECT}^{T}$
$T$ : $y \mapsto\sum_{i=1}^{m}A$
(P) (D) :
$\{(X, Y,y,S, T):\ovalbox{\tt\small REJECT} X=b,Y-U^{T}XU=O\ovalbox{\tt\small REJECT}^{T}y+S+UTU^{T}=C\exists\mu>0’$
,
$XS=\mu wIX\in S_{++}^{n-r}S\in S_{++}^{n-r},$
’
$Y\circ T=\mu ET\in S_{(++)}^{n}Y\in S_{(++)}^{n},$ $\}\cdot$




(Step $0$) $(X, Y,y,S, T)\in S$ r $\cross$ Sn$(++$ $)\cross$ Rm $\cross$ Sn$+$X $\cross$ Sn$(++$ $)$ $\sigma\in(0,1),$ $\gamma\in(0,1)$
(Step 1) $(X, Y,y,S, T)$
(Step 2) Newton
$(\Delta X, \Delta Y, \Delta y, \Delta S, \Delta T)$
(Step 3) $\alpha_{p}$ $:= \min\{\max\{\alpha$ :
$X+\alpha\Delta X\in S_{+}^{n-r}\},$ $\max\{\alpha:Y+\alpha\Delta Y\in S_{(+)}^{n}\}\},$ $\alpha_{d}$ $:= \min\{\max\{\alpha:S+\alpha\Delta S\in S_{+}^{n-r}\},$ $\max\{\alpha$ :
$T+\alpha\Delta T\in S_{t+)}^{n}\}\}$
(Step 4) $\alpha_{p}$ $:= \min\{1,\gamma\alpha_{p}\},$ $\alpha_{d}$ $:= \min\{1, \gamma\alpha_{d}\}$ $(X, Y,y,S, T)$ $:=(X+$





$(X, Y,y,S, T)$ $(\Delta X, \Delta Y,\Delta y, \Delta S, \Delta T)$
:
$(\begin{array}{ll}-\prime H \ovalbox{\tt\small REJECT}^{T}\ovalbox{\tt\small REJECT} O\end{array})(\begin{array}{l}\Delta X\Delta y\end{array})=(\begin{array}{l}R_{a}r_{p}\end{array})$ . (AS)
190
${}^{t}H=W^{-1}\otimes W^{-1}+(U\otimes U)Diag(Y^{t-1)}\circ T)(U\otimes U)^{T}$ ,
$R_{a}=R_{d}-R_{psd}-U(Y^{(-1)}\circ R_{nn})U^{T}+U(Y^{(-1)}\circ T\circ R_{p})U^{T}$





(AS) Toh [23] PSQMR [11] (AS)
PSQMR
PSQMR Freund and Nachtigal [11] [ Krylov 1
:




Kojima et al. [14]




3 $rV^{*},$ $\Psi^{*},$ $\Sigma$
$(-\prime K,\ovalbox{\tt\small REJECT}^{T};\ovalbox{\tt\small REJECT}, O)$ $K^{-1}$
$(R;r)\in S^{n-r}\cross \mathbb{R}^{m}$ $(Q;q)=(-(K,ffl^{T};\ovalbox{\tt\small REJECT}, O)^{-1}(R;r)$
$’\kappa$ Tanaka et al. [21,
Section 3.21
$\blacksquare$ Kro $n$ecke$r$ Kronecker Toh [23]
$\gamma$ K-ronecker $G_{1},$ $\ldots,G_{q}\in \mathbb{R}^{n\cross n}$,
$K_{1},$
$\ldots,$
$K_{q}\in R^{m\cross m}$ $q$ K-ronecker 1 Kronecker
191
:$\min_{v_{\text{ }}\in R^{n\cross n},V_{R}\in R^{m\cross m}}\Vert\sum_{p=1}^{q}G_{p}\otimes K_{p}-V_{L}\otimes V_{R}\Vert_{F}^{2}$ .





$cH=W^{-1} \otimes W^{-1}+\sum_{i=1}^{n}\sqrt{\sigma_{i}\lambda_{i}}U$ Diag$(q_{i})U^{T}\otimes\sigma_{i}\sqrt{\sigma_{i}\lambda_{i}}U$ Diag$(q_{i})U^{T}\simeq V\otimes V=’\kappa$ .
$\sigma=$ $(sgn(\lambda_{1}),$
$\ldots$ , sgn$(\lambda_{n}))^{T}$ $V$ $:=V_{L}^{*}=V_{R}^{*}\in S_{++}^{n-r}$ Kronecker
Tanaka et al. [21, Appendix $B$ ]
$\blacksquare$ Kronecke $r$ Kronecker
Toh [23] $\Psi$ $W^{-1}$
(1, 1) Toh [23] $l$
$X$ $W^{-1}$ $\Theta(\sqrt{\mu})$ 1 $\Theta(1/\sqrt{\mu})$
$n-r-l$ $W^{-1}$ :
$W^{-1}=PDP^{T}=P_{1}D_{1}P_{1}^{T}+P_{2}D_{2}P_{2}^{T}$ .
$D_{1}=$ Diag$(d_{1})\in S_{++}^{l}$ $D_{2}=$ Diag$(d_{2})\in S_{++}^{n-r-l}$ $W^{-1}$
$P_{1}\in \mathbb{R}^{(n-r)\cross l}$ $P_{2}\in \mathbb{R}^{(n-r)\cross(n-r-l)}$ $D_{1}$ $D_{2}$
$W^{-1}$ $D=$ Diag$(d_{1};d_{2}),$ $P=(P_{1}, P_{2})$
:
$\prime H=(P\otimes P)[D\otimes D+\sum_{i=1}^{n}\sqrt{\sigma_{i}\lambda_{i}}P^{T}UDiag(q_{i})U^{T}P\otimes\sigma_{i}\sqrt{\sigma_{i}t_{i}}P^{T}UDiag(q_{i})U^{T}P](P\otimes P)^{T}$.
:
$P^{T}U$ Diag$(q_{i})U^{T}P\simeq(^{P_{\iota_{O}^{UDiag(q_{j})U^{T}P_{1}}}^{T}}$ $P_{2}^{T}UDiag(q_{i})U^{T}P_{2}O)$ $(i=1, \ldots, n)$ .
Kronecker :
${}^{t}\overline{H}_{ij}^{*} \simeq D_{j}\otimes D_{i}+\sum_{i=1}^{n}Z_{kj}\otimes\sigma_{i}Z_{ki}$ $(i,j=1,2)$ .
$Z_{ki}=\sqrt{\sigma_{k}\lambda_{k}}P_{i}^{T}U$Diag$(q_{k})U^{T}P_{i}$ $(k=1, \ldots, n;i=1,2)$
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2 :
$\overline{\mu}*:(\begin{array}{ll}M_{11} M_{21}^{T}M_{21} M_{22}\end{array})\mapsto$ $( \frac{}{H}2^{*}1(M_{21})$ $[ \overline{H}_{1}^{*}(M_{21})]^{T}\frac{2}{H}2^{*}2(M_{22}))$ .
$M_{11}\in S^{l},$ $M_{21}\in \mathbb{R}^{(n-r-l)\cross l},$ $M_{22}\in S^{(n-r-l)}$ :




$=(P\otimes P)[D\otimes D+(P^{T}U\otimes P^{T}U)$ Diag$(Y^{(-1)}\circ T)(P^{T}U\otimes P^{T}U)^{T}](P\otimes P)^{T}$ .
2 :
$D\otimes D+(P^{T}U\otimes P^{T}U)Diag(Y^{(-1)}\circ T)(P^{T}U\otimes P^{T}U)^{T}\simeq$ Diag[diag$(D)$ diag$(D)^{T}+\Delta$ ].
:
$’\kappa=(P\otimes P)$Diag $[$diag$(D)diag(D)^{T}+\Delta](P\otimes P)^{T}$ .







OS Red Hat Enterprise Linux 55, CPU Intel Xeon 266 GHz, 24 GB
SDPA(version 73.1)
20,000
MATLAB (version 7.11) $\Psi^{*}$ $\Sigma$
:
(Pl) $\gamma*$
(P2) err6 $>1$ $\gamma*$ err6 $\leq 1$ $\Psi^{*}$
(P3) err6 $>1$ $\gamma*$ err6 $\leq 1$ $\Sigma$
193
Tanaka et al. [21, Section 3.31
2 :
maximize $\frac{1}{2}x^{T}Qx+c^{T}x$




Table 1 errl, err3, err6
DIMACS errors [16] time











err3 $2.3e-\mathfrak{d}6$ 1. $3e-12$ 2. $1e-15$ 1. $4e-15$ 1. $8e-15$
err6 5. $2e-04$ 8. $3e-06$ 4.5e-05 $4.6e-\mathfrak{d}5$ 2. $0e-05$
time $[\sec]$ 197.76 5,767.85 443.39 606.88 403.16
lOQ $6\Theta$ errl 2. $4e-07$ –1.$9e-10$ 1. Se-101. $6e-$ lQ
err3 3. $7e-96$ –9.$9e-13$ 9. $9e-13$ 1. $0e-12$
time $[\sec]$ $989.\Theta 7$ $>2\emptyset,$
$\mathfrak{d}\mathfrak{d}\mathfrak{d}\overline{.0\emptyset}$
658.53 $7\mathfrak{d}4.39$ 444.73
err6 1.5e-03 $4.4e-\emptyset 5$ $4.4e-\mathfrak{d}5$ 9.le-05
$150$ 30 errl 2. $7e-Q7$ – $5.\mathfrak{d}e-11$ S. $7e-11$ 5. $9e-11$
err3 3. $5e-96$ –4.8e-lS 7. $4e-15$ 7. $1e-15$
time $[\sec]$ 1,912.14 $>20,00\mathfrak{d}\overline{.00}$ 2,756.81 $1,593.8\mathfrak{d}$ $2.3\mathfrak{d}8.51$
err6 $5.2e-\mathfrak{d}4$ 2. $8e-05$ 4. $1e-Q3$ $1.7e-\mathfrak{d}5$







err3 3 . le-14 3 . Oe-14 3 . Qe-14
:
minimize $x^{T}\Sigma x-2(\mu^{T}x)^{2}$
subject to $e^{T}x=1$ ,





$n=100,$ $m=40$ $n=100,$ $m=80$ (Sl) (S3) (S2)
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(S3) (Sl)





err3 2.4e-l2 1. $1e-12$ 2.8e-l5 2.8e-l5 2. $8e-15$
err6 8.le-07 3. $9e-07$ 9. $8e-07$ 9. $8e-07$ $9.8e-\emptyset 7$
time $[\sec]$ $78.\emptyset 7$ 112.85 78.19 62.36 52.23
$1\otimes Q$ $4Q$ errl 2. $6e-1Q$ –2.le-l5 1. $8e-15$ 1. $7e-15$
err3 l.Ne-lN –1.6e-l4 1.6e-l4 1.6e-l4
err6 $3.6e-\emptyset 6$ $9.8e-\emptyset 7$ $4.1e-\emptyset 6$ $9.4e-\emptyset 7$
$\frac{time[\sec]774.44>2\emptyset,\emptyset\emptyset Q.QQ175.95172.3711626}{1\emptyset\emptyset 8\emptyset err13.7e-\emptyset 9--2.6e-162.4e-162.3e-16}$
$\frac{time[\sec]2,247.93>2\emptyset,\emptyset\emptyset^{-}\otimes\overline{.\emptyset\emptyset}324.7\emptyset 323.\mathfrak{G}92\emptyset 621err69.2e-\emptyset 49.3e-\emptyset 78.3e-\otimes 78.5e-\mathfrak{d}7}{15\emptyset\emptyset err12.1e-123.9e-112.\emptyset e-163.4e-164.2e-17}$
err3 $2.\emptyset e-1\emptyset$ –l.Ne-14 1. $\emptyset e-14$ $1.\mathfrak{G}e-14$
err3 $4.\emptyset e-12$ $2.\emptyset e-12$ 3.8e-l5 3. $8e-15$ 3.8e-l5
err6 7. $5e-07$ $5.9e-\emptyset 7$ $6.6e-\emptyset 7$ $6.6e-\emptyset 7$ $6.6e-\emptyset 7$
$\frac{time[\sec]7\emptyset 4.51887.36325.28311.8315851}{1506Q1}$
$\frac{time[\sec]>2\emptyset,\emptyset \mathfrak{G}^{--}\emptyset\overline{.\emptyset\emptyset}>2\emptyset,\emptyset\emptyset\emptyset\overline{.\emptyset\emptyset}96\emptyset.21err65.9e-\emptyset 71.2e-\emptyset 65.4e-\emptyset 7}{15\emptyset 120err1----2.8e-162.6e-162.8e-16}$





$2,436.417.6e-\emptyset 7$ $2,634.788.5e-\emptyset 7$ $1,528.557.2e-07$
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