In 1955 Sandy published The characters of the finite general linear groups [6] . This was very unexpected in view of the very partial information available prior to his work. It was not until almost twenty years later that the work of Deligne and Lusztig extended it to the general finite groups of Lie type. At Manchester, Sandy learnt from G. E. Wall (whom he already knew as a fellow student at Cambridge and who was a colleague at Manchester) about the work of Richard Brauer on modular representations, and as a consequence, Sandy started working in this area. Although he did not meet Brauer until 1961, as Sandy remarked, he always regarded him as one of his teachers.
From 1963 to 1965 Sandy held a Readership at the University of Sussex. In 1964 Sandy was invited by Christopher Zeeman to become the first Professor of Algebra at the new University of Warwick. Moving there in 1965 he stayed until his retirement as Professor Emeritus in 1991.
Sadly, Sandy suffered a major stroke a year after arriving, and it took quite a while to regain his health; fortunately he had immense support from Margaret. His health had been fragile before; at Manchester, he had polio.
In 1980, Sandy published his pioneering monograph on polynomial representations of general linear groups [63] , which has become a standard text.
Whilst in Warwick, all but two of his 24 doctorate students were supervised. They came from various countries, and many of them are still working in academic research. Sandy spent several extended periods as a visiting academic, beginning in January 1961 with a visit to Princeton Institute for Advanced Study, on a Fulbright Scholarship, moving to Cornell University until September. Further visits to America included stays in Chicago, Yale, Harvard and Illinois. Many were made to Germany; to Oberwolfach, Tübingen, Giessen, Bielefeld and Essen, to Paris and Cambridge. Sandy was fluent in French, also in German which he had taught himself.
Three of his graduate students were Portuguese and he became a regular visitor at the Universities of Coimbra and Lisbon, where he served as a Member of Advisory Boards (Coimbra 1979 to 2014, Lisbon 1979 to 2003). Sandy's regular visits were continued by a regular Visitor's programme at Coimbra.
Oxford
After his retirement, Sandy and Margaret moved to Oxford. Sandy became a member of the Faculty of Mathematical Sciences at Oxford University in 1994.
Sandy regularly attended the seminars in algebra and representation theory. This was also when he did his amazing work on the comultiplication for Hall algebras, the publication of which [53] has had a major impact. Later, before and after the second edition of his monograph on polynomial representations of GL n was produced [63] , we met once a week and discussed the appendix, but more generally various aspects of related mathematics.
During the last years, his health was gradually declining but he still came to the department about once a week, again thanks to immense support from Margaret.
Semigroup Theory 1
In fact Sandy wrote very little on semigroup theory, but his contributions to the foundations of the subject are far reaching. This is the topic on which he wrote his PhD thesis, (1) , and the research papers (2) and (3) (the second joint with D. Rees). The notions described in (2) are so simple and fundamental that it is possible to completely describe them here. As Green says "The purpose of this paper is to give a basis, and a few fundamental theorems, of a suggested systematic theory of semigroups."
For an element x in a semigroup S one has the principal left ideal (x) L = Sx {x}, the principal right ideal (x) R = x S {x} and the principal two-sided ideal (x) F = Sx S Sx x S {x}. Then one has the first three Green relations: x l y if x and y generate the same principal left ideal; x r y if x and y generate the same principal right ideal ; and x f y if x and y generate the same principal two-sided ideal. For x ∈ S, the l, r and f classes containing x are denoted L x , R x and F x .
It is shown that l and r commute, i.e., for x, y ∈ S there is some z ∈ S such that x l z and z r y if and only if there is some w ∈ S such that x r w and w l y. This condition defines the fourth of Green's relations d . The semigroup is broken up into d classes and the elements in a d class D described by (what is now called) the 'egg box' picture. The rows are labelled by the l-classes L x within D and the columns by the r classes R y within D and the cells by the l r classes L x R y . Green shows that if x r y and a, b ∈ S are such that xa = y and yb = x then the mappings z → za, L x → L y and w → wb, L y → L x are inverse bijections. Similar statements are true for the r classes containing elements x l y. The upshot is that two cells in D are related by natural bijections, in particular all cells within a d class have the same cardinality. This is the fundamental scheme devised for breaking up a semigroup into sets of well behaved components. An analogous situation in finite group theory is perhaps the attempt to understand a group via Sylow theory. Almost every text on semigroups has an early chapter on Green's relations and in very many papers one will find an explicit description of the Green classes for particular semigroups. In the paper one can find some natural conditions under which d = f. Further, regularity in semigroups is discussed. An element a ∈ S is said to be regular if there exists some z ∈ S such that aza = a (the notion is taken from the corresponding notion introduced by J. von Neumann for rings). It is shown that a ∈ S is regular if and only if L a (equivalently R a ) contains an idempotent (that is an element e such that e 2 = e). This result initiated what is now a vast theory of regular semigroups and perhaps contributed to an understanding of the central role played by idempotents in much of semigroup theory.
The second paper (3) is a contribution to the semigroup version of the famous Burnside problem for groups.
For more on Green's contribution see the article by John Fountain [9] (on which I have drawn heavily).
The Characters of the Finite General Linear Groups 2
The paper (4) is a landmark in representation theory. As Green says 'In this paper we show how to calculate the irreducible characters of the group GL(n, q) of all nonsingular matrices of degree n with coefficients in the finite field of q elements.' This may be seen as a q-analogue of the character theory of the symmetric groups, as described by Frobenius in [8] . That it was extremely desirable to obtain such a natural q analogue must have been obvious for a very long time. Nevertheless, the results available in this direction prior to Green's work were extremely thin on the ground. The case n = 2 had been worked out in the classical work of Jordan [12] and Schur [20] . More recently there was work of Steinberg in the general context [22] and giving solutions in the cases n = 3 and n = 4 [23] .
It is not easy to summarise the contents of Green's paper (4), which is in fact a technical tour-de-force. However, the constructions of the characters come from two sources which are rather accessible, and I should like to concentrate on these. One of these is the defining representation of GL n (q) itself. Of course this is a modular representation. Nevertheless this may be lifted using the following procedure. Let G be a finite group and R : G → GL(n, F) a representation of G as matrices over a finite field F. Suppose that for x ∈ G, all eigenvalues of ρ(x) lie in F. Let α → α 0 be a homomorphism from the multiplicative group of F to the multiplicative group of the complex numbers. Then for any symmetric function S in n-variables we obtain a generalised character (a difference of two proper characters)
of G, where ξ 1 (x), . . . , ξ n (x) are the eigenvalues of R(x). This is Theorem 1 of (4). The result is proved via the famous theorem of Brauer known as the characterisation of characters. This says that a class function on G is a generalised character if and only if the restriction to every elementary subgroup is. Here elementary means the direct product of a group of prime power order and a cyclic group. No doubt impressed by the power of this result Green proves at about the same time its converse (5) . Another interesting point is that Theorem 1 is perhaps the first contact with the modular representation theory of finite groups, in which Green was to become a world leader.
The second construction is related to the classical construction of the irreducible characters of symmetric groups via the Frobenius isomorphism. Green considers the space A n of all complex valued class functions on GL(n, q) and the direct sum A = ∞ n=1 A n . Now a product is introduced in the following way. Let α ∈ A m , β ∈ A n . Let H be the subgroup of GL(m + n, q) of all matrices of the form
with A 11 ∈ GL(m, q), A 22 ∈ GL(n, q) and A 12 an m × n matrix. Then we have a class function
It follows from properties of the Hall algebra (defined below) that the • product makes A into a commutative, associative algebra. The second source of characters comes from the formation of products
The structure of the algebra A is encoded in the way that the characteristic functions on conjugacy classes multiply. Let V be the natural n-dimensional space, over the field F of order q, on which GL(n, q) acts. The action of A ∈ GL(n, q) corresponds to the action of the polynomial algebra F [t] and in this way the conjugacy classes correspond to n-dimensional F[t]-modules, on which t has no 0 eigenspace. We can organise these as follows. Let F denote the set of irreducible polynomials over F other than t. Then V decomposes into f -primary parts, f ∈ F. The f primary parts is a direct sum
As f varies we obtain a partition valued function λ : F → P (where P denotes the set of partitions) such that
Writing π λ for the characteristic function on the conjugacy class defined by λ, understanding the value of α•β on a class representative amounts to an understanding of the products of the π λ . By (4), Theorem 2 (as formulated in [13] , IV, (3.2)) we have
and the structure constants are described in terms of Hall polynomials.
We recall the construction of Hall. Let O be a discrete valuation ring with finite residue field F = O/P. Then a finite O-module is a direct sum of the modules O/P l and the isomorphism classes of finite O-modules are naturally labelled by partitions. As in [13] , for partitions λ, μ (1) . . . μ (r) , we denote by G λ μ (1) ...μ (r ) (O) the number of chain of submodules
Hall defined an algebra H (O) with Z-basis u λ , as λ ranges over partitions, and multiplication
which is shown to be commutative and associative. For each f ∈ F we have the localisation F[t] ( f ) and then the coefficients in Green's product formula ( * ) are related to the Hall structure constants by
Thus the formula ( * ) expresses a deep connection between the character theory of the finite general linear groups and the theory of Hall algebras.
The account by Macdonald [13] of Green's paper (which, as Macdonald says [13] , p. 291, 'follows Green's paper in all essential points') includes a fully realised version of the Frobenius isomorphism ch : A → B, where B is a free polynomial algebra in symbols e n (f ), with n a positive integer and f ∈ F.
The two basic ideas outlined above are combined with superb algebraic skill to produce a complete description of all irreducible characters. We will not pursue this further except to mention the introduction of the Green polynomials Q λ ρ (q). Green has the notion of uniform class function on GL(n, q). These function may be obtained by a degeneracy rule (18) in (4) , in terms of functions on matrices with distinct eigenvalues. The degeneracy rule may be expressed in terms of the Green polynomials.
One of the reasons that this is paper is such a landmark is that it provided hope that one could determine the character theory of a general group of Lie type, by which I mean the group of fixed points G F of a reductive algebraic group G, over an algebraically closed field of positive characteristic, under the action of a Frobenius morphism F : G → G. The group GL(n, q) is the most natural example of such a group and most families of finite simple groups may be realised in this way. The characters of the 4 dimensional symplectic group were determined by B. Srinivasan (who did her Ph.D. thesis with Green) and published in 1968, [21] .
But in 1976 Deligne and Lusztig published in their celebrated paper, [6] , an incisive general approach to the character theory of groups of Lie type. Their approach, now known as DeligneLusztig theory, is based on extremely deep geometric methods, principally properties of the l-adic cohomology of sheaves. This is about as far as it is possible to be from Green's treatment of general linear groups by combinatorial means. Nevertheless the new theory confirmed conjectures made by Macdonald on the basis of Green's work, that there should in general exist families of representations corresponding to arbitrary F-stable tori in G. Also a generalisation of Green's functions and their orthogonality properties play a crucial role in the representation theory of a general group of Lie type.
Modular Representation Theory of Finite Groups 3
Frobenius's theory (1896) of characters of a finite group G does not generalize to fields k of characteristic p when p divides |G|. In this case, a representation F : G → GL(n, k) is in general not completely reducible, and is very imperfectly described by its natural character χ F ( = traceF). Representation theory of finite groups over k was developed by Richard Brauer, from the 1930s. He proved fundamental results, focusing on numerical invariants discovered via arithmetic properties of characteristic zero irreducible characters. In contrast, the work of Green, starting in the late 1950s, strongly emphasized the study of modules. By this he introduced a new perspective, which in particular also sheds new light on some of Brauer's results.
A main source of kG-modules is the reduction modulo p of ordinary characters. There is a complete discrete valuation ring R with maximal ideal p such that R/p can be identified with a subfield of k and so that the quotient field K of R has characteristic zero. One can arrange this so that any ordinary character χ of G can be realized by a representation X : g → X (g) by matrices X (g) all of whose coefficients lie in R. Taking these mod p, we get a modular representationX : g → X (g) of G. The equivalence class ofX is not uniquely determined by χ but its Brauer character is. The Brauer character φ F of the representation F is a complexvalued class function on the set of elements of G whose order is prime to p.
Blocks occurred first in [1] and may be defined by taking a decomposition 1 = e 1 + · · · + e t of 1 into primitive idempotents e r of the centre Z(kG) of kG. This can be 'lifted', uniquely, to a similar decomposition 1 =ê 1 + · · · +ê t in Z(RG). We say that an ordinary (or modular) irreducible character ψ belongs to the p-block B r of G ifê r (or e r ) is not represented by zero in a representation corresponding to ψ. By this rule, these characters are partitioned among the p-blocks B 1 , . . . , B t of G. With each block B r is associated a conjugacy class of p-subgroups of G called the defect groups of B r (originally discovered by studying characters in a block [2] ).
The first of Green's papers on modular representation theory is (6), which has as its starting point a result by D.G. Higman, from 1954. Let H be any subgroup of G. If M is a kG-module, it can also be regarded as a kH-module, denoted by M H . If L is any kH-module, then by inducing one constructs the kG-module
The following criteria for H-projectivity are due to D.G. Higman [10] :
Either of the following is necessary and suffient for a kG-module M to be H-projective:
The convention in part (b) is that if η : M → M is a linear map and g ∈ G then gη and ηg are the maps which take m to mgη and mηg respectively. A consequence of this is the following theorem, also published in [10] :
Let P be a fixed Sylow p-subgroup of G. Then every kG-module is P-projective.
The index n = |G : P| is prime to p, and we can take η = 
Moreover V is defined uniquely, up to conjugacy in G, by these properties.
A group V with the properties described in this theorem is called a vertex of M. Higman's theorem above shows that V is a p-subgroup of G.
For this theorem it is crucial to understand the restriction (M G ) D where M is some kHmodule and where H, D are subgroups of G, that is, Mackey's theorem. In this paper, Green proved this himself (only later did he become aware of Mackey's work).
If M is an indecomposable kG-module, then an indecomposable kV -module S is a source of M if V is a vertex of M, and M is a component of S G . Theorem 5 of (6) shows If V is a vertex of the indecomposable module M and if the two V-modules S, S' are both sources of M then S ∼ = S ⊗ x for some x in N G (V ).
One needs to understand vertices of indecomposable modules for p-groups. This motivates Theorem 8 (which is not mentioned in the introduction but has by now found many applications):
Let G be a p-group, and k a field of characteristic p. If H is any subgroup of G and L is any absolutely indecomposable kH-module, then L
G is absolutely indecomposable. With this one can show that for an arbitrary G and P, a Sylow p-subgroup of G containing a vertex V of M, then the dimension of M is divisible by the index (P : V ). So for example if the dimension of an indecomposable module is not divisible by p then it has vertex P.
The last paragraph investigates vertices of the modules of a fixed block. Using Brauer's original definition of defect group D of a block B [3] , Green proves:
The
vertex of any indecomposable module in B is a subgroup of D (up to G-conjugation). Moreover, there is an (irreducible) module in B whose vertex is D.
By the time of Green's next paper (7), the understanding of defect groups had improved, work of [14] and [18] suggesting a ring-theoretic approach. In [18] , Rosenberg defined the defect group of any primitive idempotent in the centre of kG.
Such a primitive idempotent generates the block, as an indecomposable direct summand of kG, as a module for G × G. Green shows that this module has the vertex group {(g, g)|g ∈ D}, isomorphic to D, where D is the defect group of the idempotent as in the above defintion.
In (8) , Green continues analysing defect groups. Perhaps more importantly, he presents a very elegant approach to defect groups, via the idea of G-algebras, which are of independent interest.
By definition, a G-algebra is any k-algebra A on which G acts as a group of k-algebra automorphisms, so that (ab) g = (a g )(b g ) for a, b ∈ A and g ∈ G, and 1 This general setting does not use the associativity, so that 'algebra' can be interpreted as only an F-module together with a bilinear product. With this, we obtain the main result (Theorem 4i), which clarifies the idea of defect groups:
Let A be a G-algebra over R or k, and let e be a primitive idempotent of the algebra A G .
Then there exists a subgroup D of G such that (i) e ∈ A D,G , and (ii) if e ∈ A H,G for any subgroup H of G, then D ≤ G H. Thus D is determined up to conjugacy in G.
Then define D to be a defect group of e in the G-algebra A. Moreover we have (Theorem 4k of (8)) The defect group D defined above is a p-subgroup of G. When A is kG, as a G-algebra, then A G is the center of kG and this recovers Rosenberg's theorem.
We can also interpret the vertex of an indecomposable kG-module M as a defect group. Namely, the k-algebra E = E(M ): = End k (M ) is a G-algebra, where for θ ∈ E and g ∈ G, we take for θ g the map m → ((mg −1 )θ )g. If H is a subgroup of G then E H is the algebra of all kH-endomorphisms of M. If M is indecomposable, then the identity endomorphism ι ∈ E is a primitive idempotent of E G . For a given subgroup H ≤ G, ι ∈ E H,G if and only if there is θ ∈ E H such that ι = T H,G (θ ). This is Higman's criterion, that M should be H-projective. That is, the defect groups of ι in E, as in the above theorem, are precisely the vertices of M.
In 1962, Green introduced the modular representation algebra of a finite group (9), now often called 'Green ring'. The idea also makes sense in other settings, such as Hopf algebras, or tensor categories. The representation algebra A c (kG) of kG, where c is some commutative ring, is the c-module generated by the isomorphism classes (M ) of kG-modules, subject to the
This has a bilinear multiplication induced by taking tensor products. It is free as a c-module, with basis a set of representatives of classes of indecomposable kG-modules.
Green correspondence, the fundamental local-global result for modular representations, describes how modules behave under induction and restriction. Let D be any p-subgroup of G, and H any subgroup of G which contains N G (D). Define two sets of subgroups of H,
A module is X -projective-free if it does not have a non-zero X -projective summand, similarly define Y-projective-free.
(i) Let U be a D-projective kG-module. Then there exists a Y-projective-free kH-module fU and a Y-projective kH-module U 0 such that
U H ∼ = f U ⊕ U 0 (ii) Let L
be a D-projective kH-module. Then there exists an X -projective-free kG-module gL and an
Let A be the set of all subgroups S of D which are not G-conjugate to a subgroup of any X in X , then Green shows:
If In (10), the main result shows that f, g give rise to inverse equivalences of suitably defined categories.
When the set X consists just of the identity group, these equivalences are a stable equivalence. This was exploited by Green in (11) where he studies a block B with a cyclic defect group D. Brauer (for D of order p, [3] ), and Dade [5] have shown that such a block can be described by a tree Γ , as follows. Let D have order p d , then there is an integer e dividing p d − 1, such that B contains e + (p d − 1)/e ordinary irreducible characters, χ 1 , . . . , χ e and χ λ (λ ∈ Λ) where Λ is an index set of size (p d − 1)/e, and e modular irreducibles F 0 , . . . , F e−1 . The graph Γ has vertex set {χ j |1 ≤ j ≤ e + 1} where χ e + 1 = Σ λ ∈ Λ χ λ and edge set {F i |0 ≤ i ≤ e − 1}, and where F i is incident with χ j if and only if F i is a composition factor in the representation X j obtained by reduction modulo p from χ j . By [3] , Γ is a tree.
The main theorem in (11) adds completely new information. It shows that there is a natural cyclic order of the edges adjacent to each vertex, coming from the structure of indecomposable representations. This cyclic order cannot be seen on the level of characters. He proves this by applying the Green correspondence between kG and kH, where H is the normalizer in G of the subgroup of order p of a (cyclic) defect group. With this, the set X consists only of the identity group.
The 'walk around the Brauer tree' generalizes to larger classes of algebras, now called Brauer tree algebras, or even more generally, to Brauer graph algebras. Such 'walks' exist in this general setting; they correspond to stable tubes in the Auslander-Reiten quiver. More recently, Green's work was extended by Rickard [15] who determined the derived equivalence classes of Brauer tree algebras.
Polynomial Representations of General Linear Groups 4
In 1980 Green published the slim monograph (12) on polynomial representations of general linear groups. In his earlier work on representations of general linear groups the base field is finite and the representations are over the complex field. Now the base field K is infinite and the representations of the general linear group Γ = GL n (K) are also over K. Green considers representations ρ : Γ → GL N (K) which are polynomial, meaning that, for 1 ≤ i, j ≤ N the entry ρ(g) ij is polynomial in the entries of g ∈ GL n (K). The case in which K has characteristic 0 is the one considered by Schur in his thesis of 1901 [19] , on which Green draws heavily. The point of view taken here by Green is quite coalgebraic. This is in keeping with the representation theory of coalgebras developed by Green in (13) . The approach is also in line with the modular representation theory of reductive algebraic groups as developed for example in [11] but because the group here is Γ = GL n (K), Green is able to give a very concrete and self-contained combinatorial account. I would like to describe Green's approach in detail since it has proved extremely influential.
The K-valued function on Γ which picks out the (i, j) entry of a matrix is denoted c ij , 1 ≤ i, j ≤ n. The algebra of functions A(n) on Γ generated by the c ij is a free polynomial algebra (since K is infinite) and multiplication in Γ induces on A(n) the structure of a K-bialgebra with comultiplication : A(n) → A(n)⊗A(n) and counit : A(n) → K satisfying A key step in Green's analysis of polynomial modules is the introduction of the algebra dual S(n, r), called the Schur algebra, of the finite dimensional coaglebra A(n, r). The category of A(n, r)-comodules is naturally equivalent to the category of modules for the dual algebra S(n, r). Thus polynomial representation theory has been reduced to the representation theory of the algebras S(n, r). (The word reduced is however not entirely appropriate since many operations, for example taking tensor products, are more natural and transparent in the polynomial context.)
So the main focus of the monograph is the Schur algebra S(n, r). Let I(n, r) denote the set of r-tuples i = (i 1 , . . . , i r ) of elements of {1, 2, . . . , n}. For i, j ∈ I(n, r) write c ij for the monomial c i 1 j 1 . . . c i r j r . These elements form a basis of A(n, r) and the corresponding dual basis elements are denoted ξ ij . The multiplication in S(n, r) is made explicit by an explicit multiplication rule for the product ξ ij ξ pq of basis elements. One sees that elements of the form ξ ii are idempotent.
Combinatorial data arising at this stage are encoded in some new notation and terminology. The set of n-tuples of non-negative integers is denoted Λ(n) and, for r≥0, the set of α = (α 1 , . . . , α n ) ∈ Λ(n) such that α 1 + · · · + α n = r is denoted Λ(n, r) (the set of compositions of r into at most n parts). The content of i = (i 1 , . . . , i r ) ∈ I(n, r) is defined to be the element α = (α 1 , . . . , α n ) ∈ Λ(n, r) such that α 1 is the number of 1s in i, α 2 is the number of 2s in i and so on. Then, for i, j ∈ I(n, r), ξ ii = ξ jj if and only if i and j have the same content. This element is denoted ξ α , where α is the content of i and j. Then 1 = α∈Λ(n,r ) ξ α is a decomposition of the identity element of S(n, r) as a sum of pairwise orthogonal idempotents, which is used to define weight spaces and characters.
One of the main themes of the monograph is to obtain results for the symmetric group via the Schur functor. Assume that r ≤ n. Then we have the idempotent e = ξ ω , for ω = (1, . . . , 1, 0, . . . , 0) ∈ Λ(n, r). The algebra eS(n, r)e is isomorphic to the group algebra KG(r), where G(r) is the symmetric group of degree r. Hence we have the exact functor f : V →eV , from the category of Γ -modules which are polynomial of degree r to the category of modules for KG(r).
The underlying philosophy is that, starting with a naturally occurring polynomial module and applying the Schur functor one should obtain a module of central importance for the symmetric groups. We give a couple of examples.
Let Λ + (n) denote the set of partitions with at most n parts. For λ = (λ 1 , . . . , λ n ) ∈ Λ + (n) set |λ| = λ 1 + · · · + λ n . For each λ ∈ Λ + (n) there is a unique irreducible polynomial module F λ with highest weight λ and the modules F λ , λ ∈ Λ + (n), form a complete set of pairwise non-isomorphic irreducible polynomial modules. For r ≤ n the module eF λ is irreducible if λ = (λ 1 , . . . , λ n ) is column p-regular, i.e., λ 1 − λ 2 , . . . , λ n−1 − λ n , λ n < p, and is 0 otherwise. Thus the modules f (F λ ) = eF λ , with λ column p-regular, form a complete set of pairwise nonisomorphic irreducible KG(r)-modules. This is closely related to the parametrisation of simple KG(r)-modules due to G. D. James.
For λ ∈ Λ + (n, r) we have corresponding induced module (in the sense of algebraic group theory) D λ . For r ≤ n, this module is taken by the functor f to the well known module for the symmetric group known as the Specht module S λ .
In fact the module D λ is introduced first as the span of certain bideterminants (T l : T i ), defined by certain tableaux T l , T i . It is shown, by using a lemma of Carter and Lusztig that the bideterminants corresponding to standard tableaux give a basis of D λ , and therefore its character is the corresponding Schur symmetric function. The identification of D λ as an induced module is done via James's theorem which gives a realisation as an intersection of kernels of certain homomorphisms.
An application of the Schur functor approaches the result of James that for λ, μ ∈ Λ(n, r) with λ p-regular, the composition multiplicity of F λ in D μ is equal to corresponding multiplicity of fF λ in S μ for the symmetric group (assuming n≥r) is recovered. In fact by a result of Erdmann, [7] , all decomposition numbers for symmetric groups may be interpreted as decomposition matrices for Schur algebras.
The second edition contains an account, written with Karin Erdmann and Manfred Schocker, of Schensted correspondence and Littelmann paths.
The monograph is a comprehensive introduction to the polynomial representation theory of general linear groups. The direction of travel is from polynomial representations to representations of symmetric groups and the systematic use of the Schur functor gives, among other things, a new insight into results of James. The approach is combinatorial throughout though the treatment is forward looking and serves as a model for the general representation theory of algebraic groups. The work was an instant hit and has alerted several generations of mathematicians to Lie type representation theory.
There are two later notable papers on Schur algebras, (14) and (15) . In the first of these Green introduces a certain sub algebra of the Schur algebra, corresponding to a Borel subgroup of Γ and in the second gives a new, purely combinatorial, proof that the Schur algebras are quasi-hereditary, in the sense of Cline, Parshall and Scott [4] .
Hall Algebras 5
Quantum groups U q (g), introduced in 1985, have become part of the mathematical culture. Here g is any finite-dimensional complex semisimple Lie algebra, or, more generally, a Kac-Moody algebra g with symmetrizable generalized Cartan matrix. Quantum groups have a triangular decomposition as U q (g) = U − ⊗ U 0 ⊗ U + . Green's paper (16) shows that U + can be realized in terms of the representation theory of finite-dimensional algebras over finite fields.
Let Λ be a finite-dimensional algebra over a finite field, and consider finite Λ-modules. The Hall algebra of Λ encodes the possible filtrations of finite Λ-modules with fixed factors: Let P be the set of isomorphism classes of finite Λ-modules. One can define a multiplication on the Q-vector space with basis P by counting the number of submodules U of a given module V with prescribed isomorphism classes of both V /U and U. In this way one obtains the Hall algebra H = H(Λ, Q) with coefficients in Q, introduced in [16] .
The subalgebra C generated by the subset I of all isomorphism classes of simple Λ-modules is called the corresponding composition algebra; it encodes the number of composition series of Λ-modules. Fix a generalized Cartan matrix with a symmetrisation d. Depending on these, and a suitable choice of orientation of , Ringel introduced a generic twisted composition algebra [17] , C * , which satisfies the relevant quantum Serre relations, so that there is a surjective homomorphism U + → C * sending the given generators E i onto the 'simple modules'.
Assume in addition that Λ is hereditary, so that Ext 2 (M, N) = 0 for all Λ-modules M, N. In this case Green introduces on H (and on C) a comultiplication δ. This gives rise to a surjective ring homomorphism C * → U + and shows U + is canonically isomorphic to this generic twisted composition algebra.
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