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ON ESSENTIAL SELF-ADJOINTNESS FOR FIRST ORDER
DIFFERENTIAL OPERATORS ON DOMAINS IN Rd
GHEORGHE NENCIU AND IRINA NENCIU
Abstract. We consider general symmetric systems of first order linear partial dif-
ferential operators on domains Ω ⊂ Rd, and we seek sufficient conditions on the
coefficients which ensure essential self-adjointness. The coefficients of the first order
terms are only required to belong to C1(Ω) and there is no ellipticity condition. Our
criterion writes as the completeness of an associated Riemannian structure which en-
codes the propagation velocities of the system. As an application we obtain sufficient
conditions for confinement of energy for some wave propagation problems of classical
physics.
1. Introduction
In this note, we consider the essential self-adjointness problem of formally symmetric
first order differential operators on domains Ω ⊂ Rd. More precisely, consider, on
Ω ⊂ Rd, the first order differential operator
D = E−1
( d∑
j=1
1
2
(
AjDj +DjA
j
)
+ V
)
(1.1)
where E,Aj ,V are k × k matrix-valued functions and Dj = −i
∂
∂xj
. Assuming that
E(x) > 0, Aj(x) =
(
Aj(x)
)∗
, V (x) =
(
V (x)
)∗
for all x ∈ Ω, E,Aj ∈ C1(Ω)k×k,
and V ∈ L2loc(Ω)
k×k, we obtain that D is symmetric on C10 (Ω)
k with respect to the
“energy” scalar product
〈〈Φ,Ψ〉〉E =
k∑
j=1
∫
Ω
Φj(x)
(
E(x)Ψ
)
j
(x) dx .
The problem is to find sufficient conditions on coefficients E,Aj ,V which ensure that
D is essentially self-adjoint.
Due to the fact that, by Stone’s theorem, self-adjointness is equivalent with the
existence of unique, norm-preserving global-in-time solutions of the corresponding evo-
lution equation, essential self-adjointness of symmetric differential operators is an old
and fundamental problem of mathematical physics which naturally has a long and
ramified history. This history can be traced from [4, 5, 15, 21] for second order partial
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differential operators, and from [6, 7, 23, 24] for first order partial differential oper-
ators, not only on domains in Rd but also in a general Riemannian setting (see also
[18, 17, 16, 20, 3, 10, 8] and references therein for some recent developments). In
particular, in a well-known paper [6] Chernoff proved that all the powers of formally
symmetric first order differential operators with C∞ coefficients on complete Riemann-
ian manifolds are essential self-adjoint provided the “velocity of propagation” does not
increase too fast at “infinity”. In a companion paper [7], he used the results in [6]
to prove essential self-adjointness for large classes of Dirac and Schro¨dinger operators
with singular potentials. The main idea of his method is to employ standard results of
Friedrichs’ theory of hyperbolic equations to construct local-in-time solutions, and then
to use the method of local energy inequalities [25, 6] to prove the existence, uniqueness,
and smoothness of global-in-time solutions. This in turn gives essential self-adjointness.
The heuristic argument behind the proof is that, under the condition that the velocity
of propagation does not increase too fast at infinity, a compactly supported initial con-
dition remains compactly supported for all t > 0, and hence the evolution is completely
determined by the coefficients of D.
Particularizing Chernoff’s result to the flat case (i.e. the Riemannian manifold is
just Rd with the standard metric), assuming that E(x) = 1 and Aj , V are C∞, one
obtains that all the powers of D are essential self-adjoint provided∫ ∞ 1
b(r)
dr =∞ (1.2)
where
b(r) = sup
|x|6r
sup
ξ∈Rd,|ξ|=1
∥∥∥∥ d∑
j=1
ξjA
j(x)
∥∥∥∥
B(Ck)
. (1.3)
Notice that, beside the fact that one obtains essential self-adjointness for all powers of D
and there are no conditions on the behavior of V at infinity, no ellipticity is required.
Still the result is not completely satisfactory in some respects. If we are interested
only in the essential self-adjointness of D one expects that much less regularity of the
coefficients is needed and while there are no problems with lowering the regularity
of V [7], Chernoff’s method still requires Aj to be C∞. Further, the “isotropic”
condition (1.3) involves the supremum of ‖Aj‖ on balls and seems stronger that what
the heuristics suggests. Finally, the method is suited only for Rd and not for arbitrary
domains Ω ⊂ Rd.
The aim of this note is to point out that by using the classical result of Friedrichs [11]
giving the equality of “weak” and “strong” extensions of first order differential operators
one can generalize the proof for standard Dirac operator (see e.g. Theorem 4.3 in [23])
to obtain a satisfactory criterion of essential self-adjointness for D on arbitrary domains
Ω ⊂ Rd. Our criterion is of the same type as the one given in [4] for essential self-
adjointness of operators of the form D∗D, where D is a first order elliptic differential
operator with smooth coeficients, namely the completeness of an associated Riemannian
structure associated to D. More precisely, let M(x) be the real, non-negative definite
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matrix given by:
Mjl(x) = Tr
(
E(x)−1/2Aj(x)E(x)−1Al(x)E(x)−1/2
)
.
Then our first result (see Theorem 2.1i. below) states that if V ∈ L∞loc(Ω)
k×k, and if
for some M̂ >M , 0 < M̂ ∈ C∞(Ω)k×k, Ω endowed with the Riemannian metric given
by
ds2 =
d∑
j,l=1
M̂−1(x)jl dxjdxl
is complete, then D is essentially self-adjoint. Our second result, given in Theorem 2.1ii.
is the analog in our setting of Theorem 2.1 in [7].
After our note was ready for submission, we found an old, unnoticed paper by
Fattorini [9] proving a result implying the essential self-adjointness of D for the case
Ω = Rd, E(x) = 1 , Aj are C1 and V is continuous. His condition about behavior at
infinity of Aj is similar to the Chernoff condition:
‖Aj(x)‖ 6 ρ(|x|), (1.4)
where ρ is a positive continuous function growing so slowly to infinity that∫ ∞ 1
ρ(r)
dr =∞. (1.5)
His proof also uses as the essential ingredient the Friedrichs result about identity be-
tween strong and weak extensions [11, 12].
The matrixM(x) encodes the propagation velocities of the system (see Section 4 for
examples) and may be called the ”velocity matrix” associated to D. Our condition of
completeness of (Ω,M̂−1) can be viewed as a weaker ”anisotropic” form of the Chernoff
and Fattorini conditions (see the end of Section 3 for details).
The content of the paper is as follows. In Section 2 we state and prove our main
result. In Section 3 we give some corollaries and in Section 4 some applications of
Theorem 2.1. In particular, we obtain criteria for essential self-adjointness of first
order differential operators describing some wave propagation phenomena of classical
physics [24]. For example in the case of propagation of acoustical waves in an isotropic
inhomogeneous medium at rest, the matrixM(x) turns out to be
M(x) = 2
(
v2P (x) + 2v
2
S(x)
)
1, for x ∈ Ω ,
where vP (x), vS(x) are the local compressional and shear velocities respectively. Hence,
our result is indeed the mathematical substantiation of the heuristic argument that the
confinement is nothing but the fact that an initial disturbance inside Ω will never reach
the boundary.
We conclude with two remarks. The first one is about optimality. Since the growth
condition (1.5) is optimal in some sense (see the counterexample in [9]) it is tempting
to think that the completeness of the associated Riemannian structure on Ω is also
necessary for the essential self-adjointness of D. However this (like for the second
order differential operators case) is not the case. For example, the standard free Dirac
operator on R3\{0} is essentially self-adjoint on C10 (R
3\{0})4, but in this caseM(x) =
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4 · 1. The second remark is that, while we restricted ourselves to the flat case Ω ⊂ Rd,
by adding the necessary technicalities the method of this paper can be used to lift the
results to a more general Riemannian setting.
2. The main result
We consider symmetric first order differential operators on domains in Ω ⊂ Rd of
the form (1.1) which is a short hand for
(DΨ)l(x) = −
i
2
k∑
m,n=1
d∑
j=1
E−1lm (x)
[
Ajmn(x)
∂Ψn(x)
∂xj
+
∂
∂xj
(
Ajmn(x)Ψn(x)
)]
+
k∑
m,n=1
E−1lm (x)Vmn(x)Ψn(x) .
(2.1)
For a p× q matrix-valued function B(x), we will abuse notation slightly and write, for
example, B ∈ C10 (Ω) if all of its matrix entries are in C
1
0 (Ω), etc. For the rest of the
paper, E(x), Aj(x), j = 1, ...d, and V (x) denote k × k Hermitian matrices, Φ(x) and
Ψ(x) denote k × 1 matrices, and Dj = −i
∂
∂xj
for j = 1, ..., d.
We make the following assumptions:
E,Aj ∈ C1(Ω) ; E > 0 ; V ∈ L2loc(Ω) . (2.2)
We denote by HE the space obtained by the completion of
(
C10 (Ω)
)k
in the norm given
by the scalar product
〈〈Φ,Ψ〉〉
E
=
∫
Ω
〈Φ(x),E(x)Ψ(x)〉 dx (2.3)
where 〈·, ·〉 is the standard scalar product in Ck. In the particular case when E = 1 i.e.
HE = L
2(Ω)k we omit the subscript and write 〈〈·, ·〉〉 and ‖ · ‖ for the scalar product
and norm respectively. For N a real, positive-definite, d × d matrix-valued function
with N ∈ C∞(Ω), we denote by N := (Ω,N−1) the Riemannian structure on Ω given
by
ds2 =
d∑
j,l=1
N−1jl (x) dxjdxl . (2.4)
In this setting, our main result reads:
Theorem 2.1. Consider the k×k matrix-valued functions E,Aj ∈ C1(Ω), j = 1, ..., d,
E > 0, and V ∈ L2loc(Ω) with which we define the symmetric operator in HE:
D = 12E
−1
(
A ·D +D ·A
)
+E−1V := D0 + V , D(D) =
{
Ψ
∣∣Ψ ∈ C10 (Ω)} . (2.5)
Let M be the d× d real non-negative matrix-valued function on Ω given by
Mjl = Tr
(
E−1/2AjE−1AlE−1/2
)
, j, l = 1, . . . , d . (2.6)
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Assume that there exists a real, positive-definite, d × d matrix-valued function M̂ ∈
C∞(Ω), such that M̂ is a complete Riemannian manifold and
M(x) 6 M̂ (x) for all x ∈ Ω . (2.7)
Then:
i. If V ∈ L∞
loc
(Ω), then D = D0 + V is essentially self-adjoint.
ii. Let V = V1+V2, V1,V2 ∈ L
2
loc
(Ω) and assume that for any compact set K ⊂ Ω,
we have that D0 + V1 + χKV2 is essentially self-adjoint. Here, as usual, χK
is the characteristic function of the set K. Then D0 + V1 + V2 is essentially
self-adjoint.
To prepare the proof of Theorem 2.1, we start by considering the case E ≡ 1 and
V ≡ 0. In this simpler context, we will need a series of technical results, presented
below. Recall that in this simplified case, we have that
D = D0 =
1
2
(
A ·D +D ·A
)
with D(D0) = C
1
0 (Ω)
k (2.8)
is a symmetric operator in H = L2(Ω)k. We note here that it will sometimes be useful
to write D0 in its canonical form, namely
D0 = A ·D −
i
2
∂ ·A (2.9)
where ∂ ·A is the operator of multiplication with
∑d
j=1
∂Aj(x)
∂xj
. In particular the symbol
of D0 is the Hermitian matrix
σ(x, ξ) = A(x) · ξ , ξ ∈ Rd . (2.10)
For the case at hand,
Mjl(x) = Tr
(
Aj(x)Al(x)
)
. (2.11)
With the assumptions above, we have that M(x) is real and for ξ ∈ Cd, we have
〈ξ,M(x)ξ〉 = Tr
(
σ(x, ξ)∗σ(x, ξ)
)
. (2.12)
In particular, we find from (2.12) that M(x) is non-negative definite for all x ∈ Ω.
Consider now a scalar-valued function f on Ω. By a slight abuse of notation, we
will also denote by f the operator of multiplication with f 1k×k. If f ∈ C
1(Ω) with
f(x) = f(x) for all x ∈ Ω, then on C10 (Ω)[
f,D0
]
= iσ
(
·,∇f
)
. (2.13)
Let now, as in Theorem 2.1, M̂ be smooth and such that M̂(x) > 0 and M̂(x) >
M(x). Recall that, in the Riemannian structure M̂ = (Ω,M̂−1), ∇
M̂
f = M̂∇f and
the norm is ∣∣∇
M̂
f
∣∣2
M̂
=
〈
∇f,M̂∇f
〉
. (2.14)
The following simple inequality is crucial to what follows.
Lemma 2.2. Let f = f¯ ∈ C1(Ω) be a scalar-valued function. Then∥∥σ(x,∇f(x))∥∥2
B(Ck)
6
∣∣∇
M̂
f(x)
∣∣2
M̂
for all x ∈ Ω . (2.15)
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Proof. Since f is real-valued, it follows that σ
(
x,∇f(x)
)
is Hermitian. Together with
(2.10), (2.12), and recalling the condition that M̂ > M , this implies that for any
x ∈ Ω: ∥∥σ(x,∇f(x))∥∥2
B(Ck)
6 Trσ(x,∇f(x))2 = 〈∇f(x),M(x)∇f(x)〉
6 〈∇f(x),M̂(x)∇f(x)〉 =
∣∣∇
M̂
f(x)
∣∣2
M̂
,
as claimed. 
The assumption that M̂ is complete is used via the following lemma, giving the
existence of a Gaffney-type set of cut-off functions (see, e.g., Proposition 4.1 in [22])
Lemma 2.3. There exists a sequence of functions Gp : M̂ → [0, 1], p > 1, such that:
i. Gp ∈ C
∞
0 (M̂);
ii. For every compact K ⊂ M̂ there exists pK > 1 such that
Gp
∣∣
K
= 1 for all p > pK ;
iii. limp→∞ supx∈M̂
∣∣∇
M̂
Gp(x)
∣∣
M̂
= 0.
As already discussed in the Introduction, our proof uses in an essential way the
famous Friedrichs result giving the equality between strong and weak extensions of D0.
More precisely, let D(D∗0) be the domain of the adjoint D
∗
0 of of D0 i.e.
D(D∗0) =
{
Ψ
∣∣ ∃CΨ > 0 such that |〈〈D0Φ,Ψ〉〉| 6 CΨ‖Φ‖ for all Φ ∈ C10 (Ω)} (2.16)
and
F =
{
Ψ
∣∣ ∃Ξ ∈ L2(Ω)k such that for every Ω′ ⊂⊂ Ω,∃ a sequence (Φn)n ⊂ C10 (Ω) with
lim
n→∞
‖(Φn −Ψ)χΩ′‖ = 0 and lim
n→∞
‖(D0Φn −Ξ)χΩ′‖ = 0
}
.
(2.17)
Here, the notation Ω′ ⊂⊂ Ω is used to denote the fact that Ω′ is a proper subset of Ω,
i.e. that there exists a compact K such that Ω′ ⊂ K ⊂ Ω.
It is easy to see that F ⊂ D(D∗0). Indeed, let Ψ ∈ F . Fix Ω
′ ⊂⊂ Ω, take Φ ∈ C10 (Ω)
with suppΦ ⊂ Ω′, and (Φn)n,Ξ as in(2.17). Then
〈〈D0Φ,Ψ〉〉 = 〈〈D0Φ,Ψ−Φn〉〉+ 〈〈D0Φ,Φn〉〉
= 〈〈D0Φ,Ψ−Φn〉〉+ 〈〈Φ,D0Φn −Ξ〉〉+ 〈〈Φ,Ξ〉〉
= 〈〈χΩ′D0Φ,Ψ−Φn〉〉+ 〈〈χΩ′Φ,D0Φn −Ξ〉〉+ 〈〈Φ,Ξ〉〉
= 〈〈D0Φ, (Ψ−Φn)χΩ′〉〉+ 〈〈Φ, (D0Φn −Ξ)χΩ′〉〉+ 〈〈Φ,Ξ〉〉
→ 〈〈Φ,Ξ〉〉 as n→∞ .
As Ω′ was arbitrary, this implies that
〈〈D0Φ,Ψ〉〉 = 〈〈Φ,Ξ〉〉 for all Φ ∈ C
1
0 (Ω) ,
and hence Ψ ∈ D(D∗0), as claimed.
The remarkable fact proved by Friedrichs is that:
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Theorem 2.4 ([11]).
F = D(D∗0) . (2.18)
We now have the ingredients for the proof of Theorem 2.1.
Proof of Theorem 2.1. The proof proceeds in several steps.
Step 1. Part i. for E ≡ 1 and V ≡ 0. Let Ψ, Ψ˜ be weak solutions of (D0 − i)Ψ = 0
and (D0 + i)Ψ˜ = 0, respectively i.e.
〈〈(D0 + i)Φ,Ψ〉〉 = 〈〈(D0 − i)Φ, Ψ˜〉〉 = 0 for all Φ ∈ C
1
0 (Ω)
k . (2.19)
From the basic criterion for (essential) self-adjointness [2, 21], it is sufficient to prove
that Ψ = Ψ˜ = 0.
Let Gp, p = 1, 2, ... as given by Lemma 2.3 . From Lemmas 2.2 and 2.3 the operator
of multiplication with σ
(
·,∇Gp
)
is bounded in L2(Ω)k and∥∥σ(·,∇Gp(·))∥∥ 6 sup
x∈Ω
∣∣∇MGp(x)∣∣
M
. (2.20)
From (2.13) : [
Gp,D0
]
= iσ
(
·,∇Gp
)
on C10 (Ω)
k . (2.21)
From (2.21), (2.19) and the fact that GpΦ ∈ C
1
0 (Ω)
k:
〈〈(D0 + i)Φ, GpΨ〉〉 = 〈〈Gp(D0 − i)Φ,Ψ〉〉 = 〈〈[Gp,D0]Φ,Ψ〉〉 = 〈〈Φ,Fp〉〉 (2.22)
with
Fp = −iσ
(
·,∇Gp(·)
)
Ψ ∈ L2(Ω)k. (2.23)
The next step is to investigate the regularity properties of Ψ. For all q > 1, we claim
that
GqΨ ∈ D(D¯0) , (2.24)
where D(D¯0) is the domain of the closure, D¯0, of D0. For, first note that the Euclidean
topology on Ω coincides with the topology induced by the distance function correspond-
ing to (2.4) applied to M̂, see e.g. [14, Corollary 1.4.1]. In particular, this means that
saying that a set K ⊂ Ω is compact means it is compact in both topologies.
Let now q > 1 be arbitrary, fixed. By Lemma 2.3.i., suppGq is compact. By the
Hopf-Rinow theorem, there exists a compact K in M such that suppGq ⊂ IntK, and
let pK be as in Lemma 2.3.ii.. By construction
0 6 Gq 6 χIntK 6 GpK 6 1, (2.25)
and
(1− χIntK)σ
(
·,∇Gq(·)
)
= 0. (2.26)
In particular
GpK
∣∣
K
= 1. (2.27)
By (2.23) and Lemma 2.3 we know that iGpKΨ + FpK ∈ L
2(Ω)k . Taking p = pK in
(2.22) yields
〈〈D0Φ, GpKΨ〉〉 = 〈〈(D0 + i)Φ, GpKΨ〉〉 − i〈〈Φ, GpKΨ〉〉 = 〈〈Φ, iGpKΨ+ FpK〉〉 , (2.28)
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which imply that GpKΨ ∈ D(D
∗
0) and then by Theorem 2.4
GpKΨ ∈ F . (2.29)
Taking Ω′ = IntK in (2.17) applied to GpKΨ, it follows that there exists Ξ ∈ L
2(Ω)k
and a sequence (Φn)n ⊂ C
1
0 (Ω)
k such that
lim
n→∞
‖χIntK(Φn −GpKΨ)‖ = limn→∞
‖χIntK(D0Φn −Ξ)‖ = 0 . (2.30)
Denote Φ˜n = GqΦn. We claim that as n → ∞, Φ˜n → GqΨ and the sequence
(D0Φ˜n)n is convergent, that is (2.24) holds true. Indeed, from the definition of Φ˜n,
(2.25), (2.27) and (2.30) we obtain that
lim
n→∞
‖Φ˜n −GqΨ‖ = lim
n→∞
‖Gq(Φn −Ψ)‖ 6 lim
n→∞
‖χIntK(Φn −Ψ)‖
= lim
n→∞
‖χIntK(Φn −GpKΨ)‖ = 0
(2.31)
which proves the first part of the claim above. Turning to D0Φ˜, a direct computation
using (2.9) yields
D0GqΦn = GqD0Φn − iσ(·,∇Gq(·))Φn
= Gq(D0Φn −Ξ) +GqΞ− iσ(·,∇Gq(·))(Φn −Ψ) + iσ(·,∇Gq(·))Ψ .
(2.32)
Now from (2.25) and (2.30)
lim
n→∞
‖Gq(D0Φn −Ξ)‖ 6 lim
n→∞
‖χIntK(D0Φn −Ξ)‖ = 0. (2.33)
Further, from (2.25), (2.26), (2.27)
‖σ(·,∇Gq(·)) (Φn −Ψ)‖ = ‖((1 − χIntK) + χIntK)σ(·,∇Gq(·)) (Φn −Ψ)‖
= ‖χIntKσ(·,∇Gq(·)) (Φn −Ψ)‖
= ‖σ(·,∇Gq(·))χIntK(Φn −GpKΨ)‖
6 ‖σ(·,∇Gq(·))‖ ‖χIntK(Φn −GpKΨ)‖
(2.34)
which together with (2.20) and (2.30) leads to
lim
n→∞
‖σ(·,∇Gq(·)) (Φn −Ψ)‖ = 0. (2.35)
Putting together (2.32), (2.3) and (2.6) one obtains that
lim
n→∞
‖D0GqΦn −GqΞ− iσ(·,∇Gq(·))Ψ‖ = 0 , (2.36)
which together with (2.31) shows that (2.24) holds true, thus proving our claim.
Given that D¯0 is symmetric, the claim (2.24) implies that for any p > 1 and Φ ∈
C10 (Ω)
k
〈〈(D¯0 + i)Φ, GpΨ〉〉 = 〈〈Φ, (D¯0 − i)GpΨ〉〉 , (2.37)
while from (2.22) and (2.23) we find that
〈〈(D¯0 + i)Φ, GpΨ〉〉 = 〈〈(D0 + i)Φ, GpΨ〉〉 = −i〈〈Φ,σ(·,∇Gp(·))Ψ〉〉 . (2.38)
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The last two equations together give that
(D¯0 − i)GpΨ = −iσ(·,∇Gp(·))Ψ . (2.39)
Now let K˜ be an arbitrary compact in Ω. For p > pK˜ , the symmetry of D¯0 together
with Lemma 2.3ii. and (2.39) imply that∥∥σ(·,∇Gp(·))Ψ∥∥ = ∥∥(D¯0 − i)GpΨ∥∥ > ‖GpΨ‖ > ‖χK˜Ψ‖ . (2.40)
From (2.20), it easily follows that∥∥σ(·,∇Gp(·))Ψ∥∥ 6 sup
x∈Ω
∣∣∇MGp(x)∣∣
M
‖Ψ‖ , (2.41)
which together with (2.40) gives
‖χK˜Ψ‖ 6 sup
x∈Ω
∣∣∇MGp(x)∣∣
M
‖Ψ‖ . (2.42)
Taking p→∞ and using Lemma 2.3iii., we obtain that ‖χK˜Ψ‖ = 0, which, given that
K˜ is arbitrary, implies Ψ = 0, as required. Repeating this argument for Ψ˜, we obtain
that Ψ˜ = 0, thus completing the proof.
Step 2. Part ii. for E ≡ 1. The proof is essentially the same as in Step 1, but instead
of (2.24) we use the assumption that D0 + V1 + χsuppGpV2 is essentially self-adjoint.
Indeed, using the fact that [Gp,V1 + V2] = 0 for all p > 1 and that χsuppGpV2 = V2
on suppGp, we obtain that
〈〈(D0+V1+χsuppGpV2+i)Φ, GpΨ〉〉 = 〈〈(D0+V1+V2+i)Φ, GpΨ〉〉 = 〈〈Φ, Fp〉〉 , (2.43)
with Fp given by (2.23). From this and the essential self-adjointness of D0 + V1 +
χsuppGpV2 it follows that
GpΨ ∈ D
(
(D0 + V1 + χsuppGpV2)
∗
)
= D
(
D0 + V1 + χsuppGpV2
)
, (2.44)
and hence (
D0 + V1 + χsuppGpV2 − i
)
GpΨ = −iσ(·,∇Gp(·))Ψ , (2.45)
so that
‖GpΨ‖ 6 ‖σ(·,∇Gp(·))Ψ‖ . (2.46)
The rest of the argument remains unchanged.
Step 3. Part i. for E ≡ 1 and general V . Since V is assumed to be in L∞loc(Ω), it
follows that for every compact set K ⊂ Ω we have χKV ∈ L
∞(Ω), so the essential self-
adjointness of D0 (proven in Step 1) together with the Kato-Rellich theorem (see, e.g.,
[21]) imply the essential self-adjointness of D0+χKV . An application of Theorem 2.1ii.
with E ≡ 1 (i.e. as proven in Step 2) and V1 = 0, V2 = V yields the desired result.
Step 4. Parts i. and ii. for general E. This case reduces to the ”canonical form”
corresponding to E ≡ 1 by a well-known transformation (see, e.g., [13, Chap. 3, §5]).
Let S : HE → L
2(Ω)k be given by(
SΨ
)
(x) = E(x)1/2Ψ(x) . (2.47)
Then S is unitary and
SC10(Ω)
k = S−1C10 (Ω)
k = C10 (Ω)
k . (2.48)
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Now consider the symmetric operator D˜ in L2(Ω)k defined as
D˜ = SDS−1, D(D˜) = C10 (Ω)
k . (2.49)
By a direct computation, we find that
D˜ = D˜0 + V˜0 + V˜ , (2.50)
where
D˜0 =
1
2
(~˜
A ·D +D ·
~˜
A
)
V˜0 =
1
2
(
E−1/2A · (DE−1/2)− (DE−1/2) ·AE−1/2
)
V˜ = E−1/2VE−1/2
A˜j = E−1/2AjE−1/2 , (DE−1/2)j = −i
∂(E−1/2)
∂xj
for all 1 6 j 6 d .
(2.51)
Assume that V ∈ L∞loc(Ω). Then by (2.51) we find that V˜0, V˜ ∈ L
∞
loc(Ω), and hence
from Theorem 2.1i. for E ≡ 1 (Step 3), we obtain that D˜ is essentially self-adjoint in
L2(Ω)k. By invariance of essential self-adjointness under unitary transformations, this
implies that D is essentially self-adjoint in HE, completing the proof of part i. of the
Theorem.
Now suppose that the hypotheses of part ii. hold. Then for any compact set K ⊂ Ω
we know that D˜0+ V˜0+ V˜1+χKV˜2 is essentially self-adjoint in L
2(Ω)k. From Theorem
2.1ii. in the case E = 1 (Step 3) it follows that D˜ is also essentially self-adjoint, and
unitary invariance again implies that D is essentially self-adjoint inHE, thus completing
the proof of this step and the theorem. 
3. Consequences
In this section we give some corollaries of Theorem 2.1. We begin with the fact that
in the case M > 0, Theorem 2.1 simplifies to:
Corollary 3.1. In the setting of Theorem 2.1, assume that M > 0 on Ω and that M
is a complete metric space. Then the conclusions of Theorem 2.1 hold true.
Corollary 3.1 follows from Theorem 2.1 via the following density result due to Agmon
[1, Lemma A1]:
Lemma 3.2. Let G(x) be a continuous d × d matrix-valued function on Ω, G(x) =
G(x) > 0 for all x ∈ Ω. Then for every δ > 0 there exists a d × d matrix-valued
function H ∈ C∞(Ω), H(x) =H(x) such that
(1− δ)G(x) 6H(x) 6 (1 + δ)G(x) for all x ∈ Ω . (3.1)
Proof of Corollary 3.1. Since in this case 2M satisfies the hypotheses of Lemma 3.2,
it follows that for δ = 12 there exists M̂ ∈ C
∞(Ω) such that
M(x) 6 M̂(x) 6 3M(x) for all x ∈ Ω . (3.2)
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From (3.2) we see that M̂−1 > 13M
−1, and hence since M is metrically complete, M̂
is metrically complete and then the Hopf-Rinow theorem implies that M̂ is a complete
Riemannian manifold. This together with the first inequality in (3.2) allow us to apply
Theorem 2.1, which concludes the proof. 
The next straightforward statement shows how we often apply the result of Theo-
rem 2.1i.
Corollary 3.3. In the hypotheses of Theorem 2.1 replace (2.7) by:
M(x) 6 aM̂(x) for some a > 0 and for all x ∈ Ω . (3.3)
If V ∈ L∞loc(Ω), then D is essentially self-adjoint.
Proof. The proof of this statement consists of merely observing that, given that a >
0, the completeness of M̂ is equivalent to the completeness of M̂a, the Riemannian
manifold associated to M̂a(x) = aM̂(x), x ∈ Ω. 
While this corollary is clearly equivalent to the statement of Theorem 2.1i., we give
it here since, when searching for M̂ in applications, we often come to inequalities of
the type of (3.3) rather then the ”pure” (2.7).
Corollary 3.4. Let Ω = Rd. In the setting of Corollary 3.3, assume that there exist
R > 1, κ <∞, and d : [R,∞)→ (0,∞) continuous such that
M(x) 6 κd(|x|)2 1 for all |x| > R (3.4)
and ∫ ∞
R
1
d(t)
dt =∞ . (3.5)
Then D is essentially self-adjoint.
Proof. For x ∈ Rd, define
M˜(x) =
{
d(R)21 for |x| 6 R
d(|x|)21 for |x| > R .
(3.6)
From (3.4), it follows that for all x ∈ Rd
M(x) 6 max
{
sup
|x|6R
‖M(x)‖B(Cd), d(R)
−2, κ
}
M˜(x) , (3.7)
while from Lemma 3.2 we conclude that there exists M̂ ∈ C∞(Rd) such that
1
2
M˜(x) 6 M̂ (x) 6
3
2
M˜(x) . (3.8)
From (3.7) and the first inequality in (3.8) we find that
M(x) 6 2max
{
sup
|x|6R
‖M(x)‖B(Cd), d(R)
−2, κ
}
M̂(x) for all x ∈ Rd ,
thus satisfying (3.3) with
a = 2max
{
sup
|x|6R
‖M(x)‖B(Cd), d(R)
−2, κ
}
> 0 .
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Furthermore, the second inequality in (3.8) and (3.6) imply that
M̂(x) 6
3
2
d(|x|)2 for all |x| > R ,
which combined with hypothesis (3.5) shows that M̂ is complete. The conclusion then
follows by Corollary 3.3. 
Corollary 3.5. Let d = 1 and Ω = R. In the setting of Corollary 3.3 assume that
there exists R <∞ such that detA1(x) 6= 0 for all |x| > R. If∫ ±∞
±(R+1)
dx∥∥E(x)−1/2A1(x)E(x)−1/2∥∥
B(Ck)
=∞ (3.9)
then D is essentially self-adjoint.
Proof. Since d = 1,M = M is scalar, non-negative valued. Note that since detA1(x) 6=
0 for all |x| > R, both M(R+ 1) and M(−R− 1) are positive. Let then
η = min
{
M(−R− 1),M(R + 1)
}
> 0 ,
Aη =
{
x ∈ [−R− 1, R + 1]
∣∣M(x) 6 η
2
}
,
and
M˜(x) =

η
2 for x ∈ Aη,
M(x) otherwise .
(3.10)
By construction, M˜ is positive on R and is continuous, since Aη is a closed set inside
(−R− 1, R + 1) and M itself is continuous. Furthermore,
M(x) 6 M˜(x) for all x ∈ R . (3.11)
From (3.9), (3.10) and the fact (see (2.6)) that on R
M = Tr
(
E−1/2A1E−1/2
)2
6 k
∥∥E−1/2A1E−1/2∥∥2
B(Ck)
,
we conclude that M˜ is metrically complete. As in the previous proofs, from Lemma 3.2
used for M˜ and δ = 12 , we know that there exists M̂ ∈ C
∞(R) such that
1
2
M˜ 6 M̂ 6
3
2
M˜ on R .
We then find thatM 6 2M̂ on R, and that M̂ is metrically complete, so the conclusion
follows by Corollary 3.3. 
For the particular case whenA1(x) is invertible for every x (but with weaker smooth-
ness conditions), Corollary 3.5 was proven by Lesch and Malamud [16, Theorem 3.8].
We end this section with a discussion of relation between Chernoff, Fattorini condi-
tions (see (1.2)- (1.5)) and the completeness condition in Theorem 2.1. For, let:
c(x) = sup
ξ∈Rd,|ξ|=1
∥∥∥∥ d∑
j=1
ξjA
j(x)
∥∥∥∥
B(Ck)
, r(x) = maxj{‖A
j(x)‖}. (3.12)
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Then one can easily see that
r(x) 6 c(x) 6 d1/2r(x) (3.13)
which implies the equivalence between Chernoff and Fatorini conditions. Further recall
that for ξ ∈ Rd, σ(x, ξ) is Hermitian, and so (2.12) implies that
〈ξ,M(x)ξ〉 = Trσ(x, ξ)2 .
Hence ∥∥σ(x, ξ)∥∥2
B(Ck)
>
1
k
Trσ(x, ξ)2 =
1
k
〈ξ,M(x)ξ〉 ,
and then
kc(x)21 >M(x) for all x ∈ Rd (3.14)
which together with Corollary 3.4 shows that the completeness condition in Theorem
2.1 is a weaker, “anisotropic” form of Chernoff and Fattorini conditions. One can easily
construct examples where both Chernoff and Fattorini conditions are inconclusive and
still Theorem 2.1 ensures essential self-adjointness.
4. Applications to wave propagation problems of classical physics
We now focus on the application of the main result to the problem of energy con-
finement for some wave propagation phenomena in classical physics, namely in electro-
magnetism and continuum mechanics. In the linear approximation, these phenomena
are described by hyperbolic equations which can be cast in the form [24]:
i
∂
∂t
Ψ = D0Ψ . (4.1)
The important fact for the physical interpretation is that ‖Ψ‖2E is (up to a multiplica-
tive constant) nothing but the total energy of the system in the state Ψ.
Example 4.1 (Telegraph equation). We begin with the most elementary example: the
propagation of electric signals along a loosless line (telegraph equation) [24]. The
equations are
L(x)
∂i(x, t)
∂t
+
∂v(x, t)
∂x
= 0
C(x)
∂v(x, t)
∂t
+
∂i(x, t)
∂x
= 0
(4.2)
for all x ∈ (a, b) ⊂ R and t ∈ R. Here i and v denote current and voltage in the line.
L(x) > 0, C(x) > 0 are densities of inductance and capacitance, respectively and are
supposed to to be in C1(Ω). The energy density is
e(x, t) =
1
2
(
L(x)i(x, t)2 + C(x)v(x, t)2
)
, (4.3)
and the local velocity of the signal is (in appropriate units)
c(x) =
(
L(x)C(x)
)−1/2
. (4.4)
The equations (4.2) can be written in the form (4.1) for
Ψ(x, t) =
[
i(x, t) , v(x, t)
]T
(4.5)
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with
E(x) =
[
L(x) 0
0 C(x)
]
, A1 =
[
0 1
1 0
]
. (4.6)
Notice that
〈〈Ψ(t),Ψ(t)〉〉E = 2
∫ b
a
e(y, t) dy (4.7)
i.e. (up to a multiplicative constant) ‖Ψ(t)‖2E is the total energy. In this case, the
velocity matrix is just a positive number, and plugging (4.6) into (2.6) one obtains (see
(4.4))
M(x) =
2
L(x)C(x)
= 2c(x)2 . (4.8)
The metric completeness of
(
(a, b),M−1
)
, which via Corollary 3.1 ensures the self-
adjointness of D0 and hence the conservation of total energy, is equivalent with∫
a
1
c(y)
dy =∞ and
∫ b 1
c(y)
dy =∞ , (4.9)
saying that if Ψ(·, 0) is compactly supported, then for all t ∈ R Ψ(·, t) is also compactly
supported.
Example 4.2 (Maxwell’s equations [24]). The next example we consider here are the
Maxwell equations without sources in a linear, nondispersive, inhomogeneous anisotropic
medium which fills a domain Ω ⊂ R2. The properties of the medium are described by
its dielectric permitivity and magnetic permeability tensors
ε(x) =
(
εjk(x)
)
16j,k63
and µ(x) =
(
µjk(x)
)
16j,k63
, x ∈ Ω
respectively, and the state of the system is given by electric and magnetic fields E(x, t) =(
Ej(x, t)
)
16j63
and H(x, t) =
(
Hj(x, t)
)
16j63
, respectively. We assume that the (real)
matrices ε,µ ∈ C1(Ω) are strictly positive definite at every x ∈ Ω.
The equations of motion for E and H are(
∇×H
)
(x, t)− ε(x)
∂E(x, t)
∂t
= 0(
∇× E
)
(x, t) + µ(x)
∂H(x, t)
∂t
= 0
(4.10)
for all x ∈ Ω and t > 0. These can be rewritten in the form (4.1) for the vector
Ψ(x, t) =
(
E1(x, t), E2(x, t), E3(x, t),H1(x, t),H2(x, t),H3(x, t)
)T
. (4.11)
Here E(x) is the 6× 6 strictly positive matrix
E(x) =
[
ε 0
0 µ
]
, (4.12)
and Aj are the real, constant 6× 6 matrices
Aj = −
[
0 aj
(aj)T 0
]
, (4.13)
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with
a1 =
0 0 00 0 −1
0 1 0
 , a2 =
 0 0 10 0 0
−1 0 0
 , a3 =
0 −1 01 0 0
0 0 0
 . (4.14)
The energy density is given (up to a multiplicative constant) by
e(x, t) = E(x, t)T ε(x)E(x, t) +H(x, t)Tµ(x)H(x, t) , (4.15)
and so from (4.10)–(4.15) we obtain that
〈〈Ψ(t),Ψ(t)〉〉
E
=
∫
Ω
e(x, t) dx . (4.16)
A straightforward computation which uses the invariance of the trace under cyclic
permutations and transposition shows that the (velocity) matrixM(x) is given by
Mjl = 2Tr
(
ε−1/2ajµ−1/2(ε−1/2alµ−1/2)T
)
(4.17)
The physical meaning ofM(x) becomes clear in the isotropic case, i.e. the case where
there exist scalar-valued functions ε and µ such that:
ε(x) = ε(x)1 and µ(x) = µ(x)1 (4.18)
for scalar-valued functions ε and µ; when (4.17) reduces to
M(x) = 4c(x)21 (4.19)
where
c(x) =
(
ε(x)µ(x)
)−1/2
(4.20)
is the local velocity of light, hence the condition for essential self-adjointness of D0
translates to a condition on c(x) only. An explicit form of such a condition is given by
Corollary 3.4. Mimicking that proof, one can also show that if Ω is bounded, a sufficient
condition for the essential self-adjointness of D0 is to have c(x)→ 0 sufficiently fast as
x→ ∂Ω:
Corollary 4.3. In the setting of Theorem 2.1i. assume that Ω is bounded, and for x ∈ Ω
let δ(x) = dist(x, ∂Ω). Further assume that there exist κ < ∞ and b : (0, 1) → (0,∞)
continuous such that
c(x) 6 κb
(
δ(x)
)
with lim
η→0+
∫
η
dy
b(y)
=∞ . (4.21)
Then D0 is essentially self-adjoint.
Example 4.4 (Acoustic waves [19, 24]). The next example is the propagation of acoustic
waves in an anisotropic inhomogeneous medium at rest. Acoustics is ordinarily con-
cerned with small disturbances, hence a linear (elastic) approximation is applicable.
The equation of motion for the displacement ξ(x, t) of the “particle” (i.e., infinitesimal
volume of medium) nominally at x reads (Newton’s law)
ρ(x)
∂2ξj(x, t)
∂t2
=
3∑
l=1
∂σjl(x, t)
∂xl
1 6 j 6 3 , (4.22)
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where ρ(x) > 0 is the density of the medium at rest and σjl(x) = σlj(x) is the stress
tensor. In the linear approximation, the stress tensor is linearly dependent on the strain
tensor
ǫjl(x, t) =
1
2
(
∂ξj(x, t)
∂xl
+
∂ξl(x, t)
∂xj
)
. (4.23)
The linear dependence (generalized Hooke’s law) is
σjl(x, t) =
3∑
m,n=1
cjl,mn(x)ǫmn(x, t) , (4.24)
where the stress-strain tensor cjl,mn encodes the elastic properties of the medium. From
general physical requirements, cjl,mn has the symmetries
cjl,mn = cjl,nm = clj,mn = cmn,jl , (4.25)
hence out of its 81 components, only 21 are independent. The total mechanical density
energy (taken to be zero at rest) as given by the sum of kinetic and potential energy is
e(x, t) =
1
2
ρ(x)
3∑
j=1
(
∂ξj(x, t)
∂t
)2
+
1
2
3∑
j,l=1
σjl(x, t)ǫjl(x, t) . (4.26)
In order to rewrite the equation of motion in the form (4.1), it is convenient to
introduce the stiffness 6× 6 (symmetric) matrix
C =

c11,11 c11,22 c11,33 c11,12 c11,23 c11,31
c22,11 c22,22 c22,33 c22,12 c22,23 c22,31
...
...
...
...
...
...
c31,11 c31,22 c31,33 c31,12 c31,23 c31,31
 (4.27)
and the vectors
Σ =
[
σ11, σ22, σ33, σ12, σ23, σ31
]T
and P =
[
ρ
∂ξ1
∂t
, ρ
∂ξ2
∂t
, ρ
∂ξ3
∂t
]T
. (4.28)
Now note that, by using (4.24), the potential energy density takes the form
1
2
3∑
j,l=1
σjlǫjl =
(
E ,CE
)
, (4.29)
where
E =
[
ǫ11, ǫ22, ǫ33, ǫ12, ǫ23, ǫ31
]T
. (4.30)
The physical requirement that the potential energy density is positive and has a unique
global minimum at E = 0 implies that
C(x) > 0 for all x ∈ Ω . (4.31)
In terms of Pj = ρ
∂ξj
∂t and σjl, (4.22) takes the form
∂Pj
∂t
=
3∑
l=1
∂σjl
∂xl
for 1 6 j 6 3 . (4.32)
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By taking time derivative in (4.24) and using (4.23) one gets
∂σjl
∂t
=
1
2ρ
3∑
m,n=1
cjl,mn
(
∂Pm
∂xn
+
∂Pn
∂xm
)
. (4.33)
By direct verification, (4.32), (4.33) can be rewritten the form (4.1) with the following
identifications (recall that σjl = σlj): Ψ(x, t) is the 9× 1 vector
Ψ(x, t) =
[
Σ(x, t)
P (x, t)
]
, (4.34)
E(x) is the 9× 9 strictly positive real matrix
E(x) =
[
ρ(x)C(x)−1 0
0 13
]
, (4.35)
and
Aj(x) = Aj = −
[
0 aj
(aj)T 0
]
(4.36)
where aj are the 6× 3 matrices given by
a1 =

1 0 0
0 0 0
0 0 0
0 1 0
0 0 0
0 0 1
 , a
2 =

0 0 0
0 1 0
0 0 0
1 0 0
0 0 1
0 0 0
 , a
3 =

0 0 0
0 0 0
0 0 1
0 0 0
0 1 0
1 0 0
 . (4.37)
As in the case of Maxwell equations one can write M in terms of C and aj :
Mjl =
2
ρ
Tr
(
C1/2aj(C1/2al)T
)
. (4.38)
In this general case the matrix M(x) is a complicated function of ρ(x) and C(x),
and so the physical heuristics behind Theorem 2.1 remains unclear. However, as in
the case of Maxwell’s equations above, the picture becomes clear in the isotropic case.
More precisely, on one hand the stiffness matrix C takes the simple form
C =

K + 4µ3 K −
2µ
3 K −
2µ
3
K − 2µ3 K +
4µ
3 K −
2µ
3 0
K − 2µ3 K −
2µ
3 K +
4µ
3
µ
0 µ
µ
 (4.39)
where K,µ > 0 are the so-called bulk and shear moduli, respectively. On the other
hand, there are two characteristic velocities of propagation, namely compressional and
shear velocities, vP and vS respectively, which can be expressed in terms of K,µ, and
ρ:
v2P =
1
ρ
(
K +
4µ
3
)
and v2S =
µ
ρ
. (4.40)
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Now a straightforward, but somewhat tedious, computation gives:
Mjl =
2
ρ
(
K +
10µ
3
)
δjl. (4.41)
Combining (4.40) and (4.41) one obtains
M(x) = 2
(
vP (x)
2 + 2vS(x)
2
)
1 , (4.42)
i.e. M can be expressed solely in terms of propagation velocities of the system. Hence,
as in the case of Maxwell’s equations, the essential self-adjointness of D0 (i.e. the
fact that the total energy is conserved in time) is ensured by sufficient decay of both
vP and vS as x → ∂Ω. In particular, Corollary 4.3 holds true with c(x) replaced by
max
{
vP (x), vS(x)
}
.
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