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Ce travail se dcompose en trois parties indpendantes qui traitent de questions relatives
aux superprocessus  Nous donnons dans un premier paragraphe une description intuitive des
phnomnes tudis  Puis dans les paragraphes suivants nous dtaillons les rsultats math
matiques obtenus et prsentons lessentiel des travaux relatifs aux mmes sujets  Les chapitres
II  IV peuvent tre lus sparment  Ils possdent chacun les rappels et leurs notations propres
qui assurent leur cohrence 
I  Un exemple  une population de bactries
On considre une population dtres unicellulaires des bactries par exemple qui se
dplacent au hasard et indpendamment les uns des autres  Les bactries se reproduisent par
division cellulaire  Supposons que cette reproduction ne puisse seectuer que dans certains
lieux  Ces rgions particulires seront appeles rgions de catalyse  De plus la division cellulaire
na lieu qu partir dun certain temps alatoire pass dans les rgions de catalyse  Enn elle
a un taux de russite de 	 on obtient deux bactries qui vivent alors indpendamment lune
de lautre  En cas dchec la bactrie meurt et na donc pas de descendance  On sintresse 
la rpartition de la population et  son volution  Remarquons que le poids dune bactrie est
faible et que les vitesses de reproduction sont leves comparativement aux chelles humaines
kilogramme jour  Si on ne regarde pas lvolution dune bactrie au microscope avec un
chronomtre mais si on regarde la population sur le globe et sur plusieurs mois on observe
alors un nuage qui se dplace au hasard et dont la densit volue alatoirement au cours du
temps 
I  Modlisation  laide dun superprocessus
Pour tudier la population de bactries on construit le modle particulaire suivant 
 Chaque particule bactrie nat et meurt  deux instants alatoires 
 La loi de la trajectoire dune particule ne  linstant t en x est la loi dun processus
de Markov  issu de x   R
d
 linstant t  Les trajectoires des direntes particules sont
indpendantes 

 tant donn la trajectoire dune particule sa probabilit de survivre sur lintervalle








est une fonctionnelle additive de la
trajectoire cette fonctionnelle rend compte des rgions de catalyse 
 Une particule qui meurt donne naissance indpendamment de ce qui prcde   ou
 enfants avec probabilit   On caractrise le branchement critique  laide de la
fonction gnratrice       

 en fait plus particulirement  laide de la
fonction           

 
Si on note Y
t





 t   dnit un processus de Markov  valeurs dans lensemble des mesures
ponctuelles nies sur R
d
  Si on aecte un poids n  toutes les particules et si on acclre
le phnomne de branchement en remplaant la fonctionnelle A par nA alors les processus
correspondants Y
n
convergent en loi vers un processus X appel superprocessus  valeurs
dans lensemble des mesures nies sur R
d
 
Cest ce processus qui modlise le nuage alatoire de bactries  Ce processus est carac
tris par le triplet   dA
t
 sur lequel nous allons revenir plus prcisment 
I  Les superprocessus
Les superprocessus sont des processus de Markov  valeurs mesures  Introduits par Wa
tanabe  
! en 
 ils ont connu un grand dveloppement  partir des annes   Nous
renvoyons aux travaux de Dynkin   ! et de Dawson   ! pour la construction de
tels processus comme limite de systmes de particules avec branchement  Nous renvoyons
galement aux travaux de Fitzsimmons  ! Perkins  ! et de Dawson et Perkins  ! pour
les proprits gnrales de ces processus  valeurs mesures  Un superprocessus sur lespace
euclidien R
d
est caractris par la donne de trois lments 
 Un processus de Markov droit    
t
 t    valeurs dans R
d
issu  linstant initial
de 

 x sous la probabilit P
x
  Par exemple le mouvement brownien  sur R
d
 
 Une fonctionnelle additive continue positive A   A
t
 t   du processus  dont les










ds o D est un sous ensemble de R
d
 
 Et enn une fonction  dnie sur R














 du    I 
o 








 du    Par
exemple    

ou encore    
 
avec 	       Dans ce dernier cas b  
est 

 du est proportionelle  u
  
du 
On peut associer au triplet   dA
t
 un processus de Markov fort unique X  valeurs
dans M
f




sera toujours muni de la
topologie de la convergence faible  Si 
   M
f
et si  est une fonction dnie sur R
d
positive




 dx  La loi du processus X   X
t
 t   est caractrise















 Pour toute fonction  borne positive mesurable dnie sur R
d
















 v t s 
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est lunique solution positive mesurable de lquation
intgrale
















Les superprocessus sont des objets complexes et riches  Ils permettent daborder des pro
blmes dquations direntielles non linaires voir Dynkin  	 
 ! et Le Gall   ! 
Ils apparaissent galement comme un outil naturel pour modliser lvolution de populations
cf lexemple de la population bactrienne 
Nous allons maintenant prsenter nos rsultats concernant les proprits des superproces
sus  Ils traitent des trois thmes suivants 
 Le supermouvement brownien avec catalyse 
 Quelques proprits de limage du supermouvement brownien 
 Proprits trajectorielles des superprocessus avec mcanisme de branchement gnral 
I  Expos des rsultats
I   Chapitre II Le supermouvement brownien avec catalyse
Ce chapitre correspond  ltude du processus qui modlise intuitivement lvolution de la
population de bactries dcrite cidessus 
En dimension d   le supermouvement brownien X associ au triplet   dt 

 o 
est un mouvement brownien dans R
d
 et    est  chaque instant t   p s  absolument
continu par rapport  la mesure de Lebesgue  En revanche en dimension d   p s  pour tout
t   la mesure alatoire X
t
est trangre  la mesure de Lebesgue  Un phnomne dirent
apparat si le branchement na pas lieu dans tout lespace 
Dawson Fleischmann et Roelly  ! ont montr en dimension d   que pour une classe
gnrale de superprocessus X la mesure alatoire X
t
  t   x est absolument continue
par rapport  la mesure de Lebesgue  Plus prcisment Dawson et Fleischmann  ! se sont
intress en dimension d   au supermouvement brownien avec un point de catalyse X





 o    et o l
c
est le temps local du mouvement brownien
unidimensionnel  au niveau c  Lensemble de catalyse D  fcg est alors rduit  un point 
Les auteurs montrent un rsultat dexistence et de continuit du processus  valeurs mesures
X en eet ce cas particulier ne satisfait pas les hypothses gnrales des superprocessus
traits par Dynkin  ! Dawson  ! ou Fitzsimmons  !  Ce thorme peut sexprimer de
la manire suivante 
Thorme A 	










 lespace des fonctions continues  valeurs dans M
f
 Et ce processus v rie
X
t
 fcg   pour tout t   ps


On note dx la mesure de Lebesgue sur R 
Thorme B 	
  Ps il existe un processus z t x continu en les deux variables  t x  
   Rnfcg tel que X
t
 dx  z t xdx pour tout t  
Dawson et Fleischmann  ! donnent galement la caractrisation de la loi de z  laide de sa
transforme de Laplace 
Dawson et Fleischmann  	! ont tendu ce rsultat en dimension suprieure en considrant
par exemple pour lensemble de catalyse une famille alatoire dhyperplans parallles  En
fait daprs les auteurs dun point de vue technique les exemples traits peuvent se rduire
au cas unidimensionnel 





 Fleischmann et Le Gall  !
donnent en dimension d   une formule de reprsentation de la densit z t x pour x  c 
Pour cela ils considrent la densit y
t








qui peut tre choisie continue en les variables  t b      R cf  !  Pour tout b x
y
t










 b  Le thorme B implique que p s  pour tout t   b  c

b
 dt  z t bdt  Dans  
! les auteurs montrent que 
c
est singulire bien que son support
soit de dimension gale    Notons Q
t
le semigroupe de transition du mouvement brownien
tu sur D  fcg et q t a b sa densit  On note  t b la densit de la loi de lexcursion
brownienne  linstant t au niveau b sous la mesure dIt" des excursions hors de fcg 
Thorme C 	
















 ds  t s b t   b  c I 
Intuitivement le premier terme de droite de lquation I  correspond  la densit des par
ticules qui nont pas encore touch lensemble de catalyse fcg  Le second terme correspond
aux particules issues de lensemble de catalyse avec intensit 
c
 qui sont distribues selon la
loi des excursions browniennes hors de fcg  De plus les auteurs montrent que p s  la densit
z t b est une fonction C

des variables  t b      Rnfcg et satisfait lquation de la
chaleur sur    Rnfcg 
Dans le chapitre I nous tendons les rsultats prcdents en dimension suprieure pour des
ensembles de catalyse gnraux  Pour cela considrons une mesure nie  sur R
d
vriant










o B x  est la boule ouverte de centre x et de rayon  




  Pour d quelconque il est clair que la mesure de Lebesgue convient galement  Soit
 un mouvement brownien sur R
d
issu de x sous P
x
  On note A la fonctionnelle additive

















 dyp s x yf s y











Remarquons que la fonctionnelle A ne satisfait pas en gnral les conditions de  !  En eet
elle ne possde pas a priori des moments exponentiels nis  On construit donc le superprocessus







 comme limite de systmes de particules avec branchement 
Dans le cas d   et   
c
 la fonctionnelle A est le temps local de  au niveau fcg  On
retrouve alors le cas trait dans  ! et  !  En dimension suprieure lobjet qui caractrise
la catalyse nest pas lensemble D mais la mesure  
A laide dun calcul de moments pour le processus X et en utilisant le lemme de Kol
mogorov on montre lexistence dune version continue pour la topologie de la convergence
troite 
Thorme  Soit 
  M
f
 Il existe un processus de Markov homogne continu X   X
t
 t 
  valeurs dans M
f











 Pour tout T   pour tous   s  t  T  pour toute fonction  mesurable positive
born e sur R
d













































De plus pour toute fonction  mesurable positive born e sur R
d
 le processus   X
t





Comme mentionn cidessus la construction du processus X repose sur une approximation
par des systmes de particules browniennes soumises  un phnomne de branchement discret
gouvern par la fonctionnelle additive A  Ce thorme limite dintrt indpendant permet
aussi une meilleure comprhension intuitive du comportement de X 
Les rsultats de Maisonneuve  ! assurent lexistence dun temps local L pour lensemble
de catalyse D associ au mouvement brownien et permettent de dnir des mesures dexcur
sions hors de D  On note H
x
la mesure dexcursion hors de D issue de x   D  Supposons
que la mesure de Revuz  associe au temps local L satisfasse la condition dintgrabilit
H  Cette condition est automatiquement satisfaite en dimension d    En dimension su
prieure elle est vrie ds que D satisfait une hypothse de rgularit assez faible dcrite
dans lappendice du chapitre II  Entre autres elle est satisfaite en dimension d   lorsque D
est ladhrence ou la frontire dun domaine lipschitzien born ou bien encore si D est une
sousvarit de dimension d    Lorsque d   la mesure de Revuz du temps local associ







 qui intuitivement rend compte des instants de visites et de la
quantit de particules qui rencontrent le support de   On peut rapprocher cette mesure des
temps locaux de collision voir Barlow Evans Perkins  ! et Dawson et Fleischmann  ! 
On note Q
t
le noyau de transition du mouvement brownien tu sur D 


















On a alors la repr sentation suivante sur D
c




















Remarquons que si D est de mesure de Lebesgue nulle alors p s  pour tout t   la mesure
X
t
ne charge pas D  cause de la dernire assertion du thorme   La formule cidessus
donne alors une formule de reprsentation pour X
t






thorme prcdent tend la formule de reprsentation du thorme C  Enn on montre 
partir de ces formules que
























z t x  t x     D
c

On a donc gnralis les rsultats de Fleischmann et Le Gall  ! en dimension quelconque 
On retrouve galement comme cas particulier les rsultats de Zhao thorme   dans  
!




 o h est une
fonction mesurable positive borne prendre  dx  h xdx 
Enn les outils introduits permettent de caractriser la mesure de covariance de la mesure
martingale orthogonale associe  X  Cette mesure tait dj connue dans le cas particulier
dA
t
 dt cf  	! et pour le supermouvement brownien avec un point de catalyse cf  ! 
I   Chapitre III Quelques proprits de limage du supermouvement
brownien
Considrons le supermouvement brownien usuel X associ    dt 

  Par des argu





 le support topologique de la mesure 
 et pour tout borlien A   R
d
 on note Cl A la
fermeture de A  On note R
t




 limage le range du superprocessus 
partir de linstant t  Lensemble R

 X apparat naturellement dans ltude des limites pour
les arbres sur rseaux en grande dimension voir les travaux de Derbez et Slade   !  Pour
tout borlien A   R
d
 on note jAj la mesure de Lebesgue de A et A
 
 fx d xA  g o




Thorme   Soit d   Il existe une constante a





pour tout bor lien A   R
d






























j   alors la convergence I a









 Soit A un bor lien born  de R
d




existe une constante 


















o	 la convergence a lieu P
X







Notre dmonstration utilise toutefois une mthode entirement dirente  Elle repose sur
lutilisation du processus  valeurs trajectoires appel serpent brownien introduit par Le Gall
  !  Plus prcisment on utilise les rsultats de Le Gall  ! sur les probabilits datteinte
densembles pour les trajectoires du serpent brownien ainsi que la loi de la premire trajectoire
qui touche un ensemble compact donn 
Rappelons la dnition densembles quivalents en capacit introduite par Pemantle et
Peres  !  Soit f  	  	
 une fonction dcroissante  On dnit la capacit par













o linmum est pris sur lensemble des mesures sur R
d




























On considre limage du mouvement brownien  sur R
d
 	 
  f t t   	 
g  Pemantle
Peres et Shapiro  ! ont montr que
Thorme E 	
  Pour d   limage 	 




























pour tout noyau f 
En utilisant les thormes  et D on peut obtenir le thorme analogue suivant 























 g lensemble R
t
 X est
 quivalent en capacit   	 



















N B  Si on note cap
	
la capacit associe  la fonction f r  r
 	
    alors pour
tout borlien   R
d
 la dimension de Hausdor de  est gale  sup f cap
	
   g cf
Kahane  ! p  On retrouve les rsultats bien connus suivants  dimsupp X
t
  si d  
et dimsupp R
t
 X   si d   voir Perkins  	! et Dawson Iscoe et Perkins  ! pour des
rsultats plus prcis 

I   Chapitre IV Proprits trajectorielles des superprocessus avec m
canisme de branchement gnral
De nombreuses proprits trajectorielles sont connues pour le supermouvement brow
nien usuel  En revanche quand le mcanisme de branchement est gnral on dispose dassez





 o 	      sont dirents  Par exemple le premier possde des moments 
tous ordres alors que pour le second le moment dordre  est divergent 
Rcemment Bertoin Le Gall et Le Jan  	! ont donn une reprsentation des superprocessus
avec mcanisme de branchement gnral  laide du processus  valeurs trajectoires le serpent
brownien et dune mthode de subordination  Cette approche nous a permis dtablir des
rsultats nouveaux pour une classe assez large de superprocessus  Sauf pour le thorme 
o lon considre 
	
      
 un processus stable symtrique le processus de Markov
sousjacent sera le mouvement brownien dans R
d
  La fonctionnelle additive sera donne par
A
t










o b   et  est une mesure de Radon sur   qui intgre    h  Remarquons que
lon englobe le cas stable    
 
o 	     
 pour 	      prendre b   et
 du  cu
   
















On utilisera les deux constantes suivantes












   h dh   il est facile de vrier que   	  	    On considrera
les deux conditions suivantes
	H On a   	
	H Il existe 	     






pour tout t   
La condition H implique H  Remarquons que le cas stable    
 
vrie H 
On rappelle la dnition de la dimension de Hausdor et de la dimension suprieure
de boite  Soit un ensemble borlien born A  R
p
  On note C
 
 A lensemble de tous les
recouvrements C  fB
i























 A est croissante quand  dcrot vers   On note H
r
 A la limite  Il est
facile de voir que si H
r
 A   alors H
r
 
 A   pour tout r

 r et si H
r




 A  pour tout r

 r  La valeur critique
dimA  inf fr  H
r
 A  g 

est la dimension de Hausdor de A  Considrons maintenant le nombre minimal N
 
 A de
boules de rayon  ncessaires pour recouvrir A  La dimension suprieure de boite de A est
dnie par







Il est facile de voir que dimA  dimA 
On considre le superprocessus X associ    dt  On note 
X
 inf fs  X
s
 g
la dure de vie du processus X  On dmontre le thorme suivant
Thorme  On suppose H Alors pour tout 
  M
f
 pour tout bor lien compact non vide
B    on a P
X























De plus si la condition H est satisfaite alors P
X


















Pour le supermouvement brownien usuel un rsultat plus prcis est obtenu par Tribe  	!
thorme    Ces rsultats sont  rapprocher de ceux de Perkins   	! et de Dawson
Iscoe et Perkins  ! qui traitent le cas particulier o    

  Nos rsultats prcisent aussi
le thorme    	 de Dawson  ! o    
 




le superprocessus associ au triplet  
	
 dt o 
	
est un processus stable
symtrique sur R
d
 dindice      
 pour    

  est le mouvement brownien sur
R
d





 o  est
une mesure nie sur   soit absolument continue par rapport  la mesure de Lebesgue 





















par rapport  la mesure de Lebesgue
On retrouve ainsi le cas particulier suivant  Dans le cas o X
	












est absolument continue ds que

	
   d  Toujours pour ce cas particulier Dawson  ! thorme    montre que  t  
x la mesure alatoire X
	
t
est absolument continue si et seulement si 	  d 
On ne considre plus maintenant que le supermouvement brownien X associ    dt
o  est le mouvement brownien dans R
d
  On note B
 
  la boule de centre  et de rayon
















On dit quune fonction positive mesurable l varie lentement en  si pour tout t   on
a lim

l tl     On note 
x
la masse de Dirac au point x  On montre le rsultat
suivant sur les probabilits datteinte des petites boules 
Thorme  On suppose H et 	d   Il existe une fonction positive mesurable l
 
 qui































   alors pour tout M   il existe une fonction positive
mesurable l

 qui varie lentement en  telle que pour tous M
p



































Dans le cas stable    
 





strictement positives  Ainsi lorsque    

 le thorme prcdent correspond au thorme
  de Dawson Iscoe et Perkins  !  Dans le cas gnral labsence de proprit de changement
dchelle accrot sensiblement la di#cult des dmonstrations  Enn en utilisant des arguments
de Perkins voir  	! le rsultat prcdent nous permet de dmontrer que 
Thorme  Supposons H et d  	 Alors pour tous 
  M
f







Ce rsultat tait connu dans le cas particulier o    

cf Perkins  	! voir aussi Tribe
 	! pour un rsultat trs voisin et Abraham  ! pour une approche du rsultat de Tribe





  paratre dans Stoch and Stoch Reports
Abstract
We study a general class of catalytic superBrownian motions  Informally such a process
X describes the evolution of a large number of small particles which move according to
independent Brownian motions in R
d
and branch only when they visit a given set D the
catalyst which may be of zero Lebesgue measure  We rst construct the processus X as
a weak limit of branching particle systems  We then obtain detailed information about the
continuity properties of X  Using excursion theory for Brownian motion in R
d
 we prove a
representation theorem for X outside the catalyst D  In the special case when D has zero
Lebesgue measure this representation theorem shows that a s  for every t   the measure
X
t
is absolutely continuous with respect to Lebesgue measure and its density solves the heat
equation outside D 
Mathematics Subject Classication 
G	
KEY WORDS superBrownian motion catalyst 
II  Introduction
Lobjet du prsent travail est de dvelopper une tude gnrale des supermouvements
browniens avec catalyse dans R
d
  Les superprocessus ou processus de branchement  va
leurs mesures rendent compte de lvolution dun grand nombre de particules soumises  un
double phnomne de dplacement spatial et de branchement  Dans la situation classique la
plus tudie le phnomne de branchement se produit de manire homogne dans lespace 
Rcemment sont apparus des modles o le phnomne de branchement ne se produit que sur
une partie de lespace appele ensemble de catalyse qui peut tre de mesure nulle  Dawson
et Fleischmann  !  !  	! voir aussi Fleischmann et Le Gall  ! ont tudi notamment
des situations o le dplacement spatial est le mouvement brownien dans R
d
 et lensemble de
catalyse est un point en dimension un ou bien une famille dense dhyperplans parallles en di
mension plus grande  Les processus ainsi obtenus appels supermouvements browniens avec

catalyse sont aussi des cas particuliers des superprocessus trs gnraux tudis par Dynkin
 !  Une particularit remarquable de ces modles avec catalyse est que au moins dans les
exemples traits par Dawson et Fleischmann la valeur  un instant x du superprocessus
avec catalyse est une mesure absolument continue par rapport  la mesure de Lebesgue ce
qui nest videmment pas le cas pour le supermouvement brownien usuel en dimension  
Nous tablissons ici un certain nombre de rsultats gnraux sur les superprocessus avec
catalyse en nous limitant au cas o le dplacement spatial est le mouvement brownien dans
R
d
  La donne importante est la mesure  qui gouverne le phnomne de branchement  Len
semble de catalyse D est ensuite dni comme le support topologique de   Les rsultats
principaux obtenus sous des hypothses convenables sur  et D sont les suivants  Nous
construisons le supermouvement brownien avec catalyse comme limite en loi de systmes de
particules browniennes avec branchement  Ce rsultat est implicite dans Dynkin  ! pour
des dplacements spatiaux bien plus gnraux mais comme nos hypothses sont direntes
nous avons choisi den donner une preuve indpendante  Nous tudions ensuite les proprits
de continuit du supermouvement brownien avec catalyse puis nous tablissons un thorme
de reprsentation en dehors de lensemble de catalyse qui montre en particulier que la va
leur du superprocessus  un instant donn est une mesure absolument continue par rapport
 la mesure de Lebesgue sur D
c
  Ce thorme de reprsentation gnralise un rsultat de
Fleischmann et Le Gall concernant le cas particulier dun point de catalyse en dimension un 
Dcrivons maintenant plus en dtail le contenu des dirents paragraphes  Le paragraphe
II  prsente un lemme prliminaire et donne surtout lhypothse clef H sur la mesure  qui
gouverne le branchement  Cette hypothse entraine entre autre lexistence dune fonctionnelle
additive continue A associe  la mesure  
Dans le paragraphe II  on considre un systme de particules rgi par les rgles suivantes
$ Chaque particule a des instants de naissance et de mort alatoires 
$ tant donn linstant de naissance t et le lieu de naissance x la trajectoire de chaque
particule a pour loi la loi du mouvement brownien issu de x  linstant t  Les trajectoires
des direntes particules sont indpendantes 
$ tant donn la trajectoire dune particule sa probabilit de survivre sur lintervalle de







$ Une particule qui meurt donne naissance indpendamment de ce qui prcde   ou 
enfants avec probabilit  phnomne de branchement critique 
Si on note Y
t





 t   dnit un processus de Markov homogne  valeurs dans lensemble
des mesures ponctuelles nies sur R
d
  Si on aecte un poids n aux particules et si on
remplace la fonctionnelle additive A par nA les processus correspondants Y
n
convergent en
loi vers un processus de Markov homogne  valeurs dans lespace des mesures nies sur R
d
thorme II    Ce processus limite not X est le supermouvement brownien avec mesure
de catalyse   La loi de X est caractrise par sa fonctionnelle de Laplace solution dune
quation intgrale cf II  
En valuant les moments de X et en utilisant le lemme de Kolmogorov on montre dans
le paragraphe II  que le processus X possde une version continue pour la topologie de la
convergence troite thorme II    On montre aussi gr%ce  un rsultat de Perkins  	! que




 dx t   est continu
	
thorme II    Les calculs des moments qui permettent daboutir  ces rsultats constituent
un outil important pour les parties suivantes 
Dans le paragraphe II 	 on construit pour toute mesure 	 vriant la condition dintgra






  Ces mesures alatoires jouent un r"le capital
dans la suite de ce travail et en particulier dans le thorme de reprsentation en dehors du
support de   En termes intuitifs la mesure 

rend compte des instants de visite et de la
quantit de particules qui rencontrent le support de 	  On peut aussi rapprocher les mesures


des temps locaux de collision qui ont t tudis par plusieurs auteurs Barlow Evans
Perkins  ! et tout rcemment Dawson et Fleischmann  !  Formellement lapproximation
conduisant  

est la mme que pour le temps local de collision  ceci prs que la mesure
dtrministe 	 remplace le deuxime superprocessus indpendant 
En vue du thorme de reprsentation on rappelle dans le paragraphe II 
 des rsultats
gnraux de Maisonneuve  ! concernant lexistence pour le mouvement brownien dun temps
local L sur lensemble D et dune famille universellement mesurable de mesures dexcursion
en dehors de D  On note H
x
la mesure dexcursion hors de D partant de x 
On nonce dans le paragraphe II  le thorme de reprsentation sous la condition hypo
thse H que la mesure de Revuz  associe au temps local L vrie la condition dintgra
bilit H  Cette condition est automatiquement vrie si d   en dimension suprieure
elle est vrie ds que D satisfait une hypothse de rgularit assez faible cf Appendice 
On peut alors considrer la mesure alatoire 

avec 	   construite dans le paragraphe



















dsigne le noyau de transition du mouvement brownien tu sur D alors on a la repr
sentation suivante sur le complmentaire de D thorme II   P
X













Remarquons que si D est un ensemble de mesure de Lebesgue nulle alors p s  pour tout
t   la mesure X
t
ne charge pas D  Le thorme prcdent donne donc une formule de
reprsentation pour X
t






Dans le paragraphe II   laide des formules de reprsentation on montre que le processus
 X
t
 dx t   possde sur D
c
une densit z t x par rapport  la mesure de Lebesgue  Cette




et est solution de lquation de la chaleur thorme
II   
Enn dans le paragraphe II  on donne une autre application des mesures 

  Prcis
ment on identie la mesure de covariance de la mesure martingale orthogonale associe  X
 la mesure 

pour 	   
Aprs avoir rdig la premire version de cet article nous avons eu connaissance des rsul
tats obtenus indpendamment par Dawson et Fleischmann  ! qui dans le but de construire
un supermouvement brownien dans un milieu superbrownien tudient des superprocessus
avec catalyse gnraux  Sous des hypothses direntes des n"tres Dawson et Fleischmann
obtiennent aussi des rsultats dabsolue continuit mais sans thorme de reprsentation et
sans information sur la rgularit des densits 


II  Notations et rsultats prliminaires
II   Hypoth	se dintgrabilit 
H
On considre lespace euclidien R
d
  On dit quune mesure positive nie 	 vrie lhypo










o B x  est la boule ouverte de centre x et de rayon  




  Pour d quelconque il est clair que la mesure de Lebesgue convient galement 
Remarquons de plus que sous lhypothse H la mesure 	 ne charge pas les ensembles
polaires du mouvement brownien  En eet pour que la mesure 	 ne charge pas les ensembles




 soit localement in
tgrable par rapport  	 dy si d   resp  si d   cf  	!  On vrie facilement ces
conditions pour toute mesure 	 satisfaisant H 
A cause des relations classiques entre capacit et mesure de Hausdor cf  ! on remarque
que la condition H implique que la dimension de Hausdor du support de 	 est suprieure
ou gale  d    
II   Notations et quelques rappels
Pour allger les dmonstrations on notera c une constante qui peut changer dune ligne




 lespace des mesures positives nies sur R
d
muni de la
topologie de la convergence troite  De manire gnrale pour tout espace mesurable  G on
note G








 S lensemble des fonctions de S  valeurs dans R respectivement
mesurables mesurables positives bornes continues continues positives bornes  Par abus de










 S est polonais  Pour toute fonction f   B S on note kf k  sup
xS
jf xj et
pour toute mesure   M
f
 S on crit indiremment
R
f y dy    f 
On note P
s











 x s   R
d
  
On utilisera les rsultats lmentaires suivants
Lemme II Soit 	 une mesure sur R
d
v riant H On a les majorations suivantes

soit    il existe une constante c   telle que pour tout  x s t   R
d
    





p u    xdu II 










pour tout  x x
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et pour tout  x x
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Preuve Considrons la majoration II   Il existe une constante c dpendant de  telle que




































p u    xdu






























































o c est indpendant de x et s  Ensuite on peut recouvrir B x 
c






  i   I











  On peut supposer que pour tout i   I jx z
i
















  i   I

est uniform







































































Comme lapplication x  e
 x

est dcroissante sur R

 on peut majorer les sommes de















En appliquant cette majoration au rsultat prcdent avec h   ds
  



















On dduit alors de cette ingalit et de II 	 la majoration II  





















































































o on a not  xjy le produit scalaire dans R
d
  En utilisant II  on obtient la majoration
souhaite 
Enn la majoration II  dcoule facilement de lingalit cidessus en remplaant sim
plement 	 dy par jf yj dy   
On note  un point cimetire ajout  R
d










lespace des fonctions dnies sur R
















 la ralisation canonique
du mouvement brownien sur  cf  !  Pour toute la suite on xe  une mesure positive
satisfaisant lhypothse H avec un rel        On note D le support topologique de cette
mesure  On a vu que la mesure  ne charge pas les ensembles polaires pour le processus B 











ds est nie  Daprs le chapitre VI de  ! il existe une unique fonctionnelle additive

























 dyp s x  y e
 rs
f y























 dyp s x yf s y II 





























 T   





dans la terminologie de  !  Remarquons cependant que larticle  ! impose la nitude des
moments exponentiels de tous ordres de la fonctionnelle additive A ce qui nest pas forcment
vri ici 
II  Construction du super	mouvement brownien
avec catalyse comme limite de syst
mes de particules avec
branchement
II   Construction du syst	me de particules avec branchement 
Nous dveloppons dans ce paragraphe une construction prcise du systme de particules
avec branchement dj prsent dans lintroduction  On note W lensemble des triplets w 
   o    	    	
    et  est une application continue de 	 
 dans R
d
de 	 si     Soit g une application continue strictement croissante de 	
 dans
	 













































sur W comme tant la loi dun mouvement brownien B issu de x  linstant   r et
arrt  un instant alatoire  tel que pour tout t  r

rx
   t j B
s





   j B
s




On introduit le modle darbre suivant  









Llment  est interprt comme lanctre de la population  Pour u   U  on note juj   si
u   juj  n si u   f g
n
  Si u   u   i
 
     i
n
 on note u   i
 
     i
n  
 le pre de
u 
Fixons x   R
d











fg o  est un point cimetire ajout  W comme point isol  On construit la famille
 w
u
 u   U par rcurrence sur juj 
Si u   w

a pour loi 
x
  Ensuite supposons construit w
u
pour juj  n  Alors les
trajectoires w
v
 jvj  n   sont indpendantes conditionnellement   w
u
 juj  n  De plus
soit v avec jvj  n  alors
$ si w
v
  ou si 
v





  et 
v













Il reste  introduire le phnomne de branchement  Pour cela on considre un arbre alatoire




!  Cela signie prcisment quon se

donne une famille 

u
 u   U de variables alatoires indpendantes et indpendantes de w
u







     u
n







 j   f     n g
o




















  card fu   A 
u









  Par des mthodes classiques on vrie que le processus  Y
t
 t  






la loi de  Y
t
















o les processus Y
i





Le caractre critique du branchement assure que le nombre total de particules cres
est ni p s   En revanche il ny a pas forcment extinction car certaines particules peuvent
aprs un certain temps ne plus tre soumises au phnomne de branchement cest le cas en
particulier si d   et   support compact  La famille de probabilits  Q

 satisfait par





mesures ponctuelles nies  
 
     
n


















































 tg cest  dire si la particule anctre est encore en
vie  linstant t  En revanche sur f

 tg on a Y
t
  si 




























 la formule suivante




























En remplaant v t uB
u















































































En ajoutant cette dernire quation  lquation II  il vient




















Cette quation est plus utile que lquation II  pour le passage  la limite que lon consid
rera dans la suite du paragraphe  Remarquons dj que II  permet de calculer les moments
dordre un de Y
t
 









 f  P
t
f x
Preuve Soit un rel    on note v
 





 f  On a kv
 
k    On dduit













 x  kf k 





































On en dduit le rsultat recherch   









 t   associ par la construction du paragraphe prcdent  la fonctionnelle
additive A
n
 nA et de valeur initiale 
n
  On a un thorme similaire au thorme   de
 ! 





converge  troitement vers    M
f








converge au sens de la convergence  troite des lois marginales de dimen
sion nie vers un processus  X
t
 t   Ce processus est un processus de Markov homogne 
valeurs dans M
f






 pour tout T   pour tout entier p   pour tous   t

     t
p
 T  pour toute




 telle que a
T






 f j X
t













o	 w est lunique solution positive mesurable de l quation int grale


























 telle que a
T
kf k    Remarquons dans une premire tape
que lquation intgrale II  possde au plus une solution positive  En eet toute solution




sont deux solutions positives distinctes de II 































































Lemme II La suite de fonctions w
n




fonction w positive mesurable solution de II sur 	 T 
R
d
 Pour   t  T  les fonctions
w t  sont continues sur R
d
 et w  x  f x
La dmonstration du lemme II   est reporte  la n de cette partie 
On tablit dans une deuxime tape que la valeur initiale X

ps
  et la relation II 
dterminent uniquement la loi du processus de Markov X  En eet soit X

un autre processus
avec les mmes proprits un raisonnement par rcurrence simple montre que pour toutes
fonctions f















k   et pour   t

    
t
p





















remarquer que la solution de II  associe  f vrie pour tout t   kw tk  kf k




 daprs le lemme II    Un raisonnement de prolongement analytique
montre que lgalit prcdente est vraie pour tout     On conclut que les processus X et
X

ont les mmes lois marginales de dimension nie 











 converge en loi dans M
f
vers la variable alatoire  X
t






  p s  et la relation II   Pour cela on














  	   Kg
















































Donc pour tout t   	 T 














  De mme pour
  t

     t
p





































 qui converge en loi vers une va









 que lon note  X
t


















   pour
tout i  En eet xons    tel que a
T











k   
m
 x   si jxj  m  et 
m
 x   si jxj  m  Le lemme II   entrane













est la solution de II  pour f  
m























do le rsultat annonc 








































 de mme loi que  X
t








































  On en dduit que la convergence a gale






























































Il faut encore vrier que lon a X

  p s  et la relation II   Lgalit X

  est
triviale  Soit ensuite un entier p   pour toutes fonctions f


















































o la fonction w
p
n
est dnie par II  avec f  f
p
  Par passage  la limite dans lquation
cidessus le long de la soussuite  n
k



























o la fonction w est lunique solution positive de lquation II  avec f  f
p
  On en dduit
que la variable alatoire  X
t





Enn daprs la deuxime tape la loi de  X
t

    X
t
p
 est uniquement dtermine ce











 et pas seulement le long de la
soussuite  n
k
  Le thorme dextension de Kolmogorov donne lexistence dun processus
X dont la loi marginale aux instants t

     t
p
est la loi de  X
t





caractre markovien homogne de X dcoule de II    
Preuve du lemme II  































































f k  kf k 
On peut alors eectuer un dveloppement limit  lordre
 
n
de lquation II  car a
T
 























































































est de Cauchy pour la convergence
uniforme  On note w sa limite  Cette fonction est positive mesurable borne par kf k et par
convergence domine elle est solution de II  
Montrons que la fonction w est continue en la variable x sur   T 
  R
d
  En faisant la
dirence dans II  on obtient pour tout  t x x











































































On utilise la majoration II  pour le premier terme  On crit lintgrale de   t dans le
deuxime terme comme la somme des intgrales de    et de   t     t   et en
utilisant les majorations II  et II  on trouve
	
	































































En prenant   jx x

j t   on en dduit que w est uniformment continue en la variable
x sur 	 T 
 R
d
 pour tout      
	
II   Notations et remarques












 le processus de
Markov limite du thorme II   G
X
t




 s   	 t
 G
X


















































 w t  s II 
o la fonction w est lunique solution positive mesurable de lquation II  




 telle que a
T
kf k   









De plus si  f
n








k   qui
converge simplement vers f telle que a
T
kf k   et si II  est vraie pour chaque fonction
f
n
 on remarque que les fonctions w
n













 puis que leur limite w vrie lquation II 
associe  f   Le rsultat annonc en dcoule facilement 
II  Proprits de continuit
Avant dnoncer les proprits de continuit du superprocessus X construit dans la partie
prcdente on montre la proposition suivante 
Proposition II  Pour toute mesure 
  M
f
 pour tout T   pour tout entier p il existe
une constante M
p
telle que pour toute fonction  born e par  lipschitzienne et de constante





















La dmonstration de cette proposition repose sur plusieurs lemmes  Le lemme technique sui
vant joue un r"le crucial dans le calcul des moments du processus X  On xe T   












dre l quation int grale suivante















 J r x r   	 T 
 II 	
v  r x   r  T
Pour jj   il existe une unique solution mesurable v  de II telle que a
T
kv k  
















et pour tout entier n  
c
n
































est normalement convergente pour jj   De plus pour jj   on a
lexpression suivante de la solution v 














Remarque  Contrairement aux noncs prcdents o lon considrait des quations int
grales de la forme II  on a ici des solutions de signe quelconque la fonction v nest pas
ncessairement positive 







 est dveloppable en srie entire de rayon  














Si on note 
n









que la suite 
n


































k pour n    On a donc pour













convergente pour jj   
De plus on vrie facilement que la fonction v ainsi dnie est solution de II 	 et que
pour jj   a
T
kv k    Lunicit de la solution de II 	 telle que a
T
kv k  
dcoule darguments semblables au dbut de la preuve du thorme II     
On montre galement le lemme suivant 
Lemme II  Soit un entier m   et soient   t
 
     t
m
 T  Soit  
 
     
m















































 De plus on a a
T
kv k  
Preuve On xe    	   La dmonstration cf lemme   de  ! se fait par rcurrence







o w est lunique solution positive de II  avec f  
 
  On remarque alors que v  est













 r  On sait de plus que w est born par
 k
 
k ce qui implique a
T
kv k   
On suppose le rsultat vrai au rang m  On se donne   t
 
     t
m 
 T   Pour r  t
 
































o v  est lunique solution mesurable positive de lquation



































Ensuite pour   r  t
 
 on peut appliquer la proprit de Markov du processus X 
linstant t
 































































































































































ce qui report dans lquation prcdente donne pour   r  t
 






























De plus on a v  r x   si r  t
 









 r est solution de II 	  On vrie trivialement que v  est positive et que
a
T
kv k    On dmontre lunicit comme dans la preuve du thorme II     
Nous aurons galement besoin du lemme lmentaire suivant
Lemme II   Soit un entier n   soit U une variable al atoire r elle positive telle que













Alors U   L
n








Avant de commencer la dmonstration de la proposition II   nonons une consquence
importante des trois lemmes prcdents
Corollaire II  Soient deux entiers pm   soient des r els   t
 
     t
m
 T  Soit
 
 
     
m
 une famille de fonctions born es appartenant  B R
d










































o	 les fonctions c
n














Preuve Supposons dans un premier temps que les fonctions 
i
























 est lunique solution de lquation intgrale II 	 et on a
a
T
kv k    On dduit alors du lemme II   que cette fonction v scrit pour    	 








 r x o les fonctions c
n
sont dnies par les formules II 
 et II 



























































































converge pour jj    En eet toujours avec les notations de la preuve du lemme II   on
























































































montre que pour tout jj   la somme de cette srie est gale  exp 
 v  r  On en
dduit alors II  
















































Dans un deuxime temps si les fonctions 
i







les parties respectivement positive et ngative de 
i




























































dintrieur non vide  Ils co&ncident donc pour tous 
	
i







Cela termine la dmonstration   
Remarques La formule II  donne immdiatement les moments  tout ordre de  X
t
 
pour    B R
d


















































Preuve de la proposition II   









































o les fonctions c
n
vrient la relation de rcurrence II  avec la condition initiale
c
 














Le lemme suivant nous permet de majorer les fonctions c
n
  On rappelle que       est
le rel intervenant dans lhypothse H crite pour  
Lemme II  On suppose   t  s  T  et on note h  s t Pour toute fonction born e
   B R
d
 les fonctions c
n
d nies par la relation de r currence II et la condition initiale
II v rient la majoration
 pour tout n  
jc
n













ne d pendent que de  T et n



























































Pour le second terme en utilisant II 




































On choisit     Pour le premier terme en utilisant II 











































































Ensuite comme pour tout a   on a ln   a  c a
	


















































en utilisant II  une nouvelle fois  Donc on a
jc








ce qui donne II 
 pour n   
On suppose cette majoration vraie au rang n   et on la montre au rang n 
c
n 











































































































































t r  u
du
Z
























































































































On obtient donc le rsultat voulu  lordre n    
Soit une fonction  borne par  lipschitzienne de constante de Lipschitz borne par 
alors on a jc
 








h  Comme    on en dduit que pour
tout entier n   jc
n





  En reportant cette ingalit dans la formule II  on
termine la dmonstration de la proposition II     






 le processus X possde une version
continue
Preuve On peut se limiter  t   	 T 




 le compacti dAlexandrov
de R
d
 dune distance majore sur R
d









 et sparable pour la
convergence uniforme  Soit L














































 est complet pour





  t   possde une version continue  On note 

lensemble des nombres
de la forme k
 n










  On en dduit que p s  lapplication t  X
t











  Elle admet donc p s  un
unique prolongement continu sur 	 T 
 que lon note Z   Z
t
 t   	 T 
 
Il reste  voir que p s  pour tout t   	 T 

















 on montre alors le lemme suivant

































Preuve Soit un entier n    On note B
n
la boule de R
d
de centre  et de rayon n  Pour















 x  On a donc en utilisant la formule






































































































La mme ingalit est triviale pour t  T   Donc on a aisment en utilisant la proprit de





























































































































































Cela termine la dmonstration du lemme   






























Or le lemme II   entrane que cette dernire quantit converge vers  en probabilit  On en











est la version continue recherche du processus X   
Par la suite on supposera toujours quon a remplac X par sa version continue  Gr%ce  un
rsultat de Perkins  	! on montre la proposition suivante
Thorme II  Pour toute fonction born e    B R
d
 ps le processus   X
t
  t  
est continu
Preuve Rappelons sous forme de proposition le corollaire  de  	!













 kk  

 Supposons
quil existe des r els p      c

  tel que
E  j X
u








pour tous u t   	 N 
    C
et pour tout    C ps  X
t
  est continu sur 	 N 
 Alors pour tout  appartenant  la
fermeture de C dans B R
d





existe ps un r el 	  





 j  	 ju tj

pour tous u t   	 N 

On utilise ensuite le lemme suivant
Lemme II  Pour toute mesure 
   M
f
 pour tout T   pour tout    pour tout
entier p il existe une constante M
p
telle que pour toute fonction mesurable  born e par 





















Preuve Reprenons les hypothses et les notations du lemme II  
  Gr%ce  ce lemme et 
lquation II  il su#t de montrer que pour     t  s  T  on a jc
 




utilisant lingalit II  et la majoration ln    a  ca
	

vraie pour a   on obtient
jc
 




 xj  c kk ln  
h
t




avec une constante dpendant uniquement de T et de  ce qui termine la dmonstration du
lemme   
On peut alors dmontrer le thorme II    La fermeture pour la convergence simple borne
de lensemble C
 
des fonctions continues  support compact bornes par  est B
 
  Pour tout




  t   	 T 
 est p s  continu  Le lemme
II   permet dappliquer la proposition II   au processus  X
 t
 t   	 T  
 et den
dduire le thorme II     
Remarque Il est clair quon ne peut pas en gnral avoir la continuit du processus  X
t
 









    alors que pour tout t   p s   X
t
    cf la formule II  pour les moments
dordre  de X 
II  Des mesures alatoires associes  X
Notre objectif dans cette partie est de construire certaines mesures alatoires associes au
superprocessus X  Soit 	 une mesure positive nie sur R
d
  Pour tout    on note V

 
















 dzp  z  y s y






  Remarquons que la fonction   s y   X
s












compact lapplication    V

   est continue  On dsire tudier la limite quand   
de V

   Intuitivement cette limite vaut z s yds	 dy o z s y serait la densit de la
mesure X
s
 dy par rapport  la mesure de Lebesgue si cette densit existait 
En fait si on note H
T
b
















 on a la proposition suivante


















et telle que pour toute fonction    H
b







































	 dyp s y  x s y II 
La formule II  montre en particulier que la mesure 






On xe 	 vriant H avec un coe#cient        La dmonstration de la proposition
repose sur le lemme suivant
Lemme II Pour toute mesure 
  M
f
 pour tout entier p pour tout r el T   il existe
une constante M
p
telle que pour toute fonction    H
T
b
 pour tous  

  pour tous
t t























































Preuve du lemme II 	   La dmonstration est en deux tapes  On tablit dans une premire
tape une formule de moment pour les mesures alatoires V

  
Soient T      et    H
T
b
  On suppose dans un premier temps que la fonction
 s y est continue en la variable s uniformment sur R
d
  A laide de II  et II  on en
dduit que lapplication




 s yp  x  y	 dy









 s s   est continu  De plus ce processus est nul pour s  T  
Soit       t

     t
l
 T  une subdivision de 	 T 













































o les fonctions c

n












































o   dcrit lensemble des subdivisions de 	 T 
 est donc uniformment
intgrable 
Par un argument de continuit pour toute suite de subdivisions nies  
m
de 	 T 
 dont




































	 dyp  s x y s r y




convergent simplement vers les
fonctions c
n
 dnies par la rcurrence II  et la condition initiale c
 
 r x  J
 
 r x  Par






























Par un argument de classe monotone lgalit cidessus est vraie pour toute fonction    H
b
 
Ce rsultat se gnralise facilement  une famille nie de fonctions et de mesures  Soit
un entier n soient des mesures 	
 
     	
n
vriant lhypothse H soient des fonctions

 




 soient des rels 
 
     
n








































o les fonctions c
n















 s x y
i
 s r y 
Dans une deuxime tape on utilise cette dernire formule pour dmontrer les majora
tions II  et II   Soit T   x  Soit une fonction    H
T
b









	 dy s r yp  s xy  Remarquons quen utilisant successivement






 r x  J
 
 























o on a utilis u    cu pour u   	 T  
 































  Une rcurrence simple montre jc
n









La majoration II  dcoule alors de II  














 r  sp  s x y






  Or cette dernire majoration est une simple application
de II    
















   est continue sur    Le lemme de Kolmogorov et la majoration II 
montrent que cette application admet une limite  droite en   En particulier pour tout
   H
b









On dsire ensuite obtenir une formule pour les moments de 


  Pour cela on part de
la formule II  avec    H
b
  On conserve les notations introduites dans la preuve du

lemme prcdent  Remarquons que les arguments de la dmonstration de II  entrainent








	 dy s r yp s x y pour la convergence simple
borne  La dnition des fonctions c
n
montre alors que le terme de droite de II  converge
quand    De plus daprs II   V














































o les fonctions c
n








	 dyp s x y s r y  On remarque alors gr%ce  II  que pour toute fonction
   H
b







Montrons quil existe une variable alatoire 















On voit immdiatement que 


est p s  linaire i e  pour tous rels a b pour toutes
fonctions     H
b
 on a p s  








  p s  positive i e  si    H
b
est positive alors p s  


    et p s  nie sur 	 T 
 R
d




une suite croissante de fonctions positives de H
T
b






A laide de la formule pour les moments de 






 et dun argument de

































On utilise alors un rsultat sur lexistence de noyaux qui dcoule facilement de la proposi





de probabilits sur  G  Dans lnonc suivant p s  signie P
i
p s  pour tout i   I  Soit 
une application dnie sur ff   B E kf k g    valeurs dans

R  telle que pour toute
f   B E borne  f est Gmesurable 









 E qui converge vers f   B
b
 E on a ps  f
m
   f
Alors il existe un noyau ni K de  G sur  EB E tel que pour toute fonction born e
f   B E on a ps K f   f














 pour tout entier n
E
n
 	n n    R
d
 et pour tout f   B E
n






tout entier n 
n



















































   On a donc obtenu la





Enn remarquons que pour tout    H
b


























































 ds dy j s yj t   est croissant on dduit de lingalit pr
cdente et du lemme de Kolmogorov que ce processus est p s  continu   
II  Le temps local associ  D
On rappelle que lon note D  supp  et D
r
lensemble des points de R
d
rguliers pour
D pour le mouvement brownien  On introduit maintenant les lments ncessaires  la d
monstration des thormes de reprsentation du supermouvement brownien avec catalyse 
On rappelle dabord les rsultats de  ! concernant le temps local de D
r
et les formules
dexcursions  On tudie ensuite un cas particulier utile pour les formules de reprsentation 
Le temps local associ  D




g  Comme lensemble DnD
r
est polaire cf  	! on a
p s  M  ft   B
t





 tant optionnel lensemble M lest aussi  Il est de plus homogne en temps i e  pour
tout t  
 M  t 




  Dg M  
t

On utilise les notations classiques suivantes cf  !
R T
D











Lensemble G est lensemble des extrmits gauches dans   des intervalles contigus  M  
Lensemble G est p s  dnombrable et p s  G  M   Comme D
r
est rgulier pour lui mme
p s  M ne possde pas de points isols 


























g  M   Au sens de  ! le support de la
fonctionnelle additive L est D
r
  On dit que la fonctionnelle additive est le temps local de M







la fonction constante gale   sur R

  Rappelons que lon sest plac sur





fg  On dnit la fonction i
s
de  dans  pour tout
s   par
i
s











 s   R

  Le rsultat suivant est un cas particulier de la proposition  
de  ! 
Proposition II 	 Maisonneuve  Il existe une famille universellement mesurable de







 telle que pour tout processus Z pr visible positif et






























Par des arguments classiques de classe monotone on gnralise cette galit  une fonction





Lemme II Avec les notations de la proposition pr c dente pour tout processus Z pr vi







































   et soit t un rel positif x  On pose pour tout rel s positif et pour tout    
















































 sup fs  t s  Mg la condition fR  t t  Mg est quivalente    g
t
 t  En


































II  Formules de reprsentation
Dans ce paragraphe et le suivant on fait lhypothse suivante H La mesure de Revuz
not e  associ e au temps local L v rie la condition dint grabilit  H Rappelons cf II 


























 dyp s x y s y II 
La condition H est automatiquement vrie lorsque d    En dimension suprieure
nous montrons en appendice que la condition H est vrie ds queD satisfait une hypothse














 dy est uniformment born sur R
d
si d   resp  d   ce qui est
lgrement moins fort que lhypothse H sur  
On note Q
t
























Enn pour toute mesure 
   M
f
 on note 
Q
t






































o pour tout           
D
c























Gr%ce  lhypothse H il est possible de considrer la mesure alatoire 

construite









que lon continue de noter 

  On introduit pour tout t   la mesure alatoire 
t
dnie





















On vrie facilement que le processus    
t
 t   est  valeurs dans M
f



































































Le thorme suivant fournit une reprsentation de la mesure X
t
sur le complmentaire de
D  Cette reprsentation fait intervenir deux termes  Lun 
Q
t
 correspond intuitivement aux

particules qui nont pas visit lensemble de catalyse entre les instants  et t  Lautre 
t

rend compte au contraire des particules libres par lensemble de catalyse 


















Preuve Soit un rel t   x  Il est facile de gnraliser la formule II  de la manire
suivante pour tout entier p pour    pour toutes fonctions bornes f   H
b




































o les fonctions c
n


















































o les fonctions c
n
















Remarquons alors que par des arguments de convergence domine et duniforme intgra















 dyp s y  x jf r  s yj  II 
cette condition assure que les fonctions c
n
intervenant dans le membre de droite de II 








Soit une fonction  positive borne  support dans D
c















 dyp s y  x

t

















On peut appliquer la formule II  avec le choix f  

t









 dyp s y  x

t












































o pour la troisime galit on a utilis le fait que  sannule sur D  En particulier c
 
 r x  
si x   D
r
  Comme la fonctionnelle A ne crot p s  que sur fs   B
s





on en dduit aussit"t que
c

























    
Q
t




















































































    
t
    
Q
t






  t   est P
X

p s  continu voir les arguments de la partie suivante  Daprs la partie
II  le processus   X
t
  t   est P
X

p s  continu  Donc on a P
X

p s  pour tout t  
 X
t





   Il en dcoule que P
X





























 est p s  continu sur    La












    Le corollaire
dcoule alors du thorme II     
II  Existence et rgularit de la densit du superprocessus X
par rapport  la mesure de Lebesgue en dehors de D
A laide de la formule de reprsentation prcdente il est alors possible de dmontrer
lexistence et la rgularit de la densit du supermouvement brownien avec catalyse  On note
 le Laplacien en dimension d 















 De plus on a P
X











Preuve On note q la densit de transition du mouvement brownien tu sur D pour tout




























 inf ft    t   D
c
 
g  En utilisant la pro
prit de Markov forte des mesures H
x
pour le noyau de transition Q
t
cf  ! thorme 	 
on obtient pour toute fonction  positive mesurable  support dans D
c
 
 pour tous u  t et
































En reportant cette galit dans la dnition II  de la mesure alatoire  on voit que la
mesure 
t
possde une densit 
t
par rapport  la mesure de Lebesgue  Cette densit est





















Pour tudier la rgularit de 
t
 nous avons besoin des lemmes suivants 
Lemme II Pour tout x   R
d





et pour tous n   N m   N
p
 pour tous    



















 t   x   R
d
 y   D
c
 















q t x y  t y     D
c

Preuve La premire assertion du lemme se dmontre par rcurrence  laide de lexpression
de q dans II  et gr%ce  des arguments classiques de drivation sous le signe somme  La
deuxime assertion est classique   

















































































De plus on sait par  ! thorme   que pour tout x   D
r





   ce












  pour tout r












Fin de la preuve du thorme II   




qui est la densit de la mesure 
Q
t





  De plus cette fonction est solution de lquation de la chaleur sur  D
c
 
On a vu que
t
possde une densit par rapport  la mesure de Lebesgue donne par II  
Un argument de convergence domine reposant sur les lemmes II   II   et la proprit
II  montre que la fonction  t y  
t
 y est continue sur    D
c
en dehors dun
ensemble de probabilit nulle  Un raisonnement par rcurrence utilisant les mmes arguments
et le thorme de drivation sous le signe somme montre que p s  la fonction  t y  
t
 y
est de classe C

  Enn comme la fonction  t y  q t x y est solution de lquation de la
chaleur sur  D
c
 on vrie  laide de II  quil en est de mme pour   On conclut
alors  laide du thorme de reprsentation   
Remarque Lorsque D est de mesure de Lebesgue nulle les thormes II   et II   en
tranent que p s  pour tout t   X
t
est absolument continue par rapport  la mesure de
Lebesgue  On obtient ainsi une gnralisation dun rsultat de  ! pour le cas dun point de
catalyse en dimension un voir aussi  	! pour certaines extensions en dimension suprieures 
II  Mesure martingale orthogonale associe  X
Les rsultats de cette partie sont vrais sans lhypothse H  On utilise les mesures alatoi
res construites dans le paragraphe II 	 pour identier la mesure de covariance de la mesure






















































 s est p s  continu sur
	 t
  En utilisant la proprit de Markov du processus X et le calcul des moments de X on
vrie facilement que le processus  M
t






gr%ce  la proprit de Markov du processus X et aux formules II  et II  on calcule



















 dyp u x  y u y u y II 
La martingale  M
t
 t   est donc de carr intgrable 





























Par des arguments de densit on peut prolonger M  tout H
b
  Il est alors facile de vrier
	
que dans la terminologie de  
! M est une mesure martingale  De plus on dduit de la




 tels que A
T












   Par dnition M est alors une mesure martingale orthogonale 
Avant dnoncer le rsultat principal de ce paragraphe rappelons que puisque la mesure
 vrie la condition H on peut considrer la mesure alatoire 

construite dans la propo




















Preuve On utilise les notations du paragraphe II 	  Daprs la dnition de V

  avec




























dz p u x zp  z  y u s y


Par un argument de convergence domine utilisant  nouveau II  et II   le membre de




































































Par ailleurs en utilisant la proprit de Markov du processus X et la formule II  on










































 t  














 t  






On dsire donner une hypothse sur D qui entrane la condition H introduite dans









 jx yj  
 n 

 pour tout x   R
d
  On introduit lhypothse H
$ si d   il existe une constante b   et un entier n

























$ si d   il existe une constante b   et un entier n








 x  b cap C
n
 x





En dimension d   lhypothse H est vrie lorsque D est ladhrence ou la frontire
dun domaine lipschitzien born ou bien encore si D est une sous varit de dimension d 
Lorsque d   on voit facilement que lhypothse H est satisfaite si D est un compact
connexe non rduit  un point 
Lemme La condition H implique H
Preuve Rappelons que  F
t
 t   dsigne la ltration complte associe  B  Soit  une
variable exponentielle de paramtre  indpendante de B  Soit
L
D
 supft   t  B
t
  Dg
avec la convention usuelle supfg   



















o  est la mesure dquilibre de D cf paragraphe II  et la constante c ne dpend que de






























p s xyds  dy  On dduit de
lgalit cidessus et de la proprit de Markov voir  	! p 









































et lingalit II 	 en dcoule facilement 
On veut ensuite majorer le terme de gauche de II 	  Soit x   D  Sous lhypothse























































































 b  
Si d   on vrie aisment cf  
! p	













































daprs lhypothse H  Remarquons que c

est indpendant de x  On peut supposer c

 
  b     Par applications successives de la proprit de Markov forte  II 
 il vient


































On choisit ensuite 































o c est indpendant de x 














 C p   II 
A laide de lingalit de H'lder on dduit facilement de II  et de II  que pour














































































On dduit de la majoration cidessus et de II 	 que lhypothse H est vrie   

Chapitre III
Quelques proprits de limage du
supermouvement brownien
III  Introduction
SuperBrownian motion denoted here by X   X
t
 t   is a measurevalued process
in R
d
  It can be obtained as a limit of branching Brownian particle systems  We refer to
Dynkin   ! for such an approximation in a more general setting  Another way to study
superBrownian motion is to use the pathvalued process called the Brownian snake which
was introduced by Le Gall   !  For every bounded Borel set A  R
d







 d xA  

and by jAj the Lebesgue measure of the set A  Recently Tribe
 	! proved a convergence result for the volume of the neighborhood of the support at
time t   supp X
t
 of superBrownian motion in dimension d    More precisely Tribe














 dx  Using results of Le Gall  ! on hitting probabilities for the Brownian
snake we give a similar result for the range of the Brownian snake  As a corollary we get the
analogous result theorem III   for the range of superBrownian motion after time t  
R
t




  More precisely we show that there exists a
positive constant a

depending only on d such that for every Borel set A  R
d
 d   for






















Pemantle and Peres  ! dened the notion of capacityequivalence for two random Borel sets
and later Pemantle and al   ! showed that the range of Brownian motion in R
d
 d   is
capacityequivalent to 	 


  As a consequence of the previous results  we show proposition
III 	  that a s  on fX
t
















Let us now describe more precisely the contents of the following sections  In section III 
we recall the denition of the pathvalued processW   W
s
 s   called the Brownian snake 
The process W takes values in the set W of all stopped paths in R
d
  A stopped path w is a





  The nonnegative real 
w
is called the lifetime of w 
We denote by w  w 
w
 the end point of the stopped path  For every xed s   the law
of W
s












lifetime process evolves as a re(ecting Brownian motion in R

  Conditionally on  
s
 s  
W is a timeinhomogeneous Markov process whose transition kernels are characterized as
follows if s































 is independent ofW
s
and distributed as a Brownian motion in R
d
 started at  
Since obviously the trivial path x





 is a recurrent











 s   is distributed according to the It" measure of positive excursions
of linear Brownian motion  We set   inf fs   
s
 g which represents the duration of
the excursion  We dene a measurevalued process Y on R
d
by setting for every t   for



















is the local time at level t of the lifetime process  
s
 s    As usual the range of
the Brownian snake is dened as
R W   fW
s
 t   t  
s
   s  g 
















  We dene a measurevalued process X   X
t
 t   by X

  and

















for the distribution of this process 
In section III   we consider T
x 
the hitting time for the Brownian snake of the closed




































B x   

is the maximal non

































   t   
 



















dt for   t   
 









 inf ft   jx
 
t
 xj  g 
In section III  we state the main result on the convergence of the volume of the 
neighborhood of R
t
 X  The method of the proof is completely dierent from the one used
by Tribe in  	!  The proof of III  is derived from the convergence of the volume of the












convergence is somewhat technical because we need a precise rate of convergence  The deri















depends on precise information on the behavior of the function u
 
at innity and on the law
of  
 
  These results are given in appendix 
In section III 	 we prove the results on capacityequivalence for the support and the range
of superBrownian motion  Let f  	  	
 be a decreasing function  We dene the
energy of a Radon measure  on R
d























































































 under the excursion mea
sure lemma III 	  give the desired result for the support of superBrownian motion  For the
capacityequivalence between R
t
 X and 	 


 we use theorem III   and the convergence











III  Preliminaries on the Brownian snake and super	Brownian
motion




 the space of all nite measures
on R
d


















  We also denote by B R
p
 the Borel eld on R
p





A be the closure of A  For every measure    M
f




 we shall write
R
f y dy    f  We also denote by supp  the closed support of the measure   If S is
a Polish space we denote by C I S the set of all continuous functions from I  R into S 
III   The Brownian snake
We recall some facts about the Brownian snake a pathvalued Markov process introduced
by Le Gall   !  A stopped path is a continuous function w  	 
 R
d




called the lifetime of the path  We shall denote by w the end point w   Let W be the space
of all stopped paths in R
d






























the space W is a Polish space 
Let w   W and a b   such that a  b 
w
  There exists a unique probability measure
























iii The law of  w






 is the law of Brownian motion in
R
d
started at w a and stopped at time b a 





 as a probability on the space C 	 b
R
d
  We set W
x

fw   W w   xg for x   R
d
  Let w   W
x
  We restate theorem   from  !
Theorem III 	Le Gall There exists a continuous strong Markov process with values in
W
x
 W   W
s
 s   whose law is characterized by the following two properties








 s  

is a reecting Brownian motion in R


ii Conditionally given  
s
 s   the process  W
s
 s   is a timeinhomogeneous conti
































  The law of W started at w is denoted by E
w
  We will use the following
consequence of ii outside a E
w
negligible set for every s







every t   	m s s


  We shall write E

w
for the law of the process W killed when its lifetime
reaches zero  The distribution ofW under E

w
can be characterized as in theorem III   except
that its lifetime process is distributed as a linear Brownian motion killed at its rst hitting
time of fg  The state space for  W E

w





	  where  is a cemetery
point  The trivial path x such that 
x
  x   x is clearly a regular point for the process
 W E
w
  Following  ! chapter  we can consider the excursion measure N
x
 outside fxg 
The distribution of W under N
x
can be characterized as in theorem III   except that now
the lifetime process  is distributed according to It" measure of positive excursions of linear
Brownian motion  We normalize N
x














We recall the strong Markov property for the snake under N
x
see  !  Let T be a stopping
time of the natural ltration F
W
of the process W   Assume T   N
x
a e  and let F  H
	





 such that F is F
W
T
measurable  Then if 
denotes the usual shift operator we have
N
x














Let   inf fs   
s
 g denote the duration of the excursion of  under N
x
  The range





 t   t  
s





   s  
o






















































the restriction to 	 t












 t   s  

of the local time of  at level
t and time s  We dene a measure valued process Y on R
d




















We shall sometimes write Y
t
 W  to recall that Y
t
is a function of the Brownian snake  From
the joint continuity of the local time N
x
a e  the process Y is continuous on   for the
Prohorov distance on M
f














 if t   and v  x   x  We will write v t for the function v t  












 J t t   III 




 t   is the Brownian semigroup in R
d
  A few other remarks
on the solution of III  are presented in section III 
  below 
III   SuperBrownian motion
Let us now recall the denition of superBrownian motion and its connection with the
Brownian snake  The second part of the next theorem is lemma   from  !  Let   M
f
 
Theorem III There exists a continuous strong Markov process X   X
s
 s   dened





























   u  s




where the function v is the unique nonnegative solution of III with J t x  P
t
 x
Furthermore for every integer m     t
 


































 exp 	  v t
 III 	



























 then the process Z dened by Z






















  t   This implies that for




 s  t
is nonzero 
III   Hitting probabilities for the Brownian snake




 we introduce the rst





 w  inf ft  w t   Ag 
with the usual convention inf    We omit w when there is no risk of confusion  Consider















where B y  is the open ball in R
d
centered at y with radius    and

B y  its closure 




























B    










This result was rst proved in a more general setting by Dynkin  	! in terms of superprocesses 
The function u
 




B    For every y






























where the function u
 














It is easy to see that the function u
 
is decreasing  It will be proved in section III 
  that



























































B y   Then N
x




























































 x   R
d





















B x   Corollary   from  ! ensures that there exists P
x







   t   
 
 taking values in R
d
such that for every 
     jx x





 inf fs   jx
 
s






































 xj    We also recall that thanks to
























































are the restriction of x
 
and  to 	 t
























It has been proved in  ! that its capacitary measure with respect to the Brownian snake











  It is not hard




cf  ! this is proved in a way similar to the classical interpretation
of the capacitary measure as a last exit distribution see e g  Port and Stone  	!  Thus we


















































































It will be proved in section III 


























is a nite constant  Finally we shall use the following inequality that can be derived
from the FeynmanKac formula use the fact that u
 































There is in fact equality in III   See the remark on page  of  ! 
III  A property of the range of super	Brownian motion
For A   B R
d







 d xA  
o















where the constant a













Theorem III Let   M
f
 For every Borel set A  R
d





























j   then III holds
with t  
	

Let us recall the main theorem of  	! 
Theorem III 	Tribe Let A a bounded Borel set in R
d
 d   Fix t   and    M
f

Then there exists a positive constant 


















where the convergence holds P
X







We shall deduce theorem III   from the next proposition on the range of the Brownian
snake whose proof will be given in the next section 
Proposition III Let d   For every      d and every R

  there exists a
constant       and 

  such that for every      







































































































Remark  We have trivially B x




























rather than A in the previous proposition 
We rst give a consequence of this proposition 























Proof of corollary III    Since N
x

a e  the range R W  is bounded we need only consider





for n   




























































converges to  completes the proof   
Proof of theorem III    Recall that for every t   P
X

a s  the set R
t
 X is bounded  Thus
we need only consider a bounded Borel set A  Thanks to the Markov property of X at time
t and theorem III   it is clearly enough to prove the second part of theorem III    Let
  M
f


























a Poisson measure on C R






















  supp  which is bounded thanks to the hypothesis on supp   Fix      d such
that d  	   d       Fix R

such that supp   B  R

  Let  and 

xed as in




































































































































































































































Second step  To get a lower bound consider an increasing sequence  E
p
 p   of measu
























































































































































































Now conditionally on the cardinal of I
p
 the Brownian snakes  W
i
 i   I
p
 are independent and



















 we get using the denition of u
 
 III 




















































































































































    Then since the cardinal of I
p
is a s  nite we get that for every integer





























































which with the rst step ends the proof of the theorem   
III  Proof of proposition III  






















a e  We assume d    We recall easy equalities which can readily be deduced from the results
of section III 




















dy G x y III 

	
where G is the Green kernel in R
d




































We can also compute moments under E

w
as an application of proposition  	 of  !  For every
A   B R
d


































































































































Thanks to the space invariance of the law of the Brownian snake we shall only consider the
case x







xed  We x      d and R









   We consider      







    positive constants whose values depend only on d and R

  The value of c may vary







































Thus we deduce from the denition of u
 
 III 























































































Thus we get the rst bound of proposition III   take    and 

small enough 




































III   An upper bound on I






































































Before deriving an upper bound on I






























































Using the strong Markov property of the Brownian snake under N

at the stopping time T
x 





























































is given by III   Thus the previous



















































in III  and then
decompose the righthand side of III  in three terms by considering the integral in dxdy on
the sets j
t
 xj  j
t






















An upper bound on I
 

We can use III 
 and III  since 
 






























































































































 xj  
  




 yj  
  
































































































































































































Then thanks to III 











Conclusion on the upper bound on I



































III   A lower bound on J
We shall need the last hitting time of

B x  under N





















































































The timereversal invariance property of the It" measure and the characterization of the
excursion measure N
x
readily imply that the latter itself enjoys the same invariance property 





denote the third term 
A lower bound on J
 

Let us use the strong Markov property of the Brownian snake at time T
x 
 then III 


















































































dz G  zG z y jz  xj
 d

Unfortunately we need an estimate on the rate of convergence  This requires some tedious











































































































































































































































































































































































dy G  y  III 
An easy calculation shows that there exists a constant c





















































































































Finally we have using III  and the Markov property for Brownian motion at time s





















































































































































































  Putting together the previous results we get for





































where the constant c
 
depends only on d and R

 
An upper bound on J

















































 and III  the rst term of the righthand side denoted by J
 






























The second term denoted by J
























































  and we assume that   p   the exact value of p will be xed later  The
next lemma whose proof is postponed to the end of this section provides an upper bound
for the rst term 
Lemma III  There exists a constant c

depending only on d and R

 such that for every
























Consider then the second term  By the strong Markov property of the Brownian snake at time
T
x 
















































































































































is the lifetime of the process x
 




depend on the point x  The rst term of the righthand side is easily bounded above using
III 


















Next the function g r  r
p




















































 p and c p depend only on d R

and p 






































Conclusion on the lower bound on J 

























III   End of the proof of proposition III  


















































































Take       and 

small to get the second upper bound of proposition III     
III   Proof of lemma III  





















  We assume   
  
  The values of  and  will
be xed at the end of the proof  Consider the rst stopped path which hits the closed ball

B x  that is W
T
x 
 and the last such path that is W
L
x 
  Let us call branching point








  We shall treat
separately the case when the branching point is in the ball B x  and the case when it is
not  The proof of the upper bound in the second case is similar to what we have already done





























































































An upper bound on K
 

We rst assume that x   B  R










































 t  Thus we have jW
T
 t xj   for t   	 
T

  By applying the strong
















































































































dz G  z jz  xj
 d

We used III  and   
  
in the last two inequalities 
An upper bound on K


We still assume that x   B  R
















































	inf fs  B
s











and B is under P
r
a linear Brownian motion started at r  Thanks to III  recall notation












































  Next the function g

is




























































For x   B  R














where the constant c depends only on d and R

 
Conclusion on the upper bound on K
If x   B  nB  
  






























































Now take    and   
a








III  Capacity equivalence for the support and the range of X




dene the energy of a Radon measure  on R
d

























are capacityequivalent if there exist two














Recall that for every    B R
d






 d x  

and jj is the Lebesgue
measure of   The next lemma is an immediate consequence of the remarks in  ! p 	 
Lemma III Let   R
d
be a bounded Borel set Suppose there exist two positive constants
c
















































  t x      R
d

The next lemma is also an immediate consequence of  ! p  
Lemma III Let   R
d
be a bounded Borel set Suppose there exist two positive constants
c





























For example for every integer p  d we can consider the cube 	 

p
as a subset of R
d
 and































































We shall prove the following result on superBrownian motion 







 g the set
supp X
t











 g the set R
t
 X is capacity
equivalent to 	 









j   then P
X

as the set R





























Now apply lemma III 	  to   supp X
t






 g there exists a random positive constant C
 














For the second part of i we use lemma III 	  below  Recall notation Y
t
from section III   
Lemma III  Fix t   and x   R
d















where the convergence holds N
x





Let us explain how the proof is completed using lemma III 	   Thanks to lemma III 	  the




 g there exists a positive constant c
 













Now remember that for t   under P
X





































  supp X
t
  Thus the previous lemma




























This completes the proof of i   
Proof of proposition III 	  ii  Let d    Arguing as in the proof of i with theorem





 g there exists a
random positive constant C




















j   the previous result




For the second part of ii we use the next lemma whose proof is postponed to the end
of this section 
Lemma III Fix t   and x   R
d


























where the convergence holds N
x











 g there exists a positive constant c















This completes the proof of ii   
The proofs of lemma III 	  and lemma III 	 	 are very similar  We shall only prove the latter 
The former uses the same techniques in a simpler way 




  Fix T  t    By

















































  Specializing to the case
g s
 


























































































































































































































































































































































































































































pectively  As we shall see the integral J

gives the main contribution  Before proceeding to the










































































if d  
 ln 
  
if d  
p
T if d  
III 











 T if d    Let us derive
an upper bound on J
 



























































































































































where the constant c
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where the constant c
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ds    ds
 
Z




































































































































































































where the constant c
	
depends only on d 
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  Using similar argu


































































































































































































































































depends only on d  Finally we deduce from section III 




























































































monotone decreasing in  cf lemma 	  in  !  The N
x
a e  convergence then follows from the




III   Formula for moments of the Brownian snake
For the readers convenience we recall some explicit formulas for moments of the Brownian
snake  These formulas are wellknown at least in the context of superprocesses see e g  Dynkin

























  Thanks to the
















 exp 	  v t
















of the solution is easily established using arguments similar to the classical Gronwall lemma 













 thanks to theorem III   
Now we introduce an auxiliary power series  Let us consider the analytic function f  

p










where the sequence  
n
 n   is dened by 
 













for n  
use the fact that f solves f   f 











J t x    We dene the family of
measurable functions  h
n












































































To get the uniqueness of the solution to the previous integral equation use arguments similar
to Gronwalls lemma  Finally we can compute the moments for the process Y under N
x
 































  Thus for    small enough we have v

 t  w  t  Then from the series
















where the functions h
n
































 and the recurrence
III  
III   Some properties of the function u
 
We consider the function u
 
















We shall assume d    We introduce the auxiliary function













 for t  d 











      We deduce from  	
! theorem   and p  see also  ! chapter 




  for t

  has a unique
positive solution dened on 	t

  Furthermore this unique solution y is positive decreasing
and we have lim
t









 r is decreasing this fact could
also be derived from a simple probabilistic argument relying on the special Markov property 
Since the function u
 
is of class C






































We are now interested in the series expansion of u
 
at innity  We shall write q

 z  












Now consider the sequence  q
n













 for n  














where the sequence  
n
 n   has been introduced in section III 






is convergent and even C










series also solves III  for t  t
 
  The same arguments as in the proof of the Gronwall
lemma show that equation III  possesses a unique solution bounded in a neighborhood of
















































 r is decreasing we get III   Since the real numbers  a

n
 n  
are positive III  and III  follow easily 
III   A comparison theorem for the law of  
 












   t   
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where B is under P
x























We know from III  that for r   
 
 r    dr  Consider the process r

dened on


















is a Bessel process of negative dimension d started at jx

j and is dened

































g  We deduce from theorem
IX   in  	! that P
x

















a s      
 
  Thus we


















   t    is a ddimensional Bessel process started at  and stopped at its last hitting
time of level jx

 xj  Thus the law of   is the law of the last hitting time of level jx

 xj for




















































 t   are measure valued branching processes whose distribution
can be characterized by a pair   where  is the underlying Markov process playing the
role of the spatial motion and  is the branching mechanism function  We refer to Dynkin
  	! for basic facts about superprocesses and their construction as limits of branching
particle systems  Some recent studies on superBrownian motion corresponding to the case
when  is a Brownian motion in R
d
and    

 give the exact Hausdor measure of
its support supp X
t
 at xed time t   see Perkins   	! Dawson Iscoe and Perkins





 	       The proof relies on approximation of superBrownian motion by
branching particle systems  Another way to study this superprocess is to use the Brownian
snake introduced by Le Gall   ! which is a path valued Markov process  In  	! Bertoin
Le Gall and Le Jan succeeded through a subordination method to use the Brownian snake
to represent superprocesses with a rather general branching mechanism  They construction
applies in particular to the stable case    
 
for 	     
  In the present paper
we shall use this path representation to derive some properties of the   superprocess
when  is a Brownian motion in R
d
and  is of the type considered in  	!  In particular we





 when B is a closed subset of
  theorem IV    We also provide su#cient conditions for the a s  absolute continuity
of the measure X
t
theorem IV   thus extending to a general branching mechanism a well
known result for superBrownian motion see Dawson  !  The result can be generalized
to stable superprocesses extending results of Fleischmann  ! and of Dawson  !  We
then use exit measures to give precise lower and upper bounds for hitting probabilities of
small balls theorem IV    As an application we can prove that if the dimension is large
enough supp X
t
is totally disconnected theorem IV    This extends a result of Tribe  	!
concerning superBrownian motion 
Let us now describe more precisely the contents of the following sections  In section IV 
we recall the denition of Hausdor dimension and upper boxcounting dimension  We intro

duce the special type of branching mechanism function  that we will consider  We recall the
denition of the   superprocess X where  is a Brownian motion in R
d
  The Laplace
transform of X is related to the solution of an integral equation IV   We then state the
main results of this paper  In particular theorem IV   provides upper and lower bounds





  Under suitable assumptions the
lower and upper bounds coincide and we get the exact value of the dimension 
With the branching mechanism  we can associate a subordinator S that plays a key
role in the subordination method  Section IV  is devoted to some preliminary results on this
subordinator  We give short proofs for the readers convenience 
In section IV  we rst recall the subordination method of  	! based on the Brownian
snake  Precisely we consider the pathvalued process of  ! when the underlying Markov






 whose law can be described as follows  First  is the




 t r   S
r
 tg  Second L
t
is the






where  is a Brownian motion in R
d
independent of S  Using the Brownian snake with spatial
motion   L we can give an explicit formula for the  superprocess  This formula is
crucial for our investigation of path properties 
In section IV 	 we prove theorem IV    The proof of the lower bound on the Hausdor
dimension uses a Palm measure formula for the exit measure associated to the Brownian
snake proposition IV   classical results from Falconer  ! and technical results that are
derived in the appendix  The upper bound is a bit more complex and really relies on the path
properties of the Brownian snake and its transition kernel  At this point the Brownian snake
approach is used in its full strength 
Section IV 
 is devoted to our bounds on hitting probabilities of small balls and the result
about connected components of the support of superBrownian motion  Lower bounds on
hitting probabilities are quite easy to prove from the integral equation IV   The upper
bounds use the special Markov property of the Brownian snake and the connection between
exit measures and solutions of nonlinear partial dierential equations see Dynkin  	 !
and Le Gall  ! for the snake approach  The proof of the theorem on connected components
then follows from a technique of Perkins see  	! p  









  where q   	   Then we prove that in the 	






is absolutely continuous if d   q  	 
If the underlying Brownian motion is replaced by an stable symmetric Lvy process in R
d





is absolutely continuous if d   q  	 
IV  Notation and results




 the space of all nite nonne
gative measures on R
d
 endowed with the topology of weak convergence  We denote by B R
p

the set of all measurable functions dened on R
p
taking values in R  With a slight abuse
of notation we also denote by B R
p
 the Borel eld on R
p
  For every measure    M
f

and every nonnegative function f   B R
d
 we shall use both notations
R
f y dy    f 
We also write  A    
A
 for A   B R
d
  For A   B R
p
 let Cl A be the closure of A 
We recall brie(y the denition of Hausdor dimension and upper boxcounting dimension cf
 !  Let A   B R
p
 bounded  Let C
 
 A denote the set of all coverings C  fB
i
























 A increases to H
r
 A   	
 as  decreases to   The mapping r  H
r
 A
is decreasing  Moreover we see that if H
r
 A   then H
r
 
 A   for every r

 r and if
H
r
 A   then H
r
 
 A  for every r

 r  The critical value
dimA  sup fr  H
r
 A g  inf fr  H
r
 A  g 
with the convention sup    is called the Hausdor dimension of A  Then consider N
 
 A
the minimal number of balls of radius  necessary to cover A  Dene the upper boxcounting
dimension of A by







Plainly we have dimA  dimA 












where b   and  is a Radon measure on   such that
R
 
   h  dh   To avoid
trivial cases we assume either b   or       Note that    c for    	 
 




































 du    Notice




dh then we get the stable case    c
 
 




 s   its transition kernel 












the canonical realization of the  
superprocess dened on D  D  	M
f
 the set of all cdlg functions dened on 	
with values in M
f
  We refer to     ! for its construction and general properties 







a s  and for every nonnegative bounded function f   B R
d





























f x t   x   R
d
 IV 
We dene the constants 	 and 	 by













   h dh   we easily get   	  	    From the denition of 	 	 for
every       there exists 





    
 
 IV 
We will consider the following two assumptions
	H We have   	
	H The function  is regularly varying at  with index   	 where 	     









for every t  
Notice that H implies H and 	  	  	  The stable case    c
 
satises H 
We can now give our rst result about the Hausdor dimension of the topological support
of the measure X
t





 inf fs  X
s
 g 
Theorem IV Assume H Then for every    M
f
 for every nonempty compact set
B    we have P
X























Moreover if H holds then P
X


















In the special case    

 Tribe  	! theorem   proved a stronger form of theorem
IV    Precisely Tribe showed that the last assertion of the theorem holds simultaneously for
all sets B outside a set of zero probability  Our next result is about the hitting probabilities of
small balls  We denote by B
 
  the ball centered at  with radius  and by p the Brownian











  t x     R
d

We say a nonnegative function l dened on   is slowly varying at  if for every t  
lim

l tl     Let 
x
be the Dirac mass at point x   R
d
 
Theorem IV Assume H and 	d   There exists a positive function l
 
 which is


























    then for every M   there exists a positive
increasing function l

 which is slowly varying at  such that for every M
p































Our next result is about the connected components of X
t
 
Theorem IV Assume H and d  	 Let    M
f







The last result deals with the absolute continuity of superprocesses in the case where the
underlying process may be not only Brownian motion but also a symmetric stable process 
We rst introduce the stable superprocess 
Let 
	
be a symmetric stable process on R
d
of index       started at x under P
x
 
For every y   R
d
















where h i denotes the usual scalar product on R
d





 jzj  









In particular the transition density is continuous on    R
d
see  ! theorem    For
   we consider 

  the Brownian motion in R
d








 t   the canonical realization of the  
	
superprocess dened on D   We refer
again to     ! for its construction and general properties 
Theorem IV  Assume H Let      
 Let  be a nite positive measure with support


















is absolutely continuous with respect
to Lebesgue measure
As a particular case taking   
t
for t   and q   we get that if 	  d then for






is absolutely continuous with respect to Lebesgue measure 
Hypothesis H will be in force from now on 
IV  Preliminary estimates
Notice that the function dened on R

by 





  dh is the
Laplace exponent of a subordinator  By comparing the functions u   u and exp  u




      
     IV 
The constants 	 and 	 thus correspond to the lower index and upper index of the subordinator
associated to 
 cf  !  We give an elementary result about 
 
Lemma IV If H is satised and if 	   then the function 
 is regularly varying at
 with index 	

We shall need the usual notation

 h    	h



















Thanks to theorems    and    of  
! we deduce that the function

 is regularly varying
with index 	 at   Then theorem    of  
! implies that the function 
 is regularly varying
with index 	 at    
We now give some simple results about the subordinator with Laplace exponent 
  We refer
to  ! for denitions and properties of subordinators  Let S   S
t
 t   be a subordinator
with Laplace exponent 
  We denote by L   L
t
 t   the right continuous inverse of S that
is L
t
 inf fu  S
u
 tg 
Lemma IV  For every    there exists h










Furthermore there exists a constant C








 The process L is locally Hlder with exponent  for every    	 	
 For every    	 	 s   as there exists      s depending on  S
t
   t  s








 For every    there exists a sequence  R
n
 n   of positive real numbers decreasing
















































































The rst part of the lemma follows from IV  and IV   The second one is then trivial 




is bounded from above in distribution by L
h
  By a standard










  Thus for every t  
   if h

























From the classical Kolmogorov lemma we obtain that L is locally H'lder with exponent 
for any    	 	 








   u  s

have the





 If 	   the result is a consequence of proposition  p  of  ! 




















dt is convergent for every








The desired result follows 






     We
can nd a sequence  R
n
 n   of positive reals decreasing to zero such that


























































































































The desired result then follows from the BorelCantelli lemma 
















The desired result follows since L is the inverse of S 


IV  The subordination approach to superprocesses
IV   The Brownian snake
Our main goal in this section is to explain how superprocesses with a general branching
mechanism can be constructed using the Brownian snake and a subordination method taken
from  	!  We start from a subordinator S   S
t
 t   as in section IV   We denote by 






 tg and by L the




 tg  We also consider an independent Brownian
motion in R
d
denoted by    
t






















be the law of

 started













when z     x 
We then introduce the Brownian snake with spatial motion

 cf  ! our construction
is slightly dierent here because the rst coordinate of

 is not a continuous process  The
Brownian snake is a Markov process taking values in the set of all killed paths in E  By
denition a killed path in E is a cdlg mapping w  	   E where   
w
  is called
the lifetime of the path  By convention we also agree that every point z   E is a killed path






































denotes the restriction of w to 	 u
 and d
u
is the Skorokhod distance on the
space of all cdlg functions from 	 u
 into E 
Let us x z   E and denote by W
z
the subset of W of all killed paths with initial point
w   z in particular z   W
z
  Let w   W
z





























 a  t   t  b a is the law of  











 for the law of  















 where B is a one dimensional
re(ecting Brownian motion with initial value B




































We recall proposition 	 of  	! 
























denotes the lifetime of W
s
 the process  
s






is erased from its tip when the lifetime 
s
decreases and it is extended
independently of the past when 
s
increases according to the law of the underlying spatial
motion

  It is easy to check that a s  for every s  s















  They also coincide at t  m s s









sequel we shall refer to this property as the snake property of W  
Denote by E
w




bility under which W starts at w and is killed when  reaches zero 
Here thanks to the properties of the process

 and in particular assumption H we
can get stronger continuity properties for the process W   First introduce an obvious notation







 w for   t  
w





























  By using the H'lder properties of the
processes L and  cf lemma IV   one can prove that E
w










 which are a priori dened on 	 
s
 are continuous and have a
continuous extension to 	 
s

 cf lemma  and its proof in  	! see also the proof of lemma










 t  














It is clear that the trivial path z   W
z
is a regular recurrent point forW   We denote by N
z




 s   is the It" measure
of positive excursions of linear Brownian motion  We assume that N
z














We also set   inf fs   
s
 g which represents the duration of the excursion  Then for
























   t  s

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also hold under N
z











 s  

are well dened and continuous under N
z
 








































Let D be an open subset of E with z   D or w

    D  As in  	! we can dene the












a s  the exit local time L
D



























 w  inf frw r   Dg with the convention inf     We then dene under
the excursion measure N
z




by the formula for every bounded

















The rst moment of the random measure can be derived from the following fact  By passing
to the limit in IV  see  ! proposition   for details we have for every nonnegative
























is the subprobability on W
z
dened as the law of















 	 t  R
d








































z     x  When z   D
t
 we then take L
t
s
  for all s   and Y
t
   Using IV 	 we
get in particular the rst moment for the process  Y
t
 t   for every bounded nonnegative











To get a measurable version of  Y
t





 t   s  
































































If  is a nite Radon measure on 	 then  dta e  N
z




increasing and continuous  Similar observations hold under E
w






  By arguing as in  ! theorem   we easily get a Palm measure
formula for this random measure 




































































IV   The subordinate superprocess
We introduced the process Y because its distribution under the excursion measure N
x
is
the canonical measure of the  superprocess started at 
x
  More precisely we have the
following result 




























 for t  






 s  t

 i   I

has only a nite number of non zero terms

















 t x t   x   R
d

is the only nonnegative measurable solution of IV  with f  n  By a uniqueness argument
we have v
n
 t x  v
n


















du  t for t  





















du  t for t   IV 

Remark We can use the continuity of the mapping t  v t to derive a fact that will be



























The second inclusion follows from the construction of L
t
and the rst one is easily deduced

































We shall also need the following result which is a consequence of IV 
 and theorem
 	  of  
!





 is regularly varying at 
with index 	

IV   The support of the exit measure
In this section we give a technical result about the support of the exit measure L
t

















a s  for every s   the




 r   	 
s
 has a continuous extension to 	 
s

  Thanks to this fact


















  t for r  
s













Recall that supp  denotes the closed topological support of a measure  
Lemma IV  N
x
ae for every t   the set H
t
is closed Furthermore for every xed
t   N
x























  tg is clo









































  g  fs 
s






















IV  Proof of theorem IV  
We prove theorem IV   in three steps  In the rst one we reduce the proof to proposition
IV 	   The second and third step deal respectively with the proof of the lower bound and the
proof of the upper bound of proposition IV 	  
IV   Preliminary reduction
Let q   	  and  a measure on R

 such that supp     and
 
ZZ
 dt  ds jt sj
 q
 IV 




















ae on fsupp     
Y














ae on fB    
Y
















Moreover if H holds then we have the stronger upper bound
 N
x



















We rst show how theorem IV   follows from proposition IV 	   For every q    dimB
take q   if dimB   there exists a Radon measure  supported on B such that
IV  holds cf theorem   of  !  We deduce from proposition IV   and the rst part
of proposition IV 	  that P
X


























and since q can be chosen arbitrarily close to
dimB we get the lower bound of theorem IV   
Let B

a countable subset of B such that every point of B is the limit of a decreasing
sequence of points of B

  The proof of the following lemma is postponed until the end of this
subsection 




















Since the process X is cdlg and all points of B are limits of decreasing sequences of points
of B




















It is then easy to deduce the upper bounds in theorem IV   from the upper bounds in
proposition IV 	  proposition IV   and lemma IV 	    
Proof of lemma IV 	   Using the properties of the Brownian snake in particular the snake
property N
x



































































compact and thus closed  Finally we deduce from lemma IV  	 that N
x






























The desired result follows   
IV   The lower bound of proposition IV  
We introduce the set K 







  Notice that  K
c
    In




















where if    F








































































































 w is a nite positive constant that does not depend on n and  and depends
on w only through  S
v
 w   v  s






 w   v  s

























































































































































































where  is under P
x
a Brownian motion in R
d
started at x  In the rst equality we used the
form of the intensity of the Poisson measure N
w
  In the second one we applied IV 	 with
D  D
t
  In the third one we made the formal change of variable u  S
u
 
 using the specic








































  We prove in the appendix lemma IV   that under the
assumption s

  K we can choose a nite constant C

depending only on  S
v
 w   v  s




































Applying the BorelCantelli lemma to the sequence  A
n

























  w  
Hence by the denition of F
























































The lower bound of proposition IV 	  follows   
IV   The upper bounds of proposition IV  
First of all we give a technical result about the Brownian snake 
Lemma IV  N
x















locally Hlder with index 	   respectively 	  for every      	
 The adapted increasing process  M
t


























ae nite for every      
Proof    Recall that E
x













is continuous  Thanks to the
Kolmogorov lemma it is su#cient to prove that for every integer k   and      	 N  
there exists a constant c

N


























































































































































































































































by lemma IV    From this inequality and standard bounds on the moments of the incre









































where the constant c

is independent of s and s

  Since s and s

are bounded IV  follows 
The proof of IV  is similar 
  Thanks to lemma IV    for every integer k   and      A   T  
there exists a constant c
 


















Furthermore there exists a constant c
































 when u  
s
  Using the above inequalities and
the snake properties we then bound for every integer k  	
  

















































































































































where the constant c






































The Kolmogorov lemma theorem    of  	! implies that the process Z
st
is locally H'lder
with exponent   







































where the constant c


is independent of t s  Now consider the norm on the Banach space of
all real functions f on 	 A







jf u f vj ju vj
 








































 A if A is large enough  The fact
that M
t
  follows from the last bound by taking 
 su#ciently close to  and  small
enough  This completes the proof   



























We will now prove in three steps that for every 	 
     











   	 dimB  

 IV 










   	 dimB  

 IV 
This will be su#cient to prove the upper bounds of proposition IV 	  
Proof of IV  and IV   In a rst step we start from a covering of B by open sets and




  In a second step lemma IV 	  gives us an


upper bound on the cardinality of this covering  In the last step we prove IV  and IV 
by letting the maximal diameter of the open sets in the covering of B tend to  
Let 	 
    with    and let    small enough  We set   	    
First step  Let i be an integer and    h  







u   	i  i  









with the convention inf     If 	t

















The random variable N
 h
represents an upper bound on the total number of intervals of the
form 	i  i  












 n   a
possibly nite sequence in     






  for all n   and the family






























 such that there exists


















The collection of balls  	i  i  




  Moreover for  xed





Card fi   f	
      	





Second step  We are mainly concerned by a control on the expectation of N
 h
  Recall the






















































































































where we used the strong Markov property at time T
i
 
for the last inequality  To go further
let us introduce some notation and state a technical lemma  Recall the notation of lemma


























Note that the sequence  R
n



















  y  


We will use the same notation Z
u






 y  This function is
dened for  u y   F  R









in the rst case and F    in
the second one  Clearly the function Z is positive and bounded above by  and is decreasing





 y    Recall the process M
t
was dened in lemma IV 	   The proof of the
following lemma is postponed to the end of this section 
Lemma IV  There exists a universal constant C

 such that for every      
 h  
   F 
    N
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Using this lemma with T  T
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We then sum over i   f	
     	










































































In the last bound we also used the denition of N
 h







  From the monotonicity of the mapping   Z
 
 y we get for 

  F small enough
and 























 dimB if H is satised
d
 
 dimB otherwise  Let    be so small that      d
 
   By the denition















































For each p consider the set 
p






 n   as in the rst step
of the proof  For p big enough we deduce from the last inequality of the second step that if


 p  sup F 





































































By the BorelCantelli lemma we get the existence of p
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Since the collection  	i  i  














Since this bound holds for every  such that  	  dimB and  	  dimB
if H is satised we obtain IV  and IV  which completes the proof of proposition
IV 	    
Proof of lemma IV 	   Let       h      F 
     We set   	    





















 for every r   	 
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  The lemma is then a simple
















































































on fT  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 fm T T    
T
g  fT  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 coincide over 	m T T  
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Using the denition of M
t
































Then we get that on the event fT  g 
A
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  h 






  h for
s   	T   T  






for s   	T   T  
 
Finally let us prove that on fT  g
A
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For every s   	T T  
























  m T T   for every s   	T   T  




every s   	T   T  
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This completes the proof of A   

Proof of B  Let    F 
     By conditioning on   W
s
   s  T   and using a
























where B is under P
y





Using the Markov property at time b
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Using standard properties of linear Brownian motion we easily see that the above expression































































   u  
T 

m T T  








































measurable by construction  Moreover on fT  g 
 A
 
 we have y
 






 as a consequence of the behavior of the process   Thus conditionally on S
T

on fT  g 
 A
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Thus conditionally on S
T






















is distributed as  L
u





































































































































where N is a standard




















Combine this with the inequality IV  to complete the proof of B   
IV  Hitting probability of small balls and proof of theorem
IV  
From now on we assume H holds  In the next two sections we state and prove upper and
lower bound for the hitting probability of small balls for the process Y
t
cf  ! for    

 
Then we derive theorem IV    In the fourth section we prove theorem IV   
IV   Upper bound for the hitting probability of small balls
The next proposition gives an upper bound for the hitting probability of small balls 
Proposition IV Assume 	d   There exists a positive function l
 
 which is slowly




















Proof We are following the proof of proposition  from  !  We rst consider the case
   
p
t  We introduce the open set
 
n












 r  t 

 jyj  
o

Formula IV 	 with D  R





dened in section IV   is



















  By the special Markov property cf  	! proposition  if N is the
number of excursions of the Brownian snake outside R

 that reach R



































is supported by 
it is su#cient to bound the integrand for  r y   
 if r  t jyj   then G 
  ftg B
 
    N
ry
a e 
 if r  t 
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 if t 
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 denotes the righthand side of the previous formula 
It can be deduced from the remark in section IV   that the function u is bounded on every
compact set of  R
d  
  The arguments of propositions 
 to  from  	! and propositions




on    R
d  








where we write y   y
 
     y
d
  Obviously by space homogeneity the function u depends
only on y
 




     y
d





 s   u s s   and lim
s
u s 


















Integrating over   s


















Notice that the integrand is regularly varying at with index 	  Thanks to theorems
 	  and  	  of  








  u  IV 
Recall that the function v is regularly varying at  with index 	  Since the functions u
and v are positive there exists a positive function l









   We can then substitute IV 















































 inf fs    s 
s
   g recall that 
s





  Then we easily get the existence of constants c
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Now if  
p

























gives the desired inequality   
Notice that in the stable case a scaling argument shows that we can replace l by a constant 
IV   Lower bound for the hitting probability of small balls






Proposition IV Assume that 	d   For every M   there exists a positive increasing
function l

 which is slowly varying at  such that for every M
p
























   we can replace l
 
by a positive constant
Notice that all the assumptions on  are satised in the stable case 

























where the function v
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we deduce from IV  and the monotonicity of  that
v
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We now bound the second term of the righthand side which we denote by I
t
  Thanks to
IV  and  
! ex p 	 we know that the function l
A












is decreasing and slowly varying at   Using the monotonicity of l
A
















































































We decompose the above integral in two terms by considering the integral du on the sets
fu  g integral J
 
 fu  g integral J
































































We use 	d   to get c

  Combining those results together with   
p
t we get that
there exists a constant c

M



















On the other hand there exists a constant c
d

















































Plugging the previous inequality and IV  into IV  we get
v
 











































































is increasing and slowly varying at  and the constant c
M




    then l
A
is bounded
above by a positive constant independent of A and we can let l be a constant   
	
IV   Proof of theorem IV  













































Then theorem IV   is a consequence of proposition IV 
  proposition IV 
  and the in
equality    u   e
 u
 u 
IV   Proof of theorem IV  
Before proving the theorem we give a result on the intersection of the support of two









































Proof of lemma IV 




s y   R
d
  We can
cover the ball B
 












 i   J with radius  and centers
y
i

















































































Since 	d   let  go to  to see that the lefthand side is   As this is true for every y   R
d

the desired result follow   
Recall from section IV   the denition of the set G 




















Proof We start by making the simple observation that N







   we have 
s










   and 
s
  then the snake property would yield a rational s






















































  the denition of G yields a sequence  s
n






















We can extract from the sequence  s
n
 a subsequence converging to s

  By the continuity of


























which contradicts the beginning of the proof 
Since the function h
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 the statement of lemma
IV 









Proof of theorem IV    We adapt an argument of Perkins  	! p   Let us x t  
and      t  By combining the Markov property of X at time t  and proposition IV  





































 is also dened under P
X

  It follows from lemma IV 
  and properties of Poisson











For    let U
 
denote the event supp X
t
is contained in a nite union of disjoint compact
sets with diameter less than   It is easy to check that U
 
is measurable  Furthermore by the
previous observations and denoting by y
i























































































We can now let  go to  using lemma IV 






    Since this holds
for every    we conclude that supp X
t




IV  Absolute continuity of the superprocess in the Brownian
case and in the symmetric  	sable case
In this section we prove theorem IV    In fact it is enough to prove the theorem for a
nite measure  with support in 	mm
     The construction of the Brownian snake
















is performed as in section IV  following
the general results of  	! see section  and hypothesis H therein  In fact only the spatial









continuous  The construction of the measure L
t
in section IV   remain valid and we can still














































 for t  
is a  
	






 s  m

 i   I

has
nitely many non zero terms  Then theorem IV   is a consequence of the next proposition 
Proposition IV Let  a nite measure on 	mm

















with respect to Lebesgue measure
We shall now give a proof of this proposition  The arguments are very similar to section IV 	  





































  Notice that  K
c
    Therefore it is enough































































 w   v  s














































To this end we use Fatous lemma to get
















































































































































We used the formula for the intensity of N
w
in the rst equality then formula IV 	 in the
second one and nally the change of variables u  S
u
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 q  d we can apply lemma IV  






a s  Formula IV  then gives IV 




be a symmetric stable process in R
d
























Since the law of the random variable 
	
 
has a continuous density with respect to Lebesgue
measure on R
d
 there exists a constant c
	
 such that g
	









on  r t  
R

    Hence we have also g
	







for every    	 d
  Let  be a non zero
nite measure with support in 	mm
     Let s








Let S be a subordinator as in section IV  
Lemma IV Let    	 d






 dwas there exists a
nite constant C

depending on w only through  S
v
 w   v  s




















Proof of lemma IV    Let    	 d
 such that    q  	  Let       small enough
such that    q 
 

  and    
 

   Recall the upper bound g
	





































a s  a random constant     m such that for










































Consider the case u   	 s

   t s



















































































































































where the constant C is independent of t   	mm
  By combining the previous estimates we
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