Absimct-A learning process of a single neural network (SNN) to improve prediction accuracy of protein secondary structure is optimized. The protein secondary structures are predicted using a multiple alignment of amino acid as the input data. A multimodal neural network (MNN) has been proposed lo improve the precision of prediction. This method uses five independent neural networks, and the final decision is made by averaging all outputs of five SNNs. In the proposed method, the same prediction accuracy can be achieved by using only a single NN and optimizing a learning process. In a learning process of protein structure prediction, over learning is easily occurred. So, the learning process is optimized so as to avoid the over learning. For this purpose, small learning rates, adding small random noise to the input data, and updating the connection weights by the average in some group are useful. The prediction accuracy 58% obtained by using the conventional SNN is improved to 66%, which is the same accuracy of the MNN, which needs five SNNs.
I. INTRODUCTION
Hundred thousands different kinds of proteins are synthesized in human body. They are large, complex molecules made up of long chains of subunits called amino acids that attached in a linear smng. The amino acid sequence of a protein chain is called the primary structure. Different regions of the sequence form secondary structures, a-helices and 0-sheets. The three dimensional structures are formed by combining the secondary structure into several domains [I] . Since a function of the protein is determined by its threedimensional structures, it is useful to predict the secondary structure of proteins. It is also helpful to understand its role and responsibilities in the cell. Therefore, the prediction of secondary structure of protein is an important theme in genome science. Computational predictive tools have been developed. Multilayer neural networks have been applied to this field [2] -[SI. The three-dimensional structure of a protein is uniquely determined by its sequence of amino acids. These traditional method is based on a local input window of amino acids with orthogonal encoding. The output layer consists of three units, which represent the secondary structure classes for the amino acid located at the center of the window.
In the prediction, the multiple sequence alignment is used to replace the orthogonal encoding of amino acids. The evolutionary information is important to significantly improve predictions, and also the multiple sequence alignment is useful. The multi-modal neural network (MNN) has been proposed to improve the precision accuracy with a multilayer NN [6] . In MNN, several neural networks do the precision in parallel and the results are determined by ballot. The prediction accuracy is improved about 7% than that of a single neural networks, and 66% prediction accuracy is achieved. However, it requires five neural networks.
In this paper, the learning process of a single neural network (SNN) is optimized in order to improve the prediction accuracy. A main problem of training the neural networks for predicting the protein secondary structure is 'over learning'.
The learning process and the parameters are optimized so as to avoid 'over learning', and improve generalization.
DATA INFORMATION FOR PREDICTION
The data information recorded in HSS files [7] , which can be got from ftp://ftp.ebi.ac.ukk!pub/databases/hssp/. Each HSSP file includes the contents used in prediction.
Secondary structure is most often assigned based on the hydrogen bond pattern between the backbone carbonyl and NH groups [SI. By DSSP [9] , eight kinds of secondary structures are distinguished. These eight classes are often grouped into three classes, that is helix (H), strand (E), and non regular structure (L). The task of neural networks is to predict what kind of state of secondary structures (H, E, L) is correspond to the amino acid sequence.
NEURAL NETWORK FOR PREDITION

A. Multilayer Neural Network
shown in Fig.1 is used.
E. Input and Output Data Assignment
Input and output data assignments are shown in Fig.2 [6] . The input layer expresses the amino acid sequence pattern.
WTKC. . . indicate amino acids. The window width is 9, that is fiom c-4 to c+4, c i s the central, the corresponding secondaty structure will be predicted at the output. Profile generated from a multiple alignment is used to represent the amino acids. The alignment is obtained from HSSP files. There are 20 kinds of amino acids. Two kinds of additional information are used. Therefore, 22 input units are assigned to one amino acid, and 9 amino acids are used at the same time for prediction. Totally, 
Output Layer
Iv. OPTIMIZATION OF LEARNING PROCESS
A. Training and Test Data
35 proteins, who have the alignments, similarity is less than 25%. are obtained from the HSSP file [6] . The number of amino acids is 5964. 596 amino acids are randomly selected for test, and the rest amino acids are used for training the neural network. 
S t N C t U E .
Multilayer neural network used for predicting protein secondary racy for the training data is increased. However, it increases to some point, after that, it is gradually decreased. This is +over learning,. However, it is the stopping point using only the output error. 
C. Number of Hidden Units
The number of hidden units is changed from 1 to IO. The output error in MSE and the total prediction accuracy Q3 for the test data are shown in Figs.6 and 7. The output error is well reduced by using 10 hidden units. However, the prediction accuracy Q3 for the test data is not good in the IO hidden unit case. 5 or 3 hidden units are better from a generalization view point.
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D. Momentum Term
The momentum term is taken into account. Figures& 9 and 10 shown the output error, the prediction accuracy for the training data and the test deat, respectively. The weight of the momentum is 0.9. In this case, also 'over learning' occurs.
E. L a m i n g Rate
In order to avoide 'over laming', the learning rate q is controlled. The output error and the total prediction accuracy Q3 for the test data are shown in Figs.11 and 12 , respectively. Using q = 0.00001. reduction of the output error is very slow, and the MSE is not well reduced. However, the prediction accuracy of q = 0.0001 is the base after 35,000 iterations. 
E Adding Random Noise
In order to improve the prediction accuracy with a relatively large learning rate, that is in a short convergence time, random noises are added to the input data. Since the input data are distributed from 0 to I , the random noise is generated during -0.1 N 0.1. Different random numbers are added in each iteration. The output error and the total prediction accuracy for the test data are shown in Figs.13 and 14, respectively. By adding the random noise for the input data, 'margin', The MSE is not well reduced, while the prediction accuracy is g o d for the test data.
Even though omitted in this paper, averaging the corrections of the connection weights over some number of data is also useful, which can avoid falling into 'over learning', and improve generalization.
V. COMPARISON BEWEEN MULTI-MODAL NN AND
OPTIMIZED SINGLE NN the multi-modal NN (MNN) has been proposed to improve the prediction accuracy [6] . It achieves 66% accuracy, which is the same as the optimized single NN, as described in this paper. However, it requires 5 NNs. This means the network size is 5 times as large as the single NN. The prediction accuracy of the single NN shown in [6] and the optimized In the multi-modal NN, 5 NNs are independently trained, and the final decision is made by ballot. This process is equivalent to improve generalization by averaging. Therefore, this can be done in a single NN by using a small learning rate, adding random noise to the input data, and averaging the correction of the connection weights.
VI. CONCLUSIONS
Learning neural networks applied to predicting protein secondary structure easily falls into 'over learning'. One useful method to improve the prediction accuracy is to avoid 'over learning'. In this paper, this problem has been investigated from several points. A small number of hidden units is good.
A very small learning rate, can also avoid 'over learning'.
Furthermore, adding small random noises to the input data can achieve high accuracy with a short time convergence. Updating the connection weights with average over some number of data can also avoid 'over learning'. By these optimization, a single NN can achieve 66% accuracy, which is accomplished by the multi-modal NN, which needs 5 NNs. 
