In this paper, we present a decision support system which is based on the transferable belief model(TBM), a model that quanti es someone's degree of belief using belief functions. The system performs evidential reasoning and decision making by integrating an evidential system for belief function propagation and a valuation-based system for Bayesian decision analysis. The two subsystems are both within the framework of the valuation-based systems. They are connected through the pignistic transformation as described in the context of the TBM. The system takes as inputs the user's beliefs about a situation, and suggests what, if any, are to be tested and in which order. It does so with a user-friendly interface. An example concerning a nuclear waste disposal problem will be given to demonstrate an application of the system in a real-world domain.
Introduction
Decision making under uncertainty is a common problem in the real world. Decision analysis provides a way to solve this problem. The main objective of decision analysis is to help the decision maker to select an appropriate decision alternative in the face of uncertain environment. Traditional Bayesian decision analysis is based on the Bayesian probability theory and the utility theory. The uncertain states of nature is represented by probabilities, and the optimal decision is the one that optimizes its expected utility where the expectation is taken by using the probability function that represents the uncertainty about which state of a air will prevail. Some popular frameworks for representing and solving Bayesain decision problems are decision trees and in uence diagrams 4, 7, 9] .
Although it is the most popular model for representing beliefs and is successful in many applications, the probability theory has its limitation in many aspects which can be handled by some of the alternative models revently proposed, such as the theory of belief functions 10, 16, 20] , the fuzzy set theory adn possibility theory 30]. The methods for decision analysis based on these theories have also been proposed. For example, Ja ray 6], Smets 17], Strat 21] and Yager 29] use belief functions, and Dubois & Prade 3] use possibilities to represent the uncertainty. Belief functions 10, 16, 20] aim to model a decision maker's degree of belief about which state of a airs will prevail. It allows to express all forms of partial beliefs up to total ignorance. It provides a facility to express one's belief only to the degree to which the information is available, and results in a more exible description of uncertainty that as obtained by the decision maker. Decision has to be made based on belief functions when the probabilistic information is incomplete 6, 21, 29] or irrelevant 17]. Among them, the transferable belief model (TBM) 20] provids a two-level structure, one where beliefs are represented by belief functions, the other where decision is made through the construction of a probability function.
Recently, a new framework for uncertainty representation and reasoning, called a valuation-based system (VBS), has been proposed by Shenoy 11, 13] . In the framework of VBS, knowledge is represented by a network of nodes representing entities of the domain of discourse and their states, and links representing relations between these entities. For dealing with a certain class of problems, we consider all the relevant elements and build the corresponding nodes and links in the network. Then we associate values called valuations with these nodes and links for representing our knowledge. In VBS, we can represent uncertain knowledge using di erent uncertainty formalisms, including probability theory, belief function theory, possibility theory, etc.. Drawing inference from the VBS is obtained by using two operators called combination and marginalization. More recent studies have shown that the VBS can also represent and solve Bayesian decision problems 12, 14]. Shenoy 15] has shown that the solution method of VBS for decision problems is more e cient than that of decision trees and of in uence diagrams. Xu 25] proposed a method for decision analysis using belief functions in the VBS. This is done by generalizing the framework of VBS for decisin analysis to accept belief function represetation and perform the needed computation. In this paper, we present a decision support system based on the TBM. The system is implemented in the VBS framework, and it is an itergration of two subsystems: an evidential system for belief function propagation, and a VBS for Bayesian decision analysis. These two subsystems are connected by the so-called pignistic transformation 17], which turns a belief function into a probabiity function. To demonstrate how our system can be used in real-world applications, We give an example concerning a nuclear waste disposal problem.
The remainder of this paper is organized as follows: In section 2, we brie y review the TBM and the VBS. In section 3, we describe the structure and the decision algorithm of our system that is based on the TBM. In section 4, we give an example to show how the system can be used for decision making in the real world. Finally, in section 5, we give our conclusions.
Theoretical Background

The Transferable Belief Model
The transferable belief model (TBM) 20] is a model developed to represent someone's degree of beliefs. It concerns the same concepts as considered by the Bayesian model, except it does not rely on probabilistic quanti cation, but on a more general system based on belief functions. The TBM is closely related to the model that Shafer 10] originally proposed. Important aspects of the TBM are as follows: there is a two-level mental structure: the credal level where beliefs are entertained and the pignistic level where beliefs are used to make decisions; (credo = I believe, pignus = a bet, both in Latin).
at the credal level beliefs are quanti ed by belief functions. the credal level precedes the pignistic level in that at any time, beliefs are entertained (and revised) at the credal level. The pignistic level appears only when a decision needs to be made. when a decision must be made, beliefs held at the credal level induce a probability measure at the pignistic level. That probability measure is then used to compute the expected utilities 2]. To map belief functions onto probability functions, we use a transformation that is called the pignistic transformation 17 ].
Bayesians do not consider the credal level. They usually argue that beliefs coexist with decisions. We donot agree to this arguement. We claim that beliefs can be entertained without any concepts of decision, justifying thus a distinct credal level. If the deicision were the same as those derived within the Bayesian model, it would be useless to introduce the two-level structure. However, that is not the case. The examples to show such di erence can be found in 20].
De nition 1 Let be a non-empty nite set called the frame of discernment (the frame for short). The mapping bel: 2 The value bel(A) quanti es the strength of the belief that event A occurs. It measures the same concept as P(A) does in probability theory, but bel is not an additive measure (see 20] ). The value m(A), on the other hand, represents the part of belief that supports the fact that A occurs. This part of belief is \allocated" to A (and A alone) because it cannot support any more speci c event (due to a lack of information). Note that m is not the counterpart of a probability distribution function p 18]. Both bel and P are de ned on 2 , but m is de ned on 2 whereas p is de ned on .
Given a belief function, we can de ne a plausibility function pl: 2 requires that we use a probability function to compute the expected utility of each decision alternative. This means that when we make decisions, our uncertainty at the pignistic level (a betting level) has to be quanti ed by a probability function. However, this does not mean that beliefs at the credal level must also be quanti ed by a probability function. What is required is that there exists some transformation between the representation at the credal level and the probability function that must exist at the pignistic level. Many such transformations exist, and Smets 17] proposed one, called the pignistic transformation, that satis es some normative rationality requirements. Hence, when a decision has to be made, the TBM is endowed with the needed procedure to transform someone's beliefs entertained at the credal level into a so-called pignistic probability that can be used at the pignistic level 1 . The pignistic transformation is as follows. Let m be the bba on a space . Then for every element ! of , the pignistic probability, denoted BetP to distinguish it from the subjective probability that would quantify the agent's beliefs according to the Bayesians, is: BetP(!) = 
The Valuation-Based Systems
A valuation-based system (VBS) 11, 13] is a general framework for representation and reasoning of uncertain knowledge. In the VBS, knowledge is represented by the objects consisting of sets of variables and by functions called valuations de ned on these sets of variables. The set of all the variables represents the universe of discourse of the problem. Each variable represents a relevant aspect of the problem. Associated with each variable, there is a frame which is a set of all possible values of that variable. Valuations represent relations between the variables. For dealing with a certain class of problems, we consider all the elements relevant to those problems and build the corresponding variables and valuations in the VBS. VBS can represent uncertain knowledge using di erent uncertainty formalism, which includes probability theory, belief function theory, possibility theory, etc..
In the VBS, two operators called combination and marginalization performed on the valuations are used to draw inference. Combination corresponds to the aggregation of knowledge. Marginalization corresponds to the coarsening of knowledge.
Drawing inference from the VBS is obtained by computing the marginals of the 1 If a person's belief at the credal level is already a probability function, then the pignistic transformation just amounts to the identify operator.
joint valuation for the variables or subsets of variables of interest. By combining all the valuations on the joint product space, we can get the joint valuation. Using marginalization to focus a valuation on a narrowing domain that we are interested in by eliminating some variables, we can get the marginals for that subset.
When there are many variables in a VBS, computing by brute force the joint valuation is computationally intractable. However, it is possible to compute the marginals of the joint valuation using local computation 13], i.e., without explicitly computing the joint valuation. This can be achieved when: 1. the class of problems can be decomposed, i.e., the problem can be described as a combination of sub-problems. 2. the operators satisfy certain axioms 1, 13] that happens to be satis ed by the classical uncertainty representations. In this paper, we will use the VBS for the representation and reasoning with belief functions, in which case the valuations are represented by belief functions.
Initially the VBS was only concerned with uncertain reasoning, later Shenoy has shown that the VBS can also represent and solve Bayesian decision problems 12, 14] using a local computational technique, called fusion algorithm. He 15] has also shown that the solution method of VBS for decision problems is more e cient than that of decision trees and of in uence diagrams.
A VBS representation for a Bayesian decision problems consists of 6 componenets: decision variables, random variables, frames of the variables, utility valuations, probability valuations, and precedence constraints. In this section we give a brief description of the VBS representation and the solution, more details can be found in 13]. Consider a canonical decision problem as follows:
A decision maker needs to choose an action (strategy) among a set of relevant actions D. Under the environment of uncertainty, the selected action must operate under one of a set of mutually exclusive and exhaustive states of nature. We denote such a set of possible states of nature by R. Then a utility function : D R ! < is speci ed, where (d i ; r j ) is the \payo " of action d i given state of nature r j and < is the set of real numbers. In the Bayesian framework, the knowledge about R is described by a probability function on R (or on D R).
A graphical VBS representation for this problem is illustrated in gure 1, which consists of one random variable, one decision variable, their frames, one utility valuation, one probability valuation, and a precendence constraint. A graphic description of VBS is called a valuation network. Probability valuations. A probability valuation for a subset of variables is a probability function. It can also be a conditional probability. Graphically, probability valuations are represented by triangles connected to the variables they bear on. A conditional probabilty for a variable is indicated by an arrow from to that variable. In the canonical problem, is a probability valuation for fD; Rg, and it could be a conditional probability for R given fDg.
Precedence constraints. Another ingredient of the VBS representation in decision analysis is the chronology or precedence constraints, denoted by !. Graphically, it is represented by a bold arrow from a variable to another variable. In the canonical problem, the precedence constraint is de ned by D ! R. It means that the state of R can only be known after the decision for D has been made.
The main object of solving a decision problem is to compute a optimal strategy. That is, we must maximize the expected utility. The solution method of VBS is called fusion algorithm, The way VBS solve this problem is to apply a fusion algorithm which is essentially an application of local computation techniques 12]. Shenoy 14] describes details of VBS representation and the solution method, he also compares the VBS approach to the in uence diagrams 15].
System Descriptions
Based on the transferable belief model (TBM), we developed a belief function based decision support system, called ISDAT (an Intelligent System for Decision Analysis using TBM). In this section, we describe the architecture and the decision algorithm of the system.
System Architecture
The core of the system is a two-level structure: one called TresBel (a Tool for REaSoning with BELief functions) 22, 26] , the other called VBSD (a ValuationBased System for Decision analysis) 14]. They correspond to the two-level structure of the TBM: the credal level and the pignistic level. The system architecture is illustrated in gure 2.
The system takes as inputs the user's speci cation of belief functions about situations through a graphical interface. Once the user has completed his or her speci cation, the system then propagates the belief functions in TresBel, computes the pignistic probabilities needed for decision making, transfers these pignistic probabilities into the VBSD for decision analysis, and nally suggests Moreover, TresBel provides both graphical and functional interface for the users to interact with the system. Users can create and evaluate the network by using graphical facilities such as mouse buttons, menu facilities etc., or alternatively by calling Lisp functions. Thus, TresBel may be used both as a Lisp module implementing evidential reasoning inside a more complex system, or as a stand-alone tool. Xu 24] has described all the details of the implementation issues and the use of TresBel.
VBSD: VBSD is an implementation for Bayesian Decision Analysis in VBS,
developed in the same environment as that of TresBel. It is an extension of the successor of TresBel, called Pulcinella (Propagating Uncertainty using Local Computation) 8]. It uses the fusion algorithm for solving Bayesian decision problem proposed by Shenoy 14] . As VBSD is developed based on TresBel, it has its genesis in TresBel: it provides the similar graphical and functional interface for the users. Thus, it is used as a module for decision analysis at the pignistic level inside ISDAT.
The user of the system works in an environment in which tests may be performed, symptoms are observed, diagnosis must be established, and treatments must be selected.
In using this system, the user has to provide the following information through the user interface,:
A list of potential tests (default values for the test results are +=? or positive/negative) among which the system must select the most appropriate ones to be performed next given those already performed.
The cost of each test (if there is);
A list of observed symptoms (default values for the symptoms are yes/no); One diagnosis node (the user has to explicitly provide the possible diagnoses; there are no default diagnoses);
A list of potential treatments (the actions);
A utility matrix describing the utility of each treatment given the diagnosis; A bunch of belief functions relating the tests and the symptoms to the diagnosis, as well as the a priori on the diagnosis (default a priori is the vacuous belief function, representing the fact that there is no a priori).
As system outputs, users can get the following information:
A tree of suggested tests (depth of tree can be de ned by the user), including \no test" as an alternative;
The tree can be visually adjusted;
For each node, the user can require: (1) why the test is suggested; (2) what is the ranking of the treatments at the moment.
Decision Algorithm
It has been described above that the output of the system is a suggestion tree, which shows the results of the decision analysis. The algorithm for constructing the tree of suggested tests is as follows:
Build-Tree(CurrentTree)
1. Given the current speci cation of belief functions, rst compute the belief (BF) on (i) the diagnosis variable and (ii) each test variable. Then transform each BF into its corresponding pignistic probability (BetP).
Compute the maximum expected utility for each test MaxU(i).
(a) Given the BetP on the diagnosis variable, determine the optimal treatment, i.e. the one with the largest expected utility. We call this treat- The largest MaxU(i), the best the test.
3. Among all the tests considered in step 2, select the one that has the largest expected utility MaxU(i), make it the root of the current tree, and record the corresponding treatment (also record the reason why this test is selected, as well as the ranking and the utilities of all the alternative treatments at the moment 5. Stop the computation and display the tree.
At the credal level, the system uses TresBel for computing BF on (i) and (ii) of Step 1. At the pignistic level, we use VBSD forcomputing maximum expected utility for each case of the tests and to nd the optimal solution using the principles for Bayesian decision analysis in VBS.
Note that the Biuld-Tree algorithm will not always generate an optimal tree.
If there are n tests possible, and the maximum depth is n, then the problem of nding an optimal sequence of tests is NP-hard. In fact, our algorithm is a heuristic one that generates a \good" tree using a classical stepwise procedure.
An application example of ISDAT
In this section, we give an example of nuclear waste disposal to illustrate the use of the system. Figure 3 shows the situation. There is a river in a delta with two arms. Some radioactive product is leaking from some waste deposits located around the river.
The Nuclear Waste Disposal Problem
The leaking deposit might be one of three known underground dumps (a, b, or c), or of four known truck dumps (d, e, f, or g). The leakage might also occur at a depository the location of which is unknown to us, and we denote this depository as ! (we don't know weather this depository exists, or if it exists we don't know its position). We meed to nd the location of the leakage in order to clean it. To this end, we could make tests at the seven known locations (numbered 15 to 21 in gure 3) and at some points along the river (denoted by the crosses in gure 3, numbered 1 to 14). There is also a reservoir that may be contaminated and tested. The costs of the tests are known. Several experts have expressed their beliefs that some locations along the rivers are contaminated given the location of the leakage. This information is shown in gure 3 in the form of weighted arrows. Each arrow means the follows. If the radioactive product is leaking from the location at the tail of the arrow, then the belief that the contamination could reach the point indicated by the head of the arrow is quanti ed by a simple support function. The weight on the arrow is the bba that supports the fact that the contamination has reached the considered potential location of contamination.
Besides the above speci cation, we also have the following constraints: Test performed at a depository location is positive given that the radioactive product is leaking from there, with m(test positive) = 0.99.
The costs of the tests are (in k$): cost for each test on the river (test 1 to 14 except 11) is 1; cost for test 11 (in the reservoir) is 2;
cost for the tests at location a to g is 5, 7, 3, 2, 3, 3, and 4, respectively.
The payo s for the treatments (digging to the leak) given the leaking location are shown in Table 1 . The payo of an action given the leaking position is the origin of radiation: cost cost pit pit pit truck truck truck truck pit Table 1 : The payo of each digging to the leak given the leaking location.
sum of the digging cost at that position and the cost of delay that would result if the leaking position is not the position being explored. Indeed, if one explores the wrong position, the cleaning of the leakage will be delayed and the cost of delay quanti es the impact of that delay. For example, if the leaking position is at position a, and a is also the position explored, then the cost of digging a is $50k, and the corresponding payo is -50. If a is the leaking position, but position b is going to be explored, then the digging cost at b is $60k, the cost of delay is $300k, and the payo is -360.
Structural Knowledge Creation
Gvien the problem, we rst need to create a structural framework in the system. This is a structural knowledge creation process. The problem described above can be modeled in the two-level structure in ISDAT. At the credal level, an evidential network is created consisting of 21 test-variables Testi (i=1,: : :,21) with frames f+, ?g, 11 symptom-variables Sympj (j=1,: : :,11) with frames fyes, nog, one diagnosis-variable diagnosis with frame fa, b, c, d, e, f, g, !g, all represented by circles, and the relations among them, represented by rectangles. At the pignistic level, the structure is very simple for this problem: it consists of only one decision variable treat(ment) with frame fdig-a, dig-b, dig-c, dig-d, dig-e, dig-f, dig-g, nocleang, one random variable diagnosis, and one utility valuation utility bearing on the two variables. The variables diagnosis at both levels are identical. The probability at the pignistic level is obtained from the belief function at the credal level by the pignistic transformation when a decision has be to made.
Using ISDAT, the model can be created from graphical interface. The EDIT menu provides the choices to create tests, symptoms, diagnosis (with its frame) nodes with default values, or these nodes can be created inside TresBel and VBSD as individual variables. The system also provides a functional interface. The model can be created by a sequence of list functions exported from the system (including those from TresBel and VBSD). The graphical representation is illustrated in gure 4.
Quantitative Knowledge Construction -Using Conditional Belief Functions
After the structural framework has been created, we need to enter the beliefvalues and the utilities in the system. This is called a quantitative knowledge construction process. From the structure of the problem, we can see that it may be easier for the user if the quanti ed knowledge could be entered in a conditional Although the joint belief functions are needed for the propagation at the current state of ISDAT, the system provides a conditional belief function input facility. The users can input the relations using conditional belief functions, then the system implicitly \translate" conditional belief functions into some corresponding Figure 5 is a dumpscreen of the pop-up window for entering such information through a conditional belief function input facility where Subset1 is f+g of Test1 . After the user chooses \SAVE" button, the system will translate the conditional one entered into the joint belief function and save it in the corresponding relation variable. For example, the joint belief translated from the conditional belief function in gure 5 is a belief function over the frame ST1 = fyes, nog f+, ?g, which is constructed as follows. Other constraints canbe speci ed and translated in a similar way. 
Decision Analysis and Explanation Facilities
After the user has issued the \work" command, the system computes the optimal solution and displays a window, showing the tree of suggested tests. Figure 6 shows the results for our example. From gure 6, we can see that the system rst suggests doing a test at point 12. If the test result is negative (?), then the next test is suggested being done at point 17; if the result is positive (+), then no more tests are needed, and so on. Furthermore, the user could select any node of the tree and ask some further questions. For example, at the node \Test 2", users can ask why the test is done at this point, the system will answer this question by showing and comparing the expected utilities of all the tests not yet done at that step. The reason that the test is selected at point 2 is because the expected value of testing at 2 is the largest (see gure 7).
Given the suggestion which test to do, users can ask a question about the consequent action -where to dig -according to the test. For example, after testing at point 2, if the result is positive, then no test is suggested; if the result is negative, and no more tests are to be done, then it is suggested to dig (or clean) at the point c ( gure 7). If users wants to know what to do (where to dig) next at the node \no-test" after that \Test12" has been done and the result is positive, they can invoke that \no-test" node to nd the answer. The system will suggest not digging at any point from a to g (i.e., \noclean" is optimal for the decision variable treat) since the leaking is coming from somewhere above this area from the ! depository which location is unknown. The level of the suggestion tree can be de ned by the users. By default, the computation stops when all the leaf nodes of the tree are \no-test". 
Bene ts of ISDAT
There are several bene ts with the use of our system. One, it can be used for optimal decision making when only some test results are known. Two, it can\ precompil" an optimal protocol for selecting best next tests. Three, it also accept beliefs that are quanti ed by probability functions (the entire framework degenerates into a classical Bayesian tool if all beliefs are quanti ed by probability functions).
Conclusion
We have described a belief function-based decision support system called ISDAT has been described in this chapter. The system integrates Bayesian decision anal-ysis with evidential reasoning with belief functions, and is implemented in the context of the valuation-based systems of Shenoy 11, 14] . It is based on the theory of transferable belief model 16, 20] . Two tools are used in the system: TresBel 26] and VBSD (a successor of Pulcinella 8]), These two tools are connected by the pignistic transformation.
The user interacts with the system through a friendly graphical user interface. Using this interface, the user can easily creates structure-knowledge and specify quantitative knowledge. To make it easier for the user, the system provides input facilities for specifying conditional belief functions. Furthermore, it provides a functional interface, making itself more exible and easy-to-use. The computation procedure is designed in such a way that it carries out the optimization process using a classical stepwise procedure. At each moment, the best test according to the available information is seggested, and the next best test will be selected based on the result of the preceding test. The global optimum could, in principle, be found, but the combinatorial explosion problem makes it unfeasible when the number of tests and the sizes of their frames are large.
The major advantage of the system is that it only uses the information that is really available. Every level of ignorance, up to total ignorance, can be handled adequately. The concept of ! depository in the preceeding example illustrates such exibility. In a pure Bayesian approach, one would have to assess the probability that a test is positive given the leakage occurs at !. How could such a probability be justi ed? Within the TBM, we just acknowledge the total ignorance in this respect and use the vacuous belief function to characterize such a situation. In other words, we only use what is known, no arti cial probabilization is required.
