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Performing sequences of movements easily and automatically is an integral 
part of our everyday lives.  This dissertation examines how a set of individual 
movements are assembled into a movement sequence, focusing on the neural regions 
involved, and the timing of their participation.  A second, related question is whether 
the order of encoding of the individual movements can be detected with kinematic 
and neuroimaging methods.  Understanding how sequences are learned is important 
for expanding our knowledge of how the brain performs neural computations within 




To examine these questions, we combined behavioral, kinematic and 
neuroimaging methods to examine motor sequence learning in healthy adults.  The 
behavioral task involved subjects learning to copy a novel sequence of line-pairs (a  
graphomotor trajectory sequence learning paradigm) while blood oxygen level 
dependent (BOLD) functional magnetic resonance imaging (fMRI) data were 
simultaneously acquired.   This task required the subjects to assemble three sets of 
line-pairs into a sequence; real-time visual feedback for error correction was provided 
during production of each line-pair, and subjects were also provided with knowledge 
of results (their speed and accuracy) after each sequence of line-pairs.  Normalized 
jerk (a kinematic measure of movement smoothness, computed off-line), movement 
speed and accuracy were used to assess ongoing changes in task performance during 
the scanning session.  The learning curve derived from the normalized jerk scores 
were used to define five time-bins for analysis of the functional neuroimaging data.  
Differences in the patterns of BOLD activation during these times were used to 
characterize the relationship between neural activity and the phases of sequence 
learning (temporal dynamics).  Furthermore, covariance of BOLD responses in 
selected neural regions, on a per-bin basis, was used to examine the dynamic 
evolution of functional connectivity between regions during graphomotor sequence 
learning.  Finally, the neural correlates of serial line-pair encoding were evaluated by 
comparing BOLD responses in candidate brain areas and kinematic measures of 
learning (normalized jerk and movement time).  
 
 
Sequence learning, measured by normalized jerk, was best characterized by a 
curve with a double exponential fit, implying that an early, fast learning process 
(time-bins 1-2) merged with a slower learning process (bins 3-5). During early 
learning, the dorsal (superior parietal lobule) and ventral (fusiform gyrus) visual 
streams, and the dorsal lateral premotor areas were activated (relative to baseline).  
The inferior parietal lobule was also activated.   
 
An unexpected finding was that portions of the basal ganglia (head of caudate 
nucleus, anterior putamen) and cerebellum (anterior vermis; dentate nucleus) were 
deactivated during early learning, relative to baseline.  Moreover, the medial 
prefrontal cortex was activated in bins 1 and 2.  In the early portion of the second, 
slower learning process (bin 3), the dorsal visual stream areas became less active; 
dorsal lateral premotor cortex activation persisted; and the anterior putamen, head of 
caudate nucleus and posterior vermis became active for the first time.  Ventral visual 
stream (fusiform gyrus) activation persisted. 
 
In bin 4, activation of the anterior vermis and dentate nucleus continued, along 
with persisting activation in the posterior vermis. The somatosensory cortex in the 
hand area became significantly activated in bin 4 only, relative to baseline.   In the 
final time-bin (bin 5), when the subjects reached a plateau in performance, the spatial 
extent of the anterior putamen and head of the caudate nucleus was reduced, but the 
anterior vermis increased in activity.  Dorsal visual stream activity was significantly 
lower than baseline, as was activity in the ventral visual stream regions, dorsal lateral 
 
premotor cortex, and inferior parietal lobule.  During early learning (bins 1-2), the 
medial prefrontal cortex was activated; but by the late time-bins (bins 4-5), this region 
became deactivated, relative to baseline.  Limbic regions showed the reverse pattern:  
they were deactivated in bins 1-2; but became active in bins 4-5. 
 
Covariance analysis (measuring associations between BOLD responses in a 
selected voxel and all other brain regions) showed positive correlations between 
activity in primary motor cortex and the anterior, middle, and posterior putamen, and 
the head of the caudate nucleus.  These correlations were manifest during early 
learning (bin 2) and persisted throughout the late portion of the second learning 
process (bin 5).  Activity in the superior parietal lobule was negatively correlated with 
activity in the anterior, middle, and posterior putamen, and the head of the caudate 
nucleus only during early sequence learning (bin 1).  These regions were functionally 
uncoupled during bins 2-5. 
 
Kinematic analysis of the line-pairs showed that the third line-pair was 
produced more quickly and smoothly than line-pairs 1 and 2.  In addition, a greater 
reduction in normalized jerk and movement time was evident in line-pair 3 than for 
line-pairs 1 and 2.  Significant effects for line-pair, bin and the interaction of line-pair 
x bin were found for movement time; significant effects for line-pair and the 
interaction of line-pair x bin, but not bin were found for normalized jerk.   
 
 
The early portion of the sequence learning process was characterized by 
dorsal and ventral visual stream activation; dorsal lateral premotor cortical activity; 
and deactivation of the anterior putamen, head of the caudate nucleus and posterior 
vermis.  This pattern of neural activity in early learning may indicate a relative 
predominance of visuomotor mapping of the novel sequences.  The activation of 
regions within the ventral visual pathway may indicate either attempts to identify the 
ideographic characters, or more likely, the classification of the characters as visual 
objects.  The dorsal visual stream areas are involved in visually-guided reaching, and 
the location of the visual targets and pen position in the work space.  The deactivation 
of portions of the basal ganglia and cerebellum during the early phase of sequence 
learning may indicate that these regions were being reset, due to the high number of 
errors being produced.   
 
In the beginning of the second, slower learning process, several changes 
occurred:  the dorsal visual stream areas became less active; the left dorsal premotor 
cortex activation persisted; and the anterior putamen, head of the caudate nucleus and 
posterior vermis became active.  This pattern of neural activity in the beginning of the 
second, slower phase of sequence learning suggests that emphasis in the sequence 
learning process had shifted from visuomotor mapping to improving the kinematic 
and dynamic motor plans for the new sequences (sequence encoding).  
 
In the final time bin, when the subjects had reached a plateau in performance, 
the anterior putamen and head of caudate nucleus became less active, but the anterior 
 
vermis increased in activity.  This dissociation between activity in specific cerebellar 
and basal ganglia regions may indicate two distinct learning processes within the 
latter portion of the second phase of sequence learning.  The first may be the 
encoding of the characters (anterior putamen, head of caudate nucleus), using 
knowledge of results; the second may involve the improvement of the individual 
movements and encoding of the line-pairs (anterior vermis), using error feedback 
correction.    
 
Interestingly, the medial regions involved in the “default mode network” 
(which have been typically reported as being more active during rest, and deactivated 
during performance of cognitive or motor tasks) did not become deactivated until 
later in the task (bins 4-5), but –at least in the case of the medial premotor cortex –
were unexpectedly activated during early learning, when task demands may be 
greatest. 
 
The functional connectivity analysis provides an important, alternate method 
of examining the fMRI data, complementary to the standard contrast methods.  These 
analyses demonstrate, for example that some neural regions (such as the basal 
ganglia) participate in sequence learning prior to reaching significant levels of 
activity when compared to baseline.    
 
 
The significant effects of line-pair in both movement time and normalized jerk 
indicate that differential effects of sequence order can be detected in the kinematic 
measures.   
 
Taken together, a model of graphomotor sequence learning emerges, 
including patterns of neural activation and functional connectivity that correspond to 
changes in subject performance.   This model adds to our current understanding of the 
neural substrates of graphomotor sequence learning, and may be important in 
explaining the alterations to these networks in persons with neurodegenerative 
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Chapter 1: Introduction 
Background and Significance of  Sequence Learning 
Most volitional human movements are a combination of over-learned, 
movement segments.  Once learned, these sequences can be enacted as on unit, with 
little or no thought during the performance of the individual movement segments.  
For example, opening a door requires visual target location (doorknob); transport of 
hand to the target; grasping the doorknob; turning the doorknob; and pulling (or 
pushing) the door with the arm, while continuing to grasp the doorknob in a turned 
position.  Yet, when an unimpaired person goes to leave the room, the entire sequence 
is enacted automatically one unit –the person does not have to think “locate 
target….reach arm towards doorknob…” etc., but can simply “open door.”  This 
ability to combine previously-learned elements into novel sequences and then 
automate them is crucial to all human movement and cognition (Lashley, 1951).  Yet,  
despite the importance of sequence learning,  little is known about how the brain 
encodes and enacts sequences.   
 
Karl Lashley was one of the first to examine sequence learning in a 
methodical manner, stating that the dominant theory  (that one element of a sequence 
becomes linked with the next, in a type of “associative chaining”) was inadequate to 
explain the mistakes people make while typing sentences (Lashley, 1951).  Lashley 
believed that the brain actively organizes elements into sequences, instead of the 
passively associating contemporaneous events, but he did not know the manner by 
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which the brain accomplished this task, and termed the issue the “problem of serial 
order.” 
 
Understanding this “problem of serial order” is important both for uncovering 
basic neural mechanisms for encoding and enacting sequences in healthy persons; and 
also for learning how alterations in the neural processes relate to deficits in sequence 
learning and performance.  For example, persons with loss of nigrostriatal dopamine 
production in Parkinson’s disease have demonstrated impaired sequence learning 
(Smith & McDowall, 2005), implicating the networks involving the basal ganglia.  
Degraded sequence learning may also constitute a part of the pathophysiology of 
Huntington’s chorea (Brown et al., 2001), stuttering (Webster, 1989), and stroke / 
traumatic brain injury (Pohl et al., 2001).  Increasing our knowledge of the encoding 
and enacting of novel sequences may shed light on how the brain performs the 
calculations and computational processes needed for sequence learning, which would 
be invaluable for understanding both healthy and impaired persons. 
 
The core of this dissertation focuses on the neural mechanisms underlying 
motor sequence learning and production, focusing on healthy, adult subjects.  Doyon 
and Benali have posited a five stage model of motor skill learning (Doyon & Benali, 
2005).  In this model, motor skill learning begins with a fast (or early) learning phase, 
where the subject learns rapidly within an initial learning session.  The second phase 
occurs across several learning sessions, where the gains in performance are slower, as 
the subject practices the new skill.  The next stage is consolidation, which occurs 
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when there has been an idle period (no practice of the task, and no competing task), 
for more than six hours.  After this consolidation period, an increase in performance 
is noted.  The fourth stage is where the new motor task has become automatic 
(requiring little or no conscious thought to enact).  This stage occurs after 
consolidation, and after further practice.  The fifth and final stage of motor skill 
learning, according to Doyon and Benali,  is that of retention.  In this phase, the skill 
has been mastered to the extent that it can be performed automatically, even after 
long intervals without practice. 
 
The dissertation focuses exclusively on Doyon and Benali’s first stage of 
learning a motor skill, in which a novel sequence of previously-learned elements of 
the sequence is encoded to form the new representation of the motor sequence.  This 
research endeavor does not examine the developmental processes involved in creating 
the neural networks involved in learning / encoding novel motor sequences; nor does 
it explore the alterations of these networks which occur in the pathophysiology of 
neurological disorders.  By centering the study on “routine” motor sequence learning 
in healthy adults, using an ecologically valid graphomotor (drawing) task, this study 
is designed to identify the neural networks involved in sequence encoding and 
performance, the changes in their participation during the process of early motor 
sequence learning, and the mechanism by which those individual elements are 
grouped into a new representation during encoding. 
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The learning of novel sequences can occur with the subject’s awareness 
(explicit learning), or without the subject knowing consciously that the sequence has 
been learned (implicit learning).  Prior research has indicated that these two types of 
learning involve largely divergent networks (Doyon et al., 1996b; Eliassen et al., 
2001; Honda et al., 1998).  In the current study, we inform the subject before the 
experiment that the task involves sequence learning, so that all of the patterns are 
related to conscious (explicit) learning of the motor skills involved.  Also, several 
significant studies have sought to identify the neural regions related to encoding the 
order (ordinal) aspects of sequence learning from the neural networks involved in 
learning the timing of the sequence learning task  (Bengtsson et al., 2004; Sakai et al., 
2002; Sakai et al., 2004).  While this is an interesting and important area in the study 
of motor sequence learning, the current study focuses on a different issue:  can we 
dissociate the neural networks responsible for creating internal representations of 
novel sequences (action selection parameter definition, and sequence encoding), from 
those regions related to the refinement and optimization of the motor plans for the 
novel sequences? 
 
In the examination of motor sequence learning, an significant issue is to 
separate the neural processes involved with encoding (learning) the novel sequence 
from the areas of the brain related to the motor production of the expression of the 
sequence.  The current study addresses this issue through several means.  The first is 
the use of a novel, graphomotor task:  learning to draw Chinese-like characters.  
There are several advantages to this approach, including gaining rich kinematic 
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measures of learning (in addition to the timing of the movements); having the ability 
to use the timing of each subject’s drawing responses in the formulation of the 
predicted hemodynamic response function (HRF) in the fMRI analysis; and the use of 
a distal limb (hand), drawing task minimizes inertial and interaction torques; creating 
little head movement during neuroimaging.  But beyond these benefits, this task 
isolates sequence learning from the production of the sequence by embedding 
overlearned segments (drawing short, straight lines), into novel sequence (the Chinese 
characters).  Subjects are only learning the novel sequences, not the elements of the 
sequence (the lines), the effector, or the method by which the sequence is to be 
produced (drawing).  The second way that sequence learning is isolated from 
performance, is by the use of a modified baseline (beyond simple, visual fixation on 
the screen).  This baseline includes visual fixation; visual processing of complex, 
visual feedback; and hand movements.  In this manner, the activations from neural 
regions involved in lower-order visual and motor processing, and complex visual 
processing, are removed from the analysis.  This baseline assists in further isolating 
the neural processes involved in motor sequence learning from those involved in 
perception or movement production. 
 
As the current research builds upon previous research on motor sequence 
learning, the following sections describe seminal and recent articles on the 
neurophysiology, neuroimaging and modeling of sequence learning, identify current 
gaps in our knowledge, and provide the rationale for this dissertation study. 
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Chapter 2:  Prior Research on Motor Sequence Learning 
Neural structures related to visually-guided limb movements  
In order to perform the movements of the hand that are needed in learning to draw the 
Chinese word characters, the person has to visually guide their hand (with visual 
feedback from the screen) as the motions are performed.  An important series of 
studies by Georgopoulos, et al., using single-cell recording in primates, found 
activation in selected regions of the posterior parietal cortex (PPC) that were closely 
related to both movement and visual processing (Georgopoulos, 1996; Georgopoulos, 
1998).  Subsequent research focusing on wrist and finger control found that, while 
individual neurons might have overlapping tuning for more than one finger, the 
neuron populations were tuned in a hand-centered reference frame, and that their 
activation predicted the subject’s finger movements well (Georgopoulos et al., 1999).  
These studies formed the basis of further research into how visual processing and 
motor control are coordinated, in order for the person to make the movements 
required in performing a motor sequence. 
 
Extensive research by Caminiti and colleagues with primates on visually-
guided hand motions has suggested that a specific fronto-parietal network is 
employed to perform visuomotor transformations (Battaglia-Mayer et al., 2006; 
Mascaro et al., 2003; Battaglia-Mayer et al., 2003a; Battaglia-Mayer et al., 2001; 
Marconi et al., 2001; Caminiti et al., 1999; Caminiti et al., 1998; Ferraina et al., 1997; 
Caminiti et al., 1996; Lacquaniti et al., 1995; Caminiti & Johnson, 1992; Burnod et 
al., 1992).   Figure 1 depicts the elements of this fronto-parietal network (Burnod et 
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al., 1999).  This network is roughly divided into anterior, intermediate, and posterior 
frontal motor; and anterior, intermediate, and posterior parietal regions. Two 
important facets of this model are that the neuron populations from the posterior 
parietal cortex (PPC) to the frontal cortices are differentially tuned, forming a visual 
to somatic gradient along the parietal to frontal axis (see Figure 1B); and that the 
individual neural regions in this network have different, but overlapping tuning, 
resulting in domains with a unified function.  These domains serve to combine, 
modify, and transmit the distributed sensorimotor signals related to visuomotor 
coordination.  This fronto-parietal network serves to interpret visual information 
about the position of the hand and the target in space, and then to compute the 
appropriate changes in joint angles needed to move the limb and end effector (in our 
case, the pen drawing the Chinese characters) to the next appropriate position 
(Burnod et al., 1999). 
 
Neural structures related to motor sequence learning  
Previous research using primate models has indicated that neural structures in 
cortical (COR), thalamus (TH) basal ganglia (BG), and cerebellum (CB) are related to 
motor sequence learning.  These studies indicate that there are multiple, looping 
connections between the COR, TH and BG, that are involved in the control of distal 
limb movements (see Figure 2); and the selection and reinforcement of appropriate 
limb movement plans (Alexander et al., 1986; Fujii & Graybiel, 2003; Fujii & 
Graybiel, 2005; Graybiel et al., 1994; Graybiel, 2001; Graybiel, 2004; Strick et al., 
1993; Strick et al., 1995).    
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There are also multiple, looping connections between the COR, TH and the 
CB, which have been shown to be related to the control of visually-guided limb 
movements (see Figure 3), and the refinement of movement parameters as the 
movement is repeated (Middleton & Strick, 1997a; Middleton & Strick, 1997b; 
Middleton & Strick, 1998; Middleton & Strick, 2000a; Middleton & Strick, 2001).  
These structures contain neuron populations which respond to different aspects of 
encoding a novel sequence.  The neurons’ response patterns can be measured using 
single neuron or multiple-cell recordings (neurophysiology). 
 
Neurophysiology of motor sequence learning  
Within the cortico-striatal regions, specific structures have been shown to 
demonstrate selective activation during the learning of motor sequences: pre-
Supplementary Motor Area (pre-SMA); anterior PUT and the head of the Caudate 
Nucleus (hCN) (Hikosaka et al., 1998; Hikosaka et al., 1999; Nakamura et al., 1998).  
These structures have been shown to increase activity selectively for specific 
positions within a sequence and for specific sequence orders (see Figure 4) (Tanji et 
al., 1995; Tanji, 2001).  A second network, including the middle to posterior PUT and 
pre-Motor cortex (PMC) has been related to the production of learned sequences of 
movements (Hikosaka et al., 1998; Hikosaka et al., 1999; Nakamura et al., 1998).  
Inactivation studies in BG show that deactivating the anterior PUT and head of the 
CN impacted learning of new sequences, while deactivating the middle-posterior 
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PUT resulted in degraded ability to produce previously-learned sequences (Miyachi et 
al., 1997; Miyachi et al., 2002).   
 
Within the cortico-cerebellar regions, specific structures have also shown 
selective activation during the learning and production of motor sequences 
(Middleton & Strick, 1997a; Middleton & Strick, 1997b; Middleton & Strick, 1998). 
One network, involving the Dentate Nucleus (DN), lateral cerebellar cortex (CC), the 
thalamus (TH), and the ventral Pre-Motor (PMC) and primary Motor (M1) cortices, 
appears to be related to the initiation of movement plans and control of visually-
guided limb movements. This network is also implicated in early sequence learning, 
in the Hikosaka, et al. model.  A second cerebellar network, involving medial CC,  
and the anterior vermis (aVER), is related to the motor output of movement plans to 
the spinal cord, and is related to optimizing movement plan parameters.  This network 
relates to the motor cerebellar network in Hikosaka’s model, in which sequences of 
movements are learned in motor coordinates. 
 
Recent work in monkey using retrograde neuronal transport of the rabies virus 
to trace direct neuronal connectivity, has shown that dentate output from the 
cerebellum connects to the input portion of the basal ganglia (striatum) (Hoshi et al., 
2005).  This connection indicates that the BG and CB interact significantly, and any 
model of motor sequence learning will need to include such interaction.   
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Structural neuroimaging and motor sequence learning in humans  
Recent research using diffusion tensor imaging (DTI) in humans has indicated 
that there are parallel neural structures within the human brain related to motor 
sequence learning and production.  In DTI, the differences in diffusion between water 
(which diffuses uniformly in all directions), and white matter tracts in the brain 
(which diffuses differentially along the direction of the axonal fiber bundle) are 
measured, and used to detect axonal pathways in the brain.  A seed voxel is placed, 
and an algorithm then searches all neighboring voxels, to find those that show a 
contiguous directionality, with sufficient signal strength.  Studies using DTI neuronal 
fiber tracing indicate two functionally-distinct cortico-striatal loops (see Figure 5)  
(Lehericy & Gerardin, 2002; Lehericy et al., 2004a; Lehericy et al., 2004b; Lehericy 
et al., 2005a).   The first, consisting of the pre-frontal cortex (PFC), frontal pole, pre-
supplementary area (pre-SMA), anterior putamen (PUT) and the head of the caudate 
nucleus (CD), has been termed the “associative compartment,” and has been shown to 
be related to motor sequence learning (Lehericy et al., 2004a).  The second cortico-
striatal network has been called the “sensorimotor compartment,” and consists of M1, 
primary sensorimotor cortex (S1), SMA proper, and posterior Putamen.  This network 
has been related to the production of motor sequence movements (Lehericy et al., 
2004a).   
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Functional neuroimaging of motor sequence learning  
Positron Emission Tomography 
A series of research studies that employed a graphomotor task while subjects 
were PET (Positron Emission Tomography) scanned has demonstrated several key 
elements of using neuroimaging to study motor sequence learning (Seitz et al., 1994; 
Seitz et al., 1997).  The behavioral task was to copy letters or nonsense ideograms.  In 
these studies, early learning was compared to late learning, and different performance 
conditions were used that emphasized speed or accurate drawing of the target.  “Early 
learning” was when the subjects were first exposed to the task; “late” learning was 
after the drawing task had been automated (able to be completed quickly, accurately 
and with little conscious attention -measures of sequence learning).  Subjects 
performed theses tasks during PET scanning, so that the researchers could collect 
neuroimaging and kinematic data simultaneously.  Data on the changes in pen 
position were collected using a digitizing tablet, and was analyzed along with the 
neuroimaging data.  The main kinematic measures used were movement duration (the 
time to complete the drawing), and velocity (the changes in speed within each 
drawing motion).  From these studies, the kinematic data indicated that there were 
differences in performance between early and late learning, and for novel vs. 
overlearned characters (see Figure 6).  Subjects performed more slowly for initial and 
novel characters, and increased their speed as the training progressed.     
 
The PET data from the study demonstrated that different cortical and sub-
cortical regions were activated for different stages of learning (early vs. late), and for 
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different performance conditions (exact vs. fast).  Specifically, the contralateral (to 
the subject’s drawing hand) PMC, PFC and primary motor (M1) cortices were active 
in early learning; as well as the ipsilateral cerebellar vermis (VER) and DN in both 
early and late learning.  The Seitz, et al. studies also found changes in bilateral 
posterior parietal cortex (PPC) activation as a function of the learning parameters 
(exact vs. fast).   
 
Importantly, these studies demonstrated that the motor sequence learning 
process could be captured using kinematic analysis of graphomotor movements, and 
that measures of neuronal activity could be related to the kinematic measures of 
motor sequence learning.  However, these early PET studies contained several 
significant limitations, including a lack of performance feedback to the subject 
(measures of how quickly and accurately the characters were drawn); little temporal 
information on the changes in neural participation during the sequence learning 
process (early vs. late only); and no means of separating out the neural regions 
involved in producing the movements from the regions involved in learning the 
sequence.  
 
A more recent PET study used a timed, synchronous finger tapping task (the 
subject matches a target rhythm), and three, same-day training periods (Penhume, et 
al., 2005).  In this study, bilateral CC, SMA, pre-SMA, superior temporal gyrus 
(STG), and medial cerebellar lobule (CBL) were active during early learning (see 
Figure 7).  In later training sessions, the activation shifted to the ipsilateral PUT, 
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superior parietal lobule (SPL), inferior parietal lobule (IPL_, and orbital frontal cortex 
(OFC); as well as contralateral M1 and PMC.  This study suggested that cerebellar 
participation in early motor sequence learning is limited to error detection and 
reduction during initial learning.  However, this study, by separating the learning 
periods throughout the day, may have added recency effects to the later scan sessions, 
compromising the comparisons between “early” and “late” sequence learning.  This 
study also has the same limitations as the Seitz, et al. studies, in that there is no 
performance feedback; there is limited temporal resolution; and minimal separation of 
sequence learning and production. 
 
Functional Magnetic Resonance Imaging   
Studies using functional magnetic resonance imaging (fMRI) have also 
contributed to our knowledge of motor sequence learning.  A study by Lehericy, et al. 
(2005) used sequential finger movements practiced for fifteen minutes a day, 
scanning the subjects on days 1, 14, and 28.  This study found bilateral activations of 
the dorsal PUT, anterior, dorsal globus pallidus (GP), and sub-thalamic nucleus 
(STN) on day 1 (early learning).  The data indicated that there were changes in neural 
activation related to learning within the first 50 minutes on the first day that the 
subjects were scanned.  These changes included  reduced bilateral activation of 
anterior, dorsal PUT, and increased activation of the posterior, ventral PUT.  These 
patterns, along with related changes in the dorsal and ventral TH, respectively, were 
stable for the next two weeks –indicating that the majority of motor sequence learning 
occurred within a relatively short period of time.  This is an important contribution to 
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the study of sequence learning, as this study gives a general timeframe for early 
sequence learning.  However, this study was limited in scope to cortical – BG 
networks, and did not evaluate the role of the CB, the interactions between the CB 
and BG, or the timing of these networks in early motor sequence learning. 
 
Another set of studies using fMRI BOLD (blood oxygen level dependent) 
analysis of cerebellar activation during motor sequence learning demonstrated 
activation of lateral cerebellar hemispheres (CH) during early motor sequence 
learning, and a shift of activation to the ventral DN during late motor sequence 
learning (see Figure 8) (Doyon et al., 2002; Doyon et al., 2003; Doyon & Benali, 
2005).  While these studies demonstrated differential cerebellar participation in early 
vs. late sequence learning, additional work needs to be done to examine the changes 
in participation of the BG and CB networks (and their interactions), as motor 
sequence learning occurs. 
 
An fMRI study that employed a novel task (having the subjects track a pattern 
with a hand pressure device) in studying motor skill learning also sheds some light on 
motor sequence learning (Floyer-Lea & Matthews, 2004).  In this study, subjects 
learned to visually track a pattern of increasing and decreasing pressure on an MRI-
compatible pressure pad.  The researchers divided the learning period into (initial 
exposure) learning and late (after stable performance), and found two distinct 
networks involved in motor learning.  The early learning network included the fronto-
parietal network (including bilateral PFC, S1, and PPC).  Late learning correlated 
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with a decrease in the fronto-parietal network, and an increase in sub-cortical regions 
(TH, PUT, DN).  While this study wasn’t focused on sequence learning, the task was 
sequential in nature, and the involvement of the fronto-parietal, cortico-striatal and 
cortico-cerebellar networks in learning the sequence is directly related to motor 
sequence learning.  Additional temporal resolution (number of time-bins) is needed to 
further clarify the roles and interactions of these networks in the sequence learning 
process. 
 
A final selected study that explores the learning process of motor sequences is 
by Muller, et al., and uses an explicit version of the serial reaction time task (SRTT) 
(Muller et al., 2002).  With the SRTT, the subject presses buttons in a regular order 
(or randomly) as a control for sequence production, and then learns a novel sequence 
of button pushes, in a block design.   Muller and colleagues found that, in brief 
learning periods, significant activation occurred in bilateral PMC, SMA, and the 
superior and inferior parietal lobules (SPL and IPL).  When the task was altered to 
allow for the comparison of early (initial exposure) and late (after practice) learning 
bins, the early learning bin had greater activity in the bilateral SPL, right, dorsolateral 
PFC, left CN and PMC.  Late learning had greater activation in left temporal-occipital 
and superior frontal cortices, as well as bilateral parahippocampal areas (see Figure 
9).  These results again confirm the interacting roles of the fronto-parietal, the 
cortico-striatal, and the cortico-cerebellar networks in motor sequence learning, but 
do not allow us the opportunity to examine the temporal changes that occur as the 
sequences are encoded and performed.  
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Taken together, the animal and human models suggest the involvement of 
several cortical – sub-cortical networks in motor sequence learning involving hand 
movements:  frontal-parietal network; dorsal and ventral visual streams; lateral and 
medial pre-motor networks; cortico-striatal and cortico-cerebellar networks (see 
Table 1 for a summary of selected neuroimaging studies).  Each of these networks 
participates in motor sequence learning, but little is known about how they relate to 
each other during motor sequence learning, or how their participation changes during 
the process of motor sequence learning.  A more detailed examination of these 
cortical and sub-cortical networks could increase our understanding of the neural 
processes involved in motor sequence learning. 
 
Theories of motor sequence learning  
Neurophysiological Theory   
While both cortico-striatal and cortico-cerebellar networks are actively 
involved in motor sequence learning, exactly how (and when) the two sets of 
networks contribute to motor sequence learning is largely unknown.  Research on 
motor sequence learning using single-cell recording in monkey has resulted in a 
theory of cortico-striatal and cortico-cerebellar network interaction during motor 
sequence learning (see Figure 10) (Hikosaka et al., 1998; Hikosaka et al., 1999; 
Hikosaka et al., 2002a; Nakamura et al., 1998).  In this model, the motor sequence is 
learned by two systems simultaneously:  a “spatial system” (comprised of the PUTa / 
CNh and dorsal DN); and a “motor system” (the middle / posterior PUT and the 
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anterior lobe).  In this model, the spatial system is slow, computationally intense, 
requires high-attention, and is stored in short-term memory; the motor system is fast, 
automatic (low attentional needs), and is stored in long-term memory.  The SMA and 
pre-motor (PM) regions serve to connect the spatial and motor systems, with the pre-
SMA acting to resolve conflicts between the two networks.  The Hikosaka, et al. 
model posits that the two systems operate independently of one another in learning 
the motor sequence.   
 
The Hikosaka, et al. model is the most advanced theory on sequence learning 
to date.  This model needs to be extended in several ways:  include the examination of  
cortical-striatal, cortical-cerebellar networks, and their interactions; increase the 
temporal resolution of  the examination of the sequence learning process (from 
“early” and “late”); specifically isolate the neural networks involved in sequence 
encoding separately from sequence production;  and provide a method for the 
kinematic measures of phases of motor sequence learning to be incorporated in the 
analysis of the neuroimaging data. 
 
Computational Theories   
In addition to examining the regions of the brain that work cooperatively to 
encode and enact novel motor sequences, there is another level of analysis in the 
study of sequence learning.  The research question is:  how are the individual 
movement plans (that have already been learned) combined into the representation for 
the new sequence?  This is one of the essential questions of how the brain encodes 
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sequences into an internal representation that can be accessed automatically.  
Grossberg, et al., have simulated the encoding, storage and retrieval/production of 
handwriting movement sequences (Grossberg & Paine, 2000; Paine et al., 2004).  In 
the Grossberg, et al. model (see Figure 13), each element of the sequence is encoded 
serially (segment 1; segment 1 + segment 2; segment 1 + segment 2 + segment 3; …).  
The individual segments are those movement plans that have “won” the competition 
for being the closest to the intended movement for that part of the sequence 
(competitive cueing).  The transitions between the segments are what are added when 
a sequence is encoded.  Each segment movement in the sequence is started by a peak 
velocity detection method, where the peak velocity of the current movement triggers 
the signal for the next movement segment to be prepared and released.  Error 
feedback is posited to be related to the cerebellum in this model.  The Grossberg, et 
al. simulations using this model able to produce movement velocity profiles, speed 
and size scaling, and decreased writing time with learning that correlated well (0.89 
+/- 0.10) with human writing data.  The Grossberg, et al. model focuses on the 
cerebellum, and needs to be expanded to include other regions of the brain that have 
been shown to participate in sequence learning.   
 
A second model of motor sequence learning involves a multi-level (2 or 3) 
processing system (see Figure 14), in which a motor processor organizes a set  of 
overlearned and automated motor plans into a “chunk,” and a second processor 
executes the chunk (Rhodes et al., 2004; Verwey, 2001; Verwey, 2003a; Verwey, 
2003b; Verwey & Eikelboom, 2003; Verwey & Wright, 2004; Verwey & Clegg, 
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2005).  Verwey, et al.’s model separates out the process of encoding of the sequence 
from the process of enacting it.  In this model, all of the motor plans are selected for 
the new sequence in a group, at the same time, by the first processor, and encoded.  A 
second processor then enacts the encoded sequence in the proper order, to produce the 
motor output.   
 
Both of the major computational theories (Grossberg, et al. and Verwey, et al.) 
have difficulty relating the mechanisms of their theory to specific regions of the brain 
that could plausibly produce the necessary computations, given the neurophysiology 
and neuroanatomical connections of those regions.  It is currently an unanswered 
question as to whether the elements of a sequence are encoded at the same time 
(Verwey, et al.), or serially (Grossberg, et al.). Providing data that relates the 
kinematic measures of learning to concurrent neuroimaging data could help to clarify 
which of these two competing computational models is the most biologically 
plausible; or could suggest alternative models. 
 
Summary of gaps in our current understanding of motor sequence learning  
A survey of the relevant animal and human research on motor sequence 
learning indicate that our knowledge of the neural processes involved in sequence 
learning could be enhanced by research emphasizing:  1.specific examination of early 
motor sequence learning (first 15 - 20 minutes); 2.  the use of a methodology that 
allows for the collection of detailed behavioral data (kinematics) that can used to 
predict the changes in neuronal activity during the process of motor sequence 
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learning;  3.  a research design that results in data that facilitate the validation, 
modification, or rejection of current computational and biological models of motor 
sequence learning; and  4.  the separation and disambiguation of the neural networks 
related to the performance of the motor sequences from those related to learning the 
sequences.  In addition, a study that examines both cortical and sub-cortical regions 
(including the cortico-striatal and cortico-cerebellar networks, and their interactions), 
as well as the functional connectivity of the regions / networks during different 
phases (time bins) of early motor sequence learning, would be beneficial.  Finally, a 
methodology for examining the neural responses to the individual elements of the 
sequence as they are encoded over time (to explore the serial vs. group encoding of 
novel sequence is needed. 
 
Description of the two current research studies 
The current investigation addresses these issues by combining behavioral and 
neuroimaging approaches to examine motor sequence learning in healthy adults, and 
consists of two studies.  The primary study extends the Hikosaka, et al. model of 
motor sequence learning in humans (Hikosaka et al., 1998; Hikosaka et al., 1999; 
Hikosaka et al., 2002a; Nakamura et al., 2001), using a mixed model (event / block) 
fMRI study with synchronized collection of behavioral (kinematic) data while naïve 
subjects learn Chinese characters. This task is well-suited to the examination of motor 
sequence learning, as subjects will have previously overlearned the elements of the 
characters (drawing short, straight lines in English), but will the sequences of lines in 
the Chinese characters will be completely novel to the subjects.  It is important to 
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note that since the subjects are naïve to written Chinese, the line sequences are not 
linguistic (the lines have no meaning for the subjects), but constitute a graphomotor 
(drawing) sequence learning task.  In this study, the times of the subject’s drawing of 
the characters are used to create a predicted BOLD response in the analysis of the 
fMRI data.  Other important aspects of the study include:  adding whole-brain 
(cortical and sub-cortical) analysis; including a more detailed exploration of the 
temporal dynamics of sequence learning; isolation of sequence encoding from 
sequence performance; and an analysis of functional connectivity (a measure of the 
level of integration in the neural circuit). 
 
An additional study examined the specific ways in which novel sequences are 
encoded.  This study tested whether there is neuroimaging data to support the theory 
that a novel sequence is encoded one transition at a time --Grossberg, et al.’s model 
of sequential encoding (Bullock & Grossberg, 1988; Bullock et al., 1998; Grossberg, 
1978; Grossberg & Gutowski, 1987; Grossberg & Paine, 2000), or whether one 
neural process defines the sequence as a group, and another enacts the sequence --
Verwey, et al.’s multi-processor theory (Rhodes et al., 2004; Verwey, 2001; Verwey, 
2003a; Verwey, 2003b; Verwey & Eikelboom, 2003; Verwey & Wright, 2004; 
Verwey & Clegg, 2005).  According to Verwey, et al.’s formulation, the novel 
sequence should be encoded as a group.   
 
Using the same functional and kinematic data set, the second study examines 
the average fMRI BOLD responses (across subjects and repetitions) for each of the 
22 
three kinematic sub-units (the line-pairs) involved in learning the new sequence (the 
Chinese character).  The timing information from the kinematic data is used to divide 
the fMRI data to find the average BOLD response for each line-pair.  An analysis of 
the differences in BOLD activation per line-pair in brain regions related to motor 
sequence learning will provide evidence of the degree to which those regions are 
active equally for each sub-unit (Verwey et al.’s theory), or in decreasing order 
(Grossberg, et al.’s model) by the end of the learning period. 
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The brain’s ability to automate almost any task –whether cognitive, linguistic, 
or motoric, is fundamental to all human thought, communication and activity 
(Lashley, 1951).  Sets of complex, multiple-stage movements become so well 
packaged that little or no thought is needed to initiate or complete them (consider 
opening a door, typing, or dancing).  Once encoded though the learning process, 
phonemes are readily combined into spoken words that are effortlessly combined into 
meaningful sentences.  While learning a new sequence can be time and attentionally-
intensive, after a sequence (of words, thoughts, or actions) has been automated (or 
“chunked”), it becomes a part of the person’s routine behavioral repertoire. 
 
The processes within the brain that are involved in performing this invaluable 
function have received little attention until recent years.  In animal studies, selected 
portions of the cortico-striatal network (pre-SMA, anterior PUT, CNh) have shown 
selective activity during motor sequence learning (Hikosaka et al., 1998; Hikosaka et 
al., 1999; Nakamura et al., 1998).  Moreover, this network seems to increases its 
activity for specific positions within a sequence and during the planning of specific 
sequence orders (see Figure 4) (Tanji et al., 1995; Tanji, 2001).  A second network, 
(middle to posterior PUT, PMC) has been related to the production of learned 
sequences of movements (Hikosaka et al., 1998; Hikosaka et al., 1999; Nakamura et 
al., 1998).  Selective inactivation of regions within this network show that 
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deactivating the anterior PUTa and CNh impacted learning of new sequences, 
whereas deactivating the middle-posterior PUT resulted in degraded ability to 
produce previously-learned sequences (Miyachi et al., 1997; Miyachi et al., 2002).   
 
Research involving animal models has also examined cortico-cerebellar 
networks.  These looping circuits have also shown selective activation during the 
learning and production of motor sequences (Middleton & Strick, 1997a; Middleton 
& Strick, 1997b; Middleton & Strick, 1998). One network (DN, lateral CC, TH, 
ventral PM, M1) appears to be related to the initiation of movement plans and control 
of visually-guided limb movements. This network is also implicated in early sequence 
learning (in spatial coordinates), in the Hikosaka, et al. model.  A second cerebellar 
network (medial CC, aVER), is related to the motor output of movement plans to the 
spinal cord, and is related to optimizing movement plan parameters.  This network 
relates to the motor cerebellar network in Hikosaka’s model, in which sequences of 
movements are learned in motor coordinates. 
 
In addition to cortico-striatal and cortico-cerebellar networks, there is recent 
evidence of interaction between these two systems.  Using retrograde neuronal 
transport of the rabies virus in monkey to trace direct neuronal connectivity, Strick 
and colleagues have shown that dentate output from the cerebellum connects to the 
input portion of the basal ganglia (striatum) (Hoshi et al., 2005).  This connection 
indicates that the BG and CB interact significantly, and any model of motor sequence 
learning will need to include such interaction.   
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Studies in humans using diffusion tensor imaging (DTI) neuronal fiber tracing 
indicate two functionally-distinct cortico-striatal loops (see Figure 5)  (Lehericy & 
Gerardin, 2002; Lehericy et al., 2004a; Lehericy et al., 2004b; Lehericy et al., 2005a).   
The first, (PFC, frontal pole, pre-SMA, anterior PUT, CDh), has been termed the 
“associative compartment,” and has been shown to be related to motor sequence 
learning (Lehericy et al., 2004a).  The second cortico-striatal network has been called 
the “sensorimotor compartment,” and consists of M1, primary sensorimotor cortex 
(S1), SMA proper, and posterior PUT.  This network has been related to the 
production of motor sequences (Lehericy et al., 2004a).   
  
Functional neuroimaging studies (positron emission tomography –PET; fMRI) 
in humans have shown patterns of cortico-striatal and cortico-cerebellar activation as 
a motor sequence is learned.  In the cortico-striatal network, an fMRI study by 
Lehericy, et al. (2005) used sequential button / key presses, with neuroimaging on 
three days, each two weeks apart.  This study found bilateral activations of the dorsal 
PUT, anterior, dorsal globus pallidus (GP), and sub-thalamic nucleus (STN) on day 1 
(early learning).  Within the first 50 minutes on this first day the neural participation 
had shifted, with reduced bilateral activation of anterior PUT, and increased 
activation of the posterior, ventral PUT.  These changes, along with related changes 
in the dorsal and ventral thalamus, respectively, were stable for the next two weeks, 
indicating that the sequence was encoded within the first 50 minutes or less.  These 
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findings are supportive of the animal studies, and indicate that separate functional 
networks may be involved in the learning and production of motor sequences. 
 
Cortico-cerebellar activation patterns in humans also change as the novel 
sequence is learned.  A study using finger tapping demonstrated activation of lateral 
cerebellar hemispheres (CH) during early motor sequence learning, and a shift of 
activation to the ventral DN during late motor sequence learning  (Doyon et al., 2002; 
Doyon et al., 2003; Doyon & Benali, 2005).  A PET study using a finger tapping task 
and three, same-day training periods (Penhume, et al., 2005) found that bilateral CC, 
SMA, pre-SMA, superior temporal gyrus (STG), and medial cerebellar lobule were 
activated during early learning (see Figure 7).  In later training sessions, activation 
shifted to the ipsilateral PUT, superior parietal lobule (SPL), inferior parietal lobule 
(IPL), and orbital frontal cortex (OFC); as well as contralateral M1 and PM.  These 
studies suggest that cerebellar participation in motor sequence learning may involve 
error detection and reduction during early motor sequence learning, and the 
refinement and optimization of the movement plans during later sequence learning. 
 
Research questions 
This dissertation examines how a set of individual movements are assembled 
into a movement sequence, focusing on the neural regions involved, and the timing of 
their participation.  A second, related question is whether the order of encoding of the 
individual movements can be detected with kinematic and neuroimaging methods.  
Specifically, we will examine what networks of brain areas are involved (that is, what 
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are the neural substrates); and how the neural regions relate to each other during the 
time course of motor sequence learning (e.g. task-related functional connectivity).  A 
second, but related set of questions focus on the manner in which the elements of the 
novel sequence are encoded:  are the segments of a sequence encoded as a group, or 
one at a time (serially)?  How does the participation of the brain networks related to 
the order of encoding, and how does this participation changes over time?  
Importantly, kinematic measures of learning will be used to partition the 
neuroimaging data into several stages of motor sequence learning. 
 
Task analysis of ideographic graphomotor sequence learning task 
Task Description 
The behavioral task consisted of subjects learning to draw novel graphomotor 
sequences (in fact, Chinese characters), as neuroimaging data was collected with 
functional magnetic resonance imaging (fMRI).  Each character consisted of six 
movements (three line-pair sets), which were presented and drawn one line-pair at a 
time.  After each character was completed, knowledge of results (KR) was given to 
the subject, presenting their speed and spatial accuracy on that character (error 
feedback learning).  The characters were randomly selected and randomly presented, 
to avoid positional effects.  Each of the four characters was repeated nine times, for 
36 total iterations (the first 30 during the fMRI scanning period).  Kinematic data was 
collected while the subjects learned to draw the characters on an MRI-compatible 
digitizing tablet.  Importantly, it was assumed that the motor programs for the 
sequence segments (drawing short, straight strokes) were highly automated, while the 
28 
sequence (the character) was new to the subject, isolating the sequence learning 
process.  Kinematic measures of learning focused on movement smoothness 
(normalized jerk –Njerk), a unitless measure that controls for variations in speed and 
size of drawing across and within subjects.  The fMRI data was collected on a 3 
Tesla, GE scanner at the National Institutes of Health, Bethesda, Maryland, USA, 
with the kinematic data synchronized to the fMRI scanning. 
 
Task Analysis 
As the regions of the brain involved in the sequence learning process are 
largely dependent upon the requirements of the behavioral task, an in-depth analysis 
of the graphomotor task was needed.  Figure 11 depicts the elements of the learning 
task, starting with the presentation of the target template for Character 1 (of 4); 
Iteration 1 (of 9); line-pair 1 (see Figure 11A).  Once the line-pair is presented, the 
subject locates targets (T1, T2) in the Example space on the screen.  The targets are 
the endpoints of the first and second strokes of LP1, respectively, and they are located 
visually.  The subject must also locate his / her current hand position (starting point 
for first LP) (Figure 11B).  Current hand position is located visually in the Writing 
Space on the screen, and by proprioceptive feedback of hand position on the 
digitizing tablet.  Visual and proprioceptive feedback must be integrated, in order to 
determine current hand position. 
 
Using the current hand position and the target locations, difference vectors 
(DVs) are computed for Line 1 and Line 2 (Figure 11C).  The first DV is the spatial 
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computation of the difference from the starting hand position to T1, for Line 1; and 
the second DV computes the difference from T1 to T2 for Line 2.  These DVs are the 
kinematic programs for the movements, in spatial terms.  The kinematic motor 
program for the line-pair is then scaled for speed (Figure 11D).  The kinematic motor 
program is transformed into a muscle force motor program (dynamics) (Figure 11E).  
This transformation is an inverse kinematic and dynamic process for computing joint 
angles and torques.  The dynamic motor program DVs for LP1 is then enacted 
(Figure 11F); this produces a vector of joint angles (θ 1:n ), and  a vector of pen 
positions (X1:n).  
 
A visual comparison of the lines drawn by the subject in the Writing Space, 
and the Target Template shown on the example screen, gives an error measure per 
line-pair (Figure 11G).  This error measure informs the error feedback learning 
process for each of the line-pairs.  If the set of 3 line-pairs (1 character) is not 
completed, then the next line-pair (LPn) is presented (Figure 11I).  When all three 
line-pairs are completed (1 character), then the knowledge of results (KR –speed and 
spatial accuracy) are presented to the subject (Figure 11H).  The KR is involved in the 
conscious learning of the entire character.  After the first character is completed, the 
next iteration of the character (or next character) is presented, by line-pairs (Figure 





Neural Resources Needed to Perform the Behavioral Task 
From this examination of the ideographic graphomotor sequence learning 
task, we can summarize the task’s requirements, and predict of the neural regions that 
should be involved in the motor sequence learning process.  Basic visual processing 
and visual attention will be involved; as will the motor control of the wrist and 
fingers.  Also, the visual processing of complex objects will be required by the 
behavioral task.  Yet, because these elements were included in the baseline period 
(visual fixation for basic visual processing; feedback screen for complex scene 
processing; and the hand movement for lower-level motor control of wrist and 
fingers), we expect the contributions of the neural regions responsible for these 
processes to be attenuated to some degree.  The study was designed in this manner, in 
order to emphasize the neural regions related to motor sequence learning, instead of 
those related to basic visual and motor processing. 
 
More specifically related to graphomotor sequence learning, we predict that 
the dorsal visual stream (SPL) will be involved in visual location of the lines targets 
(T1 and T2) in the example space, as well as the pen / hand position in the writing 
space (Andersen, 1997; Seitz et al., 1994; Seitz et al., 1997).  left MT / V5 should 
also be involved in visual location and tracking (Hamzei et al., 2002; Oreja-Guevara 
et al., 2004).  Proprioceptive feedback of the current hand / pen position in the writing 
space should involve the left sensorimotor cortex (S1) and IPL (Gardner et al., 2006; 
Naito & Ehrsson, 2006).  The integration of the visual and sensorimotor modes of 
feedback of the hand / pen position is predicted to involve IPL, lateralized to the left 
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(Andersen, 1997; Gardner et al., 2006). Visuomotor mapping of the DVs (kinematic 
movement planning) should involve the frontal-parietal network for reaching  
(Burnod et al., 1999; Caminiti & Johnson, 1992; Caminiti et al., 1996; Caminiti et al., 
1998; Caminiti et al., 1999; Georgopoulos, 1996; Georgopoulos, 1998; Georgopoulos 
et al., 1999; Georgopoulos, 2000).    
 
The DVs are scaled for speed of the movements.  This is important, because 
the subjects were instructed to produce the sequence “as quickly and accurately as 
possible.”  The sensorimotor compartment of the basal ganglia (left pPUT) should be 
involved in this scaling process.  The transformation from kinematic to dynamic 
motor plans (inverse kinematics and dynamics) should involve the left SPL, left 
dPMC and left M1 (Wise et al., 1996; Wise et al., 1997); and the execution of the 
motor plans should involve left M1 (Carey et al., 2006).   
 
The comparison between the target template (the line-pair example) and the 
actual drawing of the line-pair made by the subject in the writing space, results in an 
error signal that is used in error feedback learning of the line-pairs.  The anterior 
vermis is predicted to participate in error feedback learning.  (Hikosaka et al., 1998; 
Hikosaka et al., 2002a; Hikosaka et al., 2002b; Lehericy et al., 2004b; Lehericy et al., 
2005a; Lehericy et al., 2005b). 
 
In addition to the error feedback learning of the line-pairs, the paradigm 
includes knowledge of results (KR) after the completion of each character.  The KR is 
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used to modify the process leading to sequence encoding, which will involve the 
associative basal ganglia (anterior putamen and head of caudate nucleus), and target 
cortical areas like the pre-SMA (Hikosaka et al., 1998; Hikosaka et al., 1999; 
Hikosaka et al., 2002a; Nakamura et al., 1998).  Both error feedback learning of the 
individual line-pairs, and KR based learning of the entire character continue over the 
successive iterations of the characters during the task.   Figure 12 gives a general 
depiction of the relative involvement of each of the task elements during early, 
middle and late sequence learning.  Note that all of the neural regions related to 
sequence learning participate throughout (primary motor / sensorimotor cortices, for 
example); however we predict that some networks will be emphasized during certain 
phases of sequence learning. 
 
Methods 
A mixed (event-block) fMRI design was used, in which the subjects 
repeatedly drew four ideographic characters (3 sets of line-pairs each), while they 
were scanned in a GE 3 Tesla MRI scanner at the National Institutes of Health, 
Bethesda, Maryland, USA (see Figure 15A).  The characters were randomly drawn 
from a pool of ten characters, and randomly presented, using custom Matlab 
(Mathworks, Inc.) software (see Figure 16 for the timing of the behavioral task).  
Kinematic data was acquired using a non-ferromagnetic, digitizing tablet 
(TouchScreen, MagConcepts Inc., Sunnyvale, CA), sampling {x y} coordinates at 66 
Hz (see Figure 15B).  In addition to the kinematic measure of learning, time-stamps 
were recorded for each line-pair response that the subject produced.  The predicted 
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hemodynamic response function (HRF) used in the analysis of the fMRI data was 
generated  (AFNI’s waver function, see AFNI website: 
http://afni.nimh.nih.gov/afni/doc) using these time-stamps (see Figure 17).  This 
predicted HRF (WRITE) should identify the changes in neural BOLD activity related 
to the production of the writing movements (including visual processing, 
somatosensory feedback and kinematic-to-dynamic transformations).   
 
In order to separate the neural resources related to the sequence learning 
process from those supporting the motor performance processes, a baseline 
subtraction paradigm was used .  During the baseline condition, subjects viewed a 
simple visual fixation (a plus sign); viewed a more complex pattern (the feedback 
screen of their performance on the prior character); and made a simple hand 
movement with the pen (one inch left, then back to center).  By including these 
elements in the baseline, we sought to remove basic visual processing (fixation 
screen), complex visual pattern processing (feedback screen), and basic motor control 
of distal limb (hand / pen movement).  This complex baseline allowed us to 
disambiguate the neural regions related to graphomotor sequence learning from those 
involved in basic and complex visual processing, and lower-level motor control. The 
relative proportion of each section of the baseline task is presented in Figure 19A; the 




To examine the changes in participation of the neural regions related to 
graphomotor sequence learning over time (temporal dynamics), the total learning 
period (approximately 13:30 minutes) was divided into 5 equally-spaced periods 
(bins).  With a repetition time (TR) of 2 seconds, each bin was 100 volumes (the 
length of 5 characters), or approximately 2 minutes and 44 seconds long.  The times 
are approximate, due to a randomized jitter that was introduced between line-pairs (1 
second jitter, on a 0.5 second grid from 0 to 2); and a 4 second jitter between 
characters (also on a 0.5 second grid, from 3 to 5 seconds).  This jittering increased 
the statistical power of the deconvolution process (3dDeconvolve, AFNI), in 
sampling the hemodynamic response function of the fMRI data (Dale & Buckner, 
1997). 
 
Examination of the functional connectivity between regions of interest within 
the networks involved in sequence learning and production, a seed-voxel cross-
correlation analysis was performed for the primary motor cortex (M1) during each of 
the five learning time bins (see AFNI website: http://afni.nimh.nih.gov/sscc/gangc/ 
SimCorrAna.html) .  Maps of significant relationships (p<0.001) were computed.   
 
Subjects 
Nineteen right-handed healthy subjects were successfully scanned, with Mini-
Mental Status Exam (MMSE) scores greater than 27 (mean 29.58, std 0.79).  Of the 
nineteen, twelve subjects demonstrated significant sequence learning on the kinematic 
measure employed (normalized jerk), and were included in the study (4F, 8M; 
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average age = 34.08 years; std = 6.69 years) .  All subjects were pre-screened for 
absence of neurological disorders, neurological disorders, chronic substance abuse 
and chronic mental illness, as well as for MRI safety.  All subjects gave informed 
consent, according to National Institutes of Health Protocol 92-DC0-0178, and 
University of Maryland IRB requirements; and were screened for MRI safety 
according to the National Institutes of Health Nuclear Magnetic Resonance Center 
Policy.  Subjects were paid $100.00 for the scan session.  
 
Procedures 
Each subject was given the Mini Mental Status Exam (MMSE), to screen for 
basic orientation and cognitive functioning, and  completed a pre-scan training on 
drawing stars to acclimate the subjects to drawing holding the pen tip down 
continuously.  After a one minute practice session of drawing random, straight lines 
on the tablet, the same stars task was performed in the scanner for two and one-half 
minutes. This  was to familiarize the subjects with the mapping of the visuomotor 
task in an unfamiliar position (lying supine, with the writing tablet by the subject’s 
hip).   Due to the length of the single continuous scan during the sequence learning 
task, a vacuum pillow was used to help stabilize the subject’s head.  Subjects had 
their right arm supported by a custom designed, Plexiglas© support, to constrain 
motion (see Figure 15B), and the writing tablet and holder were positioned for 
greatest subject comfort and ease of writing.   
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A mirror on the head coil allowed the subject to see a screen, upon which 
instructions and the experimental tasks were presented (see Figure 15A).  The subject 
was instructed to focus on three important things during the entire experiment:  
keeping their head still, keeping the stylus tip on the tablet, and copying the templates 
as quickly and accurately as possible.  The start of the behavioral task was 
synchronized with the first TTL pulse from the GE  MRI scanner, using a data 
acquisition card (National Instruments, NI-DAQ 6062e PCMCIA board), and the 
Matlab data acquisition toolbox (Mathworks, Inc.).  This allowed for the time-
stamping of each instruction presented, each response made by the subject, each 
feedback screen, and the fixation times, all relative to the first MRI TTL pulse, 
synchronizing the kinematic and fMRI datasets.   
 
The experiment provided both real-time visual feedback of the pen’s position 
on the digitizing tablet (with a line trace) during each line-pair, and knowledge of 
results (KR) after each ideographic character was completed (see Figure 15C for an 
example of a character). In the KR paradigm, subjects were shown an example of 
how to draw the line-pair; and then copied the example on a separate writing area on 
the screen while the exemplar remained on the screen.  Ideographic characters were 
randomly chosen from the pool of ten characters, and were presented in three, two-
pair segments (transition 1, line segment 1; transition 2, line segment 2; etc.), in 
order, and with direction cues given in the Example window.  The sample of 
characters was constrained to include only characters with three straight lines and 
three straight transitions.  Real-time, visual feedback of the stylus’ position on the 
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digitizing tablet (with a line trace) was provided to the subject.  Learning occurred 
through repeated iterations of each character’s line-pairs, with a performance 
feedback screen (giving speed and accuracy) presented to the subject after each 
character’s completion.  Figure 16 depicts the timing of the graphomotor sequence 
learning task 
 
The echo-planar imaging (EPI) scan parameters for the functional images 
were:  repetition time (TR)=2000 ms; echo time (TE)=30.0 ms; field of view 
(FOV)=24; slice thickness=5.0 mm; number of slices/volume=30; number of 
volumes=585; flip angle=90 degrees; with a voxel size of 3.75 x 3.75 x 5 mm.  A 
high-resolution (1 mm), FSPGR anatomical scan was performed for each subject, and 




To determine if learning had occurred during the repetitions of the characters, 
kinematic data (normalized jerk –Njerk, a measure of movement smoothness)  was 
examined with a repeated measures ANOVA, with Bonferroni correction (SAS 
Institute, Inc., Cary, NC).  The Njerk score for each iteration was compared to every 
other iteration, to determine if there were significant differences that would indicate a 
learning period.  Before Njerk was computed, the kinematic data was low-pass 
filtered (Butterworth filter; Matlab dual-direction, filtfilt function; filter order = 4; cut 
off frequency = 5 Hz; Nyquist frequency = 33; sampling period = 0.0152s; sampling 
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rate = 66 Hz).  Njerk was computed using the following equation (Contreras-Vidal et 
al., 1998; Kitazawa et al., 1993; Teulings et al., 1997): 
 
                                 ∫= 252 /)(5.0 lengthdurationxtjerkdtNjerk  
 
Where duration is the time to complete the stroke, length is the stroke distance, and 
jerk is the third time derivative of the pen position at a given time point, t. 
 
Neuroimaging 
The neuroimaging data was pre-processed in AFNI (National Institute of 
Mental Health, National Institutes of Health, Bethesda, Maryland, USA; see website: 
http://afni.nimh.nih.gov), with motion correction, binary masking of the brain, and 8 
mm Gaussian blurring.  Because the fMRI data needed to be acquired in one scan (to 
avoid order effects), and the total scan time (with stars task and sequence learning 
task) was almost 20 minutes.  Long fMRI scans present additional challenges for data 
analysis, as the effects of scanner baseline drift have to be addressed.  Due to the 
length of the scan, the baseline (instrumental) drift was non-linear, and could not be 
effectively modeled using standard, AFNI methods (polort polynomial fitting, see 
3dDeconvolve documentation: http://afni.nimh.nih.gov/pub/dist/doc/ 
program_help/3dDeconvolve.html).  To remove spurious global BOLD signal drift 
effects, each subject’s fMRI dataset was normalized by the grand mean (mean over 
all volumes and voxels) and average ventricle signal (any BOLD signal present will 
be non-physiological).  The average value for eight, 2 mm spherical ventricular 
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locations (anterior and posterior ventricle locations, bilateral, at two different z levels) 
was collected for each subject (Fox et al., 2006).  This average (dividing on a per-
volume basis) was used to remove the proportional instrumental drift over time.  In 
addition, the same per volume ventricle values were included in the baseline model of 
the deconvolution (3dDeconvolve, AFNI), along with removal of each subject’s mean 
(polort 0, 3dDeconvolve, AFNI) in order to remove additive instrumental effects.  
This method proved effective in reducing drift effects, as indicated by visual 
inspection of spurious activation per subject.  
 
The predicted hemodynamic response function (HRF) was created by 
inputting the timestamps of each subject’s drawing times (for each line-pair) into 
AFNI’s waver function, and convolving the duration of each line-pair movement with 
a gamma function (an ideal hemodynamic response function –see Figure 17). The 
equation for the gamma response function is hG(t;b,c) = (t/(bc))b x exp(b-t/c); where b 
= 8.6 and c = 0.547 (Cohen parameters), and the function peaks when t=bc, at the 
value of 1 (see AFNI documentation: http://afni.nimh.nih.gov/pub 
/dist/doc/manual/waver.pdf). 
 
Before the deconvolution of the fMRI data with the predicted HRFs, the 
predicted HRFs were multiplied by  binary square wave functions corresponding to 
the 5 time bin segments, in order to produce a predicted HRF for each of the time bins 
(see Figure 18).  Deconvolution of the predicted HRF from the fMRI data involves 
calculating the estimated impulse response function per voxel by minimizing the sum 
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of squares error between the fit of the predicted HRF to the data, and the data (see 
AFNI documentation: http://afni.nimh.nih.gov/pub/dist/doc/manual/ 
Deconvolvem.pdf).  Once deconvolved (AFNI: 3dDeconvolve) the resulting beta 
coefficients per voxel for each subject were entered into a mixed-effects ANOVA 
(Bin x Subject) model (using AFNI 3dANOVA2, see website: 
http://afni.nimh.nih.gov/pub /dist/doc /program_help/3dANOVA2.html).  The mean 
for each time bin was computed (t-test maps), and was smoothed with a 3 mm 
Gaussian filter for presentation purposes.  For visualization purposes, the group 
ANOVA results are projected over a selected subject’s high resolution anatomical 
scan. 
  
Functional connectivity was measured using voxel-based cross-correlation  
(see AFNI website: http://afni.nimh.nih.gov/sscc/gangc /SimCorrAna.html).  Each 
subject’s EPI dataset was transformed into common (Talairach) space (AFNI adwarp 
function); then the brain was masked with a group average, binary mask (AFNI 
3dautomask); the time-series for the region of interest (M1) was extracted (AFNI 
3dmaskave); transposed to column format; and analyzed for correlations using 
3dDeconvolve.  The use of the 3dDeconvolve function allows for the use of the same 
mean removal and ventricle baseline correction as in the sequence learning analysis.  
The same pre-processing was also used (grand mean and ventricle normalization) as 
in the sequence learning study.  The beta values for each subject were converted to z 
scores, for comparison across subjects (AFNI 3dcalc).  A one sample t-test across all 
subjects tested the null hypothesis that there were no differences across subjects, for 
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each voxel.  Voxels with a p<0.001 were reported in the form of a t-map image of the 




Figure 20 shows the average normalized jerk (Njerk) values for all subjects, 
for the 30 character iterations that occurred during the fMRI scanning.  The repeated 
measures ANOVA (with Bonferroni correction for multiple comparisons) of the 
average Njerk values produced only two sets of iterations that were significantly (p < 
0.05) different from each other.  The first character iteration was significantly 
different than iterations 20 – 26; and the second character iteration was significantly 
different than iterations 20; 23-25 (see Figure 20).  All other pairings of the iterations 
were not significantly different.  This significant difference between the first baseline 
character and the 20th  – 26th character iterations indicates that the subjects learned 
the graphomotor trajectories within this time period.  This is important, in that it 
substantiates that sequence learning had occurred, and that the learning occurred 
during the functional neuroimaging scans.  Njerk values for character iterations 26 – 
30 rise above the lowest level found between iterations 20 – 26, but the differences 
are not significant, and may reflect to attentional shifts from the task. 
 
The decrease in the normalized jerk values indicates that the subjects 
improved their performance as they learned the novel sequences, and suggest a 
learning period between the time they started (iteration 1) and when they had 
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acquired the task (iterations 20-26).  This learning period was used to divide the fMRI 
data into five equal time bins (see Figure 21), in order to examine the neural 
activations related to these time periods during motor sequence learning.  A double 
exponential curve (Fit = 29010 * exp(-0.016748*x) + 22734 * exp(-0.75962 * x); 
x=character iterations) best explained the normalized jerk data, and suggests that 
there are two processes involved in motor sequence learning:  an early, fast process 
(bins 1-2); and a second, slower process (bins 3-5).  Thus, the neural activity reflected 
in the BOLD signal change will be related to both the two learning processes (early 
fast; and later, slow), and to the changes in the kinematic measure during the five 
time bins over the course of sequence learning.  In contrast to prior studies, “early” 
sequence learning refers to the subjects’ initial changes in performance and neural 
activity during learning related to the early, fast kinematic process (bins 1-2); 
“middle” learning refers to bins 3-5 (the second, slower learning process); and “late” 
sequence learning refers to bin 5, when the subjects’ performance plateaus.  
 
The first time bin (bin 1) corresponded to the earliest phase of motor sequence 
learning, with the steepest decrease in normalized jerk (see Figure 21, Bin 1). In this 
time period (approximately 2 minutes and 45 seconds), the subject was taking the 
most time per character, and was making the least smooth movements (see Figure 
21).  The second time bin was a time of transition between the early, fast learning 
process in bin (the first exponential of normalized jerk fit); and the second, slower 
exponential-like process that occurs in bins 3 - 5. The timeframe of the second bin 
was from approximately 2 minutes, 45 seconds into the task, to around 5 minutes, 30 
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seconds (timing varied per subject due to randomized jitter to maximize 
deconvolution of effects). Subjects performed drawing motions more smoothly 
(normalized jerk), but their performance was still variable (see Figure 21).   
 
By the third time period of the graphomotor sequence learning task, the 
subjects had been repeatedly writing the ideographic characters for approximately 
five and one-half minutes.  Their performance was slowly improving as seen in the 
gradually decreasing NJerk scores (see Figure 21, Bin 3).  Bin 4 was again a 
transition time in the process of motor sequence learning (see Figure 21, Bin 4).  In 
this time period (approximately 8 minutes, 15 seconds to 11 minutes from the start of 
the task), average normalized jerk score were reduced more from the beginning of the 
time bin to the end, than in bin 3.  The subjects’ motor performance continued to 
improve and reached a plateau by the end of the fourth time bin.   
 
In the fifth time bin, the subjects reached their maximal performance on the 
graphonomic sequence learning task.  Their normalized jerk indices were 
significantly different from when they started (p<0.05, repeated measures ANOVA, 
with Bonferroni correction for multiple comparisons).  Their level of performance 
was relatively stable across the time bin (see Figure 21, Bin 5), as there was a 
reduction in the variability across subjects (see Figure 21; compare standard error 
bars for bins 2-4 and bin 5).  Note that the subjects’ performance decreased after bin 
5.  While this difference was not statistically significant from bin 5, it may represent a 
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change in attention, since the subjects had mastered the task, and had been repeating 
the same four Chinese word characters for almost fifteen minutes. 
 
Neuroimaging Results by Time Bin 
In the first bin, the bilateral frontal pole (see Figure 22A) and dorsal visual 
stream (superior parietal lobule, lateralized to the left –Figure 22D) were significantly 
active beyond baseline (all significance values reported at p<0.01, unless noted 
otherwise).  The inferior parietal lobule was also active bilaterally, lateralized to the 
left (Figure 22C).  The left lateralized ventral visual stream (fusiform gyrus, see 
Figure 22B) was also active during the first time bin. 
 
In the second time bin, there were several noteworthy shifts in activation 
patterns.  The initial bilateral frontal pole activation became left lateralized, and 
focused in a smaller spatial area.  The activations in the left-lateralized dorsal (see 
Figure 23D) and ventral visual (Figure 23A) streams increased in spatial extent, and 
became more bilateral.  In the same manner, the extent of inferior parietal lobule 
activation increased in bin 2, and became less lateralized (Figure 23C).  Significant 
activation in bilateral lateral pre-motor cortex  also began in bin 2 (Figure 23B).   
 
In the third time bin of motor sequence learning, there was a marked change 
in participating networks.  The left superior parietal lobule decreased participation 
and lateralized to the right (Figure 24A); while the sub-cortical basal ganglia 
(bilateral anterior putamen and head of caudate nucleus) and cerebellar (right 
45 
posterior vermis) networks became significantly active for the first time (Figure 24B-
C).  
 
Cerebellar activation, especially right dentate nucleus and anterior vermis, 
were increased in bin 4 (see Figure 25A).  During this period of increased 
performance, the subgenual anterior cingulate cortex was active (Figure 25B), as was 
the left primary sensory cortex near the hand area (Figure 25F).  Also during bin 4, 
the striatum decreased in activation on the left side, shifting to right lateralization 
(Figure 25C).  The right motor strip was significantly active (Figure 25E). during bin 
4 as well.  Interestingly, in bin 4 there were initial indications of midline deactivation 
(see Figure 25D). 
 
The activation in the right dentate nucleus and vermis increased from bin 4 to 
bin 5, and the anterior cingulate cortex activation persisted (see Figure 26C); while 
the posterior parietal, motor, lateral premotor, and primary somatosensory cortical 
regions were all sub-threshold.  The anterior basal ganglia activity was exclusively 
right lateralized at this threshold in bin 5 (Figure 26B).  The midline deactivations 
noted in bin 4 increased in bin 5 (Figure 26D).   
 
Neuroimaging Results of Selected Neural Systems 
Neocortical 
In contrast to the limbic, sub-cortical and proisocortical regions, the 
neocortical areas were predominantly activated at the beginning and middle of the 
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sequence learning process.  The dorsal  premotor cortices were significantly active in 
the first three bins, while the left primary motor cortex was active in the middle three 
time bins (see Figure 27).  Interestingly, the left  SMA was only active in bin 3 (see 
Figure 28); while the bilateral pre-SMA were not significantly different from 
baseline.  Change in he left M1 were seen in the later bins (see Figure 29). 
 
The ventral stream had differing responses in the medial (lingual gyrus) and 
more lateral (fusiform gyrus) regions (see Figure 30).   The lingual gyrus was 
deactivated early, but not late; while the fusiform gyrus was activated early (bins 1-
2), but was deactivated from bins 3 – 5.  In contrast, the dorsal visual stream was very 
active in the early bins, and decreased rapidly to sub-threshold by the later bins, with 
the left side leading the right regions.  Figure 31 depicts the dissociation between the 
early fast process (i.e., SPL), and the second, slower process (i.e., aVER).  Some 
association areas (left inferior parietal lobule; left inferior gyrus; left frontal pole / 
pre-frontal cortex) followed the same pattern of activation as the dorsal visual stream 
and the lateral premotor cortices –in that they were significantly active early, and then 
less active later.  Three of the four areas with the most significant activation 
(p<0.001) in early sequence learning were in association regions (left and right frontal 
pole; inferior parietal lobule), while the fourth was in the dorsal visual stream (SPL).   
 
Subcortical 
The participation of the subcortical regions was clearly during the second, 
slower phase of motor sequence learning (bins 3-5).  Cerebellar, basal ganglia, and 
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thalamic regions were significantly deactivated during early motor sequence learning.  
Basal ganglia (left hCN, aPUT) were super-threshold for the first time in bin 3, and 
persisted through bin 5 (see Figure 32 for an example).  The ventral lateral thalamic 
region (vl TH) followed a similar pattern. 
 
The cerebellum also participated in the middle to late portions of sequence 
learning, during the second, slower learning process (Figure 33).  The right aVER 
became significantly activated in bin 4, after the basal ganglia had already engaged in 
bin 3, and followed a different time-course of activation than the basal ganglia.  The 
basal ganglia peaked in activation in bin 4, then receded in bin 5, when the subject’s 
performance reached a plateau.  In contrast, right aVER engaged after the basal 
ganglia, but continued to increase in activation level in bin 5, after the basal ganglia 
had begun to disengage (see Figure 34).   
 
Hemispheric Differences 
As expected, there were hemispheric differences observed during the task.  
Figure 35 shows the difference between the left and right primary / sensorimotor 
cortices during motor sequence learning.  Note that the difference is not solely due to 
the left hemisphere’s role in moving the wrist / fingers, because that process has been 
included in the baseline condition.  The remaining left M1/S1 activity should be 




Default Mode Network (DMN) 
Midline regions related to the default mode network (DMN) have been found 
to be deactivated relative to attentionally-intensive activity (Greicius & Menon, 2004; 
Greicius et al., 2004).  So it is surprising that during early graphomotor sequence 
learning (bins 1-2), one of the most active regions is the bilateral frontal pole.  After 
bin 2, the left frontal pole becomes sub-threshold, and by bin 4-5, it is significantly 
deactivated.  In contrast, the left temporal pole is significantly deactivated early (bins 
1-2), and is significantly activated during late sequence learning (bin 5 –see Figure 
36).  The midline, default mode network regions became significantly deactivated 
only in bins 4-5 (see Figure 37).   
 
Limbic system   
In general, the limbic and paralimbic regions followed a pattern of significant 
deactivation early in motor sequence learning (bins 1 and 2), and moved in a 
relatively linear manner to significant activation in bins 4 and 5 (see Figure 38).  The 
negative and positive peak values were usually bin 1 (negative peak) and bin 5 
(positive peak).  When significant transitions occurred, they were exclusively 
between bins 1 and 2, or 2 and 3, and were always in a positive direction.   
  
Functional connectivity during motor sequence learning 
Introduction 
Functional connectivity, as measured by cross-correlation, is a measure of the 
cohesiveness of activation patterns between neural regions.  In a preliminary analysis 
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of functional connectivity, we have focused on two regions of interest:  the left 
primary motor cortex; and the left superior parietal lobule.  M1 is a focus, because the 
production of the pen motions in the character sequence learning task is ultimately a 
motor task, so we have examined the changes in connectivity between the 
contralateral primary motor cortex (left M1) and other regions of the brain involved 
with sequence learning, during the five time bins.  In the kinematic analysis of 
sequence learning, two distinct processes (early, fast; and later, slow) were found.  
For the preliminary functional connectivity analysis, the left superior parietal lobule 
was examined during motor sequence learning, because it participated in the early, 
fast portion of sequence learning; while the primary motor cortex participated 
differentially in the second, slower phase. 
 
Left Primary Motor Cortex 
In early learning (bin1: early, fast phase of sequence learning), left M1 was 
positively connected bilaterally (to right M1); to the left SMA, and to the right aVER 
(see Figure 39).  left M1 was also negatively coupled with the right FP in bin 1.  By 
the second time bin, M1 was positively connected to bilateral aPUT, to left pre-SMA; 
while the functional connection with right aVER persisted (Figure 40).  In the third 
bin (second, slower sequence learning process), left M1 was positively connected to 
left  anterior and middle PUT, bilateral TH, pre-SMA and aVER (Figure 41).  
Negative cross-correlations existed between left M1 and B dPMC, as well as the left 
v insula.  In the fourth time bin, M1 was positively functionally connected to:  right 
DN, right aVER, SMA / pre-SMA; and bilateral TH (Figure 42).  There was also a 
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negative functional connection between left M1 and right FP in bin 4.  And, in the 
final bin, M1 was positively connected to: left middle PUT, SMA / pre-SMA 
(decreased from bin 4), bilateral TH, right DN and right aVER (Figure 43). 
 
Left Superior Parietal Lobule 
During bin 1, the left SPL was positively connected with the left IPL, and the 
ventral stream (fusiform gyri) bilaterally (see Figure 44).  There was a significant 
(p<0.01) negative relationship between left SPL and: m subgenual ACC; left aPUT; 
left hCN; middle PUT; posterior PUT; left SMA; and left M1 during the early, fast 
portion of motor sequence learning.  The majority of these connections changed in 
bin 2, leaving significant positive cross-correlations only between left SPL and the 
right cerebellar hemisphere; left fusiform gyrus; and the left IPL (see Figure 45).  In 
bin 3, the positive functional connection between left SPL and left IPL became 
bilateral (left and right IPL); and the connection with left fusiform persisted (see 
Figure 46).  A negative relationship with the right DN and left M1 began in bin 3. Bin 
4 showed numerous changes in the functional connectivity of the left SPL (see Figure 
47).  Negative connections included:  bilateral frontal pole; m subgenual ACC; left 
hCN; and left M1.  the positive cross-correlations with left SPL in bin 4 were:  m 
aVER; left vlPFC; and the left middle temporal gyrus.  In the final learning bin (bin 
5), left SPL was positively functionally connected to: right DN; B aVER; left middle 
temporal; B MT/V5; and right SPL (see Figure 48).  Negative couplings included: 




This dissertation has sought to expand current understanding of how the brain 
learns and programs motor sequences, specifically, sequences of stroke movements 
by the wrist and fingers.  Further insight into sequence learning will increase our 
knowledge of how regions of the brain work together mechanistically, in order to 
represent and transform information; and may eventually help us to understand 
aspects of neurological disorders such as Parkinson’s disease, stuttering, or aphasia. 
 
Prior animal and human research on sequence learning has led us to focus on a 
set of neural regions related to: control of visuomotor reaching tasks (frontal-parietal 
network); visually locating and identifying objects in space (dorsal and ventral visual 
streams; visual are MT / V5); encoding and organizing movement plans (cortico-
striatal networks; pre-motor regions); error detection and movement refinement 
(cortico-cerebellar networks).  An analysis of the task being employed in the study 
(learning ideographic characters) led to predictions that: the dorsal visual stream 
would be involved in location of hand and target (line) positions in space, visual 
feedback, and motion tracking; motor plan formulation would also involve premotor 
regions; execution of the motor plans would include primary motor cortex; 
somatosensory feedback as the hand moved would involve primary somatosensory 
cortex; encoding movement sequences would involve the cortico-striatal networks; 




The current study adds to this knowledge base by adding a novel, 
graphomotor task; separation of the sequence learning process from basic motor and 
visual processing; concurrent analysis of cortical and sub-cortical regions, and their 
interactions; detailed kinematic analysis of performance; and an analysis of the 




How graphomotor sequences are learned  
The primary question of the current research study was to find out how motor 
sequences are learned, or “chunked;” what brain regions are involved in the process; 
and to gain a basic understanding of the timing of the brain regions’ participation in 
sequence learning.  From the results of the study we can posit the elements of a model 
to explain how graphomotor sequences are learned  (see Figure 49).  
 
The results (kinematic and neuroimaging) indicate that sequence learning of 
graphomotor trajectories involved overlapping processes.  Initially, the movements 
for the sequences were mapped spatially (visuomotor mapping) (Battaglia-Mayer et 
al., 2003a; Battaglia-Mayer et al., 2001; Battaglia-Mayer et al., 2003b; Battaglia-
Mayer et al., 2006).  This involved the dorsal and ventral visual streams being 
coactive with premotor regions; as well as visual motion tracking of the pen 
movement in area MT / V5 (Burnod et al., 1999; Caminiti & Johnson, 1992; Caminiti 
et al., 1996; Caminiti et al., 1998; Caminiti et al., 1999).  These regions appeared to 
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participate in identifying the appropriate set of motor plans of the lines for the novel 
sequences (consonant with Seitz, et al., 1994, 1997).  During this early, fast learning 
phase, the subcortical regions were surprisingly deactivated; and the bilateral frontal 
poles were activated –perhaps managing the rules for the task (Wise et al., 1996). 
 
In the next process in graphomotor sequence learning, the motor plans 
“winners” became gradually more accurate, as did the modified motor parameters. 
This was probably accomplished through interactions with the error detection system 
(CB, dPMC).  The discrepancies between the ideal line-pairs and the actual line-pairs 
drawn were used to modify the sets of motor plans, criteria for best motor plan 
parameters for best motor plan, and parameters for transitions between lines.  In this 
manner, the sequence was progressively encoded in a more accurate representation, 
probably in the dPMC and associative basal ganglia.  As the sensorimotor and visual 
feedback refined the selection criteria to a stable level, the visual areas were not 
needed, and were no longer activated with respect to the basic “visuomotor network” 
–similar to Muller, et al.’s findings (Muller et al., 2002) .  The emphasis shifted from 
mapping to refining the internal representation of the novel sequences (best motor 
plans, motor plan parameters, and transition encoding); and to optimizing the 
movements for speed and efficiency.  This optimization persisted after the sequence 
had been encoded (optimal performance), and involved the anterior vermis in the 
cerebellum, which fits Hikosaka, et al.’s findings and model (Hikosaka et al., 1998; 
Hikosaka et al., 1999; Hikosaka et al., 2002a; Hikosaka et al., 2002b; Nakamura et 
al., 1998; Nakamura et al., 1999). 
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Default Mode Network 
Prior research would predict that the default mode network regions would be 
deactivated during early motor sequence learning (Greicius et al., 2003; Greicius & 
Menon, 2004; Greicius et al., 2004).  The surprising timing of the deactivation of the 
default mode network (DMN) regions (only after the graphomotor sequences have 
been encoded) and the activation of the medial prefrontal cortex during early learning 
may indicate the need to re-evaluate the current theories on the DMN’s relationship to 
task performance.  From the current results, it appears that the DMN deactivations 
commonly found when effortful tasks are performed were not present until the tasks 
had been nearly completed.  This finding would be consonant with the understanding 
of the DMN as participating in internally-generated neural processes, but would 
indicate that effortful tasks require the suspension of the DMN activity, and that 
DMN deactivation only occurs when the task is less effortful (Greicius et al., 2003; 
Greicius & Menon, 2004).   
 
Relationship of kinematic and neuroimaging results to the task analysis and 
predictions 
Visuomotor mapping 
The roles of visual processing systems in early graphomotor sequence 
learning were confirmed.  The dorsal stream activation early (SPL) is reflective of 
target and hand location in space; visual motion  (tracking of the pen motion) was 
related to MT /V5 activity.  Object encoding –efforts to classify the novel examples 
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as objects –involved the ventral visual stream (fusiform and lingual gyri), and visual 
and somatosensory feedback integration was indicated by IPL activation during early 
sequence learning. 
 
The parietal-frontal network for reaching was involved in the sequence 
learning task, with the exception of the dorsolateral prefrontal cortex (only 
significantly different from baseline in the third time-bin).  This difference may be 
related to the graphomotor task, in which the exemplar was present continually, so 
less visual working memory was required (Burnod et al., 1992; Burnod et al., 1999; 
Caminiti & Johnson, 1992; Caminiti et al., 1996; Caminiti et al., 1998; Caminiti et al., 
1999).  Supplementary motor area and pre-supplementary motor areas were also 
expected to participate in motor sequence learning and production, from the 
Hikosaka, et al. model (Hikosaka et al., 1998; Hikosaka et al., 1999; Hikosaka et al., 
2002a; Hikosaka et al., 2002b).  This difference from prior findings may be related to 
the task not being self-generated, but externally-guided (Elsinger et al., 2006).  The 
dorsal PMC, M1, and PPC were involved in graphomotor sequence learning beyond 
the basic production of hand / pen movements (Seitz et al., 1994; Seitz et al., 1997). 
 
Sequence Learning 
The results of the current study indicate that the premotor regions play a 
critical role in sequence learning.  Interestingly, the lateral premotor (dorsal PMC) 
areas that were involved, and not the medial (SMA and pre-SMA) as previously 
reported by Hikosaka, et al. (Hikosaka et al., 1998; Hikosaka et al., 1999; Hikosaka et 
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al., 2002a; Nakamura et al., 1998; Nakamura et al., 1999).  In Hikosaka, et al.’s task 
(sequential button push), the exemplar was not present throughout the time that the 
subject performed the sequence.  Because of this, Hikosaka, et al.’s task involved 
both self-initiated movements and working memory, while the current task was 
externally-initiated and didn’t require extensive working memory (exemplar was 
always present) (Elsinger et al., 2006).  This may account for the participation of the 
dorsal PMC instead of the SMA / pre-SMA.  The importance of the dorsal PMC is 
also reflected in its activation throughout both the visuomotor mapping and encoding 
/ reinforcing phases of sequence learning.  The activity of the dorsal PMC bridged the 
first, fast and the second, slow phase of sequence learning, reflecting involvement in 
both the early (cortical visual-motor kinematic mapping) and later (subcortical motor 
dynamic encoding) processes (Wise et al., 1997). 
 
In the first, fast portion of sequence learning, we expected associative 
compartment (aPUT, hCN) basal ganglia activation, but the associative BG did not 
participate until middle of sequence learning process.  This finding may be because 
the exemplar was given; so little exploration of the workspace was needed (a BG 
function).  In Hikosaka, et al.’s research, the task involved trial and error learning, 
which would necessitate BG activation early; the current task used error feedback 
learning, which may not have necessitated early BG activation.  Another possibility 
for the timing of the BG participation is that the visuomotor mapping processes have 
not been separated from early sequence learning before the current study.  By having 
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an ‘early’ and ‘late’ binning of the neuroimaging data, previous studies may have 
inadvertently combined these processes. 
 
Hikosaka, et al.’s Model 
Hikosaka, et al.’s model of anterior compartment activation (hCN, aPUT) 
before sensorimotor compartment (mPUT, aVER) activation was supported by 
current data.  The timing is somewhat altered (associative compartment was primarily 
active in the middle section of the learning process; sensorimotor was primarily active 
in the late section, when the performance was optimal).  As a part of Hikosaka, et 
al.’s model, we expected cerebellar activation (lateral cerebellar cortex) early in 
sequence learning(performing error feedback)  as well as late (performing movement 
refinement by adjustment of motion parameters).  The results of the current study 
only found cerebellar participation in the latter portions of motor sequence learning.  
The form of error feedback found predicted at the beginning of sequence learning 
may be related to basic movement initiation and correction, which was removed by 
using a hand movement in the baseline.  The finding of cerebellar error feedback 
participation only during later learning indicates that error detection during early  
sequence learning may involve the visual and dorsal premotor systems; and that later 
sequence learning error detection involves anterior vermis error detection.  
  
Additional Findings 
It was interesting to note that there was a shift from bilateral, frontal pole 
activation during early sequence learning, to left temporal pole activation as the 
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characters were encoded.  This shift during the process of sequence learning may 
reflect conscious effort to master the task (FP activation early); and later, less 
effortful performance of the sequences (TP activation late).  The timing of this shift 
corresponds to the changes in the default mode network –when sequence encoding is 
nearing completion (bin 4), the DMN becomes deactivated, and that deactivation 
increases as the performance is optimized in bin 5.  The frontal pole to temporal pole 
shift may reflect both the change in level of automaticity of sequence learning and 
performance, and that neural resources have been freed up from sequence learning 
task for other, internal processes (reflected in increased DMN deactivation) (Greicius 
et al., 2003; Greicius & Menon, 2004). 
 
Functional Connectivity 
 Preliminary functional connectivity analysis produced useful, complementary 
data to the standard contrast methods, indicating that neural regions participated in 
motor sequence learning networks prior to activations that were significantly different 
from baseline.  An important example was the cross-correlation between the left 
primary motor cortex and the left anterior putamen beginning in bin 2, when the left 
anterior putamen only became activated significantly beyond baseline in bin 3. 
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Chapter 4: Encoding of Graphomotor Sequences 
Introduction 
In a healthy human adult, most of the routine activities of the day –walking, 
talking, opening a door, reaching for a glass of water – are tasks that are done with 
little or no conscious thought or effort.  These (and many other) motor sequences 
have been “chunked” into easily accessible, highly automatic sequence units.  Once 
packaged as a unit, these often complex sequences of motor behaviors can be 
produced easily and effortlessly.   
 
Because of the ubiquitous nature of this function of the brain (organizing 
previously-learned sequences into a novel unit), as well as the impairment of this 
process through a variety of neurological disorders (Parkinson’s disease, for example 
–see Smith and McDowall, 2005), it is important that we understand how the brain 
encodes and represents sequences.  It is also possible that the study of the 
mechanisms by which novel sequences are encoded in the brain may give us insight 
into the neural strategies for representing environmental context, physical sensory 
information, and the translation of intention into motor activity. 
 
Prior research in this area has resulted in at least two principle, competing 
theories of how novel sequences are encoded in the brain.  The first, exemplified by 
the Grossberg, et al. model, posits that the first element of the sequence is selected by 
a competitive process (competitive cueing), in which numerous movement plans are 
compared against the intended movement (Cohen & Grossberg, 1986).  The “winner” 
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of this competition becomes the first element of the movement sequence.  After a 
second competition, the second element is selected, and is attached to the first (see 
Figure 13).  In this manner, all of the elements of the new sequence are assembled, 
serially, until the final sequence is encoded.  To enact the newly-coded sequence, the 
first movement is initiated, and a peak-velocity detection network is triggered.  This 
system senses when the movement has reached its peak velocity, and when this is 
accomplished, begins the preparation of the next movement segment.  Grossberg, et 
al. have modeled this method for sequence encoding successfully with the VITE, 
VITEWRITE, and AVITEWRITE models (Contreras-Vidal & Stelmach, 1995; 
Grossberg & Paine, 2000; Paine et al., 2004). The Grossberg, et al. model has also 
served as the theoretical framework for later neurophysiological studies of sequence 
learning (Hikosaka et al., 1998; Hikosaka et al., 1999; Hikosaka et al., 2002a; 
Nakamura et al., 1998; Nakamura et al., 1999).  A limitation of the Grossberg, et al. 
model is that it focuses principally on cerebellar interactions with motor and parietal 
cortices, when animal (Alexander et al., 1986; Fujii & Graybiel, 2003; Fujii & 
Graybiel, 2005; Middleton & Strick, 1994; Middleton & Strick, 1997c; Middleton & 
Strick, 1997a; Middleton & Strick, 1997b; Middleton & Strick, 2000b; Middleton & 
Strick, 2000a; Middleton & Strick, 2001; Middleton & Strick, 2002; Strick et al., 
1993; Strick et al., 1995; Tanji et al., 1995; Tanji, 2001)and human research (Doyon 
et al., 1996a; Doyon et al., 2002; Doyon et al., 2003; Doyon & Benali, 2005; Lehericy 
& Gerardin, 2002; Lehericy et al., 2004a; Lehericy et al., 2004b; Lehericy et al., 
2005a; Lehericy et al., 2005b; Sakai et al., 1998; Sakai et al., 2000; Sakai et al., 2002; 
Sakai et al., 2003; Sakai et al., 2004; Seitz et al., 1994; Seitz et al., 1997) on motor 
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sequence learning  have indicated that broad networks of cortico-striatal, cortico-
cerebellar, and cortico-cortical networks are involved in encoding and producing new 
sequences. 
 
A second theoretical framework for the encoding of novel sequences has been 
contributed by Verwey, et al.(Verwey, 2001).  In this model, there are at least two 
processing systems involved in motor sequence learning.  The first processor selects 
the appropriate movement programs from the available pool of learned movements, 
and organizes them into a sequence as closely related to the intended sequence as 
possible.  The second neural processor then enacts the newly-defined sequence, in the 
proper order (see Figure 14).  The implication of the Verwey, et al. model is that the 
new sequence is “chunked” at one time, instead of serially, in the Grossberg, et al. 
theory (Cohen & Grossberg, 1986).   
 
Research questions 
Building on the prior study on the neural substrates of graphomotor sequence 
learning, we will examine candidate brain areas that potentially could show 
activations related to the methods of encoding employed by neural networks during 
sequence learning.  To examine the neural networks and mechanisms involved in 
establishing the internal representations of novel motor sequences, we have 
developed a novel behavioral task –learning to draw novel ideographic characters, 
from well-learned handwriting strokes.  This task is ideal for examining motor 
sequence learning during neuroimaging (functional magnetic resonance imaging –
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fMRI) of the subject’s brain.  The utility of this graphomotor task in studying 
sequence learning lies in the fact that the strokes (drawing short, straight lines) are 
highly overlearned for adult writers; while the sequential aspect of the task (the order 
of the strokes that comprise each character) is completely novel to the subject.  This 
graphomotor (drawing) task is also ideal for use in the MRI scanner, as handwriting 
strokes produce little movement that would create artifacts in the imaging.   
 
Another advantage of this task was the ability to collect relatively rich, 
kinematic data (the changes in pen position on the digitizing tablet).  This kinematic 
data yielded information on the speed, accuracy, and smoothness of character 
production, in addition to timing information (when the movement occurred).  
Changes in the subjects’ performance in producing the characters were captured by 
kinematic measurement during the fMRI scanning (see Figure 20).  The functional 
neuroimaging dataset was then divided into bins using the changes in subject 
performance (Figure 21).  The timing information from the kinematic data collection 
was also important for the event-related fMRI analysis to determine whether 
sequences are encoded sequentially or in a group; and to determine which cortical and 
sub-cortical networks are involved in sequence encoding.   
 
In the graphomotor task, subjects learned ideographic characters.  Each 
character consisted of six movements –three line pairs, which the subjects saw on a 
screen, and drew (with real-time feedback).  Thus the task required subjects to learn a 
sequence of three line-pairs (that is, two-stroke movements).  By examining the 
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relative BOLD response of candidate neural regions participating in motor sequence 
encoding to each line-pair (LP), the two competing theories (serial vs. group 
encoding) can be tested.  By averaging across each of the bins, we examined the 
differences in BOLD signal activity in all line-pair ones (LP1) vs. line-pair twos 
(LP2) vs. line-pair threes (LP3).  If Grossberg, et al.’s model (Cohen & Grossberg, 
1986)is correct, then the average neuronal effort for LP1 should be greater than for 
LP2, which should be greater than for LP3 (LP1>LP2>LP3) by the end of the 
sequence learning process.  This decreasing pattern would indicate that LP1 has been 
encoded multiple times (LP1; LP1+LP2; LP1+LP2+LP3), which would reflect serial 
encoding.  If the Verwey, et al., model is correct, then the neuronal effort reflected in 
the BOLD response should be the same for all three line-pairs (LP1=LP2=LP3).  This 
equal pattern would potentially reflect the simultaneous encoding by one processor, 
with subsequent enactment by a separate processor.  
 
Predictions 
It is expected that candidate brain areas will show ordered encoding effects in 
the kinematic and neuroimaging measures.  If the sequences were encoded serially, 
then the kinematic and neuroimaging measures of the candidate regions should reflect 
a higher level of performance (in the kinematic measures) for line-pair 1 (it is 
encoded repeatedly as the other line-pairs are attached).  This repetition of line-pair 1 
should also produce a larger fMRI BOLD response in candidate regions for line-pair 
1 than for line-pairs 2 and 3.  If the sequences are encoded simultaneously, then there 
should be no difference between the kinematic and fMRI BOLD response in 
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candidate areas for line-pairs 1, 2 and 3.  It is also expected that if the sequences are 
encoded serially, the encoding should begin relatively early in the sequence learning 





Nineteen right-handed healthy subjects were successfully scanned, with Mini-
Mental Status Exam (MMSE) scores greater than 27 (mean 29.58, std 0.79).  Of the 
nineteen, twelve subjects demonstrated significant sequence learning on the kinematic 
measures employed (normalized jerk, see below), and were included in the study (4F, 
8M; average age = 34.08 years; std = 6.69 years) .  All subjects were pre-screened for 
absence of seizure, neurological disorders, chronic substance abuse and chronic 
mental illness, as well as for MRI safety.  All subjects gave informed consent, 
according to National Institutes of Health Protocol 92-DC0-0178, and University of 
Maryland IRB requirements; and were screened for MRI safety according to the 
National Institutes of Health Nuclear Magnetic Resonance Center Policy.  Subjects 
were paid $100.00 for the scan session.  
 
Behavioral task. 
In this paradigm, naïve subjects learned to draw ideographic word characters 
(Figure 15C) while being scanned in a 3 Tesla G.E. MRI scanner (see Figure 15A).  
The subjects saw an example of a pair of lines from the character, and then would 
65 
draw them on a digitizing tablet, (with real-time, visual feedback on a separate space 
on the screen –see Figure 15B).  Each character (four characters randomly chosen 
from a pool of ten) that the subject learned had three pairs of lines, and was repeated 
9 times each (the first 30 iterations were during the fMRI scan session).  The ten 
characters were constrained to all have only three straight lines and three straight 
transitions (for a total of six lines, or three line-pair sets). Subjects drew each of the 
three line-pairs (1 character), and were then given visual knowledge of results (KR), 
showing their speed and accuracy on that character.  They also received real-time 
visual feedback of the pen movements during the copying of each line-pair.  Subjects 
drew their characters on a non-ferromagnetic, digitizing tablet.   
 
Data collection. 
All fMRI data was collected on a 3 Tesla, GE scanner at the National 
Institutes of Health, Bethesda, Maryland, USA with a standard head coil.  Kinematic 
data was collected with a TouchScreen non-ferromagnetic, digitizing tablet 
(MagConcepts, Inc), sampling {x y} at 66 Hz.  Each subject completed a pre-scan 
training on drawing stars (26 stars, drawn outside the scanner), and the same task was 
performed in the scanner (six stars, for two and one-half minutes), in order to 
familiarize the subjects with the mapping of the visuomotor task in an unfamiliar 
position.   A vacuum pillow was used to help stabilize the subject’s head, and the 
subjects had their right arm supported by a custom designed, Plexiglas© support, to 
constrain motion (see Figure 15B). 
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A mirror on the head coil allowed the subject to see a screen, upon which 
instructions and the experimental tasks were presented (see Figure 15A).  The start of 
the behavioral task was synchronized with the first TTL pulse from the GE  MRI 
scanner, using a data acquisition card (NI-DAQ 6062e PCMCIA board, National 
Instruments, Austin, TX), and the Matlab data acquisition toolbox (Mathworks, Inc., 
Natick, MA).  This allowed for the time-stamping of each instruction presented, each 
response made by the subject, each feedback screen, and the fixation times, all 
relative to the first MRI TTL pulse.   
 
The echo-planar imaging (EPI) scan parameters for the functional images 
were:  repetition time (TR)=2000 ms; echo time (TE)=30.0 ms; field of view 
(FOV)=24; slice thickness=5.0 mm; number of slices/volume=30; number of 
volumes=585; flip angle=90 degrees; with a voxel size of 3.75 x 3.75 x 5 mm.  A 
high-resolution (1 mm), FSPGR anatomical scan was performed for each subject, and 
co-registered with the functional images in AFNI. 
 
Data analysis. 
The neuroimaging data was pre-processed in AFNI (National Institute of 
Mental Health, National Institutes of Health, Bethesda, Maryland, USA; see website: 
http://afni.nimh.nih.gov), with motion correction, binary masking of the brain, and 8 
mm Gaussian blurring.  Because the fMRI data needed to be acquired in one scan (to 
avoid order effects), and the total scan time (with stars task and sequence learning 
task) was almost 20 minutes, effects of scanner baseline drift had to be addressed.  
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Due to the length of the scan, the baseline (instrumental) drift was non-linear, and 
could not be effectively modeled using standard, AFNI methods (polort polynomial 
fitting).  To remove spurious white matter “activation” and overall scan drift effects, 
each subject’s fMRI dataset was normalized by the grand mean (mean over all 
volumes and voxels).  The average ventricle value for eight, 2 mm spherical locations 
(anterior and posterior ventricle locations, bilateral, at two different z levels) was 
collected for each subject. (Fox et al., 2006)  This average (dividing on a per-volume 
basis) was used to remove the proportional instrumental drift over time.   
 
To examine the order of line-pair encoding, each subject’s EPI dataset was 
transformed into common (Talairach) space; and was binned into the 5 time bins 
defined in the sequence learning kinematic (Njerk) analysis.  For each time bin, the 
average response across all iterations (5) of the characters was computed, using the 
time-stamps of each first line-pair (Figure 50).  A custom program (Rasmus Birn, 
National Institute of Mental Health, National Institutes of Health, Bethesda, MD, 
USA) was used to find each first line-pair time point, and to segment the dataset to 
include the next 18 repetition times (TRs) as lags from that time point.  The BOLD 
responses of the five character iterations were averaged per lag, giving an average 
BOLD response per voxel, per line-pair, per subject, for each of the five time bins.  A 
one sample t-test was used to examine the BOLD response for the three line-pairs, per 
voxel, for each time bin.  Candidate neural regions (left primary motor cortex, left 
and right supplementary motor cortex, left ventral lateral thalamus), defined in the 
sequence learning analysis as being involved in graphomotor sequence learning were 
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examined.  These regions were compared to a control  (right amygdala), to examine 
changes in BOLD activation patterns that might reflect the organization of the line-




A two-way, repeated measures ANOVA, with correction for multiple 
comparisons was undertaken for each of the two kinematic measures:  movement 
time (MT) and normalized jerk (Njerk), per time bin (line-pair x bin).  The analyses 
used average MT and Njerk per time-bin as the repeated measure, with line-pair as a 
covariate.   
 
Neuroimaging   
In a proof of concept analysis, descriptive measures of the BOLD signal 
(percent signal change) per line-pair were used to determine if differences between 
the candidate regions and the control region could be detected.  Caution: the results 
should be viewed as exploratory, due to the unknown effects of temporal jittering of 




Movement time (MT) for line-pairs 1 and 2 were relatively similar during 
sequence learning (see Figure 51) LP3 was produced more quickly from the first 
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iteration, and shows a much sharper learning curve than LPs 1 and 2.  A repeated 
measures ANOVA of MT showed significant line-pair (p<0.0001), bin (p<0.005), 
and line-pair by time-bin interaction effects (p=0.0001).  In a similar manner, LP3 
was produced more smoothly, and demonstrated a different learning trend than LP1 
and LP2 (Figure 52).   A repeated measures ANOVA for Njerk indicated that there 
was a significant effect for line-pairs (p<0.0001), and the interaction between bins 
and line-pairs (p<0.005), but not for bins (p>0.05).   
 
 Neuroimaging 
The BOLD activations for each line for the right amygdala (used as a control), 
showed no line-pair related differences in the BOLD signal (see Figure 53).  In 
contrast to the control, the left supplementary motor areas (SMA) showed BOLD 
activity that was related to the line-pairs (see Figure 54).  In left SMA there appeared 
to be an ascending pattern (LP1<LP2<LP3) in bin 1, during the early, fast phase of 
motor sequence learning.  During bins 2 and 3 (the beginning of the second, slower 
phase of sequence learning), the pattern shifted, and the BOLD response for LP2 was 
larger than for both LP1 and LP3.  In the later time-bins (4-5), the BOLD activation 
pattern again shifted, with LP1 and LP2 being approximately equal; and both being 
larger than the response for LP3. 
 
The clearest response to the three line-pairs was found in the left primary 
motor cortex (Figure 55).  In bin 1, left M1 displayed an ascending pattern of BOLD 
activation relative to LP order (LP1<LP2<LP3).  In bin 2, the pattern was similar to 
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the left SMA (in bins 2-3): the LP2 BOLD response was larger than the response for 
LP1 or LP3.  However, the left M1 pattern diverges in bin 3, where the BOLD 
activations for the three line-pairs were equal.  In bin 4, there was a descending order 
(LP1>LP2>LP3); and in bin 5, the BOLD activation pattern shifted to LP1=LP2; both 
LP1/LP2> LP3.  This pattern was similar to the bin 5 pattern seen in the left SMA.  
 
Discussion 
The current study examined the kinematics of individual line-pair stroke 
production during the learning of novel graphomotor sequences, to find if differences 
due to the order of encoding were evident.  There are two main, competing 
hypotheses on the manner in which the brain encodes sequences of actions:  either 
serially, per Grossberg, et al. (Cohen & Grossberg, 1986), or as a group, consonant 
with the Verwey, et al. model (Verwey & Dronkert, 1996; Verwey, 2001; Verwey, 
2003a; Verwey & Eikelboom, 2003).  Because the sequence learning task (learning to 
draw ideographic characters) involved three, distinct sets of line-pairs, the average 
kinematic measure of performance (normalized jerk) could be captured for multiple 
time-frames (bins) during the sequence learning process.  It was predicted that 
Grossberg, et al.’s theory of serial encoding (Cohen & Grossberg, 1986) would result 
in a decreasing pattern of line-pair differences in the kinematic measures of sequence 
learning.  This difference would be due to the repeated encoding of line-pair 1, as 
line-pairs 2 and 3 were added to line-pair 1.  However, if the group encoding model 
was correct (Verwey & Dronkert, 1996; Verwey, 2001; Verwey, 2003a; Verwey & 
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Eikelboom, 2003), there should be little or no difference between line-pairs in the 
kinematic results for the line-pairs. 
 
Order of Encoding of Graphomotor Sequences 
The kinematic data indicate that the third line-pair was produced in a different 
manner than line-pairs 1 and 2.  Significant effects were found for line-pairs in 
repeated measures ANOVAs for movement time and normalized jerk.  LP3 was 
produced more quickly and more smoothly throughout sequence learning than LPs 1 
and 2, and had a decrease across bins (in both MT and Njerk) while LP1 and LP2 did 
not.  LP3 had access to the error feedback from all three line-pairs, as well as the 
knowledge of results, while LPs 1 and 2 had less error feedback.  This discrepancy 
may relate to the differences in kinematic performance (movement time and 
normalized jerk).  If so, then the preliminary data do not support either the Grossberg, 
et al. sequential encoding model (Cohen & Grossberg, 1986), or the Verwey, et al., 
multi-processor group encoding theory (Verwey, 2001; Verwey, 2003a; Verwey, 
2003b; Verwey & Eikelboom, 2003), but may indicate that the order of learning is 




Chapter 5:  Conclusions 
Summary of findings 
The current study consisted of two analyses:  the first analysis was a 
systematic examination of the neural regions participating in motor sequence 
learning, including the temporal dynamics of each brain network’s involvement, and 
the functional connectivity between selected regions during the learning process.  The 
second analysis involved a kinematic examination of the order in which the elements 
of the novel sequence are encoded.  A novel graphomotor task (drawing ideographic 
characters) was introduced, which proved to be effective for the combined collection 
of kinematic and neuroimaging data during sequence learning.  A review of previous 
animal and human research on sequence learning, and analysis of the ideographic 
character task led to specific predictions of cortico-striatal, cortico-cerebellar, and 
cortico-cortical networks involved in sequence learning.   
 
In the examination of the sequence learning process, the statistical analysis of 
a selected kinematic measure of learning (normalized jerk) resulted in the definition 
of a significant learning period that occurred during fMRI scanning.  The kinematic 
data also allowed for the sectioning of the neuroimaging data into time bins that 
related to sections of a double exponential learning curve, which best characterized 
the kinematic data.  The double exponential fit also indicated that an early, fast 
learning process merged with a slower process.  The changes in BOLD activity in 
fMRI data over the time course of sequence learning within specific neural networks 
has led to a model of how the brain encodes graphomotor sequences. 
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A model of graphomotor sequence learning 
Graphomotor sequence learning involved the interplay of numerous cortical 
and subcortical neural regions, as the novel sequences are learned.  In early learning, 
visuomotor mapping involved dorsal visual stream and the dorsal premotor areas (per 
(Burnod et al., 1999; Caminiti & Johnson, 1992; Caminiti et al., 1996; Caminiti et al., 
1998; Caminiti et al., 1999; Lacquaniti et al., 1995).  The dominant role of the 
posterior parietal cortex in this graphomotor sequence task is consonant with the 
Seitz, et al. studies involving graphomotor learning  (Seitz et al., 1994; Seitz et al., 
1997).   
 
Selected cortical activation and subcortical (associative basal ganglia and 
cerebellum) deactivation occurred during early, fast sequence learning.  This pattern 
shifted to specific areas of subcortical activation and cortical (dorsal visual stream) 
inactivation in the later, slower process of sequence learning, which is reminiscent of 
the results from the Floyer-Lea, et al. study (Floyer-Lea & Matthews, 2004).  The 
early deactivation of subcortical may represent a resetting function within the 
sequence encoding networks, as the highest level of errors (measured by Njerk) were 
produced in the early, fast phase.  
 
In the second, slower learning phase, the visual regions become less active, 
and the encoding networks become activated –which is comparable to the findings of 
the Muller, et al. study (Muller et al., 2002).  This indicates the shift from a 
predominantly visual emphasis in the first learning phase, to a motor encoding 
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emphasis during the second, slower phase of sequence learning.  Within the second 
learning phase, there was also a difference between the basal ganglia and cerebellar 
patterns of activity.  This suggests two distinct processes, perhaps related to encoding 
the novel characters, using knowledge of results (anterior putamen, head of the 
caudate nucleus); and the refinement of the motor plans for the individual line-pairs  
(anterior vermis).  While the early cerebellar activity seen in the Hikosaka, et al. 
research was not evident, the activation patterns of the associative basal ganglia 
(aPUT, hCN) and the sensorimotor cerebellum (aVER) were comparable to Hikosaka, 
et al.’s model. (Hikosaka et al., 1999; Hikosaka et al., 2002a; Hikosaka et al., 2002b; 
Nakamura et al., 1998; Nakamura et al., 1999).  The lack of early cerebellar activity 
in the current study may be related to the explicit error feedback given for every line-
pair, which may have not necessitated the involvement of the sensorimotor 
cerebellum in early sequence learning. 
 
Default mode network 
The medial neural regions relate to the default mode network appeared to only 
become deactivated after the novel sequences had been encoded, and the task was 
becoming routine (bins 4-5), and –in the case of the prefrontal cortex, there was 
activation in early learning (bins 1-2).  While this finding is consistent with the role 
of the default mode network as participating in internally-generated processes 
(Greicius et al., 2003; Greicius & Menon, 2004), it may indicate the suspension of 
such processes during attentionally-intensive tasks. 
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Functional connectivity and motor sequence learning 
The functional connectivity analysis provides an important, alternate method 
of examining the fMRI data, complementary to the standard contrast methods.  This 
analysis demonstrated, for example that some neural regions (such as the anterior 
putamen) participate in sequence learning prior to reaching significant levels of 
activity when compared to baseline.    
 
Neural encoding of elements of motor sequences 
Kinematic data indicated that the third line-pair was produced in a different 
manner than line-pairs 1 and 2.  The third line-pair was faster and smoother, and 
demonstrated a learning curve; while line-pairs one and two did not.  Because line-
pair 3 had access to the error feedback learning of line-pairs 1 and 2, as well as the 
knowledge of results for the entire character, it is possible that the order of sequence 
encoding was related to the availability and quality of error feedback and knowledge 
of results.  While this finding does not directly support either the Grossberg, et al., or 
the Verwey, et al. models of sequence encoding, it does demonstrate that effects 
related to the order of encoding can be detected by kinematic techniques.  
 
Taken together, a model of graphomotor sequence learning emerges, 
including patterns of neural activation and functional connectivity that correspond to 
changes in subject performance, and differences in performance and hemodynamic 
measures of neural activity related to the order of sequence encoding.   This model 
adds to our current understanding of the neural substrates of graphomotor sequence 
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learning, and may be important in explaining the alterations to these networks in 
persons with neurodegenerative disorders.   
 
Limitations 
Methodological issues and limitations.  
For all current neuroimaging techniques, there are limitations to the temporal 
and spatial precision of the data that is collected.  Because the current study examined 
learning, one long fMRI scan was needed.  This necessitated the use of a longer 
repetition time (due to fMRI scanner limitations), which reduced the temporal 
resolution of the dataset.  In addition, because of the repetitions needed to overcome 
instrumental noise (and the relatively small size of the change in the BOLD signal), 
the length of the time bins used to examine the temporal dynamics of sequence 
learning was limited to approximately 100 volumes (200 seconds), before the effect 
was lost. 
 
An issue that arose during data collection was one of physical movement 
(jittering) of the non-ferromagnetic digitizing tablet during kinematic data collection, 
which resulted in the loss of data for three subjects.  Subsequent testing found that the 
custom made stand fabricated to hold the tablet and the subject’s arm steady during 
the task had worn, resulting in an x-axis jitter during the data collection.  Additional 
supports restored the tablet holder to its previous state, and data collection resumed. 
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In addition to the temporal limitations of the fMRI data, the kinematic data 
temporal resolution was constrained as well.  Kinematic data collection was limited to 
66 Hz, which was caused not by the tablet itself (able to send {x,y,z} at up to 500 
Hz), but rather by the limited refresh rate of computer video card.   
 
Multiple artifacts were produced by having one, long scan.  Baseline drift 
during data collection created 2 types of artifact:  spurious white matter “activity” and 
a progressive, negative drift over the five time-bins, as GE scanners drift downwards 
over scan time (Friedman & Glover, 2006).  The inability to model with conventional 
methods (linear, quadratic, cubic detrending) necessitated the use of grand mean and 
ventricle average normalization (as described in the Methods section, Chapter 3)(Fox 
et al., 2006).  It is possible that this combination of established data processing 
schemes be idiomatic to current study, and may be of little use for other studies using 
long scan times.  A systematic evaluation of this method and other methods of 
baseline artifact removal for long scans is needed, before these methods can be 
applied. 
 
In the examination of line-pair encoding order, the fMRI analysis was 
preliminary and descriptive.  Subsequent statistical measures could test differences in 
the fMRI BOLD response for each of the line-pairs.  The use of a deconvolution 
methodology, (instead of averaging the BOLD signal across all character iterations 




A significant theoretical issue in the current study is the distinction between 
Learners vs. Non-Learners.  While the subjects who were defined as “Learners” 
showed both a negative normalized jerk trend and had their final iteration Njerk score 
lower than the initial iteration, the methodology for defining learners is arbitrary.  
This method was substantiated by the repeated measures ANOVA showing that 
Learners had significant differences in Njerk performance over the 30 iterations; 
while the Non-Learners did not; but a more comprehensive and methodological study 
of the differences in Learners and Non-Learners (differences in both kinematic 
performance and neural activation patterns) is needed. 
 
An additional limitation of the current study is that the measure of learning 
used (normalized jerk) represents only one aspect of learning –the changes in 
smoothness of hand / pen movements during sequence learning.  If another measure 
was used, the learning curve could vary, which would influence the interpretation of 
both the kinematic and neuroimaging data.  In a similar manner, the nature of the task 
used (the ideographic character graphomotor sequence learning task) emphasizes 
certain processes (i.e. visual encoding), and de-emphasize others (early exploration).  
The type of task used limits the generalizability of the current results. 
 
A final limitation of the study lies in the composition of the baseline.  In 
addition to simple visual processing (visual fixation on a plus sign), complex visual 
processing (feedback screen) and a simple hand motion were included as baseline 
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tasks.  While these additions were theoretically driven (to remove effects not directly 
related to motor sequence learning), the choice of these tasks and their inclusion was 
arbitrary.  To reduce the effect of this methodological choice on the reader, plots of 
the main interaction between regions of interest were included, which can be 
interpreted in a baseline-free manner (trends only). 
 
Further Research 
Additional uses for current research methodology 
Parkinson’s disease patients have been shown to have deficits in sequence 
learning (Carbon et al., 2004; Carbon & Eidelberg, 2006; Ghilardi et al., 2006; 
Siegert et al., 2006).  The same kinematic and neuroimaging methodology could be 
use for a comparison of clinical populations (Parkinson's disease, stroke patients) 
with healthy controls, to examine the neural regions associated with abnormal motor 
sequence learning. 
 
It would also be interesting to use the current paradigm with transcranial 
magnetic stimulation (TMS) or other inactivation method, to isolate the roles of pre-
frontal, cerebellar and parietal regions in sequence learning (Arunachalam et al., 
2005; Koch et al., 2006; Lee & van Donkelaar, 2006; Schluter et al., 1999).  Another 
possibility that we are pursuing is to modify the sequence learning task, so that 
instead of learning to draw sequences of lines, sequences of nonsense words 
(mapping the movement trajectories to a roughly analogous vocal space) would be 
learned, in order to examine sequence learning in speech (Smith et al., 1996; Ullen & 
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Bengtsson, 2003; Ullen et al., 2005).  In this study, comparisons between motor 





Table 1 Early Activations Late Activations Main Point 
Studies   Ipsi     Contra   Ipsi     Contra  
Seitz, et al., 1994 
(PET, n=8, graphomotor 
copying). 
+DN 
      +Ver 





     +SMA 
Multiple kinematic 
representations are stored in the 
PPC. 
Seitz, et al., 1997 
(PET, n=8, graphomotor 
copying). 









      +aPL  
      +pPL 




  +M1 
  +PM 
Learning new movements 
involves the cerebellum; 
overlearned movements, the PM 
cortex. 
Sakai, et al.,1998 







   +pre-CU 
<IPS 
   <pre-CU 
    >dlPFC 
  >pre-SMA 
<IPS 
   <pre-CU 
Learning new sequences require 
frontal activity; retrieval 
involves parietal activation. 
Müller, et al., 2002 
(fMRI, n=7, explicit 
learning with serial 










Early learning related to PFC – 
CN interaction; late learning 
involves increased BG and CB 
activity as the task is automated.
Floyer-Lea, et al., 




























Early learning related to PFC – 
CN network (PFC, bilateral 
S1,PPC,  DN, CH); in later 
learning these areas were 
reduced, and there were 
increases in DN, TH & PUT. 
Penhume, et al., 
2005 (PET, n=12, timed, 
synchronous finger taps).  
      +CC 
     +SMA 
 +pre-SMA 
     +STG 




  +pre-SMA 
+STG 






  +M1 
  +PM 
Early activation in cerebellar 
hemispheres related to error 
correction; with DN output to 
M1 encoding learning. 
Lehericy, et al., 2005 
(fMRI, n=14, finger 
movements –key press). 
    +dPUT 
    +adGP 
    +STN 
    +dPUT 
    +adGP 
    +STN 
  (session 1) 
    >adPUT 
    <pvPUT 
 (session 1) 
    >adPUT 
    <pvPUT 
Motor representations learned in 
anterior BG; stored in posterior 
BG for  increase speed. 
(+ =Increase; - = Decrease; > = Reduced from prior state; < Increased; Ipsi = Ipsilateral to hand; Contra = Contralateral); d 
= dorsal; v = ventral; l = lateral; m = medial; a = anterior; p = posterior; o = orbital; s = superior; I = inferior; PM=pre-
motor cortex; PFC=prefrontal cortex; M1=primary motor cortex; S1=primary somatosensory cortex; SMA=supplementary 
motor area; FP=frontal pole; BG=basal ganglia; TH=thalamus; GP=globus pallidus; STN=sub-thalamic nucleus; 
PUT=putamen; PL=parietal lobule; FC=frontal cortex; STG=superior temporal gyrus; CLob=cerebellar lobule; 
CC=cerebellar cortex; pre-CU=pre-cuneus; IPS=intra-parietal sulcus; PPC=posterior parietal cortex; DN=dentate nucleus; 
VER=vermis; FMC=fronto-medial cortex; ESC=extrastriate cortex; pre-SMA=pre-supplementary motor area; 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1  Frontal-parietal network for reaching (per Bernod, et al., 1999).  A.  Retinal 
information (dark blue) represents information about the hand and target location as 
the monkey moves his hand to the target.  Gaze information (light blue) contains 
information about the direction and movement of eye position (gaze).  Arm and hand 
position and direction are represented in the green.  Muscle commands and 
proprioceptive feedback of arm dynamics.  B.  The distribution of tuned neuron 
populations forms a visual to somatic gradient along the parietal to frontal axis.  The 





















Figure 2  Multiple, cortico-basal ganglia loops (Alexander et al., 1986).  Regions 
related to sequence learning include putamen (PUT); globus pallidus, internal (GPi); 












Figure 3  Multiple cerebellar output channels from the dentate project to diverse 
















































Figure 4  Activity of a pre-supplementary motor neuron in monkey during the waiting 
period before the performance of an incorrect (top) and correct (bottom) sequence of 
































Figure 5  Axonal tract tracing from the cortex to the striatum (modified from 


















Figure 6  Cortical regions activated during the learning of a graphomotor trajectory 



























Figure 7  Cortical regions activated during the learning of a finger movement 
sequence in the third vs. second learning blocks (adapted from Penhume & Doyon, 
2005).  M1 = primary motor cortex; PUT = putamen; IPL = inferior parietal lobule; 





















Figure 8  Changes in cerebellar activation during the learning of a sequence of finger 



















Figure 9  Comparison of activations in early vs. late learning, using a modified 



















































































Figure 11  Task analysis of the Chinese character sequence learning task: presentation of the 
target template for first line-pair (A); visuomotor mapping (B); kinematic planning (C); 
scaling the speed of the motor plan (D);  kinematic to dynamic transformation (E); 
movement execution (F); computation of speed and accuracy errors (G); knowledge of 
results (H); modification of DVs in individual line-pairs (I); and modification of DVs for 




























Figure 12  Predicted timing of the elements of the task analysis of the graphomotor 
sequence learning task.  Note:  all of the elements are involved throughout sequence 
learning; what is depicted are the relative emphases during the process 
 
 
 Predictions (with respect to baseline) 
                                                        Stage of Learning 
Elements of the Task:       Regions:            Early                 Late 
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Figure 15A-C  Experimental setup.  A.  Position of the subject in the scanner –subject 
views screen through mirror on the head coil.  B.  The non-ferromagnetic, digitizing 
tablet mounted on the holder and arm support.  C.  Example of a Chinese word 














































































Figure 17A-D  The {x,y} data from the kinematic data was analyzed per character by 
computing normalized jerk (Njerk – B), which was used as a measure to determine 
Learners from Non-Learners with movement time (MT –C).  Njerk was also used in a 
repeated measures ANOVA, to determine if significant learning of the sequences 
occurred, and if so, to identify a learning period.  The timestamps of when the subject 
wrote each line-pair were transformed into a format for use by AFNI’s waver 



















Timestamps: Writing  
BOLD level 
per voxel 
Use for repeated 
measures ANOVA 
(bin x subject) of 
Learners 
3 pair of lines = 1 Character; 
4 Characters, 9 repetitions; 
36 total Character iterations. 



















































Figure 18A-D  A.  The predicted hemodynamic response function (HRF) for writing 
only for one subject, created by convolving the time series of writing times with a 
gamma function (AFNI: waver function).  B. The predicted HRF for writing times 
were multiplied by censor files for each time bin within the learning period (C) to 










































































Figure 19A-B  A.  The relative composition of the baseline included the fixation 
screen (a plus sign); complex visual stimuli (performance feedback screen); and a 
simple hand motion (one inch to the left, then back to the center position).  B.  
















































Figure 20 Average normalized Jerk (Njerk), with repeated measures ANOVA 
(Bonferroni corrected for multiple comparisons).  Significant differences between 
bins 1-2 and bins 20-26 define an average learning period. Errorbars are one standard 























Figure 21  Division of the average learning period into five equal bins 





































Fit = 29010 * exp(-0.016749 * x) + 22734 * exp(-0.75964 * x); x=Iterations 





































Figure 22  Bin 1 of graphomotor sequence learning.  All images are functional MRI 
group statistics (repeated measures ANOVA, p<0.01; with a p<0.05 minimum cluster 
size threshold to control for type I error, per Monte Carlo simulation), presented over 
a high-resolution  anatomical MRI of one subject from the group.  All images are in 
radiological convention (left = right); coordinates are Talairach-Tournoux, in RAI 
order (right to left; anterior to posterior; inferior to superior; in mm), and represent 
the center of maximal activity for that region.  Z level is noted on top left of each 
slice.   Area A is left frontal pole [12 -58 -2]; B is left fusiform gyrus 28 68 -12]; C is 
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Figure 23  Bin 2 of graphomotor sequence learning.  Area A is bilateral MT / V5 
[left=42 62 -2; right=-38 62 -2]; B is bilateral, lateral pre-motor cortex [left=29 5 
52;right=-28 6 52]; C is bilateral inferior parietal lobule [left=34 45 45; right=-35 39 
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Figure 24  Bin 3 of graphomotor sequence learning.  Area A is bilateral superior 
parietal lobule [left=18 62 55; right=-20 60 56]; B is the left anterior putamen 28 -5 
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Figure 25  Bin 4 of graphomotor sequence learning.  Area A is the right dentate 
nucleus [-25 45 -26]; B is the subgenual anterior cingulate cortex [0 -32 2]; C is the 
bilateral anterior putamen [left=28 -5 4; right=-19 -8 0]; area D is the superior medial 
gyrus  [11 -55 32] and right cuneus [-7 82 32]; E is right primary motor cortex [-56 6 
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Figure 26  Bin 5 of graphomotor sequence learning.  Area A is the right dentate 
nucleus [-25 45 -26]; B is the right anterior putamen [-19 -8 0];  C is the subgenual 
anterior cingulate cortex [0 -32 2]; area D is left frontal pole [12 -58 -2]; left 
precuneus [2 80 37]; left fontal pole [12 -58 -2 ]; and the midline dorsal cingulate 
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Figure 27  The activity patterns of the left primary motor and left dorsal premotor 
cortices.  The left dorsal premotor activity overlaps the first, fast, and the second, 
slower learning processes defined in the kinematic (Njerk) data.  The left primary 




















Figure 28  The left primary motor cortex, left dorsal premotor cortex, and left 
supplementary motor area activity during sequence learning.  The left supplementary 
motor area’s participation corresponds to the second, slower phase of sequence 
learning.  Interestingly, given the variability across subjects, the left supplementary 
motor area was only significantly different from baseline in time bin 3 
 














































































Figure 29  The left primary motor and dorsal premotor cortices, in relation to the 
dorsal visual stream (left superior parietal lobule).  The left dorsal stream’s activity 





















Figure 30  Different regions within the visual system, as sequence learning 
progresses.  Note that the dorsal visual stream (left superior parietal lobule) and the 
lateral ventral visual stream (left fusiform gyrus) have similar patterns of activity.  
There is a dissociation between the medial and lateral ventral visual regions (left 
fusiform and left lingual gyri); as well as between the left superior parietal lobule and 
the left area MT / V5 
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Figure 31  Dissociation between the dorsal visual stream (left superior parietal 
lobule), and cerebellum (medial posterior vermis).  The dorsal stream is significantly 
activated early, coinciding with the first, fast exponential learning process in the 
kinematic data.  The cerebellar activity is contemporaneous with the second, slower, 




















Figure 32  The left anterior putamen’s pattern of BOLD signal activity follows that of 
the left primary motor cortex, through bin 4.  In bin 5, the left anterior putamen 
activity persists, while the left primary motor cortex activity becomes sub-threshold 
 














































































Figure 33  Percent signal change in the BOLD signal for the left primary motor 
cortex, the left dorsal lateral premotor cortex, and the medial posterior vermis.  The 
vermis activation coincides with the second, slower learning process, as well as  the 




















Figure 34  Changes in BOLD signal during sequence learning for the left anterior 
putamen and the right anterior vermis.  Note the divergent trajectories in bins 4 and 5, 
indicating that these two regions participate in different processes during later 
sequence learning.  The differences between the left anterior putamen and the right 
anterior vermis in bins 4 and 5 are significant (p<0.05, paired t-test) 



















































































Figure 35 Left and right primary motor cortex, and dorsal premotor cortex activity 
during sequence learning.  There is a large lateralization of the primary motor activity 





















Figure 36  Frontal and temporal pole (left and right)  activity during sequence 
learning.  Note the dissociation between the early, significant activation of the left 
frontal pole, and the late, significant activation of the left temporal pole 
 
 





















































































Figure 37  Selected default mode network regions (left frontal pole, left dorso-medial, 
prefrontal cortex, and medial posterior cingulate cortex) during sequence learning.  
Each of the regions decreases as the task is mastered, to a level significantly different 






















Figure 38  Limbic (left and right amygdala; left and right hippocampus) activity 
during motor sequence learning   
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Figure 39  Seed voxel cross-correlation (Bin 1) for the Left primary motor cortex 
(p<0.001).  A.  Positive cross-correlation with the right primary motor cortex.  B.  
Positive correlation with the supplementary motor area.  C.  Negative cross-
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Figure 44  Seed voxel cross-correlation (Bin 1) for the left superior parietal lobule  
(p<0.01).  A.  The negative cross-correlation between the left superior parietal lobule 
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Figure 45  Seed voxel cross-correlation (Bin 2) for the left superior parietal lobule  
(p<0.01). A.  Note the decrease in negative cross-correlation between the left superior 
parietal lobule and the left head of caudate nucleus, anterior, middle, and posterior 
putamen from bin 1. 
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Figure 48  Seed voxel cross-correlation (Bin 5) for the left superior parietal lobule 
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Figure 49  A model of graphomotor sequence learning, combining the task processes 
identified from the task analysis; the timing and participation of the regions of 
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Figure 50A-C  A.  The writing times for each of the first line-pairs were used to 
segment the dataset, using a 36 second (18 TR or lag) window.  B.  The windows are 
then averaged over all characters produced within a time-bin (the three spikes each 
represent the predicted BOLD response for a line-pair).  The resulting average BOLD 
signal (averaged across all subjects and all characters within the time bin) shows the 

























Figure 51 Average movement time (MT) per line-pair during graphomotor sequence 























Figure 52 Average normalized jerk (Njerk) per line-pair during graphomotor 
sequence learning.  Errorbars are standard errors 





























* Interaction (LP x Bin) significant (p=0.01)




































































Figure 53  The average line-pair analysis for the right amygdala, over all 5 time bins.  
This regions serves as a control, as differences between line-pairs during sequence 
learning is not expected.  No pattern of line-pair related changes in BOLD activation 
are present 
 



















































































Figure 54  The average line-pair analysis for the left supplementary motor area,  over 






















































































Figure 55 The average line-pair analysis for the left primary motor area,  over all 5 
time bins.  The line-pair related changes in BOLD activation appear to be similar to 



























































APPENDIX A:  Preliminary Experiments 
Experiment A   
Subjects 
Six, right-handed subjects (age 37.5 (12.1); MMSE ≥28) participated in the study, 
after giving informed consent.  Of the six subjects, four were naïve, age-matched 
controls (C); two were “expert controls” (XC).  Expert control subjects had learned 
“Simplified” Chinese Characters (Cowie, 1986) as their primary written language.  C 
subjects had no such prior experience.  The C subjects included persons of 
approximately the same age as the two XC subjects.  Subjects were evenly distributed 
in between those who did T&E, then EFL, and those who did EFL, then T&E.  
 
Data Collection 
Kinematic data was acquired using a non-ferromagnetic, digitizing tablet 
(TouchScreen, Inc.), sampling {x y} coordinates at 66 Hz (see Figure 1C).   
 
Procedures 
Experiment A was a behavioral study, examining how individual movement units are 
combined into a movement sequence, or “chunk,” using a novel, graphomotor task –
learning to write the sequence of line segments which comprise Chinese characters 
(see Figure 1A).(Seitz et al., 1994; Seitz et al., 1997)  The experiment compared two 
forms of graphomotor sequence learning:  Error Feedback Learning (EFL) and Trial 
& Error Learning (T&E).  In the EFL condition, subjects were shown an example of 
how to draw the character; learning occurred through repeated iterations of each 
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character, with performance feedback (speed and accuracy).  The T&E condition 
presented the character segments to the subject without any indication of which 
direction to draw the line –producing a learning situation reminiscent of Hikosaka’s 
paradigm.(Hikosaka et al., 1999; Hikosaka et al., 2002a; Nakahara et al., 2001; 
Nakamura et al., 2001)  The subject had to deduce the sequence by trial and error –if 
the subject drew the line in the wrong direction, the same character was presented 
again.  The performance on this behavioral task by controls (C) was compared to 
expert controls (XC) –persons who were native Chinese writers.   
 
Subjects were placed on a padded table, with a LCD monitor above them (see Figure 
1B).  Subjects had their right arm supported by a custom designed, Plexiglas© 
support, to constrain motion (see Figure 1C).  The subjects used a stylus to write on 
the digitizing tablet, which was attached to the Plexiglas© support.   
 
The experiment began with a tablet training period, during which the subjects drew 
random, straight lines on the digitizing tablet with the stylus.  This familiarized the 
subjects with the mapping of their hand movements to the visual feedback on the 
monitor/screen, and in writing in an unusual position.  After the initial practice, the 
EFL task started (see Figure 2).   Line segments of Chinese characters (3 line, with 3 
transitions, for 6 total segments), randomly chosen from the pool of ten characters, 
were presented in pairs (transition 1, line segment 1; transition 2, line segment 2; 









Figure 1A-C   Setup for Experiment A.   A.  Example of a Chinese word character 
(starts from the center).  B.  Position of the subject on the table –subject views screen 














Figure 2   Behavioral time line detail  for Experiment A 
 
A B C 
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The sample of Chinese characters was constrained to include only characters with 
three straight lines.  Subjects were asked to draw the segment that they were shown, 
as quickly and accurately as they could.  The subjects were instructed to keep the pen 
on the tablet at all times.  Kinematic data of the subject’s responses was collected, 
and specific feedback (speed and accuracy) was given to the subject after each 
character.  Each character had 3 sets of two line segments; four characters constituted 
a block; and each block was repeated 15 times.  The four characters were presented in 
random order within each block, to avoid position effects. 
 
During the T&E task, line segments were drawn from the same pool of Chinese 
characters (but were different from those learned in the EFL task) and were presented, 
in order, without direction cues in the Example window.  If the subject did not draw 
the line segment in the correct order and direction, then the character was presented 
again.  The data collection, feedback, repetitions, and randomization between blocks 
were the same as in the EFL task.  Kinematic data was acquired using a non-
ferromagnetic, digitizing tablet (TouchScreen, Inc.), sampling {x y} coordinates at 66 
Hz.   
 
Data Analysis 
For EFL and T&E tasks, Root Mean Square Error (RMSE) was computed between 
each subject’s data for a character, and the ideal path for that character.(Contreras-
Vidal & Buch, 2003)  Movement Time (MT) and Movement Length (ML) were also 
computed per character, with ML being compared to the ideal trajectory for each 
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character.  In addition to RMSE, MT and ML, the T&E task produced data on the 
number of wrong iterations per character (WRONG) each subject made per character, 
before writing the sequence correctly.  Results were fitted with second-order 
polynomials (y = ax + bx2 + c) for visual inspection. 
 
Results  
Figure 4 shows descriptive images of the sequences learned, with the differences 
between one expert control and one naïve subject.  Figure 5 depicts the differences in 
movement time and RMSE between expert and naïve subjects.   
 
In Experiment A, all subjects completed the EFL task.  Due to the adequate learning 
curves and difficulty of the T&E task for the subjects, the EFL task was used for 
Experiment B.   
 
Conclusions 
The Chinese character graphomotor sequence learning task is able to capture 
elements of the sequence learning process, and is able to differentiate between novice 
performers (naïve subjects) and expert performers.  The two learning methods (T&E 
and EFL) yielded similar results, but the T& E was much more difficult for the 





Experiment B  
Subjects 
One male, right-handed subject (age 27; MMSE ≥28) participated, after giving 
informed consent.  The subject was naïve to the task.   
 
Data Collection 
The neuroimaging data was collected on a 3 Tesla, GE scanner at the National 
Institutes of Health (see Figure 1B).  Kinematic data was collected using the same 
non-ferromagnetic, digitizing tablet as in Experiment A. 
 
A novel feature of the study was that he ideal HRFs were computed from the 
behavioral time-stamps (the times that the subject performed each task) for writing 
times (see Figure 3A), and kinematic measures of learning, instead of using a fitted 
curve or assumed learning model.  
 
Data Analysis 
Data was analyzed using AFNI (SSCC/DIRP/NIMH/National Institutes of Health).  
Images were corrected for motion, and masked, using AFNI 3dvolreg and 
3dClipLevel commands, respectively.  An ideal model hemodynamic response 
function (HRF) was created, using the gamma function in AFNI’s waver command.  
This writing times-based HRF was weighted by the subjects’ RMSE scores (see 
Figure 3B).  The impact of learning (RMSE as indicator of learning) was regressed 
from the writing values, to produce an ideal HRF for learning only (see Figure 3C), 
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using the equation Sfit=(R*(R'*R)^-1)*(R'*S) (Buchel & Friston, 1997; Buchel et al., 
1998), where R=the effect of writing (without learning); and S=the effect of learning 
(RMSE).  The residual = R – Sfit.  The fMRI data was then deconvolved with this 
ideal, learning-only HRF, using AFNI’s 3dDeconvolve function, after accounting for 
baseline differences and drift through the use of the fixation data. This produced t-test 
maps per voxel, which was evaluated for significance, using a Write vs. Learning 
contrast.   
 
Results 
 Figure 8 shows initial fMRI BOLD activations related to the predicted HRF created 
from the subject’s kinematic data (timing of writing movements for each line-pair).  
Significant deactivations in the medial pre-SMA and L IPL were noted, as were 
significant activations of the left SPL that were related to the sequence learning 
process.  These activations demonstrated that the kinematic timing data could be used 
effectively to create a predictive HRF, in order to capture neural responses (as 
measured by the change in BOLD signal) related to graphomotor sequence learning. 
 
Conclusions 
The purpose of this study was to translate the behavioral task into the fMRI setting, to 
see if neuroimages could be collected contemporaneously with kinematic data of the 
sequence learning process.  The neuroimaging data demonstrated that this dual data 








Figure 3A-C   Ideal HRFs for Experiment B.  A. Write times convolved with HRF. B. 
HRF-convolved Write times weighted by RMSE scores. C. Effects of learning 
regressed from Write and RMSE HRF 
 
 






































































Figure 5 A-B  A.  Differences in Movement Time (MT) & Movement Length (ML) 
for Expert Controls and naïve Controls.  Dotted lines are the fitted, second order 
polynomials (y = ax + bx2 + c) for each condition.  B.  The number wrong per trial for 
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Figure 6   Kinematic data capture and statistical analysis, and collection of behavioral 
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Figure 8   fMRI data collection parameters and pre-processing steps 
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Figure 9   Use of the predicted, learning-only HRF to determine which voxel 

























Figure 10  Functional magnetic resonance images overlaid on anatomical scans for 
one control subject.  Activations are significantly related to the learning-only, 
predicted hemodynamic response function (t=2.57, p=0.0104).  Yellow regions 
indicate voxels with a significant, positive relationship with error reduction (a 
measure of sequence learning); activation goes up as errors go up.  Blue indicates a 
significant, negative relationship (activation goes up as errors go down).  Images are 
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