Abstract. In this paper, a scene perception and recognition module aimed at use in typical industrial scenarios is presented. The major contribution of this work lies in a 3D object detection, recognition and pose estimation module, which can be trained using CAD models and works for noisy data, partial views and in cluttered scenes. This algorithm was qualitatively and quantitatively compared with other state-of-art algorithms. Scene perception and recognition is an important aspect in the design of intelligent robotic systems which can adapt to unstructured and rapidly changing environments. This work has been used and evaluated in several experiments and demonstration scenarios for autonomous process plan execution, human-robot interaction and co-operation.
Introduction
Scene perception and recognition, in the very general sense of the term, is the process of gathering information about the environment using sensors and processing this data to generate information which is useful in carrying out some task or process. The perception problem in the industrial robotics context involves detecting and recognizing various objects and actors in the scene. The objects in the scene consist of workpieces relevant to the task and obstacles. The actors involved are humans, and the robot itself. The major contribution of this work is an object detection, recognition and pose estimation module, which uses 3D point cloud data obtained from low-cost depth sensors like the Kinect.
Industrial robotics, which was hitherto mostly used in structured environments, is currently witnessing a phase where a lot of effort is directed towards applications of standard industrial robots in scenarios that are rather unstructured and rapidly changing. Hence, the scene perception and recognition module has now become an important component in intelligent robotic systems. This module provides information about the working environment which is used by reasoning modules and intelligent control algorithms to create an adaptive system. In these systems, the process plans are often written at a semantic level which is abstracted from the execution and scenario specific information. The perception module is the key for bridging this gap. On one hand, the perception module provides information which is used by the reasoning engines to provide an abstraction of the world and learn tasks at this abstract level by human demonstration. On the other hand, the perception module provides scenario specific information which is used by the low-level execution and control modules for plan execution.
Object detection, recognition and pose estimation using 3D point clouds is a well researched topic. ] require a tedious training phase where all required object views need to be generated using a pan-tilt unit. Besides, its performance decreases in case of occlusions and partial views. The advantage of these methods, however, lies in their computational speed. Some other methods such as [7] , [9], [10] provide robustness to occlusions, partial views and noisy data. However, these methods are rather slow and not suitable for real-time applications in large scenes. In this paper, an extension to the Object Recognition RANSAC (ORR) [9] , [10] method has been proposed, where the effort has been directed towards a solution which enhances its robustness to noisy sensor data and also increases its speed. Another object recognition and pose estimation algorithm has been proposed, which is complementary to the PSORR method with respect to the target object geometries.
To distinguish objects having identical geometry but different color, the point cloud is segmented using color information and then used for object detection. 
