White noise reduction for wideband beamforming based on uniform rectangular arrays by Anbiyaei, MR et al.
This is an author produced version of White Noise Reduction for Wideband Beamforming 
Based on Uniform Rectangular Arrays.
White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/123446/
Proceedings Paper:
Anbiyaei, MR, Liu, W and McLernon, DC (2017) White Noise Reduction for Wideband 
Beamforming Based on Uniform Rectangular Arrays. In: 22nd International Conference on 
Digital Signal Processing (DSP 2017). 22nd International Conference on Digital Signal 
Processing (DSP 2017), 23-25 Aug 2017, Imperial College, London. IEEE . (In Press) 
© IEEE 2017. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other uses, in any current or future media, including reprinting/republishing 
this material for advertising or promotional purposes, creating new collective works, for 
resale or redistribution to servers or lists, or reuse of any copyrighted component of this 
work in other works.
promoting access to
White Rose research papers
eprints@whiterose.ac.uk
http://eprints.whiterose.ac.uk/
White Noise Reduction for Wideband Beamforming
Based on Uniform Rectangular Arrays
Mohammad Reza Anbiyaei and Wei Liu
Department of Electronic and Electrical Engineering
University of Sheffield
Sheffield S1 3JD, UK
Des C. McLernon
School of Electronic and Electrical Engineering
University of Leeds
Leeds LS2 9JT, UK
Abstract—Two methods are proposed for reducing the effect
of white noise in wideband uniform rectangular arrays via a
combination of judiciously designed transformations followed by
a series of highpass filters. The reduced noise level leads to a
higher signal to noise ratio for the system, which in turn results in
a clear improvement on the performance of various beamforming
applications. As a representative example, the reference signal
based (RSB) and the linearly constrained minimum variance
(LCMV) beamformers are employed here to demonstrate the
improved performance, which is also confirmed by simulations.
I. INTRODUCTION
Wideband beamfomring has been an active field of research
for many years and has a wide range of applications including
radar, sonar and wireless communications [1], [2], [3].
In general, the performance of all wideband beamforming
algorithms is dependent on the level of noise in the system,
and normally the lower the level of noise, the better is the
performance. In most cases, noise in wideband arrays is
spatially (and also temporally in many cases) white, i.e., the
noise at each array sensor is uncorrelated with the noise at
any other sensor. It seems that there is not much that can be
done about the noise and we have to simply accept whatever
noise is left after processing for the signal component.
In our previous work [4], a method was developed for
reducing the effect of white noise in wideband uniform linear
arrays (ULAs) via a combination of a judiciously designed
transformation followed by highpass filters to improve the per-
formance for wideband direction of arrival (DOA) estimation.
Here we extend this idea to the case of uniform rectangular
arrays (URAs) [5], [6], [7]. As a result, the transformation
matrix has to be re-designed to adjust the noise reduction
method to the structure of URAs.
In particular, two noise reduction methods are introduced
in this paper for URAs and for each one, a different trans-
formation is designed. The first method is based on a two-
dimensional (2D) transformation. The second method is an
adaptation of our previous work for ULAs [4], which is
based on one-dimensional (1D) transformation of the signals
received by the URA. The transformations must be invertible
and ideally, unitary. As representative examples for unitary
transformations, 2D-DFT (discrete Fourier transform) and 1D-
DFT are used in simulations.
Both methods can increase the overall signal to noise ratio
(SNR) of the array. This improvement leads to performance
enhancement of various array signal processing applications
such as beamforming, which is demonstrated by simulations
using two well-known adaptive beamformers, namely the ref-
erence signal based (RSB) [8], [9], [10], [11], and the linearly
constrained minimum variance (LCMV) beamformers [3],
[12].
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Fig. 1: The structure of a URA, where a signal impinges from
azimuth angle θ and elevation angle φ .
This paper is organised as follows. In Sec. II, the pro-
posed white noise reduction method for URAs with a 2D
transformation is introduced. In Sec. III, the proposed white
noise reduction method for URAs with a 1D transformation
is explained. Simulation results are presented in Sec. IV,
followed by conclusions in Sec. V.
II. THE PROPOSED WHITE NOISE REDUCTION METHOD
FOR URAS WITH A 2D TRANSFORMATION
The structure of a URA is shown in Fig. 1, and a block dia-
gram for the general structure of the proposed noise reduction
method is shown in Fig. 2. Suppose there are M sensors along
the x-axis and N sensors along the y-axis. The received array
signals xm,l[n], m = 0, . . . ,M − 1, l = 0, . . . , N − 1, are
first transformed by a 2D transformation and then its outputs
qm,l[n],m = 0, · · · ,M − 1, l = 0, · · · , N − 1, pass through
a set of highpass filters with impulse responses given by
hm,l[n],m = 0, · · · ,M −1, l = 0, · · · , N −1. The outputs of
the highpass filters zm,l,m = 0, · · · ,M−1, l = 0, · · · , N−1,
are then transformed by the inverse of the 2D transformation.
There are two components for the received array signal
xm,l[n] at the (m, l)-th sensor: the directional signal part
sm,l[n] and the white noise part n¯m,l[n], i.e.,
xm,l[n] = sm,l[n] + n¯m,l[n]. (1)
The complete M ×N signal matrix X[n] can be expressed as
X[n] = S[n] + N¯[n], (2)
where
X[n] = [x0[n], x1[n], · · · , xN−1[n]],
S[n] = [s0[n], s1[n], · · · , sN−1[n]],
N¯[n] = [n¯0[n], n¯1[n], · · · , n¯N−1[n]].
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Fig. 2: A block diagram of the proposed noise reduction
method based on a 2D transformation.
and
xl[n] = [x0,l[n], x1,l[n], · · · , xM−1,l[n]]T ,
sl[n] = [s0,l[n], s1,l[n], · · · , sM−1,l[n]]T ,
n¯l[n] = [n¯0,l[n], n¯1,l[n], · · · , n¯M−1,l[n]]T ,
with l = 0, 1, · · · , N − 1.
In this method, we transform the array signal X[n], which is
received by an M×N URA, with a 2D unitary transformation.
The output matrix Q[n] of the transformation is [13], [14],
Q[n] = AX[n]B, (3)
where A and B are M ×M and N ×N transform matrices,
respectively, and they are assumed to be unitary and together
form the 2D transformation.
The element of A at the m-th row and i-th column is
denoted by am,i, i.e., [A]m,i = am,i, and the element of
B at the k-th row and l-th column is denoted by bk,l, i.e.,
[B]k,l = bk,l. Each pair of a row vector of A and a column
vector of B acts as a simple beamformer, and its output qm,l
is given by
qm,l[n] =
M−1∑
i=0
N−1∑
k=0
am,ibk,lxi,k[n]. (4)
The beam response Rm,l(Ω, θ, φ) of this beamformer as a
function of the normalized frequency Ω, azimuth angle θ and
elevation angle φ is
Rm,l(Ω, θ, φ) =
M−1∑
i=0
N−1∑
k=0
am,ibk,le
−jΩ sin θ(iµx cosφ+kµy sinφ),
(5)
where µx = dxcTs , µy =
dy
cTs
and Ω = ωTs, with c being the
wave propagation speed, Ts the sampling period, j =
√−1,
dx and dy the array spacings along the x-axis and y-axis, and
ω the angular frequency of signals.
With Ω1 = µxΩ sin θ cosφ and Ω2 = µyΩ sin θ sinφ, we
have:
Am,l(Ω1,Ω2) =
M−1∑
i=0
N−1∑
k=0
am,ibk,le
−jiΩ1−jkΩ2 , (6)
where Am,l(Ω1,Ω2) is the frequency response of the pair of
m-th row vector of the transformation matrix A and the l-th
column vector of the transformation B, considering each row
vector and column vector pair as defining the impulse response
of a separable 2D finite impulse response (FIR) filter.
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Fig. 3: Frequency responses of the 2D transformation applied
to an M ×N URA.
Equation (6) can be rearranged as
M−1∑
i=0
am,ie
−jiΩ1
N−1∑
k=0
bk,le
−jkΩ2 = Am(Ω1)Al(Ω2), (7)
where Am(Ω1) is the frequency response of the m-th row
vector of the transformation matrix A and Al(Ω2) is the
frequency response of the l-th column vector of the trans-
formation matrix B. By substituting Ω1 = µxΩ sin θ cosφ and
Ω2 = µyΩ sin θ sinφ in (7) and considering (5), we have
Rm,l(Ω, θ, φ) = Am(µxΩ sin θ cosφ)Al(µyΩ sin θ cosφ).
(8)
So, the beam pattern of the (m,l)-th 2D transformation is the
frequency response of the m-th row vector of A multiplied by
frequency response of the l-th column vector of B.
By assuming that the sampling frequency is twice the high-
est frequency component of the wideband signal and the array
spacings (dx, dy) are half the wavelength of the highest fre-
quency component, we have µx = µy = 1 [3]. The frequency
responses Am,l(Ω1,Ω2),m = 0, · · · ,M−1, l = 0, · · · , N−1,
are arranged to be bandpass, each with a bandwidth of 2π/M
for Ω1 and 2π/N for Ω2 in the 2D frequency domain. The
row vectors of A and column vectors of B all together cover
the whole 2D frequency band, which is Ω1,Ω2 ∈ [−π : π].
An ideal example of the 2D bandpass filter responses in the
2D frequency domain is shown in Fig. 3.
The 2D bandpass filters have a highpass filtering effect on
the received array signals. Taking the pair of m-th row vector
of A and l-th column vector of B as an example, its frequency
repsonse is
|Am,l(Ω1,Ω2)| =
{
1, for Ω1 ∈ [Ω1(m,L); Ω1(m,U)]
& Ω2 ∈ [Ω2(l,L); Ω2(l,U)]
0, otherwise.
(9)
Considering the above frequency response, the received array
signal components with frequency of Ω ∈ [−Ω1(m,L) :
Ω1(m,L)]&[−Ω2(l,L) : Ω2(l,L)] will not pass through this row
vector, since Ω1 = Ωsin θ cosφ and Ω2 = Ωsin θ sinφ
does not fall into the passband of [Ω1(m,L) : Ω1(m,U)] and
[Ω2(l,L) : Ω2(l,U)], no matter what value the DOA angles (θ, φ)
take. Therefore, the frequency range of the output is |Ω| ≥
min(Ω1(m,L),Ω2(l,L)) and the lower bound is determined
by min(Ω1(m,L),Ω2(l,L)) when Ω1(m,L) and Ω2(l,L) ≥ 0.
We need to consider the negative values for Ω1 and Ω2 as
well. Therefore, more generally, the frequency range of the
output is |Ω| ≥ min(|Ω1(m,L)|, |Ω1(m,U)|, |Ω2(l,L)|, |Ω2(l,U)|),
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Fig. 4: The highpass filtering effect of the (m, l)-th 2D filter
in the ideal case.
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Fig. 5: The highpass filtering effect of the (m, l)-th 2D filter
in the signal frequency domain in the ideal case.
with lower bound determined by min(|Ω1(m,L)|, |Ω1(m,U)|,
|Ω2(l,L)|, |Ω2(l,U)|).
Therefore, the output spectrum of the directional signal part
of qm,l[n] from (4) corresponding to the m-th row vector of
A and the l-th column vector of B is highpass filtered as
demonstrated in Fig. 4 in the 2D frequency domain, and its
effect on the signal frequency domain is shown in Fig. 5. Since
the noise part at the array sensors is spatially white, the output
noise spectrum of each pair of transformation vectors is still
a constant, covering the whole spectrum. Assuming the row
vectors of A and the column vectors of B are normalized to
unity norm, there would be no change to the total noise power
after the transformation.
Each qm,l[n],m = 0, · · · ,M − 1, l = 0, · · · , N − 1, is
the input to the corresponding highpass filter hm,l[n],m =
0, · · · ,M − 1, l = 0, · · · , N − 1, and that filter should cover
the whole bandwidth of the signal part, i.e., having the same
highpass frequency response as shown in Fig. 5. Therefore,
ideally the highpass filters will not have any effect on the
signal part and the signal part should pass through the highpass
filters without any distortion. But the frequency components
of the white noise which fall into the stopband of the highpass
filters will in fact be removed. The output of these highpass
filters is given by
Z[n] =

 z0,0[n] . . . z0,N−1[n].
.
.
.
.
.
.
.
.
zM−1,0[n] . . . zM−1,N−1[n]

 , (10)
where zm,l[n] = qm,l[n] ∗ hm,l[n],m = 0, · · · ,M − 1, l =
0, · · · , N − 1, and * denotes the convolution operator.
By applying the 2D inverse transformation to Z[n], we
obtain the estimates of the original input sensor signals
xˆm,l[n],m = 0, · · · ,M−1, l = 0, · · · , N−1. In matrix form,
we have:
Xˆ[n] = A−1Z[n]B−1, (11)
where A−1 and B−1 are the inverse of the corresponding
transformation matrices. The original directional array signal
will be recovered without distortion in the ideal case, while
the noise power will be reduced, leading to an improved total
signal power to noise ratio (TSNR).
Considering the stopband of each highpass filter, the total
effect of the highpass filters on the total noise power can be
calculated. By using numeric methods, it has been calculated
that when M , N →∞, the power of noise will be reduced by
1.76dB. Therefore, up to a maximum of 1.76dB improvement
in TSNR can be achieved. However, in practice, the TSNR
improvement will be less than that, due to the limited number
of sensors in the URA. This TSNR improvement is less than
the 3dB improvement which was achieved for ULAs using
a 1D unitary transformation as in our previous work [4]. In
the next section, as an alternative approach, we adapt the noise
reduction method for ULAs to be applicable to URAs, in order
to achieve a better output TSNR.
III. THE PROPOSED WHITE NOISE REDUCTION METHOD
FOR URAS WITH A 1D TRANSFORMATION
In this approach, the method developed for ULAs in [4]
is adapted for the new URA structure. Each column of the
sensors of a URA is actually a ULA. Therefore, we take each
column of the sensors separately as a ULA and apply the
previously developed noise reduction method for the ULAs
to each column. As a result, along each column of sensors
we will have a 3dB improvement in the SNR of that column.
Considering the whole URA structure, we achieve 3dB TSNR
improvement. In the following, this approach is explained in
more details.
Assume the l-th column of sensors along the x-axis,
is considered for processing. xl[n]=[x0,l[n], x1,l[n], · · · ,
xM−1,l[n]]
T is the signal vector according to this column.
xl[n] is transformed with a 1D transformation matrix such as
A, with size M ×M . After transforming xl[n], we obtain the
output signal vector ql[n] as
ql[n] = Axl[n], (12)
where ql[n] = [q0,l[n], · · · , qM−1,l[n]]T .
The highpass filtering effect of the transformation for ULAs
has been shown in [4]. Because of the highpass filtering effect
of the transformation on the directional signal, the output
spectrum of the directional signal part of qm,l[n] corresponding
to the m-th row vector of A is highpass filtered. As the noise
part of the array sensors is spatially white, the output noise
spectrum of the row vector is still a constant, covering the
whole spectrum. Since A is assumed to be unitary and the
row vectors of A are normalized to unity norm, therefore,
there would be no change to the total noise power after
transformation.
Similar to the explanation for (10), each qm,l[n],m =
0, · · · ,M −1, is the input to the corresponding highpass filter
hm,l[n],m = 0, · · · ,M − 1, and the highpass filter should
cover the whole bandwidth of the signal part, i.e., having
the same highpass frequency response. Therefore, ideally the
highpass filters will not have any effect on the signal part and
the signal part should pass through the highpass filters without
any distortion. However, frequency components of the white
noise which fall into the stopband of the highpass filters will
be removed. The output of these highpass filters is given by
zl[n] =


z0,l[n]
z1,l[n]
.
.
.
zM−1,l[n]

 =


q0,l[n] ∗ h0,l[n]
q1,l[n] ∗ h1,l[n]
.
.
.
qM−1,l[n] ∗ hM−1,l[n]

 . (13)
Applying the inverse of the transformation matrix (A−1)
to zl[n], we obtain the estimates of the original input sensor
signals xˆm,l[n], m = 0, · · · ,M − 1. In vector form, we have
xˆl[n] = A−1zl[n], (14)
where xˆl[n] = [xˆ0,l[n], xˆ1,l[n], · · · , xˆM−1,l[n]]T . After going
through these processing stages, ideally, there is no change in
the signal part in the final output xˆm,l[n], m = 0, · · · ,M −
1, compared to the original signal part in xm,l[n], m =
0, · · · ,M − 1. However, since A−1 is also unitary, the total
noise power stays the same between xˆl[n] and zl[n]. Following
the same analysis for the ULA case as discussed in [4], we can
draw the same conclusion that up to 3dB TSNR improvement
can be obtained by the proposed method. However, in practice,
the SNR improvement will be less than 3dB due to the limited
number of sensors. The same process needs to be applied to
all the columns of sensors of the URA across the x-axis, and
for each column of sensors a 3dB improvement in TSNR will
be achieved.
However, one important point is that, although the TSNR
improvement is 3dB and much higher than the case of the
2D transformation developed in the last section, the sidelobe
attenuation of the 1D case will be much less than the 2D
case. Because as shown in (8), the beampattern of the 2D
transformation is the multiplication of the beampatterns of its
corresponding row/column vectors. A direct consequence will
be more distortion to the signal part using the 1D transforma-
tion when discarding the noise components using the highpass
filters. As a result, the performance improvement may be less
than the method directly based on the 2D transformation. This
will be demonstrated in the next section.
IV. SIMULATION RESULTS
In this section, simulation results will be provided and
compared to verify the effectiveness of the two proposed noise
reduction preprocessing methods for URAs. For simplicity the
same number of sensors is used across the x-axis and y-axis
(M = N ), with the same array spacings (dx = dy). The
URA has 16 sensors along each axis (M = 16) and the
desired signal arrives from the broadside (θd, φd = 0). The
transformation matrix A = B is a 16 × 16 DFT matrix, as
an example of unitary transformation. For the highpass filters,
linear phase 50-tap FIR filters with a common delay of 25
samples are employed. Then, the array signals are transformed
back by the inverse of the transformation matrix (A−1).
As mentioned before, by using the 2D transformation
method, up to 1.76dB and by using the 1D transformation
method, up to 3dB TSNR improvement can be achieved. De-
spite lower TSNR improvement, the 2D transformation method
has less distortion on the directional signal, because the 2D
transformation vectors have a higher sidelobe attenuation,
due to the dual filtering process along both axes. Frequency
responses of an example 2D-DFT vector in the frequency do-
main and its corresponding 1D-DFT vector, for the directional
signal arriving from θ = 90◦ and φ = 45◦ are shown in
Fig. 6. It can be clearly seen that the sidelobe attenuation for
the 2D-DFT is around 26dB, whereas the sidelobe attenuation
for the 1D-DFT is around 13dB. This results to less amount
of directional signals available in the lower sidelobes of the
2D-DFT, to be removed by the highpass filters compared to
the 1D-DFT. Therefore, we will have a better recovery for
the directional signals after the inverse transformation. To
compare the performance of the two methods in recovering
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Fig. 6: Frequency responses of an example 2D-DFT vector
and its corresponding 1D-DFT vector, for the directional signal
arriving from θ = 90◦ and φ = 45◦.
the directional signal, wideband signals with unit power from
random directions are applied to the URA, and then processed
by the noise reduction methods. The mean square error (MSE)
between the original signal and the recovered one by both
methods is calculated for different URA sizes (M ) with 10,000
Monte Carlo runs [15], and the results are presented in Table I.
It is clear that the effect on the directional signal for the
method using the 2D-DFT is much smaller compared to the
method using the 1D-DFT, and hence better recovery.
Now we examine the effect of the two proposed methods on
the performance of both the RSB beamformer and the LCMV
beamformer. When the directional signal is arriving from the
broadside, there is no delay between the received array signals.
Therefore, most of the signal power appears in the output of
the transformation covering the zero frequency, which is not
affected by the corresponding highpass filter. This leads to an
almost distortionless output for both methods. In the following
simulations, the desired signal is first assumed to be arriving
from the broadside. Otherwise, we can use pre-steering to
change the look direction. When the desired signal is arriving
from a direction other than broadside, both methods will have
a small distortion on the desired signal. The method with a
1D-DFT has a higher SNR improvement, so for low input SNR
values, it is expected that the beamformer will have a better
SINR performance compared to the method with a 2D-DFT.
On the other hand, when the input SNR is high enough, the
2D-DFT method should have a better performance, as it has
less distortion on the desired signal. For very high SNR values,
as the effect of noise is almost negligible, better beamforming
performance is expected by not applying any noise reduction.
M 2D-DFT 1D-DFT
10 8.25 × 10−4 2.04× 10−2
16 6.63 × 10−4 1.85× 10−2
20 5.66 × 10−4 1.75× 10−2
30 3.79 × 10−4 1.43× 10−2
40 2.80 × 10−4 1.20× 10−2
TABLE I: MSE for the directional signal before and after the
proposed noise reduction process for different URA sizes.
First, we assume a desired bandlimited signal with band-
width of [0.3π, π] is received by the URA from the broadside.
Seven interfering signals are applied to the system, each with
a -10dB input SIR and their DOAs are θi = 10◦, 20◦, 30◦,
40◦, 50◦, 60◦ and 70◦, respectively, all with φ = 45◦. A
-20 -10 0 10 20 30 40
Input SNR(dB)
0
5
10
15
20
25
30
O
ut
pu
t S
IN
R(
dB
)
RSB with NR using 1D-DFT
RSB with NR using 2D-DFT
RSB without NR
(a) RSB beamformer.
-20 -10 0 10 20 30 40
Input SNR(dB)
0
5
10
15
20
O
ut
pu
t S
IN
R(
dB
)
LCMV with NR using 1D-DFT
LCMV with NR using 2D-DFT
LCMV without NR
(b) LCMV beamformer.
Fig. 7: SINR performance of both beamformers with and
without the proposed noise reduction (NR) methods for the
URA.
tapped delay-line (TDL) length of J = 30 is used for these
beamformers.
The results are shown in Fig. 7. A higher output SINR is
achieved by both proposed noise reduction methods for both
beamformers for all the input SNR range and generally the
improvement becomes larger when the input SNR increases.
As the SNR improvement of the noise reduction method with
a 1D-DFT is higher than the SNR improvement of the method
with a 2D-DFT, a higher SINR improvement is achieved for
both beamformers using the method with a 1D-DFT.
At last, we have given an example to show the effect
caused by the different distortions using the two different
noise reduction methods. The SINR performance of the RSB
beamformer is shown in Fig. 8, with the desired signal arriving
from θd = 5◦ and φd = 0, and other conditions are the
same. As expected, for low SNR values, the performance is
higher using a 1D-DFT noise reduction method. As the SNR
increases the 2D-DFT method shows a better performance due
to less distortion of the desired signal. For very high input
SNR values better performance is achieved by not using any
noise reduction method, since the effect of noise is almost
negligible, while the distortion to the desired signal caused by
the noise reduction methods becomes the dominant factor.
V. CONCLUSIONS
Two methods for mitigating the effect of white noise without
affecting the directional signal in wideband URAs has been
introduced. With the proposed method using a 2D transfor-
mation, a maximum of 1.76dB improvement in TSNR can
be achieved in the ideal case, which is less than the 3dB
improvement previously achieved for ULAs. As an alternative,
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Fig. 8: SINR performance of the RSB beamformer with the
desired signal arriving from θd = 5◦ and φd = 0.
the noise reduction method using a 1D transformation for the
URAs is proposed, which is a direct adaptation of the method
used for ULAs, with a 3dB improvement achieved. Despite
lower improvement in TSNR, the 2D transformation method
has less distortion for directional signals. The increased TSNR
can be translated into performance improvement in various
URA signal processing applications and as an example its
effect on adaptive beamforming was studied. As demonstrated
by simulation results, a clear improvement in performance in
terms of output SINR has been achieved for a range of input
SNR values.
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