In this study, a new family of distributions is introduced which is called alpha log-transformation family. We consider a special case of this family with exponential distribution in details. Several properties of the proposed distribution including the raw moments, moment generating function, quantile function and hazard rate function are obtained. Statistical inference is discussed based on complete and progressive censored samples. Simulation study is also performed to observe the performance of the estimates and approximate condence intervals. A real data is given to illustrate the capability of ALT-Exponential distribution for modelling real data.
Introduction
Recently, there are several distributional families are introduced by using a transformation of existing well-known distribution functions such as Exponentied and family α−power family. The exponentied family is given by Mahdavi and Kundu (in press) proposed an another generalized family called α−power family which is dened by cumulative distribution function
, α ∈ (0, ∞) − {1}
where F0 (x) is well-known arbitrary distribution function. In this paper, we introduce a new distribution family in Section 2. The exponential case is considered in the introduced family. Some distributional characteristics are studied in Section 3. In Section 4, the statistical inference on distribution parameters are studied by maximum likelihood and least squares methods. A simulation study is performed to compare the estimates in Section 5. In Section 6, a numerical example with real data is also provided.
ALT Family
Let F0 (x) be the cumulative distribution function (cdf)introduced before or wellknown of a continuous random variable X, then the α−logarithmic transformation of F0 (x) for α ∈ (−1, ∞) − {0}, is dened as follows:
F (x) = log (1 + αF0 (x)) log (1 + α) , x R This family is called α−logarithmic transformation (ALT). It is easily seen that F satisfy the property of cdf. If F0 (x) is an absolute continuous distribution function with the probability distribution function (pdf) f0 (x), then FALT (x) is also absolute continuous distribution function with the pdf (2.2)
fALT (x) = αf0 (x) log (1 + α) (1 + αF0 (x)) .
ALT-Exp Distribution and Its Properties
In this section, we apply the ALT method to a specic class of distribution function, namely to an exponential distribution, and call this new distribution as the two parameter ALT-Exp distribution. Using Exponential distribution function(with mean β) as F0 (x) in (2.1) and (2.2), the cdf and corresponding pdf are given, respectively, by
where IA (·) is the indicator function on set A and the α ∈ (−1, ∞) − {0} and β ∈ (0, ∞) are parameters. The random variable X having pdf (3.2) is said to have a two parameter ALT-Exp distribution denoted by ALT-Exp(α, β) . Pdf (3.2) of ALT-Exp are plotted in Figure 1 for dierent values of α. It can be seen that the pdf (3.2) is decreasing for all α > −1. Indeed,
and it can be said that for all values of the parameters the density (3.2) is strictly decreasing in x and tends to zero as x → ∞. The mode of the distribution is at zero and the modal value is α/ (β log (1 + α)). It is clear that lim α→0 F (x; α, β) → 1 − exp (−x/β). In other words, ALT-Exp distribution behaves like exponential when α lies around zero. 
. Some plots of hazard rate functions are provided in Fig. 2 . From Fig. 2 , it appears that hazard function is increasing (IFR, increasing failure rate) for α < 0 and decreasing (DFR, decreasing failure rate) for α > 0. When α → 0 the hazard function is constant. It can be concluded that the ALT-Exp distribution is exible to modelling to real data which comes from DFR or IFR distribution. It should be point out that some well-known distributions such as Weibull and Gamma have this property. Note that DFR or IFR property is not discussed here.
The rth raw moments, expected value and variance of ALT-Exp distribution are given, respectively, by
βpoly log 2, 
Note that
From Figs 3-4, one can conclude that when α increases, the expected value and variance of ALT-Exp distribution decrease.
By using Eq. (3.3), moment generation function of ALT-Exp distribution can be written by
The quantile function of the ALT-Exp distribution is obtained by
In a special case, the median of ALT-Exp distribution is also given by
Parameter Estimation
In this section, we discuss the maximum likelihood and least squares estimates of the ALT-Exp parameters based on complete and progressive censored samples. 4.1. Maximum Likelihood Method based on Complete Sample. Let X1, X2, · · · , Xn be a random sample from ALT-Exp(α, β), then the likelihood and log-likelihood function are given, respectively, by
Hence, the gradients are found to be
Maximum likelihood estimates of α and β can be obtained by using any numerical method. The MLEs of α and β will be denoted by α and β later. In our study, fminsearch command of Matlab Software is used to maximize the log-likelihood (4.1). fminsearch command uses the Nelder-Mead simplex algorithm as described in Lagarias et al. (1998) .
Least-Squares Method based on Complete
Sample. Consider the distribution function is given in Eq. (3.1). That is
Empirical distribution function (denoted by F * x (i) ) can be used to estimate F x (i) . Substituting the Empirical distribution function in Eq. (4.3), following model is obtained:
where εi is the error term for ith observation. Now, least squares estimate (LSE) of the parameters can be obtained by minimizing the following equation with respect to α and β:
The LSEs of α and β will be denoted by α and β later. The fminsearch command in Matlab Software can be also used to minimize the function Q(α, β) given in (4.4). The model of progressive type-II right censoring is of importance in the eld of reliability and life testing. Suppose n identical units are placed on a lifetime test. At the time of the i-th failure, ri surviving units are randomly withdrawn from the experiment, 1 ≤ i ≤ m. Thus, if m failures are observed then r1 +· · ·+rm units are progressively censored; hence, n = m+r1 +· · ·+rm. Let X r 1:m:n ≤ X r 2:m:n ≤ · · · ≤ X r m:m:n be the progressively censored failure times, where r = (r1, . . . , rm) denotes the censoring scheme. As a special case, if r = (0, . . . , 0) where no withdrawals are made, we obtain the ordinary order statistics Bairamov and Eryilmaz (2006) . If r = (0, . . . , 0, n − m) the progressive type-II censoring becomes type-II censoring. For more details see Balakrishnan and Aggarwala (2000) .
Let X r 1:m:n < X r 2:m:n < · · · < X r m:m:n denote a progressive type-II right censored order statistics from ALT-Exp distribution. Then the log-likelihood function is given by The fminsearch command in Matlab Software can be used to maximize the loglikelihood (4.5). The approximate condence intervals for α and β can be found by taking α, β to be bivariate normally distributed with mean (α, β) and covariance matrix with inverse of Fisher information matrix, where α, β is ML estimates of (α, β). Hence for any 0 < α < 1, 100 (1 − α) % approximate condence intervals for parameters α and β can be obtained using ML estimates and their approximate variances as following, respectively:
where V ar ( α) and V ar β are the approximate variances of the ML estimates of the α and β, respectively. This values can be estimated by using observed Fisher information matrix. Also zα be the percentile of standard normal distribution with right-tail probability α. Approximate variances can be obtained using the inverse of Fisher information matrix which is obtained by second derivatives of negative log-likelihood.
Simulation Study
In this section, a simulation study is performed to compare the performance of ML and least-square estimates. In the simulation, we have generated 5000 random samples with size of n from the ALT-Exp distribution and then computed the MLEs, LSEs of parameters. We then compared the performances of these estimates in terms of their biases and mean square errors (MSEs). The results are given in Table 1 and 3. Another simulation study is performed to assess the accuracy of the approximation of the variances of the MLEs determined from the information matrix described above. We have carried out a simulation study for complete sample and dierent choices of r given in Table 2 . It is noted that the algorithm of Balakrishnan and Sandhu (1995) is used to generate the progressive censored sample. The simulated values of V ar( α) and V ar( β) as well as the approximate values determined by averaging the corresponding values obtained from the information matrix are presented in Table 4 -5. The coverage probabilities(CP) of asymptotic condence intervals based on sher information matrix are also given in Table 4-5. The nominal level of CI is taken to be 0.95 in the simulation. Table 1 indicates that MLEs have better MSEs and bias than LSEs have. It can be also said that MLEs and LSEs are biased but asymptotically unbiased based on complete and censored samples. Furthermore, as the sample size n increases, the bias and MSE of the MLEs and LSEs reduce as expected. According to Table 3, in progressive censoring scheme, when removals are all made in the rst stage of experiment, the variances of MLEs are smaller than the other schemes given in Table 2 . From Table 4 -5, it can be observed that the asymptotic variances of MLEs obtained from Fisher information matrix and simulated variance are almost identical and CPs of asymptotic CI reach to the nominal levels 0.95 for n ≥ 500. In other words, asymptotic CI based on Fisher information can be used without any doubt for moderate sample size. In this section, we t the ALT model to a real data set and show that the ALT-Exp distribution is more exible in analyzing of the data than of the Beta-Pareto (BP) (Akinsete et al. 2008) , Generalized Exponential(GE) (Gupta and Kundu,1999) , Exponential Poisson (EP) (Kus, 2007) , Beta Generalized Half-Normal (BGHN) (Pescim et. al. 2009 ) and Generalized Half-Normal (GHN) (Cooray and Ananda, 2008) distributions. In order to compare the models, we used following four criteria: Akaike InformationCriterion(AIC), Bayesian Information Criterion (BIC), log-likelihood values, where the lower values of AIC, BIC and the upper value of log-likelihood values for models indicate that these models could be chosen as the best model to t the data. The data set is given in Feigl and Zelen (1965) for the patients who died of acute myelogenous leukemia. Feigl and Zelen (1965) represent observed survival times (weeks) for AG negative. The data set is: 56, 65, 17, 17, 16, 22, 3, 4, 2, 3, 8, 4, 3, 30, 4, 43. Torabi and Montazeri (2012) used this data and K-S values are given in their paper for selected models. The data analysis is given in Table 6 according to Torabi and Montazeri (2012) . Table 6 and Fig. 5 , ALT-Exp is quite eectively to provide better t to data than the others. 
