We investigate the thermodynamic and critical properties of an interacting domain wall model which is derived from the triangular lattice antiferro- exhibits commensurate phases where the domain wall density q is locked at the values of 0, 1/2 and 1. The IC phase is a critical state described by the Gaussian fixed point. The effective Gaussian coupling constant is obtained analytically and numerically for the IC phase using the finite size scaling predictions of the conformal field theory. It takes the value 1/2 in the noninteracting limit and also at the boundaries of q = 0 or 1 phase and the value 2 at the boundary of q = 1/2 phase, while it varies smoothly throughout the IC region. 05.50.+q, 05.70.Jk, 64.60.Fr, 64.70.Rh 
I. INTRODUCTION
There has been much interest in the two dimensional statistical mechanical systems which exhibit modulated phases on the periodic substrate [1] . Among those systems are monolayers of physisorbed gas on solid surface which display incommensurate (IC) and commensurate (C) phases. In the domain wall description of IC phases [2] , domain walls separating commensurate patches are considered as the basic fluctuating degrees of freedom.
The domain walls can be arranged either parallel to each other (striped domain wall) or in hexagonal pattern (honeycomb domain wall) depending on the domain wall crossing energy [3] . The simplest type of commensurate-incommensurate (C-IC) transition is the Pokrovsky-Talapov (PT) transition [4] which describes the transition into striped IC phase.
Here, the fluctuations of the striped domain wall cause an effective repulsive interaction between walls. The interaction varies as 1/l 3 if l is the average distance between walls. Due to this repulsive interaction between domain walls, the C-IC transition to the striped IC phase is a continuous transition with the specific heat exponent α = 1/2 and the domain wall density displays a square root dependence on the chemical potential of domain wall if we approach the phase boundary from the incommensurate side. The theory is explicitly realized in fermion models of striped IC phases where domain walls are represented as world lines of fermions living in one dimensional chain. Free fermion model is also obtained as low temperature approximation to the ANNNI model [5] . In these models, the IC phase is a critical phase where the correlation functions decay by the power laws of the distance rather than by the exponential function of the distance. Recently, Park and Widom showed that the IC phase modeled by free fermion hamiltonian is described in the continuum limit by the Gaussian model with the coupling constant g = 1/2 by explicit calculation of the toroidal partition function [6] . Effect of domain wall interaction has also been studied in the fermion model derived from an approximation to the ANNNI model [7] and in a phenomenological model [6] .
In this paper, we consider an exactly solvable interacting domain wall model derived from the triangular lattice antiferromagnetic Ising model (TAFIM). It is well known that the TAFIM with the only nearest neighbor coupling has infinitely degenerate ground states due to frustration on each elementary triangles. Each ground state can be mapped into a configuration of covering the plane by three types of diamonds. Blöte and Hilhorst [8] introduced a solid-on-solid model derived from these configurations. Regarding two types of diamonds as domain wall excitations, one also obtains a striped domain wall configuration.
Blöte and Hilhorst [8] utilized this connection to obtain exact solution to the non-interacting domain wall problem. As the fugacities of walls change, there is a phase transition from an ordered phase to the critically disordered phase which is described by the Gaussian fixed point with the coupling constant g = 2. The nature of the transition is found to be that of the PT transition [4] . Nienhuis et al. [9] identified various spin wave and vortex operators of the Gaussian model in terms of the solid-on-solid model and argued that infinitesimal next nearest neighbor (nnn) interactions and magnetic field in TAFIM would change the coupling constant g of the Gaussian model. From this they suggested a schematic phase diagram in the parameter space composed of the nearest neighbor interactions, the nnn interactions and the external magnetic field. More recently the effect of the external magnetic field on g has been studied by Blöte et al. [10] and the behaviors predicted in Ref. [9] is confirmed.
We show in Sec. II that the ground state configurations of the TAFIM under the general boundary conditions are equivalent to the striped domain wall configurations. When the nnn interactions in the TAFIM are turned on in an anisotropic manner, they correspond to extra energies between adjacent domain walls. Only the same types of walls can touch each other and there are two types of wall interactions. We also show in Sec. II that the striped domain wall configuration is exactly mapped to the arrow configuration of the 5-vertex model. But, if both types of wall interactions are present, the Boltzmann weight cannot be represented by a product of vertex weights. However, when only one type of domain walls interacts each other, it can be written as a product of vertex weights and the partially interacting domain wall model reduces to the general 5-vertex model.
In Sec. III, we diagonalize the transfer matrix of the 5-vertex model using the Bethe Ansatz method. We develop Bethe ansatz solutions both for domain wall and domain wall hole. From these solutions, we obtain full phase diagram of the partially interacting model.
The phase diagram displays the C and IC phases separated by the PT transition and the first order transition. It also exhibits a new commensurate phase where the domain wall density is locked to the value 1/2 for a range of the chemical potential of the wall. This phase does not appear in the non-interacting domain wall models and is a feature resulting from the domain wall interactions. This is akin to the antiferromagnetically ordered phase of the ANNNI model.
In Sec. IV, we investigate the critical properties of the IC phase. It is shown that the interaction between domain walls causes a continuous variation of the coupling constant g of the Gaussian model resulting in non-universal critical behaviors. It is studied by analytic perturbative calculations and numerical calculations. We discuss and summarize our result 
II. TRANSFER MATRIX FORMULATION OF INTERACTING DOMAIN WALL

MODEL
We write the hamiltonian H including 1/kT of the TAFIM with the nearest and next nearest neighbor interaction as
where s i = ±1 is an Ising spin variable at site i, the first (second) sum is over the nearest (next nearest) neighbor pairs of sites, K + δ a (ε a ), a = 1, 2, 3, are the anisotropic nearest (next nearest) neighbor couplings whose index a depends on the direction of the bond < ij > (<< ij >>) as shown in Fig. 1(a) , and finally N is the number of lattice sites.
Monte Carlo simulation and other studies [11, 12] show that this system has rich critical phenomena in the full parameter space. But, we will only consider the zero temperature limit of this system. By the zero temperature limit, we actually mean the infinite coupling limit K → −∞ leaving δ j 's and ε j 's finite. Eq. (1) in this limit will be called the T = 0 TAFIM.
Here, only those configurations which have precisely one pair of parallel spins around each elementary triangle are energetically allowed. Though this imposes much restriction on the spin configurations, it is important to study this limiting case because the T = 0 TAFIM is equivalent to many interesting problems, e.g. diamond and/or dimer covering problem [8] and triangular solid-on-solid model [9, 13] . Moreover, the T = 0 behavior of the TAFIM can be inferred from the T = 0 behavior.
Here, we will show that the T = 0 TAFIM with nnn interaction is equivalent to the interacting striped domain wall model where the nnn interaction ε j (j = 1, 2) plays the role of wall-wall interactions. If we draw lines between all nearest neighbor pairs of antiparallel spins for a given ground state configuration of the TAFIM, the resulting configuration is that of a covering of the plane by diamonds. Fig. 2 shows a typical TAFIM ground state and its corresponding diamond covering configuration. The three types of diamonds are called as type 1,2 and 3, respectively as shown in Fig. 1 
where the summation is taken over all striped domain wall configurations and n i is the total length of domain wall of type i and l i is the total number of incidents where domain walls of type i touch each other and share a side, i.e. the number of wall-wall interactions of type i.
When ε 3 = 0 in Eq. (1), the energy of the T = 0 TAFIM can be written in terms of n i and l i . Nearest neighbor interactions contribute [8] 
where (i, j, k) is the cyclic permutation of (1, 2, 3) and n 3 = N − n 1 − n 2 is the total number of type 3 diamonds. From now on we set δ 3 = 0 without loss of generality. To relate the nnn interaction energies to l i , consider first the bonds connecting nnn pair of sites along the direction 1. (See Fig. 1 These possibilities are shown in Fig. 3 . If we let n a , n b , n c and n d be the number of cases (a), (b), (c) and (d), respectively, the bonds contribute ε 1 (n a + n b − n c − n d ) to the energy.
But one can easily identify n d = n 1 and n a = l 2 . Moreover each of type 2 wall is crossed by two nnn bonds so that it appears twice in the list of Fig. 3 while the total number of type 2 walls counted in Fig. 3 is 2n a + n c . Thus 2n 2 = 2n a + n c . These relations, together with the sum rule n a + n b + n c + n d = N , give the energy
Similar counting holds for nnn bonds along the direction 2.
Putting these together, the ground state energy of Eq. (1) for ε 3 = 0 becomes
Thus the fugacities for the interacting domain wall model are related to anisotropic coupling energies of the TAFIM model as
Next, we show that to each striped domain wall configuration, one can assign a vertex configuration. To do this we deform the triangular lattice into the square one as shown in The 5-vertex model on the square lattice is obtained from the 6-vertex model by suppressing one of the first four vertices. The 5-vertex model with special choice of its vertex weights was first considered by Wu [14] as a limiting case of the 6-vertex model and is studied in connection with the non-intersecting directed random walk [15] and the directed percolation problem in three dimension [16] . Recently, Gulácsi et al. 
the partition function Z 5-v becomes the same as that of the partially interacting domain wall system;
We study the 5-vertex model using the transfer matrix. Suppose the lattice has M rows and N columns, and periodic boundary conditions are imposed in both directions. Let 
where T 5-v is the 2 N by 2 N transfer matrix with elements
In Eq. (9), W (µ, α|β, ν) is the weight of the vertex configuration in the standard notation [18] . Let T L (T R ) be the transfer matrix of the 5-vertex model with the first horizontal arrow fixed to the left (right). This can be written graphically as ,
Then the transfer matrix can be written as
From the ice rule, the number of up arrows on a row and right arrows on a column are conserved. In the language of domain wall, the number of up arrows per row corresponds to the number of domain walls per row and the number of right arrows per column corresponds to the number of type 1 domain walls per column. We will call them Q and Ω, respectively.
From the conservation of Q, T 5-v is a direct sum of submatrices labeled by Q which only act on the subspace with Q domain walls. Thus,
where stands for the direct sum and
The partition function Z 5-v of the 5-vertex model is obtained from the partition function Z TAFIM of the T = 0 TAFIM as follow. Suppose the triangular lattice has M rows and N columns as in Fig. 2 under the boundary condition (µ, ν) defined by TAFIM of the T = 0 TAFIM is defined through its matrix element T (ν)
which is the Boltzmann weight for two successive row configurations (s 1 , α) and (s
with the boundary condition ν along the horizontal direction. Due to the global spin reversal symmetry, it takes the block form
where T ss ′ (s, s ′ = ±) is the matrix whose elements are T
an equivalence up to the similarity transformation. We use the fact that
we denote the partition function of the T = 0 TAFIM under the boundary condition (µ, ν)
TAFIM , it can be written as
where R is the spin reversal operator.
Since the sign of spin reverses by crossing each domain wall in the horizontal direction, spin configurations under the boundary condition ν = 0 (1) yield only domain wall configurations with Q even (odd). Therefore, T ++ and T +-in Eq. (13) 
where the factor 1/2 accounts for the two-to-one correspondence. This relation will be used in Sec. IV to obtain the toroidal partition function Z 5-v of the 5-vertex model.
III. PHASE DIAGRAM
The five-vertex model transfer matrix can be diagonalized by the Bethe ansatz method as a special case of the general six-vertex model [14] . Its phase diagram has recently been calculated by Gulácsi et al. [17] for the special case of w 1 = w 2 1 . In this section, we generalize it to the full three dimensional parameter space and also calculate the domain wall densities. We also discuss types of solutions of the Bethe ansatz equation (BAE) of the 5-vertex model.
The eigenvalues of the transfer matrix Eq. (9) in the sector Q ( = N) are given by [14, 17] 
where the set {z 1 , z 2 , . . . , z Q } are the solutions of the BAE
with
All
An alternative expression for the eigenvalue which is useful for Q > N/2 is given by
whereQ ≡ N − Q is the number of domain wall holes and the set {z 1 , z 2 , . . . , zQ} is again given by Eq. (17) with Q replaced byQ. We call Eq. (16) and Eq. (19) the domain wall representation and the domain wall hole representation, respectively. Using Eq. (6) into Eqs. (16), (18) and (19) gives Λ Q in terms of the domain wall parameters as
where a is the ratio of two domain wall fugacities
and
We will call ∆ the interaction parameter. It is positive for attractive interaction and negative for repulsive interaction between domain walls.
Defining the momenta {p j } by z j = e ip j , Eq. (17) also takes the familiar form
where
and I j 's are half-integers for even Q and integers for odd Q ranging from −(N − 1)/2 to (N − 1)/2. Different eigenvalues come from different choices of the set {I j }.
The BAE may take another form. If we define
then the BAE becomes
where q = Q/N is the domain wall density. This equation gives z j 's as a function of s which should, in turn, be determined from its defining equation (23) .
Note that the BAE (Eq. (17)) arises from the periodic boundary condition on the wave function of T 5-v [19] . It is also interesting to consider another boundary condition, say, the anti-periodic boundary condition. The effect of the boundary condition is to shift domain walls out of the N-th site to the first site with appropriate phase factor 1 (−1) for periodic (anti-periodic) boundary condition. The shift operation is done by the operator T R . So, if
we impose anti-periodic boundary condition, the resulting matrix we diagonalize is T L −T R .
In this case, the expression for eigenvalues remains the same except the fact that I j should be integers for even Q and half-integers for odd Q. So, we can obtain whole spectrum of the transfer matrix of the T = 0 TAFIM from the transfer matrix of the 5-vertex model under periodic and anti-periodic boundary conditions. Note that the anti-periodic boundary condition here is different from that which reverses the sense of horizontal arrows.
The free energy in the language of the domain wall physics is a function of x 1 , x 2 and y 1 through Eq. (6) . From now on, we regard it as a function of ∆, x 2 and a = x 1 /x 2 . Since the free energy is given by the maximum eigenvalue of the transfer matrix, f (x 2 , a, ∆), the free energy per site in the units of kT , is written in the form
where κ(q), which will be called the configurational free energy, is given by
Here, {z j }'s are the solutions of the BAE. The equation of state which relates the equilibrium domain wall density q as a function of thermodynamic parameters is given by the relation
where Q 0 is the value of Q at which Λ Q attains the maximum value. The equation of state can be rewritten as
if κ(q) is a differentiable and convex function. The configurational free energy κ(q) is a Legendre transformation of f . That is, it is a free energy as a function of domain wall density while f is a free energy as a function of the domain wall fugacity.
We now classify types of solutions of the BAE corresponding to the maximum eigenvalue.
First, consider the case −1 < ∆ < 1. This region contains the non-interacting case with ∆ = 0 which is considered in [14] . In this case, the Θ function defined in Eq. (22) is identically 0. So, any set {I j } of Q different numbers are solutions of the BAE and the solution giving
. We assume that this set {I j } still gives the maximum eigenvalue even after turning-on of weak interaction and remains so in the whole region −1 < ∆ < 1. This assumption is tested by direct numerical diagonalization of the transfer matrix with N up to 15. We call this type of solution as the free magnon type.
When |∆| > 1, there appear other types of solutions. Assume that the solution is of the form,
where a j and b j are constants greater than 0 andz (i) ∆ < 1, q = 0
In the region ∆ < 1, the free magnon type solution in the q → 0 limit is
where θ j = 2πI j /N and {I j } is a set of integers or half-integers depending on the parity of the domain wall number Q. The maximum value of κ(q) is obtained if we choose the set
. . , (Q − 1)/2} and the next largest values of κ(q) are obtained by using the set {I ′ j = I j + m} which is a shift of the set {I j } by an integer m.
With this solution, the configurational free energy κ is given from Eq. (26) by
This, together with Eq. (28), implies that q = 0 if x 2 ≤ 1/ (1 + a) . Thus, we obtain the phase boundary x 2 = x 0C between the q = 0 C phase and the IC phase as
or equivalently x 1 + x 2 = 1. For x 2 slightly larger that x 0C , Eq. (31) gives
The domain wall density thus shows the square root dependence on domain wall formation energy which is the general character of the PT transition. This type of singularity is originated from the fact that the leading contribution κ(q) aside from the linear term is of order q 3 . It is originated from the entropy reduction due to the collision of domain walls [20] .
(ii) ∆ < 1, q = 1
Next, consider the case near q = 1. In this case, it is easier to consider the BAE for domain wall hole rather than domain wall. Inserting Eq. (30) with q replaced byq into Eq. (19'), we obtain κ(q) near q = 1.q = 1 − q is a domain wall hole density. There are two cases to consider depending on whether ∆ + a > 1 or ∆ + a < 1. When ∆ + a > 1, the first term in the right hand side of Eq. (19') dominates and hence
From this, the phase boundary x 2 = x 1C between q = 1 C phase and IC phase is given by
and the equilibrium domain wall density near x 1C is given by
Similarly, when ∆ + a < 1, the configurational free energy is given by
from which the phase boundary x 2 = x 1c and the equilibrium domain wall density near x 1C are given by
So, we conclude that when ∆ < 1, there are commensurate phases with domain wall density 0 for x 2 < x 0c and domain wall density 1 for x 2 > x 1c . In between, the equilibrium domain wall density increase smoothly as x 2 increases as long as ∆ > −4. 
Then the BAE forz j becomes
For macroscopic number of N and Q, the values ofz j /∆ N −Q and ∆ −Q are exponentially small and may be neglected. Thus the solution is
where θ can take the value from the set 2π N ×{1, . . . , N}. The corresponding right-eigenvector
where C is a normalizing constant. Here, {n i }'s denote the position of up arrows or equivalently domain walls. It is obvious that these states represent bounded domain wall states because the components of eigenvector decay exponentially as the distance between domain walls becomes large. In fact, one can calculate the mean distance of the last domain wall from the first one. The mean distance n Q − n 1 of Q domain wall system is given by
wheren j is the position operator of the j-th domain wall. Inserting the eigenket to the above expression and after some algebra, we find that n Q − n 1 is equal to Q for macroscopic number of domain walls. Thus, we can interpret this state as the bounded domain wall state.
This solution yields the exact configurational free energy which is obtained from the solution Eq. (41) with θ = 0;
And the free energy f for ∆ > 1 is simply
The maximum value is obtained at q = 0 if x 2 is less than 1/(∆ + a) and at q = 1 if x 2 is greater than 1/(∆ + a). So there is a first order phase transition between the two commensurate phases when x 2 is at the critical fugacity x c , where
Note that the condition w 1 = w 2 used in [17] is amount to the condition x 2 = 1/(∆ + a) so that the first order transition for ∆ > 1 could not to be seen in [17] . We have thus found the phase boundary of the C phase with domain wall density q = 0 and 1 and the nature of the phase transition. We present the resulting phase diagram in Fig. 7(a) for the case of a = 1.
(iv) ∆ < −4, q = 1/2 − As discussed before, we expect that f has a singularity in x 2 at q = 1/2 if ∆ is large and negative. To see q dependence of x 2 near q = 1/2, we should evaluate the configurational free energy κ(q) near q = 1/2. Gulácsi et al. [17] used the root density function ρ(p) to find the q = 1/2 phase boundary when x 2 (∆ + a) = 1. We employ the same method to the general case.
ρ(p) is defined so as Nρ(p)dp to be the number of the roots of the BAE (Eq. (17)) with z = e ip in the interval (p, p + dp) in the complex p plane. We stress here that the roots do not lie on a straight line in the complex p plane. For domain wall density q, ρ(p) is given by [17] ρ(p) = 1 2π 1 + q ∆e
In Fig. 8 , we give a typical root distribution of the BAE in the complex α plane which is related to p as
The root density functionρ(α) in the α plane is given by ρ(α) ≡ ρ(p) dp dα 
where C is determined from the equation
Near q = 1/2, they take the values
With this knowledge, we can calculate κ(q) near q = 1/2. First consider the case q < 1/2, where κ(q) is evaluated from Eq. (16').
where the integration should be taken along the contour C shown in Fig. 8 . But, the contour can be deformed to the straight line L since the integrand is analytic in the shaded region.
Then κ(q), up to the first order in (q − 1/2), is given by
Note that κ(1/2) = A ≡ 1
Then the configurational free energy is written as
where κ L = A−B and κ R = ln a+q ln((a+∆)/a)−B. The quantity A and B can be written as a contour integration in the complex α plane in the thermodynamic limit N → ∞.
Since the integrand in A is analytic in the shaded region, the contour can be deformed to the straight line L and the integration results in
In other to calculate B, there are three possible cases to consider;
The integrand is also analytic in the shaded region and the contour C is replaced by the straight line L. It yields
In this case, the branch cut intrudes into the shaded area. Therefore, upon changing C to the straight line, one need to subtract the contribution around the branch cut. The results is
(c) (a + ∆)/a < 1/D < λ
In this case, the contour can be deformed to the straight line L as in the case (a) and the integration results in
For each case, the quantity κ R and κ L take the following values at q = 1/2;
When a + ∆ > 1, only the cases (a) and (b) in Eq. (64) occur and κ R > κ L at q = 1/2.
So near q = 1/2, the configurational free energy κ(q) is determined by κ R (q) and is given by
When a+∆ < 1, the cases (b) and (c) occur. One can easily find that if (a+∆)/a < 1/D then κ L > κ R and if (a + ∆)/a > 1/D then κ L < κ R . So, near q = 1/2 the configurational free energy is
From the Eq. (65) and (66), we see that the q = 1/2 phase ends at x 2 = x + where
x − (Eq. (56)) and x + (Eq. (67)) defines the phase boundary between the q = 1/2 C phase and the IC phase and the domain wall density is locked at q = 1/2 for the range
Since x − and x + merge at ∆ c = −4, this phase appears only when a > 4. Fig. 7(b) shows the full phase boundaries for a = 7 and Fig. 9 shows the domain wall density as a function of ln x 2 for ∆ = −4 and −5.
IV. THE CRITICAL PROPERTIES OF THE IC PHASE
The conformal field theory predicts that the operator content of a critical phase is related to the finite size correction to the eigenvalue spectra of the transfer matrix [21] . When we write an eigenvalue Λ α of the transfer matrix for a lattice of width N as e −Eα , then E α takes the form at the criticality,
where c is the central charge, ∆ α ,∆ α are the conformal dimensions of the operator corresponding to the α-th energy eigenstate, ζ is the anisotropy factor, θ is the anisotropy angle and finally f ∞ is the non-universal bulk free energy per site in units of kT [21, 22] .
The toroidal partition function (TPF) Z is defined as the order 1 part of the partition function Z for conformally invariant system of N columns and M rows. It follows from Eq. (69) that
where q, the modular parameter, is given by
q is the complex conjugate of q and the sum is over the infinite set of levels whose energy E α scales as Eq. (69). In the first part of this section we use the notation q to denote the modular parameter (Eq. (71)). This is not to be confused with the domain wall density.
For the Gaussian model compactified on a circle, or equivalently, the symmetric sixvertex model in the continuum limit, the TPF under periodic boundary conditions in both directions is given by the c = 1 Coulombic partition function [23] 
One can impose U(1) boundary conditions on the six-vertex model instead of periodic boundary conditions. In the Pauli spin representation, the twisted boundary condition is
where ϕ is the twisting angle. The Coulombic toroidal partition function is then modified to [24] 
where ϕ and ϕ ′ are the twisting angles in the space and time directions, respectively.
After this short review, we now turn to the critical properties of the IC phase. It is generally known that the striped IC phase is critical and described by the c = 1 conformal field theory in the continuum limit [1, 25] . In the fermion model approach, Park and
Widom [6] calculated exact toroidal partition function explicitly for the free fermion, i.e.
non-interacting domain wall system and showed that it is of the form of Eq. (76) where g = 1/2, ϕ ′ = 0 and ϕ/2π is the number of the domain walls per row (mod 1). Note that the twisted boundary condition used in Ref. [6] has no direct physical meaning.
For the T = 0 TAFIM without the second neighbor interaction, the central charge and the scaling dimensions of several operators are calculated analytically [25] . Since all the transfer matrix spectra are known from the Onsager solution in this case, one may go one step further and calculate the toroidal partition function explicitly. We present the calculation in Appendix B.
When ∆ = 0, the TPF Z 5-v of the 5-vertex model can be obtained from the Z (µ,ν)
TAFIM of Appendix B, by using the relation Eq. (15) . The result is
This takes the final form after the modular transformationτ → τ = −1/τ ;
where Q 0 and Q 1 are given in Eq. (B28) and (B29), respectively. This is the exactly Coulombic partition function with the twisting angle ϕ = 2πQ 0 and ϕ ′ = πQ 1 .
Note that this can be also obtained by replacing (m, n) in Eq. (B30) by (2m, n/2). In show that this is exactly done by a simple substitution of (m, n) by (2m, n/2).
Eq. (78) implies that the IC phase of the non-interacting domain wall model is in the universality class of the Gaussian model with coupling constant g = 1/2 regardless of the anisotropies in the fugacity of the domain walls. This result is in accord with previous works but it confirms the universality in the strongest sense.
We assume that the effect of domain wall interactions preserves the c = 1 nature throughout the IC phase even though it may change the modular parameters, the coupling constant etc. Since the coupling constant g determines the critical exponents, its possible dependence on interactions over the IC phase is of interest. If we denote the eigenvalue of T 5-v corresponding to the m-th spin wave operator in the sector Q by e −E m,Q , it is expected to take the form in the IC phase
where Q 0 = qN is the average number of domain walls per row. Here and below, q denotes the domain wall density. We now calculate g perturbatively in the small ∆ limit and numerically for a wide range of ∆. During the perturbative calculation with |∆| < 1, we will only consider the isotropic case (a = 1) for simplicity. In this case, the eigenvalue e −E m,Q of the transfer matrix with ∆ = 0 is as given in Appendix B and the superscripts in g 0 and ζ 0 denote the value for non-interacting case. If we insert p j = n j + u j into the BAE where n j = I j + m is the solution of the ∆ = 0 BAE for the m-th excited state in a given Q sector, the resulting equation for u j is, up to the first order in ∆,
where s is
that is determined from the condition j u j = 0. With this solution {u j }, we can calculate the energy shift δE m,Q ≡ E m,Q (∆ = 0) − E m,Q (∆ = 0) due to the interaction;
Using the value of Re{E m,Q }/N at ∆ = 0, we can write down the energy Re{E m,Q (∆)} up to the first order in ∆.
The new anisotropy factor ζ, the Gaussian coupling constant g and the central charge c are obtained by the comparing the last two expressions;
The result from the first order perturbation calculation shows that the interaction between domain walls causes a continuous variation of the coupling constant g so the scaling dimensions vary continuously as a function of the interaction parameter ∆.
For larger values of ∆, g can be evaluated numerically by the finite size corrections of the eigenvalue of the transfer matrix (Eq. (69)). Suppose the model parameters are tuned in such a way that Q 0 = Nq is an integer. That is, we are considering the case of q being integer multiple of 1/N. From Eq. (79), g and ζ sin θ can be evaluated if we calculate four eigenvalues E m,Q with (m, Q) = (0, Q 0 ), (0, Q 0 ±1) and (1, Q 0 ).
Necessary E m,Q 's are obtained by solving the BAE for N up to 150. The coupling constant g obtained in this way is shown in Fig. 10 as a function of q for several values of ∆ for a particular value of a = |∆| + 0.1. Note that the value of g starts from around 1/2 at q = 0 and ends at 1/2 at q = 1 and varies smoothly when ∆ > −4. The values g = 1/2 at q = 0 is easily understood since the interaction effect will vanish in these limit. So is the case for q = 1 and ∆ + a < 1. When ∆ ≤ −4, the value of g approaches 2 as q → 1/2. The fact that g = 2 exactly in the q → 1/2 limit can be derived analytically following the procedure similar to that used by Gwa and Spohn [26] . In this appendix, we discuss the Yang-Baxter equation (YBE) of the 5-vertex model and alternative parametrization from which the corresponding quantum chain hamiltonian is derived.
The YBE for the 5-vertex model is given by
where 1 is the 2 × 2 unit matrix, ⊗ denotes the direct product, R is the 4 × 4 matrix given 
The solution under the normalization w 2 = w [
for all u, u ′ ,v, and v ′ . Eq. (A4) with above parametrization becomes
Standard parametrizations of solutions to the YBE involve the so-called spectral parameter u with which the YBE displays the difference property; i.e., if R = R(u) and
. At criticality, it gives the physical meaning of the anisotropy angle [22] .
Also, corresponding quantum chain hamiltonian commuting with the transfer matrix is obtained by the logarithmic derivative at u = 0. We find from Eq. (A7) that the 5-vertex model also displays the difference property if we set v = 0. This is the special case w 1 = w 2 considered in Ref. [17] .
We calculated the quantum hamiltonianĤ of the one-dimensional quantum spin chain by taking the logarithmic derivative of the transfer matrix at u = 0 for the case of v = 0.
The result isĤ
whereŝ i is the quantum spin density operator at site i. This non-hermitian hamiltonian is similar to the hamiltonian of the XXZ quantum spin chain. The difference is that there is no termŝ − iŝ + i+1 in this model. So, there is a net flux of the spin flow from the right to the left of the chain. It comes from the anisotropic choice of the vertex weights at the beginning.
APPENDIX B:
In this appendix, we present the phase diagram of the T = 0 TAFIM with anisotropic nearest neighbor interaction and the toroidal partition functions under the general boundary conditions.
Through the star-triangle relation, the Ising model on the triangular lattice can be mapped into the Ising model on the honeycomb lattice [18] . 
provided K and L satisfy the star-triangle relation:
Here R is the normalization factor.
If we take the zero temperature limit K → −∞, the solution of the star-triangle relation
and (i, j, k) is a cyclic permutation of (1,2,3).
Now, we consider the transfer matrix T (µ)
H on the honeycomb lattice whose matrix element
H (s, t) is the Boltzmann weight for a spin configuration shown in Fig. 12 ;
The superscript µ (= 0, 1) denotes the boundary condition s M +1,j = (−1) µ s 1,j . Each of the four factors in the first two lines in Eq. (B4) defines the four matrices T A , T B1 , T C and T B2 , respectively. Their operator forms are
where σ 
for boundary condition µ along the horizontal direction.
The partition function Z (µ,ν)
TAFIM is given by
even ( odd ) denoting the sums over the occupation number configurations {n k , m k = 0, 1} under the restriction k (n k + m k ) = even (odd), respectively, and the values of k are given in Eq. (B10). We will say a state is in an even (odd) sector if k (n k + m k ) is even (odd). In
with [x] denoting the integer part of x. The ground state energies for each sector under anti-periodic boundary condition (µ = 1) are
The quantity From the predictions of the conformal field theory, we know that the transfer matrix has gapless excitations with linear dispersion relation at the criticality. The quasi-particle excitation energies become zero at k = ±k c where
in the range |z 1 − z 2 | ≤ z 3 and |z 1 + z 2 | ≥ z 3 . So, we conclude that the system is critical in this range. This includes the result of Blöte and Hilhorst [8] who treated the case z 1 = z 2 .
The toroidal partition function Z (µ,ν)
TAFIM under the general boundary condition (µ, ν) is given as
Especially, the toroidal partition function for periodic boundary condition in both directions is given as 
To compare with the triangular lattice shown in Fig. 1(a) Since z i 's are the activities of the diamonds shown in Fig. 1(b) , one easily obtains [8] from the bulk free energy that the mean domain wall densities of each type are given by 
