Abstract. In this paper a representation is given for the Drazin inverse of a 2 × 2 operator matrix, extending to Banach spaces results of Hartwig, Li and Wei [SIAM J. Matrix Anal. Appl., 27 (2006) pp. 757-771]. Also, formulae are derived for the Drazin inverse of an operator matrix M under some new conditions.
Introduction. Throughout this paper X and Y are Banach spaces over the same field. We denote the set of all bounded linear operators from X into Y by B(X , Y) and by B(X ) when X = Y. For A ∈ B(X , Y), let R(A), N (A), σ(A)
and r(A) be the range, the null space, the spectrum and the spectral radius of A, respectively. By I X we denote the identity operator on X .
In 1958, Drazin [16] introduced a pseudoinverse in associative rings and semigroups that now carries his name. When A is an algebra and a ∈ A, then b ∈ A is the Drazin inverse of a if Harte [20] and Koliha [24] observed that in Banach algebra it is more natural to replace the nilpotent element in (1.1) by a quasinilpotent element. In the case when a(1 − ba) in (1.1) is allowed to be quasinilpotent, we call b the generalized Drazin inverse (g-Drazin inverse) of a and say that a is GD-invertible. g-Drazin inverse was introduced in the paper of Koliha [24] and it has many applications in a number of areas. Harte [20] associated with each quasipolar operator T an operator T × , which is an equivalent to the generalized Drazin inverse. Nashed and Zhao [29] investigated the Drazin inverse for closed linear operators and applied it to singular evolution equations and partial differential operators. Drazin [17] investigated extremal definitions of generalized inverses that give a generalization of the original Drazin inverse.
Finding an explicit representation for the Drazin inverse of a general 2 × 2 block matrix, posed by Campbell in [4] , appears to be difficult. This problem was investigated in many papers (see [21] , [27] , [14] , [22] , [33] , [26] , [8] , [12] ). In this paper we give a representation for the Drazin inverse of a 2 × 2 bounded operator matrix. We show that the results given by Hartwig, Li and Wei [22] are preserved when passing from matrices to bounded linear operators on a Banach space. Also, we derive formulae for the Drazin inverse of an operator matrix M under some new conditions.
If 0 /
∈ accσ(A), then the function z → f (z) can be defined as f (z) = 0 in a neighborhood of 0 and f (z) = 1/z in a neighborhood of σ(A)\{0}. Function z → f (z) is regular in a neighborhood of σ(A) and the generalized Drazin inverse of A is defined using the functional calculus as
∈ accσ(A) and in this case the spectral idempotent P of A corresponding to {0} is given by P = I − AA d (see the well-known Koliha's paper [24] ). If A is GD-invertible, then the resolvent function z → (zI − A) −1 is defined in a punctured neighborhood of {0} and the generalized Drazin inverse of A is the operator A d such that
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we have that
where A 1 : N (P ) → N (P ) is invertible and A 2 : R(P ) → R(P ) is quasinilpotent operator.
In this case, the generalized Drazin inverse of A has the following matrix decomposition:
For other important properties of Drazin inverses see ( [1] , [2] , [3] , [5] , [7] , [8] , [9] , [10] , [13] , [15] , [19] , [21] , [26] , [27] , [30] , [31] , [32] , [33] , [34] ).
Main results.
Firstly, we will state a very useful result concerning the additive properties of Drazin inverses which is the main result proved in [6] with
Then a + b is GD-invertible and
Next we extend [22, Lemma 2.4 ] to the linear operator.
Hence, (2.1) is valid.
From now on, we will assume that X and Y are Banach spaces and
Theorem 2.3. If A and D are GD-invertible operators such that
BC = 0 and DC = 0,
then M is GD-invertible and
and 
whereas the condition P QP π = 0 is equivalent to
Since, BC = 0 and DC = 0, from (2.3) and (2.4) we get that P π Q = Q and P QP π = 0, so by Theorem 2.1, we have that M is GD-invertible and 
nonsingular, then M is GD-invertible and
Proof. In [18] 
Now, we have where
From (2.5), we get C 2 B 2 = 0 and A 2 B 2 = 0, so B 3 C 3 = 0 and
, it follows that A 3 is GD-invertible. Applying Theorem 2.3 we get that
For the operator matrix A 3 we have that its upper left block, the operator A 1 is nonsingular and its Schur complement
is nonsingular, which implies that the operator A 3 is nonsingular and
0 I 0 where 
Obviously, R is given by (2.7). Now,
By computation, we get that
so, (2.6) is valid. 
where R is defined by (2.7).
If an additional condition 
In the paper of Miao [28] a representation of the Drazin inverse of block-matrices M is given under the conditions:
Hartwig et al. [22] generalized this result in Theorem 4.1 and gave a representation of the Drazin inverse of block-matrix M under the conditions:
In the following theorem we generalized Theorem 4.1 from [22] to the linear bounded operator.
Theorem 2.7. If A and D are GD-invertible operators such that
and the operator AW is GD-invertible, then M is GD-invertible and
where
A is the weighted Drazin inverse [11] of A with weight operator
Proof. Using the notations and method from the proof of Theorem 2.4, we have that
. Now, prove that the generalized Drazin inverse of A 3 is given by
1 . Remark that from the fact that AW is GD-invertible, it follows that A 1 H is GD-invertible. By computation we check that
To prove that the operator A 3 (I − F A 3 ) is a quasinilpotent, we will use the fact that for bounded operators A and B on Banach spaces, r(AB) = r(BA). First note that
and
, we get that (2.8) holds. By computation we obtain
We obtain the following corollary by taking conjugate operator:
Corollary 2.8. If A and D are GD-invertible operators such that
and the operator AW is GD-invertible, then M is GD-invertible and 
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where R 1 is given by (2.9) 
then M is GD-invertible and
Proof. As in the proof of the Theorem 2.4, we conclude that M is GD-invertible. Using that X = N (P ) ⊕ R(P ), for 
Using Lemma 2.2, we deduce that
In order to compute M d it suffices to find the Drazin inverse of M 1 . To derive an explicit formula for M d 1 , we partition M 1 as a 2 × 2 block-matrix, i.e.,
Since
by (2.10) we have B 3 C 3 = 0 , D 3 C 3 = 0 and B 1 = 0.
Similarly as in the proof of the Theorem 2.4, we conclude that A 3 is GD-invertible operator. Now, by Theorem 2.3,
By the second condition of (2.10), we obtain that C 2 = 0, as for the operator A 3 we have that 
3. Concluding remarks. The whole paper would appear to be valid in general Banach algebras, not just algebras of operators. Whenever P = P 2 ∈ G, for a Banach algebra G, there is an induced block structure 
