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Abstract. This paper introduces variational expectation-maximiza-
tion (VEM) algorithm for training Gaussian networks. Hyperpa-
rameters model distributions of parameters characterizing Gaus-
sian mixture densities. The proposed algorithm employs a hier-
archical learning strategy for estimating a set of hyperparameters
and the number of Gaussian mixture components. A dual EM al-
gorithm is employed as the initialization stage in the VEM-based
learning. In the rst stage the EM algorithm is applied on the
given data set while the second stage EM is used on distributions
of parameters resulted from several runs of the rst stage EM. Ap-
propriate maximum log-likelihood estimators are considered for all
the parameter distributions involved.
1 INTRODUCTION
Radial basis function (RBF) networks have been used successfully in several
applications requiring approximation and generalization performance ability
[1]. Most often the Gaussian function is considered as kernel for RBF net-
works. The main issue in Gaussian RBF networks consists in estimating
the parameters of the model and the number of hidden units. Expectation-
maximization (EM) algorithm has been extensively applied in parameter es-
timation problems leading to log-likelihood maximization [2]. The EM al-
gorithm has been successfully used for estimating parameters of Gaussian
RBF networks [3, 4]. Unlike in the maximum log-likelihood estimation, in
a Bayesian training framework the model uncertainty is taken into account.
Bayesian inference assumes that the parameters are not uniquely described,
but instead they are modelled by probability distribution functions [5]. Thus,
by integrating over distributions of parameters we achieve a better data mod-
elling and generalization capability.
Computations in the Bayesian framework usually can not be performed
exactly due to the need to integrate over distributions of models. Usually,
either stochastic approaches such as Monte Carlo Markov Chains (MCMC)
or deterministic approaches are employed. Variational Bayes (VB) is a de-terministic algorithm used for estimating the set of hyperparameters char-
acterizing distributions of parameters [6, 7, 8]. The convergence and the
likelihood of nding a suitable sub-optimal solution for the EM algorithm
depend on a suitable initialization. In the case of the VB modelling, the
number of unknown parameters is increasing with respect to the EM and
so is the sensitivity of the algorithm to the initialization. In this paper we
employ a maximum log-likelihood estimation for the initialization of the hy-
perparameters when modelling a mixture of Gaussians network. In order to
do this we consider a dual EM algorithm. The parameters estimated from
successive runs of the rst EM are used as inputs to the second EM. We
adapt the minimum description length (MDL) criterion for nding the num-
ber of hidden units [9]. The proposed algorithm is applied for unsupervised
detection of signals modulated in amplitude or in phase.
In Section 2 we introduce the variational methodology, Section 3 outlines
the maximum log-likelihood estimation for initializing the VEM algorithm,
while Section 4 describes the VEM algorithm. Section 5 presents experimen-
tal results and Section 6 provides the conclusions of the present study.
2 VARIATIONAL BAYES METHODOLOGY
Due to their excellent approximation properties, Gaussian networks have
been used in many applications [1, 4, 10]. A mixture of Gaussians can model
any given continuous probability function p(x) up to a certain approximation
error :
p(x) =
N X
i=1
i p
(2)djij
exp[D(x;i;i)] (1)
where x is a data sample, d is the data sample dimension,  = f;;g repre-
sents Gaussian parameters, N is the number of components, while D(x;i;i)
denotes the weighted Mahalanobis distance :
D(x;i;i) =  
1
2
(x   i)T
 1
i (x   i): (2)
Furthermore, we consider that the sum of mixture probabilities is:
N X
i=1
i = 1: (3)
The aim in a modelling problem is to estimate the parameters and to nd
the number of components. In the case of a Gaussian network the parameters
consists of the means, covariance matrices and mixing probabilities. In a
variational approach we take into account the uncertainty in the parameter
estimation. In this case we have to estimate hyperparameters modelling
distributions of parameters. The a posteriori probability is calculated as
the integration over the space of parameters, replacing the posterior with
an approximation. The aim in variational Bayesian learning is to maximize
the lower bound of the data log-likelihood probability approximation and
therefore make the approximate posterior as close as possible to the true
posterior distribution.The probabilities modelling parameter distributions are considered as the
conjugate priors of the given distributions [6, 7]. The distribution for the
means is Gaussian :
N(jm;S) /
1
p
(2)djSj
exp[D(;m;S)] (4)
where  is a scaling factor, m is the mean vector and S is the covariance
matrix. The Wishart distribution W(j;S) is the conjugate prior for the
inverse covariance matrix, where  are the degrees of freedom:
W(j;S) /
jSj
 =2jj
( d 1)=2
2d=2d(d 1)=4d
k=1 

 + 1   k
2
 exp

 
Tr(S 1)
2

(5)
where Tr denotes the trace of the resulting matrix (the sum of the diagonal
elements) and  (x) represents the Gamma function :
 (x) =
Z 1
0

x 1 exp( )d (6)
The conjugate prior for the mixture probabilities is the Dirichlet distribution
D(j1;:::;N):
D(j1;:::;N) =
 (
PN
j=1 j)
QN
j=1  (j)
N Y
i=1

i 1
i (7)
The variational learning is expected to provide better data modelling by tak-
ing into account the uncertainty in the parameter estimation. On the other
hand it provides better generalization while maintaining the good localization
and modelling capabilities.
3 HYPERPARAMETER INITIALIZATION
Random initialization is usually employed for EM or Variational Bayes (VB)
algorithms. However, very often the convergence of the algorithm depends
on the parameter initialization. In this paper we adopt a hierarchical ap-
proach to the hyperparameter estimation. In the rst stage we employ the
EM algorithm using a set of random initializations. After several runs of the
EM algorithm on the same data set, we form distributions of the parame-
ters provided by the EM algorithm. Afterwards, a maximum log-likelihood
criterion is applied onto distributions of parameters in order to initialize the
hyperparameters for the Variational Expectation-Maximization algorithm.
The EM algorithm for Gaussian networks is applied on the given data in
the rst stage. The a posteriori probabilities are estimated in the E-step:
^ P I
EM(ijxj) =
^ ij^ ij 1=2 exp[D(xj;i;i)]
PN
k=1 ^ kj^ kj 1=2 exp[D(xj;k;k)]
(8)
where D(xj;i;i) is provided by (2). In the M-step we update the param-
eters of the Gaussian mixture model, considering M data samples:
^ i =
PM
j=1 ^ P I
EM(ijxj)
M
(9)^ i;EM =
PM
j=1 xj ^ P I
EM(ijxj)
PM
j=1 ^ PEM(ijxj)
(10)
^ i =
PM
j=1 ^ P I
EM(ijxj)(xj   ^ i;EM)(xj   ^ i;EM)T
PM
j=1 ^ PEM(ijxj)
(11)
The EM algorithm corresponds to the maximum log-likelihood estimate
of the given model when representing the given data set [2]. In order to nd
the number of Gaussian hidden units implementing the mixture components,
we use the minimum description length (MDL) criterion [4, 9]. In this case
the cost function becomes :
CEM(x; ^ ) =  
M X
i=1
logp(xi) +
N
2

1 + d +
d(d + 1)
2

logM (12)
where the rst term is the log-likelihood of the data, p(xi) is provided in
(1), N is the number of components and M of data samples. By minimizing
C(x; ^ ) for various N, we estimate the number of components.
We run EM algorithm L times, by considering various random initializa-
tions. All the parameters estimated in each of the runs are stored individually,
forming data sample distributions. The distribution of means will contain a
total of LN mean data samples. We consider that all these distributions can
be characterized parametrically by a set of hyperparameters. The paramet-
ric description of these probabilities is given by (4) for means i, by (5) for
covariance matrices i, and by (7) for mixing probabilities i.
The next step consists in estimating the hyperparameters characterizing
the distributions formed in the previous step. The distributions of the means
resulting from the EM algorithm (the results from (10)) can be modelled as
a mixture of Gaussians. We apply a second EM algorithm onto the distribu-
tions of parameters provided by successive runs of the rst EM. We consider
the given data samples xj, j = 1;:::;M as the initial starting points for the
hypermeans. The equations of the second stage EM are:
^ P II
EM(ijj) =
^ aij^ Sij 1=2 exp[D(j;mi;Si)]
PN
k=1 ^ akj^ Skj 1=2 exp[D(j;mk;Sk)]
(13)
where D(j;mi;Si) is provided by (2). In the M-step of the dual EM we
update the parameters of the Gaussian mixture model:
^ ai =
PLN
j=1 ^ P II
EM(ijj)
LN
(14)
^ mi;EM =
PLN
j=1 j ^ P II
EM(ijj)
PLN
j=1 ^ P II
EM(ijj)
(15)
^ Si =
PLN
j=1 ^ P II
EM(ijj)(j   ^ mi;EM)(j   ^ mi;EM)T
PLN
j=1 ^ PEM(ijj)
(16)The dual EM algorithm leads to the initialization of the hyperparameters for
the Gaussian mixture model.
The hypermeans ^ mi(0) are considered as the averaging of the resulting
means from the dual EM algorithm. The covariance matrix Si for the Gaus-
sian distribution characterizing the mean for each mixture component, is
stored as well. The parameter  represents a scaling factor of the covariance
matrices corresponding to the distributions of ^  resulting from (11) to the
covariance of mean distributions S. This parameter is initialized as the av-
erage of the eigenvalues of the matrix S 1, which can be calculated as the
trace divided by the dimension of the space :
i(0) =
PL
k=1 Tr(^ ikS
 1
ik )
dL
(17)
where L is the number of runs for the rst stage EM algorithm.
The Wishart distribution W(j;S) characterizes the covariance matrix.
We initialize the degrees of freedom as equal to the number of dimensions
i(0) = d, while for the initialization of S we consider the distribution of ^ 
resulting from (11). We apply a Cholesky factorization onto the matrices
^ ik, k = 1;:::;L resulted from successive runs of the EM algorithm. The
Cholesky factorization results into an upper triangular matrix Rik and a
lower triangular matrix RT
ik such that :
^ 
 1
ik = RikRT
ik (18)
For each mixture component we generate L subgaussian random vectors N,
each of dimension d, whose coordinates are independent random variables
N(0;1). The matrix Si will be initialized as in [2] :
Si(0) =
PL
k=1 RikNk(NkRik)T
L
(19)
For the Dirichlet parameters we use the maximum log-likelihood esti-
mation for (7). After applying the logarithm on (7) and dierentiating the
resulting expression with respect to the parameters i, i = 1;:::;N we obtain
the following iterative expression :
 (i(t)) =  (
N X
k=1
i(t   1)) + logE[i] (20)
where t is the iteration number, logE[i] is the expectation of the mixing
probability i, derived from the distributions obtained from successive runs
of equation (9), and where  (x) is the digamma function (the logarithmic
derivative of the Gamma function):
 (i) =
 0(i)
 (i)
(21)
where  (x) is provided in (6). The mean of the mixing probability distribu-
tion is considered as an appropriate estimate for E[^ i]. The parameter i
is initialized by inverting the digamma function, i;0 =   1(logE[^ i]). The
iterative algorithm employs Newton's method for updating i :
i;t = i;t 1  
 (i;t)    (i;t 1)
 0(i;t)
(22)
Just a few iterations of (20) and (22) are necessary, and the result achieved
at convergence provides the Dirichlet hyperparameters i(0), i = 1;:::;N.4 VARIATIONAL EM ALGORITHM
Integrating over the entire parameter space would amount to a very heavy
computational task, involving multidimensional integration. Variational Bayes
algorithm has been derived in order to estimate the hyperparameters of a mix-
ture model [6, 7]. In our approach we use the initialization provided by the
maximum log-likelihood as described in the previous section. The variational
Bayes is an iterative algorithm which consists of two steps at each iteration:
variational expectation (VB-E) and variational maximization (VB-M). In the
rst step we compute the a posteriori probabilities, given the hidden vari-
able distributions and their hyperparameters. In the VB-M step we nd the
hyperparameters that maximize the log-likelihood, given the observed data
and their a posteriori probabilities.
The VB-E step for hyperparameters of Gaussian networks is given by:
^ P(ijxj) = exp
"
 
1
2
logjSij +
1
2
dlog2 +
1
2
d X
k=1
 

i + 1   k
2

+
+ (ai)    (
N X
k=1
ak) + iD(xj;mi;iSi)  
d
2i
#
(23)
where i = 1;:::;N is the mixture component, d is the number of dimensions,
j = 1;:::;M denotes the data index,  (x) is the digamma function from (21)
and D(xj;mi;iSi) is provided in (2).
In the VB-M step we perform an intermediary calculation of the mean pa-
rameter as in the EM algorithm, but considering the a posteriori probabilities
from (23):
^ i;V EM =
PM
j=1 xj ^ P(ijxj)
PM
j=1 ^ P(ijxj)
(24)
The hyperparameters of the distribution of means are updated as follows :
mi =
i(0)mi(0) +
PM
j=1 ^ P(ijxj)xj
i(0) +
PM
j=1 ^ P(ijxj)
(25)
Si = Si(0) +
PM
j=1 ^ P(ijxj)(xj   ^ i;V EM)(xj   ^ i;V EM)T +
+
i(0)
PM
j=1
^ P(ijxj)
i(0)+
PM
j=1
^ P(ijxj)(^ i;V EM   mi(0))(^ i;V EM   mi(0))T (26)
while the additional hyperparameters for Wishart and Dirichlet distributions
are updated as :
i = i(0) +
M X
j=1
^ P(ijxj);i = i(0) +
M X
j=1
^ P(ijxj);i = i(0) +
M X
j=1
^ P(ijxj)
(27)
The eectiveness of the modelling is shown by the increase in the log-likelihood
with each iteration and the convergence of the algorithm is achieved when
this increase is lower than a specied threshold.In order to estimate the necessary number of hidden units in the VEM
algorithm, we use the minimum description length (MDL) criterion [8]. In
this case the cost function becomes :
CV EM(x; ^ ) =  
M X
i=1
logp(xi) +
N
2

3 + d +
d(d + 1)
2

logM (28)
where the rst term is the log-likelihood of the data, p(xi) is provided in
(1), N is the number of components and M of data samples. The number of
components N is considered as that corresponding to the lowest CV EM(x; ^ ).
5 EXPERIMENTAL RESULTS
We have applied the proposed algorithm to blind signal detection. We con-
sider two cases of modulated signals: quadrature amplitude modulated sig-
nals (QAM) and phase-shifting-key (PSK) modulated signals. For 4-QAM we
have four signals located at (1,1), (1,-1), (-1,1) and (-1,-1). We assume only
additive noise, corresponding to a signal-to-noise ratio of SNR = 8dB and the
resulting signals are displayed in Fig. 1. In the case of 8-PSK we have con-
sidered both inter-symbol and inter-channel interference. The perturbation
channel equations for 8-PSK signals are taken as in [10] :
xI(t) = I(t) + 0:2I(t   1)   0:2Q(t)   0:04Q(t   1) + N(0;0:11)
xQ(t) = Q(t) + 0:2Q(t   1) + 0:2I(t) + 0:04I(t   1) + N(0;0:11)
where (xI(t);xQ(t)) forms the in-phase and in-quadrature signal component
at time t, and I(t) and Q(t) correspond to the signal symbols (there are eight
signal symbols in 8-PSK, equi-distantly located on a circle). The noise con-
sidered in this case corresponds to SNR = 22 dB. We consider all possible
combinations of symbols for (I;Q) and we generate a total of 64 signals which
are grouped in 8 signal constellations corresponding to the distorted signals.
We have generated 960 signals assuming equal probabilities for all intersym-
bol combinations. These signal constellations are represented in Figure 2.
The rst EM algorithm runs for L = 20 iterations in both examples. We ap-
ply the EM algorithm, the Variational Bayes (VB) algorithm using random
initialization, and the VEM algorithm.
Table 1: Comparison among VEM, VB and EM algorithms in 4-QAM.
Algorithm VEM VB EM
Kullback-Leibler Train. set 0.0255 0.1273 0.1448
of posterior Test set 0.0258 0.1330 0.1673
Misclassication Train. set 0.63 6.08 11.94
Error (%) Test set 0.73 6.63 12.18
Mean Bias jm   ^ mj 0.0319 0.2654 0.3134
Mix. prob. bias j   ^ j 0.0017 0.0294 0.0413
Average no. iterations 7 8 24
In Figure 3, the variation of Kullback-Leilber (KL) divergence for each
Gaussian mean distribution is shown against the number of iterations. The
Kullback-Leilber (KL) divergence between the distributions ^ Ni( ^ mi; ^ Si) and−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
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Fig. 1. Blind detection of 4-QAM Fig. 2. Blind detection of 8-PSK
signals using VEM algorithm. signals using VEM algorithm.
Ni(i;i) is given by :
KL( ^ Ni;Ni) =
1
2
 
log
jij
j^ Sij
+ Tr(
 1
i ^ Si) + (i   ^ mi)T
 1
i (i   ^ mi)   d
!
(29)
and is calculated for i = 1;:::;N, while jij denotes the determinant of
the matrix i. In Figure 4 we show the global convergence in terms of log-
likelihood for the proposed algorithm compared to that for the variational
Bayes (VB), considering several random initializations [6, 7]. The results
provided by the algorithm using the proposed initialization for the VEM
algorithm, are marked by circles in Figure 4.
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The blind detection problem is treated as an unsupervised classication
problem. The dual EM algorithm was run on the distribution of the param-
eters. Table 1 shows comparative results when applying VEM, VB and EM
algorithms on 4-QAM signals, while Table 2 shows results for 8-PSK signals.Table 2: Comparison among VEM, VB and EM algorithms in 8-PSK.
Algorithm VEM VB EM
Kullback-Leibler Train. set 0.0257 0.0563 0.1102
of posterior Test set 0.0383 0.0735 0.1458
Misclassication Train. set 0.73 6.66 13.05
Error (%) Test set 0.73 6.68 13.28
Mean bias jm   ^ mj 0.0147 0.1800 0.4047
Mix prob. bias j   ^ j 0.0029 0.0169 0.0332
Average no. iterations 9 14 34
The comparison measures consists of the Kullback-Leibler of the posterior :
KL( ^ P(ijxj);P(ijxj)) =
1
MN
M X
j=1
N X
i=1
^ P(ijxj)log
^ P(ijxj)
P(ijxj)
(30)
calculated on both the training set and on the test set, where the a posteriori
probabilities P(ijxj) for the given training set are those provided by the set
of estimated hyperparameters. The misclassication error is also calculated
on both the training and the test set. In Tables 1 and 2 we also show the
number of iterations required by each algorithm to reach convergence. We
have considered eight dierent random initializations for the VB and EM
algorithms. For estimating the number of components we have considered
MDL algorithm and used the cost functions from (12) for EM and from (28)
for VEM and VB. From Table 3 we can observe that all three algorithms
found the right number of components as 4 in 4-QAM, and 8 in 8-PSK
modulated signals. We can observe from all these results that VEM algorithm
provides a better estimation of the model parameters and achieves better
source separation while its convergence is faster.
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6 CONCLUSIONS
We propose a new Bayesian estimation algorithm applied to Gaussian net-
works. The proposed algorithm employs maximum log-likelihood estimationTable 3: Finding the number of components using MDL.
Cost function No. Components N
4-QAM Signals 2 3 4 5 6
CEM(x; ^ ) 2713.2 2616.6 2526.2 2533.4 2553.4
CV B(x; ^ ) 2921.9 2915.0 2662.9 2885.1 2843.0
CV EM(x; ^ ) 2775.9 2698.0 2545.6 2574.9 2635.3
8-PSK Signals 6 7 8 9 10
CEM(x; ^ ) 1519.8 1505.0 1482.2 1514.7 1501.1
CV B(x; ^ ) 1596.9 1580.7 1566.2 1573.4 1648.5
CV EM(x; ^ ) 1576.2 1508.8 1454.0 1473.7 1492.8
in order to initialize the hyperparameter estimates. We have considered ap-
propriate estimators for the Gaussian parameter distributions: Normal for
means, Wishart for covariance matrices, and Dirichlet for mixing probabil-
ities. The proposed algorithm is compared with variational Bayes, which
considers a similar updating algorithm, but random initialization, and with
the EM algorithm. MDL criterion was considered for nding the number of
components. The algorithms have been tested on data sets representing noisy
4-QAM and 8-PSK modulated signals, under inter-symbol and co-channel in-
terference. The experimental results show that the proposed VEM algorithm
eliminates the dependence on the initialization that characterizes EM and
VB algorithms.
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