This paper is a sequel to the author's paper [6] , which studied positive solutions of a pair of differential equations introduced by Conway, Gardner, and Smoller [4]. Their equations were equations for population problems in biology. Their significance is discussed further in 141. The purpose of the present paper is to obtain further results for the Conwat-Gardner-Smoller equations and to show how the methods in [6] can be modified to decide exactly when the classical predator-prey system (as in Blat and Brown [2]) has a strictly positive solution. We also show how the methods can be applied to a number of other problems. In particular, our results answer some questions in Conway [S].
EXISTENCE OF STRICTLY POSITX SOLUTIONS OF PREDATOR-PREY SYSTEMS
Consider the system -Au = u(a -bu -cu)
(1) -Ao=u(e+fu-gu) on a smooth bounded domain Q with Dirichlet boundary conditions. Here b, c, d, g are positive constants and a, e are constants. This is a predator-prey system (compare Blat and Brown [2] ). We obtain necessary and suff'cient conditions for the system to have a strictly positive solution (that is, a solution (u, u) where u and u are non-negative on 52 and neither vanishes identically). Then (cp. [6, Sect. 11) it follows that, if (u, v) is such a solution, U(X) > 0 and v(x) > 0 in 52. As in [6, Sect. 11 , let 17 denote the maximal non-negative solution of the first equation (for Dirichlet boundary conditions) when u-0. As there, fir0 if a< A,, while U(x)>0 on Q if a > I,. Here ;I, is the first eigenvalue of -d on Sz (for Dirichlet boundary conditions). Moreover, as in [6] , U is the unique non-negative non-trivial solution of the first equation (for u 3 0) if a > 2,. We define V analogously by considering the second equation (V is non-trivial if and only if e > a,). As in [6] , we write Y( -A '(a -cV) I) > 1 (< 1) to mean that the spectral radius of ( -A + KI) -'(a -CV + K)Z has spectral radius greater than 1 (less than 1) for sufficiently large positive K such that a -co(x) + K > 0 in 0. (Here ( -A + KZ) ~ ' means the inverse under Dirichlet boundary conditions.) As in [6] , the above spectral radius condition is independent of K. We will use this notation throughout this paper. Proof: We first prove the conditions are necessary. If (u, u) is a strictly positive solution, then by the first equation -Au < u( a -bu), (2) where, as in [6] , s < t means that s(x) < t(x) in Q with strict inequality on a set of positive measure. (Remember that u(x) > 0 and u(x) > 0 in a.) It follows from Lemma l(iii) in [6] that ii> u. In particular, U # 0. (In fact U > u because of the strict inequality in (2) .) Thus (a) is necessary. Since U > u and u(x) > 0 in 0, the second equation implies that -Au < u(e +fi).
We can now argue in the necessity part of the proof of Theorem 1 in [6] to deduce that r( -A -'(e + fi)Z) > 1. Thus (b) is necessary. Assume now that V # 0. By the second equation,
-Au > u(e -gu).
Thus u is a supersolution of the second equation when u E 0. It follows easily that u > V. To see this, we note that, by standard arguments (cp. Amann [ 1 I) , the sequence u, defined by u, = u -Av,+Ku,=u,-,(e-gu,-,+K)
(where K is large) decreases to a non-negative solution fi of the second equation with u E 0. It is easy to see that the condition that e > I, ensures that fi # 0. (One way is to take the scalar product of (5) with the first eigenfunction of -A and note that in Sz if n is large and 5 = 0.) Hence by uniqueness, v" = U. Hence, since u >, v", u> V. By the strict inequality in (4) u #E and hence u> V. Hence, by the first equation, -Au < u(a -CC).
As before, it follows that r( -A -'(a -cV)Z) > 1. Thus (c) is necessary if V#O. We now prove the sufficiency. This is only a slight modification of the sufficiency result in [6, Theorem 11. Thus we point out the differences. (If e = 1,) there is an extra difficulty which we return to at the end of the proof.) The result is proved by using degree theory with respect to the cone C of non-negative functions in E = C,(a) 0 C,(Q). We define a map A as in [6] . First note that by using the first equation and by considering where u has its maximum, we see that u(x) < ab ~ ' in 52. By then similarly considering the second equation, we find that u(x) < g-'(e +fub ~ ') in Q.
(Similar arguments appear in [6 1.) Using these a priori bounds, we easily see that the sum of the indices of solutions (in C) is 1. (To see this, one notes that the a priori bounds are unchanged if all the coefficients are multiplied by z where 0 <z d 1. Thus, by homotopy invariance, it suffices to prove this for z small. By our earlier arguments, we easily see that (0,O) is the only solution in C if z is small. As in [6] , we easily see that (0,O) has index 1 if r is small and the result follows.) Moreover, since r( -d -'(e + fi) I) > 1, we see as in [ 61 that (U, 0) is an isolated solution of index zero. (Note that (-A)-'(e +fi)Z> (-A) ~ 'el in the positive operator sense and thus r((-A)-'(e+fi)Z)ar((-A)-'eZ)>l if e>J,.) Similarly, if V# 0, our condition that r( -A -'(a-cV)Z) > 1 ensures that (0, U) has index zero. As in [6] , our assumption that a > L, ensures that r(A'(0, O))> 1. Thus, provided that the equation .u=A'(O, 0)x has no solution in C, it will follow as in [6] that (0,O) also is isolated in C and has index 0. An easy calculation (similar to one in [6] ) shows that this condition holds if e # 2,. Thus, if all our necessary conditions hold, and if e#h, then (0, 0), (U, 0), and (0, fi) (when it exists) are all isolated solutions of index 0. Since the sum of the indices of solutions is 1 (in C), there must be another solution, as required.
It remains to remove the condition that e # i,. Assume e = 1,. Then V = 0. If we replace e by e -l/n, it is easy to see that our necessary conditions for the existence of a strictly positive solution still hold. (Note that V will still be zero and that the spectral radius of a compact linear operator changes continuously under small perturbation, by Kato [ll, Theorem 4.3.1 and Sect. 4.3.51.) Thus, by what we have already proved, (1) has a strictly positive solution (u,, u,) if e is replaced by e -l/n. By our earlier bounds, ( (u, , u,,)}p=, is bounded in C,(a) @ C,(a). Thus, by standard compactness arguments, we can choose a subsequence of f(%, un)}F=, converging to a solution (ii, 17) of (1) (for the original e). Either (ii, v") is a strictly positive solution or (ii, 6) = (0, 0) or (U, 0). We eliminate the last two possibilities. If (u,, u,) -+ (0,O) in E (or more strictly a subsequence does), then (cp. [6] ) the first equation implies that r( -A -'(a -bu, -co,)Z) = 1. (This follows because U, is a positive eigenfunction of ( -A + KZ) ~ ' (a -bu, -cu, + K)Z corresponding to the eigenvalue 1.) By taking the limit as n -+ co and by using the continuity of the spectral radius, we see that r( -A -'a) = 1. This is impossible since a > A,, by assumption. If (u,, 0,) -+ (U, 0), we can apply a similar argument to the second equation to deduce that r( -A ~ '(e +fi)Z) = 1. Since this contradicts our assumptions, we have completed the proof.
Remarks. (1) The argument in the last part can be used to prove that (0,O) is an isolated solution in C of index 0 even if e = A,. As in [6] , our spectral radius assumptions are equivalent to stability conditions. For example, r( -A -'(e +fi)Z) < 1 if and only if every eigenvalue of the linearization of (1) at (U, 0) has negative real part.
(2) The above results and especially the necessity conditions hold for much more general problems. Suppose we replace a -bu -cv by M(u, u) and e+fu-gu by N(u, u) and assume that A4, N are C', M;(u, u)<O, [6] shows, the necessary conditions need no longer be sufficient and the existence of a strictly positive solution becomes a more complicated problem. However, our index methods can be used to get partial results. Our methods can be used to answer or partially answer many of the questions in Conway [5] .
In Section 2, we will see that competing-species equations are rather more complicated.
COMPETING-SPECIES MODELS
In this section, we consider the simplest competing-species model:
-Au=u(a-bu-cv) -Av=v(e-,fu-gu) (6) on a smooth bounded domain 52 with Dirichlet boundary conditions. Here a, b, c, e, f, g > 0. The main purpose of this section of this section is to point out that competing-species models are much more complicated than predator-prey models. We first obtain an "almost" necessary and sufficient condition for the existence of a strictly positive solution. However, the condition we obtain seems too implicit and complicated to be useful. Secondly, we use the asymptotic methods of [6] to show that the most obvious conditions for existence do not give the complete answer. We also use this method to show that uniqueness is not at all trivial. Firstly, we deduce U and 17 as in Section 1. (Thus U is the maximal nonnegative solution of the first equation when u E 0.) As in Section 1, U E 0 if and only if a d ;1 i and 5 3 0 if and only if e < 2 1. By similar arguments to Section 1 (cp. [6, Sect. 2]), U # 0 and V # 0 are necessary conditions for the existence of a strictly positive solution. We suppose that these conditions both hold. It is shown in [6, Sect. 23 (by similar arguments to those in Section 1 here) that (6) has a strictly positive solution if r( -A -'(a -cV)l) and r(-A-'(e-&7) 1) are both less than 1 or both greater than 1. Thus the major case left to study is when one of these spectral radii is less than 1 and one is greater than 1. (There is also the non-generic case where one of the two spectral radii is equal to 1. We do not study this case.) Assume that r(-d-'(a-cC)Z)> 1 and r(-A-'(e-fi)Z)< 1. The other case is similar. We first obtain necessary conditions for the existence of a strictly positive solution and then prove they are sufficient. Assume that (ii, 6) is a strictly positive solution. By the first equation, -Aii < ii(a -bii).
As in Section 1, it follows that ii < U. Similarly, 6 i: V. Hence, by the first equation of (6) -Aii > ii(a -bz2 -CC).
Thus ii is a supersolution for the equation -Au = u(a -bu -CC) (8) (with Dirichlet boundary conditions). Now since r( -A ~ '(a -cV)Z) > 1, we can argue as in [6, Sect. 1 or 31 to deduce that (8) has a unique nonnegative non-trivial solution ul. Since ii is a supersolution it follows as in the proof of Theorem 1 that U, < ij. Since C(x) > 0 in Q and u" > u,, the second equation of (6) implies that -AC<C(e-fu,).
As in the proof of Theorem 1 in [6] , it follows that r( -A-'(e-fu,)Z)> 1. This gives an extra necessary condition for the existence of a strictly positive solution. Since ii > ul, the second equation implies that -Au'<v'(e-fu,-g6).
Hence 0" is a subsolution of the equation -Av=v(e-fu,--gv).
Hence v" < v, where Y, is the unique non-trivial non-negative solution of (9). By similar arguments as before, v1 < I?. We now continue the same process inductively. Since v1 < V, 
by our earlier assumption. (Note that, as we commented earlier, whether the spectral radius is greater than 1 is independent of K for large K.) Hence, as before the equation
has a unique non-negative non-trivial solution u2. Since ui is a subsolution and thus, as before, a1 < u2. Similarly, ii is a supersolution and hence a2 < ii. Since u2 < ii, we see by the equation for 6 that -Ai7 < C(e -fuz).
As before, it follows that r( -A -'(e -jii,)Z) > 1. This gives a second necessary condition for the existence of a strictly positive solution. We define v2 to be the unique non-negative non-trivial solution of -Au=u(e-f&-go).
Since c is a subsolution and ai is a supersolution, u2 exists and v" < u2 < ul. We continue inductively. Define inductively u, to be the unique nonnegative non-trivial solution of -Au=u(a-h-co,_,).
As before, we find that U, ~, 6 U, < ii and that r( -A -'(e -&,)I) > 1 is a necessary condition for the existence of a strictly positive solution. If this holds, we define a, to be the unique non-negative non-trivial solution of -Au=u(e-fu,--gu).
As before, we find that 6 < u, < u, _, . Thus we can continue the process and find sequences u, <u,< u3"' <u,,". <ii and o, > u2"' > v,,> ... > fi such that r(-A-l(e-fu,)l)> 1 (10) for all n is necessary condition for the existence of a strictly positive solution. Note that we have nowhere used r( -A -'(e -fi)Z) < 1. (In fact, if r( -A -'(e -fii)Z) 2 1, it is easy to see that (10) holds automatically.) Now the construction of the sequence (u,, u,) is independent of the existence of (ii, 6). Thus, by our earlier argument, provided that (10) holds, we construct a sequence (u,, a,) such that 0 < U, < u, + i < ii and V z=-u, > v, + 1 > 0 for all n. Since {(u,, un)};= I is bounded in C(n)@ C(a), it follows easily from the equation for (a,, u,) that the sequence is bounded in W2,p(Q) for all p. Thus by standard arguments, we easily find that u, + li and u, -+ D in C(D) strongly and in W*J'(Q) weakly. By passing to the limit as n + cc in the equation for (u,, u,), we find that (z&0) is a solution of (6) . We want to prove that (a, 0) is a strictly positive solution. Since 0 < U, < U, + r, the only way this can fail is if B= 0. Hence, by the equations, z2 = U. Now, by the equation for u,, r(-A-l(e-fu,-gu,)Z)= 1. By using the continuity of the spectral radius and by passing to the limits as n + co, we see that r( -A -'(e -fi)Z) = 1. Since this contradicts our assumptions, we have completed the proof. Hence It is a consequence of our work below that these last conditions sometimes hold and sometimes do not.
The above argument has one other useful consequence. Assume that r( -A -'(e -fi)Z) # 1. If a strictly positive solution exists, then there is one (~2, 0) such that ii > ti and 0" < B for any other strictly positive solution (6, v") . Here (t;, 0) is the limit of (u,, 0,). The result follows because we showed in the previous paragraph that U, < ii and IJ, > I?. This result may be helpful for proving uniqueness. Note that it is not surprising because it can be shown that our equation can be written as an increasing map (for U, u 2 0) for the order generated by the cone ((u, u) E C,(Q) 0 C,(B): u 2 0, u ,< 0). Note also that our iteration differs from the one in Pao [ 161 but is similar to one in Leung [19] .
Our iteration and comparison theorems for scalar parabolic equations can also be used to prove that if r( -A ~ '(a -cV)Z) and r( -A -'(e -fi)Z) are both less than 1, and if the strictly positive solution is unique, then a solution of the corresponding parabolic system approaches the strictly positive solution as t -+ cc if its initial value (&,, fi,,) is non-negative and neither component vanishes identically. Moreover, if 52 is a disk we see by similar arguments that it suffices to prove that the radially symmetric strictly positive solution is unique.
Secondly for this section, we study asymptotic problems. We consider
where d> 0 and 0, a, b, c, e, J; g, and the boundary conditions are as before. (In other words, we look at (6) where e,f, g are replaced by &'e, d-'J, d -'g, respectively.) We study limiting behaviour & d-, 0. Note that, by the same arguments as before, G(x) < b -'a and v"(x) < g -'e for any non-negative solution (fi, fi) of (1 I). We also need to consider the limit equation
with Dirichlet boundary condition, where
Let h(y) = yk( y). The limit equation occurs as in Section 3 of [6] . More precisely, if (u,, u,) are strictly positive solutions of (11) for d = d,, if d, -+O as n + co, and if p< co, then ((u,, u,)};= 1 is precompact in C,(a) 0 Lp(sZ) and the set of possible limit points (as n -+ co) is contained in {(w, g-'(e-fw)+: w is a non-negative solution of (12)).
The proof of this is an easy modification of the proof of Theorem 2 in [6] . If a -ceg -' # Al, any such limit point must have w # 0. To see this, note that, if (a,, u,) 4 (0, g-'e) in C,(@@Lp(Q), then, by the first equation of (1 l), r( -A -'(a -bu, -cun)l) = 1. Hence, by the continuity of the spectral radius, we see that in the limit Y( -A -'(a -eg -'e)1) = 1. This contradicts our assumption that a -cg -'e # I,. (We have to be slightly more careful to check the convergence of the operators since u, only converges to g -'e in LJ'(Q) for all p < co. However, this causes no difficulties since A -' is a continuous map of Lp(Q) into C(s=i) if p > &t by [ 12, Sect. 2B4] .) This proves our claim that w # 0 if a -cg -'e # I,. Note that, unlike Section 3 of (6), our result cannot be improved to show that u, + g-'(e-fw)+ in C(0) (since u, = 0 on afi while g -'(e -fw) = g -'e > 0 on 8Q). However, the methods in [6] could be used to prove uniform convergence on compact subsets on Sz and upper uniform convergence (that is, u,<g-l(e-fw)+ +a for large n). Thus we see that the study of non-negative solutions of (12) is important for the study of strictly positive solutions of (11) for small d. Hence we discuss the non-negative solution of (12) . Note that k(y) < 0 if y 7 b -'a and thus any non-negative solution u of (12) satisfies U(X) < b -'a on R. Moreover, as earlier, (12) 
on 52, with Dirichlet boundary conditions. First suppose that k(0) > 0. By standard bifurcation theorems (cp. [8, Theorem 2]), a branch ? of positive solutions of (13) will branch off at (0, z*) where T* = I,(k(O)))' and c is unbounded in C,(a) x [0, co). By our a priori bound, c must become unbounded by z becoming unbounded. Since k is increasing for small y, it is easy to prove that this branch moves to the left (that is, z decreases at first.) Hence, if ~~ rinf{t >O: (13) has non-trivial non-negative solutionl, then T, < z*. It is also easy to prove that pi > 0. It is easy to use the method of sub-and supersolutions to prove that (13) has at least 2 non-trivial nonnegative solutions for each 7 E (zl, z*) and at least one such solution for z >t*. (Similar arguments appear in Lions [14] . The existence of the second solution can also be proved by using degree theory in cones, as in [S] . This method has the advantage of applying if A is replaced by a nonself-adjoint operator or if B does not have a smooth boundary.) If n = 1, a much better result can be obtained. The methods of [4, Sect. 4 and Appendix] can be easily used to show that there is exactly one non-negative nontrivial solution if T = 5, or z > T* while there are exactly 2 for r1 < z < z*. Diagrammatically, we have the picture in Fig. 1 . Moreover, all these non-trivial solutions are non-degenerate (that is, the formal linearization is invertible) for 7 < TV. We now consider the case where k(0) < 0 (and a general n again). If k(y) < 0 for all y > 0, that is, a < bef -I, it is easy to see that there is no non-trivial non-negative solution for any z > 0. If a > bef -I, if Stb"-' h(y) dy 6 0, and if Sz is star-shaped, Pokozhaev's identity [17] easily implies that there is no non-trivial non-negative solution. On the other hand, if a > bef -' and l;"-' h(y) dy > 0, one can apply a theorem of Hess [lo] to deduce that there is a non-trivial nonnegative solution for z sufficiently large. In particular, if Q is star-shaped, the methods in [ 141 imply that there is a pi > 0 such that there are no nontrivial non-negative solutions for z < zi, at least one if T = TV, and at least two for z>z,. As before, if n = 1, the methods in [4] imply that there is exactly one solution if z = z1 and exactly two for z > t,. Moreover, all solutions for z > 71 are non-degenerate. The solutions are sketched in the diagram below (Fig. 2) . We have only sketched the proofs of the above results because the proofs are easy modifications of known results.
We now consider how these results can be used to study Eq. (11). We first see that, if (12) has no non-trivial non-negative solution and if a -cg-'e #I,, then (11) has no strictly positive solution for all sufficiently small positive d. This follows immediately from the asymptotic results we discussed a little earlier in the section. To proceed further, we need the following proposition. Let K, C denote the cone of non-negative functions in C,(a), C,(B) 0 CO(a), respectively. PROPOSITION 1. Assume that w is a non-trivial non-negative solution of (12) which is isolated in K and has non-zero index k (relative to K) and assume that p > 1. Then, for sufficiently small positive d, there is a strictly positive solution of (11) near (w, g-'(e-fw)+) in C,(!3)@LP(S2). Moreover, the sum of the indices of such solutions (calculated relative to C) is k.
We will prove this proposition in a moment. It is the analogue of a result stated but not proved in [6] . Note that, to be completely formal, we should specify the maps for which the indices are defined. In fact, the maps we take are the natural ones. For example, the index of the strictly positive solutions is calculated for the map Ad( , 1) which we will define in the proof of Proposition 1 below. It is possible to prove an analogue of Proposition 1 for an isolated set of solutions of (12) (rather than just an isolated solution). This could be used to prove weaker versions of some of the results below for the case where n > 1. (Most of the results below require that n = 1.)
Suppose now that n = 1 and we are in the situation where (12) has 2 nontrivial non-negative solutions w, , w2 where w1 is the maximal solution. By our earlier results, these must be non-degenerate. It turns out that, in C,(a), the formal linearization at wi is in fact the Frechet derivative at wi. (We will prove this a little later.) Thus, by [7, Theorem 1; 6, Lemma 21, the indices of wi are ) 1. (In fact, it can be shown that wr has index + 1 and w2 index -1 but we do not need this. Note, however, by deforming to the case r is small, we see that the sum of the indices at wi and wZ is 0.) By Proposition 1, we see that (11) has at least two strictly positive solutions for small positive d. One is near (w, , g -'(e -fwi ) + ) and one near (~~,g-'(e--fwd+). M oreover, by Proposition 1 and our earlier comments, it follows that the sum of the indices of all the strictly positive solutions near (wl, g-'(e-fw,)+) and (wz, g-'(e--w,)+) is l-1 =O. Since our earlier asymptotics imply that all strictly positive solutions lie near one of the above for small d, it follows that, for small d, the sum of the indices of the strictly positive solutions of (11) is zero. This suggests that one of r(-A-'(a-cU,)Z) and r(-A-'(d-'e-d-'fi)Z) is greater than 1 and one is less than 1 for small d. Here V, is the maximal solution of the second equation in (11) when u c 0. (Indeed, it would follow from our index calculations in [6, Sect. 21 if we knew that neither was equal to 1.) In fact, the first of these spectral radii is less than 1 while the second is greater than 1. To see this, we note that by similar (but easier) arguments to that in the proof of Theorem 2 in [6] , Ud-+ eg-' in Lp(Q) as d-+ 0. Thus, as before r
((-A+&-'(a-c~,+~)Z)~r((-A+&-l(a-ceg-l+~)Z) =(A,+&'(a-ceg-'+R)
as d + 0. Since by our earlier results a -ceg -' < A, if there are two nontrivial non-negative solution, the first equality follows. The second can be proved by a similar argument to that in the proof of Proposition l(v) in [6] . The above argument shows that there are cases where there is a strictly positive solution of (11) and where one of r( -A -'(a -cV)Z) and r( -A -'(e -jC)Z) is greater than 1 and one is less than 1. By multiplying all the coefficients by z where T < z, , we get a similar example where there is no strictly positive solution (since there is now only the trivial solution of (12)). This gives examples showing that the iteration at the start of the section may or may not converge to a strictly positive solution of (11) . In fact it shows that the iteration sometimes converges to a strictly positive solution and sometimes does not on a single component of {(a, b, c, e, J g): a > A,, e>&, r(-A-'(a-cC)Z)> 1, r(-A-'(e-fi)Z)< 11. In addition, the above arguments imply that there is an open set of {(a, 6, c, e, f, g): a > il, , e > A,} for which (11) has more than 1 strictly positive solution. This provides a rather large (and quite different) range of parameters where there is non-uniqueness to the examples in [2] where non-uniqueness occurs because the two equations effectively reduce to a single equation. Note that we cannot use the above arguments if n > 1 because we do not even know if solutions of (12) are isolated! We still need to prove that the map u + -A -'h(u) is F&&et differentiable at w (as a map of C(a) into itself) if w is non-trivial solution of (12) . It obviously suffices to prove that the map u -+ k(u) is Frechet differentiable at w (as a map of C(B) to LJ'(s'z)). It is easy to see that it suffices to prove that the map u-k, (u) is differentiable where k,(y)= (e-fy)'. There is a difficulty because k, is not differentiable at f -ie (as a map of R to R). Suppose E > 0. It is easy to prove that (1~11 m < b-'u and hence that w"(x) # 0 when w(x)=f-le.
Hence we easily see that T= (x~SZ:w(x)=f-'e} has measure zero. Hence we can find a 6 >O such that T6 = (xE!~: [w(x)-f-'el <S} h as measure at most E. If IlKI on <f -'6 and x $ Td, then e -fw(x) and e -f (w(x) + h"(x)) have the same sign. Hence, by a simple calculation, 
We prove that, if d is small, Ad( , , t) has no fixed points on a,( Vx T). To see this, suppose by way of contradiction that (u,, u,) = Ad,( u,, v,, 1,) where (u,, 0,) E a,( Vx T) and d,, + 0 as n + cc. By our earlier a priori bounds, IIu,Il o. < e-'g. Thus U, E aK V or I/u,(I x, = E. By an easy modification of the proof of Theorem 2 in [6] , we can, by choosing a subsequence, arrange that U, + ii as n -+ cc weakly in W2~f(Q) and strongly in C(D) and U, + g-l (e-fii) in L'!'(Q) for all p < co. Thus j/v,II, >E for large n and hence u,, E aK V. By passing to the limit in the first equation of (1 l), we see that 17 is a solution of (12) The first degree is simply k. (A, is the natural map for studying (12) . Remember that, as before, homotopy invariance ensures that deg,(Z-A 1, V) is independent of Z? if Z?> b -'a.) To calculate the second degree, we note that A; has a unique fixed point z in T and r((As)'(z)) < 1.
(Similar arguments appear early in Section 1 of [6] .) Hence, by Theorem 1 of [7] , deg,(Z-AZ, T) = 1. By combining the above results, we find that deg,(Z-Ad( , 1 ), Vx T) = k if d is sufficiently small. Since k # 0, it follows that Ad ( , 1) has a fixed point in Vx T and thus (11) has a solution (iid, Ed) in Vx T. The result now follows from what we have proved above and our earlier results on the asymptotic behaviour of strictly positive solutions as d+O.
Remarks. 1. The above ideas could be applied to the general predator-prey model of Section 1 but it seems that nothing interesting results.
2. The above asymptotic ideas apply to much more general equations. In (11) (12) is -Au = uM(u, s(u)). (15) An analogue of Proposition 1 is easy to prove. Of course, we still have the problem of understanding the solutions of (15).
UNIQUENESS OF THE CONWAY-GARDNER-SMOLLER SYSTEM FOR SMALL d
In this section, we prove the uniqueness of the strictly positive solution of the main Conway-Gardner-Smoller equation if n = 1 and d is small. Our technique applies to a few other problems. For example, it implies that in the case of an "asocial" nonlinearity we can prove that, in many cases, the Conway-Gardner-Smoller equation has exactly two strictly positive solutions for small d. In fact, our argument could be used to prove a local uniqueness result for some more general non-linearities. We discuss some further generalizations in the Appendix. Note that the results in Fife [9] do not apply to (16) .
We consider the system
with Dirichlet boundary conditions on C-L, L], where f(y) = a( 1 -y), 0 < y < 1, a, m >O, llUl[ o. > y. We also consider the limiting equation (for
with 
(This is a slightly stronger result for this equation than the one in Section 2 for (1 I).) Moreover, the analogue of Proposition 1 of Section 2 shows that, for small d, the sum of the indices (relative to C) of the strictly positive solution of (16) Here we are using Theorem 1 in [6] and note that (u, u) is demiinterior to CL) Hence our proof reduces to showing this. We first need a better estimate for the v component of strictly positive solutions. LEMMA 1. Suppose 0 < ii < 1. There is a do > 0 such that, if 0 < d < do and lj-(u, u) is a strictly positive solution of (16) , then v > iim(u -y).
ProoJ Note that the inequality is trivial when U(X) < y. Moreover, we know that, as d + 0, u + w and v + m(w -7) + uniformly. Hence we see that we need only prove the inequality for points near where w(x) = y. By using the first integral of (17), we easily see that w'(x) # 0 when w(x) < II wIlc.3. In particular, w(x)=y at only two points x,, x2 and (16), it follows that u >z. In particular, by (18) v(x) > &mu(x) -y) on (a, I + 6,). Since 6, is independent of d and the particular solution (u, u) the result follows.
It turns out that this is really the key lemma. Note that it is largely independent of the particular form of the first equation in (16) . By our earlier comments, the following lemma will complete the proof of Theorem 2. 
Since h" satisfies the boundary condition and h" is non-trivial, this means that I-A', fails to be invertible. This contradicts our earlier comments.
Hence we see that I-&&(u, u) is invertible if (u, II) is a strictly positive solution of (16) and d is small, To complete the proof, we still have to evaluate index,(Z-.zZ&(u, u), 0). We can use the same argument as above to show that there is a d2 > 0 such that the equations (22) is 1 (since r(A;(w)) < 1). For the second, we note that &y< (-dA+&pl(-u+m(u-y)+i?)y for each yoK. Since the second operator has spectral radius 1 (with eigenvector u), we can argue as in Section 1 of [6] to deduce that r(B2) < 1. Thus the second index in (22) Remarks. The above argument is really a local argument. More precisely, we could replace f by any C' function with f(O) > 0. Then, if w is a non-degenerate, non-negative, non-trivial solution of (17) , with j/w 11 a, > y, there is a unique strictly positive solution (u, v) near (w, m( w -y ) ' ) in C for all sufficiently small d. In particular, if every non-negative, nontrivial solution of (17) is non-degenerate and none has sup norm equal to y, we obtain an exact count of the strictly positive solutions of (16) for small positive d. In particular, this applies to the "asocial" non-linearity f = a( 1 -y)( y -b) of [4] . If n = 1 and (17) has two distinct solutions wl, w2 (where w1 is the maximal solution), then the results in [4] imply that these are both non-degenerate. Hence we see that, if 11 wZ(I 3. < y < llw, 11~) there is (17) with Ijwjl lr, 6 y, then (w, 0) is a solution of (16)) 2. It seems likely that our results are true if n > 1. The difficulty in proving this by our method is in generalizing Lemma 1 and, in particular, the construction of z near where u(x) = y. (The rest of the proof generalizes easily.) It does not seem clear how to do this. However, if Q is a ball in R", our methods can be used to prove the uniqueness of the radially symmetric strictly positive solution for small d. Here we construct z(r) = a(r -r") + /?(r -F)2 + y(r -r")3 (where u(F) = y) such that IAz(r)l = o(r -7)' for r near ?.
3. Our methods can be generalized to the equations of Section 1 or 2 for n = 1. A difficulty occurs because, in general, v does not converge uniformly near f L as d -+ 0. We discuss this briefly in the Appendix.
APPENDIX
We give a brief sketch of a proof that the natural analogue of Theorem 2 of Section 3 holds for the equation of Section 2. More precisely, if w is a solution of (12) such that 11 WI/ co # ef -' and -d -h'( w)Z is invertible (for Dirichlet boundary condition), then (11) has a unique solution near (w, g -'(e -fw) + ) in C( -L, L] 0 LP( -L, L) for d sufficiently small. The condition that 11 wIJ co # ef -' can probably be avoided by proving a variant of Lemma 1.
The natural analogue of Lemma 1 holds on any compact subset on (-L, L) with essentially the same proof. As in Section 3, the proof now reduces to proving the natural analogue of Lemm? 2 there. We follow the proof there and the notation there. Choose p > 2. The proof there only runs into difficulties if llh,ll co + 0 as n -+ co, where ( (Note that u0 is the only non-trivial solution of (23) which vanishes at 0, and is bounded and non-negative on [0, cc ). ) In the new variables, we find that Ei=(e-2u,+o(l))E,+0 (1) on bounded X intervals. (Once again recall that h; is uniformly bounded.) Since k", must be large before X= M, and k",(O) = 0. it follows that En(O) is large. Hence we easily see from continuous dependence that, on compact sets, En is near k;f, where k;f is a solution of --z" = (e-2u,(X))z (24) z(0) = 0 (and (k;)'(O) = ,u, where p,, is large). Now ub is a solution of (24) which is positive on (0, cc). Hence by the Sturm comparison theorem, k;t has no positive zeros. By using Wronskians (or by using asymptotic theory), we prove that Ik;;(X)l + cc as X-r co. It follows that there exist x, >, 2Md; l/* (but near -L) such that Ik,(x,)j is large and increasing. It is easy to see that this contradicts our earlier results on k,. This completes the proof.
It is clear that our methods could be used for rather more general nonlinearities. In particular, they could be used for rather more general predator-prey equations. Note that once again our arguments are local arguments and hence can be used when the limit equation has more than one solution.
It is possible to prove that the solution we obtained above is stable for the full parabolic equations if w is a stable solution of the one-dimensional parabolic equation. This is proved by combining our ideas with positive operator theory. Note that our proof of this does not generalize to apply to (16) .
It follows by combining our results above with those in Section 2 that we obtain complete information on the solutions of the corresponding parabolic equation in some cases. (Note that our methods apply if n > 1, Q is a disk, and we look for radially symmetric solutions. In particular, by combining the above results with the ideas in Section 2, we also obtain conplete information on the solutions of the corresponding parabolic equations in some cases where n > 1 and Q is a disk.)
