Adaptive anti-synchronization of chaotic systems with fully unknown parameters  by Mossa Al-sawalha, M. et al.
Computers and Mathematics with Applications 59 (2010) 3234–3244
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Adaptive anti-synchronization of chaotic systems with fully
unknown parameters
M. Mossa Al-sawalha a,∗, M.S.M. Noorani b, M.M. Al-dlalah c
a Faculty of Science, Mathematics Department, University of Hail, Saudi Arabia
b Center for Modelling & Data Analysis, School of Mathematical Sciences, University Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia
c Faculty of Education, Psychology Department, University of Hail, Saudi Arabia
a r t i c l e i n f o
Article history:
Received 10 March 2009
Accepted 27 February 2010
Keywords:
Lorenz system
Chen system
Anti-synchronization
Adaptive control
Unknown parameters
a b s t r a c t
This paper centers on the chaos anti-synchronization between two identical or different
chaotic systems using adaptive control. The sufficient conditions for achieving the anti-
synchronization of two chaotic systems are derived based on Lyapunov stability theory. An
adaptive control law and a parameter update rule for unknown parameters are introduced
such that the Chen system is controlled to be the Lorenz system. Theoretical analysis and
numerical simulations are shown to verify the results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Synchronization of chaotic systems was first initiated and recorded by Pecora and Carroll in 1990 [1]. About two decades
later, their work had progressed like dominoes effect in numerous fields such as chemical reactions, power converters,
biological systems, information processing, secure communications, etc. [2]. The excitement is well comprehended in
the academic community as its potential implications and applications are bountiful. Another interesting phenomenon
discovered was the anti-synchronization (AS), which is noticeable in periodic oscillators. It is a well-known fact that
the first observation of synchronization between two oscillators by Huygens in the seventeenth century was, in fact, an
AS between two pendulum clocks. Recent re-investigation of Huygens experiment by Blekhman [3] shows that either
synchronization or AS can appear depending on the initial conditions of the coupled pendula. Here, AS can also be interpreted
as anti-phase synchronization (APS) [4,5]. In other words, there is no difference between AS and APS for oscillators with
identical amplitudes [6]. So far, a wide variety of approaches have been proposed for anti-synchronization of chaos or
hyperchaos systems, such as generalized active control [7–10], adaptive control [11,12], nonlinear control [13,14], direct
linear coupling [15], separation method [16], etc. Most of the existing methods can anti-synchronize two identical or
different chaotic systems with known parameters. However, in practical engineering situations, parameters are probably
unknown and may change from time to time. Therefore, how to effectively anti-synchronize two chaotic systems with
unknown parameters is an important problem for theoretical research and practical application. Among the aforementioned
methods, adaptive control is an effective one for achieving the anti-synchronization of chaotic systems with fully unknown
parameters [11,12]. On the basis of the Lyapunov stability theory, we design a new adaptive anti-synchronization controller
with a novel parameter update law. With this adaptive controller, one can anti-synchronize the chaotic Lorenz system and
the chaotic Chen system effectively and identify the system’s parameters accurately.
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The rest of the paper is organized as follows. Section 2 briefly describes the problem formulation and systems description.
In Section 3, we present the adaptive anti-synchronization scheme with a parameter update law for two identical Chen
systems. Section 4 presents the adaptive anti-synchronization schemewith a parameter update law for two different chaotic
systems, i.e., Chen and Lorenz systems. A conclusion is given at the end.
2. Adaptive anti-synchronization
Consider the drive chaotic system in the form of
x˙ = f (x)+ F(x)α (1)
where x ∈ Ω1 ⊂ Rn is the state vector, α ∈ Rm is the unknown constant parameters vector of the system, f (x) is an n × 1
matrix, F(x) is an n×mmatrix and the elements Fij(x) in matrix F(x) satisfy Fij(x) ∈ L∞ for x ∈ Ω1 ⊂ Rn. On the other hand,
the response system is assumed by
y˙ = g(y)+ G(y)β + u (2)
where y ∈ Ω2 ⊂ Rn is the state vector, β ∈ Rq is the unknown constant parameters vector of the system, g(y) is an n × 1
matrix, G(y) is an n× qmatrix, u ∈ Rn is control input vector and the elements Gij(y) in matrix G(y) satisfy Gij(y) ∈ L∞ for
y ∈ Ω2 ⊂ Rn.
Let e = y+ x be the anti-synchronization error vector. Our goal is to design a controller u such that the trajectory of the
response system (2) with initial condition y0 can asymptotically approach the drive system (1) with initial condition x0 and
finally implement the anti-synchronization such that,
lim
t→∞ ‖e‖ = limt→∞ ‖y(t, y0)+ x(t, x0)‖ = 0 (3)
where ‖.‖ is the Euclidean norm.
2.1. Adaptive anti-synchronization controller design
Theorem 1. If the nonlinear control is selected as
u = −f (x)− F(x)αˆ − g(y)− G(y)βˆ − ke, (4)
and adaptive laws of parameters are taken as
˙ˆα = [F(x)]T e,
˙ˆ
β = [G(y)]T e,
(5)
then the response system (2) can anti-synchronize the drive system (1) globally and asymptotically, where k > 0 is a constant, αˆ
and βˆ are, respectively, estimations of the unknown parameters α and β where α and β are constants.
Proof. From Eqs. (1)–(2), we get the error dynamical system as follows
e˙ = F(x)(α − αˆ)+ G(y)(β − βˆ)− ke. (6)
Let α˜ = α − αˆ, β˜ = β − βˆ . If a Lyapunov function candidate is chosen as
V (e, α˜, β˜) = 1
2
[
eT e+ (α − αˆ)T (α − αˆ)+
(
β − βˆ
)T (
β − βˆ
)]
, (7)
then the time derivative of V along the trajectory of the error dynamical system (6) is as follows
V˙ (e, α˜, β˜) = e˙T e+ (α − αˆ)T ˙˜α +
(
β − βˆ
)T ˙˜
β
= [F(x)(α − αˆ)+ G(y)(β − βˆ)− ke]T e− (α − αˆ)T [F(x)]T e− (β − βˆ)T [G(y)]T e
= −keT , e < 0, (8)
as long as e 6= 0, thus, dVdt < 0 for V > 0, and the proof follows from the Theorem of Lyapunov on asymptotic stability. 
Remark 1. Most typical chaotic systems can be described by (1), such as the Lorenz system, the Chen system, the Lü system,
the Rössler system, the unified system, the van der Pol oscillator, the Duffing oscillator and several variants of Chuas circuits.
Remark 2. If system (1) and system (2) satisfies f (·) = g(·) and F(·) = G(·), then the structure of system (1) and system (2)
is identical. Therefore, Theorem 1 is also applicable to the adaptive anti-synchronization of two identical chaotic systems
with unknown parameters.
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Fig. 1. Typical dynamical behaviors of Chen system: (a) Projection in (x, y, z) space; (b) Projection in (x, y) space; (c) Projection in (x, z) space; (d) Projection
in (y, z) space.
2.2. Systems description
The Chen system [17] is given by
x˙ = a(y− x),
y˙ = (c − a)x− xz + cy,
z˙ = xy− bz,
(9)
where x, y and z are state variables and a, b and c are positive parameters. Bifurcation studies show thatwith the parameters
a = 35 and c = 28, system (9) exhibits chaotic behavior when b = 3. The chaotic attractor is shown in Fig. 1.
The Lorenz system [18] is given by
x˙ = a(y− x),
y˙ = cx− xz − y,
z˙ = xy− bz,
(10)
where x, y and z are respectively proportional to the convective velocity, the temperature difference between descending
and ascending flows, and the mean convective heat flow. Also, a, b and the so-called bifurcation parameter, c , are real
constants. Throughout this paper, we set a = 10, b = 8/3 and c = 28 such that the system exhibits chaotic behavior.
The chaotic attractor is shown in Fig. 2.
It is interesting to note that the (positive) Lyapunov exponent for the Chen system is about λ1 = 2.0272, whereas the
corresponding exponent for the Lorenz system is about λ1 = 0.9056 [19]. In other words, the Chen system is more sensitive
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Fig. 2. Typical dynamical behaviors of Lorenz system: (a) Projection in (x, y, z) space; (b) Projection in (x, y) space; (c) Projection in (x, z) space;
(d) Projection in (y, z) space.
to initial conditions compared to Lorenz. In order to observe the efficacy of our proposedmethod, two different example are
given. First, the adaptive anti-synchronization of Chen system is taken as an example when the two systems are identical.
Secondly, the Lorenz and Chen systems are taken as an example to achieve the adaptive anti-synchronization between two
different systems.
3. Adaptive anti-synchronization of two identical chaotic systems
In order to observe the anti-synchronization behavior in two identical chaotic systems via adaptive control, the Chen
system (9) is taken as an example to verify the efficiency of our proposed method. Now assume that we have two Chen
systems where the drive system with three state variables is denoted by the subscript 1 and the response system having
identical equations is denoted by the subscript 2. However, the initial condition on the drive system is different from that
of the response system. The two Chen systems are described, respectively, by the following equations:
x˙1 = a(y1 − x1)
y˙1 = (c − a)x1 − x1z1 + cy1
z˙1 = x1y1 − bz1
(11)
and
x˙2 = a(y2 − x2)+ u1
y˙2 = (c − a)x2 − x2z2 + cy2 + u2
z˙2 = x2y2 − bz2 + u3
(12)
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where u1, u2, u3 are three control functions to be designed, in order to determine the control functions to realize the adaptive
anti-synchronization between systems Eqs. (11) and (12). We add (12) to (11) and get
e˙1 = a(e2 − e1)+ u1
e˙2 = (c − a)e1 − x2z2 − x1z1 + ce2 + u2
e˙3 = x2y2 + x1y1 − be3 + u3
(13)
where e1 = x1 + x2, e2 = y1 + y2, e3 = z1 + z2, our goal is to find proper control functions ui (i = 1, 2, 3) and parameter
update rule, such that system Eq. (12) globally anti-synchronizes system Eq. (11) asymptotically, i.e. limt→∞ ‖e‖ = 0where
e = [e1, e2, e3]T . For two systems (Eqs. (11) and (12)) without controls (ui = 0, i = 1, 2, 3), the trajectories of two systems
will quickly separate each other and become irrelevant if the initial condition (x1(0), y1(0), z1(0)) 6= (x2(0), y2(0), z2(0)).
However, when controls are applied, the two systems will approach anti-synchronization for any initial conditions by
appropriate control functions. For this end, we propose the following adaptive control law for system Eq. (12):
u1 = −aˆ(e2 − e1)− e1
u2 = −(cˆ − aˆ)e1 + x2z2 + x1z1 − cˆe2 − e2
u3 = −x1y1 − x2y2 + bˆe3 − e3
(14)
and parameter update rule
˙ˆa = −e21
˙ˆb = −e23
˙ˆc = e1e2 + e22
(15)
where aˆ, bˆ, cˆ are the estimates of a, b, c respectively.
Theorem 2. For any initial conditions, the two systems, Eqs. (11) and (12), are globally asymptotically anti-synchronized by the
adaptive control law in Eq. (14) and the parameter update rule in Eq. (15).
Proof. Applying control law in Eq. (14) to Eq. (13) yields the resulting error dynamics as follows:
e˙1 = a˜(e2 − e1)− e1
e˙2 = (c˜ − a˜)e1 + c˜e2 − e2
e˙3 = −b˜e3 − e3
(16)
where a˜ = a− aˆ, b˜ = b− bˆ, c˜ = c − cˆ. Consider the following Lyapunov function:
V = 1
2
(eT e+ a˜2 + b˜2 + c˜2). (17)
Then the time derivative of V along the solution of error dynamical system in Eq. (16) gives that
V˙ = eT e˙+ a˜ ˙˜a+ b˜ ˙˜b+ c˜ ˙˜c
= e1e˙1 + e2e˙2 + e3e˙3 + a˜(−˙ˆa)+ b˜(−˙ˆb)+ c˜(−˙ˆc)
= e1[a˜(e2 − e1)− e1] + e2[(c˜ − a˜)e1 + c˜e2 − e2] + e3[−b˜e3 − e3] + a˜(e21)+ b˜(e23)+ c˜(−e1e2 − e22)
= −e21 − e22 − e23
= −eT e < 0, as long as e 6= 0. (18)
Since V is positive definite and V˙ is negative definite in the neighborhood of zero solution of the system in Eq. (13), it follows
that e1, e2, e3 ∈ L∞ and aˆ, bˆ, cˆ ∈ L∞. From Eq. (16), we have e˙1, e˙2, e˙3 ∈ L∞, since V˙ = −eT e. Then we obtain∫ t
0
‖e‖2 dt ≤
∫ t
0
eT edt =
∫ t
0
−V˙dt = V (0)− V (t) ≤ V (0). (19)
Therefore, the response system in Eq. (12) can globally anti-synchronize the drive system in Eq. (11) asymptotically. This
completes the proof. 
3.1. Numerical simulations
To verify and demonstrate the effectiveness of the proposed method, we discuss the simulation result for the Chen
system. In the numerical simulations, the fourth-order Runge–Kutta method is used to solve the systems with time step
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Fig. 3. State trajectories of the drive system in Eq. (11) and the response system in Eq. (12).
size 0.001. For this numerical simulation, we assume that the initial conditions, (x1(0), y1(0), z1(0)) = (−10, 0, 37), and
(x2(0), y2(0), z2(0)) = (−5, 5, 32) were employed. Hence the error system has the initial values e1(0) = −15, e2(0) = 5
and e3(0) = 69. The three unknownparameters are chosen as a = 35, b = 32 and c = 28 in the simulations so that the Chen
system exhibits a chaotic behavior. Anti-synchronization of the systems in Eqs. (11) and (12) via adaptive control law in Eqs.
(14) and (15) with the initial estimated parameters aˆ(0) = 2, bˆ(0) = 3 and cˆ(0) = 3 are shown in Figs. 3–5. Fig. 3 displays
state trajectories of the drive system in Eq. (11) and the response system in Eq. (12). Fig. 4 displays the anti-synchronization
errors between systems in Eqs. (11) and (12). Fig. 5 shows that the estimates aˆ(t), bˆ(t) and cˆ(t) of the unknown parameters
converge to a = 35, b = 3 and c = 28 as t →∞.
4. Adaptive anti-synchronization of two different chaotic systems
In order to observe anti-synchronization behavior between two different chaotic systems via adaptive control, the Lorenz
system in Eq. (10) is assumed as the drive system with three unknown parameters and the Chen system in Eq. (9) is taken
as the response system with three unknown parameters. The drive system can be written as:
x˙1 = a1(y1 − x1)
y˙1 = c1x1 − x1z1 − y1
z˙1 = x1y1 − b1z1
(20)
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Fig. 4. Anti-synchronization errors, e1, e2, e3 , of the drive system in Eq. (11) and the response system in Eq. (12) with time t .
Fig. 5. Changing parameters a, b, c of the drive system in Eq. (11) and the response system in Eq. (12) with time t .
and the response system can be written as:
x˙2 = a2(y2 − x2)+ u1
y˙2 = (c2 − a2)x2 − x2z2 + c2y2 + u2
z˙2 = x2y2 − b2z2 + u3
(21)
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where u1, u2, u3 are three control functions to be designed in order to determine the control functions and to realize the
adaptive anti-synchronization between the systems in Eqs. (20) and (21). We add Eq. (21) to Eq. (20) to get:
e˙1 = a1(y1 − x1)+ a2(y2 − x2)+ u1
e˙2 = c1x1 − x1z1 − y1 + (c2 − a2)x2 − x2z2 + c2y2 + u2
e˙3 = x1y1 − b1z1 + x2y2 − b2z2 + u3
(22)
where e1 = x1+x2, e2 = y1+y2 and e3 = z1+ z2. Our goal is to find proper control functions ui (i = 1, 2, 3) and parameter
update rule, such that system Eq. (21) globally anti-synchronizes system Eq. (20) asymptotically, i.e. limt→∞ ‖e‖ = 0
where e = [e1, e2, e3]T . Without controls (ui = 0, i = 1, 2, 3), trajectories of the two systems, Eqs. (20) and (21), will
quickly separate with each other and become irrelevant if the initial conditions (x1(0), y1(0), z1(0)) 6= (x2(0), y2(0), z2(0)).
However, when controls are applied, the two systems will approach anti-synchronization for any initial conditions by
appropriate control functions. For this end, we propose the following adaptive control law for the system in Eq. (21):
u1 = −aˆ1(y1 − x1)− aˆ2(y2 − x2)− k1e1
u2 = −cˆ1x1 + x1z1 + y1 − (cˆ2 − aˆ2)x2 + x2z2 − cˆ2y2 − k2e2
u3 = −x1y1 + bˆ1z1 − x2y2 + bˆ2z2 − k3e3
(23)
and parameter update rule
˙ˆa1 = (y1 − x1)e1
˙ˆb1 = −z1e3
˙ˆc1 = x1e2
˙ˆa2 = (y2 − x2)e1 − x2e2
˙ˆb2 = −z2e3
˙ˆc2 = (x2 + y2)e2
(24)
where k1, k2 and k3 are three positive control coefficients, with which we can control the convergence speed of the scheme,
aˆ1, bˆ1, cˆ1 and aˆ2, bˆ2, cˆ2 are estimates of a1, b1, c1, a2, b2, c2 respectively.
Theorem 3. For any initial conditions, the two systems, Eqs. (20) and (21), are globally asymptotically anti-synchronized by the
adaptive control law in Eq. (23) and the parameter update rule in Eq. (24).
Proof. Applying the control law in Eq. (23) to Eq. (22) yields the resulting error dynamics as follows:
e˙1 = a˜1(y1 − x1)+ a˜2(y2 − x2)− k1e1
e˙2 = c˜1x1 + (c˜2 − a˜2)x2 + c˜2y2 − k2e2
e˙3 = −b˜1z1 − b˜2z2 − k3e3
(25)
where a˜1 = a1 − aˆ1, b˜1 = b1 − bˆ1, c˜1 = c1 − cˆ1, a˜2 = a2 − aˆ2, b˜2 = b2 − bˆ2, c˜2 = c2 − cˆ2.
Consider the following Lyapunov function:
V = 1
2
(eT e+ a˜21 + b˜21 + c˜21 + a˜22 + b˜22 + c˜22 ). (26)
The time derivative of V along the solution of error dynamical system in Eq. (25) gives:
V˙ = eT e˙+ a˜1 ˙˜a1 + b˜1 ˙˜b1 + c˜1 ˙˜c1 + a˜2 ˙˜a2 + b˜2 ˙˜b2 + c˜2 ˙˜c2
= e1e˙1 + e2e˙2 + e3e˙3 + a˜1(−˙ˆa1)+ b˜1(−˙ˆb1)+ c˜1(−˙ˆc1)+ a˜2(−˙ˆa2)+ b˜2(−˙ˆb2)+ c˜2(−˙ˆc2)
= e1[a˜1(y1 − x1)+ a˜2(y2 − x2)− k1e1] + e2[c˜1x1 + (c˜2 − a˜2)x2 + c˜2y2 − k2e2]
+ e3[−b˜1z1 − b˜2z2 − k3e3] + a˜1(−((y1 − x1)e1))+ b˜1(z1e3)
+ c˜1(−x1e2)+ a˜2(−((y2 − x2)e1 − x2e2))+ b˜2(z2e3)+ c˜2(−(x2 + y2)e2)
= −k1e21 − k2e22 − k3e23
= −eTPe < 0 as long as e 6= 0, (27)
where P = diag {k1, k2, k3}. Since V is positive definite and V˙ is negative definite in the neighborhood of zero solution of
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Fig. 6. State trajectories of the drive system in Eq. (10) and the response system in Eq. (9).
the system in Eq. (22), it follows that e1, e2, e3 ∈ L∞, aˆ1, bˆ1, cˆ1, aˆ2, bˆ2, cˆ2 ∈ L∞. From Eq. (25), we have e˙1, e˙2, e˙3 ∈ L∞, and
since V˙ = −eTPe then we obtain:∫ t
0
λmin(P) ‖e‖2 dt ≤
∫ t
0
eTPedt =
∫ t
0
−V˙dt = V (0)− V (t) ≤ V (0) (28)
where λmin(P) is the minimal eigenvalue of the positive definite matrix P . Therefore, the response system in Eq. (21) can
globally anti-synchronize the drive system in Eq. (20) asymptotically. This completes the proof. 
4.1. Numerical simulations
In this section, to verify and demonstrate the effectiveness of the proposed method, we discuss the simulation result for
the anti-synchronization between the Lorenz system and the Chen system. In the numerical simulations, the fourth-order
Runge–Kutta method is used to solve the systems with time step size 0.001. For this numerical simulation, we assumed
that the initial conditions, (x1(0), y1(0), z1(0)) = (−2, 4,−13) and (x2(0), y2(0), z2(0)) = (10,−12, 3), were employed
with the control inputs (k1, k2, k3) = (1, 1, 1). Hence the error system has the initial values e1(0) = 8, e2(0) = −8 and
e3(0) = −10. The unknown parameters were chosen as a1 = 10, b1 = 8/3, c1 = 28 and a2 = 35, b2 = 3, c2 = 28 in
the simulations such that both systems exhibit chaotic behavior. Anti-synchronization of the systems in Eqs. (20) and (21)
via adaptive control law in Eqs. (23) and (24) with the initial estimated parameters aˆ1(0) = 2, bˆ1(0) = 3, cˆ1(0) = −5 and
aˆ2(0) = −1, bˆ2(0) = 4, cˆ2(0) = 6, are shown in Figs. 6–9. Figs. 6–7 display the state response and the anti-synchronization
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Fig. 7. Anti-synchronization errors, e1, e2, e3 , with time t .
Fig. 8. Changing parameters a1, b1, c1 of the drive system with time t .
errors of systems in Eqs. (20) and (22). Figs. 8 and 9 show that the estimates, aˆ1(t), bˆ1(t), cˆ1(t) and aˆ2(t), bˆ2(t), cˆ2(t), of the
unknown parameters converge to a1 = 10, b1 = 8/3, c1 = 28 and a2 = 35, b2 = 3, c2 = 28 as t →∞.
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Fig. 9. Changing parameters a2, b2, c2 of the response system with time t .
5. Concluding remark
In this article, we have investigated the anti-synchronization of the Lorenz and the Chen chaotic systems with uncertain
parameters. We have proposed a novel adaptive control scheme for asymptotic chaos anti-synchronization by using the
Lyapunov stability theory. Finally, numerical simulations were provided to show the effectiveness of our method.
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