INTRODUCTION
Wavelets are useful in many different fields of science and engineering. Examples include sound analyses, decomposition and reconstruction of visual data, and detections of edges and singularities [1, 2] . In addition, several researchers have tried to solve differential equations using orthonormal wavelet functions [3] , including the neutron diffusion equation [4, 5] and neutron transport equation [6] .
In this paper, the focus is on the detection of singularities for processing signals using the wavelet theory. It is well known that the neutron noise theory allows monitoring and diagnosis of many reactor operating parameters and conditions. The neutron noise theory has been used for diagnostic purposes, for the identification of abnormal situations and for the estimation of dynamical core parameters when the reactor is at steady-state conditions. Many previous works can be found in the literature, and more can be found in the references therein [7, 8, 9, 10] . In recent years, applications of soft computing and artificial intelligence techniques has drawn particular attention [11, 12, 13] . Over the past several decades, many significant contributions to the neutron noise theory have been reported. Most of these studies are based on the frequency domain and most address the signals at steadystate conditions, but the techniques can be used successfully for diagnoses of many practical systems. In this work, the primary concern is on the diagnoses of parameter changes in nuclear reactors with the time-domain approach using wavelet theory. First, the de-noising capability of the wavelet transform is exploited to make plant signal smoother and more readable. Second, method of detecting abrupt changes in a dynamics system is investigated. The method is then applied to a research-reactor dynamics model. In this work, the orthonormal basis of compactly supported wavelets constructed by Daubechies [1] is used.
WAVELET THEORY
One of the important features of wavelets is a multiresolution analysis (MRA). This enables the construction of a hierarchy of approximations to functions in various subspaces. An MRA of L 2 (R) is defined as a set of closed subspaces Vj with j Z that exhibit the following Wavelet theory was applied to detect a singularity in a reactor power signal. Compared to Fourier transform, wavelet transform has localization properties in space and frequency. Therefore, using wavelet transform after de-noising, singular points can easily be found. To test this theory, reactor power signals were generated using the HANARO (a Korean multi-purpose research reactor) dynamics model consisting of 39 nonlinear differential equations contaminated with Gaussian noise. Wavelet transform decomposition and de-noising procedures were applied to these signals. It was possible to detect singular events such as a sudden reactivity change and abrupt intrinsic property changes. Thus, this method could be profitably utilized in a real-time system for automatic event recognition (e.g., reactor condition monitoring).
KEYWORDS : De-noising by Thresholding Algorithm, Singularity Detection, Wavelet Transform, HANARO Research Reactor properties:
3)
Vj is dense in L 2 (R) and Vj = {0}, 4) A scaling function (x) V0 exists such that the set { (x l) l Z} is the basis of V0.
Consequently, the sequence (hk) l 2 (Z) exists such that the scaling function satisfies the two-scale difference equation
is the orthonormal basis of Vj.
The complementary space of Vj in Vj+1 is denoted by Wj ; that is Vj+1=Vj Wj. This satisfies following properties:
A function (x) is termed a mother wavelet. As the mother wavelet is also an element of V1, the sequence (gk) l 2 ( Z) exists such that
The set of functions { j, 1(x) In this study, fast wavelet transform (FWT) [14] is used to de-noise the signal and to detect the singularities. Assuming that a finite sequence sk 0 , k =1,2,...K, is given, the FWT of this sequence can then be written as:
and the inverse fast wavelet transform (IFWT) can be written as:
FWT is a decomposition process of the original sequence. The original sequence is decomposed into approximation coefficients (s j ) and detail coefficients (d j ). The approximation coefficients contain low-frequency information and the detail coefficients have high-frequency information such as edges or discontinuities. The approximation coefficients become input signals recursively to the next-stage transform. Reversely, IFWT is a reconstruction process. Fig. 1 shows the decomposition and reconstruction processes of FWT and IFWT.
DE-NOISING USING THE THRESHOLDING ALGORITHM
In addition to the advantages related to its multiresolution properties, the wavelet transform shows another important characteristic that can be exploited in the signal domain. This is the capability of discriminating a typical "noise" process from a typical "signal" process. The de-noising capability is based on the different evolution across the scales of the detail coefficients (d j ) maxima, depending on the signal regularity degree, defined in terms of the Lipschitz exponent [15] . The detail coefficient maxima that have negative Lipschitz exponents tend to vanish as the scale increases, whereas this does not happen if the maxima are characterized by positive exponents. Fortunately, fluctuating noise causes negative Lipschitz exponents in the signal; therefore, it is possible to remove the noise from the corrupted signal by rejecting maxima whose Lipschitz exponents are negative. To select these maxima, thresholding algorithm can be used [16] . For a signal whose size is n, the threshold level (t) is given by
Where is the noise level of the signal. A simple choice for the threshold value is based on the idea of "de-noising", which attempts to eliminate pure noise terms. For white noise, can be estimated very well, for example by a robust scale estimate applied to the finest scale wavelet coefficients. Hence, it is assumed that is known. Assuming the noise is Gaussian allows the use of the property that for X1,...,
Hence, the threshold will zero out for every term that has all noise and no signal components.
To de-noise the signal using the wavelet thresholding method, the following procedure is used:
First, the wavelet transform of the noisy signal is performed. Wavelet coefficients s and d are then obtained.
Secondly, detail coefficients d are passed through the thresholding function. There can be two choices: hard or soft thresholding. The hard-thresholding function and soft-thresholding function are, respectively [16] , Where I is the usual indicator function. While the hardthresholding preserves values that are greater than t and sets the others to equal zero (keep-or-kill), the soft-thresholding shrinks all the values by t towards zero (shrink-or-kill). This shrinking has the effect of reducing variance while increasing bias. While d is passed through the thresholding function, s is unchanged.
Lastly, the signal is reconstructed from s and the thresholded d by inverse wavelet transform, providing the de-noised signal.
SINGULARITY DETECTION
Essentially, the idea underlying most singularitydetection techniques is the computation of a local derivative operator. The wavelet-based method uses the fast wavelet transform.
The presence of noise makes the wavelet transform decomposition difficult if applied directly to the signal detection. However, the wavelet transform coefficients are able to localize the sharp variation points of a signal (and in particular the onset of anomaly) effectively, provided that the signal is de-noised, as was demonstrated by the application of the technique on synthetic data [15] .
Assuming that the integral of a smoothing function (x) is equal to 1 and that it converges to 0 at infinity, if a wavelet (x) is equal to the first-derivative of a smoothing function (x) , the wavelet function transform is computed by convolving the signal with a dilated wavelet. (8) signal sharp variation produces the detail coefficient maxima at the differing scales 2 . The value of the detail coefficient maximum at scale 2 measures the derivative of the signal smoothed at scale 2 .
NUMERICAL TESTS
The wavelet thresholding method is applied to detect changes in the model parameters of HANARO, a multipurpose research reactor in Korea. HANARO is cooled by ordinary water and moderated by heavy water. The reference plant model is simulated using a fifth-order Runge-Kutta method with adaptive time step sizes chosen to deal with the stiffness inherent in nuclear reactor dynamics. 39 nonlinear differential equations are used to describe the HANARO model [17] . The neutron kinetics part of the reactor dynamics is shown as follows: 1) Neutron flux in the core region:
2) Neutron flux in the reflector region: 
Change in the Reactivity [18]
The results with the Daubechies 3 wavelet are presented in Fig. 2 . The reactivity is a series of step functions, as shown in Fig. 2(a) . Fig. 2(b) and Fig. 2(e) (16) power, respectively. The root-mean-square error of each Daubechies wavelet is shown in Fig. 3 . From the detail coefficients, it can be ascertained that abrupt change in the reactivity of the reactor have occurred. For =0.5, the reactivity change at t=0.5 sec is detected clearly, but the change at t=1.0 sec is buried in noise. For the second case of =0.03, the two reactivity changes are detected clearly.
Change in the Neutron Generation Time (l c ) 5.2.1 Under Constant Reactivity
A constant reactivity =0.001 is applied with a Gaussian noise of =10 -5 . At t =0.5sec, the neutron generation time is reduced to one third of the initial value. This results in a very small increase of the reactor power. Normally, it is not easy to notice this small change by monitoring the reactor power. The result shows that the applied waveletbased de-noising and decomposition procedure easily identifies the singular point in the detail coefficient. The result is shown in Fig. 4 . The root-mean-square error of each Daubechies wavelet is presented in Fig. 5 .
Under Fluctuating Reactivity
It was assumed that there exists a sinusoidal perturbation giving a reactivity fluctuation with a Gaussian noise of =10 -5 . The neutron generation time is then decreased to one-third unexpectedly at t =0.5sec. This has a very small effect on the power level; hence, the power level continues to be dominated by fluctuating reactivity. From the detail coefficient by the Daubechies 6 wavelet, a significant change in the reactor state was found. The results are presented in Fig. 6 and Fig. 7 .
Change in the Delayed Neutron Fraction ( )
The power signal is generated via constant reactivity and the Gaussian noise N(0,0.003 2 ). It is assumed that the delayed neutron fraction decreases to half of the initial value at t =0. The moderator (or coolant) temperature coefficient c could be significantly changed by variations in the boric acid concentration or the core temperature. In this simulation, c is assumed dropped at t=0.5sec, as shown in Fig. 10(a) 
DISCUSSION
To de-noise the signal in this test, two wavelet thresholding techniques were used. The first was a hardthresholding function and the second a soft-thresholding function. It is known that soft-thresholding is generally preferred to hard-thresholding, as the hard-thresholding function is discontinuous at x = t in Eq.(10) [19, 20] . Due to this discontinuity at the threshold, it yields abrupt artifacts in the de-noised signal, especially when the noise level is significant. However, for high frequency 
CONCLUSIONS
The investigation in this paper indicates that the wavelet transform utilizing the multiresolution property of the wavelet functions can be used to detect singularities in dynamic systems after the signal is denoised. Numerical tests on a detailed reactor simulation model show that the changes in the reactor state as well as a change of reactivity can be detected if the singularity is not "buried" in strong noise. The wavelet transform decomposition and de-noising procedures are also shown to be computationally efficient. Thus, this wavelet theory and the wavelet functions may be profitably utilized in a real-time system for automatic event recognition (e.g., reactor condition monitoring). 
