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Abstract-The McKendrick-Von Foerster model is often used to model cell colonies with both constant 
and arbitrarily varying eneration times. Our purpose here is to extend the model by linking the fluctuation 
of the generation time to the history of the colony. Such a linkage is natural, since, for example, when a 
colony grows large enough to severely tax its environment, the generation time lengthens accordingly. 
The resulting model consists of a pair of hyperbolic balance laws with a boundary condition of the form 
~(0, t) = 2(1- m’(t))u(m(t),t), where m depends functionally on the solution u. We show the model to be 
well posed and demonstrate its ability to duplicate observed biological phenomena ina simple case. 
INTRODUCTION 
The dynamics of cell colonies are commonly described by the McKendrick-Von Foerster [1,2] 
model of population growth. The model consists of a balance law ~,(a, t) + ~,(a, t)+ 
d(a)u(a, t) = 0 with prescribed initial conditions ~(a, 0) and boundary conditions of the form 
~(0, t) = 2u(m, t). The constant m is the generation time, i.e. the time ellapsed between 
divisions for a single cell. 
The model, of course, fails to duplicate reality in several ways. The disparity we wish to 
address here is the assumption that generation time is constant. Biological experiments indicate 
quite clearly that the generation time of a colony varies in time. Furthermore, there is a 
pronounced relationship between the generation time and the amount of available nutrient per 
cell. 
Funakoshi and Yamada[3] have analyzed a model in which m varies arbitrarily. Here, we 
present a model in which the fluctuation in generation time is related to the hospitality of the 
enviromnent, which in turn is related to the size of the colony. 
In Section 1, we derive the basic equations. These include a pair of hyperbolic balance laws, 
with a boundary condition ~(0, t) = 2u(m(t), t)(l - m’(t)). The delay m depends on the solution 
through a functional differential equation. In Section 2, we show that the initial-boundary value 
problem is well posed. In Section 3, we show that, in a simple case, the model predicts behavior 
similar to that observed experimentally. 
I. BASIC EQUATIONS 
The McKendrick model of population growth consists of a balance law 
coupled with a renewal equation. 
u(0, t) = B(t). 
Here u(a, t) is the density of individual cells of age a at time t and 
(1) 
(2) 
is the total number of cells in the colony at time t. (Subscripts denote partial differentiation.) 
The age of a cell is defined to be the time ellapsed since mitosis. The death rate d(a, t, C) is the 
rate at which cells of age u and die at time t, when the size of the colony is C. The dependence of
d on C accounts for the fact that the hospitality of the environment o an individual cell 
depends upon the number of cells the environment is supporting. 
The birthrate at time t. B(t). is proportional to the rate at which cells are dividing at time t. 
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There is no fixed age at which a cell necessarily divides. A cell divides when it is sufficiently 
mature, and the maturation rate of an individual cell can be influenced by a variety of factors. 
The factor most commonly cited in the literature (see Refs [4. 61) is the limitation of a crucial 
nutrient. 
Since maturity does not depend solely on age, we introducet a function u with the 
interpretation that ~(a, t) is the average maturity of a cell of age a at time t. We allow the 
maturity rate, g, to depend on the environment and the current age and maturity of the cell. We 
assume that the dependence on maturity is linear; thus a cell of age a at time t is maturing at a 
rate equal to g(a, t, C(t))v(a, t) and the increase in maturity of such a cell during the time 
interval (t, t + h) is 
I 
h 
g(a + A, t + A, C(t + A))u(a + A, t + A) dh. 
0
The expression above is balanced by 
u(a + h, t + h) - u(a, t). 
By equating the two preceeding equations, dividing by h and taking the limit as h tends to zero, 
we express the balance law as a differential equation. 
(4) 
We will assume that newly divided cells have a uniform level of maturity b > 0, 
~(0, t) = b. (5) 
Now, a cell divides when it reaches a certain level of maturity; let us denote that level by M. 
In the appendix we show that under reasonable hypotheses maturity is strictly increasing with 
respect o age. Thus we may define the generation time to be the unique function m satisfying 
u(m(tL t) = M, (6) 
for all t B 0. At any time t, m(t) is the age of cells currently undergoing mitosis. By 
differentiating(6), we may describe m as the unique solution of the initial value problem 
m'(t) = l- Mg(m(t), t, CUN/v,(m(t), t) 
(7) 
m(O) = m0, 
where m. follows from the initial distribution of u, 
u(mo, 0) = M. (8) 
Note from (7), that t + t - m(t) is strictly increasing if g is positive. Since generation time 
cannot increase more rapidly than real time, the colony always contains some cells in the 
mitosis stage. 
We are now ready to derive a birth law. A cell aged a at time t will divide during the time 
interval (t, t + h) only if m(t + h) - h s a G m(t). We equate the number of cells of age less than 
h at time t + h with the number of cells which were produced by mitosis during the time 




u(a, t + h) da = 2 u(a, t) da. 
m(t+h)-h 
tSuch a function was introduced in [3] and independently in [S]. 
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(This equation is not precisely true, since we have neglected eaths of the cells in question 
during (t, t + h). However, the term describing deaths disappears when we take the following 
limit.) We divide the preceding equation by h and take the limit as h + 0. The result is the birth 
law 
B(t) = Zu(m(t), t)(l - m’(t)). (9) 
To form a complete system, we collect the balance laws (1) and (4) the boundary data (5) 
and (9) the relations (3) and (7). 
u,(a, f) + u,(a, t) + d(a, t, C(f))u(a, t) = 0 
~,(a, 0 + u,(a, t) - da, 6 C(OMa, t) = 0 
u(0, f) = b 
~(0, t) = B(t) = Zu(m(t), t)(l - m’(t)) 
I 
01 
c(t) = u(a, t) da 
0
m’(t) = 1 - Mg(m(t), t, CWYu,(m(t), Q. 
We show in the next section that this system is well posed when coupled with initial data 
We show, by an 
possesses a solution. 
m(0) = m. 
Ma, 0) = u0(a> 
u(a, 0) = uo(a). 
2. EXISTENCE 
argument analogous to that used by Gurtin and MacCamy[7] that (10) 
We begin by expressing (10) as an operator on a Banach space. Integration of the first two 
equations of (10) along characteristics yields 
u(a, t) = 
{ 
B(t - a)D,(a, t; C), a < t 
uo(a - t)D*(a, t; C), t < a 
u(a, t) = bG(a, t; CL 
act 




D,(a, t; C) = exp ‘d(h,1-a+A,C(t-a+A))dA , 
I 
D?(a, t; C) = exp [-lo’d(o-l+n,r,C(n))dnj. 
(13) 
(14) 
Gi is identical to Di with d replaced by -g, for i = 1 or 2. Integration of (11) yields 
C(t) = 
I 
’ B(t - a)D,(a, t; C) da + 1% uo(a - t)Dz(a, t; C) da. (15) 
0 , 
Next. we must express m as a functional of C. For t sufficiently small, m(t) > t, and we may 
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differentiate the second equation of (12) to get 
dW, 0 = G(m(t), t; C>(uXm(r) - t) + ~~(m(t) - r) I ‘g,(m(t)-t+T,T,C(T))dT). (16) 0 
Let m, denote the unique solution to the initial value problem (7) where the denominator is 
given by (16), for a given continuous C. (Recall that u, > 0, so (16) is non zero and m, will exist 
for any continuous C.) Substitution of (ll)* into (lo), yields, for sufficiently small t 
B(t) = 2uo(dt) - m(40, t; C)( 1-i m,(0). (17) 
Substitution of (17) into (15) yields an integral equation for C. Thus, if C corresponds to a 
continuous olution of (lo), C also solves 
C(t) = WI(~) (18) 
where 




+ uo(a - t)Dz(a, t; C) da. 
t 
Conversely, given a continuous olution C of (18), (16) will yield a generation time m. Then 
we may define B by (17) and u and u by (11) and (12), and so construct a solution of (10). 
We will prove the existence of a solution to (18) and consequently verify that (10) is well 
posed under the following hypotheses. 
(Hl) ug is a continuous nonnegative function on [0, m) with support on a finite interval [0, mol. 
(H2) u. is a continuously differentiable, strictly increasing function on [0, mo] satisfying 
~~(0) = b and vo(mo) = hf. 
(H3) g is a continuously differentiable nonnegative function on R+3, and (as/&r) is non- 
negative. Furthermore, g(0, t, C) > 0 for all (t, C)eR+* and g is uniformly bounded above 
by a positive constant S. 
(H4) d is a nonnegative function on R + 3 and d is continuous on [O, mol X R + X R + . 
(H5) u. is locally lipschitz on [0, mo] and d is locally lipschitz on [0, m,,] x R+ x R+. 
Assumption (H3) is quite strong. The constraint on (Jg/Ja) limits our model to cells whose 
ability to mature increases with age. The effect of eliminating this constraint is to allow cells of 
varying ages to divide at a single instant in time. Consequently, the birthrate may be impulsive 
and the colony size may be discontinuous in time. Models allowing such behavior will be the 
subject of future studies. 
THEOREM 
Suppose (HI) through (HS) hold. Then there exists T > 0 and a continuous function C on 
[0, T] such that C satisfies (18) on [0, T]. 
The theorem is a direct consequence of the fact that r is a contractive map on a closed 
subset of a Banach space. The details are presented in the appendix. 
3. A SIMPLIFICATION 
In this section, we emphasize the interplay between mitosis age and colony size by 
neglecting the age dependence of the growth and death rates. Let us assume 
d = d(t, C),’ 
g = g(r, C), 
(20) 
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so that the growth and death processes are strictly environmentally dependent, while the 
birthrate depends on the age structure of the colony through (lo), and (lo),. Then we may 
reduce the general system (10) as follows. 
Given solutions 2;, v and C of (lo), define ti and 6 by 
ii(a, t) = exp (1,’ d(T, C(T)) d+(a, r) 
(21) 
t?(a, t) = exp - 
(I 
0’ g(7, C(T)) d+(a, r) 
so that 
a, + I?, = 0, 
6, + fi, = 0. 
It follows that 
where 
and 
for t 3 0, and 
d(a, t) = Lqt - a), 
$(a, t) = v(t - a), 
v’(t) = - v(t)& c(t)), V(0) = b (23) 
u(t) = 2(1- m’(t))U(t - m(t)) 
(22) 
(24) 
u(t) = uo(t) 
(25) 
v(t) = uo(t) 
for t CO. We may use (21)-(23) to transform (lo), into 
m’(t) = 1 - Mg(t, C(t))V(t)/bV(t - m(t))g(t - m(t), C(t - m(t))). 
for t 2 0. For t < 0, we define m(t) to be consistent with (24) and (29, 
m’(t) = 1- U(t)/2U(t - m(t)). 
The total population C satisfies 
(26) 
(27) 
for t 3 0. where 
C(t) = exp ( -I,’ d(7, C(T)) d+(r) 
l-(t)= U(a) da. 
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Differentiating the equations above produces 
C’(t) = C(t>U(t)/r(t) - d(t, C(t))C(t); C(0) = I,= uo(a) da 
and 
r’(t) = U(t); r(0) = C(0). (29) 
Thus we have a system of five equations (24), (23), (28), (29) and (26) for the five functions U, V, 
C, r and M. The system is atypical in that m appears as a delay. However, as we shall show at 
the end of this section, it does possess a solution. 
In order to investigate the asymptotic behavior of the system, we assume that d and g do 
not depend explicitly on time. It is clear from (24) that the entire system has no steady state. 
Nevertheless, the physically significant quantities, colony size and generation time, are in 
equilibrium at any values c and fi satisfying 
be g(c)ti = fi and ed’C)fi = 2. 
The corresponding functions U, V and r are exponential functions of time. 
An equilibrium of the type we have described requires a death rate d(c) large enough to 
balance a constant generation time A. Such behavior is biologically unrealistic. In a colony of 
cells which has achieved an apparent equilibrium, it is commonly observed that cells do not die; 
they simply do not reproduce[2,3]. If our model is realistic, it should admit solutions in which 
colony size is asymptotically constant but generation time tends to infinity. Solutions of this 
type exist if the death rate is small and the growth rate decreases to zero for some colony size. 
Suppose, for example, that d(C) = 0 and g(C) = 1 for C < C, 0 for C 3 C, for some C > Co. 
If we assume, in addition, that r(O) = 2r(- mo>, (28) yields C’/C = F/r. Since r(O) = C(0) we 
may identify C and r and, extending C to negative arguments, write 
c(t) = 2C(t - m(t)). 
As long as C(t) < C, (23) and (26) imply that 
and 
V(t) = V(0) e-’ 
m(t)=*” (jf+e’(e%-f)). 
Since C is doubling every m time units, the equations above imply that eventually say at time i, 
C will reach the value c. Then for t > i we have the desired asymptotic behavior: 
v(t)rV( i) 
c(t)=2C(i- m(i)) = C(i) 
mCt)=m(i)+(t- i). 
We finish this example by demonstrating that the equations (23), (24) (26) (28) and (29) 
possess a solution. Let 
and define 
n(t) = T - m(f) 
A(r) = Un(r)) 
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o(t) = C(n(t)) 
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w(t) = V(n(t)). 
Then our system of five equations becomes a system of eight equations 
u(t) = ZU(n(t))n’(t) 
n’(t) = G(h 40, x(Q) (30) 
x(t) = F(t, U(t), n(t), x(t)), t 3 0 
where x = (V, W, C, D, r, A) and G and F follow in an obvious manner. Now it follows from 
(25) and (27) that n and U are both known for t 10. Our aim is to use (30), to find U for 
0 I t s E, for some E > 0, and then simply solve (30)2,3 for n and x. This process will work if we 
abandon time as the independent variable. When we derived (7) we noted that n is strictly 
increasing. Thus we may rewrite (30) as 
2U(n) = U(t(n))t’(n) 
t’(n) = G% t(n), y(n)) (31) 
y’(n) = Ftn, t(n), W(n)), y(n)) 
where t is the inverse of n, n(t(n)) = n and y(n) = x(t(n)). The initial conditions accompanying 
(31) are 
U(n) = uo(n), n IO 
t(- mfJ) = 0 (32) 
Y(- mo) = x(O) 
where (32)? follows from (27). From (31), we see that I = U(t(n))t’(n) is known on [- mo, 01. 
Thus we may solve 
t’(n) = G% t(n), y(n)) 
(33) 
y’(n) = F(n, t(n), ~(n)G(n, t(n), y(n)),.y(n)) 
on [- mo. 0). Thus, our system has a local solution. We may repeat he procedure by using (31), 
to find U on [0, t(O)] and then solving a system similar to (33) on [0, t(O)]. This iteration will 
produce a global solution if t’ remains bounded away from zero. 
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APPENDIX 
Our use of (6) to define m is justified by the following 
LEMMA I. 
If L’ is a solution of (10)~ corresponding toa continuous function C. then L’. is positive. If. in addition. R is a bounded 
region in the (a, t) plane, then u0 has a positive lower bound on R. This bound depends only on the set R and the infimum 
and supremum of C on the set of times included in R. 
Proof. Let u be a solution of (10). Fix a:~ and to arbitrarily and define 
Then 
i(h) = u,(ao + h, to+ h), 
b(h) = ut(ao+ h, tot h). 
i(h) - 5(i) = 4(i) - 4(h) + dao + k o + h, COO + h))u(ao + h, tot h) - g(ao + j. tot j, C(to t j))u(a, t j, tot j). 




u(ath,tth)-u(atj,ttj)= i g(atA,I+A,C(ttA))o(ath,ttA)dh 
and evaluate the result at a = a~, t= to to derive 






&(a0 + A, to + A, C(to + A))o(ao t A, tot A)) dh. 
i 
If we take the limit as j + h of this equation, we see with the aid of (H3) that 
$0) 2 g(ao + h, to + h, COO i- h&“(h), 
or 
5(h) 3 i(O). 
Thus u. is positive’. If a > t, we may let a0 = a - t, to = 0, h = t to interpret (35) as 
u,(a, I) 2 u,(a - t, 0). 
(35) 
Since u,(a - t, 0) = uga - t), (H2) implies that the right side of this equation is bounded below on any bounded a. For 
a < t, choose a0 = 0, to = t - a, h = a to interpret (35) as 
or, by (10)~ and (lo)3 
u,(a, t) 2 u.(O, t-a), 
u,(a. t) 2 g(0, t - a, C(t - a))b. 
The right side of this equation is bounded below by (H3). 
We prove the theorem by applying the contractive mapping principle. Let u > 0 be fixed and define, for all T > 0, 27 to 
be the set of positive, continuous functions f or [0, T] satisfying 
Ilf - Collr = fl 
where CO = C(0) and, for any continuous function g on [0, T], 
Then Ir is a closed subset of the Banach space of continuous functions on [O, T]. Thus, we need only show that, for some 
T > 0 and (r > 0, r is a contractive mapping of XT into itself. 
LEMMA 2. 
Choose any v > 0. For sufficiently small T, 
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Proof. Given o, we seek a T such that /I’(C)(t) - C& 5 cr on [0, T], uniformly over Zr. We begin by bounding the first 
integral in the expression (19) for I’(C). It is immediate from (HI) and (H4) that UO, DI and 4 are bounded above 
uniformly on Zr. From (10)~,, 
) 1 -d dtnc 1 (t) = Mg(m&), r, C(t))/ua(mc(t), .
The numerator n the right is bounded above by Mg. The denominator is understood tobe given by (16), and is therefore, a
differentiable solution of (IO),. Thus if m, is bounded on IO, T’j uniformly on Zr, we may apply lemma 1 to the denominator 
and obtain an upper bound on the quotient. 
Since mc is defined as the solution to (7), n,(t) 5 m. + t, for all t. Furthermore, if we substitute a = m,(t) into (12)~ and 
differentiate with respect o t, we recover u(e+(t), ttM. Since ~(a, t) is increasing in Q and ~(0, t) = b < M, m,(t) > 0 for 
all t. Thus 
Olmr(t)5mot t, for all t 30 (36) 
uniformly on Ir. Now we may apply Lemma 1 as we have described and obtained aconstant bound for the first integrand 
in (19). Then 
I(rjcj(t) - CollT +onstant)t + u&r - r)ll -Q(a, t; C)[ do 
for all t E [0, r], where we have used (Hl) to write the finite limit on the second integral. Now, for a < me, (10) and (H4) imply 
that Q is bounded below by a negative xponential 




Ilr{cXr) - C& s (constant)t t Pomo(l -e+‘) t u& - t)(l - Q(a. t; C)l da. 
m0 
In view of the boundedness of the last integrand, we may bound the right side by any constant u simply by choosing t
small enough. 
LEMMA 3. 
For any (T and sufficiently small T, I is contractive on XT. 
Proef. Let Q and T be fixed at values which satisfy Lemma 2. Let C and E E XT. According to (I9), 
lIr{cj(t) - r{EXt)llT = I + II + III t Iv + v (37) 
where 
I = I,’ 12uo(+&)- o)(l-&(o))Q(t -a, t; C)l 
(4(+(a), u; C) - Q(m~(o), a; E)I da, 
II = I’ 12uo(m,(a)-a)(l-$m,(a))Q(m~(a),o:E)I 
JD,(t - a, t; C)- D,(t - a, t; E)J da, 
III = 
I 0 
'12Uo(nr,(a)-n)~(rnE(n).a; E)Dr(t-a, t;E)I 
I $ me(Q) -$ mE(a) da, I 




V= uo(n - t)lQ(a, t; C)- Q(a, t; E)I da. 
I 
Each of the integrands above consists of a term which can be bounded by the methods employed in Lemma 2 and a 
difference term. To bound the differences in terms of IIC- E/IT, we repeatedly apply (HS). For example, since le-’ -e-y/ I 
Jx - y/. for all positive x and y, we may write 
lQ(a. t: C)- Q(a. t; E)I =I,’ Id@ - t + A, A. C(A)) - d(a - t + A, A, E(A))1 dA, 
IQ@. t : C) - Q(a. t ; E)I = Kt(IC - E(Ir, (38) 
where K is the appropriate hpschitz constant for d. By (36) we may. in a similar manner, bound I, II. IV and V by terms of 
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the form KI’I~C- E/r or K~‘\\+PG~ - nt&, while i = 1 or 
expression for J(dldt)(m,(t) - ncg(t))) 
2. To obtain a bound on differences involving m we start with the 
f rom (10)~. After some rearrangement, weuse Lemma I and bounds of the type 
employed in Lemma 2 to state that for any u, if we choose T sufficiently small 
&k(t)- mE(t))(= &(m(f)~ t, C(t))-g(mE(f), t. E(O)/ + +~(fdt), t) - d?LE(t).t)[ 
for all t s T and C and E in Sr, for some constant K. We expand these differences, using (16) on the latter term. Then we 
apply (HS) to bound all differences in terms of their lipschitz constants. 
where K is a (new) constant. Then, since 
(39) implies 
m,(O) = mE(O), 
II+%- mEliT SK(l+ TWIIC-El(r +(lmc-wllr) 
or 
Thus, for suficiently small T, we have 
IJ*n, - ~EIIT s IIC - E(\T. 
Of course, substitution of (40) into (39) yields a bound of the form 
-+)- ms(r))( 5 #- El(r. 
Now by applying (39) to III and (40) to I, II, IV and V we obtain for sufficiently small T and any C and E in Zr 
${CXt)- r{EKt)ll~ 5 4t + dllc - E/T 
771us, for sufficiently small T, I is contractive on XT. 
(‘w 
