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ABSTRACT
In this article, we develop a new methodology for integrating
epistemic uncertainties into the computation of performance
measures of Markov chain models. We developed a power ser-
ies algorithm that allows for combining perturbation analysis
and uncertainty analysis in a joint framework. We characterize
statistically several performance measures, given that distribu-
tion of the model parameter expressing the uncertainty about
the exact parameter value is known. The technical part of the
article provides convergence result, bounds for the remainder
term of the power series, and bounds for the validity region
of the approximation. In the algorithmic part of the article, an
efficient implementation of the power series algorithm for
propagating epistemic uncertainty in queueing models with
breakdowns and repairs is discussed. Several numerical
examples are presented to illustrate the performance of the
proposed algorithm and are compared with the corresponding
Monte Carlo simulations ones.
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Uncertainty quantification allows us to quantify output variability in the pres-
ence of uncertainty. During the past decades, the rapid developments in
numerical and computational methods have enabled system characteristics to
be quantified under uncertain conditions. Specifically, there is an increasing
literature addressing the problem of propagating parameter epistemic uncer-
tainties performance metrics in stochastic models. Some of the newly devel-
oped uncertainty propagation methods include Monte Carlo simulation[4,25],
random set theory[23], fuzzy set theory[9,21,34], evidence theory method[3,5,33],
probabilistic bounding analysis[29], calculation with intervals[15], Bayesian
statistical frameworks[26], analytical uncertainty propagation methods[27], per-
turbation analysis method[6,7], and Taylor series expansion[2,8,24,32]. Among
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these methods, the power series algorithm has attracted increasing attention
and is being applied to a wide class of stochastic models. Power series
algorithm-based techniques for computational purposes have been used in
the past in perturbation analysis of Markov chains; see, for example[10,11,28],
and references therein.
Power series expansion for Markov chains is used so as to quantify the
uncertainty of a model output as a function of its input parameters. More
specifically, most analyses of Markov chains steady-state behavior are focused
on the stationary distribution, which plays a key role in determination of
other performance measures. In such models, the stationary distribution p is
obtained as function of some model parameter h, that is, one obtains ph:
The issue that is addressed in this article is the investigation of uncertainty
resulting from the lack of knowledge about the value of the model parameter
h and the use of a specific computational model for propagating this uncer-
tainty to the model output ph: To achieve this, we assume that the exact
value of the parameter h is not precisely known; in practice though, data are
available for calibrating the probability distributions that model gaps of
knowledge and scarcity of data on h. We will therefore suppose h to be a
random variable having the distribution of which is derived from the sample
statistic. Conceptually, this gives rise to the following question: what is the
effect of the imperfect knowledge of the parameter h on the stationary distribu-
tion ph? For that, we use robust perturbation analysis in conjunction with
the power series expansion methodology and obtain the stationary distribu-
tion ph under polynomial form in h as a computational model.
Many Markov chain models encountered in applied sciences involve
input parameters which are not perfectly known. Robust perturbation ana-
lysis for Markov chains studies the dependence of the performance meas-
ures with respect to the uncertain parameter. This article is concerned with
robust perturbation analysis for the discrete-time Markov chains with finite
discrete space. More specifically, we develop a new approach to incorporate
parameter epistemic uncertainties in computing stationary performance
measures of Markov chain models. In probabilistic uncertainty quantifica-
tion approaches, one represents uncertain model parameters as random
variables. Let ðX,F ,PÞ be the probability space describing the underlying
randomness of the uncertain parameter, where X denotes the event space
equipped with r-algebra F and probability measure P: Thereby, we assume
that the input parameter h is given as follows:
hðxÞ ¼ h þ r eðxÞ, (1)
where x 2 X, h represents the estimated mean value provided by the statis-
tic of hðxÞ, r is the standard deviation of the same parameter, and eðxÞ is
a random variable modeling the epistemic distribution. In other words,
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parameter epistemic uncertainty is represented by a probability distribution.
Therefore, the parameter h is varied at random, but restricted by the given
uncertainty distribution. Common distributions include, but are not limited
to, the normal distribution, lognormal distribution, rectangular distribution,
and triangular distribution. Once the parameter uncertainty values have
been determined, the values can be propagated using different frameworks
that have been proposed in the literature to quantify the latter lack of
knowledge. Hence, it is important to develop numerical methods for
computing performance metrics by incorporating epistemic uncertainties
inflicted on parameter values.
In this article, a new methodology based on the power series algorithm
is developed to propagate parameter epistemic uncertainties in Markov
chain models. This approach is suited for cases in which the stationary dis-
tribution and fundamental matrix of the associated Markov chain can be
numerically solved, so then we can insert randomness after the numerical
evaluation. We illustrate the potential of the proposed approach on the
computationally efficient determination of the performance measures of
queueing models with breakdowns and repairs, by integrating parameter
uncertainty, of the M/G/1/N and the M/M/c/N queues with breakdowns
and repairs. The first queue is described by a Markov chain, embedded at
departure and repair moments, and the latter queue is governed by a sam-
ple chain, embedded at appropriate Poisson times; details will be provided
later in the text. The main purpose of this article is to provide a detailed
discussion on accurately computing the uncertain performance measures of
the Markov chain describing the state of the considered models. These per-
formances will be characterized in a complete and univocal way by estimat-
ing their probability density functions. Furthermore, we will show that it is
also possible to define some quantities of interest that allow us to specify
certain characteristics of these uncertain performance measures. These
quantities will not always be sufficient to define them in a univocal way;
however, they are very useful when it is necessary to give a synthetic over-
view on these performances. More specifically, we are interested on com-
puting the mean and the variance of the underlying performance.
Furthermore, we investigate the convergence of the power series expan-
sions, and establish an expression for the remainder term of the power ser-
ies expansions, and discuss the validity region of the approximation
The article is organized as follows. In Section 2, the computation schema
of the power series algorithm is stated in a detailed way. This is expressed
in terms of the fundamental matrix; a precise definition of the fundamental
matrix will be given later. The M/G/1/N and the M/M/c/N queues with
breakdowns and repairs are analyzed in Section 3. Eventually, we will point
out directions of further research.
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2. The robust power series expansion
In this section, we propose an efficient computational algorithm for quanti-
fying performance measures of stochastic systems, which can be described
by finite-state Markov chains. This algorithm allows us to express the per-
formance measures in closed form as function of system parameters.
Specifically, we develop the stationary distribution of the studied model as
polynomial in some parameter through a power series expansion. The ele-
ments of the power series expansion are derived in terms of the fundamen-
tal matrix associated with the underlying Markov chain, which will be
defined later in the text.
2.1. Approach development
Consider a discrete-time Markov chain X ¼ fXn : n  0g on discrete state
space S ¼ f0, 1, :::,N1g, which is governed by a transition probability
matrix P. Throughout this article, we will assume that the Markov chain X
is ergodic with unique stationary distribution p ¼ ðpð0Þ, pð1Þ, :::, pðN1ÞÞ:
This distribution can be found by solving the equation pP ¼ p and pe ¼ 1,
where e ¼ ð1, 1, :::, 1Þt is the unit vector, and the superscript t denotes the
transpose. Indeed, P must be a stochastic matrix; that is, pij  0 andP
j0 pij ¼ 1, for all i  0: Denote the ergodic matrix of P by P, which has
all rows identical and equal to p. It is easy to see from the uniqueness of
the stationary distribution that the matrix ðIPþPÞ is invertible, where I
denotes the identity matrix. Hence, the matrix Z ¼ ðIP þPÞ1 exists and
satisfies:
Z P ¼ P Z ¼ P,
P Z ¼ Z P ¼ Z þPI: (2)










The fundamental matrix plays an important role in perturbation analysis
of Markov chains, where it is considered as a tool which measures the
speed of convergence with which a transition probability function
approaches its limiting value. Especially, for ergodic Markov chains, the
fundamental matrix is interesting because it gives access to some quantities
such as the mean time to return to state j from state i. The research on
fundamental matrix was mainly initiated by Kemeny and Snell in Ref.[17]
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for discrete-time finite-state Markov chains and afterwards extended to a
continuous-time setting[16] and to denumerable state spaces[18]. For more
information on fundamental matrix, see, for example[1,12–14,20,22,30].
The basic concept of power series expansions considers the stationary
distribution p as function of some parameter h of P. In this case, p and P
will be denoted by ph and Ph, respectively. Especially, we are interested in
obtaining the stationary distribution ph as polynomial in parameter h.
From (2), we get:
ðIPh Þ Zh ¼ IPh : (4)
Multiplying (4) by Ph yields:
PhðIPh Þ Zh ¼ PhPh :
This implies that:
Ph ¼ Ph þPhðIPh Þ Zh ¼ Ph þ ð Ph|{z}
¼PhPh
Ph PhÞ Zh :
Then, we obtain:
Ph ¼ Ph þPhðPhPh Þ Zh : (5)
Inserting (5) into its right side yields:
Ph ¼ Ph þPh ðPhPh Þ Zh þPh½ðPh  Ph Þ Zh 2: (6)




½ðPh  Ph Þ Zh n þPh½ðPh  Ph Þ Zh nþ1: (7)





½ðPh  Ph ÞZh k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼SðnÞ
þ ph ½ðPh  PhÞZh nþ1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼RðnÞ
: (8)
From Equation (8), we can use the series expansion S(n) as polynomial
approximation of the stationary distribution ph, with some error approxi-





½ðPh  Ph ÞZh k ¼: SðnÞ, (9)
and
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RðnÞ :¼ ph½ðPh  Ph ÞZh nþ1: (10)
The power series expansion (8) for discrete-time Markov chains on a
finite-state space first appeared in Ref.[28]. In this article, we study models
the Markov transition kernel of which are linear in the parameter. As we
will illustrate with examples in Section 3, this covers an interesting class of
problems. Specifically, we assume
Ph ¼ hP0 þ ð1hÞP1, (11)
with P0 and P1 Markov chains on the same state space. Hence, when h is
randomized, we get
PhðxÞ ¼ hðxÞP0 þ ð1hðxÞÞP1:
Inserting our model for hðxÞ, we obtain
PhðxÞ ¼ ðh þ reðxÞÞP0 þ ð1hreðxÞÞP1,
¼ hP0 þ ð1hÞP1 þ reðxÞðP0P1Þ:
Hence, we can interpret the randomized kernel PhðxÞ as a random per-
turbation of Ph :
In order to propagate input uncertainty, we use the power series expan-
sion (9). For that, inserting hðxÞ ¼ h þ r eðxÞ together with (11) into (9)
and (10) yields the following alternative scheme for approximately comput-




ðeðxÞÞk ½r ðP0  P1ÞZh k, (12)
and
Rðn,xÞ  ph½r eðxÞ ðP0  P1ÞZh nþ1: (13)
The representation in (12) is called the robust power series expansion of
order n for the stationary distribution phðxÞ, that is, the stationary distribu-
tion at h ¼ hðxÞ:
Remark 2.1.1. From the uniqueness of the stationary distribution ph , it is easy
to see that the fundamental matrix Zh exists. However, it is in general
unbounded. The boundedness of the fundamental matrix Zh depends on the
convergence of the power series expansion (3). Provided that Ph is geometrically
ergodic, that is, provided that a finite number c and d 2 ð0, 1Þ exist such that:
jjPnhPh jj  c dn,
for some appropriate norm, then ðIPh þPh Þ is a bounded matrix and




In order to compute numerically the higher moments of the stationary
distribution phðxÞ, by considering the uncertainty inflicted on the input
parameter h, one can use the above approach. Particularly, if we assume
that the moments E½ðeðxÞÞn are finite, then the expected value and the




½r ðP0  P1ÞZh kE½ðeðxÞÞk, (14)
and
Var½phðxÞ :¼ E½ðphðxÞE phðxÞ½ Þ2 ¼ E½ðphðxÞÞ2E½phðxÞ2: (15)
Remark 2.1.2. Using the developed robust power series expansion, one can
straightforwardly estimate other characteristics of the stationary distribution
phðxÞ such as the skewness and the kurtosis coefficient. In fact, the skewness of
the random variable phðxÞ, which is a significant measure of the asymmetry of





Similarly, the kurtosis coefficient of the stationary distribution phðxÞ,
which is a measure of the tailedness of the probability distribution of the





For any cost function f : Zþ ! R, one can easily derive the expected
value and the variance of the performance measure gh ¼ phf of the
Markov chain. These quantities of interest are given as follows:
E½gh ¼ E½phðxÞ  f  ¼
X
i0
f ðiÞ  E½phðxÞðiÞ, (18)
and












f ðiÞ f ðjÞ  CovðphðxÞðiÞ, phðxÞðjÞÞ,
(19)
where E½phðxÞðiÞ and Var½phðxÞðiÞ are subsequently approximated by using
the formulas (14) and (15), respectively.
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Example 2.1.1. Choosing the function f as an identity function, that is, f(i)
¼ i, we will obtain, by definition, the expected value and the variance of















Example 2.1.2. One can also choose the function f as an indicator function
on i¼ k, that is,
f ðiÞ ¼ 1fi¼kg ¼ 1, if i ¼ k,0, otherwise,

where 0  k  N: For this choice, one can derive the desired estimate for
the values of the mean and the variance of the probability that X¼ k.
Specifically, for k¼N, we will obtain the estimate of the important measure
of performance for a finite buffer queues which is the blocking probability.
In other words, we will get:
E½Pb ¼ E½Pði ¼ NÞ ¼ E½phðxÞðNÞ, (22)
Var½Pb ¼ Var½Pði ¼ NÞ ¼ Var½phðxÞðNÞ: (23)
In modeling epistemic uncertainty inflicted on parameter values, the
important question to be answered is how to choose a specific uncertainty dis-
tribution from the possibly incomplete knowledge that is available. If one only
knows, for example, the mean h and the variance r2 of the uncertain param-
eter h, and if, in addition, we know that this parameter may take values in
ð1,1Þ, the most general distribution is the normal distribution, denoted
by Nðh, r2Þ: With “most general distribution”, one refers to the fact that this
distribution maximizes the entropy. Similarly, if one knows that the uncertain
parameter h takes values in an interval, say ½a, b, then the rectangular distri-
bution on ½a, b, denoted by U½a, b, is the one distribution with maximal
entropy. However, there may be statistical knowledge available on the uncer-
tain parameter h based on few observed data. In this case, the distribution of h
is that of the statistic used for estimating uncertain parameter h.
Example 2.1.3. Assume that the random variable eðxÞ modeling the epi-
stemic uncertainty distribution in the input parameter h follows a standard
normal distribution, denoted by Nð0, 1Þ: Then, their n-th moments exist
and are finite for any non-negative integer n  1, we have:
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E½ðeðxÞÞn ¼
0, if n is odd,
ðn1Þ!!, if n is even,
8<
:





and s ¼ dn=2e, with d:e is the round up function.
Thereby, for an even positive integer n ¼ 2p, p  0, the expected value








½r ðP0  P1ÞZh 2pð2p1Þ!!
(24)




































ai, 2pþ1 ai, 2qþ1ð2pþ 2qþ 1Þ!!
(25)
where
ai, k ¼ ph ½r ðP0  P1ÞZh keTi , (26)
with eTi ¼ ð0:::, 1|{z}
at the i position
, :::0Þ:
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Example 2.1.4. Suppose that the parameter h takes values in ½a, b, then
the rectangular distribution on ½a, b, denoted by U½a, b, is the natural can-
didate to model the uncertainty distribution of the parameter h. Especially,
assume that the random variable eðxÞ is U½1, 1: In this case, their n-th
moments exist and are finite, and we have:
E½ðeðxÞÞn ¼
0, if n is odd,
1
nþ 1 , if n is even:
8><
>:
Therefore, the mean and the variance of the stationary distribution


































ai, 2pþ1 ai, 2qþ1
1
2pþ 2qþ 3 ,
(28)
where ai, k is given in (26).
The alternative computational approach to characterize, in a complete
and univocal manner, the uncertain stationary distribution phðxÞ is to esti-
mate its probability density function. Then, using the polynomial Si
obtained in (12), the probability density function of pi can be accurately
computed by using the well-known random variable-transformation







where fe is the probability density function of the random variable e and
e1, e2, :::, er are the r ð nÞ real roots of the polynomial equation pi :¼








2.2. Convergence of the power series expansions
In this section, we investigate the convergence of the power series expan-
sions outlined above. Specifically, we require sufficient conditions such that
the series expansion (12) tends to the stationary distribution phðxÞ as n
tends to infinity. Such conditions are expressed in terms of the fundamen-
tal matrix. The precise statement is presented in the following theorem.
Theorem 2.2.1. Suppose that the moments E½ðeðxÞÞn are finite. Then, there
exists a finite constant j such that E½ðeðxÞÞn  jn, and we assume that a
finite constant c exists such that:
ðCÞkðP0  P1ÞZhk  c < 1=j r:
Then the power series expansion (12) converges in mean towards to the
stationary distribution phðxÞ. Moreover, a lower bound for the radius of
convergence of the power series is given by:
q > j r, (31)
where r is the standard deviation of the uncertain parameter hðxÞ:
Proof. We need to show that:
lim






½ðPhðxÞ  PhÞZh k
				 ¼ 0:
(32)
Notice that the above limits are often required to be unique in an appro-
priate sense.
Assume that condition (C) holds and the moments E½ðeðxÞÞn are finite,
then the constant c is smaller than 1=j r: So taking the largest possible






½ðPhðxÞ  PhÞZh k
				 ¼ 0: (33)
Furthermore, we will mainly focus on obtaining a lower bound to radius
of convergence. Let q be the radius of convergence of the power series
expansions (12). It is defined as the radius of the largest disk in which the
series converges. Using the Cauchy-Hadamard formula, it holds that:
1=q ¼ lim sup
k!1
kph ½ðP0  P1ÞZh kk
1
k,
 kph ½ðP0  P1ÞZh k,
 kðP0  P1ÞZhk:
(34)
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This together with condition (C) allows to show that:
kðP0  P1ÞZhk < 1=j r: (35)
Therefore, we get:
q > j r: (36)
This means that 1=j r is the maximal value of the uncertainty values in
mean inflicted on the parameter hðxÞ:
2.3. A bound for the remainder term of the power series expansions
It is interesting from a computational point of view to estimate the remain-
der term (13) and to bound it. In the sequel, we obtain an upper bound
for the expectation of the remainder term. This estimate will be used to
determinate the approximation order.
Theorem 2.3.1. Suppose that conditions of Theorem 2.2.1. hold, then an




kr eðxÞ½ðP0  P1ÞZh kk

 ðj r cÞ
nþ1
1 j r c : (37)





½ðPhðxÞ  PhÞZh k: (38)




½ðPhðxÞ  PhÞZh k: (39)
Taking 1-norm of the remainder term (39) yields:				ph X
1
k¼nþ1
½ðPhðxÞ  PhÞZh k
				  jjph jj X
1
k¼nþ1




kr eðxÞ½ðP0  P1ÞZh kk: (41)



















kj r ½ðP0  P1ÞZh kk:
(42)
Using key condition (C) allows us on the one hand to guarantee that the
norm of the remainder decreases at a geometric rate towards zero as n
tends to infinity, on the other hand to obtain the following upper bound










 ðj r cÞ
nþ1
1 j r c :
(43)
For a given precision n > 0, one can use (43) to compute numerically
the order of approximation n, then via the power series expansions,
we derive the desired estimate for the values of higher moments of the
stationary distribution ph:
Remark 2.3.1. It is worth noting that computing the constant j evoked in
the supposition of Theorem 2.3.1., can be made according to the chosen
probability distribution of the random variable eðxÞ: For example, if we
assume that eðxÞ  N ð0, 1Þ, then we can easily find j¼ 2. In the same
vein, if eðxÞ  U½1, 1, one obtains j¼ 1.
2.4. The robust power series expansion algorithm
In this section, we propose a robust power series expansion algorithm
which allows us to compute the uncertain stationary distribution phðxÞ,
with assumption that the parameter hðxÞ is modeled as random variable
representing the uncertainties inflicted on this parameter. The following
algorithm summarizes the main steps of the proposed approach out-
lined above.
Step 0. Introduce
the expected value of the input parameter: h,
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the standard deviation of the input parameter: r,
the precision: n > 0;
Step 1. Choose a particular epistemic uncertainty distribution associated to
the random variable eðxÞ;
Step 2. Check the convergence condition (C);
Step 3. Estimate the upper bound for the remainder term from (37);
Step 4. Determine the power series expansions order n such that:
ðj r cÞnþ1
1 j r c  n;
Step 5. Compute the main objects related to the nominal model without
uncertainty involving in computing the elements of the power series
expansions:
the stationary distribution: ph ,
the ergodic matrix: Ph ,
the fundamental matrix: Zh ;
Step 6. Approximate the main quantities of interest:
the expected value of phðxÞ from (14): E½phðxÞ,
the variance of phðxÞ from (15): Var½phðxÞ,
the probability density function of phðxÞ from (29): fpiðxÞ,
the expected value of the performance measure gh from (18): E½ghðxÞ,
the variance of the performance measure ghðxÞ from (19): Var½ghðxÞ:
Algorithm 1: “Robust Computational Algorithm”
In the sequel, we provide the main steps of Monte Carlo simulation
which allow us to understand thoroughly the procedure of obtaining the
same quantities of interest.
Step 0. Introduce the inputs
the expected value of the input parameter: h,
the standard deviation of the input parameter: r;
the size sample: NMC,
the number of replications: m.
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Step 1. Generate a sample for the random variable eðxÞ of size n following
the chosen epistemic uncertainty distribution;
Step 2. Compute the transition matrix PhðxÞ at each point of the sample
associated with eðxÞ;
Step 3. Compute the stationary distribution phðxÞ at each point of the sam-
ple associated with eðxÞ;
Step 4. Calculate the main quantities of interest at each point of the sample
associated with eðxÞ;
Step 5. Repeat m times the procedures of Steps 1–4; then calculate the
quantities of interest of the induced results.
Algorithm 2: “Simulation Algorithm”
Remark 2.4.1. Note that the input elements of the initial step, that is, the
mean h and the standard deviation r, associated to the input parameter
hðxÞ, can be computed by using any standard statistical technique. Under
certain circumstances, however, the mean tends to be less useful than the
median. For example, when we have an extreme values, the median is the
measure which is able to make much more complete use of the available
data. In such situations, the median resumes the essential information on
data than the mean. Thereby, the measure which should be used depends
on the nature of available data itself.
3. Robust analysis of queueing models with breakdowns and repairs
In this section, we illustrate the power series expansions outlined above to
numerically approximate the performance measures of queueing models
with breakdowns and repairs, by integrating of parameter uncertainty.
Particularly, we present two worked out queueing examples: the M/G/1/N
and the M/M/c/N queues with breakdowns and repairs, where we consider
that the probability of a server breakdown is not known with certainty.
More formally, let h denote the probability of a server breakdown at the
beginning of a service; then, robust perturbation analysis seeks to compute
the stationary distribution of the queue-length process, denoted by ph, and
other performances under the assumption that the probability h is uncer-
tain. Indeed, data on the period characterizing the interval of time between
occurrence of breakdowns of the server is only available in censored form
and thereby estimating mean times of such periods is a statistical challenge.
For this reason, we are typically confronted with uncertainty concerning
the true value of the parameters defining the distributions of the time
between breakdowns, in our case, the probability of a server breakdown h.
Parametric uncertainty analysis of the M/G/1/N queue with breakdowns
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and repairs is provided in Section 3.1, and that of the M/M/c/N queue
with breakdowns in Section 3.2.
3.1. Analysis of the M/G/1/N queue with breakdowns and repairs
Consider a M/G/1/N queue with server’s breakdowns and repairs.
Customers arrive according to a Poisson process with rate k. Arriving cus-
tomers that find the queue full are assumed to be blocked and lost. The
service time provided by a single server is independent and identically dis-
tributed random variable with a general distribution function S(x), having
finite mean 1=l: The server can serve only one customer at a time.
Customers are served according to the first come first served (FCFS) dis-
cipline. In this model, we consider the breakdowns with losses. If the server
is broken down, then the blocked customer may leave the system altogether
without being served. Assume that with probability h, the server is oper-
ational and serves a customer, otherwise the server is subject to random
breakdowns, which can occur only at the beginning of each service with a
probability ð1hÞ: In this case, the server is sent for repair and it cannot
be occupied, the length of which is exponentially distributed with a distri-
bution function R(x) with rate r. Immediately after that the server is
repaired, the customer who has just begun its service is lost with a prob-
ability ð1cÞ, otherwise is recovered with a probability c. The service,
breakdown, and repair processes are independent of each other.
We denote by Xn the number of customers in the system immediately
after the service completions and completion of a repair. The sequence of
random variables X ¼ fXn : n 2 Ng constitutes a Markov chain, and has
state space S ¼ f0, 1, :::,N1g: Let Ph, c denote the state-transition probabil-
ity matrix of the embedded Markov chain X, then P1 represents the system
with no breakdowns whereas P0 models the system with certain server
breakdown. Furthermore, after the repair of the server, Pð1Þ0 also models the
system without breakdowns while Pð0Þ0 describes the system with server
breakdown. Due to our assumption that breakdowns occur independently
of everything else, it holds that:
Ph, c ¼ h P1 þ ð1hÞ

c Pð1Þ0 þ ð1 cÞ Pð0Þ0

, for h, c 2 0, 1½ : (44)
Note that after the repair period, we will have another service period
and/or another repair period with the same distributions as the first ones,
which means that P1 ¼ Pð1Þ0 and P0 ¼ Pð0Þ0 : Then we arrive at:
Ph, c ¼

hþ ð1 hÞ c

















































































, k ¼ 0, :::,N2: (49)
In the following, we apply Algorithm 1 to the M/G/1/N queue with break-
downs and repairs with the purpose of computing some quantities of inter-
est and/or estimating the probability density functions of the uncertain
stationary distribution, where we consider that the probability of a server
breakdown h is uncertain. For that, we consider the new model introduced
in (1) for the probability of a server breakdown:
hðxÞ ¼ h þ r eðxÞ,
with mean h ¼ 0:5 and standard deviation r ¼ 0:09: Moreover, we allow
the random variable eðxÞ to follow two different distributions: the standard
normal distribution and the rectangular distribution on ½1, 1: For the
numerical experiment, we fix the model parameters as follows: the buffer
space N¼ 6, the arrival rate k¼ 7, the repair rate r ¼ 2:5, and the lost
probability c ¼ 0:2: If we now let, for example, eðxÞ  N ð0, 1Þ, then the
histogram and plot corresponding to the probability of a server breakdown
(1) are shown in Figure 1.
The second step of Algorithm 1 consists to check the convergence condi-
tion (C). Therefore, for eðxÞ  N ð0, 1Þ condition (C) becomes:
kðP0  P1ÞZhk1  c < 48:2253086,
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whereas for the case eðxÞ  U½1, 1, this condition reads:
kðP0  P1ÞZhk1  c < 1:929012346:
Throughout our numerical analysis, four types of service time distribu-
tions are considered, namely Exponential (M) with parameter l¼ 4,
Deterministic (D) with mean d¼ 1/4, Weibull (Weibull) having a density
function of the form:
sðxÞ ¼ l d ðl xÞd1 eðlxÞd , x  0,
where we let l¼ 4 and d¼ 2, and Hyperexponential (H2) with density
function:
sðxÞ ¼ q l1 el1x þ ð1qÞl2 el2x, x  0,
where l1 ¼ 4 and l2 ¼ 3:5 and q¼ 0.3.
By applying Algorithm 1 to the M/G/1/6 queue with breakdowns and
repair, one can approximate the expected value and the variance of station-
ary distribution pðxÞ: We set the desired precision value n ¼ 105, and
the behavior of the upper bound for the expected value of the remainder
term E½Rðn, eðxÞÞ with respect to changes of the power series expansions
order n as shown in Figure 2.
As can be seen from Figure 2, for the specified distributions of the ser-
vice time, we obtain the different values for power series expansions of
order n: for the M/D/1/6 queue with breakdowns and repairs, we get n¼ 6
and for the other queues M/M/1/6, M/H2/1/6, and M/Weibull/1/6 with
breakdowns and repairs, we get n¼ 4.
Tables 1–8 show the computational results, for the four studied queues,
related to the obtained expected value and variance, respectively, of each
component pi, i ¼ 0, 1, :::, 6 computed by power series expansions and by
using Monte Carlo simulations.


















Figure 1. Histogram and plot for the probability of a server breakdown h with h ¼ 0:5
and r ¼ 0:09:
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From the numerical results, obtained by applying Algorithm 1 and Monte
Carlo simulation to the four considered queues, it is easy to see a very good
match between the power series approximation and the simulated one.
We now turn to obtaining the probability density functions (pdfs) associated
with the components of the stationary distribution. For this, we assume that the
random variable eðxÞ follows a rectangular distribution on ½1, 1: The obtained
results, for the four considered queues, are illustrated graphically in Figures 3–6.





























































Figure 2. Bound of the remainder term.
Table 1. Expected value of the steady-state vector in M/M/1/6 queue.
Expected value phðxÞðiÞ PSE MC (NMC ¼ 100000)












Table 2. Variance of the steady-state vector in M/M/1/6 queue.
Variance phðxÞðiÞ PSE MC (NMC ¼ 100000)
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It is worth noting that one can easily calculate the expected value and







Table 3. Expected value of the steady-state vector in M/D/1/6 queue.
Expected value phðxÞðiÞ PSE MC (NMC ¼ 100000)












Table 4. Variance of the steady-state vector in M/D/1/6 queue.
Variance phðxÞðiÞ PSE MC (NMC ¼ 100000)












Table 5. Expected value of the steady-state vector in M/Weibull/1/6 queue.
Expected value phðxÞðiÞ PSE MC (NMC ¼ 100000)






















where fpi is the pdf of the random variable piðxÞ:
3.2. Analysis of the M/M/c/N queue with breakdowns
Consider a multi-server queue with c servers. Costumers arrive to the
queue according to a Poisson k arrival stream. There are c  1 servers with
Table 6. Variance of the steady-state vector in M/Weibull/1/6 queue.
Variance phðxÞðiÞ PSE MC (NMC ¼ 100000)












Table 7. Expected value of the steady-state vector in M=H2=1=N queue.
Expected value phðxÞðiÞ PSE MC (NMC ¼ 100000)












Table 8. Variance of the steady-state vector in M=H2=1=N queue.
Variance phðxÞðiÞ PSE MC (NMC ¼ 100000)
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exponential distributed service times with rate l. If a server becomes avail-
able and there is a customer in queue waiting for service, the server may





















































































































Figure 4. Probability density function of stationary distribution of the M/D/1/6 queue with
breakdowns and repairs.
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of breakdown is the same for all servers and that the event of a breakdown
at a server is independent of everything else. If a breakdown occurs, the
































































Figure 5. Probability density function of stationary distribution of the M/Weibull/1/6 queue



































































Figure 6. Probability density function of stationary distribution of the M/H2/1/6 queue with
breakdowns and repairs.
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lengths of breakdowns are identically distributed for all servers and follow
an exponential distributed with rate r. Assume that there can at most be N
customers be present in the system (including those in service), and arriv-
ing customers that find the queue full are assumed to be blocked and lost
to the system. A typical state of this system is denoted by s ¼ ði, j, kÞ,
where i is the number of customers waiting for service, j is the number of
servers actively serving a customer, and k is the number of servers experi-
encing a breakdown. Note that cjk is the number of severs that is free,
and that iþ j is the total number of customers in the system.
By assuming that a customer who finds upon arrival more than one server
available and that experiences a breakdown during her/his first attempt to
receive service, will join the queue and wait until another server becomes
available by finishing service a customer or by being repaired before making
another attempt to receive service; in other words, a customer that experiences
a breakdown does not immediately try again for service but waits for the next
event at which a server becomes available for service. With this modification,
this queue is seen as a queueing model with a single server. Q1 denotes the
infinitesimal generator of the process with breakdown probability equal to 1
and Q0 denotes the infinitesimal generator of the process with no breakdown.
Then, Qh ¼ hQ1 þ ð1hÞQ0, for h 2 ½0, 1, yields the infinitesimal generator
of the breakdown model, which is given in the following.
For the empty state is holds that
Qhð0, 0, 0; 0, 1, 0Þ ¼ ð1hÞk,Qhð0, 0, 0; 1, 0, 1Þ ¼ hk; and; Qhð0, 0, 0; 0, 0, 0Þ ¼ k:
For 0 < i and 0 < jþ k < c, let
Qhði, j, k; iþ 1, j, kþ 1Þ ¼ hk,
Qhði, j, k; i, jþ 1, kÞ ¼ ð1hÞk,
Qhði, j, k; i1, j, kÞ ¼ ð1hÞjl,
Qhði, j, k; i, j, kþ 1Þ ¼ hjl,
Qhði, j, k; i1, jþ 1, k1Þ ¼ ð1hÞkr,
Qhði, j, k; i, j, kÞ ¼ hkrðkþ jlþ krÞ,
and all zero otherwise.
Let
k̂ ¼ kþ cðlþ rÞ:
Then Qh is uniformizable for all h 2 ½0, 1 with the same rate k̂: We now
can construct the sampled chain, that is, the chain embedded at Poisson k̂
time epochs, by Ph ¼ Ið1=k̂ÞQh: It is well known that the stationary dis-
tribution of Qh and Ph coincide. Therefore, we will apply our robust per-
turbation analysis in the following to Ph; see
[19].
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Using the same scheme outlined above, one can easily obtain the quanti-
ties of interest of the M/M/c/N queue with breakdowns; especially we are
interested in studying the sensitivity of the expected value of blocking
probability E½phðxÞðNÞ and that of the average number of customers in the
system E½LhðxÞ with respect to changes in parameter values of number of
servers c and buffer space N, respectively.
Figure 7 depicts the behavior of the blocking probability with respect to
changes of the number of servers c and buffer space N. For this, we have set
the following parameters: the inter-arrival rate k¼ 4, the service rate l ¼ 2:5,
the repair rate r¼ 1.5, the mean of the breakdown probability h ¼ 0:5, the
standard deviation of h is r ¼ 0:09, and the random variable eðxÞ is assumed
to follow the standard normal distribution, that is, eðxÞ  N ð0, 1Þ:
From the obtained numerical results in Figure 7, it is easy to see that
increasing the buffer space N leads to decrease the expected value of block-
ing probability E½phðxÞðNÞ: On the other hand, with the increase of the


























































Figure 8. Mean system length versus number of servers c and buffer space N.
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Figure 8 provides the average number of customers in the system E½LhðxÞ
with a change of the number of servers c and buffer space N. All the
parameters remain the same as those taken from Figure 7. It is observed
that the average number of customers in the system E½LhðxÞ becomes bigger
as the buffer space N increases, but it decreases with the increase of the
number of servers c.
4. Conclusion
In this article, we proposed a framework for propagating epistemic input
uncertainty with the help of well-known technique “power series expansion”
to the output of a model. Specifically, we addressed the problem of com-
puting the uncertainty in performance measures of Markov chain models
due to epistemic uncertainty in the model input parameters. The developed
approach relates the scaled perturbation analysis to the uncertainty analysis
in same framework. For that we proposed an efficient computational algo-
rithm for quantifying the performance measures of considered models by
propagating the parameter uncertainty through the power series expansion.
The efficiency of the proposed algorithm has been illustrated in two exam-
ples: M/G/1/N queue and M/M/c/N queues with breakdowns and repairs.
The proposed algorithm is capable of predicting the performance measures
accurately in a complete and univocal way by estimating their probability
density functions, and directly estimating some quantities of interest. More
specifically, we are interested on computing the mean and the variance of
the underlying performances. This study also included the estimation of
the radius of convergence and the remainder term of the power series.
Several numerical experiments are shown to illustrate the performance of
the proposed algorithm and are compared with the corresponding Monte
Carlo simulations ones. Further studies will include modification of the
proposed algorithm by considering directional perturbation analysis of
Markov chains. Our methodology is also suitable for studying more com-
plex systems.
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