Abstract-This paper considers a distributed wave-based sensing system that probes a scene consisting of multiple interacting idealized targets. Each sensor is a collocated transmit-receive pair that is capable of transmitting arbitrary wideband waveforms. We address the problem of finding the space-time transmit waveform that provides the best target detection performance in the sense of maximizing the energy scattered back into the receivers. Our approach is based on earlier work that constructed the solution by an iterative time-reversal (TR) process. In particular, for the case of idealized point-like scatterers in free space, we examine the frequency dependence of the eigenvalues of the TR operator, and we show that their behavior depends on constructive and destructive interference of the waves traveling along different paths. In addition, we show how these eigenvalues are connected to the poles of the Singularity Expansion Method. Our study of the frequency behavior distinguishes this work from most previous TR work, which focused on single-frequency waveforms and noninteracting targets. The main result of the present paper is that the TR process provides an automated, guaranteed way to find the resonant frequencies of the scattering system.
I. INTRODUCTION
T HIS paper addresses the problem of finding the spacetime waveform that results in the most energy scattered back to the sensors from a distant target. We consider the case in which a small number of ideal discrete sensors both transmit and receive, so that the problem becomes one of determining the time-domain waveforms that should be transmitted by the different sensors so that those sensors receive the maximum scattered energy.
The problem of increasing the scattered energy received by the sensors has been previously studied by a number of authors. For a single sensor, [1] proposed an approach based on trying dfferent frequencies in a random sequence. For multiple sensors, received signal energy can be increased by a process known as Time Reversal (TR) or Décomposition de l'Opérateur de Retournement Temporel (DORT), in which scattered signals are recorded at the receivers and then timereversed and retransmitted. The TR idea, which has its roots in optical phase conjugation, has been used in numerous studies in acoustics and electromagnetism [2] - [5] , and has potential applications ranging from sensing (remote imaging, radar, acoustics, optics, etc.) to communications [3, 4, 6, 7] .
The lynchpin of the single-frequency TR approach is the application of the classical mathematical theorem known as the Power Method, which guarantees that under mild conditions, the application of successive powers of an operator to an arbitrary seed vector results in a sequence of vectors that converges to the eigenvector associated with the maximum eigenvalue [8] . In the sensing context, the relevant operator is the TR operator, which is the product of the scattering operator and its adjoint. The "largest eigenvector" (i.e., the eigenvector corresponding to the largest eigenvalue) corresponds to specifying the relative strengths and phases of the transmitted fields in a way that causes the most energy to scatter back to the receivers. This eigenvector contains information about the scatterers: [9, 10] showed that for point-like scatterers, the temporal wavefield focuses on the strongest scatterer [11, 12] ; for a single spherical target, [13] showed that this eigenvector contains information about the target size and composition. The work [14, 15] showed that use of TR can improve target detection. These analyses were all carried out for waveforms of a single temporal frequency under the single-scattering assumption (Born approximation) .
Analysis of the TR temporal behavior for the general case of multiple scattering was investigated by [16, 17] , through an analysis of the frequency dependence of the TR operator. This work showed that in general the time-domain TR construction converges automatically to a certain single-frequency waveform. The frequency of this limiting waveform is a resonance, namely a frequency at which the largest eigenvalue has a local maximum, and the waveform's spatial shape (which determines its radiation pattern) is given by the corresponding eigenvector. Thus the time-domain TR process can be used to tune automatically to the space-time waveform that is optimal in the sense of providing the best target detection performance. These predictions of Cheney et al. [16, 17] are consistent with experimental observations reported by [3, 9, 11, 18] , who noticed that as the iterative TR process proceeds, the pulse temporally broadens, the frequency can shift, and the spectrum narrows. The predictions are also consistent with the simulations of [19] , who also found that the iterative TR process converges to a time-harmonic waveform.
This paper carries out a detailed analysis of the case of two sensors and two point-like scatterers, where the scatterers are "interacting" in the sense that there is multiple scattering between them. In particular, we obtain formulas for the scattering operator and the associated resonances; we show that these resonances arise from constructive interference between the various scattered waves. We show, moreover, that the TR method provides a stable experimental method for finding these resonances.
Our explicit consideration of multiple scattering is one aspect that differentiates this work from previous TR analysis.
Another important connection between the present paper and earlier work is its relation to the Singularity Expansion Method (SEM) [20] . Specifically, the poles of the SEM are associated with information derived from the iterative TR process. The analysis of the eigenvalues associated with the TR matrix leads to an understanding of the relationship between the poles of the SEM and the eigenvalues of the TR matrix. In particular, the poles of the SEM appear in the expression for the scattered field. Here our approach uses Fourier analysis to avoid issues with the two-sided Laplace transform in existing SEM analyses.
This paper is organized as follows. In Section II, we provide some mathematical background on scattering theory. In Section III, we specialize to the case of two point scatterers and two transmit/receive pairs, where the Foldy-Lax method [21, 22] is used to obtain the scattering operator. In Section III-C, we obtain explicit analytical expressions for the scattering operator and its spectral decomposition. In Section IV, we outline the TR process and discuss its behavior in the two-target, two-sensor case. In Section V, we discuss the connection to the SEM poles. In Section VI, we show that the TR process and the eigenvalue information obtained from it are stable with respect to noise. In Section VII, we show simulation results. Section VIII gives conclusions and suggestions for future work.
II. MATHEMATICAL FORMULATION AND DERIVATION
We begin by solving the simplified scalar model of the wave equation for the time-domain electric field E,
where we think of c(r) as the local speed of propagation of the electromagnetic (EM) waves in a specified media. In free space, the speed is c 0 . Scattering can be thought of as being produced by changes in the wave speed with perturbation (scattering potential)
Under the Fourier Transform pair
where k = ω/c 0 . The convention throughout is that a tilde denotes a frequency-domain quantity. The relevant free-space fundamental solutionG, which satisfies
is the Green's functioñ
where · is the Euclidean norm, and δ is the Dirac delta. For a radiation sourcẽ
where µ 0 is the permeability of free space andJ is a scalar current density, the solution to the inhomogeneous wave equation
is the radiated field
where the volume Ω of the source is a subset of R 3 and dy denotes the volume element.
The total fieldẼ tot due to the source in the presence of scatterers satisfies
We can write the total field as a sum of the incident field in (10) plus the scattered field generated by a target,Ẽ tot =Ẽ in +Ẽ sc [23] . Subtracting (9) from (11) yields
By convolving both sides of (12) withG, we obtain the Lippmann-Schwinger equation for the scattered field at an arbitrary observation point r
Equation (13) is a Fredholm integral equation of the second kind [24, pp. 98-101] and can be solved by a variety of different methods. This Lippmann-Schwinger equation provides a framework for constructing the map from the sourceF to the fields at observation point r. We call this map the scattering operator S.
In the next section, we work out the explicit special case of a scattering operator for 2 point scatterers and 2 transmit/receive pairs.
III. SCATTERING OPERATOR FOR TWO POINT SCATTERERS AND TWO TRANSMIT/RECEIVE PAIRS
In this section, we examine the scattering operator S for the special case of two point scatterers and two transmit/receive pairs of sensors. First the incident, scattered, and total fields are derived using the Foldy-Lax method [21, 22, 25] . Then S is obtained and recast in terms of three physically interpretable matrices: the forward and back-scattered propagators associated with the paths between sensors and scatterers; and an interaction matrix that characterizes the interactions among the scatterers.
The wave speed perturbation V in (2) can be modeled as a sum of point scatterers. For two point scatterers, located at x 1 and x 2 , (2) becomes
where q m is the scattering strength or the reflectivity of the mth target.
A. Foldy-Lax Method
We use the Foldy-Lax method [21, 22, 25 ] to obtain an explicit expression for the scattering operator. The Foldy-Lax method requires solving the set of linear equations (n = 1, 2):
HereẼ m denotes the "locally incident field" at the scatterer m, namely the incident field seen by the mth scatterer. Equation (15) expresses the incident field at the scattering location x n as a sum of the overall incident fieldẼ in plus the sum of the scattered fields from all of the other scatterers.
In (13) we use (14) and substitute the "locally incident field" of (15) for the "total" fieldẼ tot at the appropriate scatterer. The scattered field is theñ Figure 1 shows the possible direct paths of the fields to the point scatterers and their scattered returns. We re-write (15) in matrix form
where d = x 1 − x 2 . The solution to (17) is
where for notational convenience we have suppressed the ω argument inG. Substituting (18) and (19) into (16) implies
Note that when ω 4 q 1 q 2G 2 (d) < 1, the denominator of (20) can be expanded in a geometric series, and in the resulting expression, each term can be interpreted in terms of scattering and propagation between sensors and scatterers. This interpretation is discussed in more detail in Section IV-B.
B. Incident field and scattering matrix
In this example, the source in (8) is the sum of point-like sources from the transmitter locations y ĩ
Consequently, the incident field in (10) is
Next we substitute (22) into (20) and evaluate the scattered fieldẼ sc (r, ω) at the sensor location r = y i to obtain the received signal for the ith sensor. We denote this received field asR
where (n mod 2) + 1 is equal to 1 when n = 2 and 2 when n = 1, and
The parameter ξ is the determinant of the matrix in (17) and describes how the fields scatter between the two point scatterers. If the scattering between the two scatterers is weak, we can assume ξ ≈ 1. It turns out that ξ is an important parameter that contributes key information about the resonant frequencies of the scattering system, a fact that is discussed in more detail below. In (23) , define the inner summand as
The square matrix (S ik ) is the standard scattering operator S, also known as the multistatic data matrix or the transfer matrix. The matrix S maps the transmitted signal vector to the received signal vector
The components of these signal vectors are the transmitted and induced current densities at sensors 1 and 2, respectively.
C. Analysis of the scattering matrix
On careful examination, (25) can be expressed as
the product of two propagator matrices (P and P T ) and an interaction matrix (∆), where
and the superscript T denotes matrix transposition. All three matrices are physically interpretable. In particular, P is an operator that maps the fields at the scatterer locations x 1 and x 2 to the corresponding fields at receiver locations y 1 and y 2 .
2 Signals in (26) and (27) are measured in volts.
The transpose P T maps the fields from the transmitters located at y 1 and y 2 to the fields at the scatterers. The interaction matrix ∆ describes the field interactions due to the scatterers.
The interaction matrix is singular at the frequencies ω α for which
We note also that the interaction matrix ∆ is aspectindependent; in other words, it does not depend on the spatial relationship between the targets and sensors. Consequently, it could be useful for various applications such as target classification. Unfortunately, the interaction matrix (29) cannot be measured directly; instead the scattering matrix (28) is the measurable quantity. The scattering matrix S depends on the viewing angles between sensors and targets because the propagator matrices (30) do. One case in which the scattering matrix can be used to obtain information about the scatterers is when the coupling between the scatterers, namely q 1 q 2 ω 4G2 (d, ω), is weak. In this case, the off-diagonal elements of ∆ are negligible, and ξ = 1 from (24). This case was addressed in [10, 26] , which showed that with enough sensors, the nth eigenvalue of the scattering matrix corresponds to the nth strongest scatterer.
In this paper we consider the more general case in which there is coupling between the two scatterers; that is, we take into account the effects of multiple scattering between the two scatterers. In this case, the eigenvalues of the scattering operator do not necessarily correspond to individual scatterers. To understand the connection between eigenvalues and the scattering strengths q i , we carry out the following analysis. For notational convenience, we omit explicit references to frequency in the Green's function, eigenvalues, and the operators unless it is required.
D. Spectral decomposition of interaction matrix ∆
The eigenvalues of ∆ are
and the corresponding eigenvectors are
In the case that q 1 > q 2 and
< 1 (multiple scattering is weak), the eigenvalues can be written in a series by using
1/2 n x n for |x| < 1 to obtain
When the higher-order terms in (35) and (36) are negligible, the eigenvalues reduce to
Consequently, the eigenvalues of the interaction matrix ∆ correspond directly to the scattering strengths when the multiple scattering between the scatterers is weak, which is the case analyzed in [10, 26] . In the general case when the interaction between the scatterers can not be neglected, the interaction matrix can be decomposed into the form
where X is a matrix whose columns are the eigenvectorsX i = X i / X i for i = 1, 2, and Λ is a diagonal matrix of the eigenvalues of ∆.
E. Spectral decomposition of scattering matrix S
The spectral decomposition of S can be written
where Γ is a diagonal matrix whose diagonal elements are the eigenvalues of S and Y is a matrix whose columns are the eigenvectors of S. To relate the eigenvalues of S to those of ∆, we use (39) in (28) to obtain
We determine the eigenvalues γ of S by solving the characteristic equation
which, with (41), becomes
which implies
Let
Then (44) can be written as
where m ik is ik th element of matrix M and is explicitly shown in Appendix A. Equation (46) implies that the eigenvalues {γ 1 , γ 2 } of the scattering matrix S are related to the eigenvalues {λ 1 , λ 2 } of the interaction matrix ∆. Because the system is coupled, the contribution from each of the scatterers can be seen in each of the eigenvalues of S.
Under certain propagation conditions, for example when the off-diagonal elements of M are negligible, the eigenvalues γ of S in (46) can correspond directly to the eigenvalues λ of ∆. Consequently, the corresponding eigenvectors provide the phase information for each of the transmitters to transmit with the appropriate time delays on the signal such that the field energy will spatially focus at the point corresponding to λ. In general, however, the relationship is more complicated. The next section gives an experimental method, the Time-Reversal (TR) method, for obtaining information about the frequency dependence of the eigenvalues of S.
IV. TIME-REVERSAL PROCESS
The TR process involves an array of sensors (possibly distributed) that both transmits and receives. The TR process is implemented via the following steps: 1) Transmit a designated waveform (see below) from each transmitter. Denote the signal transmitted from the mth transmitter by T m (t), so that the signal transmitted from the sensor array can be written T(t) = [T 1 (t), T 2 (t)] T . The transmitted field then scatters from the targets and propagates back to the sensors.
2) The sensors each receive the scattered signal and store it in some manner. Denote the signal received at the nth sensor by
where * is convolution in time and s nm is the inverse Fourier transform of (25). 3) These stored received signals are time reversed to obtain
The process repeats, with the next transmitted waveform being the previous time reversed-received signal: T(t) = R(−t). Since the process is straightforward to analyze in the frequency domain, where the matrix version of (47) is simplỹ
Here S is a 2 × 2 matrix and
Moreover, the time-reversed received signal vector is the phase conjugate of the received signalR.
To illustrate the TR process, let the first transmitted vector beT
whereJ i is the current density induced on the i th antenna. The corresponding received vector is
After the received signal is phase conjugated, the new transmitted signal isT
where the asterisk in the exponent denotes complex conjugation. Consequently, the next received signal is
Therefore, the transmit signals at the second and the third iterations areT
Generally for the even and odd iterations,
These transmitted signals are identical to the ones derived by Prada and Fink [2, 3] . The well-known Power Method [8] guarantees that with any choice of initial non-zero vector (50) and appropriate normalization, in practice the TR process converges to the eigenvector of the TR matrix associated with the largest eigenvalue, provided that this largest eigenvalue is not degenerate. If the largest eigenvalue is degenerate, the TR process still provides a vector in the eigenspace associated with the largest eigenvalue. The classical Power Method [8] and the Prada-Fink analyses [2, 3] apply to a single time-harmonic wave. Cheney et al. [16, 17] showed that the time-domain iterative TR process converges in general to a single time-harmonic wave; in other words, the TR process sharpens peaks in the spectrum. In this paper, we further analyze the behavior of the TR process as a function of frequency.
A. Spectral decomposition of TR matrix L
Since S is symmetric, S † = S * . We define the TR matrix to be
Because L is Hermitian, its eigenvalues {σ 1 , σ 2 } are realvalued, and its eigenvectors are orthonormal. In particular, if Σ denotes the diagonal matrix consisting of the eigenvalues of L, and V denotes the unitary matrix whose columns are the corresponding eigenvectors of L, then the eigendecomposition of the TR matrix is For this two-sensor problem,
where
The derivations of these expressions are provided in Appendix C. In terms of (56)-(58), the trace of L is
and the determinant of L is
The eigenvalues of a 2 × 2 matrix can be written in terms of the trace and determinant as
Because the eigenvalues are real valued, tr(L) and det(L) must be real, and in particular the discriminant of (61) cannot be negative. Therefore, 4 det(L)/tr(L) 2 < 1. We can expand the square root in (61) and approximate both eigenvalues by their first-order terms 
B. Frequency dependence of TR matrix L
The quantities a, b, and c of (55) have physical meaning: they describe how the scatterers diffract the waves. To understand their physical interpretations, we inspect the product of S with the k th iterate of the transmitted vector in the Power Method of (50)-(52):
Since the first component aT
As depicted in Fig. 2 , the wave propagation corresponding to a has four propagation paths associated with a signal that is transmitted from and received by sensor y
Expression c has two interpretations, depending on whether the signal starts from sensor y 1 or sensor y 2 . If the signal is transmitted from sensor y 2 (cT k 2 ), the first term in (58) represents propagation from sensor y 2 to scatterer x 1 to scatterer x 2 and finally to sensor y 1 (y 2 → x 1 → x 2 → y 1 ). The second through fourth terms describe the remaining three paths Fig. 3 . Each path starts at sensor y 2 and ends at sensor y 1 . Now if the signal is transmitted by sensor y 1 (cT k 1 ), the four terms in c are interpreted as all possible single-scatter paths from sensor y 1 to sensor y 2 :
We observe that these four paths are the reverse of the four paths when the signal emanates from sensor y 2 .
The largest eigenvalue of the TR operator L in (62) represents the contribution of all the wave interactions that occur in the medium measured at the sensor locations. The maximum value for the eigenvalue σ 1 of L occurs when the waves described in a, b, and c all constructively add. This occurs when the path differences between every pair of propagation paths are equal to integer multiples of some fundamental wavelength λ 0 . From the many redundant equations corresponding to this constructive addition condition, only the following three relations are needed to specify that all waves add constructively. Figure 1 , we see that the difference between the direct-path scattering y 1 ←→ x 2 and the path y 1 → x 2 → x 1 → y 1 must be an integer multiple of the wavelength λ 0 :
1) From
where m is an integer. 2) The path difference between the direct-path scattering y 2 ←→ x 1 and the path y 2 → x 2 → x 1 → y 2 , must be an integer multiple of the wavelength:
where p is an integer. 3) The path difference between paths y 2 → x 2 → y 1 and y 2 → x 1 → x 2 → y 1 must be an integer multiple of the wavelength:
where r is an integer. To obtain a single equation that involves the four propagation distances {l 1 , l 2 , l 3 , l 4 }, we add (67) and (66) to get −2d/λ 0 = p + r, and substitute this result into sum of (65) and (66). Consequently,
where n is an integer. By the law of sines,
which represent each l k in terms of d and various incident angles in Fig. 1 . After some manipulation (Appendix D), Equation (68) becomes
which is Bragg's condition for constructive interference [27, pp. 706-707] . As the distances from the sensors to the scatterers approach infinity, l k → ∞, which implies that θ → 0, φ → 0, and (β − α)/2 bisects the angle subtended by vectors from x 1 to the two sensors. In the far-field limit, (73) becomes (see Appendix D for the proof)
Equation (74) can be understood in terms of Bragg's Law with the help of Fig. 4 , where the four thick axis vectors in Fig. 4 define a relevant reference frame. The angle between the axis vector from C to the sensor midpoint E and the "normal" is (α + β)/2. This angle, when rotated by 90
• , is the angle in Fig. 4 labelled (α + β)/2. Consequently, Bragg's Law is
is the projection of d onto the line perpendicular to the bisecting vector.
From the preceding analysis, Bragg's Law also gives the frequencies at which the largest eigenvalue σ 1 of the TR matrix L achieves a maximum. This largest σ 1 is the maximum field intensity at both sensors. The smaller eigenvalue σ 2 in (63) is the ratio of the determinant and the trace of L. From (60), the determinant is |ab − c| 2 . The quantities a and b correspond to propagation paths beginning and ending at y 1 and y 2 , respectively. Since c, which corresponds to propagation paths that begin at one sensor and end at the other, is subtracted from ab, the determinant of L in (60) can be interpreted as the contribution from the destructive interference of the received fields at both sensors. We now discuss the relationship between the two eigenvalues.
V. CONNECTION TO SEM
Carl Baum first introduced SEM in the context of electromagnetic scatterers and antennas [20, 28] . His approach to modeling the scattered field in terms of poles was originally motivated by the observation of typical transient responses of complex scatterers. He conjectured that the responses were dominated by several damped sinusoids, and his main focus was scatterers on which the incident field creates surface current densities. These densities can be analyzed in terms of the object's natural frequencies ω α [20] , which typically occur at complex (non-physical) values.
In particular, each component of the scattering matrix S is a meromorphic function of ω, where the poles {ω α k } ∞ k=1
and are put in order of increasing imaginary part. Each element of the scattering matrix can be expanded in a Laurent series for S(ω) around a given pole ω α k
where m is a positive integer, and s n is a matrix of the residues of the element of S(ω) at ω α k . When the transmitted waveformT(ω) is analytic, theñ R(ω) is meromorphic. Moreover, both T(t) and R(t) must be causal (T(t) = 0 = R(t) for t < 0). By the Paley-Wiener theorem [29, p. 494] , bothT(ω) andR(ω) are then analytic in the lower half-plane. Consequently the poles of theR(ω) must lie in the upper half plane. Using the Paley-Wiener Theorem allows one to avoid the convergence issues inherent in Baum's Laplace formulation.
To predict the time-domain received signal, we must compute the inverse Fourier transform (4) for the received signal, which may require modification of the integration contour. By an appropriate contour deformation and residue calculus,
where the higher-order terms vanish as t → ∞, and the notation f (x) = O(g(x)) means that |f (x)| ≤ M |g(x)| for some positive real number M as x → ∞. Equation (77) is the SEM representation of the transient backscattered response at the receivers [28, 30] .
We note that the poles due to ξ are a result of the interaction between the fields and scatterers. These poles are aspect independent, and it is for this reason that they have been proposed for use in target classification [31] . Consequently, a number of methods, such as the Matrix Pencil Method and Prony's Method, have been developed for determining these poles [32] - [36] . Unfortunately, the problem of obtaining these poles from real data is ill-posed and sensitive to noise.
Previous research [37, 38] has shown, however, that there is a connection between the eigenvalues of the scattering matrix and the complex poles used for Baum's SEM. Although the SEM poles are aspect-independent, unfortunately the scattering matrix itself and consequently the received signals are aspect-dependent.
We show below that the TR matrix can be used to obtain certain information about the poles of S in a stable manner. First, we introduce the notationŜ:
The corresponding modified TR matrixL iŝ
From (31), at a natural frequency ω = ω α , we have ξ(ω α ) = 0; from (79) we see that the determinant ofŜ and therefore also ofL must be zero, implying that at least one of the eigenvalues ofŜ andL must be 0. As ω → ω α and ξ → 0, the eigenvalues of the interaction matrix ∆ can be approximated from (32) by
where the derivation of (82) is in Appendix E. From (98) in Appendix A, the eigenvalues of S behave as
Clearly, γ 1 diverges as ξ → 0, while γ 2 converges to ω
We determine the eigenvalues of the TR matrix L from {γ 1 , γ 2 } by (107) in Appendix B. Consequently, the eigenval-ues of L behave as
where v i is an eigenvector of L for σ i and y i is an eigenvector of S for γ i . Clearly, the larger eigenvalue of L diverges to positive infinity in the limit ω → ω α , while smaller eigenvalue σ 2 converges to a finite number. Because in general the natural frequencies ω α k are complex-valued, the larger eigenvalue does not actually diverge for real frequencies, and instead one sees resonance peaks. When the damping is small (Im(ω α ) << 1), the real resonant frequency is approximately equal to the complex natural frequency, and we will expect a significant response at this frequency. The difference between a real resonant frequency ω α and its associated complex natural frequency depends on the phase of ω α .
Thus the TR algorithm provides information about the rotation of the natural frequencies ω α k onto the real axis. Moreover, we show in the next section that this information can be obtained in a stable manner. Therefore, the TR algorithm provides a stable way of obtaining information about the SEM poles.
VI. STABILITY OF EIGENVALUES
In this section, we compare and contrast the eigenvalues of S and L and show how these eigenvalues are respectively perturbed by noise.
A. Stability of finding eigenvalues from measurements of S Thermal noise gives rise to perturbations in the elements of the scattering matrix. We would like to examine how a small change δS in the scattering matrix is translated to the changes δΓ in the eigenvalues of S. We re-write (40) as
Inserting Γ + δΓ and S + δS into (87) and rearranging, we have
Taking the operator norm · and applying a standard matrix product inequality yields
The error is then bounded by
where κ is the condition number. The errors in the eigenvalues are thus bounded by the errors in measurement introduced in S and the conditioning of the eigenvectors of S (columns of Y ). Since Y depends on the field propagation paths and scattering, the conditioning will be a function of the configuration of the transmitters, receivers, scatterers, and the frequency. In general, finding the eigenvalues of S from measurements of S is an unstable process.
B. Stability of finding eigenvalues from TR measurements
For the TR operator, the errors in the eigenvalues are less subject to the configuration of the system. From (54),
Since V is unitary, the norms are both 1, and
The error in the eigenvalues of L is bounded by the error introduced in the measurement and does not rely on the conditioning of Y . The error bound in (92) suggests that finding the eigenvalues of the TR operator is a more well-conditioned problem than finding the eigenvalues of the scattering operator and may provide a stable way of calculating the eigenvalues of the scattering operator.
VII. NUMERICAL RESULTS
In this section, we provide simulations of the TR algorithm for two transmitter/receiver pairs and two isotropic scatterers in free space. The two transmit/receive pairs are placed at coordinates (-500 m, 700 m, 10 m) and (-500 m, 1000 m, 10 m). The scatterers are separated by 500 m, with the strong one (q 1 ) located at (150 m, 850 m, 10 m) and the weaker one (q 2 ) located at (-107.52 m, 1278.58 m, 10 m). In addition, the transmitter/receiver pairs and the scatterers are placed in a plane with q 1 = 0.75 Hz −2 m −2 and q 2 = 0.4 Hz −2 m −2 . The initial waveform T 0 (t) for each transmitter is the same linear frequency modulated (LFM) signal with the following characteristics:
1) 10 µs pulse duration; 2) 10 12 s −2 chirp rate; 3) 100 MHz carrier frequency. For the simulations, we limit ourselves to the even iterations of the transmitted signal. We normalize the signal vector with the euclidean norm for each iteration. We observe the transformation of the original chirp to the final waveform in the time domain and the power spectrum of the signal. Figure 6 shows the final waveform from T 0 after 2 iterations of the TR process, the normalized magnitude of the spectra for TR-generated signals, and the normalized calculated eigenvalues of L for a scatterer separation of 500 m. As the figure indicates, the time-domain waveform significantly changes and broadens from the original LFM signal for both transmitters. The power spectrum of each new waveform has relative maximum values at the resonant frequencies. Observe that for a given bandwidth of the original LFM signal, the energy of the TR-generated signals after 2 iterations (thick line) concentrates near the resonant frequencies. Significantly, the maxima of this power spectrum aligns with the maxima of the calculated eigenvalues of the TR operator (thin line). The peaks of the power spectrum occur within the bandwidth of the power spectrum of T 0 (dashed curve). At higher iterations of the TR process, the field intensities increase at the resonant frequencies and decrease at other frequencies.. In particular, Fig. 7 plots the power spectrum and the time-domain signal at 10 iterations. The frequency peaks are sharp, and one can observe the key resonating frequency where the intensity is at its highest. The timedomain waveform has broadened from the 10 µs pulse in Fig. 5 as the new waveform is determined by the resonant frequencies. The plot of the power of the original LFM signal is now narrowed and centered around the resonant frequencies. The largest intensity is found within the bandwidth of the original signal. Figure 8 shows the large and small eigenvalues. As discussed in Section V, the larger eigenvalues attain relative maximum values at resonance. The vertical lines indicate the frequency at which Bragg's condition is met. Maximum constructive interference occurs at these frequencies and matches the eigenvalue peaks which are 1.37 MHz apart. This frequency separation corresponds to the projected distance between the scatterers, where the projection is onto the axis normal to the axis vector from the strong scatterers to the midpoint of the sensors (d proj in Fig. 4) . In this case, the actual distance between the scatterers is 500 m (=d), and the projected distance is 484 m. For both scatterer separations in Fig. 8 , the larger eigenvalue has a maximum at the resonance frequencies. The locations of the resonances (vertical lines) are exact because the formula for Bragg's Law (a geometric approximation) is not used. However, when Bragg's Law is used, the vertical lines will be slightly displaced from the relative maxima due to the geometrical approximation analysis treated in [39] . In Figure 9 , the weaker scatterer is rotated 81
• in azimuth about the stronger scatterer from the original configuration. The projected distance is 197 m. The scatterer separation distance of 500 m remains the same, but the separation between frequency peaks changes to 3.39 MHz. As the projected distance decreases, the eigenvalue peaks will be further apart. A signal with a broader bandwidth will be required to observe multiple resonant peaks. Thus the aspect angle, which determines the propagation paths of the fields, has a strong influence on the locations of the eigenvalue peaks.
VIII. CONCLUSIONS
We have shown that in a multiple-scattering environment, the TR matrix has eigenvalues that vary with frequency in ways that can be predicted by the interaction of the scattered waves. In contrast to the case of non-interacting scatterers [10, 26] where different eigenvalues correspond to different scatterers, we have shown that when multiple scattering is present, each eigenvalue involves the field interactions from all the propagation paths and all the scatterers. The largest eigenvalue can be thought of as corresponding to the field intensities at the receivers from all the scattered waves. The frequencies at which the largest eigenvalue has local maxima are the resonance frequencies, where maximum constructive interference occurs, and the frequency difference between the peaks depends on the wavelength and geometry of the scatterers. Our work shows that the TR process provides a stable way of finding the resonances of a scattering system. Moreover, the TR process can be applied to an arbitrary waveform of arbitrary bandwidth. Our work confirms the findings of [16, 17] , which showed, for an idealized half-space scattering geometry, the TR algorithm automatically converges to the space-time waveform that maximizes the energy scattered back to the receivers. Our work shows that the same result holds for a more realistic scattering geometry. Thus the best waveform for target detection is a single harmonic waveform at one of the resonance frequencies, and the TR process provides a stable method to find these resonance frequencies.
We have shown, moreover, that these scattering system resonances are closely related to the poles of the SEM. In particular, as the poles of the SEM approach the real axis, the SEM poles become exactly the resonances found by the TR process. The precise nature of the information about the SEM poles that is provided by the TR process is a question we leave for future work.
APPENDIX A DERIVATION OF THE EIGENVALUES OF THE SCATTERING MATRIX S
The characteristic polynomial of (44) using (45) can be expressed as
which after substitution of (94) becomes
Since the matrix is 2×2, the solution to (95) can be expressed in terms of the trace and determinant of ΛM :
From (45), m ip can be written in index form as
and 
where U and V are unitary matrices. If we multiply (99) by the adjoint S † , then we have
and then post multiplying V on both sides implies
Therefore, the right singular vectors of S are the eigenvectors of L = S † S, and the eigenvalues {σ 1 , σ 2 } of L are the squares of the corresponding singular values {ζ 1 , ζ 2 } of S.
For a square matrix with distinct singular values, the left and right singular vectors are unique up to a complex sign (i.e., complex scalar factors of absolute value unity) [40, p. 29] . Since S is square and symmetric but not self-adjoint, the left singular vectors are the conjugates of the right singular vectors:
Therefore U = V * , which implies that for any right singular vector v l , there is a left singular vector u l such that
The inner product of Lv l with an eigenvector y n of S corresponding to the eigenvalue γ n is σ l (v l , y n ) = (Lv l , y n ) = (S † Sv l , y n ) = (Sv l , Sy n ) (105)
where ζ 2 l = σ l . In (105), we use expression (104) for Sv l and the relation Sy n = γ n y n to obtain σ l (v l , y n ) = ζ l γ n (v * l , y n ).
Since
APPENDIX C DERIVATION OF THE TR MATRIX L
We recall the definitions (78), (30) , and (29) ofŜ, the propagation matrix P , and the interaction matrix, together with the relationŜ = P ∆P T between them. Then in index form,
The corresponding modified TR matrix, which is given by (80), isL
The trace ofL is tr(L) =L 11 +L 22 ,
The elements of S using (108) arê S 11 = P 11 ∆ 11 P 11 + P 11 ∆ 12 P 12 + P 12 ∆ 21 P 11
S 22 = P 21 ∆ 11 P 21 + P 21 ∆ 12 P 22 + P 22 ∆ 21 P 21
S 12 = P 11 ∆ 11 P 21 + P 11 ∆ 12 P 22 + P 12 ∆ 21 P 21
S 21 = P 21 ∆ 11 P 11 + P 21 ∆ 12 P 12 + P 22 ∆ 21 P 11
which gives (55), (56), (57), and (58). 
and ∠ACB = π − θ − ζ. Substituting this angle into (122), we obtain sin θ d = sin(θ + ζ) l 3 .
For DBC,
and ∠DCB = π − φ − ψ. Substituting this angle into (125), we obtain sin φ d = sin(φ + ψ) l 2 .
These equations lead to (69), (70), (71), and (72). For ABC, the law of cosines yields
As l 1 → ∞, l 3 → ∞, cos θ → 1, and θ → 0, the second term of (73) is lim θ→0 sin(ζ + θ) − sin ζ sin θ = cos ζ.
For the first term of (73), we look at DBC: from the law of cosines we have 
As l 2 → ∞, l 4 → ∞, cos φ → 1, and φ → 0, the first term of (73) has the limit lim φ→0 sin ψ − sin(φ + ψ) sin φ = − cos ψ.
When the sensors are far from the scatterers, (73) can be approximated as d(− cos ψ + cos ζ) = qλ wave .
Moreover, since the sum of the interior angles of the triangle DBC must be π, and the sum of the unmarked angle of DBC plus η plus β must be π/2, and recalling that φ ≈ 0, we have
Similarly, we have
In the far field, trigonometric identities can be used to rewrite (131) as (74).
APPENDIX E DERIVATION OF (82)
In (32) 
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