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Прогнозирование рядов динамики рыночных 
индикаторов на основе нелинейной 
авторегрессионной нейронной сети 
Современная практика экономических исследований активно 
полагается на математические модели, позволяющие выявлять в 
статистических данных скрытые закономерности и строить на 
их основании прогнозы. Линейные модели прогнозирования рядов 
динамики, основанные на векторной авторегрессии (VAR) явля-
ются наиболее распространенными. Однако связи между рядами 
динамики в экономике часто имеют сложно идентифицируемый 
характер, поэтому нелинейные авторегрессионные (NAR) модели 
показывают более достоверные результаты. Для их реализации 
обычно используются нейронные сети, которые не предоставляют 
возможности оценки прогноза в виде математического ожидания 
и стандартного отклонения. Поэтому предлагаемая в статье 
модель сочетает в себе два блока: VAR и NAR. NAR используется 
для построения прогноза на заданное количество точек, а VAR для 
оценки прогноза в виде математического ожидания и стандар-
тного отклонения. Оценка достоверности модели проводилась 
на дневных данных валютного курса USD/RUB и цен на нефть 
марки «Брент» с 1.01.2016 по 1.03.2017. Средняя точность про-
гнозирования тренда для курса доллара США к рублю составила 
54,9%, для цены нефти – 54,0%. При этом относительная ошибка 
прогнозирования курса доллара составила от 1,09% (для первой 
точки) до 2,01% (для десятой точки), относительная ошибка 
прогнозирования цен на нефть составила от 1,28% (для первой 
точки) до 4,58% (для десятой точки). Таким образом, модель 
представляет достаточно точные для принятия инвестиционных 
решений прогнозы, при этом производится оценка прогнозов на 
основании тестирования NAR блока на исторических данных и на 
основании прогноза VAR блока в форме математического ожидания 
и стандартного отклонения.
Ключевые слова: искусственная нейронная сеть, векторная авторег-
рессия, прогнозирование, курс доллара, цены на нефть.
The modern practice of economic research relies heavily on mathematical 
models that make it possible to reveal hidden regularities in statistical 
data and make forecasts on their basis. Linear models based on vector 
autoregression (VAR) are the most common. However, the relationship 
between time series in the economy is often difficult to identify, so non-linear 
autoregressive (NAR) models show more reliable results. Artificial neural 
networks (ANNs) are usually used for implementation of these models, 
but ANNs do not provide the possibility of estimating the forecast in the 
form of mathematical expectation and a standard deviation. Therefore, the 
model proposed in the article combines two blocks: VAR and NAR. NAR 
is used to construct a prediction for a given number of points, and VAR 
for estimating the forecast in the form of a mathematical expectation and 
a standard deviation. The evaluation of the model was carried out on the 
daily data: exchange rate USD / RUB and “Brent” oil from 1.01.2016 to 
1.03.2017. The average accuracy of forecasting the trend for the dollar 
was 54.9%, for the oil prices it was 54.0%. In this case, the relative error 
in predicting the dollar rate was from 1.09% (for the first point) to 2.01% 
(for the tenth point); the relative error in forecasting oil prices was from 
1.28% (for the first point) to 4.58 % (for the tenth point). Thus, the model 
showed accurate results when predicting dynamic series and can be used 
to solve other forecasting problems. In particular, it is expedient to use the 
model as one of the factors when making investment decisions. In addition, 
the evaluation of forecasts is done on the basis of testing the NAR block 
of historical data and on the basis of VAR block forecast in the form of 
mathematical expectation and standard deviation.
Keywords: artificial neural network, vector autoregression, forecasting, 
exchange rate USD/RUB, oil price.
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тивно полагается на математи-
ческие модели, позволяющие 
выявлять в статистических 
данных скрытые закономер-
ности и строить на их осно-
вании прогнозы. На данный 
момент наиболее распростра-
ненными являются модели, 
основывающиеся на вектор-
ной авторегресии (VAR). Пер-
вая модель векторной авторег-
рессии была предложена К. 
Симсом в 1980 году [1]. Зна-
чительными преимуществами 
предложенной модели в срав-
нении с моделями, основан-
ными на дифференциальных 
уравнениях, были простота 
идентификации, реализации и 
решение проблемы переоцен-
ки (overfitting) модели. С тех 
пор методология построения 
авторегрессионных моделей 
сильно продвинулась, в основ-
ном благодаря простоте и уни-
версальности методов. Были 
разработаны модели VEC [2], 
ARIMA [3] и GARCH [4], 
снимающие ограничения на 
использование только стацио-
нарных временных рядов. Дан-
ные модели являются наиболее 
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распространенными решения-
ми для прогнозирования рядов 
динамики, т.к. при простоте 
реализации позволяют полу-
чать достаточно точные ре-
зультаты [5,6,7].
Все перечисленные моде-
ли являются линейными, что 
является значительным недо-
статком с учетом нелинейного 
характера связей между эко-
номическими рядами динами-
ки. Для решения данной про-
блемы используются модели, 
основанные на нелинейной 
авторегресии (NAR), предло-
женные в [8,9]. Для реализации 
NAR моделей применяются 
динамические искусственные 
нейронные сети, которые по-
казывают лучшие результаты 
при работе с зашумленными 
нестационарными времен-
ными рядами [10,11]. Так, в 
работе [12] проведено срав-
нение модели нелинейной ав-
торегрессионной нейронной 
сети с экзогенными входами 
(NARX) и ARIMA-модели. По 
результатам моделирования 
среднеквадратичная ошиб-
ка NARX-модели на порядок 
меньше ошибки ARIMA-мо-
дели (NARX – 0.0004, ARIMA 
– 0.0061). В статье [13], по-
казано превосходство NARX 





ком NAR-модели является не-
возможность оценки прогно-
за классическими метриками 
математической статистики: 
математическим ожиданием 
и стандартным отклонением. 
Поэтому для решения задачи 
прогнозирования было при-
нято решение использовать 
модель, включающую два 
блока:
– нелинейный авторегрес-
сионный блок, основанный на 
нелинейной авторегрессион-
ной нейронной сети (NAR);
– линейный авторегрес-
сионный блок, основанный 
на векторной авторегресии 
(VAR).
NAR-блок используется для 
получения прогноза рядов ди-
намики на заданное количест-
во точек, благодаря нелиней-
ному характеру данного блока. 
Совместное использование 
VAR и NAR блоков позволя-
ет устранить недостатки обоих 
типов моделей. VAR служит 
для построения прогнозов в 
виде математического ожида-
ния и стандартного отклоне-
ния, что выступает в качестве 
оценки прогноза, получаемого 
с помощью NAR блока, пред-
ставляющего прогноз в виде 
точечных значений. 
Таким образом, целью на-
стоящей работы является раз-
работка модели прогнозирова-
ния рядов динамики рыночных 
индикаторов и тестирование 
модели на исторических дан-
ных (back-test). Оценка ре-
зультатов прогнозирования 
производится по средней аб-
солютной ошибке и по ошиб-
ке определения направления 
тренда.
1. Модель прогнозирования 
временных рядов



























где p – количество лагов;
 a0 – вектор констант;
 A1...Ap –  матрицы параметров 
модели (коэффициенты 
авторегрессии);
 yt –  вектор значений вре-
менных рядов;
 yt–p –  вектор предыдущих зна-
чений временных рядов;
 εt –  вектор случайных оши-
бок.
VAR модель работает со 
стационарными рядами дина-
мики, поэтому перед построе-
нием прогноза необходимо их 
приведение к стационарным. 
Для этого с помощью расши-
ренного теста Дики-Фуллера 
определяется порядок интег-
рированности временного ряда 
и каждый ряд приводится к 
стационарному путем вычис-
ления разностей.
С целью определения оп-
тимального количества лагов 
модели используются инфор-
мационные критерии Акайаке 
(AIC) [14] и Байеса (BIC) [15], 
при получении различных ре-
зультатов по критериям выби-
рается минимальный лаг.
Для построения прогноза 
используется метод Монте-
Карло, который генерирует 
1000 точек для каждой точ-
ки прогноза. По полученным 
1000 значениям рассчиты-
вается математическое ожи-
дание и стандартное откло-
нение, которые и являются 
прогнозом.
В качестве метрики для 






yt = F(yt–1, yt–2, ..., yt–p) + εt
где F(·) –  нелинейная функция, 
аппроксимиру емая 
нейронной сетью; 
 yt –  вектор значений вре-
менных рядов;
 yt–p –  вектор предыдущих 
значений временных 
рядов;
 εt –  вектор случайных оши-
бок.
Архитектура NAR нейрон-
ной сети изображена на рис. 1.
Для обучения нейронной 
сети используются выборки 
данных, которые делятся в 
следующем соотношении:
Обучающая выборка – 70%,
Тестовая выборка – 15%,
Валидационная выборка – 
15%.
Обучение нейронной сети 
производится с помощью алго-
ритма Левенберга-Маквардта, 
при этом для оценки произво-
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Тестирование NAR блока 
на исторических данных
Тестирование модели на ис-
торических данных (back-test) 
проводится по следующему ал-
горитму:
1) Модель обучается на 
окне из n точек;
2) Строится прогноз на k 
точек;
3) Рассчитываются абсо-
лютная ошибка и ошибка оп-
ределения тренда для каждой 
из k точек полученного про-
гноза;
4) Окно для обучения мо-
дели сдвигается на одну точку 
вперед;
5) Операции 2–4 повторя-
ются до тех пор, пока модель 
не достигнет последних точек 
временных рядов;
6) Рассчитываются средняя 
абсолютная ошибка и ошибка 
определения тренда.
Ошибка определения трен-
да рассчитывается следующим 
образом:
Рассчитывается тренд для 
каждой k точки прогноза и со-
ответствующий ей фактичес-
кий тренд, по формуле:
 trk = sign(pk – p0) (1)
где trk – тренд;
 pk –  значение k точки про-
гноза;
 p0 –  значение последней из n 
точек, входящих в обу-




зированного и фактического 
тренда не совпадают, тогда пе-
ременной tr_errk
i присваивает-
ся значение 1; если совпадают, 
присваивается 0.
Ошибка определения трен-
да рассчитывается как коли-
чество неверно определенных 









∑= __  (2)
где tr_errork –  ошибка определе-
ния тренда для k 
точки;
 tr_errk
i –  i неверный прогноз 
тренда для k точки;
 n –  количество про-
гнозов.
Точность определения 
тренда выражается следующим 
образом:
 t_prk = 1 – tr_errork (3)
2. Оценка модели и прогноз
Для оценки качества про-
гнозирования модели исполь-
зовались дневные данные по 
USD/RUB и цен на нефть 
марки «Брент» с 1.01.2016 по 
1.03.2017.
Для оценки NAR блока на 
исторических данных (back-
test) модели задавались следу-
ющие параметры:
– количество точек прогно-
за: 10;
– количество лагов: 2;
– количество нейронов: 5;
– окно для обучения, точек: 
200.
Временные ряды содержат 
415 значений, с учетом 200 то-
чек, которые необходимы для 
обучения сети. Таким образом, 
работа модели тестировалась 
на 215 исторических точках.
Результаты оценки прогно-
зирования для доллара и цен 
на нефть представлены в таб-
лице 1.
Из данных таблицы 1 мож-
но оценить среднюю относи-
тельную ошибку и среднюю 
точность определения тренда. 
Относительная ошибка:
– при прогнозировании 
курса доллара: 1,09 % для 1-й 
точки, 2,01 % для 10-й точки
– при прогнозировании цен 
на нефть: 1,28 % для 1-й точ-
ки, 4,58 % для 10-й точки
Средняя точность определе-
ния тренда:
– при прогнозировании 
курса доллара: 54,9 %
– при прогнозировании цен 
на нефть: 54,0 %
На рис. 2 и 3 изображе-
ны графики фактических и 
спрогнозированных (пред-
ставлен прогноз на первую 
точку) значений курса дол-
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лара (USD/RUB) и цены не-
фти «Брент» по результатам 
тестирования модели на 215 
исходных точках.
Рис. 4 и 5 отображают за-
висимость вероятности пра-
вильного определения тренда 
от количества тестовых точек 
для значений курса долла-
ра (USD/RUB) и цены нефти 
«Брент». Расчет значений для 
каждой точки осуществляется 
по формулам (1)–(3) для каж-
дого момента времени, прина-
длежащего тестовой выборке. 
По данным графикам можно 
судить о стабильности работы 
модели. Так, если, начиная с 
некоторого момента времени 
на графике не выделяется оп-
ределенный тренд – значения 
колеблются около установив-
шегося значения, тогда можно 
сделать вывод о стабильной 
работе модели.
Как видно, из рис. 4 и 
рис. 5 значения точности оп-
ределения тренда не имеют 
значительных отклонений от 
конечного значения, поэтому 
можно говорить о надежности 
модели.
На рис. 6 и 7 представлены 
прогнозы на USD/RUB и цену 
Нефти “Брент” на 10 прогноз-
ных точек в виде следующих 
графиков: последнее фактичес-
кое значение временного ряда 
(real), NAR прогноз (pred), 
средняя абсолютная ошиб-
ка NAR прогноза (+(–) mean 
error), стандартное отклонение 
VAR (+(–) STD), математичес-
кое ожидание VAR (E).




на рис. 6–9, служат для иллюс-
трации графической формы 
прогнозов модели. Временной 
горизонт прогноза составляет 
10 дней.
К тестированию VAR бло-
ка предъявляются значитель-
но меньшие требования, чем 
к NAR блоку, т.к. основной 
задачей VAR блока является 
оценка прогноза NAR блока. 
Поэтому для оценки качества 
Рис. 2. Динамика фактического (real) и спрогнозированного (pred) значений 
временного ряда USd/RUB
Рис. 3. Динамика фактического (real) и спрогнозированного (pred) значений 
временного ряда нефть «Брент»
Рис. 4. Динамика точности определения тренда временного ряда USd/RUB
Рис. 5. Динамика точности определения тренда временного ряда нефть «Брент»
Рис. 6. Прогноз USd/RUB
Рис. 7. Прогноз цен на нефть «Брент»
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модели достаточно результатов 
средней квадратичной ошиб-
ки при методе тестирования 
аналогичном представленному 
для NAR блока.
Для VAR блока по критери-
ям AIC и BIC было определено 
оптимальное количество лагов 
равное 1. Значения средней 
квадратичной ошибки VAR 
блока для курса USD/RUB на-
ходятся в диапазоне от 0.07% 
до 0.11 %, для цен на нефть – 
от 0.05% до 0.09 %.
Заключение
В рамках настоящей рабо-
ты предложена модель про-
гнозирования рядов динамики, 
включающая два блока: NAR и 
VAR. NAR блок необходим для 
построения точечного прогно-
за, а VAR для оценки прогно-
Рис. 9. Прогноз цен на нефть «Брент» (увел.)
Рис. 8. Прогноз USd/RUB (увел.)
за в виде классических метрик 
статистики: математического 
ожидания и стандартного от-
клонения. Также проведена 
оценка модели на дневных дан-
ных USD/RUB, нефть «Брент» 
с 1.01.2016 по 1.03.2017 и пос-
троен прогноз на 10 точек, с 
учетом рассчитанных при тес-
тировании значений средней 
абсолютной ошибки модели. 
Средняя точность прогнозиро-
вания тренда для курса долла-
ра составила 54,9%, для цены 
нефти – 54,0%. Относительная 
ошибка прогнозирования курса 
доллара находится в пределах 
от 1,09 % (для первой точки) до 
2,01 % (для десятой точки), от-
носительная ошибка прогнози-
рования цен на нефть – от 1,28 
% (для первой точки) до 4,58 
% (для десятой точки). В ито-
ге модель показала достаточно 
точные результаты при прогно-
зировании динамических рядов 
и может быть использована для 
решения прочих задач прогно-
зирования. В частности, модель 
целесообразно использовать в 
качестве одного из факторов 
при принятии инвестиционных 
решений. 
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