AbstracI-This paper presents a learning-based approach to the task of generating local reactive obstacle avoidance. The learning is performed online in real-time by a mobile robot. The robot operated in an unknown bounded 2-D environment populated by static or moving obstacles (with slow speeds) of arbitrary shape. The sensory perception was based on a laser range finder. To greatly reduce the number of training samples needed, an atlentional mechanism n'as used. An efficient, realtime implementation of the approach had been tested, demon. strating smooth obstacle-avoidance behaviors in a corridor with a crowd of moving studenls as well as static obstacles.
I. INTRODUCTION
The problem of range-based obstacle avoidance has been studied by many researchers. Various reported methods fall into two categories: path planning approaches and local reactive approaches. Path planning approaches are conducted offline in a known environment. In [I] , an artificial potential field is used to find a collision-free path in a 3-D space. Such methods can handle long-term path planning but are computationally expensive for real-time obstacle avoidance in dynamic environment (moving obstacles).
The local reactive approaches are efficient in unknown or partially unknown dynamic environments since they reduce the problem's complexity by computing short-term actions based on current local sensing. The dynamic window (DW) approach [2] formulates obstacle avoidance as a constrained optimization problem in a 2-D velocity space. They assume that the robot moves in circular paths. Obstacles and the robot's dynamics are considered by restricting the search space to a set of admissible velocities. Although they are suited for high velocities (e.g., 95cm/s), the local minima problem exists [3].
A major challenge of scene-based behavior generation is the complexity of the scene. Human expert knowledge has been used to design rules that produce behaviors using prespecified features. In [4], a fuzzy logic control approaches is used to incorporate human expert knowledge for realizing obstacle avoidance behaviors. One difficulty of a pure fuzzy approach is to obtain the fuzzy rules and membership functions. Neuro-fuzzy approach [SI is introduced with the purpose of generating ,the fuzzy rules and the membership functions automatically. Their training processes are usually conducted using a human supplied training data set (e.g., trajectories) in an off-line fashion, and the dimensionality of the input variable (features) must be low lo be manageable.
In contrast with the above efforts that concentrate on behavior generation without requiring sophisticated perception, a series of research deals with perception-guided behaviors. Studies for perception-guided behaviors have had a long history. Usually human programmers define features (e.g., edges, colors, tones, etc.) or environmental models 161. An important direction of research, the appearance-based method 171, aims at reducing or avoiding those human-defined features for better adaptation of unknown scenes. The need to process high dimensional sensory vector inputs in appearance-based methods brings out a sharp difference between behavior modeling and perceptual modeling: the effectors of a robot are known with the former, but the sensory space is extremely complex and unknown with the latter and, therefore, very challenging. . '..
In this paper, we present an approach of developing a local obstacle avoidance behavior by a mobile humanoid through online real-time incremental learning. A major distinction of the approach is that we used the appearance-based approach for range-map learning, rather than an environment: dependent algorithm (e.g., obstacle segmentation and classification) for obstacle avoidance. The new appearance-based learning method was able to distinguish small range map differences that are critical in altering the navigation behavior (e.g., passable and not passable sections). In principle, the appearance-based method is complete in the sense that it is able to learn any complex function that maps from the rangemap space to the behavior space. This also implies that the number of training samples that are required to approximate the complex function is very large. To reduce the number of training samples required, we introduced the attentional selective mechanism which dynamically selected regions in near approximity for analysis and treated other regions as negligible for the purpose of local object avoidance. Further, online training was used so that the trainer could dynamically choose the training scenarios according to the system's current strengths and weakness, further reducing the time and samples of training.
The remainder of this paper is organized as follows. Section I1 presents the proposed algorithm. The robotic platform and the real-time online learning procedure are described in Section III. The results of simulation and real robot experi- . . .' E%. I. The control architecture of the range-based navigation.
anentional module. rp(t) denotes the retrieved "Attention" denotes . . range prototype. .. ments are reported in Section IV. Discussions and concluding remarks are given in Section V.
-. 1
APPROACH :

A. Pmblern statem&
We fonhulate the ,obstacle avoidance behavior as a direct mapping from the current range image to action. The robot doesnot sense and stoie scene configu&tion (e.g., global map of,the environment) nor the global position. In fact, it uses the real world as its major representation. In the work presented here, the robot's .only goal is-to move safely according to the scene: It has no target location. Such a navigation system, is useful for applications where a human guides global-motion .but local motion is autonomous. where wT and wy are two positive numbers. that'denote the scatter measurements' of the variates r and v, respectively; and r and V.iy sample me-ans.
The obstacle avoi'dance behavior can be fonhuiated as: 
B. Attentional mechanism
Direct use an image as a long vector for statistical feature derivation and learning is called the appearance-based approach in the computer vision community. Usually the appearance-based approach uses monolithic views where the entire range data (or visual image) frame is treated as a single entity. However, the importance of signal components is not uniform. There are cases where appearances of two scenes axe 'quite similar globally, but different actions Fe required. Further, similar actions are needed where the appearance of twoscenes look quite different globally: Both cases indicate that there are critical areas where differences critically determine the action needed. This necessitates an attentional mechanism to select such critical areas.
Definition I: The operation of the attenrional eflecto; a(t) for input r ( t ) and outpur z ( t ) is defined by:
where P denotes the sample mean^ of rhe raw signal r ( t ) .
For intended application, we would like to have a(t)' to behave in the following way. First, when all input components have large values, the attention selection is in its default mode, turning on all components. Second, when there are nearby objects, the .attention selection activates only nearby objects which are critical forpbject avoidance while far-away objects are replaced by their mean readings. This:attentional action, as shown in Fig. 2 , can be realized by two programmed functions g a n d f : and
4 t ) = d r i ( t ) , a i ( t ) ) (4)
whek T is, a lhreshold, i = 1,2 ,..., n, and r(t) = (rl(t),rz(t)i ..., r,(t)) denotes the input vector. The above function. f will suppress some far-away components (ai(t) = 0) if-there are objects closer than T. If all readings are faraway, we do not.want to turn the attention off completely and, therefore, we leave all attentional effecton on (Vj, a j ( t ) = I).. This is needed for the robot to pass through tight areas, where a small change in the width of a gap determines whether the robot can pass. Attention enables the robot to focus on critical areas and, thus, the learned behaviors sensitively depend on the .attended part of the range map.
In Fig. I , the.learner IHDR is a hierarchical organized high-dimensional regression algonthm. In order to develop . . . stable collision-avoidance behaviors, the robot needs sufficient training sample. [IO] shows that the attentional mechanism greatly reduces the number of necessary training samples for collision avoidance.
C. IHDR: Memoly associative mapping engine
In the context of the appearance-based approach, the mapspace X into action space Y remains a nontrivial problem in machine learning, particularly in incremental and realtime formulations. By surveying the literature of the function approximation with high dimensional input data, one can identify two classes of approaches: (I) approaches fit global parametrical model using a pre-collected training data set, and (2) approaches fit local models, usually by using temporal-spatially localized simple (therefore computationally efficient) models and growing the complexity automatically (e.g., the number of local models and the hierarchical suucture of local models) to account for the nonlinearity and the complexity of the problem.
The literature in the function approximation area concentrates primarily on the methods of fitting global models. they are not suitable for the online real-time learning in highdimensional spaces. First, they require a priori task-specified knowledge to select right topological structure and parameters. m e i r convergent are sensitive lo the initialization biases. Second, some of these methods are designed primarily for hatch data learning and are not easy lo adapt for incrementally anived data. Third, their fixed network topological structures eliminates the possibility 10 learn increasingly complicated scenes.
In contrast to the global learning methods described above, local model learning approaches are more suited for incremental and real-time learning, especially in the problem of a robot in an uncertain scene. Since there is limited knowledge about the scene, the robot, itself, needs to develop the representation of the scene in a generative and data driven fashion. Typically the local analysis (e.g.. IHDR 191 and LWPR 1141) generate local models to sample the high-dimensional space X x Y sparsely based on the presence of data points in a Vector Quantization manner.
Two major differences exist between IHDR and LWPR.
First, IHDR organizes its local models in a hierarchical way, as shown in Fig. 4 , while LWPR is a flat model. IHDRs tree structure recursively excludes many far-away local models from consideration (e.g., an input face does not search among nonfaces), thus, the time to retrieve and update the tree for each newly anived data point x is O(log(n)), where n is the size of the tree or the number of local models. This extremely low time complexity is essential for real-time online learning with a very large memory. Second, IHDR derives automatically discriminating feature suhspaces in a coarse- for a complete presentation). We outline a version used by this paper in T~~ kinds of nodes exist in IHDR: internal ,,odes (e.g., the rOOt , , de) and leaf nodes. Each internal node has q children, and each child is associated with a discriminating function:
2 2 where W; and c; denote the distance metric matrix and the x-center of the child node i, respectively, for i = 1 , 2 , ..., q.
Meanwhile, a leaf node, say c, only keep a set of prototypes P, = {(x1,yl),(x~,y2), ..., (xnc,ync)}. The decision houndaries for internal nodes are fixed, and a leaf node may develop into an internal node by spawning (see Procedure I, step 8) once enough prolotypes are received.
The need of learning the matrices W,, i = l , Z , ...,q in Eq. (6) and inverling them makes it impossible to define IV, (for i = 1,2, ..., q) directly on the high dimensional space X. Given ' updating rate, depending on n, in such a way e: where p(n) is the amnesic function defined in Eq. (S), p and n. are empirical defined parameters, M' is the old estimation of the projection matrix (before update using Eq. (IO)), and r,(n-l) and r,(n) denote, respectively, the old and new estimations of the covariance matrix of the cluster rn. 8 if the size P, is larger than nf, a-predefined parameter, then 9: Mark c as an internal node. Create q nodes as c's children, and reassign each prototype xi in P, to the child k, based on discriminating functions defined in Eq. (6) . This is to compute: 
THE ROBOTIC SYSTEM AND ONLINE TRAINING
PROCEDURE
The tests wereperformed in a humanoid robot, called Dav (see . Fig. 3 , built in the Embodied Intelligence Laboratory at-: is designed and implemented by using a PU104 embedded computer system. This architecture provides a clientlserver model for realizing a robot interface. Acting as a client, the high-level control program sends UPD packets to the server, which executes low-level device control. (e, d ) gives the imposed action, where tJ denotes the desired steering angles, and d controls the speed of the base.
Mounted on the front of Dav, the laser scanner (SICK PLS) tilts down 3.8' for possible low objects. The local vehicle coordinate system and control variables are depicted in Fig. 7 . During training, the control variables ( 0 , d ) are given interactively by the position of the mouse pointer P through a GUI interface. Once the trainer clicks the mouse button, the following equations are used to compute the imposed (taught) action y = ( u ,~) :
where Kp and K, are two predetermined positive constants.
Area II corresponds to rotation about the center of the robot with U = 0.
Dav's drive-base has four wheels, and each one is driven by two DC motors. Let q denote the velocity readings of the encoders of four wheels. Suppose U, and uY denote the base's translation velocities, and w denotes the angular velocity of the base. By assuming that the wheels do not slip, the kinematics of the base is:
where B , defined in [17] , is an 8 x 3 matrix. The base velocities
is not directly available to learning. It can be estimated from the wheels' speed vector q in a least-squareerror sense:
(14)
In this paper, we use two velocities, (uy,w) , as the control vector y. Thus, the IHDR tree learns the following mapping incrementally:
(z(t),v(t)).
During interactive learning, y is given. Whenever y is not given, IHDR approximates f while it performs (testing). At the low level, the controller servoes q based on y.
A. Online incremental training
The learning procedure is outlined as follows: I ) At time frame t , grab a new laser map r ( t ) and the wheels' velwity q ( t ) . Use Eq. (14) to calculate the base's velocity v(t).
2) Computer a ( t ) based on r ( t ) using Eq. (5). Apply attention a(t) to given z ( t ) using Eq.. (4). Merge z ( t ) and the current vehicle's velocities, v(t), into a single vector x ( t ) using Eq. (I).
3) If the mouse button is clicked, Eq. (12) is used to calculate the imposed action y ( t ) , then go to step 4. Otherwise go to step 6. 4) Use input-output pair ( x ( t ) , y ( t ) ) to train the IHDR-tree by calling Procedure 1 as one incremental step. 5) Send the action y ( t ) to the controller which gives q(t+ 1). Increment t by 1 and go to step 1. 6) Query the IHDR tree by calling Procedure 2 and get the primed action y ( t + 1). Send y ( t + 1) to the controller which gives q(t t l ) . Increment t by 1 'and go to step
1.
. ' Online incremental training processing does not explicitly have separate.training and 'testing phases.. The learning process is repeated continuously when the actions are imposed.
IV. EXPERIMENTAL RESULTS
" .~ . .A. Simulation experirnqnrs
To show the importance of the attentional mechanism, two IHDR trees were trained simultaneously: one used attention and the other used the raw range image directly. We interactively trained the simulated robot in 16 scenarios which acquired I157 samples:
In order to test the generalization capability of the learning system,^ we performed the leave-one-out test for both IHDR . trees. The I157 training samples were divided into I O bins.
Chose 9 bins for training and left one bin for testing. This procedure was repeated ten times, one for each choice of test bin. In the jth (i = 1,2, ..., 10) test, let v,j and &j denote, respectively, the true and estimated outputs, and e i j = ly,j -.&ijI-denotes the error for the ith testing sample: We define the mean-error P and variance a, of erfor as:
E&EEie,
where m. denotes the number of testing samples. The results of cross-validation test' for two IHDR trees are shown in Fig.' 8. Comparing the results, we can see that both mean error and variance were decreased about 50 percent by introducing attention, which indicates that generalization capability was improved.
Secondly, we performed a test 'the two IHDR trees in an environment different from the training scenarios for 100 . times. Each time we randomly chose a start position in <he. free space. In Table I , we report the rate of success for the two trained IHDR trees. We treated a run to be successful when the robot can .run continually for three minutes without hitting an obstacle. From the Table 1 , we can see that the rate of success increased greatly by introducing attention.
In Fig. 9 , with attention, the simulated robot performed successfully a continuous 5-minute run. The robot's trajectory is shown by small trailing circles. Remember that no environmental map was stored across the laser maps and the robot had no global position sensors. Fig. 10 shows that, without attention, the robot failed several times in a half minute test
Nn.
B. Experiment on.rhe Dav robot
A continuous 15-minute run was performed by Dav in the corridor of the Engineering Building at Michigan State University. The corridor was crowded with high school students, as shown in Fig. 11 . Dav successfully navigated in this dynamic changing environment without collisions with moving students. It is worth noting the testing scenarios were not the same as the training scenarios.
V. DISCUSSION AND CONCLUSION
The system may fail when obstacles were outside the fieldof-view of the laser scanner. Since the laser scanner has to be installed at the front, nearby objects on the side are not "visible." This means that the trainer needs to "look ahead" when providing desired control signals so that the objects are not too close to the "blind spots." In addition, the attentional mechanism assumes that far-away objects were not related to the desired control signal. This does not work well for long term planning, e.g., the robot may be trapped into a U-shape setting. This problem can be solved by integrating this local collision avoidance with a path planner, but the latter is beyond the scope of this paper.
This paper described a range-based obstacle-avoidance learning system implemented on a mobile humanoid robot.
The attention selection mechanism reduces the importance of far-away objects when nearby objects are present. The power of the learning-based method is to enable the robot to learn very complex function between the input range map and the desired behavior, such a function is typically so complex that it is not possible to write a program to simulate it accurately. Indeed, the complex range-perception based human action learned by y = f(z,v) is too complex to write a program without learning. Tlie success of the learning for high dimensional input (z,v) is mainly due to the power of IHDR, and the real-time speed is due to the logarithmic time complexity of IHDR. The optimal subspace-based Bayesian generalization enables quasi-optimal interpolation of behaviors from matched learned samples. The online incremental learning is useful for the trainer to dynamically select scenarios according to the robots weakness (i.e., problem areas) in performance. It is true that training needs extra effort, but it enables the behaviors to change according to a wide variety of changes in the range map.
