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ABSTRACT  
 
Traditional crash prediction models, such as generalized linear regression models, are 
incapable of taking into account the multilevel data structure, which extensively exists in 
crash data. Disregarding the possible within-group correlations can lead to the production of 
models giving unreliable and biased estimates of unknowns. This study innovatively proposes 
a T×5 -level hierarchy, viz. (Geographic region level – Traffic site level – Traffic crash level 
– Driver-vehicle unit level – Vehicle-occupant level) ×Time level, to establish a general form 
of multilevel data structure in traffic safety analysis. To properly model the potential cross-
group heterogeneity due to the multilevel data structure, a framework of Bayesian hierarchical 
models that explicitly specify multilevel structure and correctly yield parameter estimates is 
introduced and recommended. The proposed method is illustrated in an individual-severity 
analysis of intersection crashes using the Singapore crash records. This study proved the 
importance of accounting for the within-group correlations and demonstrated the flexibilities 
and effectiveness of the Bayesian hierarchical method in modeling multilevel structure of 
traffic crash data.   
 
Huang et al. 
 
3 
INTRODUCTION 
 
Crash prediction model (also called safety performance function) is one of the most important 
techniques in investigating the relationship between crash occurrence and risk factors 
associated with various traffic entities. These risk factors are assumed to provide information 
on the behavior of the crash occurrence, which is commonly measured by crash frequency 
with various degrees of crash severity. Appropriate probabilistic forms and statistically 
significant factors are identified based on the examination of crash occurrence mechanism and 
model fitting performance to the historical crash data. The typical structure of such models 
could be expressed as a general form as follows: 
 
),,(
)(~|
εβXθ
θθ
fwith
DistY
=
   (1) 
  
Y :           Dependent variable of interest, e.g. crash frequency or severity 
)(θDist :  Adapted distribution for θ|Y and its parameters 
X :          Covariates representing various relative risk factors to crash occurrence 
β :           Factor effects of X onY  
)(⋅f :       Link function relating X andY  
ε :           Disturbance/error terms in the model 
 
The dependent variableY is assumed to follow some distribution with parametersθ , 
which is further modeled as a link function ),( εβX,f . The selection of the distribution 
depends on the natural characteristics of the crash features of interest. Particularly, in 
predicting crash frequency, Poisson distribution is traditionally employed to model the count 
data (e.g. 1-4). In contrast, when crash severity is concerned, discrete outcome distributions 
are generally used, such as those in nominal models (e.g. 5-9) or ordered discrete models (10-
13). The distribution parameters (θ ) are then related to the risk factors using a link function 
which in a conceptual sense, consists of three components:  
i) a suitable transformation function forθ based on the nature of data type, for example, a 
logistic function for binary data or exponential function for count data; 
ii) an expression combining X and β , typically assuming a linear combination of X or 
their transforms, i.e. Xβ  , and 
iii) the term ε  to represent various disturbance/error terms assumed in the model. 
 
A significant number of studies have been conducted in investigating the suitability of 
various crash prediction models for both crash frequency and severity. Traditionally, 
generalized linear regression models (GLMs), such as Poisson model, Logit or Probit Models 
are broadly applied to build probabilistic formulations on the relationship of the crash 
occurrence with a variety of possible covariates. In most of these classical models, the 
disturbance term ε  is inherently determined by the adapted distribution, resulting in some 
constraints for the mean and the variance of the model (e.g. ‘variance = mean’ in Poisson 
model, or ‘variance = mean× (1-mean)’ in Binomial Logit model). Hence, they may not be 
adequate to account for some over-dispersed data, which are commonly found in crash 
frequency data. To overcome the over-dispersion problem in count data, some overdispersed 
Poisson models have been proven to be useful by relaxing the condition of ‘variance = mean’ 
in standard Poisson model. Without explicitly distinguishing the source of over-dispersion, an 
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additional stochastic component ε  is introduced to the link function. By respectively 
assuming )exp(ε  a Gamma distribution or a Lognormal distribution, Poisson-Gamma model 
(also call NB model) (e.g. 14-18) or Poisson-Lognormal distribution (19) is typically 
employed.  
However, these GLMs suffer from a common underlying limitation that each 
observation (e.g. a crash or a vehicle involvement) in the estimation procedure corresponds to 
an individual situation. Hence, the residuals from the model exhibit independence. However, 
this “independence” assumption may often not hold true since multilevel data structures exist 
extensively because of the traffic data collection and clustering process. Disregarding the 
possible within-group correlations may lead to production of models with unreliable 
parameter estimates and statistical inferences. 
The objective of this study is to propose a Bayesian hierarchical method to explicitly 
model the multilevel data structure in crash data. In the following, potential multilevel data 
structures in traffic safety are comprehensively examined. A T5× -level hierarchy is 
innovatively proposed to establish a general form of the multilevel data structure. To properly 
model the potential between-group heterogeneity, a framework of Bayesian hierarchical 
method that explicitly specifies multilevel data is developed. A case study is then summarized 
to illustrate the proposed method. A concluding remark is finally given.     
 
MULTILEVEL DATA STRUCTURE IN TRAFFIC SAFETY 
 
A Common Neglect in Existing Models: Cross-Group Heterogeneity  
To clearly explain the underlying limitation of ‘independence’ assumption in GLMs, we take 
an example of a simple regression relationship between crash frequency and crash exposure. 
The crash exposure is defined as the amount of opportunities for crashes of a certain type 
which drivers or the traffic systems experiences. In this example, the crash exposure is 
assumed to have a linear relationship with the logarithm of the mean crash count ( µlog ): 
higher exposure is associated with more crashes. A standard GLM may generate the 
relationship as shown in Case (a) of Figure 1. Given the crash exposure ( x ), the variation 
between different observations ( y ) is restricted by distribution adapted ( )(µDist ). Put 
another way, the only stochastic component of variation is introduced by )(µDist .  
(Insert Figure 1 here) 
In particular, standard Poisson model assumes a fixed variance for different 
observations given µ , which exactly equals to µ . Hence the variation of y is only determined 
through observed heterogeneity, i.e. crash exposure in this example. In overdispersed Poisson 
models, by adding an additional disturbance (ε ) to relax the constraint of ‘variance = mean’, 
the new mean crash count ( µ~ ) is subject both to the deterministic variation associated with 
crash exposure but also to the unobserved heterogeneity introduced byε . For a given crash 
exposure ( x ), there is a distribution of µ~ ’s rather than a single value for the mean crash count
µ . However, overdispersed Poisson models only take an overall same distribution on the 
disturbance among individual observations. Hence different observations are still independent 
with each other. The potential structural improvement of overdispersed Poisson model over 
standard Poisson model is only being able to account for unobserved cross-individual 
heterogeneity in addition to the observed variations.  
However, the “independence” assumption may often not hold true since the multilevel 
data structures exists extensively, either intrinsically in the traffic data or extrinsically 
resulting from the manner data are collected or clustered. For example, to study the 
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relationship of crash count and exposure, a number of selected road segments may be nested 
in several areas of interest (e.g. cities). Moreover, for each selected road segment, there may 
be several observations from different time periods. In this case, some cross-group 
heterogeneities, either observed or unobserved, may exist due to spatial and temporal effects 
of crash data. Indeed, some characteristic variations may necessarily exist between different 
areas or between road segments.  
For instance, suppose the data in the above example are collected from four different 
areas, in each of which a number of road segments are involved in the study. The Cases (b)-(f) 
in Figure 2 illustrate various potential relationships between crash count and exposure. As 
discussed previously, if a standard GLM model is used on the aggregate dataset (Case (a)), the 
area-level context in which the road segments belong to is completely ignored: the same 
single straight line relationship is held to exist everywhere. In effect the model has explained 
“everything in general and nothing in particular”. However, given the different features 
among the areas such as the road density, there may be varying crash count/exposure 
relationships. One possible result shown in the Case (b) of Figure 2, is the varying-intercept 
pattern. Here each of four areas has their own crash count/exposure relation represented by a 
separate line. The single thicker line represents the general relationship across all four areas. 
The parallel lines imply that, while the crash count/exposure relation in each area is the same, 
some areas have uniformly higher crash frequency than others. In Case (c) and (d), the 
situations are more complicated as the steepness of the lines varies from area to area. In Case 
(c), the pattern is such that areas make very little difference for the relatively low exposure 
roads but there is a high degree of between-area variation in crash count for higher exposure 
roads. In contrast, Case (d) shows large area-specific differentials exist for the road segment 
with lower exposure. In Case (e), there is a complex interaction between crash count and 
exposure. In some areas it is the lower exposure roads which have relatively high crash 
frequency, whereas in others it is the higher exposure roads. While the final plot, Case (f), is 
unlikely to occur in terms of the present example, it can be expected in some other risk 
factors. Across all the areas there is no relationship between the crash count and the risk factor 
(the single thicker line is horizontal) but in specific area there are distinctive relationships. 
This situation is similar to Case (c) but here the differences result from some areas having 
high crash frequency for high value of the risk factor, while in others they have the lowest 
frequency. 
The cross-area variations of slopes and intercepts could be caused by various area-
specific heterogeneities. For those observable heterogeneities, it is theoretically possible to 
factorize and then account them by using some classical techniques such as GLM with 
consideration of interactions, ANOVA, or ANOCOVA. But traffic crash is a complex event 
with a large number of factors involved. Ideally, all of the relevant factors in different levels 
(e.g. road segment level and area level) should be considered in the model. In practice, 
however, some of the factors may not be available or even collectable for study. A model may 
only consider the most important factors and omit the others. It assumes that similar groups 
(i.e. with same selected observable factors) have the same pattern of crash occurrence. In the 
real world, however, similar groups (e.g. area) may be different in omitted factors and thus 
may have different means. These unobservable or omitted heterogeneities introduce additional 
variance to the data and cause the over-dispersion. Consequently, without appropriately 
accounting for the cross-group heterogeneities, the estimates of the standard error in the 
regression coefficients may be underestimated.   
The patterns shown in the above example exist almost everywhere in the traffic safety 
studies since most crash datasets are collected with an inherent multilevel structure. For 
example, in predicting crash severities, it is reasonable to assume that the characteristics of the 
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vehicles within which casualties are traveling will affect their probability of survival. If this is 
the case, then casualties within the same vehicle would tend to have more similar severity 
than casualties in different vehicles, rendering the assumption of residual independence 
invalid. The same argument may be extended to encompass the effect of similarities between 
different crashes, traffic sites, or geographical regions.  
 
A T5 × -level Hierarchy in Traffic Safety Data  
To systematically examine the possible multilevel data, a T5× -level hierarchy, as shown in 
Figure 2, is proposed to represent the general framework of multilevel data structures in traffic 
safety. Along the vertical of this triangular prism is a five-level hierarchy representing various 
traffic entity including, from macroscopic to the microscopic levels, Geographic region level 
– Traffic site level  – Traffic crash level – Driver-vehicle unit level – Vehicle occupant level. 
All these traffic entity levels are structured along a horizontal time axis, defined as Time level, 
thus resulting in a “ T5× ” -level hierarchy.  The involvement and emphasis for different sub-
groups of these levels depend on different research purposes and also rely on the 
heterogeneity examination on crash data employed. Generally, macro-analysis focus on the 
top three levels, i.e. Geographic region level, Traffic site level, and Traffic crash level, while 
micro-analysis concern the bottom three levels, i.e. Traffic crash level, Driver-vehicle unit 
level, and Vehicle occupant level.  
(Insert Figure 2 here) 
Specifically, the Geographic regional level could be a number of regions, countries, 
states, or cities etc. Inter-regional studies generally include the traffic data collected from the 
regions of interest. This level are normally associated with a number of contextual factors 
potentially affecting the traffic safety situation such as driving regulations, road density, 
spatial features, population and other socio-economic features. Nested under Geographic 
regional level is Traffic site level, which is of greatest interest in many traffic safety studies. It 
consists of what constitute the basic road network, namely road segments (link) and road 
junctions (node). Various collective or comparative safety studies are conducted regarding 
road design, operation and assessment. While traffic sites necessarily reside in some 
geographic region, various types of traffic crash occur at different traffic sites. Traffic crash 
level has been the most direct and thus most used criterion in monitoring the safety situation 
for traffic sites. It is intuitively reasonable that characteristics of crashes occurring at a same 
site should be correlated due to the same context in terms of geometric, traffic, and regulatory 
control factors. Measures such as crash severity, collision type and possible crash causes are 
used to characterize the traffic crashes. Driver-vehicle unit level, including driver and vehicle 
crash involvements, is the most concerned entity in traffic safety because it directly relates to 
the life and property loss. Individual severity of driver injury or vehicle damage may 
potentially show a strong correlation between those involved in the same multi-vehicle 
crashes. Various driver and vehicle characteristics are factors distinguishing different involved 
units in this level. The lowest level in the hierarchy is vehicle occupants involved in crashes. 
This level is commonly concerned with such aspects as driver behavior and vehicle design. 
Finally, traffic data in any entity level are necessarily marked by a time scale (horizontal axis 
in the prism), with which the interest of studies may be on the time serial correlations of 
traffic safety situation.        
In the framework of the T5× -level hierarchy, typical data clustering designs in traffic 
safety research could vary depending on the research purposes. For example, in some inter-
regional studies, with Geographic region level as higher level, study subjects in the lower 
level could be safety performance of various traffic sites, drivers or vehicles. In these cases, 
two-entity-level design could be used to explicitly examine the safety effects of risk factors in 
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both individual and contextual levels. The two-entity-level design can be naturally extended to 
reflect three-entity-level data structure, for example, Geographic region level – Traffic site 
level – Traffic crash level. Moreover, when time series are considered, panel data design or 
repeated cross-sectional design could be used. In panel data design, a set of sites within 
regions are pre-selected on which repeated measures along time are conducted, whereas 
repeated cross-sectional design consider a number of time periods, in each of which selected 
sites may be different.  
  
BAYESIAN HIERARCHICAL METHOD ON MULTILEVEL CRASH DATA 
 
The previous sections show that appropriate method is needed to account for the multilevel 
data structure in traffic safety discipline. In this section, a methodological framework using 
Bayesian hierarchical modeling is established to properly model the potential heterogeneities 
due to the multilevel data structure. A number of advantages of this method ensure its great 
potential of extensive applications in traffic safety discipline.  
 
Hierarchical Models   
To model the multilevel data structure, several potential solutions have been found in the 
literature. For example, some researchers have employed the artificial intelligent models (AI) 
in crash prediction such as the most widely used neural networks (NN) and Bayesian NN (20-
23). But the NN has been criticized for being black boxes incapable of generating explicit 
functional relationships and statistically interpretable results. Another useful technique in 
accounting for correlated data is generalized estimating equations (GEE), which is regarded as 
an extension of GLM (24, 25). GEE is also called as ‘marginal’ model, as distinguished from 
‘subject specific’ model, such as hierarchical model in this paper. When dealing with 
multilevel data structure, GEE aims to provide estimates with acceptable properties only for 
the fixed parameters in the model, while treating the existence of any random parameters as a 
necessary ‘nuisance’. Hence, the GEE may merely be superior in the case where the exact 
form of the multilevel data structure is unknown.  
Another way to distinctly address the multilevel data structure is to use hierarchical 
models (also called as multilevel model or random effect model). Hierarchical modeling is a 
statistical technique that allows multilevel data structures to be properly specified and 
estimated (see 26). Although the basic theories of hierarchical model have been developed 
and discussed for many years, it is only recent that many practical limitations on the use of 
hierarchical analysis have been overcome. Currently, hierarchical models have become 
commonplace in research in a variety of other disciplines such as sociology, education, 
political science, and public health. In employing the hierarchical model in the first 
application in traffic crash study, Shankar et al. (27) showed that the introducing of site-
specific random effects and time indicators into the NB regression model can significantly 
improve the explanatory power of crash models. Jones and Jorgenson (28) presented a good 
exploration and discussion on the potential applications of the hierarchical models. Since then, 
the hierarchical modeling technique has been gaining an increasing amount of attention in 
accounting for the multilevel data structure in crash prediction. For example, while some 
researchers (29-32) employed the hierarchical models for predicting crash frequency, others 
(28, 33, 34) developed hierarchical models to identify factors affecting crash severity.    
As defined by Gelman and Hill (26), a multilevel/hierarchical model is a regression (a 
linear or generalized linear model) in which the parameters – the regression coefficients – are 
given a probability model. Hence, this higher-level model has parameters of its own – the 
hyperparameters of the model – which are also estimated from the data. In the context of 
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GLM, the hierarchical modeling (also called hierarchical GLMs) is mainly working on the 
link function: disturbance terms are added to the model corresponding to different sources of 
variation in the multilevel data.   
Specifically, recall the general expression of statistical modeling in Equation (1), while 
the first part of the expression ( )(θDist ) remains to represent different characteristics of crash 
feature of interest, it is the disturbance term ε  which differs the hierarchical modeling to 
classical statistical models. It should be noted that here the ε  represents a general concept for 
the disturbances. In fact, it could consist of many components, with some of which working 
on the intercept, others on the slopes in the link function.  
A two-level hierarchical model is used to mathematically interpret how the method 
works on the multilevel data. As with most practices, a basic linear combination of βX,  is 
assumed to simplify the interpretation. Furthermore, the covariate vector X is divided into 
three components, c(1, 1LX , 2LX ), to respectively represent the factors associated with 
intercept, individual level (level 1) and group level (level 2). Correspondingly, β and ε  are 
also divided into different components to serve different functions with the bold symbol 
representing vector or matrix. Hence, the link function becomes the combination of models in 
terms of two levels, 
 
Level 1 model: 11110
1 )( LLLLf εβ ++=− βXθ     (2) 
Level 2 model: 20
2
0
22
00
1
0
LLLLL εββ ++= βX  
2
1
2
1
22
01
1 LLLLL εβXββ ++=  
 
The combined model is obtained by substituting the Level 2 model into Level 1 model,  
 
)()()( 21
12
0
12
1
212
0
22
01
12
00
1 LLLLLLLLLLLLf εXβXXβXβXθ ++++++=− εεβ  (3) 
 
It is clear that now the link function consists of two parts: fixed part and random part. 
The fixed part means a deterministic relationship fully depending on covariate X , while 
random part is stochastically determined by a number of disturbance terms. The components 
in both the two parts are interpreted as follows, 
 
Fixed part: 
 
1) 200
Lβ : The intercept, which is the main effect with all covariates equal zero. By centering all 
covariates on their mean, this term represents the main effect on the average values of 
covariates.  
2) 201
1 LL βX : 201
Lβ is the mean of the main-effect coefficient of level 1 covariates 1LX on the 
dependent variable.  
3) 20
2 LL βX : 20
Lβ is the main-effect coefficient of level 2 covariates 2LX  on the dependent 
variable.  
4) 21
21 LLL βXX : 21
Lβ is the interactive-effect coefficient of 1LX  and 2LX . This component make 
it possible to in-depth understand how contextual factor (level 2 covariates) could affect the 
individual factor (level 1 covariates). 
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Random part: 
 
1) 1Lε : The disturbance term associated with level 1 analysis. Normally, it is assumed to be 
identical independent distributed (IID) among individuals with mean zero and variance to 
be estimated. The associated unknown variance structure of this term facilitates the 
estimation of unobservable or omitted between-individual heterogeneity. The additional 
disturbance in overdispersed Poisson models is a typical example, in which with Gamma 
distribution assumption on )exp(ε resulting in Poisson-Gamma model, and Lognormal 
distribution assumption in Poisson-Lognormal model.  
2) 20
Lε : The disturbance term associated with level 2 analysis. It is also common to assume 
IID among groups (level 2) with mean zero and variance to be estimated. With this term, 
those individuals (level 1) belonging to a same group (level 2) share a same variance 
component, thus resulting in a within-group covariance. As a result, the model intercept 
now consists of three parts: 20
12
00
LLL εεβ ++  and is hence variable by between-individual 
(or within-group) variation 1Lε as well as between-group variation 20
Lε . 
3) 21
1 LL εX : 21
Lε is the disturbance vector on the slope of level 1 covariates 1LX  associated with 
level 2. 21
Lε makes the slope of 1LX  variable according to the data clustering. In other 
words, individuals in a same group share with a same variance on the slope. As a result, the 
slope of 1LX consists of two parts: 21
2
01
LL εβ + and is hence variable by between-group 
variation 21
Lε . Note that while 1LX  has varying main-effect slope, the main-effect slope for 
2LX is fixed. A higher level analysis, for example in a three-level model, could make this 
level 2 slope varying.   
 
It is clear that 20
Lε and 21
Lε are the unique features of hierarchical models while all of 
the rest components could be included and estimated in classical models. It is just these two 
stochastic terms making it possible to account for the unobservable or omitted heterogeneity 
in Level 2 model. 
In the framework of hierarchical modeling, the two-level model shown in Equation (3) 
is also called as varying-intercept and varying-slope model as defined by Gelman and Hill 
(2007). Obviously, this full-version model could be simplified by taking account of either 
varying intercept or varying slope, resulting in varying-intercept model and varying-slope 
model. 
 
Varying-intercept model:  
 
)()()( 20
12
1
212
0
22
01
12
00
1 LLLLLLLLLLf εεβ +++++=− βXXβXβXθ  (4) 
 
Varying-slope model:  
  
)()()( 21
112
1
212
0
22
01
12
00
1 LLLLLLLLLLLf εXβXXβXβXθ +++++=− εβ  (5) 
 
Clearly, all of these models could be expanded to accord with more complicated 
designs. The above derivative also showed that the hierarchical modeling provides a rather 
flexible technique to account for various study purposes and different extent of model 
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complexity such as within-level or between-level interactions, varying intercept, and varying 
slopes.  
However, fitting hierarchical models, as well as displaying, checking, analyzing the 
model results necessarily get much more complicated than classical models. Given the 
increased ‘costs’ of using hierarchical models, a number of major advantages are identified in 
traffic safety research context.  
1) Hierarchical modeling provides a coherent model that simultaneously incorporates both 
individual-level and group-level models. In classical models, it is feasible to include 
covariates from all levels but incapable of also including the group indicator to account for 
the omitted or unobservable cross-group heterogeneity.  
2) Hierarchical modeling is more efficient in inference for parameters. In case of multilevel 
data, modeling with a complete pooling across all groups would give the average estimate 
ignoring variation among groups in contextual safety performance as shown in Case (a) of 
Figure 2. Whereas complete polling ignores variation between groups, the no-pooling 
analysis (separately modeling for each region) overstates it. The modeling paradigm of 
hierarchical analysis represents a preferred partial pooling, a compromise between these 
two extremes.  
3) Just because hierarchical modeling combines information from both overall individual-
level variation and group-level effect, it is feasible to use all the data to perform inference 
for groups with small sample size. This is impossible in classical model where only the 
local information is used.  
4) Crash prediction models are sometimes used for prediction purpose. Since hierarchical 
model allow the data vary by group, we can make predictions for new units in existing 
groups or in new groups. The latter is difficult to do in classical models: if a model ignores 
group effects, it will tend to understate the error in predictions for new groups.  
 
4.2 Bayesian Inference  
Algorithms of likelihood-based inference (such as maximum likelihood estimate, or MLE) for 
some hierarchical GLMs have been successfully built up for many years. Currently, such 
hierarchical models can be fitted from a frequentist perspective with specialized computer 
software such as “MLwinN” and “HLM”.  
An alternative approach is to put the hierarchical model into a Bayesian framework 
which explicitly models the hierarchical structure. With the recent development of computing 
capacity and Bayesian analysis techniques, some researchers have been working on 
calculating the models in a Bayesian framework (26, 35). Bayesian inference (BI) is the 
process of fitting a probability model to a set of data and summarizing the result by a 
probability distribution on the parameters of the model and on unobserved quantities such as 
predictions for new observations. Instead of giving “maximum likelihood” estimates for the 
studied unknowns totally based on the sample data in MLE inference, the essential 
characteristic of Bayesian methods is its explicit use of probability for quantifying uncertainty 
in inferences based on statistical data analysis. Specifically, the ultimate aim of Bayesian data 
analysis is to obtain the marginal posterior distribution of all unknowns, and then integrate 
this distribution over the unknowns that are not of immediate interest to obtain the desired 
marginal distribution.  
The BI is recommended for the proposed hierarchical models in this paper. As 
indicated from a large number of theoretical studies and applications, BI shows numerous 
theoretical and practical advantages over the “classical” likelihood-based inference methods 
(also called frequentist methods). Several major advantages in the traffic safety context are 
identified as follows.  
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1) BI can accumulate evidences from any information sources regarding crash prediction. A 
special property of the crash prediction models among most the traffic safety problems is 
that the data is difficult to collect and gradually available along the time scale, e.g. year by 
year. And furthermore, there are many possible variations for the prediction models itself 
as the outcome of changes of some influential factors, e.g. the installation of red light 
camera, or the adjust of amber interval time. This means that, to make the models valid, 
we need update them periodically with the coming of new data. The Bayesian algorithm 
provides a quite flexible and reliable measure to realize this updating requirement. In 
Bayesian context, the previous model, any engineering experiences or justified previous 
findings could be used as the prior knowledge of the updated model (37).  
2) Missing data occur very commonly in crash records. In Bayesian method, missing data are 
automatically modeled as latent variables in a manner that takes into account the 
information contained in other observed data.  
3) Bayesian posterior distributions for parameters are perfectly valid for any size of sample. 
One of the most important strength of BI is the capability to handle small size data. The 
extensive application of empirical Bayesian approach in observational before-after study 
of safety treatment evaluation is a good supportive example of this statement (Hauer, 
1997). 
4) Regarding model comparison, frequentist hypothesis tests require that only two models 
are compared, and these models must be nested. In a Bayesian setting, any number of non-
nested models may be compared. 
 
The general computing approach for BI is Markov chain Monte Carlo (MCMC) 
methods. MCMC is a general method based on drawing values of unknowns from 
approximate distributions and then correcting those draws to better approximate the target 
posterior distribution. Gibbs sampler and the Metropolis-Hastings algorithm are the most 
widely used simulation algorithms in MCMC. BUGS modeling language (Bayesian Inference 
using Gibbs Sampling) is a prevailed tool to allow the computation using MCMC algorithms 
for all sorts of Bayesian models, including most of the hierarchical models applied. 
WinBUGS package (37) provides a flexible and simplified platform to modeling with the 
BUGS programs. In particular, since specification of the full conditional densities is not 
necessary in WinBUGS, small changes in program code can achieve a wide variation in 
modeling options and thus facilitating sensitivity analysis and prior assumptions. In the 
following, a case study is summarized to illustrate the proposed Bayesian hierarchical method 
regarding model development, calibration and evaluation. 
 
ILLUSTRATIVE EXAMPLE 
 
In this example, a two-entity-level multilevel design (Individual severity ~ Traffic crash level 
– Driver-vehicle unit level) was conducted to investigate the individual severity of driver 
injury and vehicle damage in intersection crashes (see 34 for details of this study). A total of 
4095 crashes occurring at signalized intersections during 2003-2005 were extracted and used 
in the model. In these, 7840 driver-vehicle units were involved, resulting in an average 
involvement rate of 1.91 individuals per crash.  
To yield a net effect estimate of each potential factor on individual severity, a binary 
dependent variable is defined by combining the severity of driver injury and vehicle damage. 
In particular, for the ith driver-vehicle unit involved in the jth crash, the high severity ijY = 1 is 
defined when the driver was fatal/seriously injured or the vehicle was extensively damaged, 
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and low severity otherwise ( ijY = 0). One the other hand, ten covariates in the Traffic crash 
level (level 2) and five in the Driver-vehicle unit level (level 1) are employed to explain the 
severity variations. The factors included in the model are listed in Table 1.  
 (Insert Table 1 here) 
A preliminary examination of potential within-crash correlation in the collected data 
set identified a significant correlation between individuals involved in same multi-vehicle 
crashes. In particular, in a multi-vehicle crash, if the severity of driver-vehicle unit was 
identified as high severity state, then the others had a probability of 31% also to be in high 
severity. On the other hand, if a driver-vehicle unit was in low severity state, then the others 
had only 12% chance to be in low severity state. This significantly lower ratio clearly implies 
that the correlation among the individual severities in a multi-vehicle crash may exist. Hence, 
a hierarchical Binomial Logistic model (HBL) may be more appropriate in modeling the data 
than ordinary Binomial Logistic model (BL). 
In the model specification, only the varying-intercept model was investigated to avoid 
excess complexity as the large set of covariates used. Specifically, the probability of ijY = 1 is 
denoted by )1Pr( == ijij Yπ , hence the HBL model with varying-intercept could be expressed 
as,  
 
j
L
j
L
i
ij
ij
ij εβπ
π
π +++ =







−
= 2
2
1
1
01
log)Logit( βXβX  (6) 
 
where, 1LiX is the vector of five covariates in the Driver-vehicle unit level (level 1) while 
2L
jX  
is the vector of ten covariates in the Traffic crash level (level 2). 0β , 1β and 2β are the 
regression coefficients to be estimated. jε is the disturbance term on the crash level (level 2), 
introducing a random effect for the model intercept for different crashes. As a result, those 
driver-vehicle units (level 1) belonging to a same group (level 2) share a same variance 
component, thus resulting in a within-group covariance. jε  is assumed as a normal 
distribution with mean zero and variance 20τ . The variance of outcome ( ijY ) therefore consists 
of two components: the variance of jε  (
2
0τ ) which captures the between-crash variability 
(level 2), and the variance associated with logistic distribution which captures the within-crash 
variability (level 1).  
In the absence of reliable informative priors, uninformative priors were employed for 
all regression coefficients ( 0β , 1β and 2β ) with Normal distributions (0, 1000), and the 
variance 20τ  with Inverse-Gamma distribution (0.001, 0.001). In the model calibration using 
WinBUGS package, three chains of 20,000 iterations each produced trace plots with a good 
degree of mixing, and Brooks, Gelman and Rubin convergence diagnostics indicated 
convergence.  
To check the model adequacy, the normality assumption of jε  were assessed. In the 
MCMC simulation, 200 random effects jε  were randomly sampled, and the fact that they 
averaged very close to zero was reassured. Normal probability plots, revealing no strong 
abnormalities, also validate the normality and exchangeability assumptions. 
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In the results, the variance of jε , indicating the magnitude of the between-crash 
variance ( 20τ ), is 1.34. An Intra-class Correlation Coefficient ρ  (ICC) could be normally 
defined to examine the proportion of specific crash-level variance (level 2) in overall residual 
variance (28, 32). Since the logistic distribution for the individual-level (level 1) residual 
implies a variance of 29.33/2 =π , this implies that for the HBL model of this example, the 
ICC for between-crash residual is  
 
%9.28
3/34.1
34.1
3/ 2220
2
0 =
+
=
+
=
ππτ
τ
ρ   (7) 
 
The ICC is an indicator of the magnitude of the within-crash correlation. A value of ρ  close to 
zero means that there is a very small variation between the different crashes, whereas a 
relative large value of ρ  implies a favor for hierarchical model. This means that 28.9% of 
unexplained variations in individual severity were resulted from between-crash heterogeneity, 
which strongly suggests the usefulness of the model specification of hierarchical structure.  
To further ensure the advantage of employing HBL over BL, a BL model with the 
same covariates and dataset was also be estimated to compare with the calibrated HBL model. 
The BL model was obtained by dropping random effects jε , which means ignoring the 
severity correlations between driver-vehicle units within the same crashes.  
For model comparison, Deviance Information Criterion (DIC), proposed by 
Spiegelhalter et al. (38) is used. In complex hierarchical models where parameters may 
outnumber observations, DIC provides a Bayesian measure of model complexity and fit that 
can be combined to compare models of arbitrary structure. Specifically, DIC is defined as: 
 
DD pDpDDIC +=+= )(2)( γγ  (8) 
 
where )(γD is the deviance evaluated at the posterior means of estimated unknowns (γ ), and 
posterior mean deviance )(γD can be taken as a Bayesian measure of fit or “adequacy”. Dp  is 
motivated as a complexity measure for the effective number of parameters in a model, as the 
difference between )(γD  and )(γD , i.e., mean deviance minus the deviance of the means. As 
a generalization of Akaike Information Criterion (AIC), DIC can thus been considered as a 
Bayesian measure of fit or adequacy, penalized by an additional complexity term Dp . As with 
AIC, models with lower DIC values are preferred.  
(Insert Table 2 here) 
As shown in Table 2, model comparison between HBL and BL using DIC further 
strengthened the advantage of hierarchical model. Specifically, results show that )(γD  of HBL 
model (1984.5) is less than one third of that obtained in OBL model (6165.5). After penalized 
by Dp , the DIC value for HBL model (3067.9) is also hugely less than that in OBL model 
(6191.9). This further proves that the use of crash-level random effects in HBL model can 
substantially improve the model fit.  
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CONCLUSION 
 
This paper attempts to promote the use of multilevel analysis in crash prediction models. On 
the one hand, it was shown that multilevel data structure exists extensively in traffic safety 
because of data collection and clustering processes. For this, a T×5 -level hierarchy was 
innovatively proposed in this paper to give a general form for potential multilevel data in 
traffic crash analysis. On the other hand, it was found that traditional crash prediction models, 
such as wildly-used GLMs, are incapable of taking into account the heterogeneities due to 
multilevel data structure. Disregarding the possible within-group correlations may lead to 
production of models with unreliable parameter estimates and statistical inferences. 
 
To appropriately model the potential cross-group heterogeneities in multilevel data, a 
methodological framework was established. In this framework, hierarchical models that allow 
multilevel data structure to be explicitly specified and estimated are employed. Bayesian 
inference using Markov chain Monte Carlo algorithm is introduced and recommended to 
calibrate the proposed hierarchical models. The proposed method was illustrated in an 
individual-severity analysis of intersection crashes using the Singapore crash data. The 
illustrative example showed the flexibilities and effectiveness of the Bayesian hierarchical 
method in modeling multilevel structure of traffic crash data.  
 
The proposed multilevel analysis has a great potential in traffic safety discipline. While most 
previous studies ignored the multilevel structure in traffic crash data, this study suggested the 
importance of accounting for the cross-group heterogeneities in yielding reliable effect 
estimation for various risk factors as well as predictions for traffic safety situation in existing 
or new traffic sites. 
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TABLE 1   Covariates Used in the Study  
Covariates in the crash-level 
Day of week Road surface condition Vehicle movement 
Time of day Weather condition Presence of red light camera 
Intersection type Street lighting condition Pedestrian involved 
Nature of lane Road speed limit  
Covariates in the individual level 
Vehicle type Driver gender Passenger on board 
Driver age Offending party  
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TABLE 2   Model Comparison Using DIC and ICC 
 )(γD   )(γD  Dp  DIC 
BL model 6165.5 6139.1 26.4 6191.9 
HBL model 1984.5 901.1 1083.4 3067.9 
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FIGURE 1 Possible Relationships between Crash Occurrence and Risk Factors 
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FIGURE 2 A T5 × -Level Hierarchy in Traffic Safety Data 
 
