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The electrostatic Schwinger-Dyson equations are derived and solved for an electrolyte mixture
composed of mono- and multivalent ions confined to a negatively charged nanoslit. The closure
of these equations is based on an asymmetric treatment of the ionic species with respect to their
electrostatic coupling strength; the weakly coupled monovalent ions are treated within a gaussian
approximation while the multivalent counterions of high coupling strength are incorporated with a
strong-coupling approach. The resulting self-consistent formalism includes explicitly the interactions
of the multivalent counterions with the monovalent salt. In highly charged membranes characterized
by a pronounced multivalent counterion adsorption, these interactions take over the salt-membrane
charge coupling. As a result, the increment of the negative membrane charge brings further salt
anions into the pore and excludes salt cations from the pore into the reservoir. The corresponding
like-charge attraction and opposite-charge repulsion effect is amplified by the pore confinement but
suppressed by salt addition into the reservoir. The effect is particularly pronounced in high dielectric
membranes where the attractive polarization forces lead to a dense multivalent cation layer at the
membrane walls. These cation layers act as an effective positive surface charge, resulting in a total
monovalent cation exclusion and a strong anion excess even in the case of neutral membrane walls.
PACS numbers: 05.20.Jj,82.45.Gj,82.35.Rs
I. INTRODUCTION
Electrostatic interactions occurring in aqueous salt so-
lutions are the universal regulators of the biological mech-
anisms driving life on Earth. From the dense packing of
charged biomolecules in confined cell environment to gene
expression and viral infection, these interactions govern
various in and out of equilibrium processes present in
living organisms [1]. Our correct understanding and con-
trol of the biological systems thus necessitates the accu-
rate modeling of the electrostatic coupling between their
building blocks. This objective continues to motivate in-
tensive theoretical research work.
The quantitatively accurate description of electrostatic
interactions in electrolytes has been initiated by the in-
troduction of the Poisson-Boltzmann (PB) formalism by
Gouy [2] and Chapman [3] a century ago. The underlying
principle behind this formalism consists of the asymmet-
ric treatment of the fixed macromolecular charge density
ρs(r) and the mobile salt charge density ρc(r). More pre-
cisely, given a dielectric permittivity profile ε(r), the PB
theory upgrades the electrostatic Poisson equation
∇ · (r)∇V (r) = −ρs(r)− qeρc(r) (1)
by imposing to the mobile ions coupled to the background
potential V (r) a Boltzmann distribution of the form
ρc(r) ∝ e−qeV (r)/(kBT ), (2)
with the ionic valency q and electron charge e, and the
thermal energy kBT . The solution of the non-linear PB
Eq. (1) provides self-consistently the electric field E(r) =
−∇V (r), the salt density ρc(r), and various related ther-
modynamic functions such as the surface tension and in-
termolecular interaction energy profile required for the
determination of the stability conditions in biophysical
systems.
Despite its major contribution to our understanding of
living matter, the PB Eq. (1) presents a critical limita-
tion; the unique type of electrostatic interactions taken
into account by this formalism consists of the coupling
between the membrane charge and the salt ions, while
the theory neglects the energetic contribution from the
explicit ion-ion interactions to the salt charge density (2).
As confirmed by alternative derivations of the PB Eq. (1)
from more accurate theories [4, 5], this approximation
corresponds to a mean-field (MF) description of inhomo-
geneous charged liquids valid for weakly charged macro-
molecules, salt solutions of single valency and high con-
centration, and dielectrically uniform systems. In the op-
posite regime of dilute or multivalent salt solutions, and
strongly charged macromolecules such as DNA, the emer-
gence of charge correlations leads to unconventional be-
havior inaccessible by the PB formalism, such as the ag-
gregation of like-charged macromolecules [6–9], the elec-
trophoretic motion of anionic polyelectrolytes along the
applied electric field [10], and anionic streaming current
through negatively charged pores [11].
The investigation of charge correlations in inhomoge-
neous electrolytes was initiated by Wagner’s identifica-
tion of repulsive image-charge forces as the underlying
mechanism behind the experimentally measured surface
tension excess of salt solutions [12]. This pioneering work
was subsequently extended by Onsager and Samaras who
derived a limiting law for the electrolyte surface tension
in the regime of low salt concentration [13]. Being limited
to the regime of weak electrostatic potential fluctuations
strictly valid for neutral interfaces, the aforementioned
theories are not adequate for describing charge correla-
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2tion effects in macromolecular interactions where strong
surface charges are commonly involved.
The first theoretical description of one-loop (1l) level
correlation effects on the interaction of charged mem-
branes has been developed by Podgornik and Zeks
within a field-theoretic formulation of inhomogeneous
electrolytes [4] and by Attard et al. via the solution
of a modified Poisson-Boltzmann (PB) equation [14].
The former work predicted the correlation-driven attrac-
tion between similarly charged membranes previously ob-
served in numerical simulations [15]. Then, the role
played by 1l charge correlations on the interfacial ion den-
sities has been investigated for counterion liquids by Netz
and Orland [5] and for a salt solution distributed sym-
metrically around a thin charged interface by Lau [16].
In Ref. [17], we solved the 1l-level equations of state and
characterized charge fluctuation effects in the experimen-
tally relevant case of a salt solution in contact with a
charged dielectric membrane impenetrable to ions. We
also extended this formalism to the cylindrical nanopore
geometry in Ref. [18]. In these works, we developed as
well a truncated solution of the weak-coupling (WC) vari-
ational equations derived by Netz and Orland [19] in the
presence of macromolecular charges of arbitrary strength.
An upgraded version of the Onsager-Samaras theory for
neutral interfaces has been also developed within a vari-
ational optimization scheme by Hatlo and Lue [20].
In a counterion liquid of ionic valency q in contact with
a hard wall of surface charge density σs, the weight of
the correlations responsible for the departure from the
MF behavior is quantified by the electrostatic coupling
parameter Ξ = 2piq3`2Bσs where `B ≈ 7 A˚ stands for the
Bjerrum length [5]. Being based on the expansion of the
liquid grand potential in terms of the coupling parameter
Ξ scaling cubically with the ion valency, the validity of
the 1l approach is limited to monovalent liquids (q = 1)
typically located in the weak-coupling (WC) electrostatic
regime Ξ . 1. This indicates the inadequacy of the 1l
approach for the treatment of multivalent solutions where
the coupling parameter can reach the domain Ξ & 100
defining the electrostatic strong-coupling (SC) regime.
A critical step towards the quantitative understand-
ing of SC electrostatics has been taken by Moreira and
Netz in Ref. [21, 22]. The Authors developed a system-
atic SC approximation for the evaluation of the grand
potential of a counterion liquid interacting with strongly
charged macromolecules. Then, Hatlo and Lue developed
a self-consistent SC theory [23] based on the variational
optimization of the splitting of long and short range in-
teractions introduced by Santangelo [24].
In biological systems, multivalent counterions usually
coexist with background monovalent salt. This compli-
cation has been incorporated into the SC electrostatics
by Kanduc et al. in Refs. [25, 26]. Namely, the Au-
thors developed a dressed counterion theory where the
background salt was treated at the WC Debye-Hu¨ckel
(DH) level and the additional multivalent counterions
were incorporated within the SC approximation. Then,
in Ref. [27], we upgraded this formalism by treating the
monovalent salt interactions at the full 1l-level. Within
this SC-dressed 1l theory, we investigated the polymer
adsorption onto like-charged membranes by added mul-
tivalent counterions. Finally, the variational SC theory of
Ref. [23] has been extended by the Authors via the inclu-
sion of monovalent salt treated at the MF PB level [28].
In this article, we carry the perturbative theory of
Ref. [27] to a higher order and develop a self-consistent
formalism of mixed electrolytes composed of mono- and
multivalent charges. First, in Sec. II, we derive the
formally exact Schwinger-Dyson (SD) equations for the
charged liquid in contact with arbitrary macromolecular
charges. The closure of these equations is chosen accord-
ing to the coupling strength of the different ionic species
in the liquid. Namely, the weakly coupled background
monovalent salt is treated within a gaussian approxima-
tion that assumes moderate potential fluctuations around
the MF PB solution. Then, the multivalent counterions
of high coupling strength are considered within a low fu-
gacity expansion equivalent to a SC approximation.
The resulting strong-coupling SD (SCSD) formalism
incorporates the direct effect of the multivalent coun-
terions on the monovalent salt partition in the pore.
This explicit many-body effect absent in the previous
salt-dressed SC formalisms [25–27] is the key progress of
our work. The electrostatic many-body picture emerging
from the theory indicates that the monovalent salt affin-
ity of the pore is set by the competition between the salt-
multivalent charge interactions and the salt-membrane
charge coupling. In Sec. III, this hierarchy is fully char-
acterized for charged slit pores in terms of the experimen-
tally accessible model parameters. We find that beyond a
characteristic pore charge, the interaction of the strongly
adsorbed multivalent counterions with the monovalent
salt prevails the salt-membrane charge coupling. As a
result, a further rise of the membrane charge enhances
the coion density and reduces the counterion density in
the pore. We show that the corresponding like-charge at-
traction and opposite charge repulsion effect is amplified
by the pore confinement or a high membrane permittiv-
ity but suppressed by added bulk salt. Our results are
summarized and the potential applications of the SCSD
formalism are discussed in Conclusions.
II. THEORY
A. Derivation of the liquid partition function
In this part, we derive the partition function of the
charged liquid in a functional integral form adequate for
analytical treatment [4]. The schematic depiction of the
charged system is presented in Fig. 1. The nanoslit of
thickness d and negative surface charge −σs is located
in a solid membrane of dielectric permittivity εm. The
slit connected to an external ion reservoir contains an
electrolyte of dielectric permittivity εw = 80 and tem-
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FIG. 1: (Color online) Schematic depiction of the charged
liquid confined to a nanoslit of thickness d. At its ends, the
slit of negative surface charge density −σs is in contact with
an ionic reservoir containing monovalent cations and anions
of respective concentrations n+b and n−b, and multivalent
counterions of valency qc and concentration ncb.
perature T = 300 K. In addition to implicit solvent, the
electrolyte is composed of p ionic species, with the ionic
species i of valency qi and total number Ni.
The canonical partition function of the confined elec-
trolyte is given by
Zc =
p∏
i=1
Ni∏
j=1
ˆ
drije
− 12
´
drρˆc(r)vc(r,r
′)ρˆc(r′)−Vi(rij)
×e− 12
´
drρˆc(r)w(r−r′)ρˆc(r′)+Es , (3)
with the steric potential Vi(rij) restricting the position of
the ion j of the species i to the phase space accessible to
the charges, and the charge and particle number densities
ρˆc(r) =
p∑
i=1
qi
Ni∑
j=1
δ(r− rij) + σ(r), (4)
ρˆn(r) =
p∑
i=1
Ni∑
j=1
δ(r− rij), (5)
where the negative membrane surface charge density is
σ(r) = −σs [δ(z) + δ(d− z)] . (6)
In Eq. (3), we used the Coulomb potential defined as the
inverse of the operator
v−1c (r, r
′) = −kBT
e2
∇ · ε(r)∇δ(r− r′). (7)
We introduced as well the hard-core (HC) ion-ion inter-
action potential defined as w(r−r′) =∞ if ||r−r′|| ≤ 2a
and w(r − r′) = 0 for ||r − r′|| > 2a, where we as-
sumed the same hydrated ion radius a for all species.
Finally, we subtracted from the total interaction energy
the ionic self-energy Es =
∑p
i=1Nii in a pure bulk sol-
vent, with the bulk self-energy of the species i defined as
i =
[
q2i vcb(0) + w(0)
]
/2, and the bulk Coulomb poten-
tial vcb(r) = `B/r where `B = e
2/(4pi`BkBT ) ≈ 7 A˚ is
the Bjerrum length.
Introducing in Eq. (3) an Hubbard-Stratonovich trans-
formation for each type of pairwise interaction potential,
the grand-canonical partition function
ZG =
p∏
i=1
∑
Ni≥0
ΛNii
Ni!
Zc (8)
takes the functional integral form [29]
ZG =
ˆ
DφDψ e−H[φ,ψ], (9)
with the Hamiltonian functional
H[φ, ψ] =
kBT
2e2
ˆ
dr [∇φ(r)]2 − i
ˆ
drσ(r)φ(r)
+
1
2
ˆ
drdr′ψ(r)w−1(r− r′)ψ(r′)
−
p∑
i=1
Λi
ˆ
dr ei−Vi(r)+iqiφ(r)+iψ(r) (10)
where Λi stands for the fugacity of the ionic species i.
The first three terms on the r.h.s. of Eq. (10) are respec-
tively the energetic contribution from the solvent, the
fixed membrane charges, and the HC interactions to the
grand potential. The fourth term corresponds in turn to
the contribution from the mobile ions.
The average ion density of the species i follows from
the grand potential βΩG = − lnZG as
ni(r) =
δ [βΩG]
δVi(r)
= 〈nˆi(r)〉 , (11)
where we introduced the density functional
nˆi(r) = Λi e
i−Vi(r)+iqiφ(r)+iψ(r). (12)
In Eq. (11), we used the bracket notation designating the
statistical average of a general functional F [φ, ψ] over the
fluctuations of the potentials φ(r) and ψ(r),
〈F [φ, ψ]〉 = 1
ZG
ˆ
DφDψ e−H[φ,ψ]F [φ, ψ]. (13)
We now restrict ourselves to the specific case of a solu-
tion composed of a monovalent 1:1 salt including cations
and anions of valency q± = ±1, fugacity Λ±, and bulk
concentration n±b, and an additional multivalent cation
species of valency qc, fugacity Λc, and bulk concentra-
tion ncb. For this electrolyte mixture composed of p = 3
species, the Hamiltonian functional (10) reads
H[φ, ψ] = Hs[φ, ψ] +Hc[φ, ψ], (14)
with the Hamiltonian component Hs[φ, ψ] associated
with the solvent, the monovalent salt, and the macro-
4molecular charge, and the multivalent counterion contri-
bution Hc[φ, ψ],
Hs[φ, ψ] =
kBT
2e2
ˆ
dr ε(r) [∇φ(r)]2 − i
ˆ
drσ(r)φ(r)
+
1
2
ˆ
drdr′ψ(r)w−1(r− r′)ψ(r′)
−
∑
i=±
ˆ
dr nˆi(r), (15)
Hc[φ, ψ] = −
ˆ
dr nˆc(r). (16)
B. Derivation of the electrostatic SCSD equations
1. SC expansion of the SD equations
We derive here the electrostatic equations of state ex-
tending the PB equation beyond the MF regime. The
corresponding SCSD equations are intended to account
for the WC correlations governing the monovalent salt
partition and the SC correlations mediated by the mul-
tivalent counterions. In Appendix A, we show that the
SD equations associated with a functional integral of the
form (9) are given by the formally exact identities〈
δH[φ, ψ]
δφ(r)
〉
= 0, (17)〈
δH[φ, ψ]
δφ(r)
φ(r′)
〉
= δ(r− r′). (18)
The equalities (17) and (18) result from the invariance
of the partition function with respect to an infinitesimal
variation of the electrostatic potential φ(r).
In order to simplify the notation, from now on, we will
omit the dependencies of the functionals on the poten-
tials φ(r) and ψ(r). At this point, we introduce the SC
approximation equivalent to a cumulant expansion of the
partition function (9) in terms of the multivalent counte-
rion density [21, 25]. Namely, by using the decomposition
in Eqs. (14)-(16), we first Taylor-expand Eq. (13) at the
linear order in the counterion density nˆc(r) to get
〈F 〉 = 〈F 〉s +
ˆ
drc [〈Fnˆc(rc)〉s − 〈F 〉s 〈nˆc(rc)〉s] , (19)
where we introduced the field average with respect to the
salt Hamiltonian in Eq. (15),
〈F 〉s =
1
Zs
ˆ
DφDψ e−HsF, (20)
with the salt partition function Zs =
´ DφDψ e−Hs .
Then, we use Eq. (19) to expand the SD Eqs. (17)
and (18) at the same order O (nˆc). This yields the SC-
expanded SD (SCSD) equations〈
δH
δφ(r)
〉
s
=
〈
δHs
δφ(r)
Hc
〉
s
−
〈
δHs
δφ(r)
〉
s
〈Hc〉s ,(21)〈
δH
δφ(r)
φ(r′)
〉
s
−
〈
δHs
δφ(r)
φ(r′)Hc
〉
s
+
〈
δHs
δφ(r)
φ(r′)
〉
s
〈Hc〉s = δ(r− r′). (22)
Finally, applying the equality (19) to Eq. (11), the SC-
expanded mono- and multivalent ion densities become
n±(r) = 〈nˆ±(r)〉s +
ˆ
drc [〈nˆ±(r)nˆc(rc)〉s (23)
−〈nˆ±(r)〉s 〈nˆc(rc)〉s] ,
nc(r) = 〈nˆc(r)〉s . (24)
In the derivation of Eq. (24), we dropped a term of or-
der O
(
Λ2c
)
. We also note that from now on, our deriva-
tions will be based on a systematic linearization of the
equations in terms of the bulk counterion fugacity Λc or
equivalently the concentration ncb. Substituting now the
Hamiltonian functional and its components in Eqs. (14)-
(16) into the SCSD Eqs. (21) and (22), the latter take
the following form,
− kBT
e2
〈∇ε(r)∇φ(r)〉s − iσ(r)− i
∑
i=±,c
qi 〈nˆi(r)〉s (25)
=
kBT
e2
ˆ
drc [〈nˆc(rc)∇ε(r)∇φ(r)〉s − 〈nˆc(rc)〉s 〈∇ε(r)∇φ(r)〉s] + i
∑
i=±
qi
ˆ
drc [〈nˆc(rc)nˆi(r)〉s − 〈nˆc(rc)〉s 〈nˆi(r)〉s] ,
− kBT
e2
〈φ(r′)∇ε(r)∇φ(r)〉s − iσ(r) 〈φ(r′)〉s − i
∑
i=±,c
〈nˆi(r)φ(r′)〉s − δ(r− r′) (26)
=
kBT
e2
ˆ
drc [〈nˆc(rc)φ(r′)∇ε(r)∇φ(r)〉s − 〈nˆc(rc)〉s 〈φ(r′)∇ε(r)∇φ(r)〉s]
+i
∑
i=±
qi
ˆ
drc [〈nˆc(rc)nˆi(r)φ(r′)〉s − 〈nˆc(rc)〉s 〈nˆi(r)φ(r′)〉s] + iσ(r)
ˆ
drc [〈nˆc(rc)φ(r′)〉s − 〈nˆc(rc)〉s 〈φ(r′)〉s] .
5The l.h.s. of Eqs. (25) and (26) have respectively the
form of a PB-like equation for the average electrostatic
potential 〈φ(r)〉s induced by the fixed charge σ(r), and
a screened Laplace equation for the electrostatic correla-
tor 〈φ(r)φ(r′)〉s. These equalities are augmented on their
r.h.s. by the direct coupling between the mono- and mul-
tivalent ion densities. The explicit effect of the multiva-
lent counterions on the monovalent salt partition is pre-
cisely embodied in these coupling terms. In Sec. II B 2,
we explain the evaluation of the field averages in Eqs. (25)
and (26) within a Gaussian closure approximation.
2. Gaussian closure of the SCSD Eqs. (25)-(26)
Due to the non-linearity of the salt Hamiltonian (15),
the field averages in the SCSD Eqs. (25) and (26) can-
not be evaluated analytically. We will thus assume small
fluctuations of the weakly coupled monovalent salt den-
sities around their MF value and approximate the salt
Hamiltonian (15) by a Gaussian Hamiltonian,
Hs ≈ H0 = 1
2
ˆ
r,r′
[φ− iφ0]rG−1(r, r′) [φ− iφ0]r′
+
1
2
ˆ
r,r′
ψ(r)w−1(r− r′)ψ(r′). (27)
In the absence of HC interactions, Eq. (27) with-
out the second integral term would correspond to the
electrostatic Hamiltonian of the most general quadratic
form [19]. In the present case, the HC interactions of
our model are approximated in Eq. (27) by the bare HC
potential w(r− r′). A quadratic expansion of Eq. (15) in
terms of the potential ψ(r) shows that this approximation
neglects the renormalization of the naked HC potential
w(r− r′) by ionic excluded-volume effects, and the cou-
pling of these interactions to the electrostatic potential
φ(r). The corresponding approximation is justified by
the results of previous MC simulations and theoretical
investigations of Yukawa-type core interactions where it
was observed that surface wetting by excluded-volume in-
teractions and the variation of the interfacial charge den-
sities by the finite ion size are negligible in the submolar
concentration regime considered in the present work [30].
The evaluation of the field averages in Eqs. (23)-(26)
with the gaussian Hamiltonian (27) will be based on the
use of the generating functional
I[J1, J2] =
〈
e
´
dr[J1(r)φ(r)+J2(r)ψ(r)]
〉
s
(28)
= e
1
2
´
r,r′ J1(r)G(r,r
′)J1(r′)+i
´
r
J1(r)φ0(r)
×e 12
´
r,r′ J2(r)w(r−r′)J2(r′)
and its derivatives with respect to the generating func-
tions J1,2(r). First, from Eq. (28), the average value
of the electrostatic potential and its variance associated
with the monovalent salt follow as
〈φ(r)〉s = iφ0(r), (29)
〈φ(r)φ(r′)〉s = G(r, r′)− φ0(r)φ0(r′). (30)
Then, using Eqs. (19) and (28), the ion densities (23)
and (24) take the explicit form
n±(r) = ρ±(r)
{
1 +
ˆ
drcnc(rc)f±(r, rc)
}
, (31)
nc(rc) = ρc(rc), (32)
where we introduced the naked ion density function
ρi(r) = Λi e
q2i
2 vcb(0)−Vi(r)−qiφ0(r)−
q2i
2 G(r,r) (33)
free of the explicit multivalent counterion contribution,
and the Mayer function
fi(r, rc) = e
−qiqcG(r,rc)−w(r−rc) − 1. (34)
We evaluate now the field averages in the SCSD
Eqs. (25) and (26) within the gaussian closure approx-
imation of Eq. (27). Using extensively the identity (28),
after long and tedious algebraic manipulations, the SCSD
Eqs. (25)-(26) finally take the explicit form
kBT
e2
∇r · ε(r)∇r
{
φ0(r) + qc
ˆ
drcnc(rc)G(rc, r)
}
+
∑
i=±,c
qini(r) + σ(r) = 0, (35)kBTe2 ∇r · ε(r)∇r − ∑
i=±,c
q2i ni(r)
G(r, r′)− qc
ˆ
drcnc(rc)F (r, rc)G(rc, r
′) = −δ(r− r′). (36)
In Eq. (36), we introduced the charge structure function
F (r, rc) =
kBT
e2
∇r · ε(r)∇r [φ0(r) + qcG(r, rc)] + σ(r) +
∑
i=±
qiρi(r) [1 + fi(r, rc)] . (37)
C. Simplifying the SCSD Eqs. (35)-(36)
In this work, electrostatic correlations will be inves-
tigated within the submolar ion concentration regime
where the ion size is negligible [30]. Therefore, we will
6simplify the SCSD Eqs. (35)-(36) by removing the HC
interactions. In order to introduce this simplification, we
first replace the Laplacian terms in Eq. (37) by the first
terms of Eqs. (35)-(36), and expand the former at the
order O
(
Λ0c
)
to obtain [31]
F (r, rc) =
∑
i=±
qiρi(r) [fi(r, rc) + qiqcG(r, rc)
−qcδ(r− rc)] . (38)
Next, we set the HC interactions to zero, w(r− r′) = 0,
and approximate the Mayer function (34) by its Taylor
expansion, i.e. fi(r, rc) ≈ −qiqcG(r, rc). As this ap-
proximation cancels the first line of Eq. (38), the SCSD
Eqs. (35) and (36) finally reduce to
kBT
e2
∇r · ε(r)∇rφ0(r) +
∑
i=±
qiρi(r) + σ(r) = 0, (39){
kBT
e2
∇r · ε(r)∇r −
∑
i=±
q2i ni(r)
}
G(r, r′) = −δ(r− r′),
(40)
and the monovalent ion densities in Eq. (31) become
n±(r) = ρ±(r)
{
1∓ qc
ˆ
drcnc(rc)G(r, rc)
}
. (41)
We notice that the simplified SCSD Eqs. (39)-(40)
are similar in form to the WC variational equations of
Ref. [17]. The crucial difference between these two for-
malisms stems from the presence of the integral term in
the ion densities (41). In Sec. II D, we discuss qualita-
tively the physical consequence of this convolution inte-
gral incorporating into the SCSD Eqs. (39)-(40) the SC
electrostatics of the multivalent counterions.
D. Effect of the SC electrostatics on monovalent
salt partition
As noted above, the monovalent ion densities in
Eq. (41) differ from their WC counterpart by the pres-
ence of the convolution integral [17, 19] . With the aim
to understand the origin of this integral term, we use
Eq. (19) to obtain the total average potential as
〈φ(r)〉 = iφ0(r) + iqc
ˆ
drcnc(rc)G(rc, r). (42)
According to Eq. (42), the net average potential in the
liquid is given by the superposition of the salt-dressed po-
tential φ0(r) of Eq. (39) originating from the membrane
charges σ(r), and the convolution integral corresponding
to the potential induced by all multivalent counterions
in the liquid at the specific point r. This implies that
the monovalent ion partition characterized by Eq. (41) is
governed by the competition between the salt-membrane
interactions embodied by the term ρ±(r) depending on
the potential φ0(r), and the salt-multivalent counterion
interactions incorporated by the additional convolution
integral. This direct influence of the strongly coupled
multivalent counterions on the monovalent salt partition
is a newly emerging effect that has not been covered by
the previous perturbative SC theories [25–27]. Thus, the
self-consistent incorporation of the salt-counterion inter-
actions into the SC electrostatics is the key progress of
our work. In the limit ρ±(r) = 0 where this coupling
vanishes, Eqs. (39)-(40) indeed reduce to the Poisson and
Laplace equations in a pure solvent, i.e.
kBT
e2
∇r · ε(r)∇rφ0(r) + σ(r) = 0, (43)
−kBT
e2
∇r · ε(r)∇rG(r, r′) = δ(r− r′). (44)
Eqs. (43) and (44) correspond to the asymptotic SC the-
ory of Ref. [21]. Thus, in the absence of background salt,
the SCSD theory recovers the pure SC regime.
III. RESULTS
In this section, we carry out a detailed characteriza-
tion of the strongly coupled multivalent counterion ef-
fects on the monovalent salt affinity of nanopores. First,
in Sec. III A, we compare with MC simulation results
the predictions of Eqs. (39)-(40) on the density of purely
monovalent electrolytes in contact with anionic insulator
and metallic membranes. Then, in Sec. III B, we scru-
tinize the alteration of the monovalent ion partition in
charged nanoslits by added multivalent counterions. Our
results will be obtained from the perturbative expansion
of the SCSD Eqs. (39)-(40) in terms of the multivalent
counterion concentration ncb and the recursive solution
of these equations. The details of this solution scheme
explained in Appendix B will not be reported here.
A. Interfacial ion partition in monovalent salt
solutions
In Fig. 2, we compare with MC simulations the pre-
diction of the SCSD Eqs. (39)-(40) for the partition of
a symmetric monovalent solution in contact with a di-
electric plane located at z = 0. In the absence of mul-
tivalent ions, i.e. for ncb = nc(r) = 0 and n−b = n+b,
Eqs. (39) and (40) tend to the WC variational equations
of Ref. [21]. We also note that in Ref. [17], the MC data
in Fig. 2(b)-(f) for insulating membranes (εm = 1) have
been used to test the truncated solution of these equa-
tions. Here, this comparison is extended to the exact
numerical solution of these equations explained in Ap-
pendix B 5 a as well as the case of conducting membranes
with attractive image-charge interactions (εm =∞).
Fig. 2(a) illustrates the ion partition at a neutral mem-
brane surface of dielectric permittivity εm = 2  εw for
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FIG. 2: (Color online) Ion density and potential profiles for a symmetric monovalent electrolyte at insulator (εm = 1 or 2)
and metallic membranes (εm = ∞). (a) Dimensionless ion density at a neutral membrane surface (σs = 0) for the bulk salt
concentration nib = 0.5 M and a closest distance approach a = 1.5 A˚. (b) Electrostatic potential profile, and (c) counterion
and (d) coion densities at the salt concentration nib = 0.01 M, membrane charge density σs = 0.055 e/nm
2, and steric size
a = 2.125 A˚. The plots (e)-(f) are similar to the plots (c)-(d) with a higher salt concentration nib = 0.1 M and membrane
charge σs = 0.0775 e/nm
2. The symbols in (a) are the MC data of Ref. [32] and the symbols in (b)-(f) are from Ref. [33]. The
dashed curve in (a) is the DH result, and the solid curves in all plots are from the pure salt limit ncb = 0 of Eqs. (39)-(40).
the bulk salt concentration nib = 0.5 M. The compari-
son of the DH prediction and the MC data of Ref. [32]
shows that the ionic depletion originating from image-
charge interactions is underestimated by the DH result.
As previously shown in Ref. [17] by comparison with dif-
ferent MC data at lower bulk salt concentrations, the
inaccuracy of the DH theory originates from the uniform
interfacial charge screening assumption. This approxima-
tion neglects the self-consistently reduced screening of the
image-charge interactions within the ionic depletion layer
and underestimates the repulsive image-charge forces. In
Fig. 2(a), the comparison of the solid curve and symbols
shows that despite the considerably large bulk salt con-
centration, the enhanced interfacial depletion effect can
be taken into account by the self-consistent theory with
reasonable quantitative accuracy.
Fig. 2(b) compares now the average potential profiles
obtained from the self-consistent formalism with the MC
simulations of Ref. [33] at the weak membrane charge
density σs = 0.055 e/nm
2 and two different membrane
permittivities. At the insulator membrane with permit-
tivity εm = 1, the interfacial ion depletion driven by re-
pulsive image-charge interactions weakens the screening
of the average electrostatic potential. In the opposite
case of metallic interfaces with permittivity εm = ∞,
attractive image-charge interactions enhancing the inter-
facial ion density strengthen the screening experienced
by the average potential. Consequently, the potential at
the insulator membrane has a larger magnitude than at
the metallic interface. One notes that the self-consistent
theory can account for this dielectric effect with good
quantitative accuracy.
For the same membrane charge density and dielectric
permittivity values, we compare in Fig. 2(c) and (d) the
interfacial ion density profiles obtained from the theory
and simulations. In these figures, the key physical fea-
tures are the counterion concentration peak at the in-
sulator membrane and the coion density minimum at
the metallic interface. Both peculiarities are caused by
the opposing effect of ion-surface charge and ion-image-
charge interactions. Finally, Figs 2(e)-(f) illustrate sim-
ilar results at the larger ion concentration nib = 0.1 M
and charge density σs = 0.0775 e/nm
2 corresponding to
a higher electrostatic coupling strength. Again, the com-
parison of the theoretical curves and simulation results
shows that within the fluctuations of the MC data, the
self-consistent theory can reproduce with good quantita-
tive accuracy the cooperative effect of the surface polar-
ization forces and the direct coupling between the salt
ions and the fixed membrane charges.
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FIG. 3: (Color online) Pore-averaged monovalent counterion and coion densities of Eq. (45) against (a)-(b) the membrane
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B. Effect of multivalent counterions on the
monovalent ion partition
Here, we reconsider the weak membrane charge regime
of Sec. III A and investigate the alteration of the inter-
facial monovalent ion partition by the addition of dilute
multivalent counterions. From now on, we set the steric
ion size to a = 2 A˚ and the counterion valency to qc = 4.
1. Multivalent cation-driven coion attraction and
counterion exclusion mechanism
In Figs. 3(a) and (b), we plotted the pore-averaged
monovalent ion densities
ri ≡
〈
ni(z)
nib
〉
=
1
d− 2a
ˆ d−a
a
dz
ni(z)
nib
(45)
versus the membrane charge density at different mul-
tivalent counterion concentrations. As expected from
MF-level electrostatics, in purely monovalent solutions
(dashed curves with ncb = 0), the rise of the membrane
charge density amplifies monotonically the counterion at-
traction and the coion exclusion, i.e. σs ↑ r+ ↑ r− ↓.
However, in the presence of multivalent counterions, this
MF behavior is reversed beyond a characteristic surface
charge density σs = σ
∗
s where the increment of the neg-
ative membrane charge brings further negative ions into
the pore and excludes positive ions from the pore into
the reservoir, i.e. σs ↑ r+ ↓ r− ↑.
The like-charge coion attraction and the opposite-
charge monovalent counterion repulsion by the charged
membrane originate from the direct salt-multivalent
counterion (S-C) interactions embodied in the integral
term of Eq. (41). As illustrated in Fig. 3(c), the sign be-
hind this term indicates that the anion density rises and
the monovalent cation density drops linearly with the
amount of added multivalent counterions. In Figs. 3(e)
and (f), the corresponding effect is displayed with fur-
ther detail in terms of the local ion partition. The den-
sity curves correspond to the dots of the same color in
Figs. 3(a) and (b). In the WC regime where the direct
salt-membrane (S-M) interactions govern the system, the
increase of the membrane charge strength from σs = 0.05
e/nm2 (blue curves) to 0.1 e/nm2 (purple curves) en-
hances the monovalent counterion excess and the coion
exclusion. Then, the further rise of the membrane charge
density from σs = 0.1 e/nm
2 (purple curves) to 0.15
e/nm2 (red curves) amplifies the multivalent counterion
density by several factors (inset). Consequently, the S-C
interactions take over the S-M coupling, attracting fur-
ther coions into the mid-pore area and resulting in the
overall exclusion of the counterions from the slit pore
(main plots). In Figs. 3(a), one also sees that this com-
petition between the S-M and S-C interactions leads to
the drop of the critical membrane charge density with
the multivalent counterion concentration, i.e. ncb ↑ σ∗s ↓.
At this point, the question arises as to whether the
coion attraction and counterion repulsion by the charged
membrane is causally related with the membrane charge
inversion phenomenon. To shed light on this point, in
Fig. 3(d), we plotted the rescaled cumulative charge den-
sity profile defined as
kcum(z) ≡ 1
2σs
∑
i=±,c
qi
ˆ d
0
dz ni(z)− 1. (46)
As one moves from the bottom to the top membrane, the
cumulative charge density rises monotonically from −1 to
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FIG. 4: (Color online) Pore-averaged monovalent counterion
and coion densities (a)-(b) against the bulk salt concentration
at the pore size d = 30 A˚ and (c)-(d) against the pore size
at the salt concentration n+b = 0.08 M. The inset in (a)
illustrates the local multivalent counterion partition in the
pore. The membrane charge is σs = 0.15 e/nm
2 in all figures.
The remaining parameters are the same as in Fig. 3.
0 without turning to positive. Thus, in the characteristic
membrane charge regime where the coion attraction and
monovalent counterion exclusion take place (red curve),
the membrane charge inversion is absent. This indicates
the lack of direct correlation between these two effects.
We finally emphasize that in Fig. 3(a), the character-
istic surface charge density where the monovalent coun-
terion density cancels and turns to negative corresponds
to the upper validity limit of the dilute multivalent coun-
terion approximation introduced in the derivation of the
SCSD Eqs. (39)-(40). However, the quantitative validity
of this approximation is expected to break down before
this upper limit is reached.
2. Effect of monovalent salt and pore confinement
We probe now the influence of the bulk salt con-
centration on the counterion-induced correlation effects.
Figs. 4(a) and (b) display the salt dependence of the
pore-averaged monovalent ion densities (main plots) and
the local multivalent counterion density (inset). In a
purely monovalent electrolyte governed by S-M inter-
actions (dashed curves), salt addition into the reservoir
screens these interactions and weakens monotonously the
WC-level monovalent counterion attraction and coion re-
pulsion effects, n+b ↑ r+ ↓ r− ↑. However, in the pres-
ence of multivalent counterions (solid curves), monova-
lent ion densities exhibit a non-monotonic dependence
on the bulk salt concentration. Namely, rising the salt
concentration from the value n+b = 0.08 M associated
with the counterion exclusion regime (black curves and
dots) to n+b = 0.12 M (blue curves and dots), the
screening of the membrane surface charge lowers signif-
icantly the multivalent counterion density in the pore,
n+b ↑ nc(z) ↓. This weakens the strength of the S-C in-
teractions and attenuates the monovalent counterion ex-
clusion and coin attraction driven by these interactions,
i.e. n+b ↑ r+ ↑ r− ↓. Beyond the salt concentration
n+b ≈ 0.12 M where the multivalent counterion density
in the pore is considerably reduced (see the red curve in
the inset), the S-M interactions entirely take over the S-
C coupling. This drives the system to the WC regime of
pure monovalent solutions where n+b ↑ r+ ↓ r− ↑.
Figs. (4)(c) and (d) show that the pore confinement
has a similar effect on the monovalent salt partition. In
the absence of multivalent charges (ncb = 0) where the
salt affinity of the pore is set by the WC S-M interac-
tions, the decrease of the pore size amplifies the average
electrostatic potential and enhances monotonically the
monovalent counterion density, d ↓ r+ ↑. However, in so-
lutions including multivalent counterions (ncb > 0), this
MF behavior is bounded by a lower pore size d = d∗
where the average counterion density r+ reaches a max-
imum. Indeed, below this pore size, the high electro-
static potential leads to a pronounced multivalent coun-
terion adsorption, rc  1. Consequently, the repulsion of
the monovalent counterions by the multivalent counteri-
ons takes over their attraction by the membrane charges.
This results in the drop of the monovalent counterion
density with the pore size, i.e. d ↓ rc ↑ r+ ↓. Finally,
Fig. (4)(c) shows that the corresponding competition be-
tween the S-M and S-C interactions leads to the rise of
the critical pore size with the bulk counterion concentra-
tion, i.e. ncb ↑ d∗ ↑. The effect of the surface polarization
forces on this competition is investigated in Sec. III B 3.
3. Membrane permittivity and surface polarization forces
Membrane engineering techniques based on the inser-
tion of graphene nanoribbons into a host matrix allows to
increase the dielectric permittivity of the substrate from
the characteristic range of biological and synthetic mem-
branes εm ∼ 1 up to the value of εm ≈ 8000 compara-
ble with the metallic interface limit [34, 35]. Motivated
by this point, we consider a weak pore surface charge
σs = 0.01 e/nm
2 and characterize the influence of the di-
electric contrast between the membrane and the solvent
on the multivalent counterion-driven correlations.
Figs. 5(a)-(c) illustrate the pore-averaged mono-
and multivalent ion densities r±,c versus the mem-
brane permittivity εm. Fig. 5(d) displays in turn
the ionic self-energy embodying the image-charge in-
teractions and obtained from the equal point correla-
tion function renormalized by its bulk limit, δG(z) =
[G(r, r′)−Gb(r− r′)]r′→r. One sees that the rise of the
membrane permittivity switches the self-energy from re-
10
0.01
0.1
1
10
100
1 10 102 103 104 105
2 4 6 8 10 12
-1
0
1
2
80
200
8000
휀m
2 4 6 8 10 12
103
10-1
10
10-3
10-55⨯103
104
0
2 4 6 8 10 120
1
2
3
1
2
1 10 100 1000 10000 100000
1 10 102 103 104 105
0
1
1 10 100 1000 10000 100000
0.0
0.03
0.1
1.0
ncb(mM)
(c)(a)
⟨n
+ 
(z)
/n
+b
⟩
⟨n
c (z
)/n
cb⟩
⟨n
- (z
)/n
-b⟩
𝜀m
(b) (d)
𝜀m
𝛿G
(z
) (
k B
T)
z (Å)
n c
 (z)
/n
cb
n c
 (z)
/n
cb
z (Å)
z (Å)
n -
 (z)
/n
cb
(e)
(f)
FIG. 5: (Color online) Pore-averaged (a) monovalent counterion and (b) coion, and (c) multivalent counterion density against
the membrane permittivity εm. (d) Ionic self-energy, (e) multivalent counterion density, and (f) coion density profiles at the
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2, the salt concentration
n+b = 0.1 M, and the pore size d = 15 A˚. In (c)-(f), the bulk counterion density is ncb = 0.1 mM.
pulsive to attractive, εm ↑ δG(z) ↓. In a monovalent
electrolyte (dashed curves at ncb = 0), this rises weakly
the pore-averaged ion densities, i.e. εm ↑ r± ↑. How-
ever, the curves for ncb > 0 shows that this trend is
radically modified by the presence of multivalent counte-
rions. Indeed, Fig. 5(c) indicates that upon addition of
bulk multivalent counterions, the attractive polarization
forces at εm > εw lead to the adsorption of these charges
from the reservoir into the pore, i.e. εm ↑ rc ↑. Conse-
quently, beyond a characteristic permittivity ε∗m ≈ 200
where rc  1, the interaction of the monovalent ions
with these adsorbed multivalent cations takes over their
interaction with their image charges. As a result, the rise
of the membrane permittivity beyond ε∗m strengthens the
coion adsorption and triggers the monovalent counterion
exclusion, i.e. εm ↑ r− ↑ r+ ↓. Figs. 5(a)-(b) also shows
that the multivalent counterion abundance in the reser-
voir reduces the critical permittivity, i.e. ncb ↑ ε∗m ↓.
The comparison of Figs. 5(a)-(b) with Figs. 3(a)-(b) in-
dicates that the coion attraction and counterion repulsion
effects mediated by the image-charge-driven multivalent
counterions occur more accutely than their counterpart
induced by the membrane-charge-driven counterion ad-
sorption. One indeed notes that only the former gives
rise to a net coion excess in the pore (r− > 1). To shed
light on this peculiarity, in Figs. 5(e) and (f), we plotted
the local multivalent counterion and coion densities in the
nanoslit. One sees that the layer of counterions attracted
by the image-charge forces exhibits a more localized in-
terfacial structure and a much higher peak than in the in-
set of Fig. 3(f). This stems from the fact that the attrac-
tive image-charge energy q2cδG(z) ∼ −q2ce−2κsz scaling
quadratically with the counterion valency has a shorter
range but stronger amplitude than the counterion-surface
charge interactions characterized by the asymptotic large
distance behavior qcφ0(z) ∼ −qce−κsz [17]. The in-
set of Fig. 5(e) shows that this gives rise to an interfa-
cial counterion density exceeding the density in the mid-
pore region by three orders of magnitude (purple curve).
Fig. 5(f) reveals that unlike the weak coion adsorption
observed in Fig. 3(f), these interfacial counterion layers
acting as effective positive surface charges lead to a sub-
stantial coion adsorption through the entire pore region.
IV. CONCLUSIONS
Experiments on charged macromolecules often involve
composite electrolytes characterized by the coexistence
of ionic species with different valencies and electrostatic
coupling strength [6, 7, 10, 11]. The interpretation of
these experiments thus requires the formulation of elec-
trostatic theories able to handle self-consistently multi-
ple interaction strengths between the mobile ions and
the macromolecular surfaces. Motivated by this need, in
this article, we derived the SD equations for electrolyte
mixtures composed of mono- and multivalent ions con-
fined to charged nanopores. The WC interactions be-
tween the monovalent ions and the nanopore charges were
treated within a gaussian approximation assuming mod-
erate fluctuations of the electrostatic potential around
the MF potential. The multivalent counterions strongly
coupled to the slit charges were in turn treated within the
SC approximation based on a low fugacity expansion.
As the fugacity expansion incorporates the mono- and
multivalent ion interactions via the integral of the multi-
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valent counterion density over the entire pore, the SCSD
Eqs. (39) and (40) emerged in a non-local form. In order
to solve these integro-differential equations, we developed
a general recursive scheme that can be adapted to all ge-
ometries relevant to experiments and simulations. In the
present work, we explored the predictions of the SCSD
theory in the slit pore geometry.
First, by comparison with MC simulations, we veri-
fied the accuracy of the SCSD equations in predicting
the partition of purely monovalent solutions in contact
with weakly charged insulator and conductor membrane
surfaces. Then, in the same membrane charge regime,
we focused on the confined slit geometry and character-
ized the alteration of the monovalent ion distribution by
the presence of multivalent counterions in the solution.
We showed that added multivalent cations systematically
enhance the anion density and reduce the monovalent
cation density in the pore. The overall monovalent salt
affinity of the pore is characterized by the hierarchy be-
tween the S-C interactions responsible for this effect, and
the S-M interactions driving the WC-level monovalent
counterion attraction and coion repulsion.
Beyond a characteristic membrane charge strength
where the multivalent counterion adsorption into the
pore becomes significant, the S-C interactions take over
the S-M coupling. As a result, a stronger negative
membrane charge brings additional negative ions into
the pore and drives the positive charges from the pore
into the reservoir. This like-charge coion adsorption and
opposite-charge counterion exclusion effect is the key
physical prediction of our work. Via the alteration of
the multivalent counterion adsorption setting the bal-
ance between the S-M and S-C interactions, this effect is
suppressed by monovalent salt addition into the reservoir
but strengthened by the pore confinement. Moreover, the
effect becomes particularly strong with attractive polar-
ization forces emerging in the giant dielectric permittivity
regime of engineered membranes [34].
Our results may provide guiding information for fu-
ture simulations and experiments where the monovalent
coion adsorption and counterion exclusion effect can
be easily probed. We also emphasize that considering
the sizable influence of monovalent salt on electrostatic
interactions, this newly predicted effect may have
important repercussions on various electrostatically
driven phenomena ranging from macromolecular in-
teractions in gene therapeutic applications to ion and
polymer transport in nanofluidics and nanopore-based
sequencing approaches. We plan to explore the appli-
cations of our formalism to these systems in future works.
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Appendix A: Derivation of the SD equations for a
general functional integral
We review here the derivation of the SD equali-
ties associated with a general functional integral of the
form (9) [36]. To this end, we introduce first the integral
I =
ˆ
DφDψ e−H[φ,ψ]F [φ, ψ] (A1)
where F [φ, ψ] and H[φ, ψ] are general functionals of the
potentials φ(r) and ψ(r). Computing now the variation
of the integral (A1) under the infinitesimal shift of the
electrostatic potential φ(r)→ φ(r) + δφ(r), one gets
δI =
ˆ
DφDψ exp
{
−H[φ, ψ]−
ˆ
dr
δH[φ, ψ]
δφ(r)
δφ(r)
}
×
{
F [φ, ψ]−
ˆ
dr
δF [φ, ψ]
δφ(r)
δφ(r)
}
−
ˆ
DφDψ e−H[φ,ψ]F [φ, ψ]. (A2)
At the next step, we expand the r.h.s. of Eq. (A2) at the
linear order in δφ(r) to obtain
δI =
ˆ
drδφ(r)
ˆ
DφDψ e−H[φ,ψ] (A3)
×
{
δF [φ, ψ]
δφ(r)
− F [φ, ψ]δH[φ, ψ]
δφ(r)
}
.
Then, we note that the shift δφ(r) can be absorbed
into the redefinition of the functional integral measure
in Eq. (A1). This means that the integral (A1) is left
invariant by the shift δφ(r), i.e. δI = 0. Consequently,
dividing Eq. (A3) by the partition function (9) and set-
ting the result to zero, one obtains the identity〈
δF [φ, ψ]
δφ(r)
〉
=
〈
F [φ, ψ]
δH[φ, ψ]
δφ(r)
〉
(A4)
where the bracket symbol designates the field average de-
fined by Eq. (13). If one now sets in Eq. (A4) F [φ] =
1 and F [φ] = φ(r′), one obtains respectively the SD
Eqs. (17) and (18) of the main text.
Appendix B: Perturbative solution of the SCSD
equations
We explain here the solution of the SCSD Eqs. (39)
and (40) via their expansion in terms of the multivalent
counterion concentration ncb. First in Sec. B 1, the SCSD
Eqs. (39)-(40) are solved in a bulk reservoir. Then, this
solution is used in Sec. B 2 in order to reexpress these
equations by replacing the ionic fugacities Λi with the
bulk ion concentrations ni. In Secs. B 3 and B 4, the
resulting equations and local ion density functions are
expanded at the linear order in the multivalent ion con-
centration. Finally, in Sec. B 5, we introduce an iterative
scheme for the solution of the expanded SCSD equations.
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1. Solving the SCSD Eqs. (39)-(40) in bulk liquids
Our formalism was derived in the grand canonical en-
semble where the mobile ions located in the vicinity of
charged macromolecules or confined to a nanopore are in
chemical equilibrium with the bulk reservoir. Thus, in
order to relate the ionic fugacities Λi in Eqs. (32)-(33)
and (41) fixed by this equilibrium to the bulk ion con-
centrations nib, we will solve here the SCSD Eqs. (39)
and (40) in the bulk reservoir.
In a bulk electrolyte characterized by a vanishing
macromolecular charge σ(r) = 0 and steric potential
Vi(r) = 0, and uniform dielectric permittivity ε(r) = εw,
the average potential vanishes, and the medium is gov-
erned by the spherical symmetry, i.e.
φ0(r) = 0, (B1)
G(r, r′) = Gb(r− r′) =
ˆ
dq
(2pi)3
G˜(q)eiq·(r−r
′).(B2)
Eq. (B2) corresponds to the Fourier transform of the bulk
propagator. Furthermore, in the same bulk region, the
ionic distribution functions (32)-(33) and (41) become
ρ±b = Λ±e−
1
2 [Gb(0)−vc(0)], (B3)
ncb = Λce
− q
2
c
2 [Gb(0)−vc(0)], (B4)
n±b = ρ±b
[
1∓ qcncbG˜b(0)
]
. (B5)
Injecting Eqs. (B1) and (B2) into the SCSD Eqs. (39)
and (40), one gets
ρ+b = ρ−b, (B6)
qcncb (ρ+b − ρ−b) G˜b(0)G˜b(q) = κ
2
s + q
2
4pi`B
G˜b(q)− 1,
(B7)
where we defined the DH screening parameter associated
with salt,
κ2s = 4pi`B (ρ+b + ρ−b) . (B8)
Combining Eqs. (B6) and (B7), one obtains
G˜b(q) =
4pi`B
κ2s + q
2
. (B9)
Moreover, Eqs. (B5) and (B6) yield ρ+b + ρ−b = n+b +
n−b. The latter identity allows to express the salt screen-
ing parameter (B8) in terms of the physical bulk salt
concentrations n±b as
κ2s = 4pi`B (n+b + n−b) . (B10)
Plugging Eq. (B9) into Eq. (B2), the bulk Green’s func-
tion follows in the form of the Debye potential as
Gb(r− r′) = `B|r− r′|e
−κs|r−r′|. (B11)
If one now inverts Eqs. (B4) and (B5), the charge fu-
gacities follow at the order O (ncb) in the form
Λc = ncbe
q2c
2 [Gb(0)−vc(0)], (B12)
Λ± = n±be
1
2 [Gb(0)−vc(0)]
[
1± qcncbG˜b(0)
]
(B13)
= n±be
1
2 [Gb(0)−vc(0)]
[
1± qc
ˆ
drcncbGb(r− rc)
]
.
Finally, combining Eqs. (B5) and (B6), and using
Eq. (B9), the electroneutrality condition in the bulk
reservoir follows as
n+b + qcncb − n−b = 0. (B14)
This shows that the SCSD Eqs. (39)-(40) assure consis-
tently the bulk electroneutrality. The equalities (B10)-
(B14) derived here will be used below for the solution of
the SCSD Eqs. (39)-(40) in inhomogeneous medium.
2. Replacing the ionic fugacities by the reservoir
concentrations
We express now the SCSD Eqs. (39) and (40) in terms
of the bulk ion concentrations. First, injecting Eqs. (B12)
and (B13) into the density functions in Eqs. (32)-(33)
and (41), one gets at the order O(ncb)
nc(r) = ncbkc(r), (B15)
n±(r) = n±bk±(r) (B16)
×
{
1∓ qcncb
ˆ
drc [kc(rc)G(r, rc)−Gb(r− rc)]
}
,
ρ±(r) = n±bk±(r)
[
1± qcncb
ˆ
dr Gb(r− rc)
]
, (B17)
where we defined the ionic partition function
ki(r) = e
−Vi(r)−qiφ0(r)− q
2
i
2 δG(r) (B18)
for i = {±, c}, with the ionic self-energy
δG(r) ≡ lim
r′→r
[G(r, r′)−Gb(r− r′)] . (B19)
Substituting Eqs. (B15)-(B17) into the SCSD Eqs. (39)-
(40), the latter finally take the following form,
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kBT
e2
∇r · ε(r)∇rφ0(r) +
∑
i=±
qinibki(r) + σ(r) = −qcncb
∑
i=±
q2i nibki(r)
ˆ
drc Gb(r− rc), (B20){
kBT
e2
∇r · ε(r)∇r −
∑
i=±
q2i nibki(r)
}
G(r, r′) + δ(r− r′)
= −qcncb
∑
i=±
q3i nibki(r)
ˆ
drc [kc(rc)G(r, rc)−Gb(r− rc)]G(r, r′). (B21)
3. Expansion of the SCSD Eqs. (B20) and (B21) in
terms of the counterion concentration ncb
In this Appendix, we carry out the systematic expan-
sion of the SCSD Eqs. (B20) and (B21) in terms of the
multivalent counterion concentration ncb. From now on,
we assume that all ionic species have access to the same
configurational space, i.e. Vi(r) = V (r). First, we ex-
press the electrostatic potential and ionic partition func-
tions as the superposition of a monovalent salt compo-
nent and a multivalent counterion contribution, i.e.
φ0(r) = φs(r) + φc(r), (B22)
G(r, r′) = Gs(r, r′) +Gc(r, r′), (B23)
ki(r) = kis(r) + kic(r), (B24)
with the components of the ionic partition functions
kis(r) = e
−V (r)−qiφs(r)− q
2
i
2 δGs(r), (B25)
kic(r) = kis(r)
{
−qiφc(r)− q
2
i
2
δGc(r)
}
, (B26)
for i = {±, c}. Next, we insert Eqs. (B22)-(B24) into
Eqs. (B20)-(B21) together with the relation n−b = n+b+
qcncb that follows from Eq. (B14). Linearizing the result
in terms of the counterion concentration ncb, one gets at
the order O(n0cb) the WC self-consistent equations asso-
ciated with the monovalent salt [19],
kBT
e2
∇rε(r)∇rφs(r)− 2n+bk0(r) sinh [φs(r)] = −σ(r),
(B27){
kBT
e2
∇rε(r)∇r − 2n+bk0(r) cosh [φs(r)]
}
Gs(r, r
′)
= −δ(r− r′), (B28)
and the terms of order O(ncb) yield the electrostatic
equations associated with the SC counterions,{
kBT
e2
∇rε(r)∇r − 2n+bk0(r) cosh [φs(r)]
}
φc(r)
= {qcncb − n+bδGc(r)} k0(r) sinh [φs(r)] , (B29){
kBT
e2
∇rε(r)∇r − 2n+bk0(r) cosh [φs(r)]
}
Gc(r, r
′)
= S(r)Gs(r, r
′). (B30)
In Eqs. (B27)-(B30), we defined the auxiliary functions
k0(r) = e
−V (r)− 12 δGs(r), (B31)
δGc(r) = lim
r′→r
[Gc(r, r
′)−Gcb(r− r′)] , (B32)
S(r) = 2n+bk0(r) sinh [φs(r)] (B33)
×
{
φc(r) + qcncb
ˆ
drckcs(rc)Gs(r, rc)
}
+ {qcncb − n+bδGc(r)} k0(r) cosh [φs(r)] ,
kcs(r) = e
−V (r)−qcφs(r)− q
2
c
2 δGs(r). (B34)
Eqs. (B32)-(B33) contain the bulk limit of the counterion
contribution to the Green’s function Gcb(r − r′). The
explicit form of this bulk Green’s function will be derived
below. Finally, using Eq. (B28) and the definition of the
Green’s operator
ˆ
dr′′G−1s (r, r
′′)Gs(r′′, r′) = δ(r− r′), (B35)
the differential Eqs. (B29)-(B30) can be recast as integral
equations more adequate for numerical treatment,
φc(r) = −
ˆ
dr1Gs(r, r1)k0(r1) sinh [φs(r1)]
× [qcncb − n+bδGc(r1)] , (B36)
Gc(r, r
′) = −
ˆ
dr1Gs(r, r1)S(r1)Gs(r1, r
′). (B37)
The solution of Eqs. (B27)-(B28) and (B36)-(B37) will
be explained in Appendix B 5.
4. Fulfillment of the global electroneutrality
Before explaining the solution of Eqs. (B27)-(B28)
and (B36)-(B37), we will show that these equations con-
sistently satisfy the global electroneutrality condition. To
this end, we substitute Eqs. (B22)-(B24) and the relation
n−b = n+b+qcncb into Eqs. (B15) and (B16). Expanding
the result at the linear order in the counterion concentra-
tion ncb, the local ion density functions corresponding the
approximation level of the expanded SDSC Eqs. (B27)-
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(B28) and (B36)-(B37) follow as
nc(r) = ncbkcs(r), (B38)
n+(r) = n+bk+s(r) (B39)
×
{
1− φc(r)− 1
2
δGc(r)
−qcncb
ˆ
drc [kcs(rc)Gs(r, rc)−Gsb(r− rc)]
}
,
n−(r) = n+bk−s(r) (B40)
×
{
1 + φc(r)− 1
2
δGc(r)
+qcncb
ˆ
drc [kcs(rc)Gs(r, rc)−Gsb(r− rc)]
}
+qcncbk−s(r).
The bulk Green’s function in Eqs. (B39)-(B40) can be
obtained from the bulk solution of Eq. (B28) as
Gsb(r− r′) = `B|r− r′|e
−κ0|r−r′|, (B41)
with the screening parameter corresponding to a sym-
metric salt solution with ion concentrations n−b = n+b,
κ0 =
√
8pi`Bn+b. (B42)
The net mobile charge density function is given by
Qc(r) =
∑
i=±,c
qini(r). (B43)
Plugging Eqs. (B38)-(B40) into Eq.(B43), and using the
differential equations (B27)-(B30) satisfied by the elec-
trostatic potentials, after some algebra, the mobile charge
density (B43) takes the form
Qc(r) = −σ(r) (B44)
−kBT
e2
∇r · ε(r)∇r {φs(r) + φc(r)
+qcncb
ˆ
drckcs(rc)Gs(r, rc)
}
.
Integrating now Eq. (B44) over the entire volume V of the
system, and using the divergence theorem, one obtainsˆ
V
dr [Qc(r) + σ(r)] (B45)
= −kBT
e2
ˆ
S(V )
dS · ε(r)∇r {φs(r) + φc(r)
+qcncb
ˆ
drckcs(rc)Gs(r, rc)
}∣∣∣∣
r∈S(V )
,
where S(V ) is the surface of the system boundary. Due
to the absence of charges and finite electric field at this
boundary, the r.h.s. of Eq. (B45) vanishes. This finally
yields the global electroneutrality conditionˆ
V
dr [Qc(r) + σ(r)] = 0 (B46)
indicating that the mobile charge density exactly com-
pensates the total macromolecular charge. In the case
of the nanopore geometry, the l.h.s. of Eq. (B46) corre-
sponds to the integral over the pore volume confining the
mobile and fixed charges. This shows that Eqs. (B27)-
(B30) assure the pore electroneutrality condition. We
additionally note that the equality (B46) is illustrated in
Fig. 3(d) for the specific slit pore geometry.
5. Numerical solution of Eqs. (B27)-(B28) and
Eqs. (B36)-(B37) in slit pore geometry
We explain here the solution of Eqs. (B27)-(B28) and
Eqs. (B36)-(B37) in the specific case of the charges con-
fined to the slit pore. In the slit pore geometry char-
acterized by the plane symmetry with ε(r) = ε(z) and
σ(r) = σ(z), the average potentials depend exclusively
on the z coordinate, i.e. φs,c(r) = φs,c(z). Moreover, the
Green’s functions satisfy the translational symmetry in
the x− y plane, i.e.
Gs,c(r, r
′) =
ˆ
d2k
4pi2
G˜s,c(z, z
′; k)eik·(r−r
′). (B47)
Using these symmetries, Eqs. (B27)-(B28) take the uni-
dimensional form
kBT
e2
∂zε(z)∂(z)φs(z)− 2n+bk0(z) sinh [φs(z)] = −σ(z),
(B48)
kBT
e2
[
∂zε(z)∂z − ε(z)k2
]
G˜s(z, z
′; k)
−2n+bk0(z) cosh [φs(z)] G˜s(z, z′; k) = −δ(z − z′), (B49)
with
k0(z) = e
− 12 δGs(z)θ(z − a)θ(d− a− z) (B50)
where a stands for the closest approach distance.
Within the same plane symmetry, the integral
Eqs. (B36)-(B37) for the potential components associated
with the counterions become equally unidimensional,
φc(z) = −
ˆ d
0
dz1G˜s(z, z1; k = 0)k0(z1) sinh [φs(z1)]
× [qcncb − n+bδGc(z1)] , (B51)
G˜c(z, z
′; k) = −
ˆ d
0
dz1G˜s(z, z1; k)S(z1)G˜s(z1, z
′; k),(B52)
with
S(z) = 2n+bk0(z) sinh [φs(z)] (B53)
×
{
φc(z) + qcncb
ˆ d
0
dzckcs(zc)G˜s(z, zc; k = 0)
}
+ {qcncb − n+bδGc(z)} k0(z) cosh [φs(z)] ,
kcs(z) = e
−qcφs(z)− q
2
c
2 δGs(z)θ(z − a)θ(d− a− z). (B54)
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Finally, taking into account the planar symmetry, the ion
densities (B38)-(B40) simplify to
nc(z) = ncbkcs(z), (B55)
n+(z) = n+bk+s(z) (B56)
×
{
1− φc(z)− 1
2
δGc(z) +
qcncb
2n+b
−qcncb
ˆ d
0
dzckcs(zc)G˜s(z, zc, k = 0)
}
,
n−(z) = n+bk−s(z) (B57)
×
{
1 + φc(z)− 1
2
δGc(z)− qcncb
2n+b
+qcncb
ˆ d
0
dzckcs(zc)G˜s(z, zc, k = 0)
}
+qcncbk−s(z),
with k±s(z) = k0(z)e∓φs(z). We finally note that the
numerical results of the main text are obtained from the
local ion density functions in Eqs. (B55)-(B57).
a. Iterative scheme for the numerical solution of
Eqs. (B48) and (B49)
We explain here the iterative scheme for the ex-
act numerical solution of the electrostatic self-consistent
Eqs. (B48) and (B49) associated with the symmetric
monovalent salt. This solution scheme differs from the
one introduced in Ref. [17] where the equations were
solved approximatively by truncation. Our scheme is
based on the transformation of the differential rela-
tion (B49) into an integral equation. To this aim, we
define the Fourier transformed DH-level Green’s function[
∂zε(z)∂z − ε(z)p2(z)
]
G˜0(z, z
′; k) = − e
2
kBT
δ(z − z′),
(B58)
with the screening function p2(z) = k2 + κ20θ(z)θ(d− z).
From now on, we will omit the dependence of the Fourier
transformed functions on the wavevector k. First, using
Eq. (B35), one can derive from Eq. (B58) the DH-level
Green’s operator in the form
G˜−10 (z, z
′) =
kBT
e2
[−∂zε(z)∂z + ε(z)p2(z)] δ(z − z′).
(B59)
In terms of the operator (B59), Eq. (B49) can be now
expressed as
ˆ ∞
−∞
dz2G˜
−1
0 (z1, z2)G˜s(z2, z
′) + δn(z1)G˜s(z1, z′)
= δ(z1 − z′), (B60)
where we defined the excess density function
δn(z) = 2n+b {k0(z) cosh [φs(z)]− θ(z)θ(d− z)} .
(B61)
Finally, multiplying Eq. (B60) with G˜0(z, z1), and inte-
grating the result over the variable z1, Eq. (B49) takes
the form of the following integral relation,
G˜s(z, z
′) = G˜0(z, z′)−
ˆ d
0
dz1G˜0(z, z1)δn(z1)G˜s(z1, z
′).
(B62)
In the slit pore geometry, the Fourier-transformed
reference Green’s function solving Eq. (B58) reads for
0 ≤ z, z′ ≤ d [17]
G˜0(z, z
′) = G˜0b(z, z′) + δG˜0(z, z′), (B63)
with the bulk part G˜0b(z, z
′) = 2pi`Bp−1e−p|z−z
′|, and
the discontinuous part
δG˜0(z, z
′) =
2pi`B
p
∆
1−∆2e−2pd (B64)
×
{
e−p(z+z
′) + e−p(2d−z−z
′)
+2e−2pd cosh [p(z − z′)]} ,
where p =
√
k2 + κ20 and ∆ = (εwp− εmk)/(εwp+ εmk).
Finally, the ionic self-energy associated with the Green’s
functions (B62) and (B63) should be obtained from the
numerical evaluation of the Fourier integral
δGα(z) =
ˆ ∞
0
dkk
2pi
δG˜α(z, z) (B65)
for α = {0, s}.
We explain now the cyclic solution of Eqs. (B48)
and (B62) for the average potential and Green’s function
associated with the monovalent salt. First, Eq. (B48)
should be numerically solved on a discrete lattice by ap-
proximating the self-energy δGs(z) inside the function
k0(z) in Eq. (B50) with the DH self-energy δG0(z) in
Eq. (B65). This solution should satisfy the following
boundary conditions associated with the surface charge
distribution in Eq. (6),
φ′s(z)|z=0 = 4pi`Bσs ; φ′s(z)|z=d = −4pi`Bσs. (B66)
Then, the output potential φs(z) should be used in
Eq. (B61) for the iterative solution of the integral
Eq. (B62). The latter will be called the inner cy-
cle. At the first step of the inner cycle, the r.h.s. of
Eq. (B62) should be evaluated by replacing the unkown
Green’s function G˜s(z, z
′) by the reference Green’s func-
tion G˜0(z, z
′). At the second step, the resulting output
Green’s function G˜s(z, z
′) should be inserted into the in-
tegral on the r.h.s., and the inner cycle should be iterated
until numerical convergence is achieved. Finally, at the
end of the inner cycle, Eq. (B48) should be solved again
with the updated value of the ionic self energy δGs(z) in
Eq. (B50), and the outer cycle composed of the iterative
solution of Eqs. (B48) and (B62) should be continued
along the same lines until the solution stabilizes.
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b. Iterative solution of the integral Eqs. (B51) and (B52)
Finally, we explain here the iterative solution of the
integral Eqs. (B51)-(B52). These equations include the
counterion contribution to the self energy defined by
Eq. (B32). In the plane geometry, this potential reads
δGc(z) =
ˆ ∞
0
dkk
2pi
[
G˜c(z, z)− G˜cb(0)
]
. (B67)
The bulk Green’s function inside the integral of Eq. (B67)
can be easily computed by solving Eq. (B30) in the bulk
limit where φs(z) = 0, δGc(z) = 0, k0(z) = 1, and
S(r) = qcncb. This trivial calculation gives G˜cb(0) =
−qcncb(2pi`B)2/p3.
The solution of Eqs. (B51) and (B52) requires the
knowledge of the potentials φs(z) and G˜s(z, z
′) associ-
ated with the salt solution. The numerical computation
of these potentials was explained in Appendix B 5 a. Af-
ter these potentials have been computed, the first step
of the solution scheme consists in evaluating the r.h.s.
of Eq. (B51) by neglecting the self-energy component
δGc(z) inside the integral. At the second step, the out-
put potential φc(z) is used to evaluate the r.h.s. of
Eq. (B52) by neglecting the self-energy δGc(z) inside the
auxiliary function S(z). Next, the resulting Green’s func-
tion G˜c(z, z
′) should be inserted into Eq. (B67) for the
evaluation of the the counterion contribution to the self
energy δGc(z). The latter should be finally used for the
updated solution of Eq. (B51), and this cycle should con-
tinue along the same lines until numerical convergence is
achieved.
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