We develop a new method to fit the multivariate response linear regression model that exploits a parametric link between the regression coefficient matrix and the error covariance matrix. Specifically, we assume that the correlations between entries in the multivariate error random vector are proportional to the cosines of the angles between their corresponding regression coefficient matrix columns, so as the angle between two regression coefficient matrix columns decreases, the correlation between the corresponding errors increases. This assumption can be motivated through an error-in-variables formulation. We propose a novel non-convex weighted residual sum of squares criterion which exploits this parameterization and admits a new class of penalized estimators. The optimization is solved with an accelerated proximal gradient descent algorithm. Extensions to scenarios where responses are missing or some covariates are measured without error are also proposed. We use our method to study the association between gene expression and copy-number variations measured on patients with glioblastoma multiforme. An R package implementing our method, MCMVR, is available for download at github.com/ajmolstad/MCMVR.
Introduction
Some regression analyses have more than one response and these responses are typically associated. When these responses are numerical variables, it is common to apply the multivariate response linear regression model. Let y i ∈ R q be the observed response for the ith subject, and let x i ∈ R p be the observed predictor for the ith subject. In the multivariate response linear regression model, y i is a realization of the random vector Y i = µ * + β * x i + i , i = 1, . . . , n,
where µ * ∈ R q is the unknown intercept, β * ∈ R p×q is the unknown regression coefficient matrix, and 1 , . . . , n are independent copies of a mean zero random vector with covariance matrix Σ * . Chapter 7 of Pourahmadi (2013) gives a detailed overview of modern shrinkage methods that fit (1). We review a subset of these methods here.
Several shrinkage estimators of β * have been proposed through penalized least squares. If the penalty separates across the columns of the optimization variable, then the estimate of β * can be computed with q separate penalized least-squares regressions, e.g. lasso-penalized least squares. Other penalized leastsquares methods assume rows of β * are zero (Obozinski et al., 2011; Peng et al., 2010) , assume β * is low rank (Izenman, 1975; Yuan et al., 2007) , or assume both (Chen and Huang, 2012) .
Under the additional assumption that the i 's are multivariate normal, (1) can be fit by minimizing a penalized negative Gaussian log-likelihood. These likelihood-based methods simultaneously estimate Σ * and β * (Izenman, 1975; Rothman et al., 2010; Yin and Li, 2011) . There also exist methods with two steps: they first estimate Σ −1 * and then plug this estimate into a penalized normal negative log-likelihood to estimate β * (Perrot-Dockès et al., 2018) . There are also methods that add an assumption that the predictor and response are (p + q)-variate normal and develop estimators based on the inverse regression (Molstad and Rothman, 2016) or based on estimating the joint covariance matrix (Lee and Liu, 2012) .
We focus on methods that fit (1) by assuming that the error covariance matrix Σ * and the regression coefficient matrix β * are parametrically connected. One example is the envelope model, which assumes that the columns of β * are in a subspace spanned by eigenvectors of Σ * with small corresponding eigenvalues (Cook and Zhang, 2015) . Focusing on precision matrix estimation, Pourahmadi (1999) proposed a joint mean-covariance model based on an autoregressive interpretation of the Cholesky factor. In this manuscript, we consider a more explicit parametric connection between Σ * and β * . Specifically, for each (j, k) ∈ {1, . . . , q} 2 , we assume that the cosine of the angle between the jth and kth column of β * is proportional to the (j, k)th entry in Σ * , so as the angle between the jth and kth column of β * decreases, the correlation between the corresponding errors increases. For example, if β * j β * k = 0, then it may be natural to assume that the jth and kth errors are uncorrelated since the jth and kth responses relate to the p predictors in distinct ways. If β * j β * k were instead relatively large, then it may be natural to assume that the jth and kth errors are positively associated since the jth and kth responses relate to the p predictors in similar ways.
To state our main modeling assumption directly, we propose to fit (1) under the assumption that
where σ 2 * ∈ (0, ∞) is unknown. In Section 2, we propose a new non-convex weighted residual sum of squares criterion for estimating β * under the parameterization (2). This criterion is used to define a new class of penalized estimators of β * .
In Section 3, we provide more motivation for our parameterization and weighted residual sum of squares criterion, focusing on an "error-in-variables" data generating model. In Section 4, we derive an algorithm for computing estimators in our class. In Section 5, we propose generalizations of our method to cases where the response has missing entries and to cases where only a subset of the unknown regression coefficients are related to Σ * . In Section 6, we demonstrate the usefulness of our estimators on simulated data. In Section 7, we use our method to study the association between copy number variations and gene expression in patients with glioblastoma multiforme.
A new class of regression coefficient matrix estimators
Define Y ∈ R n×q to have ith row (y i −ȳ) and define X ∈ R n×p to have ith row (x i −x) . Suppose that the i 's are q-variate normal and Σ * = σ 2 * 1 β * β * + σ 2 * 2 I q , where σ 2 * 1 and σ 2 * 2 are positive constants that represent the proportionality assumption in (2). Then two times the negative log likelihood (up to constants) evaluated at (β, σ 2 1 , σ 2 2 ) is
where tr and det are the trace and determinant. A likelihood-based estimator would require minimization over three optimization variables: β, σ 2 1 , and σ 2 2 . The scaling factor optimization variable σ 2 1 makes the function defined by (3) difficult to minimize because it scales β β in both the trace and determinant terms.
This optimization is made more difficult when one penalizes the entries of β.
Instead, to estimate β * with the assumption in (2), we propose the class of estimatorŝ
where Pen(·) is a user-specified penalty function; τ and λ are positive tuning parameters; and
The function defined in (5) is similar to (3), except that the scaling factor σ 2 1 and the log determinant term are removed. This function generalizes the function proposed in Gleser and Watson (1973) , which we discuss further in Section 3.
We do not require a particular form for Pen(·), but the algorithm we propose in Section 4 to solve (4) will be most effective when the proximal operator of Pen(·) can be computed efficiently. In addition, a global minimizer for (4) is only guaranteed to exist when Pen(·) is coercive (see Remark 1 in Section 4.1).
The function F τ is especially flexible due to the tuning parameter τ . In particular, when τ → ∞, the matrix β β + τ I q becomes diagonally dominant and so F τ tends to the unweighted residual sum of squares. This has two main benefits: statistically, the theoretical properties of any penalized least squares estimator apply to (4) by allowing τ → ∞ at a sufficient rate; practically, this gives practitioners the ability to determine whether, and to what extent, (2) holds in a data-driven fashion. In particular, if (2) does not hold, then our tuning parameter selection criterion, described in Section 4.1, should select τ sufficiently large so thatβ τ,λ is effectively the same as the penalized least squares estimator.
Unlike the residual sum of squares, the function F τ is not convex, which can be seen by examining its gradient given in Proposition 1. This distinguishes (4) from the class of non-convex M -estimators which are the sum of a convex loss plus non-convex penalty and thus the standard algorithmic approaches for non-convex penalized least squares estimators do not apply.
Error-in-variables interpretation
The parameterization in (2) can also be motivated by a multivariate response "error-in-variables" linear regression model. Consider the special case of (1) where for a latent (non-random) predictor z i ∈ R p for the ith subject, y i is assumed to be a realization of
where the˜ i 's are independent and identically distributed with E(˜ i ) = 0, Cov(˜ i ) = γ 2 * I q , for i = 1, . . . , n. Suppose we cannot measure z i exactly for i = 1, . . . , n. Instead, we observe a realization of
where the U i 's are independent and identically distributed with E(U i ) = 0 and Cov(U i ) = σ 2 * u I p for i = 1, . . . , n; and U i is independent of˜ i . It follows that
Because we do not observe the realization of U i , conditioning on the observed predictor gives
where σ 2 * = γ 2 * /σ 2 * u . Fitting error-in-variables models is a classical problem in low-dimensional multivariate statistics. If one were willing to make distributional assumptions (e.g., normality) about˜ and U, then one could obtain maximum likelihood estimators by maximizing the joint likelihood for (X 1 , Y 1 ), . . . , (X n , Y n ) and treating the z i 's as unknown parameters. Alternatively, one could fit the model that is conditional on the observed values of X 1 , . . . , X n . Gleser and Watson (1973) established an interesting connection between these two approaches in the low-dimensional case. In particular, Gleser and Watson (1973) showed that in the special case where σ 2 * u = γ 2 * and q = p, the estimator obtained by maximizing the log-likelihood for the joint distribution of the predictor and response was equivalent to the estimate obtained by maximizing the weighted residual sum of squares:
which is similar to the negative log-likelihood when Y i | X i = x i is multivariate normal. However, when σ 2 * u and γ 2 * are unequal, (6) may perform poorly. Like (6), our proposed weighted residual sum of squares criterion defined in (5) is similar to the negativelog likelihood when one assumes i 's are multivariate normal. Unlike the function in (6), our proposed criterion defined in (5) replaces β β + I q with β β + τ I q . The introduction of the tuning parameter τ allows practitioners to account for the relationship between γ 2 * and σ 2 * using cross-validation.
Computation

Accelerated proximal gradient descent algorithm
Although F τ is not convex, it is differentiable and has Lipschitz continuous gradient over bounded sets. We formalize these properties in the following proposition.
Proposition 1 When τ > 0,
where Ω β = β β + τ I q . Moreover, ∇F τ is Lipschitz over the set
where · F is the Frobenius norm.
We prove both parts of Proposition 1 in the Supplementary Material.
Remark 1 Because (5) is bounded below (since the trace of the product of two non-negative definite matrices is non-negative), as long as the penalty function is coercive, i.e., Pen(β) → ∞ as β F → ∞, a global minimizer of (4) over R p×q exists and is in D κ for some finite κ.
Given the properties established in Proposition 1 and Remark 1, we can use a proximal gradient descent algorithm to obtain a local minimizer of (4). Since F τ has a Lipschitz continuous gradient over the bounded set D κ , there exists a positive constant L such that
for all β ∈ D κ andβ ∈ D κ . That is, F τ is majorized atβ by the function defined in the right hand side of (7). Hence, we can use an algorithm whose iterates minimize the majorizing function at the previous iterate, i.e., the majorize-minimize principle (Lange, 2016) :
where t k is a positive step-size parameter; and β (k+1) and β (k) are the (k + 1)th and kth iterates of the optimization variable corresponding to β, respectively.
The iterate in (8) can be written in the more familiar notation: where, using the notation from Parikh et al. (2014) , Prox f denotes the proximal operator of the function f :
The proximal operator can be computed efficiently for a broad class of convex and non-convex penalty functions. In Table 1 , we provide closed form solutions of four proximal operators corresponding to convex penalties used in multivariate response linear regression.
The complete algorithm is summarized in Algorithm 1. We implement this algorithm, along with a number of auxiliary functions, in the the R package MCMVR, which is available in the Supplementary Material.
Step 4. Else, set t k = γt k and return to Step 2.
6. Set t k+1 ← t 0 , k = k + 1, and return to Step 1.
Selecting an appropriate step size parameter t k is important for the efficiency of our algorithm. In general, we do not know the constant L, so we use the Armijo line search rule to select t k (Wright and Nocedal, 1999) . We also use Nesterov-type acceleration attempts: at each iteration, we consider an extrapolated iterate Γ k (Step 1). If the proximal operator of the extrapolated iterate does not decrease the objective function ( Step 4), we instead take a standard proximal gradient step from the previous iterate. This was the same approach used in Zhou and Li (2014) and its convergence properties were established in Li et al. (2017) .
Implementation and practical considerations
We recommend selecting tuning parameters by minimizing out-of-fold prediction error in V -fold crossvalidation. In particular, we use the tuning parameter pair that minimizes the cross-validation prediction error, i.e., arg min
where Y v are the responses in the vth fold centered by the responses outside the vth fold, X v are the predictors in the vth fold centered by the predictors outside the vth fold, andβ −v,λ,τ is the estimated regression coefficient matrix using the data outside the vth fold with candidate tuning parameters λ and τ .
The first order conditions, which can be derived from Proposition 1, can be used to select a set of reasonable candidate tuning parameters for λ. Gu et al. (2018) , we then set
where M is the desired number of candidate tuning parameters. We recommend using a coarse grid of candidate tuning parameters to select τ . In our simulations, we used τ ∈ {10 x : x = 4, 3, . . . , −3, −4} and δ = 10 −1 . For applications where a more refined grid is desired, we recommend running an initial cross-validation on a coarse grid for τ and then refining over the tuning parameters which yield small crossvalidation prediction error.
We also employ warm-start initializations to compute the entire solution path more efficiently and avoid local minima. With τ fixed, we first solve (4) for λ 1 after initializing the algorithm at the matrix of zeros.
Then, for λ 2 , we initialize the algorithm at the solution obtained for λ 1 , and so on.
Generalizations
Incomplete or missing responses
We can also apply our method to the case that the response variable Y has entries missing at random. Fitting
(1) with missing responses is especially difficult since standard estimators of Σ * do not apply. However, under the parametric restriction (2) and proposed weighted residual sum of squares criterion in (5), we can still fit (1).
For this scenario, we propose a modified version of (5) which uses only the observed data. Let O i = {j : Y ij is non-missing} for i = 1, . . . , n. We propose the observed-data weighted residual sum of squares criterion
where, applying the Woodbury identity,
As with (5), the weighted residual sum of squares criterion in (9) can be used to define a new class of penalized estimators:
When using (10), we recommend using a penalty which weights the jth column of β inversely to the number of subjects with the jth response non-missing. For instance, we recommend replacing the standard L 1 penalty with
where
. . , q. The function G τ,O is differentiable with respect to β, and thus, we can apply the accelerated proximal gradient descent scheme from Algorithm 1 to compute estimators from this class. Using the gradient established in Proposition 2, we can directly apply Algorithm 1 to solve (10).
Proposition 2 When τ > 0,
where [A] O i has jth entry equal to 0 if j / ∈ O i and equal to A j otherwise; D i is a diagonal matrix whose (j, j)th entry is 1 if j ∈ O i and zero otherwise for i = 1, . . . , n; and
Lipschitz over the over the set D κ for finite κ.
We prove Proposition 2 in the Supplementary Material.
As with (5), as τ → ∞, the estimator (10) tends towards the observed data penalized least squares criterion. That is, if the penalty is separable in the components of β (e.g., Pen(β) = |β| 1 ), then (10) would tend towards q separate penalized regressions with the jth regression consisting of n j samples for j = 1, . . . , q.
Covariates unrelated to Σ *
Another generalization of (1) includes a set of measured covariates v i ∈ R k such that
and the unknown coefficient matrix η * ∈ R k×q is not parametrically related to Σ * ∝ β * β * +σ 2 * I q . When (2) is motivated through the error-in-variables model, this may occur when some covariates or confounders are measured without error, e.g., x i is some -omic profile measured with error and v i are clinical/demographic variables.
and suppose V has full rank. For this scenario, we propose the class of penalized estimators:
Using the first order conditions for η and letting P V = I n − V (V V ) −1 V , we replace Y withỸ = P V Y , X withX = P V X, and solve a modified version of (4):
. Thus computing our estimator with the additional covariates can be done immediately from Algorithm 1 and (β τ,λ ,η τ,λ ) will satisfy the first order conditions for (11).
6 Simulation studies
Data generating models
We compare the performance of our method to relevant competitors under two distinct data generating models. When conditioning on the observed predictors, the mean and covariance of the response are the same in both models. However, the two models differ in a fundamental way: in the first model, we observe the "true" predictor and the covariance has the parameterization in (2). In the second model, we observe a corrupted version of the "true" predictor so that conditioning on the observed predictor, the model in (1) and (2) holds.
In the following, for one hundred independent replications with p = 200 and q = 50, we generate n = 100 independent copies of (Y, X).
Model 1: We first generate n independent copies of X ∼ N p (0, Σ * X ) where the (j, k)th entry of Σ * X equals 0.7 |j−k| . Then, conditional on X = x, we generate a realization of
where ∼ N q (0, σ 2 * u β * β * + γ 2 * I q ) with γ 2 * = 3 and σ 2 * u varying.
Model 2: We first generate n independent copies of Z ∼ N p (0, Σ * Z ) where the (j, k)th entry of Σ * Z equals 0.5 |j−k| . Then, conditional on Z = z, we generate a realization of X and Y,
with γ 2 * = 3 and σ 2 * u varying across settings. Unlike Model 1, the covariance of the measured predictors X is Σ * X = Σ * Z + σ 2 * u I p .
To generate β * , we randomly construct three active sets of three variables each: let a k = {a k,1 , a k,2 , a k,3 } ⊂ {1, . . . , p} for k = 1, 2, 3 with ∩ 3 k=1 a k being empty. Then, for l = 1, . . . , q, we randomly choose k ∈ {1, 2, 3} with probability 1/3 each, and set either [β * ] (a k,j ),l = −2 or [β * ] (a k,j ),l = 2, with equal probability for j = 1, . . . , 3. We also select three additional elements of [β * ] ·,l to be −1 or 1. That is, each column of β * has six nonzero entries: three entries have magnitudes 2 and three entries have magnitudes 1. Under this construction, β * β * is approximately block diagonal with three blocks of similar size.
Performance metrics
We consider multiple performance metrics. The first we consider is model error (Breiman and Friedman, 1997) for the observed predictor:
Following Datta and Zou (2017) , when data are generated from Model 2, we also measure the latent model error, i.e, model error under the unobserved predictor Z:
Latent model error would be relevant if the true predictor may be observed in future studies. In addition, for both models we also measure Frobenius norm error:
and out-of-sample prediction error:
To compute the out-of-sample prediction error, in each replication we generate an independent test set of size n T = 1000, where Y T ∈ R n T ×q and X T ∈ R n T ×p , using the same data generating model as in the training data. It is important to note that out-of-sample prediction error and model error are distinct metrics.
Model error measures how well an estimator predicts the mean function, whereas prediction error measures sum of squared residuals on a testing set.
We also measure true and false positive identification of nonzero entries in β * to assess variable selection accuracy of the methods.
Competing methods
We compare our method to two versions to the method proposed by Datta and Zou (2017) , two versions of the L 1 -penalized least squares estimator, and a two-step convex approximation to (4).
For the case that q = 1 and data are generated from an error-in-variables model (e.g., Model 2), Datta and Zou (2017) proposed the convex-conditioned lasso estimator. Their estimator can be naturally extended to the multivariate setting: they replace X and Y in the least squares criterion with versions adjusted to account for the measurement error. Assuming that σ 2 * u were known, the estimator of Datta and Zou (2017) modifies the unbiased sample covariance matrix:
Then the multivariate response generalization of their estimator is arg min
where ρ = n −1 X Y . The estimator (14) can be written as a penalized least squares estimator with
When λPen(β) is replaced by q j=1 λ j Pen(β ·,j ), the estimator in (15) is equivalent to performing q separate convex-conditioned lasso estimation problems. The estimator in (15) would not be equivalent to q separate estimators if only one tuning parameter were used for all q regressions, or any of the penalties from Table 1 other than the L 1 -norm was used.
We now formally state the competitors we consider:
CoCo-1: The estimator defined in (15) with λPen(β) = λ|β| 1 and λ chosen by five-fold crossvalidation, using the modified cross-validation procedure (averaged over the q responses) proposed in Datta and Zou (2017) . We treat the value of σ 2 * u as known.
CoCo-q:
The estimator defined in (15) with λPen(β) replaced by q j=1 λ j |β ·,j | 1 and the λ j each chosen by five-fold cross-validation, using the modified cross-validation procedure proposed in Datta and Zou (2017) for j = 1, . . . , q. We treat the value of σ 2 * u as known.
Lasso-q: The L 1 penalized least squares estimator arg min
within tuning parameters λ j chosen to minimize prediction error in five-fold cross-validation for j = 1, . . . , q separately.
Lasso-1:
The estimator defined in (16) except the tuning parameter λ j = λ for j = 1, . . . , q with λ chosen to minimize prediction error averaged over the q responses in five-fold cross-validation.
MC:
The version of our estimator (4) with λ τ Pen(β) = λ τ |β| 1 , with tuning parameters λ and τ chosen using the five fold cross-validation procedure defined in Section 4.1.
Note that only the CoCo estimators require knowledge of the value of σ 2 * u . The sixth competitor we consider, CA, is a two-step convex approximation to (4). Given a initial estimatorβ, we re-estimate β * usinḡ β = arg min
The estimator defined in (17) could be computed using a variant of the accelerated proximal gradient descent algorithm from Algorithm 1, or, when the penalty is separable across coordinates, using the coordinate descent algorithm of Rothman et al. (2010) . Let
The gradient indicates that if λ = 0, then the one-step approximation reduces to the least squares estimator.
When a penalty function is applied, the weight matrixβ β + τ I q affects the solution.
In our implementation of the estimator CA, we obtainβ using Lasso-q and select the tuning parameters τ and λ to minimize prediction error in five-fold cross-validation. The estimator CA is included to help 
Results
Results for Models 1 and 2 are displayed in Figures 1 and 2 , respectively. For both models, we consider the case that σ 2 * u = 0, i.e., (2) does not hold, in addition to the cases that σ 2 * u = 0.25, 0.50, and 1.00. When σ 2 * u = 0 our method performs similarly to Lasso-1, as does the method of Datta and Zou (2017) . This result illustrates the property of (5) highlighted in Section 3: when (2) does not hold, cross-validation should select a τ large enough so that (5) is effectively least squares. As σ 2 * u increases for Model 1 we see that our proposed method, MC, outperforms all competitors in terms of model error, Frobenius norm error, and prediction error. Amongst the competitors, CoCo-1 is best when σ 2 * u < 1. When σ 2 * u = 1, CoCo-1 performs similarly to Lasso-1 or the convex approximation of our method CA. Interestingly, we see both Lasso-1 and CoCo-1 outperform their counterparts which select tuning parameters separately for each response. A similar result was observed in the simulations of Molstad and Rothman (2016) .
In Figure ( 2), we display results for Model 2. When σ 2 * u = 0, we again see all methods performing similarly. Unlike in Model 1, however, we see that CoCo-1 performs better than all other competitors even as σ 2 * u becomes large. Our method again outperforms all competitors when σ 2 * u is greater than zero. This is particularly notable for the latent model error, where CoCo-1 and CoCo-q significantly outperform both Lasso-1 and Lasso-q.
Model selection results are displayed in Figure 1 (d) and Table 1 of Web Appendix C. When σ 2 * u = 0, all methods perform similarly. As σ 2 * u increases, the true positive rate of our method, MC, tends to be significantly higher than any of the competing methods. Interestingly, both CoCo-1 and CoCo-q have smaller false positive rates than MC when σ 2 * u = 0.50 or 1.00, but both have significantly smaller true positive rates than MC. This may partly explain the difference in performance between the CoCo methods and MC.
7 Glioblastoma multiforme application
Background and data processing
Copy number variations (CNVs) occur when a portion of the genome is replicated or deleted (Sebat et al., 2004) . CNVs are thought to play an important role in the development of many human cancers (Shlien and Malkin, 2009 ). In particular, previous studies suggest that copy number changes can explain a portion of variability in the gene expression of cancer patients, e.g., the study of Pollack et al. (2002) . Multivariate response linear regression is a common method for modeling the relationship between CNVs and gene expression, particularly under the assumption that a small number of CNVs are relevant for predicting gene expression, e.g., see the method of Peng et al. (2010) . Table 2 : Proportion of non-zeros in the estimate of β * averaged across one hundred independent replications for each of the ten chromosomes.
One challenge in studying the association between copy number variations and gene expression is that copy number variations are often difficult to quantify accurately. When using array-based comparative genomic hybridization, a copy number variation is quantified by measuring the fluorescence ratio of a reference sample to a test sample, e.g., a normal sample versus a tumor sample. A number of statistical methods have been developed to account for the uncertainty in comparative genomic hybridization measurements, e.g., Cassese et al. (2014) . This motivated us to apply our method to fit the multivariate response linear regression model which treats CNVs as predictors and gene expression as the response.
We analyze gene expression and CNV data measured on patients with glioblastoma multiforme, an aggressive brain cancer, collected by The Cancer Genome Atlas project (cancergenome.nih.gov). To access and pre-process the data, we used the R package TCGA2STAT (Wan et al., 2015) . The gene expression data we use were measured using an Agilent 244K Custom Gene Expression G450 microarray and the CNV data were measured using an Agilent Human Genome CGH Custom Microarray 2x415K. Our data consists of only subjects with untreated primary (de novo) glioblastoma multiforme. We also use three clinical/demographic covariates: age, gender, and whether or not the patient had received radiation therapy.
Patients with missing clinical/demographic variables were omitted from our analyses.
We treated CNVs and gene expression from each chromosome as separate datasets and analyzed the first ten chromosomes. To reduce dimensionality, we perform screening for both predictors and responses.
For predictors, we sequentially remove CNVs which are highly correlated. Starting with the CNV with the largest standard deviation, we remove all CNVs with absolute correlation greater than 0.95. We then do the same procedure with the second largest standard deviation amongst the remaining CNVs, and so on until no CNVs have absolute correlation greater than 0.95. To screen responses, we perform marginal association testing. We omit all genes which do not have at least one CNV with a marginal association p-value less than 0.50 after a Bonferroni correction. The resulting dataset p and q are displayed in Figures 3.
Comparison to alternative methods
For 100 independent replications for each of the ten chromosomes, we split the data into training and testing sets of size 125 and 27, respectively. We fit the model using Lasso-1, Lasso-q, and the version of our proposed method described in Section 5.2, which treats the clinical/demographic covariates as unrelated to the covariance. It is not clear how to best modify the estimator proposed by Datta and Zou (2017) to accommodate covariates measured without error, nor is the true noise parameter σ 2 * u known. Hence, we omit the the method of Datta and Zou (2017) from our comparisons. Tuning parameters for each of the three considered methods were selected by minimizing prediction error in ten-fold cross-validation.
We standardized the responses for model fitting with our method and appropriately rescaled regression coefficient matrix estimates. We did not penalize the coefficients corresponding to the clinical/demographic covariates when using Lasso-1, Lasso-q, or our method. To measure prediction accuracy, we followed Molstad and Rothman (2016) and used scaled prediction error, which is
, whereŶ test is the predicted gene expression for the test set and Λ has complete data standard deviations of the response along its diagonal and zeros elsewhere.
In Figure 3 , we display boxplots of the relative performance for each of the three methods. For each replication, we recorded the ratio of each method's scaled prediction error to the minimum scaled prediction error amongst the three methods. Hence, a relative scaled prediction error of one indicates the best performing method, whereas a relative scaled prediction error of 1.10 indicates ten percent worse prediction than the best performing method.
As shown in Figure 3 , our proposed method performs significantly better than the competitors in terms of scaled prediction error. For reference, the average scaled prediction error was 0. 83, 0.85, 0.88, 0.90, 0.95, 0.83, 0.85, 0.92, 0.84, and 0.86 for the ten chromosomes using our proposed method. Using the clinical/demographic covariates only, the average scaled prediction error ranged from 1.00 to 1.02 for the ten chromosomes. In Table 2 , we display the model sizes for each of the three methods. The models estimated by our method were significantly smaller than those estimated by Lasso-1 or Lasso-q, which may partly explain the improvement in prediction accuracy. This would allow practitioners to focus on a smaller number of CNV segments potentially related to gene expression in future association studies.
Fitted models
Finally, to provide further insight, we refit the model to each of the ten complete datasets. Using ten-fold cross-validation minimizing prediction error, the tuning parameters τ selected by our method ranged from 3.52 (Chromosome 6) to 545.30 (Chromosome 3). Focusing on Chromosome 1, we display the absolute values of the estimated regression coefficient matrix and the corresponding absolute values of the inner product matrixβ β whereτ was chosen by cross-validation. The matrixβ β is approximately block diagonal with one large block corresponding to genes which share one CNV segment (segment 26) selected as important by our method.
Supplementary Materials
Proofs of Proposition 1 and Proposition 2 are available in the Appendix. An R package implementing our method, MCMVR, is available at github.com/ajmolstad/MCMVR.
