In this paper, five variants of Differential Evolution (DE) algorithms are proposed to solve the multi-echelon supply chain network optimization problem. Supply chain network composed of different stages which involves products, services and information flow between suppliers and customers, is a value-added chain that provides customers products with the quickest delivery and the most competitive price. Hence, there is a need to optimize the supply chain by finding the optimum configuration of the network in order to get a good compromise between several objectives. The supply chain problem utilized in this study is taken from literature which incorporates demand, capacity, raw-material availability, and sequencing constraints in order to maximize total profitability. The performance of DE variants has been investigated by solving three stage multi-echelon supply chain network optimization problems for twenty demand scenarios with each supply chain settings. The objective is to find the optimal alignment of procurement, production, and distribution while aiming towards maximizing profit. The results show that the proposed DE algorithm is able to achieve better performance on a set of supply chain problem with different scenarios those obtained by well-known classical GA and PSO.
INTRODUCTION
In today's global competition in manufacturing and distribution, the successes of an industry are depended on cost-effective supply chain management under various markets, logistics and production uncertainties. Uncertainties in the supply chain usually decrease profit, i.e. increase total supply chain cost [1] . The key issues in supply chain management can broadly be divided into main categories: (i) supply chain design (ii) supply chain planning and (iii) supply chain control. In a supply chain, the flow of goods between a supplier and customer passes through several stages, and each stage may consist of many facilities thus making it difficult to manage its whole integration. One of these critical decisions may involve integrating the supply chain in which the companies participate to enable the ability to make business decisions jointly. These strategic decisions lead to costly, time-consuming investment as the facilities located today, are expected to remain in operation for a long time. Hence, it is very important to design an efficient supply chain to facilitate the movements of goods to increase the competitiveness introduced by the market globalization [2] .
A supply chain network (SCN) typically comprised of suppliers, producers, distributors, and customers. SCN establish the distribution channels, and the number of materials and items to consume, produce, and ship from suppliers to customers. The SCN design problem is one of the most comprehensive strategic decision problems that need to be optimized for long-term efficient operation of a whole supply chain. It determines the number, location, capacity and type of plants, warehouses, and distribution centers to be used. These problems typically increase as the number of supply chain layers increase, the time period increases, and the number of products and purchase orders increase. These cause the network search space and time required to obtain a solution to increase markedly. Therefore, the SCN design problem is an NPcomplete problem [3] . According to the findings of Ebikake et al [4] , finding the best solution for supply chain management is NP-hard problem, so it must be strategically dealt with, on a case to case basis developing an efficient methodology that can find out the optimal or near-optimal solution in minimum computational time. It is intractable to solve this kind of problem in the real world as it often incurs expensive computational efforts.
Meta-heuristics are kind of near-optimal algorithms that were proposed in the two recent decades to integrate basic heuristic methods in higher-level structures in order to effectively and efficiently search a solution space. Nowadays, these algorithms have a large number of applications in an optimization of different hard-to-solve problems. In this paper, we use DE variants for solving constrained multi-echelon supply chain network problems of Kadadevaramath [1] . The performance of the DE variants used in this paper has been compared with genetic algorithm and particle swarm optimization algorithm. The results indicated that the DE method can obtain a better quality solution compared to classical GA and PSO.
Rest of the paper is organized as follows. Section 2 deals with the work that is done previously in the related field. Section 3 explains problem description and mathematical formulation of three stage multiechelon supply chain network model. The implementation of DE algorithm is given in section 4 followed by numerical illustration given in section 5. The results are given in section 6 and finally, conclusions are given in section 7.
LITERATURE REVIEW
A large amount of literature on supply management places great emphasis on the integration of different components of the chain. Most of the research in this area is based on the classic work of Clark and Scarf [5] [6] more discussion of two-echelon models may be found in [7] . Bora and Grossmann [8] formulated the problem as a multistage stochastic program with decision dependent elements where investment strategies are considered to reduce uncertainty, and time-varying distributions are used to describe uncertainty and proposed a new mixed-integer/disjunctive programming model.
Cohen and Moon [9] extend Cohen and Lee [10] developed a constrained optimization model; called PILOT, to investigate the effects of various parameters on supply chain cost, and consider the additional problem of determining which manufacturing facilities and distribution centers should be open. The objective function of the PILOT model is a cost function, consisting of fixed and variable production and transportation costs, subject to supply, capacity, assignment, demand, and raw material requirement constraints. Based on the results of their example supply chain system, the authors conclude that there are a number of factors that may dominate supply chain costs under a variety of situations and that transportation costs play a significant role in the overall costs of supply chain operations.
Goh et al [11] focused on the operational issues of a Two-echelon Single-Vendor-Multiple-Buyers Supply chain problem under vendor managed inventory mode of operation and proposed PSO and hybrid GA to solve this problem. Che [12] developed a decision methodology for the production and distribution planning of a multi-echelon unbalanced supply chain problem. He proposed a mathematical model to determine the best pattern of the supply chain system by integrating cost and time criteria and simultaneously considering multiple products, production loss, transportation loss, quantity discount, production capacity, and starting-operation quantity.
Ishii et al. [13] develop a deterministic model for determining the base stock levels and lead times associated with the lowest cost solution for an integrated supply chain on a finite horizon. The stock levels and lead times are determined in such a way as to prevent stock out, and to minimize the amount of obsolete ("dead") inventory at each stock point. Their model utilizes a pull-type ordering system, which is driven by, in this case, linear (and known) demand processes.
Pyke and Cohen [14] develop a mathematical programming model for an integrated supply chain, using stochastic sub-models to calculate the values of the included random variables included in the mathematical program. The authors consider a -level supply chain, consisting of one product, one manufacturing facility, one warehousing facility, and one retailer. The model minimizes total cost, subject to a service level constraint, and holds the setup times, processing times, and replenishment lead times constant. The model yields the approximate economic (minimum cost) reorder interval, replenishment batch sizes, and the order-up-to product levels (for the retailer) for a particular production network.
Work of Babu and Gujarathi [15] focused on solving three stage supply chain problems using multiobjective differential evolution (MODE) algorithm. In their study, three cases of objective functions were considered and Pareto-optimal solutions were obtained for each case. The results were compared with those reported using a non-dominated sorting genetic algorithm (NSGA-II) in the literature. Minimizing total cost has been the primitive objective in most of the SCN design models [16] [17] . But for a supply chain, producing products at minimum cost is not the only objective, a satisfying customer is also equally important. Later some researchers started incorporating more than one competing objectives such as improving customer service and reducing cost in their models.
Many of the aforementioned articles use Lagrangian relaxations or heuristic methods to solve the model. Recently, Atamtürk et al. [18] have shown how to formulate different variants of the joint inventorylocation problems in a supply chain comprising of a distribution center and retailers as conic mixed-integer problems. Mehrdad et al [19] extend the work by providing a novel conic integer reformulation for a joint inventory-location problem in a four echelon supply chain. Nowadays, as the use of a computer is rapidly increasing, many evolutionary computation methods for solving optimization problems have been introduced. Probably, among them, Differential Evolution (DE) is the most well-known class of evolutionary algorithms. It has taken a lot of attention of researchers in the several years. In this paper, the performance of five DE variants are examined for solving constrained multi echelon supply chain network problems of Kadadevaramath [1] .
MATHEMATICAL MODEL FORMULATION FOR THREE STAGE SINGLE PRODUCT, SINGLE PERIOD SUPPLY CHAIN NETWORK
This section develops a mathematical model to quantify the relationship among all the decision variables involved in three stage multi-echelon supply chain network. Problem description, the notations, assumptions, decision variables used in this formulation are given below.
PROBLEM DESCRIPTION
A three echelon two-stage supply chain network considered in this paper is as shown in Fig.1 . The first level consists of three suppliers which are suppliers of raw materials to plants for the manufacturing of products. The second level consists of two plants where products are manufactured and shipped to distribution centers. The third level consists of six distribution centers where products are sold to retailers. A product is manufactured from three different components can be supplied from any supplier to any of two plants. Plants may produce any product limited by its production and delivery capacity or decided by its strategy for each product. The final products are shipped to distribution centers based on demands. For the given cost data set the problem is to find the optimal alignment of procurement, production, and distribution while aiming at maximizing profit throughout the supply chain. Assumptions  A single product (made up of three components) flows through the supply chain network  Distribution centers face random customer demand and demand distribution is assumed to be uniform  The Quantity of goods at any installation takes integer values  Linear holding cost rates exist only for manufacturing plants in the supply chain  Shortages are not permitted (no shortage cost)  Transportation costs are directly proportional to the quantity shipped  Manufacturing costs are directly proportional to the number of products produced  All installations have a finite capacity 
Mathematical model
The objective function aims at maximizing the profit of overall supply chain distribution network which implies maximize the revenue and minimize the total supply chain cost The objective function is given by
Subject to
The objective function (1) maximizes the profit by minimizing the overall supply chain operating cost. Constraint (2) ensures that the total amount of any of the three components shipped from a supplier cannot exceed the supplier's capacity for that component. Constraint (3) specifies that the total production quantities do not exceed plant capacities individually. Constraint (4) ensures the products shifted from plant to distribution centers should be more than or equal to the demand raised by the distribution centers. Constraint (5) ensures that the components moved from the suppliers should be more than the products to be manufactured to meet the required demand.
IMPLEMENTATION OF DIFFERENTIAL ALGORITHM
Differential evolution (DE) was first proposed by Storn and Price in 1995 [20] as a powerful heuristic method for solving non-linear, non-differentiable and multimodal optimization problems. This technique has been structured based upon a combination of simple arithmetic operators, the classical crossover, mutation, and selection operators. In this method, the purpose of mutation and crossover is to generate new vectors, and the vectors will survive to the next generation are determined upon selection operator [21] .
The theoretical framework of DE is very simple and DE is computationally inexpensive in terms of memory requirements and CPU times. Thus, nowadays, DE has gained much attention and wide application in a variety of fields [22] [23] . Due to its simplicity, easy implementation, fast convergence, and robustness, the programming and operation of DE are also quite easy because it requires the settings of only three control parameters: population size, scaling factor, and crossover constant rate in crossover operator. These advantages facilitate the wide usage of DE. DE is a population-based search technique which utilizes NP variables as a population of D dimensional parameter vectors for each generation. Four main steps are involved in DE known as, initialization, mutation, recombination, and selection. DE produces an initial population by randomly sampling several points (each point is called a target vector) from the search space. . Afterward, the crossover operator is implemented on the mutant vector and the target vector to generate a trial vector → , = ( ,1, , ,2, , … . . , , , )( ∈ 1,2, … . . , ). The crossover operator and the mutation operator together are called a trial vector generation strategy. In the selection phase, the function value of the trial vector is compared to the function value of the target vector and the target vector for the next generation is updated using equation (11) . If the resulting vector yields a lower objective function value than a predetermined population member, the newly generated vector replaces the vector with which it was compared. In addition, the best parameter vector is evaluated for every generation in order to keep track of the progress that is made during the optimization process.
The DE algorithm adopted in this paper is presented below, 
Mutation operation
The mutation operation is based on the difference of different individuals (solutions), to produce a mutant vector Vi,G with respect to each individual Xi,G, in the current population. This main operation is founded on the differences between randomly sampled pairs of solutions in the population. For each target vector Xi,G, i =1, 2,…, NP, a mutant vector Vi,G can be made by the following mutation operators. In all types, the scale factor F is a positive control parameter for scaling the difference vector. Mutation is carried out by the mutation scheme. For each vector xi at any time or generation g, three randomly chosen vectors Xp, Xq andXr, and then resulting donor vector generated by any one of the following mutation strategies. 
Here, F is the scale factor used to scale differential vector. X best is the solution with the best fitness value in the current population.
Crossover operation
In order to increase the diversity of the perturbed parameter vectors, a crossover is introduced after the mutation operation. Crossover operation is employed to generate a temporary or trial vector by replacing certain parameters of the target vector by the corresponding parameters of a randomly generated donor vector. To get each individual's trial vector, Ui,,G+1, crossover operation is performed between each individual and its corresponding mutant vector. The crossover operator is applied to obtain the trial vector
, from , and , . The crossover is defined by
where i is a randomly chosen integer in the seti, i.e., i ∈I = {1,2,..., D}; the superscript j represents the j-th component of respective vectors; ∈ (0,1), drawn randomly for each j. The ultimate aim of the crossover rule is to obtain the trial vector , with components coming from the components of the target vector , and the mutated vector , . This is ensured by introducing and the set I. Notice that for = 1 the trial vector , is the replica of the donor vector , . The targeting process (mutation and crossover) continues until all members of , are considered. assumed to be 0.9.
Selection operation
The selection operator of DE adopts a one-to-one competition between the target vector , and the trial vector_ , . If the objective function value of the trial vector is less than or equal to that of the target vector, then the trial vector will survive into the next generation, otherwise, the target vector will enter the next generation: To generate the new individual for the next generation, selection operation is performed based on equation (12) between each individual and its corresponding trial vector.
Termination criteria
DE algorithm will give the final objective value after the number of iteration has been chosen for a problem. In this study, the number of iteration assumed as 1000 generation and results published in the next section are based on 1000 generation.
NUMERICAL ILLUSTRATION
The DE starts the search by generating a population of candidate solutions. In our implementation, this population is randomly generated according to uniform distributions. That is, the parameters (gene values) Ri is randomly generated according to uniform distributions U Step 1: Initialization Assume a population of five vectors, which are generated randomly and provided in Table 1 .
Step 2: Mutation Once the initial population is generated, mutation operation is done to generate donor vectors. As explained in section 4.1, five different mutations are used to have five variants of DE. Among the five variants, DE/Rand/1/Bin is performing better. Hence, this section explains the implementation of DE/Rand/1/Bin mutation strategy using equation 6. First, randomly select three vectors from the population. For example, vectors corresponding to row 5, 1 and 3 are selected randomly from Table 1 and F is assumed as 0.5. The selected vectors are given in Table  2 . Table 3 , Donor vector after mutation Table 4 , Corrected Donor vector
The generated donor vector ( , ) using DE/Rand/1/Bin mutation strategy is given in Table 3 . Since the vectors should only contain integer and positive values, each negative value should be replaced by absolute value and non-integer values should be replaced by integer using round function. The corrected donor vector is given in Table 4 . Step 3: Crossover A trial vector is generated using a crossover operator. The binominal crossover is used in this paper. In this stage, the trial vector ( , ) is calculated by combining donor vector ( , ) and target vector ( , ) based on equation (11) .
represents the crossover probability. R is a random number between 0 and 1, if R is smaller than the variable of mutation vector will be selected as a variable of the trial vector. Otherwise, the variable of a target vector will be selected as the variable of a trial vector.
assumed to be 0.9. For example, for the first position of trial vector; if R = 0.1669 the donor vector value, which is 158 copied into trail vector in the first position. For the second position of a trial vector; if R = 0.9351, then target vector value, which is 19 copied into trail vector in the second position similar way the whole trial vectors are generated and are shown in Table 5 . Step 4: Selection At this stage, trial vector ( y i,k j ), is compared with the target vector (X i,g ) to select vectors for the next generation. The selection will be done using equation (12), which is based on objective function value comparison. If the objective function value of a trial vector is better than the value of the target vector, the trial vector will be chosen as a new trial vector (X i,g+1 ) for the next generation. Otherwise, the target vector will be chosen for the next generation. The target vectors for the next generation are shown in Table 6 . The mutation, crossover, and selection operations are repeated until the termination condition is satisfied. 
RESULTS AND DISCUSSION
The performance of the DE variants was evaluated by solving the supply chain problems considered by Kadadevaramath et al 2012. The DE parameters used in this paper are: number of generations = 1000, number of vectors per population = 30, mutation scale factor = 0.5 and crossover rate = 0.9. To assess the quality of five DE variants, a series of computational experiments were conducted. The computational experiments were done using a PC with Intel Core 2 Duo, 2.6 GHz and 3GB RAM under Mat lab environment.
For all twenty scenarios, demand rates followed the same as previous research for purpose of result comparison. All the twenty scenarios are considered to evaluate the performance of five DE variants. In order to compare the results of each variant with others, the same termination condition has been used which is based on the number of generation. Scenario X111 X112 X121 X122 X131 X132 X211 X212 X221 X222 X231 X232 X311 X312 X321 X322 X331 X332 Y11 Y12 Y13 Y14 Y15 Y16 Y21 Y22 Y23 Y24 Y25 Y26  1  3  8  4  5  2 13 42 64 347 2 176 38 222 139 120 17 185 65 60 96 22 28 71 88 23 2 33 29 18 2  2  6  5 10 2  3 28 11 64 354 30 124 69 53 323 64 80 240 10 66 36 42 53 67 19 30 25 18 28 25 77  3  11 5  2 14 2 13 84 45 222 164 108 67 343 32 58 39 192 21 63 28 41 77 41 82 25 42 13 5 35 13  4  7  1  4  1 13 28 38 56 328 47 77 127 281 56 81 18 195 21 58 58 62 73 52 38 10 2 33 20 3 44  5 17 0 4 8  14  12  6  3  3  9  9  10  19  1  15  8  16  10  2  7  1  2  5  0  11  2  6  12  3  9  5  12  10  7  5  2  3  6  13  2  1  6  7  8  57  14  5  1  1  3  3  1   15  2  24  1  8  3  9  16  6  6  8  9  10  3  17  5  2  2  6  2  6   18  6  16  6  1  6  7  19  3  4  0  5  16  5  20  6  2  2  3  2  8 
