As interest in provenance grows among the Semantic Web community, it is recognized as a useful tool across many domains. However, existing automatic provenance collection techniques are not universally applicable. Most existing methods either rely on (low-level) observed provenance, or require that the user discloses formal workflows. In this paper, we propose a new approach for automatic discovery of provenance, at multiple levels of granularity. To accomplish this, we detect entity derivations, relying on clustering algorithms, linked data and semantic similarity. The resulting derivations are structured in compliance with the Provenance Data Model (PROV-DM). While the proposed approach is purposely kept general, allowing adaptation in many use cases, we provide an implementation for one of these use cases, namely discovering the sources of news articles. With this implementation, we were able to detect 73% of the original sources of 410 news stories, at 68% precision. Lastly, we discuss possible improvements and future work.
Introduction
Nowadays, as interest in provenance grows among the Semantic Web community [1] , media content authors are faced with a dilemma. While they clearly see the advantages of providing provenance information with their data, the process of manual annotation is labor intensive and dull work, especially for those without a technical background [2] . Clearly, there is a need for automated ways to add provenance to produced content.
Most existing automatic provenance collection techniques in literature either observe all activity on the target resources (so called observed provenance), or require that the users specify formal workflows which are used to create and modify the resources (disclosed provenance) [3] . The first approach often results in a low-level view of the provenance associated with a resource, which is not always suitable (e.g., in the use case described in this paper). The latter approach requires significant effort from the user, and is not always applicable, since many creative processes are difficult, if not impossible, to formally describe.
In this paper, we propose a new approach for automatic discovery of provenance from limited information, at multiple levels of granularity. Whereas lowlevel provenance denotes the exact change at the finest granularity (e.g., at the character level), higher-level provenance denotes changes at a coarser granularity (e.g., at the document level). To achieve this, we detect inter-document derivations, using clustering methods based on semantic similarity, resulting in provenance complementary to the observed and disclosed kind. We apply the approach to a specific use case, originated from the news sector. We will attempt to reconstruct missing provenance, solely based on the content and timing information, allowing us to track down the original source of an article.
The paper is structured as follows: first, we explain our interpretation of highlevel provenance, and how this fits into the ongoing standardization efforts of the W3C Provenance Working Group 1 . Next, we provide an in-depth explanation of the proposed approach and describe our use case implementation, which we then use to evaluate our approach. Before concluding, we discuss the results, followed by the related and future work.
Terminology and Key Concepts
Before describing our proposed approach, we explain our view on high-level provenance. We also provide a summary of the relevant features of the Provenance Data Model (PROV-DM), currently under development by the W3C Provenance Working Group.
High-Level Provenance
In our research, we make the distinction between low-level and high-level provenance. Low-level provenance is the sort of provenance expected from capturing systems and versioning systems. A typical example is that of a programmer's versioning system, where the provenance of each document is stored as a list of characters that where changed, together with their position in the document. An example of high-level provenance, at the document level might be: "Document A is a revision of document B".
While these types of provenance are certainly important in many cases, for our research, we aim for a more conceptualized form of provenance, and propose an intermediary approach. For example: "Document A is a derivation of document B, with concept 'Magistrate' in document A narrowed down to 'Prosecutor' in document B". We will label this as provenance at the semantic level, providing more details than at the document level, but remaining high-level, at a coarser granularity than low-level systems.
In this paper, we will investigate ways to generate high-level provenance, both at the document level and the semantic level.
PROV-DM: The Provenance Data Model
Currently, the W3C Provenance Working Group is composing a standard data model for provenance. In our research, we aim to comply with the latest working draft of PROV-DM, at the time of writing (WD6, [4] ). For a full description of the data model, we refer to [4] . Below, we provide a brief overview of the concepts needed for our research.
PROV-DM provides us with 3 essential (core) elements: entities, activities and agents. Entities can be related to each other, and to activities acting upon them. For our research, the most important entity-entity relations are derivation, alternate and specialization. Entity-activity relations are limited to usage and generation. Throughout this paper, in all figures and examples, the standard notation specified in [4] is used to specify these relations.
According to PROV-DM, a derivation is anything that transforms an entity into another, that constructs an entity from another, or that updates an entity, resulting in a new one. However, the underpinning activities and their associated details are not always known. Therefore, we will make the distinction between precise and imprecise derivations. When two entities are linked by a precise-1 derivation, it means they are connected by a single, known activity, which uses (consumes) one of the entities and generates the other. When the activity connecting two entities is unknown, but it is certain that they are connected by a single activity, we obtain an imprecise-1 derivation. For an imprecise-n derivation, the number of activities interconnecting the two entities is unknown. Note that while the formal distinction between imprecise and precise provenance was removed from PROV-DM since the fifth working draft, the informal distinction is still relevant to the work in this paper, and remains supported by PROV-DM (all parameters of derivation regarding the involved activity are optional).
The alternate relation connects two entities that refer to the same thing in the world, in different environments. For example, 'fbase:Magistrate' 2 is an alternate entity of 'dbpedia:Magistrate' 3 . The specialization relation connects two entities that refer to the same thing in the world, at different levels of abstraction. For example, 'dbpedia:Prosecutor' 4 is a specialization of 'dbpedia:Magistrate'. In additional to these relations, PROV-DM allows to provide provenance of provenance. Concretely, this means that all provenance entities, activities, agents and relations can be organized in bundles. A bundle holds the provenance of a resource, and can have, in turn, its own provenance. This way, it becomes possible to provide provenance of the provenance, explaining how it was obtained.
A final method that we use to provide organization among entities, is the collection entity. According to PROV-DM, this is an entity that provides a structure to some constituents, which are themselves entities, and connected to the collection by the memberOf relation.
Proposed Approach
In this section, we provide an in-depth description of how we aim to discover provenance derivations, using semantic similarity. While we want to keep our approach as general as possible, it is necessary to make some assumptions about the data we will be providing provenance for.
We will assume that the data essentially consists of two types of entities. We define a document as an entity that is characterized by multiple other entities, which we will refer to as semantic properties. Both documents and semantic properties can be modeled as a prov:Entity 5 , and thus can be connected through activities and/or entity-entity relations. In our news use case, an example of a document would be a news article, whereas examples of semantic properties would be the descriptive metadata annotations of this article. We also assume that timing information (i.e., date of creation) is available for all documents.
The general goal of our research is to analyze documents to automatically discover provenance information about them. Since this is very general, we will narrow it down to 3 subgoals. Starting from a set of documents S, we aim to: 1. Discover high-level imprecise-n and imprecise-1 derivations at a coarse granularity. 2. Convert these imprecise derivations to high-level precise-1 derivations. 3 . Discover additional precise-1 derivations at a finer granularity.
Below, we describe how we achieve these goals.
Discovering Imprecise Derivations
To discover provenance at the coarsest granularity, we rely on the semantic similarity of documents. Since it is safe to assume that revisions of the same document are semantically similar to each other, we can assume that in many cases (unfortunately, not always), the inverse also holds: if documents are very similar to each other, it is likely that they are also a revision of the same document.
First, we group (or cluster ) all semantically similar documents into clusters S i , so that for all documents doc a ∈ S i :
with T s an empirically determined similarity threshold, and i ∈ {1, 2, ..., N } with N the number of clusters 6 . Sim D is a similarity metric, which enables semantic comparison of documents. Note that this similarity metric is interchangeable, and a more accurate similarity metric will result in better clustering (in our implementation, semantic similarity of documents is based on the comparison of their semantic properties). To avoid clusters becoming too large, resulting in poor derivations, all clusters larger than a clustering threshold T c , are reclustered with a higher similarity threshold T s .
Next, we order all documents in each cluster according to their date of creation. For each cluster, we assume that the document doc 1 that was created first is the original source of all other documents in the cluster. This means that we can now connect each document of the cluster to doc 1 by an imprecise-n derivation, as illustrated by Fig. 1(a) . is most similar to doc1, doc3 most similar to doc2 and doc4 most similar to doc1. Even though doc4 was created after doc3, it was directly derived from doc1.
In order to create imprecise-1 derivations, we take both the inter-document similarity and timing information into account 7 . In each set S i , for each document doc a ∈ S i (with a = 1), we find the semantically most similar document doc b , and connect them by an imprecise-1 derivation, following Formula 2.
The direction of this derivation depends on which document was created first. In Fig. 1(b) , we apply this method to the example from Fig. 1(a) .
High-Level Precise Derivations
Precise-1 derivations need to specify an activity, responsible for using the original entity, and generating the derived entity. Converting the imprecise-1 derivations from Sect. 3.1 to precise-1 is done by defining a revision activity for each imprecise-1 derivation, as illustrated by Fig. 2.   Fig. 2 . The imprecise-1 derivation of doc2 from doc1 is converted into a precise-1 derivation by specifying an activity revision1, which uses doc1 and generates doc2, and is associated with an agent agent1
Specifying this activity enables us to vary the granularity of the obtained provenance (see Sect. 3.3), and to model responsibility for the revision, by specifying an agent, if available. In the best case scenario, this agent is found in the document's metadata, as the annotated author or editor. In the worst case, when no agent can be found, the provenance of the revision can still be asserted, without an agent. In other cases it might be possible to find the correct agent by querying other data sources and finding a matching document, with author information available. However, for this paper, reconstructing this missing author information would lead us too far.
Precise Derivations at Finer Granularity
To obtain provenance at a finer granularity, we will use the semantic properties characterizing the documents. As a document is revised, some of its semantic properties will change, and others will remain the same. Changes might imply replacements, generalizations or specializations. Some properties might be omitted from the document, whereas new ones may be added. All of these changes can be modeled with the PROV-DM model. We start from the coarse-grained provenance bundle associated with a set of related documents, as generated in the previous steps, and create a new, fine-grained bundle, enclosing it.
How the semantic properties of a document are identified is dependent on the type of data, and may vary for each use case. In our use case (as can be seen in Sect. 4), this is achieved by applying a named entity extraction technique to the documents. Once the properties are identified, we define a usage activity for each of them, linking the properties to the document they are used by.
Next, the properties of each document pair related by a precise-1 derivation are semantically compared. Once again, this comparison is dependent of the type of data and use case. However, it is important that the comparison can model replacements, generalizations and specializations. Additionally, we will model additions and omissions.
In PROV-DM, replacements or synonyms are modeled by the alternateOf relation. The replaced property p i is used by the revision activity, which generates the new property p j . Specialization is modeled by the PROV-DM specializationOf relation. The more general property p i is used by the revision activity, which generates the specialized property p j . Generalization is modeled as an inverse specialization. Addition is modeled by a revision activity that generates a property p i , but does not use a replaced, specialized or generalized property. Similarly, omission is modeled by a revision activity that uses a property p i , but does not generate a replacing, specializing or generalizing property. As an example, we consider the coarse-grained bundle associated with two documents doc 1 and doc 2 , as illustrated by Fig. 2 . Suppose we were able to identify three properties p 1 , p 2 , p 3 of doc 1 and three properties p 3 , p 4 , p 5 of doc 2 . Figure 3 shows the usage activities linking these properties with doc 1 and doc 2 . When comparing the properties, it was discovered that p 4 is a specialized concept of p 2 . This is modeled by the usage of p 2 and generation of p 4 by revision 1 , and the specialization relation between p 4 and p 2 . p 1 was omitted from the revised document, which is modeled by the usage of p 1 by revision 1 and the lack of a generation of a related property. p 5 was added to the revised document, which is modeled by the generation of p 5 by revision 1 and the lack of a usage of a related property. Storing these assertions into a new, fine-grained bundle, encompassing the original, coarse-grained bundle, provides us with a multi-level view of the provenance of doc 1 and doc 2 .
Use Case: News Versioning
We kept our description of the proposed approach as general as possible, since it is applicable in many use cases. However, for clarification and evaluation purposes, we will describe a particular use case, originating from the news sector. In today's news industry, specification and justification of sources are key factors for producing high quality journalism. Unfortunately, due to the strong time constraints inherent to news production, provenance information is often incomplete or omitted. The consumers' need for near-immediate reporting also results in an abundance of very similar publications by all leading news organizations, often slightly modified versions of the same article, with limited to no possibility to determine the original source, or to determine which modifications were made to the content. This is exactly where our approach fills the gap. By detecting the derivation of one revision into another, our approach makes it possible to find the original source of an article, as well as the intermediary revisions. In this section, we describe how our approach is implemented for this use case.
Documents and Properties
For the implementation of our approach, we need to identify "documents" and "properties", as described in Sect. 3. As documents, we use news stories, provided in different revisions. A news story starts as an alert, which is then expanded into a short story, a brief article, and finally a full article (in some cases one or more of these stages are skipped). The articles are available in several languages, so multiple brief articles can be derived from one short story, etc.
As semantic properties, we use Named Entities (NEs) associated with the news stories. These can be manually added, or automatically extracted from the content. In either case, the NEs are enriched, linking them to unique resources in the Linked Open Data (LOD) Cloud 8 . For the implementation of our approach, the named entities are also modeled as entities in PROV-DM, with each news article linked to the entities corresponding to the metadata by a usage activity.
Extracting Properties through Named Entity Recognition
When news articles are not annotated with sufficient descriptive metadata, as is often the case in real-world scenarios, we need to automatically generate this metadata ourselves. The availability of accurate metadata associated with the documents will be beneficial to the resulting provenance.
To achieve this, we use publicly available Named Entity Recognition(NER) services. These services accept regular text as input, and output a list of linked NEs, detected in the text. The NERD [5] comparison tools allow us to evaluate the services and select the most fitting one for our work. For our implementation, we choose to use OpenCalais 9 , a well-established, thoroughly tested [6] and freely available NER service. Note that as OpenCalais does not support Dutch, nor French at the time of writing, an automatic translation step is performed before sending the data, using the Microsoft Bing API 10 .
Similarity Measure
Traditionally, document similarity is calculated using the Vector Space Model (VSM), also known as the "bag of words" model. When using this method, documents are viewed as vectors of Term Frequency -Inverse Document Frequency (TF-IDF) weights, signifying the importance of each term in the document. We adapt this approach to work with Named Entities (NEs) instead of words. This will allow two documents containing similar concepts, but of significantly varying length, to receive a high similarity score, whereas the classic TF-IDF approach would yield a lower score, due to the difference in text length. The similarity measure is calculated as follows. When comparing two documents A and B, we create two vectors representations a and b of their NEs, where a i is the weight of NE i in document A (analogous for B), as determined during the NER step. The similarity between the documents is then calculated as the cosine similarity of the vectors, given by Formula 3.
When no NEs were detected, we revert to the classic "bag of words" approach, using TF-IDF weights for every word in the text. Note that the semantic awareness of this similarity metric can be improved (see discussion, Sect. 7).
Coarse-Grained Provenance through Clustering
As described in Sect. 3.1 and Sect. 3.2, we obtain the first, coarse-grained provenance by clustering sufficiently similar documents together. Using the similaritymeasure in Sect. 4.3, we cluster the total set of news articles into sets of closely related articles. As shown in [7] , clustering with a lower bound on similarity is an NP-Hard optimization problem. Fortunately, the authors of [7] also provide a greedy heuristic, SimClus, which we choose to use to cluster our dataset. The applied algorithm is summarized as follows. The set of possible cluster centers S pc initially contains all elements (with at least three NE's, to ensure accuracy of the similarity measure) of S. We compute the complete similarity matrix of the dataset S, which is then used to determine a cover-set S u for each item u ∈ S. S u contains all elements of S covered by u, which means their similarity to u is above an empirically determined threshold T s . We now choose the cluster centers as follows:
1. Choose the item u ∈ S pc with the largest cover-set S u as the next cluster center (if multiple items are tied, choose the one with the most properties; if there is still a tie, choose arbitrarily). 2. Remove all elements of S u from S pc . 3. Repeat step 1.
The algorithm terminates when there are no items left to choose as cluster center. The dataset is now divided into (possibly overlapping) clusters, corresponding to the cover-sets of each cluster center. As an optimization, clusters with more items than a predetermined upper bound T c are clustered again with a higher similarity threshold T s . In our implementation, we choose T c = 10, since news items rarely have more than ten revisions. For each cluster, we now add the imprecise-n and imprecise-1 derivations according to the method described in Sect. 3.1. Next, we construct the activities as in Sect. 3.2, resulting in precise-1 derivations.
Finer-Grained Provenance
Starting from the coarse-grained provenance bundle from Sect. 4.4, we can create a finer-grained bundle in the manner described in Sect. 3.3. Note that the semantic properties are already identified in the NER step (see Sect. 4.2). Since these properties are linked to the LOD Cloud, information regarding synonyms, specializations and generalizations is available by following (or dereferencing) these links to popular datasets such as DBPedia, WordNet, Freebase, etc. Synonym relationships include owl:sameAs and skos:exactMatch, whereas examples of links specifying generalization and specialization are (respectively) skos:broader and skos:narrower. Using the methods in Sect. 3.3, we create the correct derivations, usages and generations linked to the revision activities from the coarse-grained provenance, and create a new, finer-grained provenance bundle, encompassing the original. In Fig. 4 , this is illustrated for one news item.
Evaluation
Our evaluation data consists of a set of 410 news stories, corresponding to 100 news items, in up to two different languages (Dutch and French), acquired from Belga 11 , a professional Belgian news agency, over the course of one week. The originally available provenance for the news stories, as specified by the content provider, is limited to the revision types, original sources and imprecise-n derivations. The source of a news item is always the earliest news story associated with that news item (usually an alert or short story). All following stories about that news item are (directly or indirectly) derived from its source (as an imprecise-n derivation).
Since there is no formal workflow to describe the creative process of news production, indisputably correct imprecise-1 derivations are nearly impossible Fig. 4 . Example of discovered provenance in the news use case. The news item starts as an English alert news1, which is then translated into a Dutch alert news2. Soon after that, a short story news3 is written based on the English alert. Finally, the short story is revised to a brief story news4, replacing the word "magistrate" with "prosecutor".
to determine, even for the content providers (which is why our approach is so useful to them). Therefore, we restrict the evaluation to imprecise-n derivations.
We constructed coarse-grained provenance using the approach described in Sect. 4, based only on the (enriched) content and timing information of the news stories in our dataset. We can now compare the detected clusters, sources and imprecise-n derivations to the original information provided by the news agency. In Table 1 , the results are shown for different initial similarity thresholds T s . In the optimal case, with T s = 0.5, we were able to detect 73% of the original news sources, with 68.2% precision. The imprecise-n derivations constructed from these sources have a precision of 72.3% and a recall of 44.5%. An explanation for these figures is found when examining the clustered news stories. In Table 2 , it is shown that for nearly all clusters (96% with T s = 0.5), the news stories in the cluster all belong to the same original news item. However, r newsitem shows that many of the original news items are spread across more than one cluster, which creates more than one cluster per news item, resulting in lower overall accuracy of the detected provenance. The accuracy of the fine-grained provenance depends strongly on the correctness of the detected named entities, and the quality of their links to ontologies that describe alternates, specializations and generalizations. When processing the 410 news stories, OpenCalais extracted 722 distinct named entities. Upon manual evaluation of these NEs we labeled 20 of them as incorrectly detected, resulting in 97.2% precision. Criteria for labeling a property as incorrectly detected were non-existence (no such concept exists) and incorrect disambiguation (linked to the wrong resource). These results are consistent with those of a larger performance analysis of OpenCalais, described in [6] . Of the 722 Named Entities, 47 were automatically linked to a resource in the LOD Cloud by OpenCalais.
Related Work
When it comes to automated production of provenance information, several methods exist. These techniques mostly focus on either observed provenance, or disclosed provenance [8] . In [3] , it is noted that these systems need to capture all activities, since they do not necessarily understand the semantics of their observations. Although domain-specific techniques used to reconstruct lost or missing provenance information do exist, such as in [9] and [10] , no generic solution is available to date.
As shown in [2] , provenance produced by these methods is often low-level and/or too complex for a domain expert (e.g., a journalist) with limited knowledge of computer science. In [11] , the need for high level provenance is motivated, and a conceptualization is proposed, namely as a combination of interconnected elements including "what", "when", "where", "how", "who", "which", and "why". However, a recent survey, [12] , shows that high-level knowledge provenance is still a sparsely researched topic.
Discussion and Future Work
The results of our evaluation clearly show that our approach to discover provenance of resources, solely based on their (enriched) content and timing information, is feasible and provides the foundations for future work. A better, more semantically aware similarity measure, such as the one described in [13] , is likely to have a significant impact on the overall accuracy. To accommodate such a metric, the extracted semantic properties need to be accurately linked to the Semantic Web. To achieve this in future implementations, additional disambiguation and enrichment techniques are being developed to combine with the available NER services. Finally, even though it would make the approach less general, it might prove worthwhile considering domain specific information, as it may significantly improve accuracy and levels of granularity of the discovered provenance.
In this paper, we illustrated our approach with one specific use case: news versioning. However, thanks to the general nature of the proposed provenance discovery method, several other use cases are feasible. Examples of possible applications include plagiarism detection, provenance of code snippets and the tracing of information sources used for quotes in online content, such as blogs. Implementation of one or more of these use cases will allow us to further evaluate the approach, and provide more meaningful fine-grained provenance assertions.
Conclusions
We developed an approach that succeeds in creating provenance derivations for a large dataset, discovered from a limited amount of information (content and timing information). Our approach is general enough for adaptation in several domains, and is compliant with the current standard, the Provenance Data Model (PROV-DM). When adapted to the use case of news versioning, our approach detected the original source of a news item with 68% precision and 73% recall. These results are promising, considering that there are several potential improvements to be made to the current implementation. Implementing these improvements is the key to future research in this field, in which additional links to the Semantic Web and a more semantically aware similarity measure will further improve the accuracy of the discovered provenance.
