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Abstract
The Reduced Basis Method can be exploited in an efficient way
only if the so-called affine dependence assumption on the operator and
right-hand side of the considered problem with respect to the parame-
ters is satisfied. When it is not, the Empirical Interpolation Method is
usually used to recover this assumption approximately. In both cases,
the Reduced Basis Method requires to access and modify the assembly
routines of the corresponding computational code, leading to an intru-
sive procedure. In this work, we derive variants of the EIM algorithm
and explain how they can be used to turn the Reduced Basis Method
into a nonintrusive procedure. We present examples of aeroacoustic
problems solved by integral equations and show how our algorithms
can benefit from the linear algebra tools available in the considered
code.
1 Introduction
In many problems such as optimization, uncertainty propagation, and real-
time simulations, one needs to solve a parametrized problem for many values
of the parameters. Among the various available methods to reduce the com-
putational cost, the Reduced Basis Method (RBM) has received increased
interest over the last decade (see [8, 10, 11, 13] for a detailed presentation
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and [6] for some convergence results). Consider the following problem: Find
uµ ∈ V such that
aµ(uµ, v) = cµ(v), ∀v ∈ V, (1)
where µ ∈ P is the parameter, aµ is a sesquilinear form, cµ is a linear form,
and V is a finite-dimensional functional space of size n, where n is typically
very large. Since the linear problem (1) is written on a finite-dimensional
space, we can consider the following matrix form:
AµUµ = Cµ, (2)
where Aµ ∈ Cn×n and Cµ ∈ Cn. We refer to the solutions to (1) as truth
solutions.
The RBM allows one to compute very fast an approximation of the
truth solution uµ by means of an offline/online procedure. The online stage
is a Galerkin procedure written on a basis of so-called truth solutions uµl ,
1 ≤ l ≤ nˆ  n, rather than on a basis of V. The parameter values µl are
selected by a greedy algorithm in the offline stage, where the functions uµl
of the reduced basis are also precomputed. Denote by U the rectangular
matrix of size n × nˆ such that (U)i,l = γi(µl), where γi(µl), 1 ≤ i ≤ n, are
the coefficients of uµl on the basis of V. Then, the RBM approximation
is computed by solving the reduced problem Aˆµγˆ(µ) = Cˆµ, where Aˆµ =
U tAµU and Cˆµ = U
tCµ, so that
uˆµ(x) :=
nˆ∑
l=1
γˆl(µ)uµl(x) ≈ uµ(x).
The efficiency of the RBM hinges on the assumption of an affine depen-
dence of the operator and the right-hand side with respect to the parameter.
This assumption states that
(Aµ)i,j =
d∑
m=1
αm(µ)(Am)i,j , 1 ≤ i, j ≤ n, (3)
where Am denote parameter independent matrices, and αm are complex-
valued functions of the parameter. We only discuss the case of the operator
Aµ, the right-hand side Cµ being treated in the same way. Owing to the
separated representation (3), the assembly of the reduced problems and the
computation of the a posteriori error bound are performed in complexity in-
dependent of n (see [4] for the computation of the error bound). It consists
in precomputing the matrices Aˆm = U
tAmU in the offline stage, and then
considering Aˆµ =
∑d
m=1 αm(µ)Aˆm in the online stage. However, this proce-
dure requires in general nontrivial modifications of the assembling routines
of the computational code since various terms of the variational formulation
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at hand corresponding to the matrices Am in (3) have to be accessed sep-
arately. This issue can be readily dealt with in simple cases. For instance,
consider the model problem (1) where
aµ(uµ, v) =
∫
Ω
∇uµ(x) · ∇v(x)dx+ µ
∫
Ω
uµ(x)v(x)dx,
and P is one-dimensional. Define A0, A1 ∈ Rn×n by
(A0)i,j =
∫
Ω
∇ϕi(x) · ∇ϕj(x)dx, 1 ≤ i, j ≤ n,
and
(A1)i,j =
∫
Ω
ϕi(x)ϕj(x)dx, 1 ≤ i, j ≤ n,
where ϕi(x) are the finite element basis functions, so that
Aµ = A0 + µA1. (4)
Taking two values µ1 6= µ2 of the parameter, (4) can be rewritten as
Aµ =
µ2 − µ
µ2 − µ1Aµ1 +
µ− µ1
µ2 − µ1Aµ2 , (5)
which still has an affine dependence with respect to the parameter. In (5),
we only require to evaluate Aµ for some values of µ. Since the matrix Aµ is
the result of the whole assembly procedure and is therefore easily accessed in
computational codes, the formula (5) is called nonintrusive. More generally,
we say that a formula to compute Aµ or Cµ is nonintrusive if it only requires
to access the whole matrix or the right-hand side for some selected values
of the parameter µ. The first goal of this work is to extend the idea leading
to (5) to more complicated parameter dependencies, and to apply it to
obtain nonintrusive formulae for the matrix and right-hand side of (2) with
an affine dependence on the parameter.
The second objective is to develop a nonintrusive procedure to get ap-
proximate affine representations of the operator and right-hand side, when
affine dependence does not hold. In this case, the Empirical Interpolation
Method (EIM) can be used. In this work, we present variants of the classical
EIM algorithm, and, to the price of an additional EIM approximation the
accuracy of which we can control, we derive, in a quite general framework,
nonintrusive approximations of, say, the system matrix in the form
Aµ ≈
r∑
m=1
βm(µ)Aµm , (6)
where µm, 1 ≤ m ≤ r, are some selected values of the parameter (which
are different from the parameter values µl, 1 ≤ l ≤ nˆ, selected by the
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greedy algorithm in the offline stage of the RBM), and where βm(µ) can be
computed efficiently (namely with a complexity independent of n).
The article is organized as follows. In Section 2, we briefly recall the clas-
sical EIM algorithm, and present some variants that are useful in the present
context. Then, nonintrusive procedures to approximate Aµ are derived in
Section 3. In Section 3.1, we consider the case where affine dependence
is already available, and in Section 3.2 the general case. Finally, numeri-
cal simulations are presented on aeroacoustic problems solved by integral
equations in Section 4, where the use of the nonintrusive formulae is crucial.
2 Classical EIM and variants
Consider a function g(µ, x) defined over P×Ω for two sets P and Ω. We look
for an approximation of this function in a separated form with respect to µ
and x. There are different possible ways to achieve such an approximation
using EIM-like algorithms. An EIM algorithm consists of an offline stage,
where some quantities are precomputed within a greedy procedure, and
an online stage where the approximation is computed making use of these
precomputed quantities.
2.1 Slice 1
First, we recall the classical EIM as introduced in [1], see also [11]. We denote
the offline stage of this algorithm by EIMS1, S1 refering to Slice 1, since the
first variable is treated before the second variable in the construction. Fix an
integer d > 1 (the total number of interpolation points). For all 1 ≤ k ≤ d,
the rank-k approximation operator IS1k is defined as
(
IS1k g
)
(µ, x) :=
k∑
m=1
λS1m (µ)q
S1
m (x), (7)
where the functions λS1m (µ), 1 ≤ m ≤ k, solve the linear system
k∑
m=1
BS1l,mλ
S1
m (µ) = g(µ, x
S1
l ), ∀1 ≤ l ≤ k. (8)
The functions qS1m (·) and the matrices BS1 ∈ Rk×k, which are lower trian-
gular with unity diagonal, are constructed as in the offline stage described
in Algorithm 1, where δS1k = Id − IS1k and ‖ · ‖Ω is a norm on Ω, for in-
stance the L∞ (Ω)- or the L2 (Ω)-norm. In practice, the argmax appearing
in Algorithm 1 is searched over finite subsets of P and Ω, denoted respec-
tively by Ptrial and Ωtrial. Note that Algorithm 1 also constructs the set of
points {xS1l }1≤l≤d in Ω used in (8), and a set of points {µS1l }1≤l≤d in P. The
following assumption is made.
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(H) The dimension of Span
µ∈P
(g(µ, ·), ) is larger than d, so that the functions
{g(µS1l , ·)}1≤l≤d are linearly independent (otherwise, (δS1k g)(µS1k+1, xS1k+1) =
0 for some k in Algorithm 1).
Algorithm 1 Offline stage EIMS1
1. Choose d > 1 [Number of interpolation points]
2. Set k := 1
3. Compute µS11 := argmax
µ∈P
‖g(µ, ·)‖Ω
4. Compute xS11 := argmax
x∈Ω
|g(µS11 , x)| [First interpolation point]
5. Set qS11 (·) :=
g(µS11 , ·)
g(µS11 , x
S1
1 )
[First basis function]
6. Set BS11,1 := 1 [Initialize matrix B
S1]
7. while k < d do
8. Compute µS1k+1 := argmax
µ∈P
‖(δS1k g)(µ, ·)‖Ω
9. Compute xS1k+1 := argmax
x∈Ω
|(δS1k g)(µS1k+1, x)| [(k + 1)-th interpolation
point]
10. Set qS1k+1(·) :=
(δS1k g)(µ
S1
k+1, ·)
(δS1k g)(µ
S1
k+1, x
S1
k+1)
[(k + 1)-th basis function]
11. Set BS1k+1,i := q
S1
i (x
S1
k+1), for all 1 ≤ i ≤ k + 1 [Increment matrix BS1]
12. k ← k + 1 [Increment the size of the decomposition]
13. end while
The online stage of EIMS1 amounts to (7)-(8) for k = d. This yields
(
IS1d g
)
(µ, x) :=
d∑
m=1
λS1m (µ)q
S1
m (x), (9)
where the functions λS1m (µ), 1 ≤ m ≤ d, solve the linear system
d∑
m=1
BS1l,mλ
S1
m (µ) = g(µ, x
S1
l ), ∀1 ≤ l ≤ d. (10)
Eliminating λS1m (µ) leads to
(
IS1d g
)
(µ, x) =
d∑
m=1
d∑
l=1
(BS1)−1m,lg(µ, x
S1
l )q
S1
m (x), (11)
where the matrix
(
BS1
)−1
is computed during the offline stage.
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The function IS1d g can be rewritten without using the functions {qS1m }1≤m≤d.
By construction, it is clear that Span
1≤m≤d
(
qS1m (·)
)
= Span
1≤m≤d
(
g(µS1m , ·)
)
. There-
fore, there exists a matrix ΓS1 ∈ Rd×d such that, for all 1 ≤ l ≤ d,
d∑
m=1
(ΓS1)l,mq
S1
m (x) = g(µ
S1
l , x), ∀x ∈ Ω. (12)
Owing to assumption (H), the matrix ΓS1 is invertible. The construction of
the matrix ΓS1 is detailed in Lemma 2.1. Using (12) in (11) yields
(
IS1d g
)
(µ, x) =
d∑
m=1
d∑
l=1
d∑
r=1
(BS1)−1m,l(Γ
S1)−1m,rg(µ, x
S1
l )g(µ
S1
r , x)
=
d∑
l=1
d∑
r=1
∆S1l,rg(µ, x
S1
l )g(µ
S1
r , x),
(13)
where the matrix ∆S1 := (ΓS1(BS1)t)−1 can be computed during the offline
stage.
Lemma 2.1. The matrix ΓS1 can be constructed recursively in the loop in
k of Algorithm 1 in the following way:
• k = 1:
(ΓS1)1,1 = g(µ
S1
1 , x
S1
1 ),
• k → k + 1:
(ΓS1)k+1,k+1 = (δ
S1
k g)(µ
S1
k+1, x
S1
k+1),
(ΓS1)l,k+1 = 0, ∀1 ≤ l ≤ k,
(ΓS1)k+1,l = κ
S1
l , ∀1 ≤ l ≤ k,
where the vector κS1 is such that
∑k
m=1(B
S1)l,mκ
S1
m = g(µ
S1
k+1, x
S1
l ),
for all 1 ≤ l ≤ k.
Proof. The case k = 1 results from line 5 of Algorithm 1. Suppose that the
assertion holds at rank k. Using the definition (12) of ΓS1 at rank (k + 1),
for all 1 ≤ l ≤ k and all x ∈ Ω, we infer that
(ΓS1)l,k+1q
S1
k+1(x) +
k∑
m=1
(ΓS1)l,mq
S1
m (x) = g(µ
S1
l , x).
Using the same definition at rank k leads to (ΓS1)l,k+1 = 0 for all 1 ≤ l ≤ k.
Then, using the same definition for l = k + 1, we infer that
(ΓS1)k+1,k+1q
S1
k+1(x) +
k∑
m=1
(ΓS1)k+1,mq
S1
m (x) = g(µ
S1
k+1, x).
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Using line 10 of Algorithm 1, we identify (ΓS1)k+1,k+1 = (δ
S1
k g)(µ
S1
k+1, x
S1
k+1)
and
∑k
m=1(Γ
S1)k+1,mq
S1
m (x) = (I
S1
k g)(µ
S1
k+1, x). From (9)-(10), we infer that
k∑
m=1
(ΓS1)k+1,mq
S1
m (x) =
k∑
l=1
k∑
m=1
(BS1)−1m,lq
S1
m (x)g(µ
S1
k+1, x
S1
l ).
Therefore, (ΓS1)k+1,m =
∑k
l=1(B
S1)−1m,lg(µ
S1
k+1, x
S1
l ), finishing the proof.
We recall the interpolation property of IS1d g; see [11, Lemma 1]:
Proposition 2.2 (Interpolation property). For all 1 ≤ m ≤ d,{
(IS1d g)(µ, x
S1
m ) = g(µ, x
S1
m ), for all µ ∈ P,
(IS1d g)(µ
S1
m , x) = g(µ
S1
m , x), for all x ∈ Ω.
Proof. Let µ ∈ P. Since BS1 is invertible, (IS1d g)(µ, ·) is uniquely determined
by (9)-(10) as an element of Span
1≤m≤d
(
qS1m (·)
)
= Span
1≤m≤d
(
g(µS1m , ·)
)
. Replacing
the values of the coefficients of BS1 defined in line 11 of Algorithm 1 in (10),
we infer that
(IS1d g)(µ, x
S1
l ) =
d∑
m=1
λS1m (µ)q
S1
m (x
S1
l ) =
d∑
m=1
BS1l,mλ
S1
m (µ) = g(µ, x
S1
l ),
for all 1 ≤ l ≤ d. Therefore, for all 1 ≤ m ≤ d, (IS1d g)(µS1l , ·) is the element
of Span
1≤m≤d
(
g(µS1m , ·)
)
such that (IS1d g)(µ
S1
m , x
S1
m ) = g(µ
S1
m , x
S1
m ). The linear
independence of {g(µS1m , ·)}1≤m≤d yields (IS1d g)(µS1m , x) = g(µS1m , x), for all
1 ≤ m ≤ d and all x ∈ Ω.
Remark 2.3 (Alternative expression for IS1d ). It is readily verified that
(
IS1d g
)
(µ, x) :=
d∑
m=1
λˆS1m (x)g(µ, x
S1
m ), (14)
where the functions λˆS1m (x), 1 ≤ m ≤ d, solve the linear system
d∑
m=1
(BS1)tl,mλˆ
S1
m (x) = q
S1
l (x), ∀1 ≤ l ≤ d. (15)
Remark 2.4 (Stabilized EIM). When d is large, it can be interesting to
stabilize each step in the k-th loop of the offline stage of the EIM with re-
spect to round-off errors, in the same spirit as the stabilized Gram-Schmidt
procedure; see [4]. The numerical simulations presented in Section 4 use this
stabilized version.
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2.2 Slice 2
A variant of Algorithm 1 is obtained by switching the roles of µ and x in
the offline stage. We denote this variant by EIMS2, S2 refering to Slice 2.
Fix an integer d > 1 (the total number of interpolation points). Then, for
all 1 ≤ k ≤ d, the rank-k approximation operator IS2k is defined as
(
IS2k g
)
(µ, x) :=
k∑
m=1
λS2m (x)q
S2
m (µ), (16)
where the functions λS2m (x), 1 ≤ m ≤ k, solve the linear system
k∑
m=1
BS2l,mλ
S2
m (x) = g(µ
S2
l , x), ∀1 ≤ l ≤ k. (17)
The functions qS2m (·) and the matrices BS2 ∈ Rk×k, which are lower tri-
angular with unity diagonal, are constructed as described in Algorithm 2,
where δS2k = Id − IS2k and ‖ · ‖P is a norm on P, for instance the L∞ (P)-
or the L2 (P)-norm. Note that Algorithm 2 also constructs the set of points
{µS2l }1≤l≤d in P used in (17), and a set of points {xS2l }1≤l≤d in Ω. Similarly
to (H), we assume that the dimension of Span
1≤l≤d
(
g(·, xS2l )
)
is d.
Algorithm 2 Offline stage EIMS2
1. Choose d > 1 [Number of interpolation points]
2. Set k := 1
3. Compute xS21 := argmax
x∈Ω
‖g(·, x)‖P
4. Compute µS21 := argmax
µ∈P
|g(µ, xS21 )| [First interpolation point]
5. Set qS21 (·) :=
g(·, xS21 )
g(µS21 , x
S2
1 )
[First basis function]
6. Set BS21,1 := 1 [Initialize matrix B
S2]
7. while k < d do
8. Compute xS2k+1 := argmax
x∈Ω
‖(δS2k g)(·, x)‖P
9. Compute µS2k+1 := argmax
µ∈P
|(δS2k g)(µ, xS2k+1)| [(k + 1)-th interpolation
point]
10. Set qS2k+1(·) :=
(δS2k g)(·, xS2k+1)
(δS2k g)(µ
S2
k+1, x
S2
k+1)
[(k + 1)-th basis function]
11. Set BS2k+1,i := q
S2
i (µ
S2
k+1), for all 1 ≤ i ≤ k + 1 [Increment matrix BS2]
12. k ← k + 1 [Increment the size of the decomposition]
13. end while
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In the same fashion as in Section 2.1, the approximation of g is given by
(
IS2d g
)
(µ, x) =
d∑
m=1
d∑
l=1
(BS2)−1m,lg(µ
S2
l , x)q
S2
m (µ), (18)
where the matrix
(
BS2
)−1
is computed during the offline stage.
Remark 2.5 (Equivalence between S1 and S2). Since the roles of x and
µ are not symmetric, the algorithms EIMS1 and EIMS2 lead in general to
different approximations of the function g. However, in the case where the
norms are ‖ · ‖Ω = ‖ · ‖L∞(Ω) and ‖ · ‖P = ‖ · ‖L∞(P), it can be shown
by induction on k that the same sets of points µl and xl are selected by
Algorithms 1 and 2, and that the same matrices B and Γ are computed.
Therefore, (IS1d g)(µ, x) = (I
S2
d g)(µ, x) for all (µ, x) ∈ P × Ω.
There exists a matrix ΓS2 ∈ Rd×d such that, for all 1 ≤ l ≤ d,
d∑
m=1
(ΓS2)l,mq
S2
m (µ) = g(µ, x
S2
l ), ∀µ ∈ P. (19)
The construction of the matrix ΓS2 is detailed in Lemma 2.6. Using (19)
in (18) yields
(
IS2d g
)
(µ, x) =
d∑
l=1
d∑
r=1
∆S2l,rg(µ
S2
l , x)g(µ, x
S2
r ). (20)
where the matrix ∆S2 := (ΓS2(BS2)t)−1 can be computed during the offline
stage.
Lemma 2.6. The matrix ΓS2 can be constructed recursively in the loop in
k of Algorithm 2 in the following way:
• k = 1:
(ΓS2)1,1 = g(µ
S2
1 , x
S2
1 ),
• k → k + 1:
(ΓS2)k+1,k+1 = (δ
S2
k g)(µ
S2
k+1, x
S2
k+1),
(ΓS2)l,k+1 = 0, ∀1 ≤ l ≤ k,
(ΓS2)k+1,l = κ
S2
l , ∀1 ≤ l ≤ k,
where the vector κS2 is such that
∑k
m=1(B
S2)l,mκ
S2
m = g(µ
S2
l , x
S2
k+1),
for all 1 ≤ l ≤ k.
Proof. Similar to that of Lemma 2.1.
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The following interpolation property holds.
Proposition 2.7 (Interpolation property). For all 1 ≤ m ≤ d,{
(IS2d g)(µ, x
S2
m ) = g(µ, x
S2
m ), for all µ ∈ P,
(IS2d g)(µ
S2
m , x) = g(µ
S2
m , x), for all x ∈ Ω.
Proof. Similar to that of Proposition 2.2.
3 Nonintrusive procedure
The goal of this section is to obtain a nonintrusive approximation, using an
offline-online procedure, of the following quantities:
Qt(µ) =
ς∑
s=1
∫
Ω
gs(µ, x)Ψs,t(x)dx, ∀t ∈ {1 . . . N}, (21)
where ς ≥ 2, while N is supposed to be large. The functions Ψs,t are basis
functions or products of basis functions involved in the evaluation of the
entries of the vector Cµ and the matrix Aµ in (2), see Section 4 for various
examples. We want the procedure to be robust with respect to N . This
means that EIM algorithms can only be carried out to approximate the
functions (µ, x) 7→ gs(µ, x) and not the functions (µ, x) 7→ gs(µ, x)Ψs,t(x).
An example is
aµ(u, v) =
∫
Ω
g(µ, x)∇u(x) · ∇v(x)dx
so that
(Aµ)i,j =
∫
Ω
g(µ, x)∇ϕi(x) · ∇ϕj(x)dx,
which corresponds to (21) with ς = 1, t = (i, j), and Ψ1,t(x) = ∇ϕi(x) ·
∇ϕj(x).
The main results of this section are approximations of (21) in the form
Qt(µ) ≈
dz∑
r=1
βr(µ)Qt(µr), (22)
for some integer dz, coefficients {βr(µ)}1≤r≤dz and parameter values {µr}1≤r≤dz .
3.1 Affine dependence available
To illustrate our main idea, we first consider the case where the function gs
only depends on µ, but not on x. This corresponds to the case where an
affine dependence is already available, so that
Qt(µ) =
ς∑
s=1
gs(µ)
∫
Ω
Ψs,t(x)dx, ∀t ∈ {1 . . . N}. (23)
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The key idea is now to apply an EIM procedure to the function gs(µ) seen
as a two-variable function
γ : (µ, s) 7→ gs(µ),
where µ ∈ P and 1 ≤ s ≤ ς. The two approximation procedures S1(γ) and
S2(γ) are possible for the approximation of γ(µ, s), where now s plays the
role that x played in Section 2, and where we indicate specifically in the
notation that these procedures are related to the approximation of γ(µ, s).
The finite sets used in practice to compute the argmax appearing in the
offline stage of the approximation procedures S1(γ) and S2(γ) are Ptrial and
{1 . . . ς}. We keep the same notation as before for the constructed matrices
B, the vector-valued functions qm(·), and the selected points µm, while we
introduce the indices sl selected by the EIM procedures to approximate
γ(µ, s). Employing for instance the procedure S1 and using (13) leads to
gs(µ) ≈ (IS1(γ)d γ)(µ, s) =
d∑
r=1
{
d∑
l=1
∆
S1(γ)
l,r gsS1(γ)l
(µ)
}
︸ ︷︷ ︸
:=βr(µ)
gs(µ
S1(γ)
r ),
where d ≤ ς is the number of points used in the EIM applied to γ. Using
this approximation in (23) and exchanging the order of summations leads
to
Qt(µ) ≈
ς∑
s=1
d∑
r=1
βr(µ)gs(µ
S1(γ)
r )
∫
Ω
Ψs,t(x)dx
=
d∑
r=1
βr(µ)Qt(µ
S1(γ)
r ),
which corresponds to (22). A similar nonintrusive approximation can be
derived using the procedure S2(γ); details are skipped for brevity.
3.2 Nonaffine dependence
When the affine dependence considered in Section 3.1 is not available, the
first classical step consists in approximating the functions gs(µ, x) for all
1 ≤ s ≤ ς using the procedure S1 or S2. This leads to the construction of
ς sets of points x, points µ, matrices B, Γ, ∆, and vector-valued functions
q(·). We denote these quantities with an additional index s; for instance,
EIMS1 carried out on gs(µ, x) leads to the construction of the vector-valued
functions qS1s (·), of components qS1s,m : x 7→ qS1s,m(x), for all 1 ≤ m ≤ d. For
simplicity and without loss of generality, we assume that each EIM algorithm
stops at the same rank d.
Consider the procedure S1. Injecting the approximation (13) of gs(µ, x),
for all 1 ≤ s ≤ ς, into (22) yields an approximation of Qt(µ), which we
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denote by (IS1d Qt)(µ) and which is given by
(IS1d Qt)(µ) :=
ς∑
s=1
∫
Ω
(IS1d gs)(µ, x)Ψs,t(x)dx
=
ς∑
s=1
d∑
m=1
d∑
l=1
(∆S1s )l,mgs(µ, x
S1
s,l)
∫
Ω
gs(µ
S1
s,m, x)Ψs,t(x)dx.
(24)
The key idea is that (24) is a linear form in a vector z ∈ Rςd, whose com-
ponents, denoted by zp(µ), 1 ≤ p ≤ ςd (the index p collects the indices s,m
in (24)), contain all the µ-dependencies:
(IS1d Qt)(µ) =
ςd∑
p=1
zp(µ)Qt,p, (25)
where
zp(µ) :=

d∑
l=1
(∆S11 )l,mg1(µ, x
S1
1,l), 1 ≤ m ≤ d, p = m,
d∑
l=1
(∆S12 )l,mg2(µ, x
S1
2,l), 1 ≤ m ≤ d, p = m+ d,
...
d∑
l=1
(∆S1ς )l,mgς(µ, x
S1
ς,l), 1 ≤ m ≤ d, p = m+ (ς − 1)d,
Qt,p :=

∫
Ω
g1(µ
S1
1,m, x)Ψ1,t(x)dx, 1 ≤ m ≤ d, p = m,∫
Ω
g2(µ
S1
2,m, x)Ψ2,t(x)dx, 1 ≤ m ≤ d, p = m+ d,
...∫
Ω
gς(µ
S1
ς,m, x)Ψς,t(x)dx, 1 ≤ m ≤ d, p = m+ (ς − 1)d.
Now, following the same procedure as in Section 3.1, a nonintrusive approx-
imation for Qt(µ) of the form (22) is achieved by applying another EIM to
zp(µ) seen as the two-variable function
ζ : (µ, p) 7→ zp(µ),
where µ ∈ P and 1 ≤ p ≤ ςd. The finite sets used in practice to compute
the argmax appearing in the offline stage of the approximation procedures
12
S1(ζ) and S2(ζ) are Ptrial and {1 . . . ςd}. We denote dz ≤ ςd the number of
points used in this second EIM.
Injecting the approximation of ζ(µ, p) using S1(ζ) into the right-hand
side of (25) yields
(IS1d Qt)(µ) ≈
ςd∑
p=1
(I
S1(ζ)
d ζ)(µ, p)Qt,p
=
ςd∑
p=1
dz∑
l=1
dz∑
r=1
∆
S1(ζ)
l,r zpS1(ζ)l
(µ)zp(µ
S1(ζ)
r )Qt,p.
(26)
Switching the order of summations in (26) leads to
(IS1d Qt)(µ) ≈
dz∑
r=1
dz∑
l=1
∆
S1(ζ)
l,r zpS1(ζ)l
(µ)
ςd∑
p=1
zp(µ
S1(ζ)
r )Qt,p
=
dz∑
r=1
dz∑
l=1
∆
S1(ζ)
l,r zpS1(ζ)l
(µ)(IS1d Qt)(µS1(ζ)r ),
where (25) has been used in the second line. Replacing IS1d Qt by Qt yields
the following nonintrusive approximation formula for Qt(µ):
Qt(µ) ≈
dz∑
r=1
{
dz∑
l=1
∆
S1(ζ)
l,r zpS1(ζ)l
(µ)
}
︸ ︷︷ ︸
:=βr(µ)
Qt(µ
S1(ζ)
r ). (27)
In the same fashion, injecting the approximation of ζ(µ, p) using S2(ζ) in
the right-hand side of (25) yields the following nonintrusive approximation
formula of Qt(µ):
Qt(µ) ≈
dz∑
r=1
{
dz∑
l=1
∆
S2(ζ)
l,r zpS2(ζ)l
(µ)
}
Qt(µ
S2(ζ)
r ). (28)
It is also possible to use the procedure S2 to approximate the functions
gs(µ, x), leading to the construction of another vector zp(µ), which can be
approximated using either S1(ζ) or S2(ζ). Details are skipped for brevity.
Remark 3.1 (Alternative procedure). Expression (25) also holds with the
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following choices for zp(µ) and Qt,p:
zp(µ) :=

d∑
l=1
(BS11 )
−1
m,lg1(µ, x
S1
1,l), 1 ≤ m ≤ d, p = m,
d∑
l=1
(BS12 )
−1
m,lg2(µ, x
S1
2,l), 1 ≤ m ≤ d, p = m+ d,
...
d∑
l=1
(BS1ς )
−1
m,lgς(µ, x
S1
ς,l), 1 ≤ m ≤ d, p = m+ (ς − 1)d,
(29)
Qt,p :=

∫
Ω
qS11,m(x)Ψ1,t(x)dx, 1 ≤ m ≤ d, p = m,∫
Ω
qS12,m(x)Ψ2,t(x)dx, 1 ≤ m ≤ d, p = m+ d,
...∫
Ω
qS1ς,m(x)Ψς,t(x)dx, 1 ≤ m ≤ d, p = m+ (ς − 1)d,
(30)
leading to the same kind of nonintrusive procedures.
Remark 3.2 (Computational cost). Using the approximation formula (27)
to gain nonintrusiveness leads to additional computations mainly in the
offline stage, corresponding to the EIM applied to zp(µ). In the online
stage, the classical formula (24) (which is intrusive) contains ςd2 terms,
whereas (27) contains d2z terms. Both online formulae are of complexity
independent of N , and the difference of computational cost between them
depends on the values of ςd2 and d2z.
4 Nonintrusive RBM for aeroacoustic problems
In this section, we consider discrete variational formulations of aeroacoustic
problems modeled by the Helmholtz equation or the convected Helmholtz
equation. The finite element method (FEM) and the boundary element
method (BEM) are used to obtain the matrix and the right-hand side of
the problem [3, 5]. The entries of both quantities are of the form Qt(µ) as
defined in (21). For the matrix, the index t in Ψs,t(x) refers to the product
of two finite element basis functions, while for the right-hand side, the index
t refers to the basis functions themselves.
In our simulations, we use the nonintrusive formula (28) for the matrix
and the right-hand side, with L∞(Ω)- and L∞(P)-norms (so that S1 and S2
are equivalent, see Remark 2.5), and the choice (29) for zp(µ) and (30) for
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Qt,p. We only need to compute matrix-vector products involving Aµ and
scalar products to precompute in the offline stage all the quantities needed
to construct efficiently the reduced problem and compute the error bound
in the online stage.
In Section 4.1, we discuss some issues concerning the computation of
the inf-sup constant associated with the discrete problem; recall that an
approximation of this constant is needed to evaluate the a posteriori error
bound in the RBM. Then, we present nonintrusive RBM simulations for
three aeroacoustic problems in Sections 4.2, 4.3, and 4.4. The in-house
EADS software ACTIPOLE has been used in our simulations.
4.1 Computation of the inf-sup constant
Applying the Successive Constraint Method (SCM, see [7]) as an online-
efficient procedure for computing the inf-sup constant requires to solve con-
strained linear optimization problems with a number of constraints propor-
tional to the square of the number of selected parameter values. This is
particularly demanding when considering reduced basis strategies for the
(convected) Helmholtz equation approximated by BEM with the frequency
as a parameter, since it is required to take a rather large value of dz to obtain
an accurate approximation in the form of the affine decomposition (28). Al-
ternatively, the power iteration method (see [12]) associated with the inverse
matrix can be used to approximately compute the smallest eigenvalue of the
eigenvalue problems to be solved when evaluating the inf-sup constant. This
would imply solving many eigenvalue problems associated with the inverse
operator, and therefore does not appear to be reasonable for the present
industrial test cases.
We proceed as follows in our test cases. In Sections 4.2 and 4.3, we
compute a single value of the inf-sup constant (for centered values of the
parameters) and use it for any error bound evaluation. Even if the inf-
sup constant depends on the parameters, its values are not expected to
exhibit significant variations since the considered formulations do not feature
any resonant frequency (for Helmholtz problems with resonant frequencies,
see [9]). In Section 4.4, the test case has much more unknowns than those
from the two previous sections. Therefore, we do not compute the inf-sup
constant, so as to temper the offline computational cost. Dealing further
with the derivation of an online-efficient strategy to compute the inf-sup
constant for test cases with a large number of unknowns goes beyond the
present scope. Finally, for simplicity, we take the Euclidian norm of the
discrete vectors in the computation of the a posteriori error bound in the
RBM.
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4.2 An optimization problem for an impedant object in the
air at rest
Figure 1: Test case 1. Left: mesh for test case 1. Right: impedant surface
Γ2
Consider the object whose mesh is represented in the left panel of Fig-
ure 1. The surface of this object, denoted by Γ, is partitioned into three
simply connected disjoint zones denoted by Γ1, Γ2, and Γ3 respectively.
The surface Γ2 is represented in the right panel of Figure 1. On each
of these zones, a Robin boundary condition is enforced with a specific
impedance coefficient µi for i ∈ {1, 2, 3}. Thus, the impedance coefficient
on Γ, denoted by µΓ, is piecewise constant and takes the form µΓ(x) =
µ111Γ1(x) + µ211Γ2(x) + µ311Γ3(x), for all x ∈ Γ, where 1 Γi , i ∈ {1, 2, 3},
are characteristic functions. The source is a plane wave whose wave vector
is supported by the axis of symmetry of the object, creating an incident
acoustic pressure field denoted by pincµ0 , where µ0 =
ω
c is the wavenumber
of the source with ω the pulsation of the source and c the speed of sound
in the air at rest. The variational formulation of the problem is as follows:
Find (χ, λ) ∈ H 12 (Γ)× L2(Γ) such that for all (χˆ, λˆ) ∈ H 12 (Γ)× L2(Γ),
(
Nµ0χ−
iµ0
2µΓ
χ, χˆ
)
Γ
+
(
D˜µ0λ, χˆ
)
Γ
=
(
γ1p
inc
µ0 , χˆ
)
Γ
,(
λˆ, Dµ0χ
)
Γ
−
(
λˆ, Sµ0λ+
iµΓ
2µ0
λ
)
Γ
= −
(
λˆ, γ0p
inc
µ0
)
Γ
,
(31)
where (·, ·)Γ denotes the extension of the L2(Γ)-inner product to the du-
ality pairing on H−
1
2 (Γ) × H 12 (Γ) and γ0 and γ1 respectively denote the
Dirichlet and Neumann traces on Γ. The operators Nµ0 , Dµ0 , D˜µ0 , and
Sµ0 are boundary integral operators expressed in terms of the Green ker-
nel Gµ0(x, y) =
exp(iµ0|x−y|)
4pi|x−y| associated with the Helmholtz equation at
wavenumber µ0. The pressure field around the object is then obtained
by applying a representation formula to (χ, λ), the solution to (31). We
refer to [3, Chapter 2] for more details on the formulation (31) and its well-
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posedness. The considered finite-dimensional approximation of (31) has
2240 unknowns.
The parameters of the problem are the frequency of the source and the
impedance coefficient of each of the three zones composing the surface of
the object. The frequency varies from 487 to 1082 Hz, and each impedance
coefficient varies from 1 to 5. The quantity of interest is the far-field acoustic
pressure along the axis of symmetry of the object, but in the opposite direc-
tion of the source. A goal-oriented RBM is carried out to select a basis of
nˆ = 20 truth solutions using the nonintrusive formula (28) to approximate
the matrix, the right-hand side of the direct problem, and the right-hand
side of the adjoint problem needed to evaluate the quantity of interest. For
the matrix, the approximation procedure S1 is applied to
g(µ0, r) := exp (iµ0r) , r = |x− y| , x, y ∈ Γ, (32)
and the procedure S2(ζ) is applied to
zp(µ0, µ1, µ2, µ3) :=

λS1m (µ0), 1 ≤ m ≤ d, p = m,
µ0λ
S1
m (µ0), 1 ≤ m ≤ d, p = m+ d,
µ20λ
S1
m (µ0), 1 ≤ m ≤ d, p = m+ 2d,
µ0
µ1
, p = 3d+ 1,
µ1
µ0
, p = 3d+ 2,
µ0
µ2
, p = 3d+ 3,
µ2
µ0
, p = 3d+ 4,
µ0
µ3
, p = 3d+ 5,
µ3
µ0
, p = 3d+ 6,
(33)
where we recall that λS1m (µ0) =
∑d
l=1(B
S1)−1m,lg(µ0, x
S1
l ). For the approxi-
mation formula of the right-hand side of the direct and dual problems, the
procedure S1 is applied to
g(µ0, x) := exp
(
iµ0~d · ~x
)
, x ∈ Γ, (34)
where ~d is respectively the direction of the incoming plane wave and the
direction of measure of the far-field; and the procedure S2(ζ) is applied to
zm(µ0) := λ
S1
m (µ0), 1 ≤ m ≤ d, p = m. (35)
The EIM algorithms are carried out with d = 13 and dz = 20 for the
matrix, and d = 13 and dz = 13 for the right-hand side of the direct and
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dual problems. Over the considered parameter values, the relative error for
the three nonintrusive formulae is of the order of 10−12 (in Frobenius norm
for the matrix and Euclidian norm for the vectors). The maximum error
bound (over a discretization Ptrial) is of the order of 10−6, the online stage
takes 2.8×10−3 s to compute a reduced solution and the error bound, while
the full direct problem is solved in about 30 s in parallel on 4 processors,
which corresponds to an acceleration factor of 104.
Let us now illustrate the interest of the RBM on an optimization prob-
lem, which is a natural context where the parametrized problem has to be
solved for many values of the parameters. Consider a set of values µ0i ,
1 ≤ i ≤ `, for the wavenumber of the source and denote by Ji(µ1, µ2, µ3),
the quantity of interest computed for the wavenumber µ0i of the source and
depending on the three impedance coefficients. Consider the following cost
function:
(µ1, µ2, µ3) 7→ J (µ1, µ2, µ3) :=
∑`
i=1
αiJi(µ1, µ2, µ3) + h(µ1, µ2, µ3). (36)
The goal of the study is to find values of the impedance coefficients that min-
imize the cost function (36). With such a cost function, we can minimize the
far-field acoustic pressure scattered by the object, taking into account that
some frequencies are more harmful than others for the human ear (through
the weights αi), and that some treatments of the object surface to modify the
impedance coefficients are more expensive than others (through the function
h). To illustrate the procedure, we choose ` = 20, αi = 2 for 1 ≤ i ≤ 7,
αi = 1 for 8 ≤ i ≤ 13, and αi = 3 for 14 ≤ i ≤ 20, and
h(µ1, µ2, µ3) =
1
6
(0.2µ−0.51 + 0.3µ
−0.8
2 + 0.5µ
−1
3 )− 8.
The cost function is computed for 1000 values of the impedance coefficients
(each coefficient being sampled by 10 values). Notice that for each evalua-
tion of the cost function, we need to compute the solution of the aeroacoustic
problem for 20 values of the frequency. Using the online stage, the mini-
mum of the cost function over this sample of impedance coefficients is 0.366,
reached for (µ1, µ2, µ3) = (2.8, 1, 1.9), and is found in less than 24 s.
Figure 2 shows a screenshot of a java applet computing the quantity
of interest at 50 values of the frequency, and at values of the impedance
coefficients selected by the user.
4.3 An uncertainty quantification problem for an object sur-
rounded by a potential flow
Consider an ellipsoid with major axis directed along the z-axis. This object
is included inside a larger ball, see Figure 3. The external border of the
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Figure 2: Java applet for the online stage of the RBM for test case 1. Top
panel: real part and imaginary part of the far-field pressure for 50 values
of the frequency. Middle panel: error bound as a function of frequency.
Bottom panel: selection of the impedance coefficients
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ball after discretization is denoted by Γ∞. The complement of the ellipsoid
in the ball is denoted by Ω−. A potential flow is precomputed around the
ellipsoid and inside the ball, such that the flow is uniform outside the ball,
of Mach number 0.3, and directed along the z-axis. An acoustic monopole
source lies upstream of the object, on the z-axis as well.
Figure 3: Test case 2. Left: representation of the mesh. Right: potential
flow around the ellipsoid
The considered formulation is a coupled BEM-FEM formulation, see [3,
Chapter 3] and [5] for more details and well-posedness. It consists in (i) ap-
plying a change of variables to transform the convected Helmholtz equation
into the classical Helmholtz equation outside the ball, in order to apply a
standard BEM on Γ∞, and (ii) stabilizing the formulation to avoid resonant
frequencies associated with the eigenvalues of the Laplacian inside the ball
of boundary Γ∞. Consider the product space H := H1 (Ω−)×H− 12 (Γ∞)×
H1(Γ∞) with inner product(
(Φ, λ, p) ,
(
Φt, λt, pt
))
H :=
(
Φ,Φt
)
H1(Ω−) +
(
λ, λt
)
H−
1
2 (Γ∞)
+
(
p, pt
)
H1(Γ∞)
.
The weak formulation is: Find (Φ, λ, p) ∈ H such that ∀ (Φt, λt, pt) ∈ H,
Vµ0(Φ,Φt) +
(
Nµ0(γ
−
0 Φ), γ
−
0 Φ
t
)
Γ∞
+
((
D˜µ0− 12I
)
(λ), γ−0 Φ
t
)
Γ∞
=
(
γ1f
inc
µ0 , γ
−
0 Φ
t
)
Γ∞
,
(37a)(
λt,
(
Dµ0− 12I
)
(γ−0 Φ)
)
Γ∞
− (λt, Sµ0(λ))Γ∞− i (λt, p)Γ∞= − (λt, γ0f incµ0 )Γ∞,
(37b)(
Nµ0(γ
−
0 Φ), p
t
)
Γ∞
+
((
D˜µ0+
1
2I
)
(λ), pt
)
Γ∞
− δΓ∞(p, pt) =
(
γ1f
inc
µ0 , p
t
)
Γ∞
,
(37c)
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where (·, ·)Γ∞ denotes the extension of the L2(Γ∞)-inner product to the
duality pairing on H−
1
2 (Γ∞) ×H 12 (Γ∞), γ−0 is the interior Dirichlet trace
on Γ∞, and f incµ0 is related to the source term with µ0 the wavenumber of
the source (so that the frequency of the source is µ0c2pi in the air at rest), and
where
δΓ∞(p, q) :=
(
~∇Γ∞p, ~∇Γ∞q
)
Γ∞
+ (p, q)Γ∞ ,
with ~∇Γ∞ the surfacic gradient on Γ∞, and
Vµ0(Φ,Φt) :=
∫
Ω−
Ξ~∇Φ · ~∇Φt−µ20
∫
Ω−
βΦΦt+ iµ0
∫
Ω−
~V ·
(
Φ~∇Φt − Φt~∇Φ
)
,
where β := r
((
ς + γ2∞P
)2 − γ4∞M2∞), ~V := r ((ς + γ2∞P )N ~M − γ3∞ ~M∞),
Ξ := rNON with r := ρρ∞ , ς := c∞c , γ∞ := 1√1−M2∞ , P :=
~M · ~M∞,
N := I + C∞ ~M∞ ~MT∞, O := I − ~M ~MT , and C∞ := γ∞−1M2∞ . In the above
notation, the subscript ∞ is used for quantities outside the ball, ρ is the
density of the flow, c is the speed of sound when the flow is at rest, and
~M = ~vc , where ~v is the velocity of the flow. The considered finite-dimensional
approximation of (37) has 1711 unknowns.
The potential flow, represented in the right panel of Figure 3, is part of
the data of the problem. We perturb this flow uniformly in space. Although
the boundary condition on the solid surface Γ and the transmission condition
on Γ∞ are violated by a nonzero flow perturbation, the present study can
be viewed as a first step towards quantifying uncertainties on the potential
flow and their impact on a quantity of interest. The flow perturbation takes
the form δ ~M = µ1~ex + µ2~ey + µ3~ez. The quantity of interest is the acoustic
pressure at a point located on the axis of symmetry, downstream of the
object. The parameters of the problem are the frequency of the source,
and the magnitude of the uniform perturbations of the potential flow in
each Cartesian direction. The frequency varies from 487 to 1082 Hz, and
the magnitude of the uniform perturbations of the flow varies from 0 to
0.1. A goal-oriented RBM is carried out to select a basis of nˆ = 20 truth
solutions using the nonintrusive formula (28) to approximate the matrix of
the problem, the right-hand side of the direct problem, and the right-hand
side of the adjoint problem corresponding to our quantity of interest. For
the matrix, the approximation procedure S1 is applied to
g(µ0, r) := exp (iµ0r) , r = |x− y| , x, y ∈ Γ∞,
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and the procedure S2(ζ) is applied to
zp(µ0, µ1, µ2, µ3) :=

λS1m (µ0), 1 ≤ m ≤ d, p = m,
µ0λ
S1
m (µ0), 1 ≤ m ≤ d, p = m+ d,
µ20λ
S1
m (µ0), 1 ≤ m ≤ d, p = m+ 2d,
1, p = 3d+ 1,
µ0, p = 3d+ 2,
µ20, p = 3d+ 3,
µ20µ3, p = 3d+ 4,
µ20µ
2
3, p = 3d+ 5,
µ0µi, 1 ≤ i ≤ 3, p = 3d+ 5 + i,
µ0µiµ3, 1 ≤ i ≤ 3, p = 3d+ 8 + i,
µiµj , 1 ≤ i, j ≤ 3, p = 3d+ 11 + i+ 3(j − 1),
where these parameter dependencies have been identified upon injecting
~M → ~M+δ ~M in (37), while using that ~M∞ is collinear to ~ez. For the right-
hand side of the direct and dual problems, the approximation procedure S1
is applied to
g(µ0, x) := exp (iµ0|x− x0|) , x ∈ Γ∞,
where x0 is respectively the position of the source and the point where the
quantity of interest is computed, and the approximation procedure S2(ζ) is
applied to
zp(µ0) :=
{
λS1m (µ0), 1 ≤ m ≤ d, p = m
µ0λ
S1
m (µ0), 1 ≤ m ≤ d, p = m+ d.
The EIM algorithms are carried out with d = 13 and dz = 25 for the
matrix, and d = 13 and dz = 18 for the right-hand side of the direct and
dual problems. Over the considered parameter values, the relative error for
the three nonintrusive formulae is of the order of 10−12 (in Frobenius norm
for the matrix and Euclidian norm for the vectors). The maximum error
bound (over a discretization Ptrial) is of the order of 10−7, the online stage
takes 2.8×10−3 s to compute a reduced solution and the error bound, while
the full direct problem is solved in about 14 s, which corresponds to an
acceleration factor of 5× 103.
To illustrate the procedure, we suppose that the perturbation of the
potential flow is modelled by random variables: the law of µ1 is a truncated
Gaussian, that of µ2 is a uniform law, and that of µ3 is a truncated log-
normal law. The goal is to compute the probability density function of the
quantity of interest. Figure 4 shows a screenshot of a java applet computing
an histogram of the values taken by the quantity of interest, at a frequency
selected by the user.
22
Figure 4: Java applet for the online stage of the RBM for test case 2. Top
panel: histograms of the real part and imaginary part of the quantity of
interest. Bottom panel: histograms of the three components of the pertur-
bation of the flow
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4.4 A scalable RBM implementation applied to an industrial
test case of an impedant aircraft in the air at rest
In BEM implementations for the Helmholtz equation, the Fast Multipole
Method (FMM) allows one to approximately compute matrix-vector prod-
ucts, and then approximately solve linear systems using iterative methods,
in complexity scaling with n log n, where n denotes the number of unknowns
[2, 14]. For boundary integral systems, the matrices are dense, and have a
priori n2 nonzero complex coefficients. In this section, we consider a test case
where the matrices A
µ
S2(ζ)
m
, where the µ
S2(ζ)
m are parameter values selected
when applying the nonintrusive formula (28) to the approximation of Aµ,
are so large that they cannot be stored on the hard drive of the computer
used for the simulations. Therefore, each time a matrix-vector product is
carried out, the matrix is assembled, and the FMM is used.
We consider the same problem as in Section 4.2, i.e., the scattering of an
incoming acoustic field by an object whose surface has been coated on three
zones by three impedant materials. However, the considered scattering ob-
ject is now an aircraft, see Figure 5. Two meshes are considered: the coarser
Figure 5: Second impedant surface, with the finest mesh for test case 3
one leading to a discrete formulation with 11831 unknowns, the finer one
leading to a discrete formulation with 60866 unknowns. The source is an
acoustic monopole, located under the right wing of the plane. The param-
eters of the problem are the frequency of the source, and the impedance of
the three zones composing the surface of the aircraft. The frequency varies
from 27 to 135 Hz, and each impedance coefficient varies from 1 to 2. We
take 532400 parameter values in Ptrial (400 values for the frequency and 11
values for each impedance coefficient).
First, the RBM is applied to the problem on the coarser mesh. To recover
the affine dependence assumption, we use the nonintrusive approximation
formula (28), with (32)-(33) for the matrix decomposition (with now d = 35
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and dz = 50) and (34)-(35) for the decomposition of the right-hand side of
the problem (with d = 50 and dz = 60). With nˆ = 30 basis vectors selected
by the greedy algorithm, the relative error between the direct solution and
the reduced solution, in Euclidian norm, at the value of the parameters that
maximizes the error bound, is less than 3%. The two steps of the procedure
with highest computational complexity are the matrix-vector products in
FMM and the exploration of Ptrial by the greedy algorithm. The former can
be parallelized, and this is so in ACTIPOLE, while the latter is trivial to
parallelize. Therefore, the procedure is expected to be extremely efficient on
distributed architectures, that is, to be scalable with respect to the number
of processors.
We now consider the finer mesh. Each time a vector Uµj is added to
the reduced basis, we have to compute the dz = 50 matrix-vector products
A
µ
S2(ζ)
m
Uµj , 1 ≤ m ≤ dz, where the µS2(ζ)m are the values of the parameter
in the nonintrusive approximation formula (28). Therefore, in addition to
the resolution of the direct problem, 50 matrices have to be assembled at
each step of the greedy algorithm, which is time-consuming. However, once
a matrix is constructed, it is relatively cheap to compute many matrix-
vector products with the same matrix. Hence, a greedy algorithm is not
considered on the finer mesh, but the values of the parameters selected by
the greedy algorithm on the coarser mesh are directly used to build the
reduced basis on the finer mesh. This way, the 50 matrices are constructed
once, and only 30 matrix-vector products (corresponding to nˆ = 30 values
of the parameter selected by the greedy algorithm on the coarser mesh) are
carried out for each matrix. The simulations have been performed on a
laptop with a quadricore CPU, and 4 GB of RAM. The formula (28) allows
us to directly use the FMM. Without the FMM, this simulation on this
computer would have been impossible, since one matrix needs 60 GB to be
stored. An approach attempting to compute and store the 50 matrices of
the decomposition would need 3 TB of memory.
The online stage takes 1.5 × 10−2 s to compute a reduced solution and
the error bound, while the full direct problem is solved in about 40 minutes,
which corresponds to an acceleration factor of 1.6× 105. The offline stages
are computed in about 2 days, and the last step of the greedy algorithm
in the offline stage of the RBM with the coarser mesh takes 1 hour. The
FMM we used computes matrix-vector products with a relative accuracy of
approximately 10−3; therefore, we cannot expect to achieve a much more
accurate RB approximation.
The acoustic field in the exterior domain is computed from the solution
to (31) using a representation formula, which is a linear operation. We
consider the acoustic field on an array of 1681 points located behind the
aircraft. We can precompute this field using the vectors of the reduced
basis as solutions, and the quantity of interest is directly obtained at any
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parameter value from these precomputed fields and the components of the
reduced solutions. Figure 6 shows a screenshot of a java applet computing
this acoustic field at a set of parameters selected by the user (frequency and
impedance coefficients). Consider the following parameter values: frequency
= 122.3 Hz, µ1 = 1.21, µ2 = 1.87, and µ3 = 1.45. The error bound is
5.4×10−4, and the relative error between the direct solution and the reduced
solution, in Euclidian norm, is 1%. On the array of 1681 points located
behind the aircraft, the relative error for the scattered acoustic field is 1.4%.
Figure 7 shows the corresponding acoustic pressure fields and the difference
between the reduced basis and direct solutions.
Figure 6: Java applet for the online stage of the RBM for test case 3. Top
panel: total acoustic pressure field on an array of 1681 points located behind
the aircraft. Bottom panel: selection of the impedance coefficients and of
the frequency
5 Conclusion
In this work, we derived nonintrusive procedures for the reduced basis
method. Their implementation is relatively simple: they have been suc-
cessfully and easily applied to the approximation of various matrices and
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Figure 7: Test case 3. Left: acoustic pressure fields on the aircraft and on
an array of 1681 points located behind the aircraft computed solving the
direct problem. Right: difference between the reduced basis and the direct
solution
right-hand sides within aeroacoustic simulations. In particular, these proce-
dures allow for the direct use of advanced linear algebra tools, since we are
only dealing with quantities already assembled by the computational code
at hand.
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