In this paper, we propose a stereo-based object tracking and distance estimation method using spatial and temporal feature matching scheme. Our work aims to track an object robustly and to estimate its distance accurately without stereo matching processing, which requires a considerable amount of processing time and numerous processing resources. Our method combines temporal feature matching and spatial feature matching schemes. Our experimental results demonstrate that the proposed method can provide good object tracking and distance estimation performance in real-world environments.
INTRODUCTION
Stereo-based detection and tracking methods have been widely researched and applied in various fields over the past few decades. Stereo vision system can detect and track an object reliably while also estimating the distance of the object accurately. Generally, stereo matching processing is required to obtain a 3D depth image from two rectified 2D images. Stereo matching performs a process known as brute-force corresponding searching, a complex and time-consuming task. Moreover, this task is vulnerable to the illumination difference between left and right images, which often causes matching errors under external environments. The erroneous matching result results in poor detection and tracking performance.
Feature-based object tracking attempts to find corresponding features using a distinctive feature extraction method such as Harris corner detection (Harris and Stephens, 1988) , scale-invariant feature transform (SIFT) (Lowe, 2004) , and speeded up robust features (SURF) (Bay et al., 2008) , and features from accelerated segment test (FAST) (Rosten et al., 2010) . Feature-based object tracking establishes these correspondences in consecutive frames and estimates the transform matrix of the feature pairs. The Kanade-Lucas-Tomasi (KLT) feature tracker using Harris corner detection (Jianbo and Tomasi, 1994) has been widely used in many feature-based object tracking applications. The method basically depends on the sum of squared differences in the window. It often fails to track the features during illumination changes. SIFT is robust against rotation, translation, scaling, and illumination changes. SURF can perform similarly to SIFT while processing much faster. When these feature detectors are used for feature tracking, the interest points of the two images are matched by descriptor comparisons. A descriptor is a vector with a fixed size of its floating point values, which represent the direction and magnitude of the gradient around the key point. Therefore, these features need much more time to extract the key points and to match their descriptors compared to the KLT method. Recently, the binary robust independent elementary features (BRIEF) (Calonder et al., 2012) method using binary strings as a feature descriptor was proposed to reduce substantially the computation amount while yielding higher matching rates under certain restricted conditions. Feature-based object tracking involves the following procedure. The region of interest (ROI) of the target object is located in the first frame, either manually or automatically, using an object-specific detector. The corresponding feature candidates of the previous frame are estimated using the abovementioned feature extraction method. Transform matrixes such as a homography matrix (eight degrees of freedom (DOF)) or an affine matrix (6 DOF) are estimated using RANdom SAmple Consensus (RANSAC) (Torr and Murray, 1997) over the set of matching candidates to minimize model estimation error due to the outlier feature pairs. However, if the number of outlier features increases due to the misaligned ROI, the RANSAC algorithm fails to estimate the model parameters correctly.
Most feature-based object tracking methods were used in the 2D image plane. In these methods, projection errors may occur when the motion parameters of the features are expressed by a transform matrix. Feature tracking and feature clustering in 3D are regarded as the similar problem (Agrawal et al., 2005) . In this paper, we propose an object tracking method which uses an integrated spatial and temporal feature matching scheme. The proposed method offers enhanced tracking performance by means of temporal feature matching while accurately estimating the object distance by means of spatial feature matching. The rest of our paper is organized as follows. We describe proposed method in Section 2. First, we introduce an overview of our method and the spatial and temporal feature matching method. Experimental results and an analysis of real-world image sequences are presented in Section 4. Finally, Section 5 concludes this paper and discusses future works.
THE PROPOSED METHOD

Overview of the Proposed Method
Our framework consists of temporal feature extraction, temporal feature matching, outlier rejection, ROI estimation, spatial feature extraction, spatial feature matching, and distance estimation, as shown in Figure 1 . Before the spatial feature matching process, calibration and rectification processes are required to align the epipolar line. Temporal features are extracted in the ROI of the previous reference image and candidate region of the current reference image using the FAST detector (Rosten et al., 2010) . The BRIEF method (Calonder et al., 2012 ) is used as a descriptor of the FAST features due to its speed and robustness. Temporal features are matched by the Hungarian algorithm (Kuhn, 1955) . The outliers are removed, and the transform matrix and ROI are estimated using the prior disparity information of the features and the RANSAC algorithm. Spatial features are extracted in the search region of the current corresponding image and then matched between left and right features. The epipolar constraint and prior disparity information reduce the spatial matching errors. Finally, the 3D position of the tracking object is calculated using an inverse perspective map (IPM) (Lim et al., 2010) .
Temporal and Spatial Feature Matching
Temporal features are extracted in the search regions of the current reference images using the FAST detector. The search region (
features is determined by the motion model of the target object (Figure 2 ).
T t X and T t V respectively denote the center of the search region and the velocity of the object's motion, and In this equation, C is the cost matrix and A is the assignment matrix, which should be mutually exclusive. The cost matrix is calculated by the Hamming distance between the descriptors of the two features. A transform matrix is estimated using matched feature pairs. 
where 
EXPERIMENTAL RESULTS
We implement our method with visual C++ 9.0 and the OPENCV 2.2 library. Our method is tested and verified by test datasets which are captured from a few real and challenging road environments, as shown in Figure 3 . The moving vehicles are manually initialized in the first frame, after which the trackers estimate the ROI of the target object. If a tracker fails to estimate the position of the target, the errors are counted and the ROI is reinitialized by the ground truth. As shown in Table 1 , the experimental results demonstrate that our method demonstrates robust tracking performance except in scene 2. In scene 2, our method often fails to track objects in the tunnel (Figure 4) . Our method has a shortcoming under severe lighting conditions. The processing times are highly dependent of the number of features. The distance estimation results and the processing time for scene 1 are illustrated in Figure 5 and Figure 6 , respectively.
CONCLUSIONS
In this paper, we proposed a stereo-based spatial and temporal matching method that can track an object robustly and estimate its global position accurately without dense stereo matching processing. Our experimental results verified that the proposed method is capable of accurately estimating distances and robustly tracking objects. However, severe illumination often causes tracking failures. In addition, the processing time increases drastically if the number of features increases. Our future work will center on a more robust feature matching algorithm and methods that reduce the processing time. 
