We investigate the problem of reconstructing n-by-n column-wise sparse matrix signal X=(x 1 ,…,x n ) via convex programming, where each column x j is a vector of s-sparsity. The regularizer is matrix norm |||X||| 1 :=max j |x j | 1 where |.| 1 is the l 1 -norm in vector space. We take the convex geometric approach in random measurement setting and establish sufficient conditions on dimensions of measurement spaces for robust reconstruction in noise and some necessary conditions for accurate reconstruction. For example, for the m-by-m measurement Y=AXB T +E where |E| F 2 is bounded and A, B are m-by-n random matrices, one of the established sufficient conditions for X to be reconstructed robustly with respect to
measurement operator in tensor-product form.
Matrix signals can have richer and more complicated structures than vector signals. When solving the reconstruction problem via convex programming, it is important to select the appropriate matrix norm or regularizer for specific signal structure. For example, L 1 -norm is suitable for general sparsity, 1-Schatten norm is suitable for singular-value-sparsity, and other regularizers are needed for more special or more fine-grained structures, e.g., column-wise sparsity, row-wise sparsity or some hybrid structure. Appropriate regularizer determines the reconstruction's performance.
In this paper we investigate the problem of reconstructing n-by-n matrix signal X=(x 1 ,…,x n ) by convex programming, where each column x j is a vector of s-sparsity. The regularizer to be used is matrix norm |||X||| 1 :=max j |x j | 1 where |.| 1 is the l 1 -norm on vector space. Some related concepts and facts are collected in section 2, then we establish sufficient conditions on dimensions of measurement spaces for robust reconstruction in noise and a necessary condition for accurate reconstruction in section 3 and 4, then make some useful generalizations in section 5. We take the convex geometric approach [7] [8] [9] [10] in random measurement setting and one of the critical ingredients in this approach is to estimate the related widths' upper bounds. This paper is only focused on theoretical analysis, algorithms and numerical investigations will be the subject in next paper.
Basic Problems, Related Concepts and Fundamental Facts
Conventions and Notations: In this paper we only deal with vectors and matrices in real number field and only deal with square matrix signals for notation simplification, but all results are also true for rectangle matrix signals in complex field. Any vector x is regarded as column vector, x T denotes its transpose (row vector). For a pair of vectors x and y, <x,y> denotes their scalar product. For a pair of matrices X and Y, <X,Y> denotes the scalar product tr(X T Y). In particular, the Frobenius norm <X,X> 1/2 is denoted as |X| F .
For a positive integer s, ∑ s denotes the set of vectors the number of which nonzero entries are no more than s, i.e., the set of vectors of sparsity s. If X k is a group of random variables and p(x) is some given probability distribution, then X k ~i id p(x) denotes that all these X k 's are identically and independently sampled under this distribution.
Basic Problems
In this paper we investigate the problem of reconstructing n-by-n matrix signal X=(x 1 ,…,x n ) with sparse column vectors x 1 ,…,x n by solving the following convex programming problems. The regularizer is matrix norm |||X||| 1 :=max j |x j | 1 where |.| 1 is the l 1 -norm in vector space.
In this setting y is a measurement vector in R m with some vector norm |.| α defined on it, e.g., |.| α being the l 2 -norm. Φ: × → is a linear operator and there is a matrix X satisfying y=Φ(X)+e where |e| α ≤η.
In an equivalent component-wise formulation,
In this setting Y is a matrix in space × with some matrix norm |.| α defined on it, e.g., |.| α being the Frobenius-norm. Φ A,B : × → × : Z→AZB T is a linear operator and there is a matrix signal X satisfying Y= AXB T +E and |E| α ≤η. In an equivalent component-wise formulation, y kl =<Φ kl ,X>+e kl = ∑ ij A ki X ij B lj +e kl where for each 1≤k, l≤m Φ kl is a n-by-n matrix with its (i,j)-entry as A ki B lj .
For the above problems, we will investigate the column-wise sparse matrix signal X's reconstructability and approximation error where the measurement operator Φ and Φ A,B (actually matrix A and B) are at random. In some cases problem MP (α) y, Φ, η and MP (α) y, A,B, η are equivalent each other but in other cases some specific hypothesis is only suitable to one problem or the other, so it's appropriate to deal with them respectively.
Related Concepts
Some related concepts are presented in this subsection which are necessary and important to our work. For brevity all definitions are only presented in the form of vectors, however the generalization to the form of matrices is straightforward.
A cone C is a subset in R n such that tC is a subset of C for any t>0. For a subset K in R n , its dual K * :={y:
<x,y>≤0 for all x in K}. K * is always a convex cone.
For a proper convex function F(x), there are two important and related sets:
for some t>0}, ∂F(x)={u: F(y)≥F(x)+<y-x, u> for all y} and D(F,x) * =∪ >0 t∂F(x).
Let K be a cone in a vector space L on which Φ is a linear operator, the minimum singular value of Φ where g is the random vector on L sampled under standard Gaussian distribution. When |.| β is l 2 or
Frobenius norm on L, w β (K) is simply denoted as w(K).
Fundamental Facts
Our research follows the convex geometric approach built upon a sequence of important results, which are summarized in this section as the fundamental facts. Originally these facts were presented for vector rather than matrix signals [7] [8] [9] [10] . We re-present them for matrix signals in consistency with the form of our problems.
For brevity, all facts are only presented with respect to problem MP (α) y, Φ, η except for FACT 2.6.
FACT 2.1 (1)Let X∈ × be any matrix signal and y=Φ(X), X * is the solution (minimizer) to the problem MP (α) y, Φ, η where η=0, then X * = X iff kerΦ∩D(|||.||| 1 ,X)={O}. (2) Let X∈ × be any matrix signal and y=Φ(X)+e where |e| α ≤η, X * be the solution (minimizer) to the problem MP (α) y, Φ, η where η > 0, |.| β be a norm on signal space to measure the reconstruction error, then |X * -X| β ≤2η/λ min,α , β (Φ;D(|||.||| 1 ,X)) FACT 2.2 K is a cone in × (not necessarily convex), Φ: × → is a linear operator with entries Φ kij ~i id N(0,1), then for any t > 0:
Combining these two facts, the following quite useful corollary can be obtained.
FACT 2.3
Let X and X * be respectively the matrix signal and the solution to MP (2) y, Φ, η as specified in FACT 2.1(2), Φ kij ~i id N(0,1), then for any t>0:
where (u) + :=max(u,0). In particular, when the measurement vector's dimension m ≥ w 2 (D(|||.||| 1 ,X) + Cw(D(|||.||| 1 , X) where C is some absolute constant, X can be reconstructed robustly with respect to the error norm |X * -X| F with high probability by solving MP (2) y, Φ, η .
FACT 2.4
Let F be any proper convex function and zero matrix is not in ∂F(X), then w β 2 (D(F, X)) ≤ E G [inf{|G-tV| β* 2 : t>0, V in ∂F(X)}] where |.| β* is the norm dual to |.| β and G is the random matrix with entries G ij~i id N(0,1). In particular, when |.| β is |.
This fact is useful to estimate the squared Gaussian width w β 2 (D(F, X))'s upper bound.
FACT 2.5 Let X and X * be respectively the matrix signal and the solution to MP (2) y, Φ, η as specified in FACT 2.1 (2) , with the equivalent component-wise formulation y k =<Φ k ,X>+e k , each Φ k ~i id Φ where Φ is a random matrix which satisfies the following conditions: (1)E[Φ]=0; (2)There exists a constant α>0 such that α ≤ E[<Φ,U>] for all U: |U| F =1; (3) There exists a constant σ>0 such that P[|<Φ,U>| ≥ t] ≤ 2exp(-t 2 /2σ 2 ). Let ρ:= σ/α, then for any t>0:
where c 1 , c 2 , c 3 are absolute constants. In the equivalent component-wise formulation, y kl =<Φ kl ,X>=∑ ij A ki X ij B lj for each 1≤k,l≤m, Φ kl ~i id Φ which is sampled under some given distribution. For any parameter ξ>0, define
Furthermore, for each 1≤k,l≤m, let ε kl ~i id Rademacher random variable ε (P[ε=±1]=1/2) which are also independent of Φ, and define
Then for any ξ>0 and t>0:
Remark: In Fact 2.6 the definition of λ min (Φ; Γ) is the matrix version of that in subsection 2.2 with respect to
Frobenius norm. The proof of FACT 2.5 and 2.6 (with respect to vector signals) can be found in [8] 's Theorem 6.3 and Proposition 5.1.
Reconstructability Results on Problem MP (2) y, Φ, η :
In this section we develop the sufficient condition on the number of measurements m for robustly reconstructing the matrix signal X by solving the convex programming problem MP (2) 
where y=Φ(X)+e and |e| 2 ≤ η, Φ: × → is a linear operator. In the equivalent component-wise formulation, y i =<Φ i ,X>+e i where for i=1,…,m, Φ i ∈ × are random matrices independent each other and Φ i 's entries are independently sampled under standard Gaussian N(0,1) or sub-Gaussian distribution. The reconstruction error is measured by l 2 -norm. In section 3.3, a necessary condition on m is established.
Case 1: Gaussian Measurement Operator Φ
Based upon the fundamental facts presented in section 2.2, one of the critical parts in this work is to estimate the width w(D(|||X||| 1 , X))'s upper bound for matrix signal X=(x 1 ,…,x n ) with s-sparse column vectors x 1 ,…,x n , i.e., x j in ∑ S for every j. This is done in lemma 3.1-3.3.
define the function F(X):= ψ(f 1 (x 1 ),…, f n (x n )): × → 1 and the set Ω F(X) :={(λ 1 ξ 1 ,…, λ n ξ n ): (λ 1 ,…, λ n )∈∂ψ(η 1 ,…,η n ), ξ j ∈∂f j (x j ) and η j =f j (x j ) for each j=1,…,n}
Then F(X) is convex and Ω F(X) is a subset of ∂F(X).
Proof F(X)'s convexity is easy to verify due to all f j 's and ψ's convexity and ψ's monotonicity. To prove that Ω F(X) is a subset in ∂F(X), note that for any (λ 1 ,…, λ n )∈∂ψ(η 1 ,…,η n ) and ξ j ∈∂f j (x j ), j=1,..,n, for any matrix Y=(y 1 ,…,y n ), we have
As a result, (λ 1 ξ 1 ,…, λ n ξ n ) ∈∂F(X). □ Lemma 3.1 is a general property and next lemma gives an instantiation useful for our purpose. In this instance, we set ψ(η 1 ,…,η n )=max(η 1 ,…,η n ) and each f j (x)=|x| 1 , then F(X)=|||X||| 1 for matrix X=(x 1 ,…, x n ). In the following, sgn(u)=+1 when u>0 and -1 if u<0; ξ(i) denotes the i-th component of vector ξ and e j denotes the standard base vector in R n , i.e., e j (i)=δ ij .
On the other hand, ∂|x| 1 ={u∈R n : |u| ∞ ≤1 and u(i)=sgn(x(i)) for i:x(i)≠0} for any n-dimensional vector x, then the lemma's conclusion can be derived by combining the above results. □ Based on lemma 3.2 and FACT 2.4, the upper bound of Gaussian width D(|||.||| 1 , X) with respect to
Frobenius norm is estimated in the following lemma.
Lemma 3.3
Given n-by-n matrix X=(x 1 ,…,x n ) with s-sparse column vectors x 1 ,…,x n , i.e., x j in ∑ S for every j. Let r be cardinality of the set {j: |x j | 1 =max k |x k | 1 }, i.e., the number of column vectors which have the maximum l 1 -norm. Then w 2 (D(|||.||| 1 , X)) ≤ 1+n 2 -r(n-slog(Cn 4 r 2 )). In particular, when r = n then
where C is an absolute constant.
Remark: ns is the total sparsity of the matrix signal X. This estimate shows that the signal complexity (width) encoded by regularizer |||X||| 1 is controlled by two parameters, the column sparsity s and the column l 1 -norms' diversity r. Complexity gets lower with smaller s and larger r. In some applications r=n can be naturally satisfied, for example, X is a bi-stochastic matrix where its columns are all l 1 -normalized.
Since Ω |||X|||1 is a subset of ∂|||X||| 1 by lemma 3.1, we have
Set G=(g 1 ,…,g n ) where g j~i id N(0,I n ). By lemma 3.2, V=(λ 1 ξ 1 ,…, λ n ξ n ) where w.l.o.g. λ j ≥0 for j=1,…,r,
and |ξ j (i)| ≤1 for all i and j. Then
≤ inf t>0, all λj specified as the above E G [inf all ξj specified as the above ∑ =1 | g jtλ j ξ j | 2 2 + ∑ = +1 |g j | 2 2 ]
= inf t>0, all λj specified as the above E G [inf all ξj specified as the above
= inf t>0, all λj specified as the above E G [∑ =1 inf ξj specified as the above | g jtλ j ξ j | 2 2 ] + (n-r)n ( since ξ j is unrelated each other and E G [|g j | 2 2 ]=n )
= inf t>0, all λj specified as the above ∑ =1 E gj [inf ξj specified as the above | g jtλ j ξ j | 2 2 ] + (n-r)n For each j=1,…,r let S(j) be the support of x j (so |S(j)| ≤ s) and ~S(j) be its complimentary set, then |g jtλ j ξ j | 2 2 =|g j|S(j)tλ j ξ j|S(j) | 2 2 + |g j|~S(j)tλ j ξ j|~S(j) | 2 2 . Notice that all components of ξ j|S(j) are ±1 and all components of ξ j|~S(j) can be any value in the interval [-1,+1]. Select λ 1 =…=λ r =1/r, let ε>0 be arbitrarily small positive number and select t=t(ε) such that P[|g|>t(ε)/r]≤ε where g is a standard scalar Gaussian random variable (i.e., g~N(0,1) and ε can be exp(-t(ε) 2 /2r 2 )). For each j and each i outside S(j), set ξ j (i) = rg j (i)/t(ε) if |g j (i)| ≤ t(ε)/r (in this case |g j (i)tλ j ξ j| (i)| = 0) and otherwise ξ j (i)=sgn(g j (i)) (in this case |g j (i)tλ j ξ j| (i)| = |g j (i)| -t(ε)/r), then |g j|~S(j)tλ j ξ j|~S(j) | 2 2 =0 when |g j|~S(j) | ∞ < t(ε)/r, hence:
where C 0 is an absolute constant. On the other hand:
Hence w 2 (D(|||.||| 1 , X)) ≤ (1+2log (1/ε))rs + (n-r)n + r(n-s) 2 ε ≤ n 2r(n-slog(e/ε 2 )) + C 0 n 2 rε
In particular, let ε=1/C 0 n 2 r then we get w 2 (D(|||.||| 1 , X)) ≤ n 2r(nslog(Cn 4 r 2 )) + 1. □ Combing lemma 3.3 and FACT 2.3, we obtain the general result in the following: N(0,1) , let X∈ × be a matrix signal and y=Φ(X)+e where |e| 2 ≤η, X * be the solution (minimizer) to the problem MP (2) y, Φ, η where η>0, s and r be signal X's structural parameters specified in lemma 3.3. If the measurement vector y's dimension m ≥ n 2r(n-slog(C 1 n 4 r 2 )) + C 2 n where C 1 and C 2 are absolute constants, then X can be reconstructed robustly with respect to the error norm |X * -X| F with high probability by solving MP (2) y,Φ,η . In particular, if r = n then the condition on m can be m ≥ nslog(Cn 6 )). □
Case 2: Sub-Gaussian Measurement Operator Φ
Combing lemma 3.3, FACT 2.1(2) and 2.5, the following result can be obtained straightforwardly: Theorem 3.2 Let X and X * be respectively the matrix signal and the solution to MP (2) y, Φ, η as specified in FACT 2.1(2), with the equivalent component-wise formulation y k =<Φ k ,X>+e k , each Φ k ~i id Φ where Φ is a random matrix satisfying the conditions (1)(2)(3) in FACT 2.5, s and r are signal X's structural parameters specified in lemma 3.3. If the measurement vector y's dimension m ≥C 1 ρ 6 (n 2r(nslog(C 2 n 4 r 2 )) where C 1 and C 2 are absolute constants, then X can be reconstructed robustly with respect to the error norm |X * -X| F with high probability by solving MP (2) y,Φ,η . In particular, if r=n then the condition on m can be m ≥ C 1 ρ 6 nslog(C 2 n 6 )). □
A Necessary Condition on Number of Measurements Theorem Given measurement operator Φ:
× → , if any X=(x 1 ,…,x n ) with sparse column vectors x j in ∑ 2S for all j is always the unique solution to problem MP (α) y,Φ,η where η=0, then m ≥ C 1 nslog(C 2 n/s)) (3.3)
where C 1 and C 2 are absolute constants.
Proof For any s<n, there exist k ≥ (n/4s) ns/2 subsets S (αβ…ω) =S 1
={(i 1 ,j),…, (i s ,j): 1≤i 1 <i 2 <…< i s ≤n} and |S j (μ) ∩S j (ν) | < s/2 for μ≠ν. This fact is based on a combinatorial theorem [11] that for any s<n there exist l ≥ (n/4s) Remark: As in lemma 3.3, the signal complexity encoded by regularizer |||X||| 1 is controlled by column-wise sparsity s and column l 1 -norms' diversity r.
Case 1: A and B are both Gaussian
Proof We start with a similar inequality as that in FACT 2.4 (the proof is also similar) by lemma 3.1 ). With the same specifications for V=(λ 1 ξ 1 ,…, λ n ξ n ) as those in lemma 3.3, i.e.(w.l.o.g.) λ j ≥ 0 for j=1,…,r, λ 1 +…+λ r =1, λ j =0 for j≥r+1; |x j | 1 =max k |x k | 1 for j=1,…,r and |x j | 1 < max k |x k | 1 for j≥1+r; ξ j (i)=sgn(X ij ) for X ij ≠0 and |ξ j (i)| ≤1 for
, λj, ξj specified as the above ∑ | =1 h jtλ j ξ j | 2 2 ] = I + II
The first and second terms are estimated respectively. The first term
To estimate II, for each j=1,…,r let S(j) be the support of x j (so |S(j)| ≤ s) and ~S(j) be its
Notice that all components of ξ j|S(j) are ±1 and all components of ξ j|~S(j) can be any value in the interval [-1,+1]. Select λ 1 =…=λ r =1/r, let δ>0 be arbitrarily small positive number and select t=t(δ) such that P A,B,E [|h| > t(δ)/r] ≤ δ where h is a random scalar such that h j (i)~h and i indicates the vector h j 's i-th component. For each j and i outside S(j), set ξ j (i)=rh j (i)/t(ε) if |h j (i)| ≤ t(δ)/r and otherwise ξ j (i)=sgn(h j (i)), then |h j|~S(j)tλ j ξ j|~S(j) | 2 2 =0 when |h j|~S(j) | ∞ < t(δ)/r and notice the fact that for independent standard scalar Gaussian variables a l , b l and Rademacher variables ε l , l=1,…,m, there exists absolute constant c such that for any η > 0:
as a result, in the above expression δ can be c exp(-t(δ)/r) and:
where C 0 is an absolute constant. On the other hand |ξ j|S(j) | 2 2 ≤ s for j ≥ 1+r so:
hence II ≤ rs(1+t(δ) 2 /r 2 ) + nrδ. Combine all the above estimates we have:
Substitute t(δ)/r with log(c/δ) we get, for any δ > 0:
In particular, let δ=1/C 0 n 2 r then W 2 (Γ X ; Φ A,B ) ≤ n 2 -r(n-s(1+log 2 (cn 2 r)) + 1. □ N(0,1) . The estimate is independent of the indices k and l, so we give a more general and notational simplified statement on it. To estimate the upper bound of E[|<M,U>| 2 ], let U=∑ j λ j u j v j be U's singular value decomposition,
Notice that M=ab T where a~b~N(0, I n ) and independent each other, then and r be signal X's structural parameters specified in lemma 4.1. If the measurement matrix Y's dimension m 2 ≥ n 2r(n-slog 2 (C 1 n 2 r)) + C 2 n where C 1 and C 2 are absolute constants, then X can be reconstructed robustly with respect to the error norm |X * -X| F with high probability by solving MP (F) Y,A,B,η . In particular, if r = n then the condition on m can be m 2 ≥ nslog 2 (C 1 n 3 ))+ C 2 n. □
Case 2: A and B are both sub-Gaussian
Lemma 4.3 Given n-by-n matrix X=(x 1 ,…,x n ) with s-sparse column vectors x 1 ,…,x n , r is cardinality of {j:
) are specified as before, A ki ~i id Sub-Gaussian distribution and B lj ~i id Sub-Gaussian distribution with maximum ψ 2 -norms σ A , σ B respectively, then
where C is an absolute constant. Particularly, when r = n then
The proof of this lemma is logically the same as the proof of lemma 4.1, the only difference is about the distribution tail of the components of vectors
independent scalar sub-Gaussian variables a l , b l and Rademacher variables ε l , l=1,…,m. This auxiliary result is presented in the following lemma: Lemma 4.4 For independent scalar zero-mean sub-Gaussian variables a l , b l and Rademacher variables ε l , l=1,…,m, let σ A ≡max l |a l | ψ2 , σ B ≡max l |b l | ψ2 (|.| ψ2 denotes a sub-Gaussian variable's ψ 2 -norm), then there exists absolute constant c such that for any η > 0:
Proof Notice that a k ε k is zero-mean sub-Gaussian variable with |a k ε k | ψ2 =|a k | ψ2 , for b=m -1/2 ∑ 1≤l≤m b l and where η>0, s and r be signal X's structural parameters specified in lemma 4.1. If the measurement matrix Y's dimension m 2 ≥ σ A 2 σ B 2 (n 2r(n-slog 2 (C 1 n 2 r)) + C 2 n) where C 1 and C 2 are absolute constants, then X can be reconstructed robustly with respect to the error norm |X * -X| F with high probability by solving
In particular, if r = n then the condition on m can be m 2 ≥ σ A 2 σ B 2 (nslog 2 (C 1 n 3 ))+ C 2 n) □
Conclusions, Some Extensions and Future Works
In this paper we investigated the problem of reconstructing n-by-n column-wise sparse matrix signal X=(x 1 ,…,x n ) via convex programming with the regularizer |||X||| 1 :=max j |x j | 1 where |.| 1 is the l 1 -norm in vector space. We took the convex geometric approach in random measurement setting and established sufficient conditions on dimensions of measurement spaces for robust reconstruction in noise and necessary condition for accurate reconstruction. The results show that the signal complexity (width) encoded by the regularizer |||X||| 1 is determined by two structural parameters, i.e., the maximum number s of nonzero entries in each column and the number r of columns which l 1 -norms are maximum among all columns. The signal's complexity decreases with small s and large r. In particular, when r = n (i.e., all columns have the same l 1 -norm) the sufficient condition reduces to m 2 ≥ σ A 2 σ B 2 nslog 2 (Cn 3 ).
Based on the methods and results obtained, we can make some straightforward extensions. The first is about reconstructing row-wise sparse matrix signals via convex programming with regularizer |||X T |||:= max i | | 1 where is matrix signal X's i-th row. In this case all the obtained estimates and conclusions remain the same, e.g., the signal's complexity is determined by the maximum number s of nonzero entries in each row and the number r of rows which l 1 -norms are maximum among all rows. The signal's complexity decreases with small s and large r.
The second extension is for reconstructing the matrix signal which has both row-wise and column-wise sparsity. We can use F(X):=max(|||X||| 1 ,|||X T ||| 1 ) as the regularizer. Note that when |||X||| 1 ≥ |||X T ||| 1 then F(X) = |||X||| 1 so in this case W(Γ X ; Φ) is the width determined by regularizer |||X||| 1 , otherwise W(Γ X ; Φ) is the width determined by regularizer |||X T ||| 1 , both have the upper bound of (r 1 ,s 1 ,n) and (r 2 ,s 2 ,n) in the form as that in lemma 3.3 or lemma 4.1 where (r 1 ,s 1 ) and (r 2 ,s 2 ) are the matrix signal's row and column structural parameters. As a result, the sufficient condition for robust reconstruction is m ≥ max( 2 (r 1 ,s 1 ,n), 2 (r 2 ,s 2 ,n)) via MP y,Φ,η or m 2 ≥ max( 2 (r 1 ,s 1 ,n), 2 (r 2 ,s 2 ,n)) via MP Y,A,B,η .
The third extension is for reconstructing the matrix signal with the general linear measurement Y = and each E H [sup{|<H μ ,U>| 2 : U in Γ X and |U| F =1] has the upper bound estimate σ A 2 σ B 2 (n 2 -r(n-slog 2 (C 1 n 2 r)) according to lemma 4.3, finally we get the width estimate W 2 (Γ X ; Φ A,B ) ≤C 0 Lσ A 2 σ B 2 (n 2 -r(n-slog 2 (C 1 n 2 r)). As a result, a sufficient condition for X to be reconstructed via solving MP (F) Y,A,B,η robustly with respect to Frobenius norm |.| F from linear measurement Y = ∑ =1 +E where |E| F ≦η is m 2 ≥ C 0 Lσ A 2 σ B 2 (n 2 -r(nslog 2 (C 1 n 2 r)) +C 2 Ln. In particular, when r = n then the condition reduces to m 2 ≥ C 0 Lσ A 2 σ B 2 nslog 2 (C 1 n 3 ).
