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ABSTRACT
The doctoral thesis is devoted to localization in wireless networks, and particularly, to
distance estimation. Localization is an important process in many wireless networks with
both static and mobile nodes since it provides a position knowledge which can be further
exploited during the application lifetime. The thesis presents a novel method for dis-
tance estimation based on received signal strength measurement. The method respects
both the application accuracy requirements and dynamic ambient radio conditions while
performing with minimal energy costs.
Before the design of the novel method an experimental analysis of signal propagation
for localization and energy consumption was performed. Based on the results of the
analysis the novel Adaptive Energy-aware Distance Estimation method was proposed and
subsequently evaluated in both simulator and experimental testbed under real conditions.
KEYWORDS
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ABSTRAKT
Tato disertační práce se věnuje lokalizaci v bezdrátových sítích se zaměřením na odhad
vzdálenosti. Lokalizace je v bezdrátových sítích s mobilními ale i statickými uzly
důležitým procesem, neboť znalost pozice uzlů může být během provozu sítě dále s
výhodou využita. V práci je prezentována nová metoda odhadu vzdálenosti na základě
měření síly přijatého signálu. Navržená metoda je postavena tak, aby s co nejnižšími
energetickými náklady dosáhla požadovaného stupně přesnosti i ve značně odlišných
rádiových podmínkách.
Před návrhem vlastní metody byla provedena experimentální analýza spotřeby anergie a
šíření signálu s jeho využitím pro lokalizační účely. Na základě provedené analýzy byla
navržena nová metoda (Adaptabilní energeticky nenáročná metoda odhadu vzdálenosti),
která byla následně ověřena v simulátoru a experimentální síti za reálných podmínek.
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INTRODUCTION
Wireless ad-hoc networks have become of great interest to both research and industry
sectors in the last decade. Often, they are supposed to work autonomously for a
long-term period which presents several challenges.
Due to a low-cost node design, autonomous function and network lifetime, several
limitations have to be considered during network design. Besides small memory,
computational limits and narrow bandwidth, the energy self-sufficiency is the most
restrictive factor. In a lot of applications, after deployment, the nodes are supposed
to work autonomously without any human assistance and with their only energy
source being the one with which they were initially equipped (not considering scarce
energy harvesting applications).
Despite the limitations mentioned, WSNs are in experts’ opinion a very promis-
ing technology expected to be one of the leading technologies in the 21st century.
According to the IDTechEx report [1], WSN has the potential to become multibil-
lion dollar business in the next ten years. For instance, ZigBee/802.15.4 chipsets,
leading WSN standard, doubled in the year 2010 and are predicted to increase by
up to 800 % in the next five years and approach a revenue of $1.7 billion in 2015 [2].
Similarly, governmental and public union’s fundings cover billions spent on WSN
research worldwide at public institutions such as universities according to research
reports published in ONWorld’s [3].
WSN technologies emerged, like many others, from military requirements. Nowa-
days, the WSNs have found their way into many civil fields like medicine, industry,
agriculture, environment or surveillance and security. For example, smart structures
with embedded WSN technologies can actively respond to earthquakes and make
buildings or other constructions safer; precision agriculture can reduce costs and
environmental impact by watering and fertilizing only in the case of real need in
specific parts of a field; WSNs deployed for environmental monitoring of water, air
or soil quality will sense data in a real time to find the source of pollution as soon
as possible.
According to ONWorld’s report based on a study of 102 research end-to-end
projects in 2010 the most commonly studied areas are related to environment (37 %)
and healthcare (30 %), followed by public safety, transportation, structural moni-
toring, and industrial applications [3].
Many of WSN applications require the knowledge of a node’s position to ensure
the proper functioning of a network (e.g. [4]–[6]). The obvious reason for localization
is a provision of sensed data with a geographical meaning. In other words, to know
the position of the data origin in the area of interest. Considering mobile nodes
in a network (for example logistic applications), the position is the measure that is
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transferred as the data value. As an additional motivation, the sensor’s position can
be used for a scalable geographical routing, data gathering, hierarchical aggregation,
object tracking, remote management etc. This makes automatic localization the key
enabling technology in WSNs. The same or similar benefits lie in the localization
for other wireless networks such as 802.15.4/ZigBee, WiFi, DASH7, UWB, CSS too.
In some special cases general positioning systems such as GPS (Global Position-
ing System) can be used. However, only a small minority of applications can use
GPS because GPS is restricted to outdoor environment and, more significantly, it
has high energy demands. Considering a GPS receiver at each node, the lifetime
of the application would decrease substantially which is undesirable in most of the
applications and does not comply with the low-energy requirement. Moreover, the
cost of the wireless nodes would also increase.
This thesis focuses on localization and distance estimation in wireless networks
with energy limited resources. The 2.4 GHz ISM frequency band is considered
which includes network technologies such as 802.11 Wifi, Cordless telephony, Blue-
tooth, RFID and 802.15.4. This work directly addresses the problem of energy effi-
cient distance estimation while fulfilling application specific accuracy requirements.
Distances among nodes in a network represent necessary input variables for many
localization algorithms. This makes the result of the position estimation highly
dependent on the quality of the provided distance estimations. There are several
techniques for distance estimation varying in cost and accuracy of the estimation
but none which primarily respects the accuracy requirements of an application and
ambient radio conditions while keeping the energy consumption as low as possi-
ble. An estimation technique based on received signal strength measurement is a
widespread technique used in wireless applications providing sufficient accuracy of
results while requiring lower complexity of implementation which makes it favored
in research and industry. Therefore, this work is aimed at the technique based on
the received signal strength. It analyses the problem of energy efficient distance
estimation in detail and presents a new method of achieving the goal of efficient
distance estimation while providing the required accuracy.
Due to stochastic conditions in a radio channel each measurement contains a
certain degree of uncertainty. To mitigate the level of uncertainty several measure-
ments have to be conducted which increases the energy costs of distance estimation.
Depending on the application, and thus, the required level of accuracy, the new
method consumes just the minimal amount of precious energy while respecting the
accuracy requirements which increases the lifetime of the entire application.
The benefits of the new estimation method are significant mostly in the area
of applications deployed in unstable stochastic radio conditions, frequently running
position estimation which is the case especially in networks with mobile nodes. The
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more often the localization runs the more energy is saved by the new method. This
method can be used in static wireless networks as well, however, the significant
improvement is achieved with the repetitive localization process. In addition, the
method can use the environment characteristic obtained from the previous local-
ization to set the initial parameters in the most efficient way and save even more
energy.
This work is organized as follows. After the state of the art section which dis-
cusses the latest and most important achievements in this area, the objectives of this
thesis are stated. Then, the description of the experimental analysis conducted on
localization will be lined out. This section focuses on the distance estimation based
on the signal strength measurement and channel characteristic influencing the es-
timation. The following chapter is devoted to the experimental analysis of energy
consumption related to localization on wireless devices. After the analysis of both
areas the novel distance estimation method is presented in chapter 5. The next two
chapters are devoted to the verification of the proposed method in simulations and
experimental testbed with sensor nodes. The last chapter concludes the work and
discusses its results and contributions.
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1 STATE OF ART
This chapter gives an overview of work closely related to the topic of this thesis.
It describes the most relevant localization approaches with the main focus on the
issues further investigated in this work. The entire chapter section is devoted to
energy consumption since it is a key aspect of the localization in energy constrained
networks. Furthermore, it identifies an uncovered field of localization in wireless
networks and points out the challenges of that field.
This chapter can also serve as an introduction and determine the terms used
in this research area. Since there is a very active investigation of various aspects
of WSNs and many publications presenting cutting edge results of the field occur
everyday, the terms used in these publications can differ in meaning, which can
be rather confusing. Therefore, the terms used in this work are presented in this
chapter together with their meaning in order to avoid confusion. The intention is to
use the meaning widespreadly used and generally accepted although it could differ
in particular publications.
1.1 Localization in wireless networks
Generally speaking, the term localization relates to searching a position of a certain
object in a predefined area. Localization in WSNs can be accordingly defined as
a process during which nodes obtain their position in the whole network or in a
defined part of the network (not considering a manual setting of coordinates). The
result of the localization process is the knowledge of a real or absolute position
that a node obtains thanks to a certain localization algorithm. Localization can be
performed for a single node, for example, when a new node is added to an existing
network or for all nodes simultaneously (e.g. after network deployment or during
periodic position update in the case of mobile nodes). Localization also means
the process of finding a particular object in the area under a WSN surveillance.
In this case the term localization is often associated with the term tracking. The
difference is that the tracking means to follow the movement of an object (which is
not a part of the network topology) along its trajectory. Subsequently, it is possible
to draw its trajectory in a defined time and space. In this work, we focus on an
active cooperation of nodes which are being localized, and thus, we refer only to the
localization in the sense of autonomous active cooperation of wireless nodes.
Formally, in the graph theory, the localization of a node can be expressed as
a process of determining coordinations of a node 𝑠𝑥 in a graph 𝐺(𝑉,𝐸). V is a
vertex set and E is an edge set. Each node 𝑠𝑥 (where 𝑥 = 1, 2, ..𝑁 and N is a
number of nodes) is represented by a vertex 𝑋 ∈ 𝑉 and each node pair (𝑠𝑥, 𝑠𝑦),
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which has a direct radio connection, corresponds to an edge (𝑋, 𝑌 ) ∈ 𝐸. The graph
𝐺(𝑉,𝐸) is called underlying graph of the network [7]. In most of the applications
only a planar representation of a location is sufficient. Then, the representative
graph has a mapping 𝑝 : 𝑉 → 𝑅2 assigning a coordination in 𝑅2 to each vertex
in V. In applications with three-dimensional location requirements the mapping is
𝑝 : 𝑉 → 𝑅3 assigning each vertex in V with a coordination in 𝑅3.
A location system can provide information about position either in physical
or symbolic form [8]. Symbolic (explicit) form expresses coordinates of position
(GPS coordinates for instance) while physical (implicit) form has mostly descriptive
expression (i.e. in the room 222, next to the table, on a track approaching to
Barcelona, etc.). Moreover, both forms can be linked and physical location can be
translated according to database records to the symbolic form.
Coordinates can be expressed in different forms related to the reference coordi-
nate system. Besides well known geographical, Cartesian, spherical coordinate sys-
tems, new synthetic coordinate systems were proposed to meet the real conditions
in communication networks [9]–[11]. Thanks to the employment of these coordinate
systems, it is possible to create a map of a network without measurements between
each pair of nodes. However, the study of synthetic coordinate systems was devoted
only to localization in IP networks so far. Although many coordinate systems are
available, the vast majority of current research work uses the Cartesian coordinate
system because of its practical use in real applications. However, virtual coordinates
are used, for example, in geographical routing [12]–[14].
Objects and nodes in a network can be located either in an absolute coordination
system or in a relative one. An absolute coordination system uses the same reference
grid for all objects in the network. For example, longitude, latitude and altitude (or
their equivalents such as Universal Transverse Mercator coordinates) are coordinates
for all GPS receivers. And all GPS receivers will refer their position in shared
reference grid. On the other side, relative coordinates are used by each node in its
own frame of reference or in a certain network part (cluster). Relative coordinates
of a particular node in a network have sense only with the respect to this node or
network cluster but have no sense anywhere else [15]. The same meaning can be
understood by terms global and local coordinates which refer to absolute respectively
relative coordinates [16].
In a network certain nodes can be aware of their coordinates; either by manual
setting or using different location system. These reference nodes form an infras-
tructure and are called beacons, landmarks or anchors in literature. The number of
reference nodes 𝑅𝑥 ∈ 𝑅 ⊂ 𝑉 is much smaller than the number of unlocalized nodes
𝑈𝑥 ∈ 𝑈 ⊂ 𝑉 ; |𝑅| ≪ |𝑈 |.
Obtaining a location information is called a localization process. A localization
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process can be either run next to other processes after a network deployment in
the initial phase or periodically (in case of mobile nodes). Localization process
can be also requested upon a particular event (before the transmission of sensed
data). Generally, the localization process composes of two phases: i)collecting input
information, ii)determining a position of the unlocalized node. The first phase is
called ranging (or localization method) and the latter one referred as a localization
algorithm [17]–[19]. Localization protocol can be used as a means of transmitting
location related information.
1.1.1 Localization algorithms
The localization algorithm describes the way how the distance or other position in-
dicating information is manipulated and how the localization system works from the
whole network point of view. If the node already knows the localization parameters
and its position in a certain coordinate system, the localization algorithm deter-
mines how this information is handled and distributed to other nodes to help them
with their own position estimation. The localization algorithm can also optionally
correct the errors in the estimation and refine the coordinates. The localization
algorithms can have a lot of aspects, which can be used for their categorization or
vice-versa to distinguish among them. Therefore, the following part goes through
the main factors and explains their basic features and the way they influence the
localization process.
Distinguishing feature Category I Category II
Given structure of reference nodes Anchor-based Anchor-free
Centralization of management Centralized Distributed (Decentralized)
Ranging Range-based Range-free
Coverage Single-hop Multi-hop
Tab. 1.1: Categorization of localization algorithms.
Single-hop or multi-hop communication schemes are the ways two nodes can
communicate. A hop is a direct link between two nodes. If a localization algorithm
uses only direct links for communication between two nodes, it is called one-hop
or single-hop localization algorithm ([20]). This is the easier way that can be used
only under specific conditions when two communicating nodes are in the radio range
of each other. In certain cases, in environmental monitoring WSN application for
example, natural obstacles, such as trees, rocks etc. impede the direct communica-
tion. Then, other interleaving nodes are used for delivery if there are some. This is
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multi-hop communication, which requires more complex management. Unlike the
single-hop system, the multi-hop one is much more scalable, e.g. [21], [22].
The range information, including distances and angles, is used to create a certain
map of network nodes in a certain coordinate system. This is a natural way to
treat localization called range-based localization [23]. However, there are certain
localization methods that do not need the range information. Instead, they work
with hops as a metric of distance estimation. Obviously, these range-free localization
techniques do not reach the accuracy of range-based techniques but their accuracy
is satisfactory in a lot of applications, which do not require high accuracy of position
knowledge (AFL [24], DV-HOP [22], etc.).
The natural primary task of WSNs is to collect data and to accumulate them
in one or more powerful servers where these data are processed. This fundamental
process implies the centralized characteristic of the topology. During centralized
localization, the process is managed from one place in the network. At this central
point, all significant localization information is available for all nodes. This structure
has a considerable advantage in the provided accuracy. On the other hand, central-
ized localization requires more long-distance multi-hop communication. Moreover,
the nodes close to the central processing server consume more energy, which causes
their energy depletion much sooner. The comparable energy consumption of all par-
ticipating nodes during localization is ensured by distributed algorithms. Distributed
techniques do not prefer any central point for storing localization information and
each node uses only information provided by its neighbors. This means that the
localization error increases while the estimated coordinates are distributed in a net-
work and used in other node for position determination. The representatives of
centralized algorithms are multidimensional scaling improvement (MDS-MAP) [25],
simulated annealing localization [26] and RSSI based centralized localization [27].
Ad-hoc positioning system (APS) [22], anchor free algorithm (AFL)[24] or S-MRL
[28] are examples of distributed localization algorithms.
The other type of categorization is devoted to the existence of anchor nodes.
The anchor-based localization exploits the position knowledge of a certain fraction
of nodes. The predetermined coordinates can be obtained from manual configuration
or another localization system such as GPS as the most common. The other nodes
then derive their own position based on the measurement and information obtained
from the anchor neighbors (e.g. APS [22] or APITHE-[30]).
Anchor-free algorithms (such as AFL[24] or Map-growing [31]) work without pre-
determined information. The nodes determine their position in relative coordinates,
and then subsequently this system can be embedded into another coordinate sys-
tem (e.g. global coordinates). The anchor-free algorithms can be divided into two
groups: incremental and concurrent. In the incremental ones, the nodes estimate
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their coordinates one by one using the coordinates previously calculated. The incre-
mental process implies higher error propagation, which causes poor overall accuracy.
Unlike the incremental algorithms, the concurrent ones incorporate all participating
nodes at the same time, in other words, the nodes calculate and refine their coor-
dinates simultaneously. Description of certain algorithms in more detail will follow
now.
Anchor-free localization algorithm – AFL
Anchor free localization is applied in a network where no initial reference node
structure is available. Therefore, it has to be created by AFL first. The objective of
the phase building the reference structure is to determine a quadrilateral structure
of reference nodes on the periphery of the network with a fifth reference node in the
middle (Fig. 1.1).
The AFL progresses as follows and introduced in [24]. First, one node is randomly
selected from the set of all the nodes (n0). It broadcasts a message searching for a
node located furthest from it (n1). To find that node the hop counts are compared.
When the node n1 receives an announcement that it was selected as the first node
of the structure it subsequently runs the similar procedure to determine the node
n2. Then, two nodes (n3, n4) forming a perpendicular line approximately in the
axis of the line n1–n2 are selected. At the end the central node is found complying
the condition that it has roughly the same distance to all the peripheral reference
nodes. The node n5 is then set as the central point of the new coordinate system.
n5
n1
n3
n4
n2
n0
Fig. 1.1: Infrastructure of AFL algorithm.
When the initial AFL structure is established each node calculates its polar
coordinates:
𝜌 = 𝑑5 ×𝑅, (1.1)
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𝜃 = tan−1
(︃
𝑑1 − 𝑑2
𝑑3 − 𝑑4
)︃
. (1.2)
𝑅 is the radio range of the node, and 𝑑𝑖 are distances to the particular reference
node.
Map-growing localization algorithm
The Map-growing localization algorithm ([31]) is a representative of the iterative
anchor-free localization algorithms. At the very beginning one random node is
selected to start the localization and create the initial local map. This node picks
another two nodes to form a triangle provided that each of the inner angles is larger
than 30 degrees (the algorithm performs more accurately then). The initial triangle
is a basic element for the initial coordinate system. The center of the coordinate
system is set to the location of the first node (n1 in Fig. 1.2). The node n2 has
coordinates [0,d(n1,n2)]. The coordinates of the third node are [x,y] where
𝑥 = 𝑑(𝑛1, 𝑛2)
2 + 𝑑(𝑛1, 𝑛3)2 − 𝑑(𝑛2, 𝑛3)2
2𝑑(𝑛1, 𝑛2) , (1.3)
𝑦 = ±
√︁
4(𝑑(𝑛1, 𝑛2)2𝑑(𝑛2, 𝑛3)2)− (𝑑(𝑛1, 𝑛2)2 − 𝑑(𝑛1, 𝑛3)2 + 𝑑(𝑛2, 𝑛3)2)2
2𝑑(𝑛1, 𝑛2) . (1.4)
The notation 𝑑(𝑛𝑖, 𝑛𝑗) stands for the distance between nodes 𝑛𝑖 and 𝑛𝑗.
n3
n2
n1
y
x
Fig. 1.2: Map-growing algorithm.
After the initial phase the first round of the map growing is performed. Each
node of the initial triangle broadcasts its coordinates into the one-hop neighborhood.
If an unlocalized node receives the coordinates from three reference nodes it runs
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trilateration and calculates its own coordinates. Thus, the node becomes a reference
node and broadcast its coordinates in the next round as well. In the second round
more reference nodes are available and so there is a better chance for unlocalized
nodes to obtain coordinates from at least three reference nodes. If there is more than
three nodes with known coordinates in the one-hop neighborhood multilateration
can be performed. For both trilateration and multilateration the distances to anchor
nodes are necessary.
The basic formula to identify the distance between the reference node and an
unlocalized node in Euclidian space is following:
𝑑2𝑖 = (𝑥− 𝑥𝑖)2 + (𝑦 − 𝑦𝑖)2. (1.5)
For each reference node included in lateration a corresponding equation is used.
In the used notation unlocalized node coordinates are [𝑥,𝑦], coordinates of 𝑖-th
reference node are [𝑥𝑖,𝑦𝑖] and 𝑑𝑖 stands for the distance between the unlocalized and
the reference node. This set of quadratic equations can be solved by subtracting
the last equation from the others one by one which gives a set of linear equations.
Subsequently, LU decomposition or a certain iterative algorithm (e.g. Least Square
Error) can be used for solving the set [32]. When assuming 𝑀 suitable reference
nodes, the equation set can be presented as
Ax = b, (1.6)
where
A = 2
⎡⎢⎢⎢⎢⎢⎢⎣
𝑥1 − 𝑥𝑀 𝑦1 − 𝑦𝑀
𝑥2 − 𝑥𝑀 𝑦2 − 𝑦𝑀
... ...
𝑥𝑀−1 − 𝑥𝑀 𝑦𝑀−1 − 𝑦𝑀
⎤⎥⎥⎥⎥⎥⎥⎦ , (1.7)
b =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑥21 − 𝑥2𝑀 + 𝑦21 − 𝑦2𝑀 − 𝑦2𝑀 − 𝑑21 − 𝑑2𝑀
𝑥22 − 𝑥2𝑀 + 𝑦22 − 𝑦2𝑀 − 𝑦2𝑀 − 𝑑22 − 𝑑2𝑀
...
𝑥2𝑀−1 − 𝑥2𝑀 + 𝑦2𝑀−1 − 𝑦2𝑀 +−𝑑2𝑀−1 + 𝑑2𝑀
⎤⎥⎥⎥⎥⎥⎥⎦ (1.8)
and vector of unknown coordinates
x = [𝑥 𝑦 ]𝑇 . (1.9)
Least Square and Weighted Centroid localization algorithms
The Least square method belongs to the range-based algorithms which means
that it uses a distances between nodes to estimate the positions of the unknown
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nodes. Distances can be obtained from several measurements methods presented in
the next section. The Least square method is based on the hyperbolic positioning
algorithm [33], which reduces the positioning problem to a linear least-square prob-
lem. Once the distances between the unknown node and the anchor nodes have been
estimated, the position of the unknown node can be calculated using the algorithm.
Weighted centroid localization algorithm is a representative of the second class
known also as approximated algorithms [34]. In contrast with algorithms based on
the Least squared method, these algorithms avoid determining distance in their ap-
proach. Regarding the energy constraints in sensor networks, these approximated
algorithms consume less power but their position estimates can contain higher lo-
calization errors.
1.1.2 Evaluation of localization
When talking about localization process, accuracy and precision always have to be
considered. It is often the most important criterion when choosing a localization
algorithm for a specific application. Accuracy means the largest difference between
estimated and real position. Precision denotes the ratio with which the accuracy
is reached over the number of estimates. Therefore, these values should be always
considered together.
The errors in position estimations are mainly caused by ranging error. The more
erroneous the input data (distances, angles), the higher the inaccuracy resulting
from a localization algorithm. Therefore, the elimination of a ranging error was
addressed by many research groups with partial achievement but the full elimination
or significant reduction of this error could not be achieved until now [35].
The best accuracy of various localization methods in real conditions differs sig-
nificantly. Apart from quality and theoretical expectations of the methods, the
accuracy depends on surrounding conditions and robustness of the methods. But
even in very adverse conditions an average accuracy 0.2 m can be reached with a
special testbed setting [36].
There are lower limits on localization covariance achievable by any unbiased
location estimator given by following:
• number of known-position and unknown-position nodes,
• sensor geometry,
• two or three dimension system,
• measurement type (based on signal strength, time or angle – details provided
in following section),
• channel parameters,
• in-network connectivity,
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• nuisance (unknown) parameters that must be also estimated [37].
The Cramér-Rao Bound (CRB) provides the tool how to calculate the lower
bound on the covariance [38]. CRB can be calculated without any knowledge of
location estimation method just considering statistical model of random measure-
ments 𝑓(𝑋|𝜃), where 𝑋 is the random measurement and 𝜃 stands for the parameter
that is going to be estimated. The smallest variance of any unbiased estimator 𝜃 is
given by inverse of the Fisher information 𝐼(𝜃)
var(𝜃) ≥ 1
𝐼(𝜃) , (1.10)
where the Fisher information 𝐼(𝜃) is defined by
𝐼(𝜃) = E
⎡⎣(︃𝜕𝑙(𝑥; 𝜃)
𝜕𝜃
)︃2⎤⎦ , (1.11)
with 𝑙(𝑥; 𝜃) = ln 𝑓(𝑥; 𝜃), natural logarithm of likelihood function 𝑓 and E ex-
presses the expected value. CRB can be very useful for researchers testing local-
ization algorithms. If their algorithm accuracy is close the theoretical lower bound
there is little reason to continue with its optimization. Several papers were pub-
lished with results of CRB for different types of measurement [37], [39]–[42] which
gives analysis of CRB under different conditions.
Other accuracy metrics for a network with 𝑛 nodes presented in [43] include:
• Mean Absolute Error (MAE):
𝑀𝐴𝐸 =
∑︀𝑛
𝑖=1
√︁
(𝑥𝑖 − ?^?𝑖)2 + (𝑦𝑖 − 𝑦𝑖)2 + (𝑧𝑖 − 𝑧𝑖)2
𝑛
, (1.12)
• Frobenius (FROB):
𝐹𝑅𝑂𝐵 =
⎯⎸⎸⎷ 1
𝑛2
𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=1
(𝑑𝑖𝑗 − 𝑑𝑖𝑗)2, (1.13)
• Global Energy Ratio (GER):
𝐺𝐸𝑅 = 1
𝑛(𝑛− 1)/2
⎯⎸⎸⎸⎷ 𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=𝑖+1
⎛⎝𝑑𝑖𝑗 − 𝑑𝑖𝑗
𝑑𝑖𝑗
⎞⎠2, (1.14)
• Global Distance Error (GDE):
𝐺𝐷𝐸 = 1
𝑅
⎯⎸⎸⎸⎸⎷∑︀𝑛𝑖=1∑︀𝑛𝑗=𝑖+1
(︂
𝑑𝑖𝑗−𝑑𝑖𝑗
𝑑𝑖𝑗
)︂2
𝑛(𝑛− 1)/2 . (1.15)
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The node’s estimated position is labeled as [?^?𝑖, 𝑦𝑖, 𝑧𝑖] and its actual true position
as [𝑥𝑖, 𝑦𝑖, 𝑧𝑖], 𝑑𝑖𝑗 and 𝑑𝑖𝑗 represent estimated and true distance between nodes 𝑖 and
𝑗. 𝑅 stands for the average radio range.
Those metrics are related only to the error of position estimation, however, there
are other aspects of the localization algorithms which should be considered during
evaluation. More general evaluation includes: scalability, coverage, costs, etc. The
metrics can be also combined resulting in hybrid metrics.
When a new algorithm is presented it can be evaluated by generally used metrics
or by specific metric presented together with the algorithm (e.g. [44],[45]). Probably
the most complex metric which uses accuracy and energy cost to express energy
efficiency is proposed in [46] and commented also in [47]. This metric is derived
from CRB (Cramér-Rao Bound), is objective, bounded and proportional.
1.1.3 Overview of localization methods
Localization algorithms require certain input information for position determina-
tion. They work with information including hops, maps, distances or angles. Hops
are used in range-free localization and the number of hops between two nodes is de-
rived from the Time-to-Live value decremented at each node forwarding the packet.
When using the fingerprint approach maps are used as a pattern with which a cur-
rent observation is compared in order to estimate the position. For many algorithms
distances or angles are the basic crucial information needed for the estimation. To
obtain these input values, specific measurement techniques are used. These tech-
niques can be categorized into three main classes based on [48]:
• Time of Arrival (ToA),
• Angle of Arrival (AoA),
• Received Signal Strength (RSS).
Time of Arrival (or Time of Light) [48] is a method based on the known speed of
signal propagation, which serves for distance calculation. For small distances, the
time of flight is very small and high accuracy and precise time synchronization is re-
quired. To overcome this inconveniences, round-trip delay (RTT) can be calculated.
The difference between sending and arrival time is measured at the same node, and
thus, the synchronization is not necessary. However, the delay related to processing
of the received packet (packet reception, decoding, transmitting the response) at the
other node is included in the measured value.
Time Difference of Arrival (TDoA) [49] is another method measuring the time
of signal propagation. Unlike ToA, TDoA relates the arrival times of signals from
several anchors. There are two variants: TDoA either computes the position of the
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transmitter from the delay measured at several different nodes with known position
or the other way around, the unknown node receives signals from several different
reference nodes. The cross-correlation between received signals is calculated by Sim-
ple Cross-Correlation (SCC) or Generalized Cross-Correlation (GCC) method [50] to
obtain the time difference. The reference nodes have to be perfectly synchronized to
achieve appropriate accuracy. Unfortunately, this fact implies more expensive com-
ponents and more complex time management, which makes other ranging methods
preferable if available.
Time difference is also used in another method. However, it is not the difference
between two radio signals but the difference between radio signal and ultrasonic pulse
from one transmitter. The method is based on the different speed of propagation
of both signals. The speed of the RF signal is almost constant close to the speed of
light in vacuum but the speed of sound waves changes and it is dependent on the
environment characteristic (mostly temperature). Therefore, the calibration and
corrections are necessary.
It is a promising system since it avoids the necessity of time synchronization
among reference nodes. The more detailed description of the method with a Cricket
system implementing this method can be found in [51] and summed up in the fol-
lowing section.
Probably the most used and well known method is based on the fact that the
signal power decreases with the distance from transmitter. The method is known
as a received signal strength (RSS) method. It offers an easy implementation into
a localization system, since there are no extra hardware requirements, but it suffers
from high inaccuracy because of several negative effects in environment, especially
indoors. Therefore, the usability of the method is limited to applications where no
precise localization is necessary or a robust localization algorithm is employed to
improve the accuracy. Because of the accessibility of the method and its indubitable
advantages, there is a high interest to optimize the method e.g. [52], [53].
Next, a localization method called AoA (Angle of Arrival) [54] performs mea-
surement of angles rather than distances. Despite that, it is often included in the
list of localization ranging methods. AoA exploits asymmetrical pattern of antennas
and either antenna rotation or antenna field, which implies hardware modification
with space constrains.
In the following sections methods with high relevance to the thesis topic are
described in more detail. First, a widespread method based on signal strength
measurement is discussed, and then, an alternative method based on ultrasound
signal propagation is briefly presented since certain works suggest it like a precise
and non-expensive ranging method [57]–[58].
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1.1.4 Received signal strength method (RSS) and radio sig-
nal propagation
A well known and broadly used method of distance estimation infers the distance
from the signal strength measured at the receiver. Signal propagation models or
maps are used for this purpose. There are several signal propagation models that
approximate the real radio channel and allow to relate a certain received signal
strength to the distance between the transmitter and the receiver. It is an inexpen-
sive and simple method of estimation since no extra hardware is required. This fact
makes the method very attractive and broadly used. However, several factors com-
plicate the estimation and cause estimation errors. The estimation is influenced by
the manufacturing process of the nodes and their radio circuits, antenna inadequacies
and most importantly several phenomenons in signal propagation such as multipath
propagation, shadowing, obstacles and current RF conditions [59]. Generally, the
effect of negative RF phenomenons such as multiple reflections is significantly worse
indoors than outdoors which often implies different approaches such as one using
iso-lines [60] or fingerprints [61].
The transmission over a radio channel can be either line-of-sight or non-line-of-
sight obstructed by walls, terrain shape, foliage or moving objects. Signal propaga-
tion is not a stationary process and it is influenced by several factors that can be
generally attributed to reflection, diffraction and scattering. The propagation mod-
els either predict the mean of the signal strength expected at the arbitrary distance
from transmitter (large-scale models) or characterize fast fluctuation of the received
signal strength over short distances or a short time interval (small-scale or fading
models). Overview of certain basic and widely used models are described further in
this section as given by [62].
The signal propagation is influenced by three physical phenomenons:
• Reflection occurs when an EM wave hits an obstacle’s surface with a dimension
much larger than a wavelength of the wave. The reflection occurs from the
ground, buildings and walls.
• Diffraction occurs when an EM wave passes the obstacle with sharp edges
comparable to the wavelength of the signal. The wave is bended and reaches
the space in non-line-of-sight path.
• Scattering occurs when a wave impinges a rough surface or small objects with
dimensions smaller than the signal wavelength and number of objects is large
in a volume unit. For example, foliage, street signs or heavy rain induce
scattering in wireless systems [62].
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Free space propagation model
The free space model describes the signal propagation in a large scale over unob-
structed signal path between a transmitter and a receiver. The model predicts the
received power decay as a function of distance (similarly to other large-scale mod-
els). The power received at the receiver in the distance 𝑑 from the transmitter is
given by Friis free space equation as originally published in [63]:
𝑃r(𝑑) =
𝑃t𝐺t𝐺r𝜆
2
(4𝜋)2𝑑2𝐿 , (1.16)
where 𝑃t is the signal power transmitted, 𝑃r is the signal power received, 𝜆 is a
wavelength of the carrier, 𝐿 stands for the system loss not related to the propagation
(𝐿 ≥ 1), 𝐺t is the transmitter antenna gain and 𝐺r is the receiver antenna gain.
Path loss representing a signal attenuation in dB is given as the difference (in
dB) between the effective transmitted power and the received power:
𝑃𝐿[dB] = 10 log 𝑃t
𝑃r
= −10 log
[︃
𝐺t𝐺r𝜆
2
(4𝜋)2𝑑2
]︃
. (1.17)
Ground reflection (two-ray) model
The condition of line-of-sight pathway is very limiting in real conditions, and thus,
the free space model does not often give accurate predictions in practice. To enhance
the prediction the second wave reflected from the ground is considered in the ground
reflection model. The geometric optic of direct and ground reflected pathway is
considered in this model. Path loss of the two-ray model is expressed as [62]:
𝑃𝐿[dB] = −10 log
⎡⎣(︃ℎrℎt
𝑑2
)︃2 (︃sin 2𝜋
𝜆
ℎrℎt
𝑑2
2𝜋
𝜆
ℎrℎt
𝑑2
)︃⎤⎦ , (1.18)
where d is the distance between the transmitter and the receiver, ℎr is a height of
the receiving antenna and ℎt is a height of the transmitting antenna. If the distance
between the transmitter and the receiver is larger than the product of the antenna
heights ℎrℎt the path loss can be simplified as
𝑃𝐿[dB] ≈ −10 log (ℎrℎt)
2
𝑑4
, (1.19)
and thus, received power estimated as
𝑃r(𝑑) = 𝑃t𝐺t𝐺r
ℎ2rℎ
2
t
𝑑4
. (1.20)
As previously defined 𝑃t is the signal power transmitted, 𝑃r is the signal power
received, 𝐺t is the transmitting antenna gain and 𝐺r is the receiving antenna gain.
Performed simulations of the channel model can be seen in Fig. 1.3
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Fig. 1.3: Two-ray ground signal propagation model.
General signal propagation model
The ground reflection model considers only two signals interfering at the receiver’s
antenna. However, the power level measured at the receiving node is given by the
sum of all the EM waves reflected from ground, walls and other obstacles. The co-
efficient of reflection is called Fresnel coefficient and depends mostly on the incident
angle of the signal and the surface [64].
Considering all the contribution the path power loss can be modeled according
to [64] as
𝑃𝐿[dB] = −10 log
(︃
𝜆
4𝜋
)︃2
− 20 log
[︃
1
𝑑0
𝑒−𝑗𝑘𝑑0 +
𝑁∑︁
𝑖=1
Γ𝑖
√
𝑡𝑖
1
𝑟𝑖
𝑒−𝑗𝑘𝑑𝑖
]︃
, (1.21)
where 𝜆 is the wavelength, 𝑑0 is the length of the direct path, 𝑑𝑖 the length of the
𝑖-th reflected ray path, 𝑁 the total number of reflections and k the wave number.
The gain of the receiver antenna when transmitting depends on the direction. In
order to take this into account, 𝑡𝑖 is the normalized antenna radiation pattern and
Γ𝑖 is the Fresnel’s reflection coefficient in the object for the 𝑖-th wave given by [64]:
Γ𝑖 =
cos 𝜃𝑖 − 𝑞
√︁
𝜖𝑐 − sin2 𝜃𝑖
cos 𝜃𝑖 + 𝑞
√︁
𝜖𝑐 − sin2 𝜃𝑖
, (1.22)
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where 𝜖𝑐 is the complex permittivity of the ground, 𝜃𝑖 is the incident angle with
the normal to ground and q is a polarization dependent factor; 𝑞 = 1 for horizontal
polarization and 𝑞 = 1/𝜖𝑐 for vertical polarization.
Log-distance path loss model with shadowing
Many propagation models were derived from both analytical and empirical methods.
Both approaches indicate that the mean received signal power decreases logarith-
mically with the distance. The average large-scale path loss for arbitrary distance
𝑑 between a transmitter and a receiver is expressed as a function of distance with
path loss exponent n:
𝑃𝐿[dB] = 𝑃𝐿(𝑑0) + 10𝑛 log
(︃
𝑑
𝑑0
)︃
. (1.23)
The path loss exponent 𝑛 indicates the rate at which the path loss increases with
the distance and ranges from 2–4 in outdoor environments. 𝑑0 is the close reference
distance and 𝑃𝐿(𝑑0) is the mean path loss at the distance 𝑑0.
However, the actual measurement can differ significantly. It is caused by the
fluctuation of the signal. It means that two measurement at the same distance
𝑑 in different environments as well as two measurements at the same place can
be considerably different. To express that in the formula the zero mean Gaussian
distributed random variable 𝑋𝜎 (in dB) is added and the received signal power at
the distance 𝑑 subsequently given as
𝑃𝑟(𝑑) = 𝑃0 − 10𝑛 log
(︃
𝑑
𝑑0
)︃
+𝑋𝜎, (1.24)
where 𝑃0 is the received signal power at the reference distance 𝑑0 [62].
Two-slope propagation model
The Two-slope path loss model is one of the most used in line-of-sight propaga-
tion (LOS) systems. Following commonly adopted two-slope path loss model was
suggested in [65]:
𝑃𝑟 =
𝐶
𝑑𝛼(1 + 𝑑
𝑔
)𝜌
𝑃𝑡, (1.25)
where 𝑃𝑟 [W] is the received signal power, 𝐶 is a constant factor of path loss
depending on the carrier frequency and the antenna heights, 𝛼 is the basic path loss
exponent (ranges from 2–4) for 𝑑 ≤ 𝑔, 𝜌 is the extra path loss exponent (ranges
from 2–8) for 𝑑 ≥ 𝑔. 𝑑 is the distance between the signal transmitter and the
receiver. 𝑃𝑡 is the transmitted signal power and 𝑔 is the breakpoint of the path loss
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curve. The break point distance of the two-slope path loss model is the separate
distance between regions with two different signal propagation properties (near and
far regions relative to the signal transmitter). The breakpoint distance has been
confirmed by experimental measurements in both Ultra high frequency (UHF) and
Super high frequency (SHF) bands [66], [67]. The breakpoint 𝑔 can be calculated as
𝑔 = 4ℎ𝑡ℎ𝑟
𝜆𝑐
. (1.26)
The breakpoint distance is proportional to the product of both transmitter (ℎ𝑡)
and receiver (ℎ𝑟) antenna heights and inversely proportional to the carrier wave-
length 𝜆𝑐.
RSS uncertainty
The power of the received signal is influenced by several factors with deterministic
and stochastic characteristic. The deterministic ones can be predicted, estimated
and their influence included in the distance calculation using the appropriate chan-
nel model. Unlike these time stable factors, stochastic ones change in time and
cannot be estimated before the measurement. The paper [68] analyzes the received
signal strength variance from several perspectives to find any dependency in time
or frequency domain. The performed experiments, however, failed in finding the
regularity and repeatability of RSS signal. Also other recently published works (e.g.
[69], [70]) deal with the fluctuations of the received signal strength for a stationary
node.
The authors of [59] describe the RSS uncertainty as one of the four most impor-
tant parameters for a propagation model proposal. Moreover, experimental studies
and works consider RSS uncertainty in general and include it in the experimen-
tal system design and localization algorithms (e.g. [71]–[73]). The authors of [74],
[75] proposed certain data processing methods to deal with the RSS uncertainty in
practical WSN applications.
Sources of RSS uncertainty include hardware imperfections, movement of persons
or any other objects in the surrounding of communicating nodes, random change of
the electromagnetic field or interference with other wireless networks in the same
frequency range. These factors cannot be eliminated and their influence completely
avoided. It is necessary to describe and characterize RSS uncertainty and involve
procedures or methods which are capable to eliminate its undesirable influence and
to determine RSS value without random variations. As claimed and verified by
performed measurements in a few works (e.g. [59][76]), the RSS uncertainty has
normal (or log-normal in dB) distribution with the probability density function
(PDF) given by the following formula:
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𝑃𝐷𝐹𝜎,𝜇(𝑅𝑆𝑆𝑖) =
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√
2𝜋
exp
⎛⎜⎝−
(︁
𝑅𝑆𝑆𝑖 −𝑅𝑆𝑆
)︁2
2𝜎2
⎞⎟⎠ , (1.27)
where 𝑅𝑆𝑆 is the expected value of the received signal, 𝜎 is the standard de-
viation and 𝑅𝑆𝑆𝑖 is the variable of measured value. The authors of [76] proposed
three methods for RSS value determination. Assuming we have a set of RSS mea-
surements with N values, we have to determine one RSS value corresponding to the
distance. The elementary option requires just calculation of statistical mean value
by
𝑅𝑆𝑆 = 1
𝑁
𝑁∑︁
𝑖=1
𝑅𝑆𝑆𝑖, (1.28)
where 𝑅𝑆𝑆𝑖 represents each single measurement. Another option incorporates
normal distribution and exclusion of less probable values. Gaussian distribution
function is applied on the set of 𝑁 values. Then, only values with probability
higher then determined threshold (in [74] threshold 0.6 is used) are considered for
subsequent data processing. This procedure can exclude small probability events,
which could cause inaccurate determination of RSS value. The third introduced
method is based on the knowledge of distance and power mean between two reference
points. The distance between the unknown node and one reference node is derived
from the ratio of mean powers between them.
Coherence time
Doppler spread and coherence time are parameters describing time varying charac-
teristic of a radio channel in a small scale region. The time disperse variation of
the radio channel is caused by the varying propagation time of signal paths between
the transmitter and the receiver. The time variation causes changes in frequency of
the received signal, and thus, a Doppler effect. The spectrum of the received signal
is wider compared to the transmitted one which is characterized by the Doppler
spread. The Doppler spread can be either a result of a relative motion between the
transmitter and the receiver or a consequence of a movement in the multiple signal
pathway [62]. If a single harmonic signal 𝑓𝑐 is transmitted, the receiver receives a
signal in the frequency range < 𝑓c − 𝑓d; 𝑓c + 𝑓d >, where 𝑓d is a Doppler shift. The
Doppler shift is a function of the velocity and the angle between the direction of the
motion and the receiver antenna.
For the multipath environments the sum of all incoming multipath signals is
detected by the receiver and it can be analytically expressed using Clarke’s reference
model [77] as
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𝑆(𝑡) = 𝑆c(𝑡) + 𝑗𝑆s(𝑡), (1.29)
where 𝑆c(𝑡) and 𝑆s(𝑡) are in phase and quadrature components of the complex
EM signal:
𝑆c(𝑡) =
1√
𝑁
𝑁∑︁
𝑛=1
𝑐𝑜𝑠(𝜔d𝑡𝑐𝑜𝑠𝛼𝑛 + 𝜃𝑛), (1.30)
𝑆s(𝑡) =
1√
𝑁
𝑁∑︁
𝑛=1
𝑠𝑖𝑛(𝜔d𝑡𝑐𝑜𝑠𝛼𝑛 + 𝜃𝑛). (1.31)
𝜔d is a Doppler frequency, 𝛼𝑛 the angle of arrival and 𝜃𝑛 stands for a phase of
the 𝑛-th component.
In the time domain the Doppler spread phenomenon can be expressed by the
mean of coherence time 𝑇c of the radio channel. 𝑇c represents the time over which
a radio channel is assumed to be constant.
In other words, the coherence time is a period over which the channel impulse
response is invariant and so it characterizes a similarity of the channel response at
different times. Within this time the two received signals have a high probability of
amplitude correlation.
In modern digital communication systems the popular rule of thumb is applied
to define a threshold level and the 𝑇c is taken as [62]
𝑇c =
0.423
𝑓m
, (1.32)
where 𝑓m is a maximal Doppler shift given as
𝑓m =
𝑣
𝜆
. (1.33)
𝑣 stands for the relative velocity of the receiver and 𝜆 is a carrier wavelength
used.
In a nutshell, two signals with a time separation greater than 𝑇c are affected
differently by the channel. The simulation and experimental measurement results
regarding the coherence time can be seen in e.g. [78] and [79].
1.1.5 Ultrasonic ranging method
Measurement of time duration of ultrasound signal propagation is another method of
distance estimation. This method is widely used for an object detection using a sonar
system where the delay of the sound wave reflected back from an object is measured.
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This is used for example in robotics system where robots navigate themselves along
a determined way [55][56]. One way time measurement can be used similarly to
ToA method with the difference that the propagation time of the ultrasound signal
is measured instead of the delay of the electromagnetic signal. Regardless the bigger
delays in the sonic system, the same issue of precise nodes synchronization arises.
To overcome this issue, a new system using both RF and ultrasonic (US) signal was
proposed and developed under Cricket project [51]. It is based on the fact that the
speed of sound in the air is approximately 106 times lower than speed of light. The
transmitter sends RF signal together with the ultrasonic pulse. The receiver listens
and waits for the RF signal. Because of the speed difference of the two signals, when
the listener receives first several bits (which are used as a training sequence) it turns
on its ultrasonic receiver. The ultrasonic pulse comes usually in a short time later.
The listener then uses the time difference between the reception of RF signal and
ultrasonic pulse to calculate the distance (d) from the transmitter by
𝑑 = (𝑣radio − 𝑣US)(𝑡US − 𝑡radio − 𝑡delay), (1.34)
where 𝑣radio is a speed of light, 𝑣US is a speed of ultrasound signal, 𝑡US and
𝑡radio are the arrival times and 𝑡delay is the delay between transmission of radio and
ultrasonic signal.
This method avoids the synchronization problem but it also has its drawbacks.
The sound propagation is a complex problem and it is conditioned by its physical
properties [57]. The result depends on several factors. One group of environmental
factors includes temperature, humidity, movement of the air, etc. The effect of the
temperature (t) can be expressed by the following formula [57]:
𝑣US = (331.57 + 0.607𝑡). (1.35)
Other factors affecting the measurement are functional conditions. The recep-
tion can be influenced by the presence of other transmitters and sources of the sound
of similar frequency or reflections from objects in the neighborhood. The reflection
from an object of a certain specific shape can cause multi-echo, for example. The
presence of several transmitters, often used in localization systems to improve accu-
racy, can be resolved by using a specific character of scheduling. The problem is that
when two transmitters transmit the signal at the same time, the listener can evalu-
ate the reception of the ultrasonic pulse incorrectly. After turning on its ultrasonic
receiver when the first bits of the RF signal from a transmitter A are received, the
listener waits for the ultrasonic pulse. But the ultrasonic pulse from a transmitter
B can reach the listener sooner (if the transmitter B is closer than the transmitter
A). Then the distance from the transmitter A is calculated erroneously. Thus, the
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task of each listener is to gather the ultrasonic signals received concurrently from
different transmitters, deduce and correlate them with the received RF signal and
choose the transmitter’s identifier. The investigation of such system with several
transmitters and its performance was described in [58].
1.2 Energy consumption
Limitation in energy resources is one of the constrains of wireless networks (besides
computational, memory and bandwidth resources) where the nodes are not supplied
from the mains. WSN are the typical representatives of such networks. When a given
energy is depleted nodes lose their computational and communication functionalities,
become inactive, dead. With a non-uniform energy depletion in the network, some
of the nodes are crucial for the whole network or its certain part and if those nodes
are dead the whole dependent subnetwork (cluster) is disconnected. Therefore, to
improve network reliability and prolong the network lifetime, certain techniques of
communication, low-powered nodes and energy aware network topologies have to be
involved in a network design.
Improvements and various energy saving techniques can be employed in the whole
protocol stack. Such techniques include MAC sleeping schemes, network routing pro-
tocols, localization, security and other energy aware services and functions [80][81].
There are three main consumers of energy regarding WSN node: computing
power of microcontroller (MCU), RF communication and sensing (Fig. 1.4). When
we add up all those components we get an expression of entire energy consumption:
𝐸 = 𝐸𝜇p + 𝐸RF + 𝐸sensor. (1.36)
𝐸𝜇p is the energy consumed by microprocessor, 𝐸RF energy drained by transceiver
circuits (transmission and reception both together) and 𝐸sensor stands for the energy
needed to power all the sensors required by application task.
First, regardless sensing the transceiver is the main consumer of energy because
communication is much more energy demanding process than computations (typi-
cally around 35 mW [83]). Transmission of 1 bit requires the same amount of energy
as execution of several thousands of instructions [82]. Therefore, computation should
be preferred if possible. However, communication is a necessary part of the network.
The cost of transmission, reception or listening is roughly equal, and therefore, the
only way to save energy is to transit into a sleep mode as often as possible because
the consumption is significantly lower (by approximately 103).
Considering networks with sensing capabilities, consumption of sensors is a sig-
nificant burden. Some examples of typical values for commonly used sensors are
listed in Tab. 1.2
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Fig. 1.4: Basic schema of a WSN node.
Sensor Producer Sensing Power [mW]
STCN75 STM Temperature 0.4
QST108KT6 STM Touch 7
SG-LINK 1000Ω MicroStrain Strain gauge 9
iMEMS ADI Accelerometer 30
2200,2600 Series GEMS Pressure 50
T150 GEFRAN Humidity 90
LUC-M10 PEPPERL+FUCHS Level sensor 300
TDA0161 STM Proximity 420
FCS-GL12A4-AP8X-H1141 TURCK Flow control 1,250
Tab. 1.2: Power consumption of some COTS sensors [83].
Communication network architecture was built in a multiple layer manner. Ac-
cordingly, many energy aware techniques target specific function in a communication
stack ranging from physical to application layer.
Using low-power components is a basic prerequisite of low power operation. Trad-
ing off unnecessary computational power can help to save energy for example. Other
MCU related method is called dynamic voltage scaling that reduces current drain by
adopting voltage and frequency of the MCU based on workload requirements [81].
Other factors that influence consumption of hardware components, especially
transceiver, are modulation scheme, data rate, transmitting power, duty cycle,
packet payload and header size, symbol rate, amplifier power etc.
Battery lifetime is strongly affected by the discharge rate of the current. If a
high discharge rate is maintained the battery can be depleted faster. On the other
side, thanks to the battery relaxation effect, if the current drained from the battery
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is not constant but occasionally reduced or cut off, the battery lifetime is much
longer [84]. Also dc-dc converters stabilizing the supply voltage contribute to higher
current drain.
From the sensing part point of view signal sampling, physical to electrical conver-
sion, signal conditioning and AD conversion are important factors of consumption.
To sum up, especially hardware design and choice of the components play the
most important role regarding energy awareness on the physical layer.
Link layer aspects of the energy saving include idle listening on the channel,
packet collision, overhead of control packets and overhearing. Therefore, the en-
ergy aware link layer protocols should efficiently deal with that and reduce packet
retransmission by using an efficient method of channel utilization and error control
possibly with adaptive features.
Main task of the network layer is the routing of a transmitted packet from the
source to the destination. Energy aware networks feature many specifics in rout-
ing protocols because they may choose the way based on the energy available on
the forwarding nodes and not the cost of the link. There have been proposed sev-
eral routing protocols that can be classified as flat, hierarchical, multi-path, query,
negotiation, data centric, location and quality of service [85].
Ways of energy saving available in application layer are very application specific.
In WSN the sensing period and the report period (when the data are transmitted)
can significantly determine the consumption of the entire network, and thus, also
the lifetime.
The layer network architecture makes energy optimization difficult task for re-
searchers. Optimization in one layer may need a cooperation of other layer or it
can be contra productive in another layer despite targeting the same goal. New
layer interfaces or layer merging might be helpful which is exploited in cross-layer
approach of energy optimization, e.g. [86].
When designing a certain sensor network, the necessity of position accuracy
should be always strictly related to the purpose of localization and to the future
utilization of node position information. Not every application requires accuracy of
centimeters or even meters to ensure its function. It has to be advisedly determined
how much of node and network resources will be expended during a localization
process. These resources include mainly time, computation and memory capaci-
ties, bandwidth and, last but not least, extra money for equipment ensuring higher
precision. Apart from money invested during localization system design and imple-
mentation, all other sources have the same denominator which is energy source. All
processes employed in localization need energy to be executed. In most cases it is
possible to claim that the more complex and robust a localization method is, the
more energy it requires.
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Widely used localization technique based on GPS (Global Positioning System)
technology can resolve some of the problems in getting position information. How-
ever, using GPS is quite limited to a narrow group of applications since it requires
line-of-sight between receiver and satellites (not feasible for indoor applications),
not speaking of high energy consumption and cost of GPS receiving modules.
1.3 Chapter summary
Position awareness is an important feature for many crucial functions in wireless
networks or even the key information that the network provides in some applications.
Therefore, localization is employed. Localization definition, formal notation and
several localization approaches were presented in this chapter. A brief overview and
more detailed discussion of certain localization algorithms and techniques give an
introduction into problematics of localization in wireless networks.
As described, information about the distances among nodes in the network is
a crucial input data for many localization algorithms. Therefore, the accuracy of
the distance estimation affects directly the accuracy of the position determination.
From several ranging techniques, the method based on the received signal strength
is the most widely used. However, several works point out the uncertainty of the
received signal strength measurement because of the environment fluctuation (e.g.
[59], [68]–[70]).
However, up to my best knowledge, there is no work relating the mitigation of
the uncertainty to the application requirements and energy consumption. Therefore,
the objectives that follow in the next chapter are set to cover this gap in the field
of wireless networks localization.
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2 OBJECTIVES
The main objective of the thesis is a proposal of an energy-aware distance estimation
method for a general use which is adaptable to predefined application accuracy
requirements.
Location information is useful or even crucial information in a vast majority
of wireless applications such as logistic, environmental monitoring, agriculture etc.
([4]–[6]). Therefore, several localization algorithms have been proposed in order to
be able to obtain such information about each node in a network ([20]–[29]). The
majority of localization algorithms use a distance between nodes as a primary and
key input information to calculate the nodes’ position. Based on the distance relation
of the nodes, first, their relative mutual position is determined, and subsequently,
their absolute position is derived. Certain algorithms use a set of nodes with a
known position as reference nodes and in order to localize the other nodes, distances
to the reference nodes are necessary, e.g. [23], [27]. Consequently, the accuracy of
the position estimation depends highly on the accuracy of the previously estimated
distance.
Because of a broad range of WSN applications (or wireless Ad-hoc networks in
general) there are also considerably different requirements on the accuracy of the
positioning. Some of the applications require just rough position estimation of the
nodes (agriculture) but other, to the contrary, can have very strict demands (e.g.
logistic and storage management applications).
Consequently, costs of the localization can also be different for each individual
application. And because of energy constrains in such networks, there is an intention
to safe as much energy as possible and not to waste it inefficiently. Therefore, this
thesis addresses the issue of the efficient use of energy resources for the distance
estimation respecting specific application demands. The proposed method must
also respect different environmental conditions, especially different radio channel
characteristics, and must be invariant to them.
To that end, following supportive objectives were stated:
• detailed analysis of the distance estimation based on the received signal strength
measurement – There are several approaches to distance estimation viable in
wireless Ad-hoc networks, however, not many are well and efficiently adopted
in current applications [48]. The main reason for this is mostly the additional
cost of the method added to the manufacturing of nodes and the execution
of the estimation in a network. The most widespread method is a method
based on the received signal strength since it is relatively easy to implement
at most of the commercial off-the-shelf (COTS) products. Therefore, this work
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focuses on the received signal strength approach respecting the general use re-
quirements of the primary objective. The secondary goal contains also an
investigation of radio environment affecting the distance estimation method.
WSNs are deployed in many various environments mostly characterized by
their radio properties. This has a significant influence on the distance estima-
tion based on the received signal strength [62]. To achieve the accomplishment
of accuracy demands independently on distinct radio conditions, these condi-
tions have to be respected. Therefore, the investigation of radio characteristics
affecting the estimation method has to be conducted.
• analysis of an energy consumption and determination of an energy model used
in the investigation – In order to implement energy awareness in the new
method it is necessary to define and implement methods of energy consumption
evaluation corresponding to energy dissipation during localization.
• proposal of a new distance estimation method – This partial objective contains
a detailed proposal of the new distance estimation method and its integration
into a network structure.
• verification of the proposed method – After the proposal of the new method, it
has to be verified in simulations and experimental testbed to proof its benefits
to wireless ad-hoc applications. For the simulations an appropriate simulation
tool will be chosen. The testbed verification will be done with COTS products.
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3 EXPERIMENTAL ANALYSIS OF LOCALIZA-
TION
This chapter is devoted to the investigation and author’s analysis of the localization
in wireless networks. The basic assumption is that the localization is fully automatic
and autonomous and the nodes are not equipped with any GPS receiver (except
reference nodes that might have GPS receivers or some other way to obtain their
position).
First, the two ranging methods (received signal strength and ultrasound mea-
surements) are investigated in an experimental testbed and compared. Further, the
method based on the received signal strength measurement is addressed and the ex-
ploration of its uncertainty presented. Regardless the ranging method, the impact
of the ranging process (and erroneous distance estimation) on overall accuracy of
the position estimation is discussed with the support of simulations and measure-
ments. Moreover, the fading effect mitigation using frequency diversity is proposed
and verified in this chapter.
[102]–[124] are the author’s publications related to this chapter.
3.1 Analysis of ranging methods
Several methods for distance estimation (ranging) have been proposed and used.
However, just some of them gained higher attention because of their viability in
real applications. In this section, an investigation of different aspects regarding the
most promising and most used ranging methods (RSS and ultrasound system) is
presented and both methods are compared. First, we focus on the RSS ranging,
then the ultrasound system followed by a comparison of both.
3.1.1 Received signal strength method (RSS)
To investigate the RSS method of ranging, the following measurement scheme was
designed. The measurement concept was proposed with the intention of general
and commercial product independent investigation of localization using signal prop-
agation. Therefore, the measurement was not affected by individual transceiver
characteristics of different sensor nodes and can be repeated with any signal ana-
lyzing device. The measurement testbed was designed with respect to both indoor
and outdoor scenarios.
The measurement testbed consists of two basic parts: a transmitter of a radio
signal and a receiver of this signal. A microwave signal generator was used as
a transmitter and the signal was received by a signal analyzer with a low-noise
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amplifier connected to its input (Minicircuits ZX60-3011) to improve the receiver
sensitivity. The generator transmitted the continuous harmonic signal with the
frequency 2.478 GHz, zero span at the power level -20 dBm with both monopole
omnidirectional antenna with ground plane (gain = 1 dB) and patched antenna (gain
= 5 dB). The signal analyzer was connected via GPIB/USB interface to a PC to
control, automate and process the measurements. The scheme of the measurement
testbed can be seen in Fig. 3.1.
Analyzer - 
FSP
DC
12V
BIAS 
TEE
BIAS 
TEE
LNA
PC
Matlab
Receiver
Transmitter 
- FSH3
GPIB/USB
Combiner
Serial link
Transmitter 
- FSH3
Combiner
25 cm
Fig. 3.1: Scheme of the experimental testbed for RSS measurements.
At the receiving side, with respect to common design of COTS products, the
low noise amplifier was used to amplify the received signal before its processing. To
power the amplifier 12 V power source and bias tee were used (see receiver scheme
in Fig. 3.2).
Analyzer
FSP
DC
12V
BIAS 
TEE
BIAS 
TEE
LNARF RFRF + DC
DC
DC
RF + DC Com-
biner
Receiver
Fig. 3.2: The detailed scheme of the receiving part of the measurement testbed.
As commented in chapter 1 of this work the RSS measurement is significantly
affected by uncertainty in radio channel. Thus, the measurement of the received
signal power has to be performed several times at one place in order to obtain
the value of power level from which the distance can be estimated. The one-place
measurement consists of 10 individual measurements in a loop with a total duration
of approximately 1 s.
The indoor measurement was carried out in a room with a tile flooring, plaster-
board ceiling and concrete walls. The basic measurement scene consisted of mea-
surement of the signal power level in 0.13 m steps up to 7 m since indoors we are
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limited in space. Fig. 3.3 presents the results from the measurement. As commented
before, at each point, ten individual measurements were performed.
Only the average value of the measurements is depicted in the figure. The regres-
sion function is calculated and displayed to show a general tendency of the received
power with increasing distance. However, a significant ripple of the measurement
is obvious. The decreasing tendency is caused by the path loss of the environment.
The power changes observed at adjacent points of measurement are caused by fading
effect and multipath signal propagation.
0 1 2 3 4 5 6 7
−80
−75
−70
−65
−60
−55
−50
Distance(m)
Po
w
er
(dB
m)
 
 
   Measurement               
   Regression function
Fig. 3.3: Received signal power measurement – indoors.
The second part of the measurements was performed outdoors at the place sur-
rounded by buildings but sufficiently faraway from their walls to avoid significant
reflections. The surface was covered with small granite stones (see Fig. 3.4). The
range of distances measured was larger since the distances between nodes used out-
doors are longer. That is also a consequence of better signal propagation outdoors.
The schema of the measurement was analogical to the previous one. The decreasing
tendency of the received power is noticeable in Fig. 3.5. The ripple of the power is
not so large compared to the indoor measurement. Similar to previous analysis, the
regression (exponential) function was calculated and depicted.
From the presented results it can be concluded and confirmed that indoor en-
vironments are less stable and more pron to the multipath effect. Ground, walls,
ceiling and other objects are sources of strong reflections and signal scattering re-
sulting in more frequent and closely adjacent fading points.
Apart from the physical phenomenons mentioned in the state of the art chapter,
several system aspects have an influence on the signal propagation as well. Most of
the proposed propagation models include these system parameters. For our inves-
tigation antenna heights and signal frequency were considered variable parameters
of the system. First, the flat-earth signal propagation model was implemented into
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Fig. 3.4: Measurement testbed.
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Fig. 3.5: Received signal power measurement – outdoors.
a simulation tool and then theoretical results compared with conducted measure-
ments. The measurements were performed outdoors in previously described testbed
scenario.
First, the influence of the antenna height was studied. Fig. 3.6 compares the
simulated path loss on the ground reflection model using (1.19) with typical terrain
characteristics at the 2.45 GHz ISM frequency band. Four antenna heights have been
studied (0.15 m, 0.5 m, 1 m and 2 m) for both transmitter and receiver antennas.
Only vertical polarization is considered since, in practice, dual-polarization antennas
are not usually used in WSNs.
From performed simulations (Fig. 3.6), it is clear that the model works better
for low antenna heights and large ranges. The number of fading points and their
attenuation increase for low distances. From this point of view it is better to use low
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Fig. 3.6: Simulated path loss as a function of distance at 2.45 GHz with different
antenna heights.
antenna heights for localization purposes which is rather typical in WSN applica-
tions. However, the attenuation increases due to partial cancellation between direct
and reflected paths, thus, the received power reaches the receiver sensitivity (typi-
cally between -85 dBm to -90 dBm depending on the model and band) faster than
when a higher antenna is used. Consequently, there is a compromise between the
maximum range and the antenna height. Another effect of the interference between
signal paths is that the positions of the fading points are separated at approximately
half-wavelength for small incidence angles. Thus, the problems caused by multipath
increase in the 2.45 GHz ISM band; however, this band is more interesting for com-
munication purposes (such as ZigBee) than lower ISM bands because of the larger
bandwidth available. In addition, for longer distances, more signal paths (for exam-
ple reflection from walls) could explain certain large fading points that take place
at about 4 m distance.
Although a flat-earth model may be suitable for outdoor systems, it is too simple
for indoor systems because it does not take into account other reflections which can
be significant for interference. Nevertheless, despite these limitations, the flat-earth
model can help to understand some trends. In order to compare with theory, results
of conducted measurements in the 2.45 GHz ISM band are presented in Fig. 3.7 for
four antenna heights.
Signal wavelength is another parameter considerably influencing the signal prop-
agation and power loss. Signal wavelength directly corresponds to frequency which
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Fig. 3.7: Measured received power as a function of distance at 2.4 GHz and different
antenna heights.
is for most commercial applications restricted to ISM frequency bands. A compari-
son of the two frequencies and their influence on the signal propagation is depicted
in Fig. 3.8. Moreover, frequency 867 MHz is added for comparison with the signal
propagation in another often used frequency band. One can see that propagation
characteristics differ significantly comparing different frequency bands but just lit-
tle within the 2.4 GHz band. Nevertheless, it is worth noticing that the fading
points occur in different locations when using different frequencies even within one
frequency band.
To see how these frequency differences are remarkable in reality, several mea-
surements were conducted. The measurements took place in the same testbed and
the received power was measured several times at each distance from the transmit-
ter. The results were averaged. Measurements with several frequencies and with
various antenna heights were performed. For lower antenna heights the attenuation
was larger as already verified previously. The differences in used frequencies are not
very obvious in Fig. 3.9 since the measurements were taken in larger steps than are
the distances of fading points. However, it can be noticed that when one signal is
in a local minimum (possible fading point) the other is not. This key point will be
discussed further in the chapter in more detail.
Now, let me evaluate the distance estimation using the RSS method. Radio
channel and its model are closely related to the particular environment and the
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Fig. 3.8: Comparison of simulated signal propagation with different frequencies.
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Fig. 3.9: Measured received power as a function of distance with different frequencies
and antenna height 2 m.
placement of communicating nodes. In the performed experiment the flat-earth
model was used and adjusted based on the values measured between two given
nodes. This way we got parameters of the flat-earth model which fit best to the
particular radio channel. To explore the accuracy, we conducted ten in-place mea-
45
surements at each determined point between the nodes and calculated the mean
value. The difference of the mean and the flat-earth model value gives the error
of the estimation. For better understanding relative MAE (MAE) is used. See the
results in Fig. 3.10. Most of the errors are up to 30–40 %. However, in the range
from 20 to 25 m the error is reaching 100 %. At one point the measurement gives
a totaly wrong position. Particularly in this case the error is about 320 % and it
is necessary to employ a certain procedure to eliminate this false estimation. The
results confirm the experiment performed by Whitehouse et al. [94] that the RSS
based estimation method can be used only up to a certain part of the radio range
and not in the entire range.
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Fig. 3.10: Error of the distance estimation using RSS method in outdoor measure-
ment.
The previous measurements were performed in order to investigate basic char-
acteristics of a radio channel, the impact of the RSS uncertainty, the difference of
the signal propagation in both indoor and outdoor environments and the influence
of obstacles with relation to the possibility to use received power to estimate the
distance between a transmitter and a receiver. The measurement was focused on
the signal propagation without considering any influence of sensor node hardware.
The next step in the research was aimed to investigate the estimation of the distance
with COTS network devices. Therefore, sensor nodes were employed in a new set
of measurements. The scenario consisted of two programmed nodes, one in the role
of a transmitter, the second one as a permanent receiver, which represented also a
gateway forwarding data to a data processing application executed on a stand-alone
station. IRIS nodes from Crossbow were used for this purpose. The nodes transmit
in ISM 2.4 GHz ISM frequency band with the sensitivity threshold -92 dBm. To
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explore the radio channel, the receiving sensor node measured the signal power at
different distances. Because of the uncertainty in the channel, the node repeated
measurements several times at each distance. The algorithm implemented in the
transmitter sent twenty packets at each distance consecutively. The transmitting
cycle was repeated at all power levels. There are 16 RF power levels used in the
AT86RF230 radio transmitter. The power detection in a sensor node is defined in
IEEE 802.15.4 standard and the process is started with the reception of SFD (Start
Frame Delimiter). The first experiment was conducted indoor in the building corri-
dor with a width 2.2 m and a height 3 m. Both transmitter and receiver were placed
at the axis of the corridor at the height of 0.8 m, the corridor was empty without
any movable obstacles. The measured distance range is up to 40 m. The measured
received signal strength for the transmitted power 3.2 dBm can be seen in Fig. 3.11.
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Fig. 3.11: Received signal strength indicated by receiver (𝑃t =3.2 dBm).
The descend of the signal strength with increasing distance is obvious. The
descend can be approximated as logarithmic. The fitting function is approximated
based on the mean of the set of 20 measurements at each distance. From the
figure, maximum indoor range can be determined. It is about 40 m with maximal
transmitted power 𝑃t = 3.2 dBm. The coverage range decreases up to around 25 m
when the lowest 𝑃t is used (𝑃t = −17 dBm).
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3.1.2 RSS uncertainty
The radio channel and its characteristics contribute the most to the erroneous dis-
tance estimation based on RSS. As previously presented, the channel can be ap-
proximated by a radio channel model. Unfortunately, channel modeling is very
complex and mostly inaccurate due to specific environment conditions. To improve
the model, it must be tuned by various parameters adjustment reflecting a partic-
ular environment. Often, a demanding channel scanning and mapping has to be
conducted in advance to obtain a more accurate model. The characteristic of ra-
dio channel depends on several physical factors such as weather conditions, ground
surface, obstacles and their position, material, shape etc. Those factors represent
relatively stable conditions, and thus, they can be successfully modeled. On the
other side, a certain variation of signal strength was observed during measurements.
Those are caused by time unstable factors such as moving objects or interfering radio
signals. Besides these factors, distance estimation based on received signal strength
depends also on sensor node hardware (especially tranceiver). Hardware imperfec-
tion or different scaling of received power can influence the investigation, therefore,
the concept of the first set of measurement scenarios was proposed with the intention
of general and commercial product independent investigation of radio channel for the
localization purposes with general signal generator and signal analyzer. Hence, the
measurements were not affected by individual transceiver characteristics of different
sensor nodes, energy level of batteries and they can be repeated with any signal
analyzing devices. On the other side, without any doubt, measurements of signal
strength and the distance estimation are performed at COTS device, sensor mote
with certain hardware characteristics. To meet the real conditions, the measure-
ments with sensor motes were carried out as well. This section therefore addresses
two basic measurement approaches; measurements performed with general signal
generators and signal analyzer and measurements with IRIS sensor motes. Both
measurements were done in 2.4 GHz ISM band.
For the first set of measurements, both indoor and outdoor experiments were
considered. Fig. 3.12 presents the results from the indoor measurement. At each
point, ten individual measurements were performed. The minimum, maximum and
average value can be seen on the left in the figure. The considerable ripple along the
distance is caused by large scale fading effect and multipath signal propagation. The
uncertainty of the measurements at each distance can be better seen in the right
side of the figure. Standard deviation (STD) of measurements is slightly increasing
but it does not exceed 1 dB in most cases.
The large ripple of the measured values implies the difficulties in usability of
such a measurement for the distance estimation. Although the regression of the
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Fig. 3.12: The power levels and standard deviation of RSS indoor measurements at
different distances. The minimum (green +), maximum (red *) and average (blue
o) value of each in-place measurement are depicted.
measured RSS values is slightly decreasing with the distance from the transmitter,
the character of the measurement causes that a particular measured value (which
can be called snapshot) cannot be used for the reliable distance determination. The
standard deviation up to 1 dB is negligible in comparison with high fluctuation of
adjacent measurements.
To investigate the influence of obstacles between the transmitter and the receiver,
we placed wooden objects in the path of ground reflected signal. The intention was
to change the radio channel and the multipath propagation. However, the results
were not significantly different, and thus, the graphs are omitted.
After the indoor measurements, the experimental testbed was moved outside
onto a plane ground with no obstacles between the signal source and the receiver.
The received signal power with the minimum and maximum values for each in-place
measurement and standard deviation of these measurements can be seen in Fig. 3.13.
There is an expected decreasing tendency of RSS without a great variance. The
decrease is sharper at shorter distances whereas more gradual at larger distances.
If we have a look at the figure depicting standard deviation we see its exponential
increase which reaches up to 2.5 dB at distances of 20 m.
Similar observation can be done by having a look at the RSS uncertainty of the
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Fig. 3.13: The power levels and standard deviation of RSS outdoor measurements.
The minimum (green +), maximum (red *) and average (blue o) value of each
in-place measurement are depicted in the left part of the figure.
measurement with IRIS nodes. Fig. 3.11 indicates the variance of received signal
power at each distance. Twenty samples were taken consecutively in the time interval
of less than 1 s. In some cases the absolute difference of minimum and maximum
measured value is about 20 dB. That, off course, significantly affects the results and
estimated distance. The uncertainty can be better seen in Fig. 3.14. One can notice
that standard deviation, and thus, the RSS uncertainty is even higher for experiment
with COTS nodes. At some distances the standard deviation of the measurement
reaches almost 9 dB. The mean of standard deviations for all the measurements is
almost 2 dB.
It can be concluded that both sets of measurement (generic and COTS based)
show the significant variance of consecutive RSS values. The standard deviation is
about up to 2.5 dB for generic and up to 9 dB for measurement with IRIS nodes. The
uncertainty is more considerable outdoors than indoors. It confirms the assumption
that the fast fading has more significant impact outdoors because of the higher dy-
namics of the electromagnetic field. The static obstacles did not have a noticeable
influence on RSS variance. Variance increases with a distance in generic measure-
ments but the same was not experienced in COTS measurements. The variance was
rather unpredictable which complied with its stochastic character influenced, besides
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Fig. 3.14: Standard deviation of indoor measurement with IRIS nodes.
other, by the interference with other wireless communication and EM emission. The
coexistence of various radio technologies is described in the following subsection in
more detail.
3.1.3 Ultrasonic system
To compare the RSS method with another ranging technique, the method based on
an ultrasonic system was chosen and investigated. In particular, a Cricket system
was the tested COTS product. In fact, not only ultrasound signal is used in this
system but both – electromagnetic and ultrasound signal. The system is based on the
time difference measurement. However, unlike the TDOA method it is the difference
between the radio signal and the ultrasonic pulse from one transmitter. The method
is based on different speed of propagation of both signals. The speed of RF signal is
almost constant, close to the speed of light in vacuum but the speed of sound waves
changes and it is dependent on the environment characteristics (density, pressure,
temperature etc.). Therefore, the calibration and corrections are necessary.
It is a promising method since it avoids the necessity of time synchronization
among the nodes. The more detailed description of the system principle can be
found in chapter 1.
In order to confirm accuracy (3–5 cm) and variance of measurement reported
in [51], an appropriate measurement testbed was designed and several experiments
carried out.
Cricket is designed to be an inexpensive device using off-the-shelf hardware parts
in order to cut down the price of the units. The transmitter (called beacon in the
Cricket system) is composed of a 8-bit RISC AVR processor Atmega644 running
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at 10 MHz with internal flash, SRAM and EEPROM memories [87]. It uses a low
power resonate-based RF transmitter and a single-chip RF receiver operating in the
unlicensed band of 418 MHz [88] with amplitude modulation. Ultrasonic transmitter
operates at 40 kHz.
In addition, the listener has got an ultrasonic receiver with a single-chip tone
detector. It is equipped also with a TTL to RS-232 signal converter for communica-
tion with a host device, e.g laptop or camera, printer etc. Cricket is designed to be
a low powered device with minimal energy consumption which is 12 mA (authors
of [89] state that Cricket dissipates 15 mW during normal operation) in the active
state and 0.6 mA in standby. Low consumption is achieved by changing the internal
clock and reducing the power to the certain peripherals. The Cricket modules are
powered by a 9 V battery.
The range of communication of Cricket nodes is determined by two main factors.
First, the transmitting power of the radio signal is not adjustable, and thus, the range
for the used power level is up to 12 m. The other limitation of the maximum coverage
is determined by the transmitting power of the ultrasonic transmitter (up to 10 m)
and the nature of boundaries for the ultrasonic signal. The natural character of the
ultrasonic signal propagation limits its coverage to a bordered area since the signal
is not able to overcome walls and big obstacles. On the other hand, this aspect
can be advantageously used for certain applications where room granularity is the
requirement [89].
The quality of the ultrasonic signal reception is highly dependent on the orien-
tation of the ultrasonic receiver in relation to the ultrasonic transmitter. The trans-
mitter has characteristic strong directional radiation pattern and the same applies
to the receiver. The first measurements were designed to avoid this factor of posi-
tioning and we considered the ideal conditions of straight oriented nodes. The nodes
– beacon and listener – were placed in line-of-sight positions and the measurement
of the distances between them was conducted for different ranges. Measurements
were performed in both indoor and outdoor environment without obstacles; indoor
in a long corridor (the temperature about 20∘ Celsius) and outdoor in a free-space
with surrounding temperature approximately one degree below zero. See the results
in Fig. 3.15.
You can see in Fig. 3.15 that there is no big difference between indoor and
outdoor measurements. The ideal case of a precise distance estimation is depicted
by the dashed line. Twenty measurements were collected at each distance in order
to investigate the variance of the measurement as well. As it is noticeable from
Fig. 3.16 that the standard deviation (STD) of the measurement is very low and
in most cases below 5 cm. Only at the distance of approximately 6 m the STD is
higher because of random negative effect during the measurement. The value at the
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Fig. 3.15: Estimated distance for both indoor and outdoor environment.
end of the range (10 m) was omitted because of unreliable connection at the edge of
the coverage range which caused loss of a lot of packets and consequently resulted
in a high variance of the measured values. The difference between the outdoor and
indoor case is also almost negligible omitting slightly higher values indoor at several
distances.
The error of the estimated distance with the Cricket system can be expressed with
the mean absolute error (MAE). MAE for each measured distance is presented in
Fig. 3.17. In both cases (indoor and outdoor) the error is almost linearly increasing.
We can also easily conclude that MAE indoors is in most cases higher than outdoors
and reaches up to 90 cm at the distance of 10 m from the beacon (compared to an
outdoor error of about 60 cm at the same distance). In other words, the measurement
accuracy with the Cricket system is up to 6 % outdoors and 10 % indoors.
Now, we can evaluate and compare both methods – the ultrasonic and the RSS
method. Published accuracy of the positioning stated in [51] is between 1–3 cm in
the real deployment for the Cricket system. Referring to our results, this promising
accuracy can be achieved only in short ranges and with a higher number of beacons.
The accuracy achieved in our measurements, both indoors and outdoors in almost
ideal conditions, is up to 10 %. Which means the error can reach up to 1.2 m at the
edge of the coverage range outdoors, respectivelly 1 m indoors.
That is still a very good estimation comparing it to the RSS method where the
error reaches 40 %. Therefore, we can conlcude that the ultrasonic system features
much better results with lower variance. However, one thing has to be highlighted.
The measurements were perfomed under almost ideal conditions with the ultrasonic
tranceiver and the ultrasonic receiver oriented to each other which is the best case.
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Fig. 3.16: Standard deviation of both indoor and outdoor measurement (20 values
measured at each point).
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Fig. 3.17: Mean absolute error of distance estimation.
In real situation this is not always the case. The ultrasonic system is also limited
to an unobstructed area or the area of one room since sound wave cannot pass
through walls and big obstacles. In a nutshell, the Cricket system can achieve a
good accuracy but only under certain conditions. Therefore, the usability of this
system for a complex localization in wireless ad-hoc networks or localization support
has to be carefully considered and further investigated.
3.2 Impact of ranging on position estimation
Ranging is a preliminary step to each range based localization algorithm. During
the ranging phase necessary input parameters are obtained. Those are taken, pro-
cessed by a certain localization algorithm and result in position estimation. This
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work focuses on the distance ranging and its importance for localization. Therefore,
this section presents the influence of distance estimation on the overall position
calculation.
First, the impact on the lateration, one of the basic methods of range-based
localization algorithms, is shown. The simulations are conducted with 400 nodes in
a grid topology. For the evaluation GER and MAE error evaluation methods were
used. Furthermore, the lateration was used to investigate the influence of the RSS
uncertainty and its mitigation on the accuracy. For that purpose the experimental
measurements were conducted.
Next, the investigation of influence of ranging inaccuracy on the complex lo-
calization algorithm is presented. The Anchor-free localization algorithm (AFL) is
used for this purpose. The node deployment is random and the topology includes
300 nodes.
In the last subsection, a position estimation based on real measurements is pre-
sented. Two algorithms (Least Square algorithm and Weighted Centroid algorithm)
process measurement results and estimate a position of an unknown node in the
testbed scenario. Moreover, a novel method of ranging based on the frequency
diversity is introduced and adapted by the two algorithms. A comparison with
traditional approaches is given as well.
3.2.1 Position estimation using lateration
Lateration is a basic method of position estimation in range-based algorithms. It
uses distances of unknown node to anchors to calculate the position. The minimum
number of anchors in the range of the unknown is three to uniquily identify the most
probable position. In extensions of the method, additional nodes can be considered.
Then, it is referred to as a multilateration. To demonstrate the prime impact of the
ranging error on the position estimation simulations in Matlab were conducted. The
grid topology with 400 nodes was used. Each node in the network has a distance
estimation to all the three anchors (represented by larger dots in the figure) disrupted
by ranging error 𝜖𝑟. The topology and the result of the trilateration with 𝜖r = 10 %
are displayed in Fig. 3.18.
The left part of Fig. 3.18 represents the node deployment (black dots) and the
final position estimation (red asterisks). The right part is a colored representation
of the absolute position estimation error. One can notice that the error is not
equally distributed but depends on the mutual arrangement of the unknown node
and anchors. A more detailed study of this issue and its effect on the Map-growing
algorithm was published in [107] and [108].
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Fig. 3.18: Trilateration result with 𝜖r = 10 % in a field 20 x 20 m.
An investigation of the ranging error effect on the position estimation in the
presented topology was conducted. The ranging error 𝜖r is continuously increasing
and the evaluation is done by means of MAE and GER. The results can be seen in
Fig. 3.19
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Fig. 3.19: Impact of ranging error 𝜖r on the trilateration.
Both MAE and GER are sharply increasing with the increasing value of the
ranging error. Therefore, it is highly important to minimize the error in ranging
process in order to keep the position estimation error as low as possible.
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Fig. 3.20: Standard deviation of RSS measurements at 25 locations.
3.2.2 Experimental measurement focused on RSS uncer-
tainty
To examine the influence of the RSS uncertainty on the accuracy of localization and
to relate it to the consumed energy, the RSS value derived from a different number of
sample measurements was taken and processed by a localization algorithm resulting
in the position estimation. The complete work can be seen in [129]. Here, the main
focus is on the impact of RSS uncertainty on the coordinate estimation.
All measurements were performed outdoor in a square area without obstacles.
The presence of other wireless networks was significant. Therefore, to minimize their
negative effect, the measurement frequencies not colliding with the 802.11 channels
in the surroundings were chosen.
The link and environment characteristics with the path exponential loss were
calculated from the initial measurements and the flat earth propagation model (see
Section 1.1.4). Then, RSS measurement was performed at 25 points. At each point,
10 single values of received power were collected to calculate the mean, which is
then used for distance estimation. The level of variance (expressed by standard
deviation) at each point and for each anchor can be seen in Fig. 3.20. The deviation
for the majority of anchors is mostly less than 1 dB. However, the radio channel for
anchor 1 is worse and more prone to the effect of RSS uncertainty and that is why
the level of variance is larger than in other cases.
Fig. 3.21 presents an example of three measurements performed at various points
in the area. For the purposes of multilateration, distances between the receiver and
the anchors were calculated from the mean of measured samples. Each point in
the graph (+) represents the calculated position obtained from a different number
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of samples in the dataset (indicated by the adjacent digit). The dataset ranges
from 2 to 10 samples. The coordination system in the figure is set according to
our experimental arrangement. The experimental testbed was placed in a field of
16x16 m with the anchor nodes located in the vertexes of the virtual square. All
units in the figure are in meters. On the left side of the figure, there is the area of the
experiment and circles representing the estimated distance after each measurement.
The anchor nodes in the vertexes are not pictured. On the right side, the calculated
position with a larger scale can be seen. Each position is the result of multilateration
using a different number of measurement samples.
From the progress in position determination on the right side of Fig. 3.21 it is no-
ticeable that with more samples the estimated position inclines to a certain position
with decreasing steps. All three examples consider four anchors for multilateration.
One can notice that the radio channel from one of the anchors suffers from a large
uncertainty and in the example at the very bottom the power level circles are even
out of the focused figure part.
Ideally, the estimated position is located in the intersection of the circles. How-
ever, because of the channel model imperfection and RSS uncertainty, the circles do
not intersect at one point. Therefore, the estimated position is determined as the
point with the least error to all the anchors.
Another performed experiment consists of 25 measurements at very close posi-
tions (only a few centimeters apart). Each measurement is composed of 10 samples.
Fig. 3.22 combines all measurements and shows the position calculated using differ-
ent number of samples (as in Fig. 3.21). As can be seen in Fig. 3.22, the calculated
position converges in a smaller area with an increase in the number of samples con-
sidered (5–10). Positions determined with only two, three and four measurements
are considerably far away from the position determined by measurements with more
samples. Again, the figure represents a part of the experimental area.
To express the relation between measurements with different number of samples,
the final estimated position is taken as the most accurate and the absolute error
of each measurement is calculated in relation to the final position. The calculated
absolute error is for measurements with different number of samples displayed in
Fig. 3.23. The error is calculated for the mean value of performed measurements
(N ). It is obvious that the error is decreasing with the number of taken samples.
First, the decrease is steeper and then the error differences are smaller. Further-
more, there is also an energy consumed during the communication depicted in the
figure. Obviously, the energy consumption increases according to the number of
measurement samples taken.
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Fig. 3.21: Example of three measurements at three different points. In the left
column, there are determining multilateration circles and the right side is focused
on position calculation using a different number of samples. All units are in meters.
The red cross shows the real position of the sensor.
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Fig. 3.22: Overall position estimation as a function of the number of samples taken
at each point. The total number of measurement points was 25.
3.2.3 Anchor-Free Localization
For the investigation of the impact of ranging method on position estimation several
localization algorithms can be used. The Anchor-free algorithm (AFL) was chosen
as a representative of fully autonomous algorithms used in distributed networks
without a fixed infrastructure. The AFL algorithm was implemented as described
in chapter 1 based on the [24].
As mentioned in the detailed description, the AFL exploits HC (hop count)
metric for distance estimation employed in the first phase of reference node selection.
This metric has the advantage of having an insensitivity about the range errors
but produces an inaccurate initial layout with a large GER error. To improve the
accuracy of initially estimated layout the use of a widely known distance estimation
method RSS in the first phase was suggested. It is further referred to as SS (Signal
Strength) method. In addition, weighting procedure of SS was proposed further
referred to as WSS (Weighted Signal Strength) that was compared with the two
previously mentioned methods.
To investigate the distance estimation methods’ performance a Matlab version of
the AFL algorithm (from this point on it is referred to as AFL-M) was implemented
(details can be found in [117]). For user-friendly interpretation of research results,
a web-based Java Positioning Simulator for Wireless Sensor Networks was designed
[92], [126]. It evaluates the performance of the the AFL-M with different distance
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Fig. 3.23: Expended energy and mean of absolute error of estimated position with
different number of samples.
estimation methods based on a localization error and energy metric. The simulator
allows various simulation settings. First, a sensor node hardware specification has
to be introduced. Then, the simulator incorporates a setting of noise parameter of
network environment 𝜀𝑟, topology definition (e.g. number of nodes, degree of nodes,
general shape of the topology) and the type of the ranging method. The evaluation
is expressed by global error ratio metric (GER). For envision, the GER value of the
AFL algorithm introduced by [24] is 0.0006.
The influence of a ranging error was investigated to find out how the localization
result is affected by a noisy environment (Fig. 3.24). Each value was obtained by
averaging 100 simulation results of randomly deployed networks with the size of 300
nodes and node degree of 12. From Fig. 3.24 an important range error threshold
that affects SS method performance can be obtained. Hence, if the network has
𝜀𝑟 < 12% the SS method performs well and produces a layout with average GER of
1×10−3. For more noisy environment with 𝜀𝑟 > 12% the WSS method outperforms
the SS method whose GER increases slightly gradually in contrast to SS whose
GER progress has a rapid increasing behavior with increasing range error values.
However, as the 𝜀𝑟 exceeds 25% the both SS and WSS methods produce less accurate
results than common approach HC using the hop count metric. The GER of HC
approach is 1.5 × 10−3, is constant and it is depicted by dashed line. This value is
exceeded with WSS approach when 𝜀𝑟 > 25%.
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Fig. 3.24: Dependence of anchor-free localization error on the ranging error.
3.2.4 Frequency diversity for ranging optimization
Distance estimation based on RSS measurement has to overcome several negative
phenomena as shown in the previous sections. In this subsection, the impact of
ranging on the position estimation with Least Square (LS) and Centroid algorithm
is shown. To improve ranging a novel method to mitigate the fading effect caused
by negative interferences of the multipath signal propagation is proposed. Use of
more then one measurement frequency is suggested for that purpose.
The investigation of the new method is conducted using simulations based on
the a priori measurements in real outdoor environment. The measurements were
used as an input for creating a radio channel model. Then, this model was used
in both algorithms as a reference model to estimate distances to each anchor. The
work described in more detail has been published in [123] and [124].
Since the fading amplitude is frequency dependent, the maximum and minimum
positions depend on the polarization (for a given frequency band). Thus, polariza-
tion diversity can be effectively used to combat multipath channel fading as well.
However, polarization diversity is not often used in WSN because of the hardware
limitation. Therefore, the frequency diversity method is a method overcoming this
limitation. Several frequency channels are usually available in WSN (16 channels in
2.4 GHz ISM band [93]); if the frequency spacing used for RSS measurement is larger
than the coherence bandwidth of the channel, these measurements are uncorrelated
[62]. The coherence bandwidth determines the correlation between two frequency
components, and it is related to small-scale fading effects. However, shadowing is
a large-scale fading effect, and RSS measurements are commonly averaged over to
remove the effects of small-scale fading. The idea is to investigate the possibility of
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using two or more frequencies to mitigate the fading effect. If the power received at
one frequency falls in a minimum (fading point), then it falls in a maximum posi-
tion for the second frequency. To ensure this point, the frequency spacing should be
greater than the coherence bandwidth of the channel which is, in general, dependent
on the utilized frequency band.
To show the effect of frequency diversity, the frequencies used in the measurement
have been chosen from the beginning and the end of the 2.4 GHz ISM band (1st and
16th channel). In Fig. 3.8 the path loss is simulated for two frequencies separated by
80 MHz (2.40 and 2.48 GHz). This simulation shows that frequency diversity can
successfully work for small distances; however, for larger distances, the incidence
angle increases and the two paths are almost in phase with similar delays and little
difference is observed in the power received at the two frequencies. This was also
verified in the measurement described in the section 3.1.1. The positions of fading
points between the two frequencies are different and show a certain lack of correlation
between frequencies (see Fig. 3.9).
Fig. 3.25 shows the localization error as a function of the mobile node position
(x,y) using four anchors located at the vertexes of a 16x16 m square. In order to
evaluate these errors, several simulations were done. Since the anchors coordinates
are known for a given point, the Euclidean distance to each anchor was computed.
Then, the received power (RSS) was calculated interpolating the measurements at
each frequency for the specific antenna height and the frequency. These measure-
ments were done for an outdoor scenario. Then, the estimation of the position was
obtained using the Least square and Centroid algorithm. Finally, the localization
error was calculated as the distance between the real and the estimated position.
In a single frequency case, only the RSS obtained from the measurements at this
frequency were used. In case of frequency diversity, the average RSS between the
two frequencies were used as an input to the localization algorithms. The procedure
was repeated for each point in the analyzed area.
The lower part of Fig. 3.25 presents results obtained with Least Square and
Centroid algorithms using a single frequency and an antenna height of 0.5 m. A
significant improvement is obtained when the same cases are analyzed using the
mean RSS computed from two frequency measurement, separated by 80 MHz within
the 2.4 GHz ISM band, which is depicted in the lower part of Fig. 3.25.
The results for 0.5 m and 2 m antenna heights are summarized in Fig. 3.26. It
shows the cumulative probability of the error obtained using both algorithms. The
big improvement of estimation accuracy is achieved when using low antenna heights.
In this case the frequency diversity helps significantly regarding both localization
algorithms.
When using antenna heights of 2 m the improvement is not so large. Moreover,
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Fig. 3.25: Localization error (expressed by color) of Centroid and Least Square (LS)
algorithms employing single frequency measurement (upper part) and frequency
diversity (lower part).
the LS algorithm performs much worse for this antenna height in comparison to the
Centroid algorithm. Regarding the Centroid algorithm, the error is up to 9 m for a
single frequency and up to 7 m exploiting frequency diversity.
3.3 Chapter summary
This chapter focused on the localization presented the investigation of the distance
estimation and the influence of its inaccuracy on the position estimation. The
impact of the distance estimation error is evaluated in the simulations with three
localization algorithms.
The position estimation error results to a large extent from an erroneous ranging
method. The broadly used method based on the measurement of received signal
strength is deeply examined in practical measurements with laboratory equipment
and COTS products as well. Moreover, it is compared with another ranging method
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Fig. 3.26: Cumulative distribution function of the error using the least square and
weighted centroid algorithms for antenna heights of 0.5 m and 2 m, with single
frequency and two frequencies.
exploiting the speed difference in the propagation of radio signal and ultrasound
signal. Although the ultrasound method is more accurate, concluded from the eval-
uation based on the estimation error, the practical use is questionable. Therefore,
the signal strength measurement seems more useful for practical applications. How-
ever, we have to be aware of the inaccuracy of the method. In harsh environments,
it can be even 300 % as results from the conducted measurements. The inaccuracy
is caused by several aspects which basicaly determine the effect of slow and fast
fading.
The slow fading can be partly overcome by a priori exhausting environment anal-
ysis or by a proposed method using frequency diversity. The method is based on
the fact that the fading points of two signals with different frequencies do not lie
in the same distance from the transmitter. This was shown using both simulations
and measurement results as well. The enhancement of the novel method is pre-
sented in the chapter using simulations with two localization algorithms based on
the measured data.
To conclude, it can be seen from the results that the frequency diversity can be
effectively used to combat multipath channel fading for both investigated antenna
heights and the typical coverage ranges in WSN. For subGHz ISM bands (867 MHz),
frequency diversity is difficult to apply because of the narrow frequency band used
(only one channel [93]) unlikely the ISM band 2.4 GHz that has a sufficient span to
exploit the frequency diversity for distance estimations.
The fast fading features stochastic character with standard deviation up to 9 dB.
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It means a difference of several meters in the distance estimation caused just by
uncertainty of the measurement. This is a significant error and it is important to
minimize it. Because of the stochastic character, the fast fading can not be easily
overcome and multiple measurements with statistic methods have to be implemented
to mitigate the inaccuracy.
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4 EXPERIMENTAL ANALYSIS AND SIMULA-
TION OF ENERGY CONSUMPTION
Energy is one of the crucial constrains of wireless networks with autonomous nodes.
Therefore, the energy consumption has to be well investigated and considered during
system design and development. Dealing with the localization, the energy aspect
is taken into account in this work, too. Because the main focus lies on distance
estimation based on received signal strength measurement, the communication is
the most relevant consumer of the energy. Neither sensing nor heavy computational
demands are considered in this work.
First in this chapter, the performed measurement of the energy consumption
during communication is described. The measurement was conducted to better
understand the consequences of message transmission related to energy on a certain
COTS device.
Furthermore, dealing with the energy aware research, a model properly describing
energy consumption based on hardware and application aspects has to be proposed
and adopted. Such a model together with its implementation in network simulations
is presented in the subsequent section. The simulations show the energy dissipation
in a network and the lifetime accordingly. This aims to point out the importance of
careful consideration of each communication in the network since it is a determining
factor of the applications’ lifetime.
The author’s works dealing with the energy aspect of ad-hoc netoworks are [125]–
[130].
4.1 Energy consumption measurement
Limited energy sources of nodes in wireless sensor networks require a careful con-
sideration of energy consumption of all processes during the application lifetime.
To analyze energy consumption and to predict the lifetime of a network, a compre-
hensive energy model based on commercial products is necessary. For localization,
energy dissipated during RF communication and computation is determining the
overall localization energy consumption. For that reason, this part is focused on the
analysis of energy consumption during RF communication with particular 802.15.4
compliant nodes. The experimental testbed was designed and a scenario of node as-
sociation and data transmission explored. For the measurement IRIS sensor nodes
with 802.15.4/ZigBee protocol stack and shunt connection were used. For a rough
estimation a datasheet could be used. However, as the results of the experiment
show, more precise energy consumption cannot be calculated only from datasheet
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values of current drain and length of a packet but intervals of listening and wait-
ing between transmissions play an important role as well. The respective work was
published in [125].
In order to describe precisely the energy consumption of a WSN node during
its operation following specific experimental testbed was designed. The estimation
of energy depleted from a battery source during node activity is based on the cur-
rent powering node circuits and especially radio transceiver since it is the main
source of energy consumption in the node. The focus is mostly on the operations
related to communication, which means association of a node to an existing net-
work after a node start-up and a packet transmission. Therefore, the experimental
testbed consists of two communicating nodes IRIS and the current measurement
setup. The simple WSN topology consists of two nodes: PAN Coordinator and end
device. The Coordinator and the end device are identical from the hardware point of
view but distinguished by definition of ZigBee roles. The employed IRIS nodes with
XM2110CA module are based on low power Atmel Atmega1281 8bit microcontroller
and Atmel AT86RF230 transceiver. The radio part is designed for the radio range
2.4 GHz ISM. These nodes originally come with XMesh protocol stack but it was
replaced with Atmel’s Bitcloud stack ported to IRIS motes for the experiments. The
Atmel’s Bitcloud stack is a full-featured certified ZigBee PRO stack. In addition,
the sensor board is equipped with a turn-on switch, three LED for user visual com-
munication, serial interface, 10-bit AD converter and other digital interfaces (I2C,
SPI). The Coordinator is powered by its battery source as usual, while for powering
the end node a power supply (3 V) for the experimental purpose was used. The
experimental testbed schema can be seen in Fig. 4.1.
Power supply
INA210-
214EVM
Amplifier
Oscilloscope/
PC sampling
card
End node
PAN Coordinator
Fig. 4.1: Experimental testbed for measurement of energy consumption.
The main idea of the experiment is to measure a current drained by the end device
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during communication with the PAN Coordinator. In order to precisely measure
the current, a shunt resistor has to be placed in a measurement circuit. The current
measurement setup contains a shunt resistor with a known value, which is placed
between an energy source and a node supply pin. To minimize the impact of the
shunt resistor on the node power supply, it has to be very small (1 Ω resistor was
chosen). Because the current passing the shunt resistor is in order of mA the voltage
across the shunt resistor has to be amplified for a better transparency of results. In
the measurement an INA210 amplifier with the gain 100 especially conceived for
current shunt monitoring was used. See the current shunt monitoring connection in
Fig. 4.2.
RSHUNT
RFILT RFILT
CFILT
+V
LOAD
REF
VOUT
INA210
Fig. 4.2: Current measurement with a shunt resistor and low pass filter (adapted
from [95]).
There is also a low-pass filter depicted in Fig. 4.1 formed by a capacitor 𝐶FILT
and a resistor 𝑅FILT. The aim of the filter is to cut high frequency changes caused
by interference and rapid current state transitions. For the filter design it has to be
taken into consideration that a gain of the amplifier can be reduced by high value
of 𝑅FILT [95]. The gain can be expressed as
𝐺INA210 = 100 · 𝑅INA210
𝑅INA210 +𝑅FILT
, (4.1)
where 𝑅INA210 is an internal resistance of the amplifier which is 5 kΩ. Another
restriction requires that 𝑅INA210 has to be much higher than 𝑅SHUNT in order to
avoid a negative effect of the filter on the voltage drop. Considering both limitations
𝑅FILT = 47 kΩ was chosen. According to the chosen value of 𝑅FILT, the capacitor
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𝐶FILT can be calculated based on the cutoff frequency of the filter:
𝑓𝑐 =
1
2𝜋 · (2𝑅FILT) · 𝐶FILT . (4.2)
With a value 220 nF for 𝐶FILT we get a cutoff frequency 7.7 kHz which allows us
to use a sampling frequency not lower than 15.4 kHz in accordance with the Nyquist
theorem.
The last component of the experimental testbed is a measurement and displaying
unit. Both the fast oscillator and a PC sampling card with an appropriate software
tool can accomplish this function. For the testbed a PC sampling card (Humusoft
AD622) and Matlab simulation tool with Simulink and real-time toolbox were cho-
sen. A system of fast data buffering is used which allows subsequent processing
(postprocessing) if needed (in case of high load). Values collected during the mea-
surement were stored in a Matlab file and further processed in non real-time mode
after the experiment.
For the experiment purposes one of the nodes was acting as a PAN Coordinator
turned on before the measurement itself in order to create a network, which the end
node joins after its start-up. The application executed in the end node is a simple
function with a periodical packet of size 3 B transmission.
The current drained by the end node after start-up is depicted in Fig. 4.3.
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Fig. 4.3: Power consumption of IRIS node during RF communication.
In phase 1 the end node is turned off and the consumption is certainly zero.
After being switch on, the sensor node performs association and binding phases
exchanging information with the PAN Coordinator and initial packet transmission
(phase 2). Then, following the implemented function, the end node waits in a sleep
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mode (phase 3) draining a minimum of energy until periodic packet transmission
takes place in phase 4. The required current in a sleep mode is 2 mA approximately
which depends on the sleep mode of a microcontroller. In the deepest sleep mode the
ATmega1281 requires less than 7.5 𝜇A [96]. Phase 5 represents a waiting for next
periodic packet transmission in the sleep mode, however, the end node is turned off
(phase 6).
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Fig. 4.4: Current drained during association and binding phase of ZigBee commu-
nication.
The next figure, Fig. 4.4, represents the turning-on process and the association
phase only analyzed in more detail. During phase 0 the end node is switched off.
When turned on, the current increases sharply to 50 mA for 0.5 ms. Then, in phase
1, it stays on the level 4.6 mA for approximately 70 ms when the system clock is being
stabilized. Following phase and level of about 10.2 mA indicates the active state of
the microprocessor (phase 2). In phase 3 the end node sends beacon request and
gathers information from the PAN Coordinator. Since the communication channel
(channel 15) has already been set the node then sends a rejoin request and gets an
acknowledgment packet (phase 4). After 0.5 ms several packet transmissions are
conducted. The end node gets rejoin response, sends the packet with its capabilities
as a payload to the Coordinator (the Coordinator spreads them over the network
afterwards), sends data request and then the first data packet. Each packet is
followed by an acknowledgment at the link layer. It is optional in standard 802.15.4
but ZigBee strictly requires it. This is different with regards to an acknowledgment
at the application layer. This ACK is optional in ZigBee communication and the
user has the possibility to change it. In the experiment, the application ACK was
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required and thus, after approximately one second, the end node requests application
ACK, which is subsequently received (phase 6).
The end node periodically transmits a data packet after necessary data request
command, which is, according to determined setting, followed by ACK at the appli-
cation layer. This sequence is then repeated every ten seconds until the end node is
turned off. This means a periodical energy drain, which is imposed by activating the
processor and RF circuits transmitting and receiving packets. The time interval of
this sequence is 1.18 s. From that period there are two time intervals of 40 ms with
the 22 mA current consumption, 0.5 s of 12.5 mA and 0.6 s of 10.3 mA. The current
consumption of the activities related to the sending of application data is shown
in Fig. 4.5. Phase 1 is a data request with the link layer ACK reception. Then,
before the data are sent in phase 3, a period of 40 ms follows (phase 2). Phase
4 represents a waiting for application ACK. Afterwards, in phase 5 a data request
with application ACK is sent (both followed by link layer ACK). At the end, after
about 4 ms the RF circuit is switched off.
As can be seen from all the figures, the energy consumption is mainly dependent
on the active state of board circuits. It means mostly processor and RF circuits in
our case. The node association takes about 1.2 s. Half of that time all the circuits
consume energy which means high drain (about 23 mA). When only the processor is
in the active state, the current is about 12 mA. An important fact is also that while
waiting for application ACK the processor is on dissipating energy (more than 1 s).
Therefore, packet transmission and MAC ACK reception itself, when the current
increases to 25 mA, is actually miner consumer (takes about 40 ms) in the entire
interval of communication.
Information on how much power is needed for the transmission and reception of a
packet is an important input for each energy analysis. The data packet transmission,
when maximal transmission power (3 dBm) is used, requires 27 mA (81 mW) and
packet reception of about 25 mA (75 mW) considering IRIS node. The whole data
request and transmission of 3 Bytes of payload takes about 40 ms, about the same
as takes the request and the reception of application ACK. However, there is a
significant interval of waiting. During the time interval of about 1 s, when the
processor is on, the current consumption is 13 mA (39 mW) and 10.6 mA (31.8 mW)
(see Fig. 4.5).
Despite the fact that the current drain during the packet transmission and recep-
tion is higher, due to the duration of the phases of entire data transmission process
(including data request and acknowledgments), more energy is consumed just by
the processor waiting for the application ACK in active state. This very important
fact means that the consumption can not be calculated only from the transmission
rate and number of bytes in the packet but the waiting period has to be considered,
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too.
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Fig. 4.5: Consumption of data transmission process in ZigBee networks with an
acknowledgment at the application layer.
4.2 Energy model definition
Energy awareness is a key aspect in the field of energy constrained network research.
Thus, this work to great extend considers energy consumption as a crucial limitation
of all the processes in a network. Since the main focus lies in the localization,
it omits the energy consumption of sensor regarding circuits and considers only
computational and communication energy costs.
To properly include energy awareness, an appropriate energy model has to be de-
signed and adopted in the work. Communication energy consumption is determined
by the processing unit, transceiver circuits and amplifiers. In mutual communication
we always consider two parts – transmitter and receiver. Therefore, energy depleted
during communication is divided into energy consumed during transmission 𝐸TX
and during reception 𝐸RX as follows:
𝐸TX = 𝐸PU + 𝐸TC + 𝐸PA, (4.3)
𝐸RX = 𝐸PU + 𝐸RC + 𝐸LNA. (4.4)
𝐸PU is an energy consumed by the processing unit. It is a generalization of both
the main microcontroller and RF chip. Furthermore, 𝐸TC, 𝐸RC stand for energy
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depleted by transmitting circuits, respectively receiving circuits. 𝐸PA and 𝐸LNA are
energies consumed in amplifiers to amplify the signal power level. The former relates
to a power amplifier amplifying the output signal to a desired level relatively to a
required distance. The latter relates to a received signal level amplification.
If we sum 𝐸PU and 𝐸TC considering them constant and express the energy of
power amplifier distance dependent, then (4.3) can be rewritten as
𝐸TX(𝑑) = 𝐸TX0 + 𝐸PA(𝑑). (4.5)
Analogically, we can express the reception energy as a constant based only on
hardware properties:
𝐸RX = 𝐸RX0. (4.6)
Considering a communication between two nodes within a distance 𝑑 we can
express an energy necessary to send a packet as a sum of packet transmission and an
acknowledgment reception. The ACK is not required in the 802.15.4 specification
but many works include it. Therefore, the cost of a such simple communication
scheme is
𝐸(𝑑) = 𝐸TX(𝑑) + 𝐸RXACK . (4.7)
Now, let us consider a situation when a node sends a packet to another node
reaching it in several consecutive steps with multi-hop. In a network where nodes
are placed in a distance 𝑑 from each other reaching a goal node in a distance 𝑛 · 𝑑
can mean a dissipation of energy 𝐸mhop, which is a total energy consumed in the
network:
𝐸mhop = 𝐸TX(𝑑) + 𝐸RXACK (4.8)
+(𝑛− 1)[𝐸TX(𝑑) + 𝐸RX + 𝐸TXACK(𝑑) + 𝐸RXACK ]
+𝐸RX + 𝐸TXACK(𝑑).
In the previous, the straight forward path was considered during data transmis-
sion. It means that only nodes in the shortest path received the message from the
initial node and retransmitted it to the next node in the path. That was a certain
simplification since in real networks this is not completely true. Because of the
node degree (network density) and omnidirectional antennas the transmitted signal
reaches all nodes in the coverage area 𝜋𝑅2, where 𝑅 is the radio range. If a node
is in a listening mode it receives the packet into a buffer and partially processes it.
Similarly, if the receiving node decides to forward the packet (after routing informa-
tion and cyclic redundancy check) the sender will get the same packet again. This
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packet is after reception discarded, despite the fact that it costs a certain amount
of energy. This is called overhearing and was also studied by Basu and Redi [97].
If we want to have a more precise model of network energy consumption we have
to take the overhearing into account. In the simulations published in [128] and [127]
a store-and-forward mechanism was employed in the network. The nodes receive
entire incoming message and after checking the header in the buffer they take a
decision about further processing. Hence, the energy cost 𝐸OX of the overhearing
process can be equal to the 𝐸RX. The initial node 𝑛1 spends energy 𝐸1 = 𝐸TX+𝐸RX.
Furthermore, the relaying nodes receive message (𝐸RX), forward message (𝐸TX) and
overhears the message sent from a downstream node (𝐸OX). The energy dissipated
by the relaying nodes equals to 𝐸rel = 𝐸TX + 2𝐸RX.
To express the broadcast cost, the WMA (Wireless Multicast Advantage) intro-
duced by Wieselthier et al. [98] was employed. The WMA describes rebroadcasting
process as follows: All nodes lying within the communication range of the broad-
casting node can receive its transmission. Considering the broadcast transmission
where all nodes represent destinations of the demanded message, the communica-
tion cost of node 𝑛𝑖 that rebroadcasts message is affected by the presence of its
own neighbors. Meaning that as node 𝑛𝑖 receives and rebroadcasts the message
while consuming 𝐸RX + 𝐸TX, it also subsequently overhears the communication of
all neighbors. This broadcast overhearing process is referred to as a passive ac-
knowledgment. The energy consumed by the broadcasting nodes can be expressed
as:
𝐸𝑖 = 𝐸RX + 𝐸TX + (𝑚𝑖 − 1)𝐸RX. (4.9)
The (𝑚𝑖− 1) parameter represents a convention that 𝑛𝑖 overhears the broadcast
message from all nodes in 𝑀𝑖 except the one which has sent it. The 𝑀𝑖 stands for
the set of the neighbor nodes of 𝑛𝑖. This communication model was used in many
recent works such as [98].
4.3 Simulation of energy consumption
The introduced model was implemented in the Matlab environment to validate its
performance. The scenario included 100 randomly deployed nodes with energy
source of 1 J. The data from all nodes is is sent in rounds, meaning that during
one round, all nodes send data toward the base station (randomly selected node).
The result of simulation is the energy colored topology and graph of the alive nodes
number in dependency on the number of rounds.
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The simulation ends when there is no way to route data to the base station. It
means that all one-hop nodes around base station depleted their energy resources.
This happens after 160 rounds in the presented scenario. The energy balance after
160 rounds can be seen in Fig. 4.6. The residual energy capacity is divided into five
groups and relevant nodes are distinguished by color depending on their remaining
resources. One can notice that the nodes placed close to the base station (placed on
the x-axis) are loaded with an enormous network traffic since their residual energy
is half in comparison to the far away nodes.
The decreasing rate of functional nodes in relation to performed communication
rounds can be seen in the same figure on the right. Up to approximately 75 rounds
all the nodes in the simulation have enough energy to run. Then, the first heavily
exploited nodes close to the base station die because of the lack of sufficient energy.
Up to approximately 160 rounds there is still a way for all the nodes to deliver a
packet to the base station. Then, when the first undelivered message is detected,
the simulation ends.
30 bytes. The energy consumption during transmission of 30
bytes message equals to 3.9 mJ. The received data are again
acknowledged by the ACK message. It is worthwhile no notice
that Zigbee does not specify CCA and CSMA/CA method to
applied for ACK messages.
For illustration of the entire energy calculation, we assume
only active mode to be included in the calculation together
with the condition that IRx = ITx. Then the entire energy E
consumed by the transmitting device can be derived from the
time that it spends in the active mode:
ttotal =
+
+
=
+
(CCA)+(Tx data request)+(Rx/Tx receiver)+
(Rx ack)+(Rx/Tx sender)+(Tx data)+
(Rx/Tx receiver)+(Rx ack)=
2.368 + 0.32 + 0.192 + 0.16 + 0.192+
0.96 + 0.192 + 0.16 = 4.54ms
(5)
The entire energy dissipated by the sender radio chip equals
to: Esender = 2.4 [V] × 17 [mA] × 4.54 [ms] = 185 μJ. Detailed
description of the IEEE 802.15.4 time processing can be found
in [5].
In same way, the energy consumption for all nodes in the
unicast route can be estimated. However, the energy model
should be optimized with the exact current consumption of
the Rx and Tx processes, we have showed only simpliﬁed
calculation.
VI. SIMULATION OF DESCRIBED MODEL
The introduced model was implemented in the Matlab
environment to validate its performance. We have conﬁgured a
scenario with N = 100 randomly deployed node, where each
node had energy storage of 1 J. The data from all nodes is
unicasted in rounds meaning that during one round, all nodes
unicast data toward the base station (randomly selected node).
The residual energy of the nodes should be visualized by the
color of nodes.
The result of simulation is the energy colored topology and
graph of the live nodes number in dependency on the number
of rounds. As was mentioned in the Introduction section, the
simulation ends when there is no way how to route data to
the base station. It means that all one-hop nodes around base
station depleted own energy. Results of the simulation are
shown in Fig.7 and Fig. 8. One can notice from Fig. 7 that
nodes placed close to the base station (placed on the x-axis) are
loaded with the enormous network trafﬁc since their residual
energy is half in comparison to the far-away nodes.
The simulation statistics showed that nodes with one Joule
transmitted 2243 messages. We can see from Fig. 8 that
network operated more than 160 rounds while the ﬁrst nodes
depleted energy before the 80th round (2243 messages trans-
mitted). From the mentioned implies that with the 1 Joule
origin energy, the entire wireless sensor network can transmit
maximally 160 measurements.
VII. CONCLUSION
This paper does not aim to bring the novel results from
the wireless sensor networking. Instead it aims to serve as
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Fig. 8. Percentage of live nodes during simulation.
the guideline for the student and researchers that want to
validate in Matlab environment own algorithm proposed for
the WSN applications. We have showed how to proposed and
visualize WSN topology and how to route data through the
multihop paths. We have also proposed energy model that
can be used for transformation of the communication cost to
the energy consumption. The ideas in proposed energy model
were supported by the analysis of the real Zigbee network.
We notify, that only simpliﬁed energy model was stated here.
The nodes spent most of time in the sleep mode and thus the
signiﬁcant attention should be devoted to this factor.
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Fig. 4.6: Remaining energy resources of nodes after 160 rounds (left) and the rate
of functional nodes during simulation rounds (right).
4. Chapter summary
This chapter was devoted to the analysis of energy consumption in a wireless net-
work. To that purpose measurement and simulations were performed. It can be
concluded from the conducted measurements that the communication consists of
message transmission, ackn wledgment reception and waiting in an active state.
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The first waiting period is between data request and data transmission (40 ms) and
the second waiting period (1.1 s) was observed when the node is waiting for the
application ACK (ZigBee). ACK at the link layer followed data transmission in
600 𝜇s. Because of the waiting periods the energy consumption significantly differs
in comparison to the situation without waiting. The total energy consumption is
given by integration of the current drain over the period of communication including
waiting in the active state.
For the simulation purposes an energy model was proposed and implemented
into the simulation tool. The simulations show the influence of communication on
the network performance and lifetime. With more extensive communication, nodes
deplete their energy resources faster and die sooner which has a consequent effect on
the rest of the network as well. Therefore, any communication has to be carefully
considered and if necessary, minimize the power consumption by adaptive setting of
output power and ACK usage only when advantageous.
Regarding the distance estimation based on RSS and the necessity of multi-
ple measurement (which means multiple transmissions) it introduces the opposed
requirements. On one side, the minimization of ranging errors requires several trans-
missions and the more the better for the accuracy. On the other side, the higher the
network traffic, the shorter the application lifetime which is obviously undesirable.
The next chapter, therefore, deals with the two opposed initial requirements of
distance estimation and intends to find a compromise solution. To target the issue
a new distance estimation method based on the RSS method is proposed.
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5 PROPOSAL OF NOVEL DISTANCE ESTIMA-
TION METHOD
Distance estimation together with the energy moderation is a crucial prerequisite
for localization in wireless networks with energy constrains. Depending on the ap-
plication and further use of position information, the requirement of the accuracy
of estimation can differ. Location information used only for geographical routing
and data gathering [102]–[103] does not need to be as accurate as applications for
precise object tracking or similar applications.
As concluded from chapter 3 distance estimation is negatively affected by RSS
uncertainty. To overcome this issue multiple packet transmission has to be per-
formed.
Since the wireless networks can be deployed in different environments, the radio
conditions can be also significantly different. It means that in some situations we
have to be aware of a high level of the RSS uncertainty while in others the RSS
uncertainty is low. Moreover, the situation can change and we can experience totally
different RF conditions in the same environment during a certain time period due
to the stochastic character of the RSS uncertainty. To mitigate the uncertainty
several repetitive measurements can be taken. However, we then collide with the
prerequisite of the energy moderation. But even if we accept a higher load at the
beginning of the network deployment when the nodes are localized (which is not a
high portion of total communication), the same can not be acceptable in a network
with mobile nodes and repetitive location update. In this case a traffic load related
to localization is substantial and significantly influences the network lifetime.
A novel method of distance estimation addresses the issue by introducing an
adaptive mechanism of RSS measurement control. It is a method allowing a node
to control the number of RSS measurements in a response to current RF conditions
and required level of RSS uncertainty mitigation.
The proposal rises from the publications [121] and [129].
5.1 Adaptable energy-aware distance estimation
(AEDE)
The proposed novel method of ranging is called Adaptable Energy-aware Distance
Estimation (AEDE) and its key feature is an energy awareness. The method allows
to control energy spent by ranging while mitigating the RSS uncertainty as desired.
And this is the adaptability aspect of the method. Despite keeping the energy
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Fig. 5.1: Time diagram of AEDE method.
consumption under control, it allows to invest more energy in the case of an unstable
environment and higher application accuracy needs.
The AEDE ranging method consists of three phases: RSS request, RSS response
and RSS improvement (Fig. 5.1). There are certain assumptions that are considered
for the method description as follows.
An initial state of a network deployment or location update in a network with
mobile nodes is considered. At the beginning a node does not know either its
coordinates or its neighborhood. To find its location it uses a distributive range-
based localization algorithm with distances as a input. Therefore, it performs a
ranging method first. Let us call this node as U node.
The AEDE method progresses in the following phases:
Phase 1:
The U node sends a packet RSS request with a one-hop broadcasting address
in order to get to know its neighborhood and contact possible anchor nodes. The
packet contains an initial number of measurements (𝑁0) required for the first RSS
estimation.
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Phase 2:
In the second phase all the nodes in the U node’s neighborhood that have received
the message and have a known position (anchor nodes) react1. They transmit 𝑁0
successive packets (RSS responses) with a time space 𝑅𝐼𝑆 (RSS Interleaving Space).
The 𝑅𝐼𝑆 has to be larger than an interframe spacing (IFS)2 or a coherence time
(see 1.1.4) for the particular RF channel in order to get uncorrelated measurements:
𝑅𝐼𝑆 > 𝑀𝑎𝑥 {IFS, 𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒_𝑡𝑖𝑚𝑒} . (5.1)
The coherence time can be also set generally for the environment. The RSS re-
sponse packet contains ID of the node, transmission power level and its coordinates.
The uncertainty of the location can be also part of the packet if the localization
algorithm requires it.
Phase 3:
The third phase consists of RSS analysis and RSS measurement expansion. When
the U node has collected all the measurements it can perform the RSS analysis. In
the RSS analysis the most probable RSS value (𝑅𝑆𝑆) is calculated together with its
uncertainty (𝑢RSS). These are calculated for each anchor node. 𝑢RSS represents the
RSS uncertainty of the channel estimated from the standard deviation of the mea-
surement samples collected. Based on this information and the number of samples
an expected RSS estimation error 𝜖exp is identified in an RSS lookup table which
contains values of a statistical mean error. If the 𝜖exp is larger than the required
estimation error 𝜖req, the U node requests another RSS responses from the particular
anchor node. In other words, it sends an RSS request to a specific anchor with a
required number of RSS responses (𝑁R).
If there are more anchors to be asked for RSS responses, the RSS request can
be cumulative. This means that the U node can create a RSS request addressing
several anchors at the same time. The RSS request then contains several pairs:
Anchor_ID - 𝑁R. The request is addressed to the entire one-hop neighborhood and
the responses come only from the specified nodes.
Subsequently, the U node gets another set of RSS measurements which is pro-
cessed in the RSS analysis and it updates the 𝑅𝑆𝑆 together with the 𝑢RSS. Then,
1Depending on the subsequent localization algorithm the U node can require distances to all
nodes (even with unknown location) but this work considers only anchor nodes for now.
2The interframe spacing (SIFS) following after a MAC frame (MPDU) smaller than 19 Bytes
is at least 192 𝜇s long. Longer interframe spacing LIFS is required for larger MPDU. The LIFS
should exceed 640 𝜇s. [93]
80
searching in the RSS lookup table follows. This step is repeated until the required
precision is reached.
All the 𝑅𝑆𝑆 values are used together with the signal propagation model resulting
in a distance estimation processed further by a certain localization algorithm.
To make the ranging method even more efficient the link layer ACK is not trans-
mitted since it is arbitrary in the low-power networks [93]. The reliable packet
transmission is not necessary in this case. Regarding the RSS request, the recipi-
ent that does not receive the request (or the request is corrupted) is considered as
inexistent. If the recipient receives the request correctly, it answers with the RSS
responses.
If the RSS response is not delivered correctly the U node takes into account
only the received number of RSS responses. To prevent waiting for undelivered
RSS responses, the U node introduces a waiting time 𝜏w, the longest time before
performing the RSS analysis.
Therefore, to disable ACK, the sixth bit in the Frame Control field of the 802.15.4
frame is set to zero.
The transmission of𝑁𝑅 RSS responses is the most energy efficient if the transceiver
is switched on only during the time necessary for the transmission and then switched
off for the 𝑅𝐼𝑆 period again. The burst transmission can be accomplished only if
the node uses GTS (guaranteed time slot). Otherwise, the CSMA-CA method is
used before each transmission which is less energy efficient. When using GTS, the
superframe period has to be considered. A long period could significantly prolong
the localization phase or make it even unfeasible. This issue has to be further
investigated but is out of the scope of this work.
5.1.1 Format of localization packets
With regards to addressing, the Destination Address field is set as a broadcast ad-
dress (0xffff) in the RSS request and as a specific address of the U node in the RSS
response frame. It means that the request is processed by all listening nodes in the
one-hop neighborhood and the response only by the U node. The differentiation
between addressed nodes expecting to send RSS response is specified in the upper
layer. The initial RSS request then includes an identification field with 0xffff iden-
tifying all the recipients and 𝑁0 number of requested RSS responses. In the case of
a cumulative RSS request sent in the third phase the content identifying targeted
nodes is given as depicted in Fig. 5.2.
𝑀A is the number of following pairs Anchor_ID - 𝑁R. Apparently, for the
broadcast request the𝑀A equals 1 and the next field is a broadcast identifier followed
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MA A1 Nr1 A2 Nr2 AM NrM
Octets
 2
2 2 2 2 2 2
...
Fig. 5.2: Content of the RSS request packet.
by the initial number of requested measurements.
When an anchor receives the RSS request with the corresponding identifier (or
broadcast request) it sends 𝑁R RSS responses. The responses are then sent in a
successive manner one by one with the 𝑅𝐼𝑆 time spaces without waiting for ACK.
The RSS responses are formated as shown in Fig. 5.3.
RSS Format ID TX level Coords Coord. error
Octets
 1
2 1 0-Bc 0/4
Fig. 5.3: RSS response data field.
The RSS Format field defines a format of RSS response. It identifies a type of
coordinate system and a format of coordinates. Moreover, it also allows arbitrary
use of location error information. There are three bits left for future use, too. The
Format field is shown in Fig. 5.4.
Coordinates type Reserved Error field
Bits
 0-3
4-6 7
Fig. 5.4: RSS response Format field.
The coordinate type and a number is given by the class code defined a priori.
Tab. 5.1 is an example of the class code definition table. The code has a length of 4
bits, and thus, it supports up to 16 different coordination systems. The last bit in
a format field determines whether a location error information is provided as well
or not. Zero bit means not provided and true bit indicates that the coordinates are
provided with an error information.
ID field
ID field is an identification of the anchor node. It can be the same as the node’s
mac address or defined independently. Thus, each application can provide its own
style of node identification. It can be either numerical code or even a string type
depending on the definition.
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Code Coordinates Length (B)
00 Cartesian 2D 8
01 Cartesian 3D 12
02 Polar 12
.. .. ..
Tab. 5.1: Coordination class codes.
TX level
This field contains an information about the transmission power level used for
transmitting the RSS response. It is crucial information for the correct identification
of a path loss and estimation of the distance based on the signal propagation model.
Coords
Location information of the anchor is announced here. Coordinates are formated
according to the class code identified in the RSS Format field. Therefore, the length
of this field (0–𝐵𝑐) is variable depending on the coordinate type used.
Coord error
The last field of the RSS response is an arbitrary information about the error
of the location information provided. We should be aware of the fact that anchors’
coordinates can be erroneous as well. And thus, a location algorithm should be able
to incorporate the location uncertainty.
5.1.2 Analysis of signal strength measurement
Repetitive measurements give a bigger set of data from which the RSS value for the
distance estimation is calculated. Supposing a log-normal distribution of measure-
ments (as concluded from several works, e.g. [59][76]), the larger the set we have the
more precisely the mean value of the measurement can be determined. The precise
mean value of the measurements is important since it represents the channel with-
out any fast fading, and thus, also a desired output of the repetitive measurements.
Fig. 5.5 presents a simulation with a different number of measurement samples in
the set and the error of the estimated mean from the true value.
The simulation was conducted for several RF channels with different character-
istics of RSS uncertainty. The simulation was repeated 10 thousand times and the
results of this simulation were used to create a RSS lookup table which is used as a
reference RSS estimation error table in the AEDE method.
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It is obvious that the precision increases with a larger dataset. The increase
is exponential, and thus, the precision increases the most with a lower number of
samples. Additional samples have a bigger influence on a smaller dataset than on
a larger one. In other words, the marginal improvement of the new measurement
decreases like the total number of samples increases.
The tendency is the same for all the modeled channels but the error of the
estimation is smaller for smaller RSS uncertainty. It means that the RSS estimation
is more precise for a channel with less interference caused by fast fading.
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Fig. 5.5: Mean error of the RSS estimation with various number of measurement
samples and under various channel uncertainty u.
It could be concluded from the simulation that the precision is given exclusively
by the number of measurement samples. However, the simulation presented just an
average value of the estimations. In fact, the estimation of each measurement set3
with the same number of samples can be different. This can be seen in Fig. 5.6.
The same number of measurement samples can result in quite a different error. It
can be very precise or, on the other hand, as large as a multiple of the average
value (dashed line) showed previously. Therefore, it is not possible to ensure the
maximum error of the estimation based on Fig. 5.5. The values in Fig. 5.5 are the
mean of the expected error with the normal distribution and a certain standard
deviation. The expected error together with its standard deviation for the channel
uncertainty 𝑢 = 9 can be seen in Fig. 5.7. It means that, if we have for example 20
3Measurement set, dataset, measurement samples refer to the set of measurements obtained
from the neighbor after one RSS request
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Fig. 5.6: Error of RSS estimation with 20 measurement samples.
measurements samples from the channel with 𝑢 = 9, the error of the estimation will
be most probably 1.6 dBm but can reach up to 2.8 dBm in some cases.
The mean calculation can be taken again to improve the RSS estimation. If
we have several sets of measurements we can take their means and average them
again which results in better estimation as can be seen in Fig. 5.8. The figure shows
an error of the RSS estimation calculated from several sets of measurements. The
measurement set of 20 measurement samples was taken as an example.
Fig. 5.8 confirms the expectation that we get a better estimation provided we
repeat the measurement and we obtain a new set of measurement samples. Taking
a closer look at the values in the figure one finds out that they correspond to the
values in Fig. 5.5. For example, the two sets of 20 sample measurement result in
the average error of 1.12 dBm which corresponds to the 40 sample measurement in
Fig. 5.5. Therefore, the new set of measurements can add a certain accuracy to the
estimation as expected from Fig. 5.5. However, we have to still keep in mind the
standard deviation of the expected error as seen in Fig. 5.7.
In the previous simulations, the constant channel uncertainty was taken into
account. However, the uncertainty can change with each measurement set. As the
conditions change dynamically the channel properties can also vary and influence
each measurement set. Therefore, the characteristics of actual measurement should
be considered as well. Degradation of the RF channel condition can result in larger
standard deviation of the measurement set and subsequently less accurate RSS es-
timation (see Fig. 5.5).
Therefore, in the AEDE method the actual channel properties are included into
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Fig. 5.7: Mean error of the RSS estimation with various number of measurement
samples together with its standard deviation. Channel uncertainty 𝑢 = 9.
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Fig. 5.8: Average error of the RSS estimation with different number of measurement
sets with 20 measurement samples.
the calculation as well. Kalman filter is used for that purpose. Considering we
have two sets of measurement 𝒩 (𝜇1, 𝜎1) and 𝒩 (𝜇2, 𝜎2), we determine the new RSS
estimation using Kalman filter as:
𝑅𝑆𝑆 = 𝜎
2
1𝜇2 + 𝜎22𝜇1
𝜎21 + 𝜎22
(5.2)
and the update of the standard deviation is
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𝜎 =
⎯⎸⎸⎷ 11
𝜎21
+ 1
𝜎22
. (5.3)
For example if we consider two datasets of 20 samples; one with 𝜎1 = 9 dBm
and the other with 𝜎2 = 3 dBm. With the classical approach (not considering
the standard deviations of the dataset) we would get an average error of approxi-
mately 0.83 dBm while with the Kalman filter we obtain a value 0.53 dBm. Further
improvement could be obtained with additional datasets.
When the initial set of RSS responses (𝑁0) is received at the U node, it collects
all the RSS measurements and processes the RSS analysis. The purpose of the
analysis is to find the most probable RSS value not affected by the time variation
and its uncertainty. If the expected error is larger than a predefined threshold it
requests other RSS measurements.
The initial estimation of RSS from an anchor i is given as
𝑅𝑆𝑆0,𝑖 = 𝑅𝑆𝑆𝑖 =
1
𝑁0
𝑁0∑︁
𝑘=1
𝑅𝑆𝑆𝑖,𝑘 (5.4)
with an uncertainty
𝑢0,𝑖 = 𝑢𝑖 =
⎯⎸⎸⎷ 1
𝑁0(𝑁0 − 1)
𝑁0∑︁
𝑘=1
(𝑅𝑆𝑆𝑖,𝑘 −𝑅𝑆𝑆𝑖)2. (5.5)
Based on the uncertainty and number of RSS packets the expected statistical
mean error is looked up in the RSS lookup table for each anchor (𝜖exp,i). The
RSS lookup table contains the mean error for the estimation based on the number
of samples and the RSS uncertainty of the channel calculated from the standard
deviation of the measurement set.
The decision whether to ask for additional RSS response packets or not is based
on the condition
𝜖exp,𝑖 > 𝜖req, (5.6)
where 𝜖req is a threshold given by accuracy requirements. If the condition (5.6) is
fulfilled the U node sends an RSS request to the 𝑖-anchor with 𝑁𝑛,𝑖 value indicating
requested number of RSS responses. Index 𝑛 indicates the 𝑛-th round of the process.
The number of requested responses determines the accuracy of the new 𝑅𝑆𝑆𝑛,𝑖 and
𝑢𝑛,𝑖 derived from the collected measurement set.
When the new measurement set for anchor 𝑖 is received and the new 𝑅𝑆𝑆𝑛,𝑖 and
𝑢𝑛,𝑖 are calculated (using formulas 5.4 and 5.5) the composite RSS estimation and
its uncertainty are updated using Kalman filter:
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𝑅𝑆𝑆𝑛,𝑖 =
𝑅𝑆𝑆𝑛,𝑖 · 𝑢2𝑛−1,𝑖 +𝑅𝑆𝑆𝑛−1,𝑖 · 𝑢2𝑛,𝑖
𝑢2𝑛−1,𝑖 + 𝑢2𝑛,𝑖
, (5.7)
𝑢𝑛,𝑖 =
⎯⎸⎸⎷ 11
𝑢2𝑛,𝑖
+ 1
𝑢2𝑛−1,𝑖
. (5.8)
The total number of RSS measurement samples is updated as well:
𝑁𝑛,𝑖 = 𝑁0 +
𝑛−1∑︁
𝑘=1
𝑁𝑘,𝑖. (5.9)
𝑁𝑛,𝑖 and 𝑢𝑛,𝑖 are used as indices in the RSS lookup table and the new 𝜖exp,𝑖 is
found. The condition 5.6 is applied again. If it is fulfilled, the whole phase repeats
again. Otherwise the value 𝑅𝑆𝑆𝑛,𝑖 is taken as the RSS estimation for 𝑖 anchor.
5.2 Chapter summary
This chapter was devoted to the proposal of a novel ranging method called AEDE.
First, a general description was given to understand the concept of a new approach.
The AEDE method aims to reflect the actual conditions in the RF channel by
adaptive RSS measurement control in order to meet the accuracy requirements of an
application. The RSS estimation and exploited energy is controlled by the number
of transmitted packets used for the RSS measurement. The decision making process
in the AEDE is build on the statistical values of expected error provided the given
number of measurements and their variance which is implemented in the RSS lookup
table.
Further in the chapter, the aspects of the method regarding packet formating,
timing and decision process are discussed in more detail. The method introduces
RSS request and RSS response packets. The RSS request packet is used to invoke
the RSS responses from anchors in the neighborhood. The reception of the RSS
response packet is used to measure the RSS level and it also contains information
necessary for distance and coordinates calculation.
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6 EVALUATION OF NOVELMETHOD IN SIM-
ULATOR
Every new algorithm, protocol or method has to be tested first in order to see if the
initial assumptions were correct and the new method performs as expected before its
implementation into real applications. This can be done either in an experimental
testbed or in a suitable simulator. Setting an experimental testbed is often more
expensive and also time consuming than simulations, therefore, simulations are pre-
ferred in the initial evaluation phases. Moreover, the basic features of the proposal
can be tested better in the simplified environment where only the key aspects play a
role. Experiments are more prone to failures and negative effects independent of the
tested method, which complicates the evaluation. Therefore, also the novel AEDE
method is first evaluated in the simulator.
For the evaluation several tools are available. Either network simulator such
as NS2, Opnet, OMNet or more general simulator such as Matlab can be used.
Every simulator has its particular pros and cons and it can be suitable for different
purposes and in different situations. However, none of them is ideal for general use.
The appropriateness of the most well known currently available tools was studied
and the results are published in [131]–[134].
After a careful consideration Matlab was chosen as a suitable tool for AEDE eval-
uation. It offers programming environment for easy implementation of the method
and a radio channel as well. Matlab is not a network simulator in general but it
can be advantageously used for simulations of certain parts of the networks such as
radio channel in this case.
In the next section, the description of the implementation of the AEDE method
follows together with the presentation of results of preformed simulations.
6.1 Implementation and simulation results
The AEDE method is a method designed for a network use, however, it focuses
on the node’s one-hop neighborhood. The distance estimation always takes place
between two nodes. And the RF channel influences the distance estimation the
most. Therefore, the simulation of the AEDE method is focused on the RF channel
between two neighboring nodes.
The implementation follows the proposal described in the previous chapter 5
with initial conditions set as described below.
First, and most importantly, the RF channel characterization has the biggest
impact on the simulation results. The signal propagation reflecting the channel
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properties can be described by a signal propagation model. As discussed in chapter
1 several models have been proposed. For the AEDE simulations the Path loss
model of signal propagation (see 1.24) has been chosen and implemented since it
reflects the most important path loss and fast fading. The fast fading is expressed
as a log-normal random variable, which was used in the same manner in the channel
model.
Then, the AEDE was implemented in phases corresponding to the logical phases
of the AEDE development. The performance metric of the method consists of the
final RSS estimation error and the number of packets transmitted to achieve that.
The RSS estimation improves with each additional round of the AEDE while the
number of packets grows accordingly.
Fig. 6.1 presents the results of the AEDE performance in comparison with the
classical method using a fixed number of measurements (20 and 40 in this case) for
the RSS estimation. The figure combines both metrics. The error of the RSS esti-
mation is given on the left y-axis and the number of required packets (determining
the energy consumption) on the right side. For the AEDE method both RSS request
and RSS response packets were considered. For the classical approach measurement
packets together with the acknowledgment packets were taken into account since the
acknowledgment is a significant part of the energy consumption. In this sense, the
classical approach is a method of collecting a fixed number of measurement samples
regardless the ambient RF conditions or application requirements.
The simulation was performed for the distance of 15 m in the channel charac-
terized by the Path loss model with the fast fading distribution 𝒩 (0, 𝜎). The 𝜎
is a standard deviation of the channel uncertainty determined by fast fading. The
middle precision and 20 sample measurement sets were chosen in the AEDE initial
setting. The maximal number of the RSS response packets was limited to 100 in
total since it is a reasonable limit for most of the applications.
One can see in the figure that higher uncertainty of the channel implies also a
higher consumption (given by number of transmitted packets) in order to meet the
initial conditions. The smaller error is obtained with less effort for RF channel with
the smaller standard deviation of the uncertainty. The error of the RSS estima-
tion obtained from the classical approach with a constant number of measurement
samples is depicted by red and green circles in the same figure. Apparently, the
AEDE outperforms the classical approach with 20 measurement samples in all the
cases while the consumption is even smaller than with the classical approach in the
environment with 𝑢 up to 5 dB of the RSS uncertainty approximately. In the rest
of the cases more energy is depleted but better estimation results are achieved.
Considering the classical approach with 40 samples for RSS estimation, the
AEDE has better or similar accuracy if 𝑢 > 4 dB. The precision of the classical
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Fig. 6.1: Performance of the AEDE method together with the classical approach.
approach is better only for RF channels with a smaller uncertainty. However, the
consumption is unreasonably high in that case. In all the cases the AEDE features
smaller consumption although it outperforms the classical approach by approxi-
mately 30 % in the RF channel with high uncertainty.
The conducted comparison has to be seen in terms of application requirements.
If an application does not require high precision the lower number of packets can be
transmitted, and thus, less energy is consumed. On the other side, if the application
benefits from the higher precision of the estimation and it can afford to spend more
energy the AEDE allows high precision estimation even in environments with a
strong fast fading effect as can be seen in Fig. 6.2.
For applications with high accuracy needs, it is possible to improve the RSS
estimation by 70 % in comparison with classical approach with 20 measurement
samples in highly unstable environmets. In applications using the classical approach
with 40 measurement samples the improvement of the AEDE is still around 55 %.
Possible performance of the AEDE method under different application require-
ments are depicted in Fig. 6.3. As an example, three levels of accuracy were pre-
sented – low, middle and high. Taking this as initial requirements the AEDE pro-
gresses accordingly. The RSS estimation error is depicted with markers and related
to the left y-axis while the vertical bars represent the number of packets needed for
the estimation which is enumerated on the right y-axis.
The figure shows that based on the application requirements the AEDE method
gives different results and allows to spend less energy when low accuracy of the
estimation is sufficient. If an application does not need high accuracy of the estima-
tion, the RSS estimation error is higher but energy spent during the estimation is
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Fig. 6.2: Performance of the AEDE for applications with high accuracy needs.
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low. On the other hand, the accuracy can be significantly better if required which
consequently results in higher energy consumption.
6.2 Chapter summary
For the simulation of the novel distance estimation method Matlab was chosen as
the most appropriate simulation tool since it offers flexibility and all the required
functionalities in a user friendly environment. First, the analysis of the uncertainty
of the RSS estimation with the normal distribution was performed. The simulation
resulted in the generation of a RSS lookup table, which is further used in the AEDE
method.
The AEDE was implemented following the phases of the proposal (chapter 5).
The simulations of the AEDE were performed in the RF channel described by the
Path loss signal propagation model allowing the simulation of the random fast fading
in the channel. The simulations were performed with several configurations of the
AEDE, various initial requirements and channel uncertainty. For the evaluation, an
error of the RSS estimation and number of transmitted packets were used as metrics.
The AEDE method was compared to the classical approach with a fixed number of
transmitted messages for RSS estimation (measurement sets of 20 and 40 messages
were taken as an example). All the simulations were conducted 10 thousand times
for the credibility of the results and the average value was depicted and used for
evaluation.
There are several samples of performed simulation results presented in this chap-
ter. For the understandability of the results and the clarity of the figures the error
of the RSS estimation required by an application is classified as low, middle and
high.
The simulations show that the AEDE method is able to meet the accuracy
requirements of the application while taking into account the uncertainty of the
channel. At the same time it respects the energy constrains of the nodes and it
uses just the minimal necessary number of transmissions. One can see from the
presented results that the new method outperforms the classical approach with 20
measurements by 70 % in environments with high uncertainty, provided a high
accuracy of the application is required. In environments with lower uncertainty
the improvement is not so enormous but it is still significant. More importantly,
the AEDE reflects the lower uncertainty and reduces the number of transmitted
massages while still keeping the required accuracy.
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7 EXPERIMENTAL EVALUATION OF PROPOSED
METHOD IN REAL NETWORK
After the evaluation of the AEDE method in a simulator implementation on COTS
devices and testing in the network under real conditions followed. Waspmote sensor
nodes1 were chosen as a platform for the AEDE assessment. The AEDE was im-
plemented as described in chapter 5 for the evaluation purposes. The testbed was
composed of an unknown node, an anchor and a gateway in order to investigate the
performance of the AEDE between the two standalone nodes (Fig. 7.1).
Anchor
Gateway
Unknown
Fig. 7.1: Experimental testbed schema.
Waspmote is a low-power platform dedicated to monitor ambient environment
with the capability of wireless communication. Waspomote is a modular system
based on widespread ATmega1281 microcontroller with 8 kB SRAM and 4 kB
EEPROM running at frequency 8 MHz. It is powered by an external battery (3.3–
4.2 V) or alternative harvesting device (e.g. solar panel). It is equipped with several
I/O interfaces including 7 analog, 8 digital, PWM, 2 UART, I2C and USB used
for programming and debugging. A SD card (up to 2 GB) can be used for data
storage. The Waspmote platform offers several modular communication interfaces
such as Wifi, Bluetooh, GSM/GPRS and mainly 802.15.4/ZigBee allowing network
cooperation. Waspmotes equipped with RF module Digi XBee-802.15.4 in frequency
band 2.4 GHz with transmission power up to 1 mW and sensitivity -92 dBm were
used in the designed testbed [99].
The Waspmote platform offers several modules that can enhance the usability
of the node such as different sensor boards with specific sensors (e.g. pollution and
event monitoring), GPS receiver, RFID/NFC or expansion radio board allowing to
1Libelium http://libelium.com
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connect more radio interfaces. Thanks to the modular architecture Waspmotes can
be customized to the various specific application needs.
Programming of Waspmotes is based on c++ programming language and for
application development Wasmote IDE is provided. The code consists of two main
parts – an initialization setup run just once after the program start-up and a loop
part which is repeated infinitely. The novel AEDE method was implemented as an
application process. The flow chart of the implementation can be seen in Fig. 7.2.
Start
Coordinates 
unknownNO
No, I am anchor.
Yes, I am 
unknown.
Create RSS 
packet.
Broadcast the 
RSS packet
Waiting for 
response ( w)
RSS analysis: 
RSS, u, Nr
Search in look up 
table -> exp
exp reqYES
Create RSS 
packet
Unicast the RSS 
packet
YES
Under energy 
limit
NO
YES
NO
Report to 
Gateway
Initial setup
Got response
YES
NO
Waiting for RSS 
request ( T)
Got response
Create and 
unicast RSS 
response N-times
YES
NO
Fig. 7.2: Flow chart of the implementation of the AEDE method.
Several measurements with Waspmotes programmed with the AEDE method
were conducted to evaluate the functionality of the AEDE. The testbed was deployed
in a laboratory with a random movement of objects and persons. Several networks
operating in the 2.4 GHz band were detected in the laboratory as well. However,
their presence impacted mostly the data packet loss ratio and not RSS. The most
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significant RSS variation was observed during movement in the laboratory.
The XBee RF module provides received signal strength indicator (RSSI) param-
eter, which reflects the received signal strength. As the manufacturer comments
the measurement is accurate from -40 dBm to the sensitivity level [99]. Therefore,
the measurement was designed considering this fact and the nodes were placed in
several scenarios but always keeping the distance resulting in the RSSI lower than
-40 dBm. During the evaluation we should be also aware of the particular accu-
racy of the RSSI given by the RF module. Certain publications indicate that the
RSSI measurement of 802.15.4 platforms might not be very accurate featuring even
certain nonlinearities over the measurement range [100].
During the experiment the nodes in the network were set to run the AEDE
process indefinitely. For comparison, the estimation of the RSSI using the classical
method was conducted and reported as well. Several results of measurement are
presented in Fig. 7.3. The classical method is referred to as a method collecting a
fixed number of measurement samples under all conditions (20 samples in this case).
The uncertainty in the radio channel was not the same over the whole experiment.
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Therefore, in some cases the AEDE method gives the same results as the classical
approach. In the rest of the cases, when higher uncertainty of measured dataset
was detected, the AEDE method resulted in more transmitted packets and higher
accuracy. The number of transmitted packets is depicted on the right side of the
figure.
The measured RSSI varies over the interval of measurement. It is a generally
observed phenomenon that should be addressed by a signal propagation model. The
AEDE method helps to avoid fast changes in RSSI measurement but not the slow
changes of RF conditions. The improvement of the RSSI estimation in the presented
measurement can be seen in Fig. 7.4. If the uncertainty of the measurement exceeds
the determined threshold, the AEDE method triggers an extra measurement and
the estimation of the RSSI improves. In the measurements where the uncertainty
is under a given threshold the AEDE performs as a classical method without any
extra energy cost. This is depicted in the figure as zero values.
It can be concluded that the AEDE method performs well also under real condi-
tions. The proper functionality was confirmed by implementation in a network with
Waspmote nodes where the AEDE was run hundreds of times. The method was
implemented as an application based on the proposal from chapter 5. The nodes
ran the application indefinitely, repeating the AEDE method in 10 s intervals after
the initial setup of the network and application parameters. The nodes were placed
in various distances respecting the accuracy range of RF modules.
The presented figures show the RSSI value resulting from both the classical
method and the AEDE method for comparison. When the uncertainty of the RF
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channel, and the measured dataset, is below a given threshold, the AEDE method
provides the same results as the classical method without higher energy expenses.
However, when the RSS uncertainty exceeds the threshold the AEDE method im-
proves the RSSI estimation by providing more samples in the dataset. The improve-
ment of the estimation of certain measurements can be seen in Fig. 7.4 where the
AEDE method provides improvement up to almost 7 dB in some cases.
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8 CONCLUSION
This thesis is devoted to localization in wireless networks with a focus on distance
estimation since the distances between nodes are key input parameters for many
localization algorithms. Thus, the accuracy of the distance estimation directly in-
fluences the accuracy of the localization. Several methods of distance estimation
have been proposed but up to the author’s best knowledge none of them addresses
the energy consumption and adaptability as a response to ambient conditions.
Therefore, a proposal of the energy-aware distance estimation method for general
use adaptable to ambient conditions and application requirements was stated as the
primary objective of the thesis.
First, a brief introduction into the topic was presented in chapter 1. Several
distance estimation methods together with their role and influence in the localization
process were described. Because of the further focus of the thesis on the estimation
method using received signal strength, the signal propagation was addressed as well.
Before the proposal of the novel method, an extensive experimental analysis of
the localization method based on received signal strength and radio characteris-
tics influencing this method was performed. Furthermore, an experimental analysis
of energy consumption of commercial ZigBee devices was carried out, too. Both
analyses resulted in an efficient proposal of the new method.
It was observed from the performed analysis that radio environment is not stable
but stochastic and current signal propagation models are not capable to adapt to the
uncertainty of the received signal strength measurement. The significant variation
of the received signal strength measurement is caused by common multipath and
fast fading effect of the signal propagation. The standard deviation of measurement
variation observed was up to almost 9 dBm in certain cases and 2 dBm in average. It
resulted subsequently in erroneous position estimation. Therefore, the uncertainty
of the measurement is addressed in the new proposal.
The slow fading can be combat using proposed frequency diversity as observed
during the investigation of the signal propagation. Although, it is a different ap-
proach to minimizing the ranging error, it is an important contribution that implies
almost 50 % improvement of position estimation in applications operating in fre-
quency band with sufficient frequency span (e.g. 2.4 GHz ISM band).
The main contribution of the thesis consists of the proposal of a novel method
for distance estimation (AEDE) presented in chapter 5. The method is adaptable to
radio channel conditions and application requirements while respecting low energy
consumption during the process. The proposal includes the description of the three
phases of the method, time scheme and also specific packets’ formats.
The novel method was subsequently evaluated in a simulator and experimental
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testbed under real conditions. Both evaluations proved the proper function of the
method and its benefits in environment with radio unstable conditions as presented
in chapter 6 and chapter 7.
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B APPENDIX 2
B.1 AEDE evaluation under real conditions – ad-
ditional measurements
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Fig. B.1: AEDE evaluation in series of RSSI measurements.
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