We consider the problem of interpolation to a sequence of n-variate periodic data functions prescribed on { j} × R n , j ∈ Z + , from a space of piecewise polyharmonic functions (polysplines) of n + 1 variables. A unique solution is obtained subject to boundary conditions of the type employed in Duchon's theory of polyharmonic surface splines. The construction of the polyspline scheme is based on the extension of Schoenberg's semi-cardinal interpolation model to a class of univariate L-splines.
Introduction
Schoenberg's semi-cardinal interpolation (SCI) spline scheme constructs a unique polynomial spline function with prescribed values on the knot-set Z + of non-negative integer abscissae, subject to 'natural' end-point conditions at 0 (see [21, 22] ). Serving as a limit model for spline behaviour on a finite interval [0, N ] with N → ∞, the SCI scheme was applied by Schoenberg to settle certain conjectures of Meyers and Sard on quadratures.
The idea of modeling boundary effects in multivariable interpolation has recently motivated the extension of the SCI scheme to data prescribed on the semi-space lattice Z + × Z n . Such multivariate SCI schemes have been constructed from native spaces generated by radial basis functions (see [2, 3] for Duchon's polyharmonic surface splines, [8] for multiquadrics), as well as from spaces of shifts of the quartic three-direction bivariate box-spline (see [4, 7] ). In particular, the analysis of the latter SCI schemes has demonstrated that box-spline extensions of the univariate 'natural'/'not-a-knot' end-conditions achieve halving/maximal accuracy effects. The box-spline SCI boundary conditions have also been applied to subdivision surfaces in CAGD [18] .
The present paper obtains a new type of extension of the SCI model by considering interpolation on the set Z + × R n of parallel hyperplanes from a space of periodic polysplines. Introduced by Kounchev [11] as piecewise polyharmonic functions whose domain pieces are separated by smooth hypersurfaces, the polysplines represent an important multivariate generalization of the spline concept, with applications to wavelets and practical reconstruction problems from transfinite (track/scan) data [12, 13] .
To describe the polyspline space in which we formulate and solve the SCI problem, let |α| := α 1 +· · ·+α d and D α :
for any multi-index α ∈ Z d + . A function ϕ : U → C defined on an open subset U of the Euclidean space R d is polyharmonic of order p on U if ϕ ∈ C 2 p (U ) and ∆ p ϕ (x) = 0 for all x ∈ U , where ∆ p is the pth iterate of the Laplacian
→ C is called a semi-cardinal polyspline of order p on strips in R n+1 if S ∈ C 2 p−2 R n+1 and S is polyharmonic of order p on each of the strips Ω j := (t, y) ∈ R × R n : t ∈ ( j, j + 1) , j ∈ Z + , and Ω − := (t, y) ∈ R × R n : t ∈ (−∞, 0) .
If T = [−π, π], let S + p R × T n be the space of semi-cardinal polysplines S of order p on strips in R n+1 that are 2π-periodic in each of the last n variables and satisfy D α S ∈ L 2 (−∞, 0) × T n , ∀ |α| = p.
(1)
The main result of the paper (Theorem 15 in Section 4) proves the existence of a unique semi-cardinal polyspline S ∈ S + p (R × T n ) whose restriction to { j} × R n for j ∈ Z + is a prescribed sequence of n-variate periodic data functions. The Lagrange-scheme construction of S is obtained by separation of variables from certain univariate L-spline schemes that depend on a parameter. Accordingly, a substantial part of the paper (Section 3) is devoted to the extension of Schoenberg's SCI scheme to a class of exponential L-splines satisfying 'natural' end-point conditions, using the Fourier transform approach introduced in [1] . Several auxiliary results on the separation of variables procedure and on Micchelli's theory [16] of cardinal L-splines are collected in Section 2.
The feature that distinguishes the semi-cardinal polyspline scheme from the case of cardinal polyspline interpolation on Z×R n treated in [6] is the 'Beppo Levi' boundary condition (1) . This type of extension of the univariate 'natural' end-conditions has been used before in Duchon's theory of multivariable interpolation [9] , in which an optimal interpolant to scattered data is selected from a Beppo Levi space of functions with square integrable partial derivatives of given total order (for generalizations to native spaces of radial basis functions, see Madych-Nelson [15] and Schaback [19] ). Different extensions of the 'natural' end-conditions to polysplines have previously been studied by Kounchev [12] under the restriction that p is even.
The results of the present work may be useful for further investigations into the boundary behaviour of polyspline and related radial basis schemes. For a finite number of strips, the construction and variational characterization of polysplines satisfying Beppo Levi boundary conditions both on the left and right boundary pieces will be addressed in a future paper.
Preliminaries
Throughout the paper, , denotes the dot product in R n , and |x| := x 2 1 + · · · + x 2 n the Euclidean norm of x ∈ R n .
Separation of variables
be the sequence of Fourier coefficients of S with respect to the last n variables. For a fixed ξ ∈ Z n , denote by S (·, ξ ) the function that maps t to S (t, ξ ).
For each ξ ∈ Z n , consider the ordinary differential operator
whose null-space is
 span e ±|ξ |t , te ±|ξ |t , . . . , t p−1 e ±|ξ |t , if ξ = 0,
Then, as in [6, Lemma 2.1] we deduce S (t, ξ ) ∈ Ker L ξ for t ∈ ( j, j + 1), j ∈ Z + , as well as for t ∈ (−∞, 0), since S is polyharmonic of order p on the strips Ω j and Ω − . Moreover, the boundary condition (1) implies
Indeed, differentiating under the integral in (2) and invoking the Schwarz inequality, we have
Since the last iterated integral is finite, S (t, ξ ) must satisfy (4) for t < 0.
The space of all natural semi-cardinal L ξ -splines will be denoted by S + p,ξ . The above arguments imply the following separation of variables result.
, then S (·, ξ ) ∈ S + p,ξ for each ξ ∈ Z n . A converse approach will be used in Section 4 to construct interpolating semi-cardinal polysplines from natural semi-cardinal L ξ -splines. 
Cardinal L ξ -splines and eigensplines
The following basic facts on the theory of cardinal L ξ -splines were established by Micchelli [16] for more general operators L in place of L ξ .
By analogy with the polynomial spline case, up to a constant factor there exists a unique non-trivial cardinal L ξ -spline with minimal compact support of length 2 p and taking only nonnegative values. Let M p,ξ be the centred version with support [− p, p] of this B-spline. Define the polynomial
which was termed the Euler-Frobenius polynomial by Schoenberg in the classical case when ξ = 0. For p ≥ 2, Micchelli's theory guarantees that π p,ξ has only simple negative zeros which are reciprocal in pairs, hence it can be factored as
where C p,ξ is a constant depending only on p and ξ , and
The roots of the polynomial π p,ξ provide an elegant description of the class of cardinal 'nullsplines'
belong to S 0 p,ξ . In Schoenberg's terminology, Φ p,ξ is the 'exponential Euler spline' and S ±l are the 'eigensplines' of S p,ξ . Remarkably, these 2 p − 2 eigensplines form a basis for the linear space S 0 p,ξ . Moreover, from their definition and the compact support of M p,ξ , it follows that the eigensplines S l (t) decay exponentially as t → ∞ and have exponentially increasing oscillations as t → −∞, while S −l (t) = S l (−t) exhibit the reversed behaviour at ±∞, for each l = 1, . . . , p − 1. By termwise differentiation we obtain the same behaviour at ±∞ for all derivatives up to order 2 p − 2 of the eigensplines S ±l . Now we can establish the following analog of [22, Lemma 2]. Lemma 6. Let p ≥ 2 and suppose that the linear combination of eigensplines
satisfies s ∈ S + p,ξ . Then a 1 = · · · = a p−1 = 0.
Proof. Note that s ∈ S + p,ξ and p ≥ 2 imply the following end-point conditions:
Consider the convergent integral
Using integration by parts, conditions (7) , and the exponential decay of all derivatives up to order 2 p − 2 of the eigensplines S l , l = 1, . . . , p − 1, we obtain
Since s ∈ Ker L ξ on each interval (k, k + 1), k ∈ Z + , there exists a constant σ k such that
Since s is a linear combination of eigenfunctions that decay at ∞, we deduce that s must be the trivial linear combination, as required.
We remark that Definitions 2 and 5, and all the above results on eigensplines including Lemma 6 remain valid if ξ ∈ Z n is replaced by ξ ∈ R n .
Natural semi-cardinal L ξ -splines
Let p ∈ {1, 2, . . .} and, for each ξ ∈ R n , let L ξ be operator (3). The following theorems establish the L ξ -spline extension of Schoenberg's results [22, Section 1] on semi-cardinal interpolation.
Theorem 7. If the sequence y j ∞ 0 of real numbers satisfies, for some constants C 1 > 0 and γ ≥ 0, the power growth condition
then the interpolation problem
has a unique solution s ∈ S + p,ξ such that, for each m ∈ {0, 1, . . . , 2 p − 2},
where C 2 depends on C 1 , γ , p, but not on ξ .
In particular, for each j ∈ Z + , the ' jth fundamental function' L ξ, j of the interpolation problem (8) is the unique function in S + p,ξ , bounded on [0, ∞), which satisfies
Theorem 8. There exist positive constants C 3 = C 3 ( p) and β = β ( p) such that for all ξ ∈ R n , j ∈ Z + and m ∈ {0, 1, . . . , 2 p − 2} the following estimate holds:
Theorem 9. The unique solution s of Theorem 7 can be represented by the Lagrange series
absolutely and uniformly convergent on compact subsets of [0, ∞).
Since the proofs are trivial if p = 1, in the following we assume p ≥ 2.
Note that if the fundamental functions L ξ, j , j ∈ Z + , satisfying (11) are constructed independently of Theorem 7, it is straightforward to show as in [22, Section 5 ] that the Lagrange series of Theorem 9 provides the required solution s of Theorem 7. Hence it is sufficient to prove only the unicity part of Theorem 7, then construct L ξ, j (see (24), (25) and Theorem 14) and prove Theorem 8.
Proof of unicity in Theorem 7. Arguing along the lines of [22, Section 3] , suppose that the interpolation problem (8) has two solutions in S + p,ξ , both satisfying the growth condition (9). Then their difference s 0 satisfies
Since the eigensplines (6) form a basis of S 0 p,ξ , we have
for some constants a ±l . Then the behaviour of s 0 and of the eigensplines at ∞ implies a −l = 0, ∀l = 1, . . . , p − 1. We obtain
By Lemma 6, s 0 (t) = 0, ∀t ≥ 0, which by the natural condition
Although it is now possible to define the fundamental functions L ξ, j using linear combinations of eigensplines as in [22, Section 4] , this method requires in our case a more complicated L-spline apparatus to prove (11) , due to the extra parameter ξ . For this reason, the construction and decay of L ξ, j are obtained here via the Fourier transform approach introduced in [1] , which was also applied to cardinal L ξ -splines in [6] .
Wiener-Hopf factorization of the cardinal symbol ω p
Micchelli's theory [16] guarantees the existence of a unique cardinal L ξ -spline L ξ , bounded on R, such that
In addition, L ξ (t) has exponential decay as |t| → ∞. This 'fundamental' L ξ -spline was expressed in [6, (11) ] as a classical inverse Fourier transform
where ω p is the cardinal 'symbol' defined by
Note that ω p ∈ C (C × R n ) and, for each ξ ∈ R n , ω p is 2π-periodic as a function of z. Hence, if ξ = 0, the above Fourier integral is absolutely convergent. This conclusion still holds if ξ = 0, since the singularity of the integrand in this case is cancelled by the zero of order 2 p of ω p (u, 0) at u = 0. The next result was proved in [6, Lemma 3.1].
Central to our approach for defining L ξ, j will be the following alternative expression of ω p on its analyticity domain:
which is a direct consequence of [16, Section 3] (see also [5, (20) ] for p = 2). Using decomposition (5) of π p,ξ , this implies:
where
In Krein's terminology [14] , expression (15) is, up to a constant factor, the unique canonical Wiener-Hopf factorization of ω p as a product of two functions of ζ = e iz , characterized by the property that the first (second) factor is analytic and has no zero for |ζ | < 1 (|ζ | > 1). Before using it in the construction of the fundamental functions L ξ, j , we study the dependence of this factorization on ξ .
(c) For each ξ ∈ R n , ω + p (z, ξ ) is analytic on the upper semiplane Im z > −η 0 , on which it admits an absolutely convergent representation:
Further, the coefficients γ k (ξ ) satisfy
Proof. (a) By Lemma 10, ω p is an analytic function of ζ = e iz in the annulus e −ε < |ζ | < e ε , for any ξ ∈ R n . Assuming µ 0 = −1, there exists ξ such that µ p−1 ( p, ξ ) resides in this annulus, hence, by (14) and (5), ζ = µ p−1 ( p, ξ ) is a simple pole of ω p , a contradiction.
(b) A direct estimate of (16) using e iz ≤ e a = |µ 0 | − 3 4 and |µ l | ≤ |µ 0 | for l = 1, . . . , p − 1, implies (17) 
(c) By (a), ω + p is analytic as a function of ζ = e iz on the disc |ζ | < |µ 0 | −1 , where it admits the Taylor representation (18) . Inequalities (19) follow from the standard Cauchy estimates
by letting Im z = −a in (17).
Proof. With ε from Lemma 10, letting z = u + iη we have 1 − µ l e ±iz ≤ 1 + |µ l | e ∓η < 1 + e ε , ∀l = 1, . . . , p − 1, ∀ |Im z| < ε.
In case |ξ | ≥ 4π , by [6, Lemma 4.2] there exists C 5 = C 5 ( p) such that
From (15) and (16) and the above estimates we obtain
For |ξ | ≤ 4π , we use the identity ω p (z, ξ )
1 − e −|ξ | e iz p 1 − e −|ξ | e −iz p = ω p (z, ξ )
The last two fractions are entire functions of − |ξ |+iz, respectively |ξ |+iz, and, by [6, (14) - (15)], the first fraction of the right-hand side is continuous in (z, ξ ) for ξ ∈ R n and z = u + iη, |u| ≤ π , |η| ≤ ε. Letting C 6 = C 6 ( p) be the maximum modulus of the left-hand side on the compact domain |ξ | ≤ 4π , |u| ≤ π , |η| ≤ ε, and using the periodicity of ω p in z together with the estimates (20) , we obtain
The result follows.
Construction of the fundamental functions L ξ, j
For each j ∈ Z + , the jth fundamental function L ξ, j satisfying (10) will be defined below via the Fourier transform approach of [1] . To this end, the role played by ω p (z, ξ ) in (12) will be taken by the 2π -periodic function of z
where P + is the projection operator mapping any series ∞ k=−∞ a k e ikz to its truncation ∞ k=0 a k e ikz . Using representation (18) we obtain
With the notation of Lemma 11 we have the following result. 
where B ξ, j := |κξ |A 2 1−e −a if Im z > 0, and B ξ, j := e ja |κξ |A 2 1−e −a if 0 ≥ Im z ≥ −a.
Proof. (a) Since the last factor of definition (21) is a polynomial in e iz , it follows that ω p, j (z, ξ ) inherits the analyticity of ω + p (z, ξ ) specified in Lemma 11(c). (b) We only need to find an upper bound for the last factor of (21). Letting Im z = η, we have
In each term of the last sum we use e −( j−r )η ≤ 1 if η > 0, and e −( j−r )η ≤ e ja if 0 ≥ η ≥ −a.
the stated inequality now follows via (17) .
For each j ∈ Z + and ξ = 0, by analogy with (12) we now define
which is an absolutely convergent inverse Fourier transform by (23) . Since any derivative of the integrand of order not greater than 2 p − 2 with respect to t remains absolutely integrable on R, we have L ξ, j ∈ C 2 p−2 (R). The polynomial spline case ξ = 0 needs special treatment, as the singularity of the integrand in (24) at u = 0 is not cancelled by the corresponding zero of ω p, j (−u, 0) of order only p (see (16) and (21)). The definition of L 0, j proposed in [1, (3.1-4)] begins with the modified Fourier transform
which is an absolutely convergent integral and satisfies F j ∈ C 2 p−2 (R). Then
where G j is the polynomial of degree p − 1 such that G j (k) = δ jk − F j (k) for k = 0, 1, . . . , p − 1.
Here and in what follows the Kronecker delta δ jk equals 1 if k = j, and 0 otherwise.
The following result shows that L ξ, j is the required fundamental function.
Theorem 14. For each ξ ∈ R n and j ∈ Z + , the function L ξ, j belongs to S + p,ξ , is bounded on [0, ∞), and satisfies the interpolation conditions (10).
Proof. For ξ = 0, this follows from [1, Theorem 3.1].
Let ξ = 0. Definition (24) implies that L ξ, j and all its derivatives of order at most 2 p − 2 are bounded on R. Hence L ξ, j is a tempered distribution whose Fourier transform L ξ, j is the absolutely integrable function L ξ, j (u) = ω p, j (−u, ξ )
Taking the inverse Fourier transform in the distributional identity
and using representation (22) with z = −u, we obtain
where δ (· − k) is the Dirac distribution translated at k and the series converges distributionally. This shows that L ξ, j ∈ Ker L ξ on each component of R \ Z + , so in particular L ξ, j is a cardinal L ξ -spline.
To prove L ξ, j ∈ S + p,ξ , it remains to show that L ξ, j satisfies condition (b) of Definition 2. From (24) we have
Let t < 0 be fixed. By Lemma 13(a) , ω p, j (−z, ξ ) is analytic in the semiplane
Since iz + |ξ | does not vanish in H ξ , it follows that the integrand of (26) is analytic in H ξ . Let η < 0. For any R > 0, by Cauchy's theorem we have 
Hence for any η < 0 we can change the integration path in (26) to obtain
which, using |i (u + iη) + |ξ || 2 > u 2 + |ξ | 2 and (23), implies the estimate
Since e −ηt → 0 as η → −∞, it follows that L ξ, j ∈ S + p,ξ .
To verify (10), let t = k ∈ Z + in (24). By Lebesgue's dominated convergence theorem and (13), we have
Further, (15) , (21) , and the series expansion (18) imply
Since, by (16) ,
has an absolutely convergent expansion in non-negative powers of e −iu , it follows that the fraction under the last integral has an absolutely convergent expansion in strictly positive powers of e −iu :
where each coefficient w n depends on j and ξ . Hence
Since k ∈ Z + , n ≥ 1 imply π −π e −i(n+k)u du = 0, we obtain L ξ, j (k) = δ jk , as required.
Proof of Theorem 8
Let β := 1 2 η 0 , with η 0 from Lemma 11. We first prove the existence of C 7 = C 7 ( p) such that the following estimate holds for all ξ ∈ R n , j ∈ Z + , and m ∈ {0, 1, . . . , p − 2}:
If ξ = 0, m = 0, the estimate was proved in [1, (3.16) ], and similar arguments can be used to establish it for ξ = 0, m ∈ {1, . . . , p − 2}, p ≥ 3. Let ξ = 0. For m ∈ {0, . . . , p − 2}, by permitted differentiation under integral (26) we obtain the absolutely convergent representation
From (16) and (21) we have
Since the middle fraction is entire in z, and the last fraction is analytic in the semiplane Im z < η 0 , the left-hand side is also analytic for Im z < η 0 . Let t > 0 and choose (i (u + iη 1 )) m e i(u+iη 1 )t ω p, j (− (u + iη 1 ) , ξ ) (i (u + iη 1 ) + |ξ |) p du.
By (21), we have
For both the negative and the positive choices of η 1 , by (19) we estimate
Let η 2 = max {1, η 0 }. If |ξ | > η 2 , the last four displays and (17) imply
Since |i (u + iη 1 ) + |ξ || 2 = u 2 + (|ξ | − η 1 ) 2 , |ξ | − η 1 = |ξ | ± η 0 2 > 1 2 |ξ | and |ξ | > 1, the last integral is bounded above by
Hence by Lemma 12 there exists C 9 = C 9 ( p) for which
For |ξ | ≤ η 2 , we prove the existence of a constant C 10 = C 10 ( p) such that
To this end, we express the integral as |u|>1 + |u|≤1 . For the first term, using
and the fact that inequality (17) is valid for Im z ≥ −a (in particular for Im z = η 1 = ±β), we obtain for some C 11 = C 11 ( p)
The second term is also bounded since, for |u| ≤ 1 and |ξ | ≤ η 2 , representation (30) and Lemma 12 imply the existence of C 12 = C 12 ( p) such that
Therefore in this case relations (31), (32), (34), and Lemma 12 imply
for some C 13 = C 13 ( p). From (33) and (35) we obtain the stated estimate (28). Next, for all ξ ∈ R n , j ∈ Z + , and m ∈ {0, 1, . . . , p − 1}, we prove
with C 14 = C 14 ( p). First, for each such triplet (m, j, ξ ) we construct a strictly increasing and unbounded sequence Z (m, j, ξ ) ⊂ [0, ∞), such that d m dt m e −|ξ |t L ξ, j (t) t=z = 0, ∀z ∈ Z (m, j, ξ ) .
Indeed, let Z (0, j, ξ ) := Z + \ { j}, so (10) ensures that (37) is satisfied for m = 0. Further, if Z (m, j, ξ ) has already been defined for a value m ≤ p − 2 and for all j ∈ Z + and ξ ∈ R n , then for any two consecutive terms z < z of Z (m, j, ξ ) by relations (37) and Rolle's theorem we can select z ∈ z , z satisfying
Thus for fixed j and ξ we define Z (m + 1, j, ξ ) to be the increasing sequence made of all such selected values z. In particular, it follows that
for any two consecutive terms z , z ∈ Z (m, j, ξ ), and also that the first term of each sequence Z (m, j, ξ ) is smaller than p + 1. Now we obtain (36) inductively, starting with m = p − 1. For each t > 0, there exists z ∈ Z ( p − 1, j, ξ ) satisfying t < z and z − t ≤ p + 1. By (37) and the Newton-Leibniz formula we have To estimate the last integral, we distinguish two cases. If |ξ | > 1, we use The last three displays imply (36) for m = p − 1. The same argument is used to obtain (36) inductively for the remaining values of m. From (36) and (28) it is now straightforward to obtain (11) by induction.
Semi-cardinal polyspline interpolation
For any non-negative real number ρ, denote by W ρ (T n ) the space of all continuous functions f : R n → C which are 2π -periodic in each variable and whose Fourier coefficients f (ξ ) = 1 (2π) n T n e −i ξ,y f (y) dy, ξ ∈ Z n , satisfy
, where ρ denotes the greatest integer which is less than or equal to ρ, while ρ is the least integer which is greater than or equal to ρ.
for some constants K 1 > 0, γ ≥ 0. Then there exists a unique function S ∈ S + p (R × T n ) satisfying the interpolation conditions
as well as the following growth property for any α ∈ Z n+1 + with |α| ≤ 2 p − 2:
where the constant K 2 > 0 depends on K 1 , γ , and p.
Proof of unicity in Theorem 15. Suppose S 1 and S 2 are two functions in S + p (R × T n ), such that the interpolation conditions (39) and the growth property (40) are satisfied for S 1 and S 2 in place of S. Let S := S 1 − S 2 and, for each t ∈ R, let S (t, ξ ), ξ ∈ Z n , be the sequence of Fourier coefficients defined by (2) . For each ξ ∈ Z n , Lemma 3 and the assumptions on S 1 and S 2 imply that S (·, ξ ) is a univariate natural semi-cardinal L ξ -spline in S + p,ξ that satisfies S ( j, ξ ) = 0 for all j ∈ Z + , as well as
where K 2 is the constant from (40). By the unicity part of Theorem 7, it follows that S (t, ξ ) = 0 for t ∈ R, ξ ∈ Z n . This implies S ≡ 0, i.e. S 1 ≡ S 2 . (47) show that series (42) is absolutely and uniformly convergent on compact sets in R × T n , can be termwise differentiated up to total order 2 p − 2, and its sum L f j satisfies (43). The interpolation property (41) now follows from definition (42) and the interpolation conditions (10) for L ξ, j .
To establish the polyharmonicity properties of L f j , we employ the following result of Nicolesco [17, p. 23] .
Lemma 18. Suppose that a series of functions is absolutely and uniformly convergent on compact subsets of an open domain Ω and each term of the series is polyharmonic of order p on Ω . Then the sum of the series is also polyharmonic of order p on Ω .
In our case, each term of (42) satisfies 
for some K 5 = K 5 ( p), K 6 = K 6 ( p). Letting F be any finite subset of Z n \ {0} and using Minkowski's inequality once more, we obtain
Since f ∈ W 2 p− 3 2 (T n ), this shows that any termwise partial derivative of order p of series (42) is a Cauchy series in L 2 ((−∞, 0) × T n ). Therefore the differentiated series converges in L 2 ((−∞, 0) × T n ) to its sum ∂ p ∂t k ∂ y p−k L f j (t, y), which proves (1). 
Proof of existence in
Let α be any multi-index α ∈ Z n+1 + with |α| ≤ 2 p − 2. For t ≥ 0 and y ∈ T n , we use the decay estimates (43), the inequality f ρ 1 ≤ f ρ 2 for 0 ≤ ρ 1 ≤ ρ 2 , and hypothesis (38), to obtain by formal differentiation The last two displays show that (49) is absolutely and uniformly convergent on compact sets in R × T n , hence the interpolation conditions (39) are satisfied and S is 2π -periodic in its last n variables. Further, the series can be differentiated term by term and its partial derivatives D α S are continuous and satisfy the growth property (40). By Lemma 18, S is also polyharmonic of order p on Ω − and on each strip Ω l , l ∈ Z + , since every term of the locally uniformly convergent series (49) has this property.
To prove that S satisfies (1), note that (48) It follows that any partial derivative of order p of series (49) is a Cauchy series and converges in L 2 ((−∞, 0) × T n ), hence (1) holds.
Remark 19. In the case of 'cardinal' polyspline interpolation on Z × R n treated in [6] , it was sufficient to work with periodic data functions in W 2 p−2 (T n ). The stronger assumption of data in W 2 p− 3 2 (T n ) is used in the proofs of Theorems 15 and 17 in order to satisfy the Beppo Levi boundary condition (1) .
Since all the results of Section 3 hold for ξ ∈ R n , a non-periodic version of Theorem 17 and of the existence part of Theorem 15 can also be obtained by replacing the Fourier series (42) with a Fourier integral over R n . The advantage of the periodic setup considered in the paper is that it enables the proof of unicity in Theorem 15.
