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Resum
En los u´ltimos an˜os, el uso del servicio de vı´deo por internet ha aumentado mucho, espe-
cialmente, el que catalogarı´amos como vı´deo en streaming sobre redes peer-to-peer. Este
tipo de redes, generan ciertos problemas debido a su heterogeneidad (ancho de banda,
capacidad de proceso,... ) y sobretodo a que en cada momento, uno de los nodos de la
red, puede desconectarse, provocando ası´ pe´rdidas de informacio´n.
En estas circunstancias, un artı´culo como: Polyphase spatial subsampling multiple des-
cription coding of video streams with h264, de R.Bernardini, M.Durigon, R.Rinaldo,
L.Celetto y A.Vitali explica un me´todo diferente al tradicional,cambiando el muestreo tem-
poral por uno basado en repartir el vı´deo en diferentes descriptores muestreados de forma
espacial.
De este modo, la implementacio´n de un me´todo de codificacio´n de vı´deo mediante mu´lti-
ples descriptores muestreados espacialmente supone el centro de este proyecto, con la
intencio´n de poner en pra´ctica el estudio previamente nombrado y comparar los resultados
con los obtenidos.
Adema´s de la idea central, desde el artı´culo, y por lo tanto desde este proyecto, se evaluan
tambie´n diferentes te´cnicas de tratamiento de errores. Estas te´cnicas estan disen˜adas
para minimizar u ocultar la pe´rdida de un descriptor mediante te´cnicas de reconstruccio´n
del mismo.
Finalmente, se propone tambie´n un filtro adaptativo disen˜ado especialmente para mejorar
la calidad de un vı´deo recibido mediante submuestreo espacial polifase.
Title : Polyphase spatial subsampling multiple description coding of video streams
implementation
Author: Javier Gallego Ezpeleta
Director: Sergio Machado
Date: May 8, 2009
Overview
The amount of users of vı´deo by Internet service has increased a lot lately, specially the
ones of the streaming vı´deo service over peer-to-peer networks. These networks generate
some troubles due to the lack of uniformity (on bandwidth, CPU...) that they present and
over all due to the fact that any peer can be disconnected on any moment, which generates
a loss of information on the rest.
On these cases, articles such as Polyphase spatial subsampling mu´ltiple description cod-
ing of vı´deo streams with h264, by R.Bernardini, M.durigon, R.Rinaldo, L.Celetto and
A.Vitali explain a different and innovative method that changes temporary sampling for a
method based on the distribution of the vı´deo on several spatial subsampled descriptions.
The core of this study is the implementation of a vı´deo encoding method by using sev-
eral spatial subsampled descriptions to put into practice the before mentioned study and
compare the obtained results.
Besides this main idea, this study also aims to evaluate several error concealment tech-
niques. These have been designed in order to minimize or hide the loss of a description
by prediction techniques.
Finally, the study also suggests a filter spacially designed to enhance the quality of a vı´deo
received by polyphase spatial subsampling.
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1INTRODUCCI ´ON
Uno de los usos de internet que ma´s se esta´ desarrollando y que ma´s demanda parece
tener es el de la transmisio´n de vı´deo, para poderlo reproducir en nuestro dispositivo
sin necesidad de tener que almacenar grandes cantidades de datos. Con este objetivo
nos encontramos, reproducciones de series de televisio´n desde el ordenador, o incluso
retransmisiones como las Olimpiadas de Pekı´n 2008 que se podı´an seguir desde tele´fonos
mo´viles, o el recie´n anunciado sistema de recepcio´n de sen˜al en diferentes dispositivos
de Antena 3 llamado antena 3.0.
Dentro de este grupo de transmisiones, nos encontramos con que este desarrollo se
esta´ expandiendo fuertemente hacia las redes entre iguales o peer-to-peer (P2P), de-
bido en gran parte a la cantidad de posibilidades que se abren al lograr descentralizar
el servicio ofrecido. Considerando que cada nodo de la red puede aportar su granito de
arena al sistema, han nacido proyectos que funcionan a gran escala como TVants entre
otros, que permiten el visonado de sistemas de televisio´n mediante esta estructura. No
obstante, el hecho de que sean tan inestables provoca que se deba estudiar el sistema
para ofrecer alternativas eficientes ante las variaciones de ancho de banda o ante las
caı´das de los diferentes nodos de la red.
En un escenario tradicional, que podrı´amos definir como normalmente estable, el proceso
del transmisor de vı´deo se limita a recoger el flujo de la captura y codificarlo, ofreciendo
ası´ cierta compresio´n y datos sobre el vı´deo contenido, para despue´s transmitirlo a trave´s
del canal especificado, o incluso previamente establecido.
Entre los codificadores de vı´deo tradicionales existen dos que parecen destacar espe-
cialmente, como son el MPEG y el h264. Dichos codificadores de vı´deo aprovechan la
gran cantidad de informacio´n que se acostumbra a mantener entre dos fotogramas con-
secutivos de un vı´deo para informar solamente del desplazamiento de los objetos entre
fotogramas. Idealmente un codificador intenta minimizar el espacio de la informacio´n ofre-
ciendo la misma calidad, pero esto normalmente resulta poco eficiente, ası´ que tambie´n
se utilizan los codificadores con pe´rdidas. Estos dos codificadores se clasifican dentro de
este u´ltimo grupo, creando ası´ un compromiso entre el ratio de compresio´n del vı´deo, con
la calidad del vı´deo una vez ha pasado por la fase de compresio´n.
Para cerrar el ciclo, el receptor solamente necesita tener el descodificador apropiado para
poder tratar el flujo entrante y ası´ poder reproducir el vı´deo. Este flujo, como ya hemos
dicho, viaja a trave´s de un u´nico canal, provocando que una caı´da de este comporte la
pe´rdida total de la informacio´n dejando al receptor sin poder ver al totalidad del vı´deo.
Para solucionar este problema se utiliza, en las redes P2P, la te´cnica del Mu´ltiple Descrip-
tion Coding (MDC). El MDC consiste en crear mu´ltiples descriptores independientes del
vı´deo antes de la emisio´n, y enviarlos hacia el receptor codificados independientemente a
trave´s de diferentes canales, evitando ası´ la dependencia de un u´nico canal. Con esto se
logra minimizar la posible caı´da de uno de los mu´ltiples canales utilizados en este tipo de
redes, ya que, en caso de caer un canal se perderı´a un u´nico descriptor, quedando otros
para poder recibir la sen˜al.
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El MDC se acostumbra a separar en muestero temporal o muestreo espacial. El prime-
ro de ellos crea diferentes descriptores basa´ndose en la situacio´n temporal dentro del
vı´deo, ası´ cada descriptor podrı´a tener un segundo de vı´deo, y para reproducir el vı´deo
correctamente solo habrı´a que enlazarlos. En caso de tener una pe´rdida en este sistema
el receptor perderı´a un fragmento temporal del vı´deo, un segundo segu´n el ejemplo, pero
podrı´a seguir recibiendo la sen˜al de los segundos posteriores.
En el caso de la codificacio´n con mu´ltiples descriptores en formato espacial, se trata de
dividir el vı´deo completo en descriptores de menor calidad o resolucio´n, para codificarlos
tambie´n de forma independiente, y enviarlos a la red per to peer. Con este me´todo la
caı´da de un canal con su consiguiente pe´rdida de descriptor no supondrı´a la ausencia
de un segundo de vı´deo, sino solamente la recepcio´n de un tramo de vı´deo con una
resolucio´n menor.
Sobre esta idea trabaja el artı´culo que inspiro´ este proyecto: Polyphase spatial subsam-
pling mu´ltiple description coding of vı´deo streams with h264, de R.Bernardini, M.Durigon,
R.Rinaldo, L.Celetto y A.Vitali. Dicho artı´culo plantea un sistema de codificacio´n de vı´deo
basado en un submuestreo espacial polifase y utilizando como co´dec el H264.
En este artı´culo trabajan con cuatro descriptores, que se envı´an codificados indepen-
dientemente a trave´s de cuatro canales tambie´n independientes. Una vez se reciben los
descriptores, se descodifican y ensamblan formando un u´nico flujo de vı´deo. Este me´todo,
que utiliza tantos canales como descriptores, supone que se dependa menos del ancho
de banda, siendo ası´ una caracterı´stica positiva de cara a la posible implantacio´n dentro
de un sistema del tipo peer to peer.
Otra de las caracterı´sticas del estudio que favorece la implantacio´n de este tipo de siste-
mas en las redes entre pares, es el tratamiento de errores que se propone. Estos trata-
mientos permitirı´an que en caso de la caı´da de un canal que estuviera sirviendo a nuestro
cliente, se podrı´a predecir el descriptor que falte y utilizar esta prediccio´n como si del pro-
pio descriptor se tratase, minimizando ası´ el efecto visual de las pe´rdidas. En concreto
se proponen cuatro me´todos con los que estudiar las posibles pe´rdidas de uno de los
descriptores.
Estos me´todos se dividen en dos lineales y otros dos no lineales. De los primeros se
explican el Near Neighbour Replication (NNR) basado en la replicacio´n del vecino ma´s
cercano, y el bilineal que trabaja con los pı´xeles vecinos situados siguiendo los ejes ver-
ticales y horizontales. Por el lado de los no lineales, se trata un sistema basado en la
deteccio´n de ejes con ma´s correlacio´n, y un segundo sistema con un nu´mero variable de
gradientes desde los que obtendra´ el valor del pı´xel que se intenta predecir.
Desde el artı´culo se lanza una u´ltima idea para mejorar el sistema, y es que, al codificar
los descriptores de forma independiente es probable que se provoque un efecto granulado
sobre el vı´deo final. Esta idea sugerida es crear un filtro que se aplique al final de todo el
proceso explicado anteriormente. Este filtro suaviza los contrastes creados para intentar
evitar la sensacio´n de granulado.
En cuanto al impacto medioambiental de este proyecto, se puede clasificar como muy
pequen˜o. Au´n ası´, el hecho de las transmisiones de vı´deo en streaming supone que el tipo
de receptor necesite menos recursos, y por lo tanto, puede suponer un consumo menor.
3Por otro lado este sistema, en el que la pe´rdida de informacio´n no supone directamente
la pe´rdida de vı´deo, supone tambie´n eliminar muchos casos las retransmisiones, y ese
ahorro de energı´a supone un pequen˜o avance en materia medioambiental.
Hablando ya propiamente de lo que se incluira´ en este proyecto, diremos que la intencio´n
es plantear una implementacio´n real a la ideas anteriormente explicadas, para despue´s
poder comparar los resultados planteados desde el artı´culo, con los medidos por la im-
plementacio´n aquı´ realizada. La estructura esta´ planteada para seguir el orden lo´gico del
sistema, comenzando desde los conceptos del transmisor para, a trave´s de la codificacio´n,
llegar a la recepcio´n donde tratamos las pe´rdidas y filtramos el resultado final.
Para ello, en el primer capı´tulo hablaremos de la te´cnica del MDC tanto en su versio´n
temporal como en su versio´n espacial. Adema´s plantearemos un posible escenario a partir
del cual realizaremos la explicacio´n de los diferentes sistemas de Mu´ltiple Destription
Coding y sobre el cual definiremos el diagrama de bloques del sistema implementado.
Para continuar, explicaremos el formato YUV, que es el utilizado en este proyecto. Este
formato es el utilizado normalmente por los sistemas de captura de vı´deo, y nos centra-
remos en el 420 planar, que es el elegido para nuestras pruebas. Despue´s trataremos
tambie´n el submuestreo del archivo en los diferentes descriptores. Para en el siguiente
capı´tulo, hablar de su codificacio´n MPEG. Repasaremos entonces las caracterı´sticas de
este tipo de codificacio´n y explicaremos las o´rdenes utilizadas para utilizar ffmpeg, que
sera´ la herramienta utilizada en esta implementacio´n.
En el capı´tulo cuatro, trataremos las diferentes opciones planteadas para tratar las pe´rdi-
das de descriptores. Explicaremos los me´todos de tratamiento: replicacio´n del descriptor
ma´s cercano, el bilineal, la deteccio´n de ejes, y por u´ltimo, el de nu´mero variable de gra-
dientes sobre 16 pı´xeles alrededor.
Seguiremos con los estudios del filtro adaptativo que permite evitar el efecto de granulado.
Adema´s del filtro de una dimensio´n, propondremos otra solucio´n, en dos dimensiones que
tambie´n implementaremos para terminar con todo el proceso de implementacio´n de la
propuesta.
En el capı´tulo seis, realizaremos la evaluacio´n del sistema, explicando primero los me´to-
dos de evaluacio´n, y terminando despue´s con la inclusio´n de los datos reales que se
obtienen de las pruebas realizadas. Para acabar en el capı´tulo siete con una lista de las
conclusiones extraidas y sintetizadas despue´s de todo el proyecto.
Incluiremos tambie´n, durante el escrito, pequen˜os diagramas de las clases creadas en
java para poder realizar la simulacio´n de todo el proceso anteriormente explicado, acom-
pan˜ado de pequen˜as explicaciones que permitan el conocimiento del modo de uso, para
que en un futuro puedan ser reutilizadas en caso de que sea necesario.
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MDC en la transmisio´n de vı´deo 5
CAP´ITULO 1. MDC EN LA TRANSMISI ´ON DE
V´IDEO
Mu´ltiple Descriptor Coding es un sistema para la transmisio´n de vı´deo que se basa en
partir el fragmento de vı´deo inicial y tratarlas a cada una de ellas como una unidad de
vı´deo independiente. En el sistema de transmisio´n de vı´deo convencional un fragmento de
vı´deo es la unidad completa, y como tal se codifica, transmite, decodifica y se reproduce
conjuntamente.
Un escenario en el cual resulta muy u´til el sistema de MDC es la transmisio´n de vı´deo so-
bre redes p2p. Hay que recordar que un escenario p2p es un escenario altamente diverso
en todos los aspectos. Para empezar, y con la tecnologı´a actual, las redes p2p admiten
todo tipo de clientes, desde ordenadres de sobremesa, hasta tele´fonos mo´viles, pasando
por televisores, videoconsolas y otra gran cantidad de gadgets con posibles conexio´n a
la red. Estos dispositivos, varı´an mucho en cuanto a capacidad de procesador, memoria
interna y otras caracterı´sticas te´cnicas. Tambie´n es diversa en cuanto a ancho de banda
se trata ya que las velocidades de transmisio´n y recepcio´n de cada uno de los usuarios
puede variar notablemente, pero sobre todo es muy diversa en cuanto a estructura, ya
que en una red peer to peer cualquier nodo puede desconectarse sin previo aviso.
Existen dos tipos de MDC, dependiendo del me´todo que se utilice para obtener los des-
criptores el temporal y el espacial.
Temporal : Este tipo de descriptor mu´ltiple parte el vı´deo completo en espacios tempo-
rales, creando ası´ pequen˜os vı´deos de una duracio´n menor pero manteniendo por
completo la resolucio´n y la calidad en cada descriptor.
Espacial : Cuando se utiliza esta te´cnica se parte el vı´deo original en cada fotograma,
diezmando ası´ la calidad y la resolucio´n del vı´deo original, pero al contrario que el
temporal, manteniendo ası´ una continuidad de la reproduccio´n, que sera´ clave en
este proyecto.
En el artı´culo utilizado como fuente, se utiliza el formato espacial, debido probablemente
al factor que ahora explicaremos.
Si trabajamos sobre una red p2p, en la que un cliente recibe descriptores de un conjunto
de pares, podemos suponer que, al recibir con cierta frecuencia, y sin errores, podra´ en-
samblarlo sin problemas recibiendo un vı´deo con la calidad esperada y sin pe´rdidas. No
obstante las diferencias llegan cuando un nodo cae, ya que si se esta´ utilizando MDC tem-
poral, la pe´rdida conlleva que aparezca un vacı´o en la reproduccio´n del vı´deo igual a la
duracio´n del taman˜o. Si esta pe´rdida sucede cuando se esta´ utilizando un MDC espacial,
el resultado serı´a que la resolucio´n bajarı´a mientras no se logre reponer ese descriptor,
pero no se perderı´a en ningu´n momento la continuidad del vı´deo.
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Figura 1.1: Sistema de MDC temporal, se provocan pe´rdidas de reproduccio´n si un des-
criptor se pierde.
Figura 1.2: Sistema de MDC espacial, se provocan pe´rdidas de resolucio´n, pero no se
pierde tiempo de reproduccio´n.
Una vez explicado el sistema de descriptores mu´ltiples podemos analizar el sistema ge-
neral a partir del diagrama de bloques.
MDC en la transmisio´n de vı´deo 7
En el transmisor nos encontramos que se utiliza una fuente de vı´deo, que emite un flujo en
formato YUV420. Este flujo se muestrea siguiendo una te´cnica MDC espacial de la forma
que veremos en el siguiente capı´tulo, de modo que se obtienen cuatro descriptores en
formato YUV444 que codificaremos de forma independiente mediante el esta´ndar MPEG.
Figura 1.3: Diagrama de bloques del transmisor.
En la parte del receptor, obtenemos por cuatro canales independientes, los cuatro flujos
que descodificaremos para posteriormente ensamblarlos en un u´nico archivo. En caso
de existir la pe´rdida de algu´n descriptor es el momento de tratar esas pe´rdidas mediante
los me´todos que explicaremos en el capı´tulo cuatro. Tras este paso, tendremos a nuestra
disposicio´n un vı´deo en formato YUV420, al que aplicaremos el filtro, que nos devolvera´ el
vı´deo YUV420 definitivo que podremos enviar hacia el reproductor.
Figura 1.4: Diagrama de bloques del receptor.
Tras estas especificaciones del formato utilizado y de como lo vamos a distribuir en los flu-
jos independientes es hora de estudiar las ventajas e inconvenientes. Incluyendo no solo
la parte de los estudiados sobre la red P2P de forma teo´ricos sino tambie´n la comparacio´n
con el me´todo habitual de tratar el vı´deo como un u´nico componente.
1.1. Inconvenientes
La decisio´n de implementar un sistema de codificacio´n de vı´deo de mu´ltiples descriptores
tiene un primer inconveniente claro, la adhesio´n de nuevas fases al sistema de transmi-
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sio´n. Este inconveniente aparece en primera instancia en el paso que an˜adimos al realizar
el submuestreo y aparece, en el mejor de los casos, una vez ma´s al ensamblar las dife-
rentes muestras para rehacer el vı´deo original. Tambie´n, como veremos ma´s adelante
encontraremos ocasiones en las que se necesite de un tercer an˜adido para reconstruir
los posibles descriptores perdidos.
Este primer inconveniente, se traduce en dos aspectos a controlar, el consumo de recur-
sos y el coste de tiempo que estos procesos an˜adidos puedan provocar al sistema. Para
evaluar estos casos es importante diferenciar el tipo de uso que se va a dar, especialmen-
te si es un uso en tiempo real o bajo algu´n tipo de imposicio´n temporal o si por el contrario
el tiempo es un factor secundario. Si nos situamos sobre el escenario anteriormente des-
crito necesitaremos un retardo y un jitter (variacio´n del retardo) dentro de unos ma´rgenes
razonables.
Un segundo inconveniente nos aparece en la codificacio´n por separado. La codificacio´n
acostumbra a basarse en la correlacio´n de pı´xeles comprimiendo mejor cuanta menos
diferencia exista entre pı´xeles. Esta base de la compresio´n de vı´deo es relativamente
contraria a lo que realizamos al separar los descriptores en el paso previo a la codificacio´n.
Como hemos comentado antes, las ima´genes que codificaremos tendra´n un diezmado de
1
2 tanto en horizontal como en vertical respecto a las ima´genes del vı´deo inicial.
Por ejemplo, si en un vı´deo u´nico se codificara un pı´xel con sus vecinos (el nu´mero de
vecinos depende segu´n la codificacio´n), ahora, partiendo el origen en cuatro descriptores
cada parte lo codificara´ con un pı´xel que se encuentra al doble de distancia en el vı´deo
inicial. Esto amplı´a el a´rea codificada y por lo tanto y como norma general la codificacio´n
sera´ peor, tanto a nivel de pe´rdidas (si el tipo de compresio´n es con pe´rdidas) como de
ratio de compresio´n, afectando lo primero al nivel de calidad del vı´deo comprimido y lo
segundo a la cantidad de datos a transmitir.
En nuestro proyecto se codificara´, y descodifira´ segu´n los esta´ndares de MPEG como
explicaremos en los pro´ximos capı´tulos.
1.2. Ventajas
Una vez descritos los principales inconvenientes podemos centrarnos ahora en las venta-
jas que este sistema nos puede aportar.
La primera gran ventaja es la posibilidad de utilizar diferentes canales para la transmi-
sio´n. Al poder tratar con cuatro flujos de vı´deo independientes podemos considerar que la
gestio´n de codificacio´n-transmisio´n-descodificacio´n se puede tratar tambie´n con mo´dulos
independientes, pudiendo trabajar en paralelo. Ası´ pues, y de la forma ma´s visible, pode-
mos aprovechar este hecho para enviar cada descriptor por un canal diferente obteniendo
ası´ un tiempo de envı´o cuatro veces menor (suponiendo que los descriptores no tengan
redundancia) que si enviaramos el vı´deo completo a trave´s del canal ma´s lento de los
cuatro.
La segunda ventaja que nos otorga la compresio´n independiente de cada una de las cua-
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tro partes es la robustez en cuanto a pe´rdidas se refiere. En el caso inicial, el de un u´nico
vı´deo, una pe´rdida de un envı´o era u´nicamente recuperable mediante retransmisiones,
mientras que con el me´todo estudiado se abre la posibilidad de que las pe´rdidas sean
sanadas en el receptor evitando el nuevo envı´o de informacio´n. Para empezar hay que
notar que si utilizamos los cuatro archivos independientes existen cuatro posibilidades de
pe´rdidas, la de un descriptor (14 de la informacio´n), dos descriptores (12 de la informacio´n),
tres descriptores (34 de la informacio´n) o bien los cuatro descriptores (pe´rdida total de la
informacio´n).
Figura 1.5: Imagen de las diferentes pe´rdidas de descriptores.
De estos cuatro casos, solamente uno necesitarı´a de retransmisio´n obligatoriamente,
mientras que para los otros tres casos siempre se mantendrı´a la opcio´n de reconstruir
el resto del vı´deo a partir de los datos que sı´ han llegado de forma correcta al destino.
Pudiendo decir que nuestro sistema se muestra ma´s robusto respecto a los errores de
transmisio´n.
Esta segunda ventaja comporta una pequen˜a pe´rdida de calidad respecto a reducir nota-
blemente el nu´mero de retransmisiones necesarias para reproducir el vı´deo completo, por
lo tanto un ahorro de energı´a y especialmente, de variacio´n del tiempo entre ima´genes,
compensando en parte el inconveniente anteriormente comentado.
Por u´ltimo podemos decir que esta solucio´n permite tambie´n ofrecer un servicio adapta-
do al receptor. Al disponer de un descriptor extraı´do mediante MDC espacial, podemos
asumir que disponemos de un fichero de vı´deo completo con una resolucio´n menor al
original, de modo que en caso de recibir una peticio´n de un dispositivo que no soporte la
resolucio´n original, se le puede servir solamente los descriptores que adecuen el vı´deo
final a la resolucio´n al receptor.
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Consideremos el inicio del sistema con una fuente de vı´deo en formato YUV 420 planar.
Este formato es de vı´deo puro, sin cabeceras, y simula el flujo que podrı´a emitir cualquier
dispositivo de captura de vı´deo. Adema´s, dicho formato el se adapta a las limitaciones
humanas perdiendo peso en las cromas, que son menos sensibles a la percepcio´n del ojo
humano.
Comenzaremos comentando el formato YUV, ya que es sobre este formato de vı´deo don-
de debemos realizar el submuestreo para poder obtener los cuatro descriptores, y des-
pue´s codificarlos y enviarlos, a trave´s de cuatro canales diferentes e independientes. Acto
seguido explicaremos el tipo de submuestreo elegido.
2.1. Formato YUV
El formato YUV se le aplica a una codificacio´n plana pensada para optimizar una imagen
o un vı´deo a la percepcio´n humana.Este formato separa entonces la luminancia (Y) de
una imagen, de sus dos cromas (U, V). Este tratamiento permite que, sabiendo que el ojo
humano es ma´s sensible a la componente Y, poder comprimir las cromas manteniendo un
nivel de calidad alto al ojo humano.
Si queremos hacer una analogı´a ma´s cercana a nuestro vocabulario, la luminancia la
podrı´amos comparar con el brillo de una imagen o fotograma, mientras que en los com-
ponentes de croma viaja la informacio´n relativa al color.
Figura 2.1: Imagen descompuesta en sus componentes. Y en el centro y a la derecha U y
V.
Se puede comprobar que en la imagen del centro se mantiene ma´s informacio´n para la
vista humana que no en las dos componentes de la derecha. Como ejemplo podemos
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revisar el cuerpo de la pera donde se ven ma´s tonos en la componente Y o en la manzana
donde se pueden apreciar mejor las motas que aparecen en su piel.
La eleccio´n de este sistema se ha debido a que esta´ ampliamente aceptado y es utilizado
tanto en televisio´n analo´gica o digital, como en muchos de los equipamientos fotogra´fi-
cos, siendo ası´ universal. Este factor nos ha hecho descartar otros modelos de colores
ma´s cercanos al ojo humano, pero que en contra son menos utilizados. Algunos ejem-
plos de estos otros formatos podı´an ser el Hue Saturation Lightness (HSL) o Tonalidad,
Saturacion, Luminancia o el Hue Saturation Value (HSV) o Tonalidad, Saturacion, Valor.
Dentro del Formato YUV y centrandonos en la parte del flujo de vı´deo encontramos dife-
rentes tipos de codificacio´n de fotogramas, realizando una primera distincio´n clara entre
el YUV plano (planar) y el entrelazado (packed).
Entrelazado : Son entrelazados los flujos de vı´deo que tienen las muestras de luminancia
y croma mezcladas entre si en “macropı´xels”, que a su vez estan unidos en un
vector de transmisio´n que los sucede. Ası´ podemos decir que los datos se mezclan
a nivel de byte y no de imagen o de frame. Explicamos a continuacio´n algunos de
los formatos ma´s usados para ejemplificar lo descrito.
UYVY : Este es uno de los formatos entrelazados ma´s utilizados y se caracteriza por
tener un diezmado 4:2:2. Es decir, tener un diezmado de 2 en cada croma de
forma horizontal. De este modo, cada dos filas de pı´xeles de Y comparten el
mismo valor de U y V. La forma de crear el macropixel es lo que le da nombre
ya que entrelaza los valores de la siguiente manera (siendo el subı´ndice la
posicio´n de la columna de la imagen):
U0Y0V0Y1
Quedando el formato entero de un vector de la siguiente manera:
U0Y0V0Y1U2Y2V2Y3U4Y4V4Y5U6Y6V6Y7
En la secuencia se nota el diezmado de las cromas por la ausencia de valores
de U1,V1,U3,V3 ...
Y14P : En este formato, registrado como formato PCI esta´ndar, se trata un campo
de luminancia cuatro veces mayor que cada una de sus cromas enlazados en
un “macropı´xel” de 12 bytes o muestras ordenadas de la siguiente manera:
U0Y0V0Y1U4Y2V4Y3Y4Y5Y6Y7
Planar : El formato plano es aquel en que el flujo viene determinado por una sucesio´n de
componentes y no de pı´xeles como nos encontra´bamos en el caso de los YUV en-
trelazados. Tambie´n se puede notar que ahora tiene ma´s sentido hablar de diezma-
do vertical y horizontal ya que por cada matriz de una componente puede aparecer
la matriz de otra componente siendo inferior en altura y/o anchura. Dentro de este
a´mbito encontramos diferentes formatos segu´n su diezmado que se acostumbra a
nombrar con un an˜adido de tres dı´gitos que marcan la relacio´n de taman˜o entre la
luminancia y las cromas.
YUV444 : Es el formato en el que se mantiene el mismo taman˜o para las cromas que
para la luminancia, ası´ que se podrı´a decir que no tiene ninguna compresio´n,
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ya que por cada M×N bytes de la componente Y le siguen M×N bytes de
cada croma.
YUV420 : En este formato se trata una campo de luminancia cuatro veces mayor que
cada una de sus cromas con un diezmado de valor dos tanto en alto como en
ancho. Es decir que por cada M×N de Y tendrı´amos unos valores de U y V
de dimensiones M2 × N2
2.2. Formato de los descriptores
Existen diferentes maneras de separar el fichero inicial en diferentes descriptores. La pri-
mera decisio´n podrı´a separar segu´n si el formato de los cuatro va a ser igual o si por el
contrario alguno de los descriptores podrı´a tener ma´s peso que los otros.
En esta primera separacio´n hemos creı´do conveniente trabajar con cuatro descriptores de
las mismas caracterı´sticas. La decisio´n viene dada por la intencio´n desde el primer ins-
tante de crear cuatro descriptores independientes a partir de los cuales, en recepcio´n, se
puedan regenerar en caso de tener pe´rdidas. Como las pe´rdidas rara vez son controladas
creemos que otorgar ma´s peso a alguno de los descriptores no tendrı´a sentido para este
proyecto.
Una vez decidido esto se plantean ba´sicamente tres opciones de submuestreo diferentes
segu´n su patro´n de diezmado: diezmado horizontal, diezmado vertical o diezmado en
bloques 2×2.
• Diezmado horizontal: Este diezmado se provocarı´a si trabajaramos un submues-
treo por columnas. Es decir si cada columna fuera derivada hacia un descriptor
diferente. Con este me´todo obtendrı´amos que por cada frame M f ilas×Ncolumnas de
vı´deo original obtendrı´amos 4 descriptores de M f ilas× Ncolumnas4 cada uno.
• Diezmado vertical: Este serı´a el submuestreo opuesto al anterior, ya que con este
me´todo cada descriptor perderı´a 3 de cada 4 filas, pero manteniendo completo la
sucesio´n horizontal de cada una de estas filas. En este caso obtendrı´amos que
por cada frame M f ilas×Ncolumnas de vı´deo original obtendrı´amos 4 descriptores de
M f ilas
4 ×Ncolumnas.
• Diezmado en bloques: Este diezmado deberı´a basarse en buscar la mı´nima se-
paracio´n entre pı´xeles de los diferentes descriptores, y como en nuestro estudio
hemos escogido cuatro descriptores los bloques sera´n de 2×2. Este diezmado se
produce despue´s de un submuestreo por fase. Los bloques se realizan segu´n la
posicio´n que ocupa el pı´xel estudiado en un entorno de tantos cuadrantes como
descriptores deseamos obtener, ası´, en nuestro caso respecto a la posicio´n de un
cuadrado de 2×2 pı´xeles. Matema´ticamente dirı´amos que lo evaluarı´amos segu´n
los resultados de Columna mod2 y Fila mod2, siguiendo despue´s un patro´n para,
segu´n las coordenadas, enviar dicho pı´xel a uno o a otro descriptor. Segu´n este
modelo de muestreo obtendrı´amos que por cada frame de M f ilas ×Ncolumnas dis-
pondrı´amos de 4 descriptores de M f ilas2 × Mcolumnas2 .
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Segu´n lo explicado anteriormente y pensando en el apartado de la reconstruccio´n de
descriptores el submuestreo propuesto por el artı´culo que ha dado fuente a este proyecto
sera´ el de diezmado en bloques o submuestreo polifase, puesto que como hemos dicho
anteriormente, con este me´todo logramos que la separacio´n entre pı´xeles sea menor y
ma´s estable en te´rminos generales.
Una vez tenemos decidido el contenido de cada uno de los descriptores falta decidir en
que´ formato deseamos extraerlo. Recodamos que los descriptores provienen de un flujo
YUV420 planar, es decir sin cabeceras, ası´ pues decidimos mantener este estilo hasta el
paso propio de la codificacio´n.
No obstante como los datos que obtendremos en los ca´lculos posteriores se centran en
los valores de la componente de luminancia, podemos optar por mantener las cromas y
solamente diezmar la componente Y para obtener finalmente un archivo yuv en formato
444 planar, donde tendremos replicadas en cada descriptor las cromas y la luminancia
estara´ repartida entre los cuatro descriptores.
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2.3. Implementacio´n
Para poder manejar todos los datos de un vı´deo en formato yuv, hemos generado desde la
implementacio´n una lista de clases que intentan clasificar los bytes de dicho flujo. Hemos
creado tres clases para cada vı´deo tratado llamadas YuvVideo, YuvFrame y YuvPixel.
La clase YuvPixel, contiene los valores de cada una de las componentes ası´ como los
me´todos para obtener el resultado de cada una de ellas o para insertarlas. Notar que
podemos recibir los datos como byte o como int, teniendo en cuenta que si se necesita
operar se necesitara´ recibir el dato como int.
Figura 2.2: Atributos y me´todos de la clase yuvpixel.
La clase YuvFrame contiene un vector de YuvPixeles de taman˜o igual a cada fotograma
del vı´deo. Adema´s de contener un fotograma, contiene los datos sobre el taman˜o del
cuadro, y los me´todos para poder insertar y leer los campos necesarios.
Figura 2.3: Atributos y me´todos de la clase YuvFrame.
Para terminar el trı´o de clases que administran los vı´deos, tenemos la clase YuvVideo,
que contiene tantos YuvFrames como fotogramas tiene el vı´deo adema´s de las dimen-
siones del vı´deo y el formato. Adema´s de los me´todos para manejar los campos que
contiene, an˜ade tambie´n una funcio´n que se ha utilizado a modo de debug, llamada mos-
trar(YuvVideo), que devuelve el contenido de dicho YuvVideo en el formato adecuado.
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Figura 2.4: Atributos y me´todos de la clase YuvVideo.
Estas clases vienen junto a otras que permiten pasar desde un fichero .yuv a las clases
pertinentes ası´ como tambie´n permiten salvar el contenido en un fichero con el forma-
to adecuado. Adema´s tambie´n existe la clase Submuestreador2 que dado un YuvVideo,
lo parte en cuatro descriptores del formato especificado entre YUV420 y YUV444 para
despues utilizar la clase SalvaFichero para guardarlo en la direccio´n del campo ruta.
Figura 2.5: Atributos y me´todos de la clase submuestreador2.
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CAP´ITULO 3. CODIFICACI ´ON DE V´IDEO
La fase de codificacio´n es la encargada de cambiar el formato inicial del vı´deo, que acos-
tumbra a ser un flujo directo de datos, sin cabeceras ni control, a un formato donde la
informacio´n se guarda ma´s comprimida, ganando ası´ tiempo en el envı´o posterior. Dicha
codificacio´n puede ser con o sin pe´rdidas, logrando ası´, o mejores ratios de compresio´n
o manteniendo una mejor calidad de la sen˜al, creando ası´ un compromiso entre los dos
campos.
En este capı´tulo intentaremos explicar de forma simplificada la compresio´n de vı´deo del
esta´ndar MPEG, ası´ como muy brevemente la herramienta utilizada durante el proyecto,
ffmpeg.
3.1. Codificacio´n MPEG
Existen diferentes esta´ndares MPEG (Moving Pictures Experts Group) tanto de audio co-
mo de vı´deo, pero para nuestro proyecto solamente nos centraremos, sin profundizar, en
el esta´ndar de vı´deo. Este esta´ndar es un sistema de codificacio´n con pe´rdidas, de modo
que al final del proceso de codificacio´n-descodificacio´n no podremos obtener una re´plica
exacta del vı´deo inicial, pero si podremos obtener una tasa de compresio´n ma´s elevada.
MPEG se caracteriza por codificar los vı´deos aprovechando no solamente la correlacio´n
espacial, es decir el parecido entre pı´xeles vecinos de un mismo fotograma, sino tambie´n
la correlacio´n temporal entre los fotogramas. Ası´ pues MPEG aprovecha la posibilidad de
que en muchas ocasiones la informacio´n que hay en pantalla se mantiene o solamente se
desplaza a trave´s de la imagen. Existen millones de ejemplos, pero quiza´ el ma´s eficiente
sea imaginar al presentador de telenoticias, y observar que en la pantalla solamente varı´a
la informacio´n relativa a los labios. Por contra dicha relacio´n temporal se ve rota comple-
tamente en un cambio de escena o de plano completo, siguiendo con el ejemplo anterior,
al dar paso a un reportero, de forma que se debe mantener informacio´n sobre la imagen
completa y no depender solamente de los fotogramas pro´ximos en el tiempo.
Siguiendo esta idea el esta´ndar MPEG crea tres tipo de ima´genes las intra (I), las Previstas
(P) y las Bidireccionales (B).
Intra : Este tipo de ima´genes son el punto de entrada de una secuencia, ya se codi-
fican de dependiendo u´nicamente de ellas mismas, disponiendo ası´ de todos los
datos necesarios para su reconstruccio´n. La codificacio´n de este tipo de ima´genes
comienza separando cada imagen en un bloque de 8×8 al cual se le realiza la
transformada discreta del coseno (DCT), y tras un proceso de cuantificacio´n, se co-
difica mediante una lectura en zig-zag de la matriz obtenida y se codifica mediante
un co´digo de longitud variable (VLC).
Previstas : La ima´genes del tipo P se codifican dependiendo de otras ima´genes P o I.
Con esto explotamos el concepto de correlacio´n temporal, ya que para codificar una
imagen P, partimos de la imagen I o P anterior codificando solamente el movimiento
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que hay en ellas. Ası´ pues, se estudia cada pı´xel en sus cercanı´as para encontrar
el vector de movimiento, reduciendo ası´ la redundancia de datos a cambio´ de una
codificacio´n ma´s compleja y costosa. Esta codificacio´n consiste en repetir el proce-
so de las ima´genes I, pero cambiando el macropı´xel de 8×8 por la diferencia entre
el macropixel estimado y el macropixel de la imagen de referencia
Bidireccionales : Son las ima´genes calculadas mediante entre dos ima´genes P o una
I y una P, dependiendo del tipo de las ima´genes anterior y posterior. Este tipo de
imagen no propaga ningu´n tipo de error ya que no se calcula ninguna otra imagen
a partir de sus datos. El proceso de cuantificacio´n es igual al de las ima´genes P.
Con este me´todo cada imagen tiene una tasa de compresio´n diferente, siendo la menor de
las ima´genes I, que resulta comparable a la de las ima´genes JPEG. La de las ima´genes
P supone casi siempre mucho menos de la mitad de la informacio´n que la de una imagen
I, y la imagen B suele suponer menos de un cuarto de la informacio´n de una imagen I,
aunque supone un proceso ma´s largo de codificacio´n-descodificacio´n, adema´s de requerir
ma´s memoria para almacenar las ima´genes que se utilizan como referencia.
Las ima´genes se almacenan en grupos llamados GOP (Group of pictures), con una estruc-
tura determinada, siendo las ma´s habituales las de 12 y las de 15. Estos grupos mantienen
un orden establecido que comienza siempre con una imagen I seguida de ima´genes B y
P entrelazadas en relacio´n 2 a 1, quedando de la siguiente manera para un bloque de 12
I B B P B B P B B P B B
o de 15
I B B P B B P B B P B B P B B
Estas agrupaciones y la relacio´n de dependencia de la ima´genes P o B provocan que se
necesite un orden diferente para su transmisio´n, ya que no tiene sentido recibir un imagen
P o B si no disponemos de sus ima´genes de referencia ya sean P o I. Para ello se varı´a
el orden de transmisio´n enviando en un orden en que cada imagen recibida pueda ser
reconstruida con los datos anteriormente almacenados, por ejemplo, con GOPs de 12 se
transmitirı´a de la siguiente manera:
I1P1B1B1P1B1B1P1B1B1I2B1B1P2B2B2P2...
Los GOPs se agrupan en secuencias que contienen diferentes co´digos de inicio y final,
para controlar el flujo, facilitando ası´ el reconocimiento de los bloques de datos para su
posterior descodificacio´n. Dos de los para´metros que se utilizan para definir los GOP son
M y N. M es la distancia entre las ima´genes I mientras que N supone la distancia que
existe entre ima´genes I y P o entre P.
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3.2. FFmpeg
Como el nu´cleo del proyecto no era el apartado de codificacio´n-descodificacio´n ni de
transmisio´n, se ha utilizado una herramienta externa para realizar esta funcio´n. Se ha
buscado una herramienta libre, y como resultado ma´s utilizado hemos encontrado ffmpeg.
FFmpeg es un proyecto de software libre que contiene diferentes herramientas, permitien-
do al usuario, grabar, convertir o transmitir vı´a streaming tanto audio como vı´deo, y pese
a estar desarrollado en Linux puede compilarse en multitud de sistemas operativos. El
proyecto fue iniciado por Fabrice Bellard y es ahora mantenido por Michael Niedermayer,
y es distribuido bajo licencias GNU LGPL o GNU GPL. Las diferentes herramientas que
complementan el paquete son:
• ffmpeg: Es la herramienta que hemos utilizado en el proyecto, que mediante linea
de comandos permite convertir un vı´deo de un formato a otro. Adema´s permite
tambie´n codificacio´n en tiempo real desde algu´n dispositivo de entrada como podrı´a
ser una tarjeta de televisio´n.
• ffserver: Es la herramienta que actu´a como servidor de Streaming.
• ffplay: Es el paquete reproductor del proyecto.
• libavcodec: Es la librerı´a de co´decs utilizada por el proyecto.
• libavformat:Es la librerı´a de multiplexadores para los contenedores multimedia
• libavutil: Esta librerı´a contiene todas las rutinas de los diferentes componentes de
FFmpeg
• libpostproc: Es la librerı´a que se encarga del postproceso de vı´deo
• libswccale: Es la librerı´a encargada del reescalado de los vı´deos.
El proyecto no dispone de sistema de actualizacio´n, pero desde el equipo de desarrollo
animan a mantenerlo actualizado mediante subversion asegurando que todas las versio-
nes publicadas son estables.
En cuanto a nuestro proyecto, necesitaremos FFmpeg para codificar y descodificar los
descriptores en formato YUV444 planar. La codificacio´n se logra mediante la siguiente
instruccio´n:
ffmpeg -s 88x72 -pix fmt yuv444p -i akiyo0.yuv akiyo0.mpg -debug
vis qp
Donde la instruccio´n -s marca el taman˜o de entrada del fichero yuv, recordemos que el
formato yuv no tiene cabeceras, y por lo tanto es una informacio´n que no se puede extraer
del fichero. en nuestro caso es 88x72 porque proviene del diezmado de la mitad de la
altura y de la mitad de la anchura de un fichero QCIF.
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La instruccio´n -pix fmt nos permite especificar el tipo de formato de pı´xel, que como ya
hemos comentado es un YUV444 planar. Este campo no es obligatorio, pero su ausencia,
FFmpeg la interpreta como si estuvieramos trabajando con un YUV420 planar.
A continuacio´n se marca mediante la orden -i el fichero de entrada y sin ningu´n tag el de
salida, marcando las extensiones de cada fichero, ya que FFmpeg las utiliza para defi-
nir el formato. Para finalizar podemos utilizar la orden -debug para marcar las diferentes
opciones que queremos que se nos an˜adan a la informacio´n mostrada por la pantalla.
Como el apartado de codificacio´n no era el nu´cleo del trabajo se han aceptado muchos da-
tos por defecto sin ser necesariamente los ma´s adecuados,como pueden ser los taman˜os
de bloque o de GOP .En la bibliografı´a[11] se adjunta una pa´gina web desde donde se
pueden extraer ma´s datos e instrucciones sobre este programa.
Con esta instruccio´n una salida por pantalla normal serı´a la siguiente:
Figura 3.1: Pantalla de codificacio´n de ffmpeg.
La descodificacio´n es mas sencilla ya que la cabecera del fichero mpeg ya contiene alguno
de los datos que no necesitamos incluir, como por ejemplo el taman˜o del vı´deo. Para
descodificar, utilizaremos la siguiente instruccio´n:
ffmpeg -i out0.mpg -pix fmt yuv444p akiyo0 decoded.yuv
De este modo, las instrucciones son iguales a las explicadas anteriormente y una salida
normal serı´a la siguiente.
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Figura 3.2: Pantalla de descodificacio´n de ffmpeg.
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CAP´ITULO 4. TRATAMIENTO DE P ´ERDIDAS DE
DESCRIPTOR
Como hemos comentado anteriormente, una de las ventajas del submuestreo es que nos
permite realizar una recuperacio´n de los descriptores perdidos por errores de transmisio´n.
Es en este capı´tulo donde estudiaremos los diferentes me´todos disen˜ados dentro de este
estudio.
La reconstruccio´n es posible y eficaz si partimos de la idea de que existe una correlacio´n
de los datos dentro de la imagen analizada (comentado en el capı´tulo de Codificacio´n).
Ası´ pues, en un vı´deo en el que cada pı´xel tuviera un valor aleatorio y no dependiente de
su entorno las reconstrucciones que aplicaremos serı´an inu´tiles.
Inicialmente existen dos tipos de te´cnicas de recuperacio´n de errores. Las lineales y las
no lineales.
• Lineal: Se considera una te´cnica lineal aquella que para reconstruir los datos dan˜ados
o perdidos, utiliza los mismos datos sin analizar el contenido de la imagen a restau-
rar. Para simplificarlo podı´amos decir que el pı´xel a reconstruir se obtiene siempre
a partir de la misa fo´rmula.
• No lineal: Las te´cnicas no lineales son las que interpretan los pı´xeles de los que
si disponemos para tratar de mejorar el resultado de la reconstruccio´n. Ası´ pues
Estas te´cnicas establecen unas condiciones sobre los datos poseidos para intentar
predecir que valor es el ma´s adecuado para el fragmento analizado.
Para la ejecucio´n del proyecto se han implementado cuatro me´todos de reconstruccio´n
diferentes que explicaremos a continuacio´n, a trave´s de los cuales se puede observar
tanto me´todos lineales cla´sicos como me´todos no lineales.
4.1. Replicacio´n del vecino ma´s cercano
Near Neighbour Replication (NNR) o replicacio´n del vecino ma´s cercano, es el primer
me´todo de reconstruccio´n que estudiaremos y como su propio nombre indica, se basa en
repetir el valor del vecino ma´s cercano. Este es un me´todo muy sencillo con un coste de
computador muy bajo, pero que puede ser efectivo si el nu´mero de pı´xeles a restaurar es
muy pequen˜o o si el ı´ndice de correlacio´n entre pı´xeles es muy alto.




4 de la informacio´n total. Ası´ pues, es una pe´rdida notable y, segu´n los cambios de
luminancia del vı´deo la reconstruccio´n podrı´a ser poco acertada, pero au´n ası´ podemos
asegurar que en el peor de los casos la imagen restaurada sera´ igual que si ampliaramos
al doble tanto el ancho como el alto del u´nico descriptor recibido.
Hemos comentado ya que la pe´rdida de datos es variables en cuanto a cantidad pero si
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sabemos la distribucio´n de esa pe´rdida porque es la que nosotros hemos disen˜ado en los
descriptores. En esa distribucio´n encontramos que en caso de perder un solo descriptor,
cada pı´xel perdido estara´ rodeado de pı´xeles si recibidos con lo que cualquier pı´xel vecino
serı´a correcto.El problema es el mismo cuando nos encontramos con dos descriptores
perdidos, porque siempre se podra´ obtener o el pı´xel vecino en vertical o el pı´xel vecino
en horizontal.
4.2. Bilineal
El segundo de los me´todos lineales implementado es el bilineal. Es un me´todo un poco
ma´s complejo que el NNR pero continu´a siendo muy intuitivo. La idea se basa en realizar
una media de los pı´xeles vecinos de los que se disponga.
La interpolacio´n bilineal utiliza la media de los valores de los pı´xeles contiguos en vertical
y en horizontal, siempre que sea posible, para reconstruir el pı´xel analizado. Sobre la
gra´fica dirı´amos que:
Figura 4.1: Nomenclatura de la matriz de reconstruccio´n.
Y0 = Y1+Y2+Y3+Y44
En este me´todo la pe´rdida de ma´s de un descriptor afecta ma´s que al me´todo anterior, pe-
ro como hemos dicho anteriormente se puede adaptar la media seleccionando solamente
el nu´mero de pı´xeles posibles, de manera que para algunas de las combinaciones de dos
descriptores perdidos y para la pe´rdida de tres descriptores se podrı´a adaptar a utilizar
solamente la pareja vertical o la horizontal.
Y0 = Y1+Y34
Otro me´todo muy parecido, no implementado en este trabajo, es el bicu´bico, que en lugar
de los pı´xeles vecinos en vertical o en horizontal, utiliza todo el contorno del pı´xel analiza-
do, consigueindo, a priori, un mejor resultado al ampliar el nu´mero de muestras sobre las
que se realizara´ la media.
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4.3. Deteccio´n de ejes
La deteccio´n de ejes es el primer me´todo no lineal de los cuatro utilizados. Con este
me´todo se intenta interpretar la imagen para distinguir sobre que eje (vertical o horizontal)
existe ma´s correlacio´n y ası´ suponer que el valor obtenido sea ma´s preciso si evaluamos
los valores de ese eje.
Este me´todo debe contemplar tambie´n, que la correlacio´n sea semejante entre los dos
ejes, o que por el contrario el contraste sea demasiado alto en ese pı´xel evaluado.
Para evaluar el pı´xel, lo primero de todo es establecer los gradientes de cada eje, que
se obtienen midiendo la diferencia en valor absoluto entre los pı´xeles superior e inferior
y izquierdo y derecho. Lo siguiente que deberiamos hacer es comprarlo con la diferencia
que nosostros consideramos aceptable dentro de un eje. Este es el valor que determina
si existe suficiente continuidad como para considerar que existe un eje, y que por tanto es
importante darle ma´s peso a los pı´xeles situados en esa direccio´n.Tras diferentes prue-
bas sugeridas por las fuentes utilizadas [1] para muestras de 8 bits por pı´xel el valor ma´s
adecuado en ima´genes naturales es de 50. Por u´ltimo, si tras las evaluaciones encontra-
mos que ninguno de los ejes destaca sobre el otro se utiliza el me´todo de la interpolacio´n
bilineal
En conjunto el valor del pı´xel evaluado se obtiene de la siguiente manera:
∆H = |Y1−Y 3|
∆V = |Y2−Y 4|
i f (∆H < T ) and (∆V > T )
Y0 = Y1+Y32




4.4. Nu´mero variable de gradientes
Continuando con el sistema de deteccio´n de ejes, podemos pensar en ampliar el nu´mero
de “ejes a detectar” para averiguar que pı´xeles pueden tener ma´s correlacio´n con el valor
a reconstruir, creando ası´ mu´ltiples gradientes.
La fo´rmula propuesta en este trabajo consta de 8 gradientes, que se podra´n asociar a las
diferentes direcciones (norte, noreste, este, sureste, sur, suroeste, oeste y noroeste) y a
la vez en el pı´xel contiguo que se halla en esa misma direccio´n.
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Los ocho gradientes se evalu´an a partir de los 16 pı´xeles ma´s cercanos. Despue´s se
comparan y se decide que direcciones tienen ma´s peso sobre el pı´xel evaluado. A partir
de esas direcciones elegidas decidimos tener en cuenta el valor del pı´xel asociado al
gradiente elegido.
Es fa´cil pensar que el nivel de complejidad de este proceso es mayor que el de los ante-
riores, y que cuanto ma´s gradientes deseemos incluir ma´s memorı´a necesitaremos para
trabjar este me´todo.
Figura 4.2: Nomenclatura de los pı´xeles a reconstruir.
Si entramos en el detalle de los calculos realizados, podemos expresar cada gradiente de
la siguiente forma:
∆1 = 2|Y1−Y5|+0,5(|Y3−Y16|+ |Y2−Y3|+ |Y7−Y8|+ |Y7−Y15|)
∆2 = 2|Y2−Y6|+ |Y3−Y9|+ |Y1−Y16|
∆3 = 2|Y3−Y7|+0,5(|Y1−Y2|+ |Y1−Y9|+ |Y4−Y5|+ |Y5−Y10|)
∆4 = 2|Y4−Y8|+ |Y3−Y10|+ |Y5−Y11|
∆5 = 2|Y1−Y5|+0,5(|Y3−Y4|+ |Y3−Y11|+ |Y6−Y7|+ |Y7−Y12|)
∆6 = 2|Y2−Y6|+ |Y5−Y12|+ |Y7−Y13|
∆7 = 2|Y3−Y7|+0,5(|Y1−Y8|+ |Y1−Y14|+ |Y5−Y6|+ |Y5−Y13|)
∆8 = 2|Y4−Y8|+ |Y1−Y15|+ |Y7−Y14|
Como se puede observar el conjunto de las diferencias entre las luminancias de cada
pı´xel tiene un alto grado de direccionalidad de forma que cada gradiente depende de la
correlacio´n de pı´xeles en una direccio´n del vı´deo determinado. Por ejemplo podemos ver
que el gradiente 1 esta´ asociado con la direccio´n oeste, el gradiente 2 con el noroeste, el
3 con el norte y ası´ sucesivamente.
Una vez disponemos de los 8 valores del gradiente necesitamos decidir cuales de ellos
son los u´tiles para reconstruir el valor de pı´xel. En la solucio´n propuesta, se obtiene dicho
valor a trave´s de la siguiente expresio´n.
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T = 1,5Min+0,5(Max−Min)
Donde los valores Min y Max son, respectivamente, los gradientes con un valor ma´s bajo
y ma´s alto. A partir de este valor consideraremos que esa direccio´n no tiene suficiente
correlacio´n como para utilizarla en el ca´lculo de la reconstruccio´n.
De los gradientes restantes se recoge el valor de pı´xel asociado, establecido como el pı´xel
asociado en la direccio´n del gradiente, para realizar la media que acabara´ otorgandonos
el valor de pı´xel reconstruido.
4.5. Implementacio´n
Insertamos aquı´ los diagramas de las clases utilizadas para la reconstruccio´n. Estos dia-
gramas son las clases que se llaman para poder reconstruir el pı´xel y todas ellas finalizan
el proceso llamando a la clase ensamblador que es la encargada de montar el YuvPixel
final que sera´ el enviado a salvarse en fichero.
Notar que en algunas clases aparece el me´todo con diferentes para´metros con la intencio´n
de poder tratarse segu´n el nu´mero de descriptores perdidos. En muchos de ellos se an˜ade
un para´metro del campo integer que sera´ el encargado de informar de la posicio´n de
los descriptores que faltan. Adema´s hay que notar que esta implementado para que los
descriptores que se pasen como para´metros este´n ordenados de la misma forma en que
el ensamblador los delimito´.
Adjuntamos ahora los diagramas.
Figura 4.3: Diagrama de la clase ReconstructorNNR
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Figura 4.4: Diagrama de la clase Reconstructorbili
Figura 4.5: Diagrama de la clase Reconstructorejes
Figura 4.6: Diagrama de la clase ReconstructorGrad
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CAP´ITULO 5. FILTRO ADAPTATIVO
Tras las posibles reconstrucciones y el ensamblado de los diferentes descriptores pode-
mos encontrarnos con un ligero efecto de granulado provocado, como ya hemos comen-
tado anteriormente por la codificacio´n de cada descriptor de forma independiente. En la
fuente principal del proyecto, se definı´a el filtro adaptativo basado en una u´nica dimen-
sio´n, pero desde el proyecto se ha intentado realizar un proceso parecido calculandolo el
valor del filtro a trave´s de los dos ejes, de modo que a continuacio´n se explican los dos
procesos.
5.1. filtro 1D
La solucio´n ma´s intuitiva es realizar un filtro que adapte este efecto de granulado suavi-
zando los contrastes. El primer pensamiento es realizar algu´n proceso similar a alguno de
los me´todos de reconstruccio´n no lineales, e intentar detectar ası´ los cambios del vı´deo
para tratarlos.
Desde este trabajo se ha utilizado un me´todo parecido al de la deteccio´n de ejes, para de-
tectar una posible direccionalidad de la imagen y ası´ reconstruir el byte tratado segu´n sus
vecinos ma´s apropiados. Entonces podemos decir que el primer paso, igual que hemos
comentado en la deteccio´n de ejes serı´a el siguiente:
∆H = |Y1−Y 3|
∆V = |Y2−Y 4|
i f (∆H < ∆V )
e je horizontal
elsei f (∆V ≤ ∆H)
e je vertical
Hay que tener en cuenta que esto solamente sirve para saber sobre que eje apoyarnos
en la reconstruccio´n, y que hasta ahora no hemos calculado ningu´n valor del pı´xel recons-
truido. Tras este ca´lculo, y para simplificar la explicacio´n hacie´ndola independiente del eje,
podemos nombrar a los bytes utilizados como anterior (k-1) o posterior (k+1) y nos referi-
remos a los situados a izquierda y derecha en caso de utilizar el eje horizontal, o superior
e inferior si finalmente trabajamos sobre el eje vertical.
Cuando ya tenemos elegido el eje, tratamos el valor estudiado xk para lograr obtener el
valor del mismo pı´xel pasado por el filtro xˆk. En nuestro caso pra´ctico hemos decidido
seguir la formula extraida del artı´culo orı´gen[1] que dice lo siguiente:
xˆk = a·xk−1 +(1−2a)·xk +a·xk+1
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Con este ca´lculo encontramos un valor posible del pı´xel una vez filtrado. Depende de a que
es una forma de ponderar el peso que damos a los pı´xeles anterior y posterior respecto
al valor inicial del byte evaluado, sobre este campo estudiaremos las variaciones en el
resultado en el capitulo posterior en que hablaremos sobre las medidas reales, pero en
un principio podrı´amos suponer que el valor de a para un filtro relativamente neutro serı´a
a=0.25.
Finalmente quedarı´a estudiar la viabilidad o no de la sustitucio´n del valor filtrado. Como
hemos comentado anteriormente el filtro tiene intencio´n de superar los problemas de codi-
ficar los descriptores independientemente, creando un efecto de granulado, de forma que
solamente deberı´amos substituir el valor si la diferencia entre los pı´xeles consecutivos es
menor al paso de cuantificacio´n, llame´mosle β.
De modo que solamente substituiremos el valor del pı´xel por el valor filtrado si:
|xk− xk−1|< β and |xk− xk+1|< β
Con esto lograremos suavizar los espacios granulados actuando solamente cuando la
superficie sobre la que trabajamos pueda considerarse lo suficientemente lisa en cuanto
a los valores de luminancia se refiere.
5.2. filtro 2D
La idea es semejante a la expresada en el filtro de una dimensio´n, pero, cambiando la
deteccio´n de ejes anterior por un ca´lculo sobre los dos ejes. Con este filtro se podrı´a
ajustar mejor una superficie sin contrastes en la luminancia ma´s amplia.
En primer lugar nos evitarı´amos la deteccio´n de ejes, ya que, tendremos los dos en cuenta
bajo la siguiente expresio´n en la que xˆi, j es el valor del pı´xel filtrado evalua´ndose en la
posicio´n (i,j) de la matriz y nombra´ndose con xi, j los pı´xeles de la imagen antes de ser
filtrada.
xˆi, j = a·(xi, j−1 + xi−1, j + xi+1, j + xi, j+1)+(1−4a)·xi, j
Con esta formula podrı´amos obtener el valor filtrado, que como en el caso del filtro de
una dimensio´n deberı´amos substituir solamente si la relacio´n entre pı´xeles es lo suficien-
temente estable, es decir, por debajo del paso de cuantificacio´n(β) que comprobarı´amos
de la siguiente manera:
(|xi, j−xi, j−1|< β) and (|xi, j−xi, j+1|< β) and (|xi, j−xi+1− j|< β) and (|xi, j−xi−1, j|< β)
Como u´ltimo paso se podrı´a aprovechar para ajustar tambie´n una combinacio´n de los dos
filtros, siguiendo la rutina de deteccio´n de ejes inicialmente y considerar como una opcio´n
que ambos ejes este´n por debajo del umbral establecido calculando ası´ el filtro desde las
dos dimensiones y en caso de solamente lograr e´xito en una de las direcciones, calcular
el filtro de una u´nica dimensio´n, aplicando en cada caso las condiciones de sustitucio´n
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anteriormente establecidas.
i f (∆H < T ) and (∆V > T )
filtro 1D horizontal
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CAP´ITULO 6. EVALUACI ´ON DEL SISTEMA
Tras repasar todo el proceso, desde la captura y submuestreo de los descriptores, has-
ta la reconstruccio´n y filtrado, es necesario medir los resultados y compararlos con los
obtenidos de otros me´todos y con los esperados.
En el a´mbito de las medidas de calidad de la imagen, y de forma ma´s concreta en el
de los codificadores con pe´rdidas como es nuestro caso, se utiliza Peak Signal-to-Noise
Ratio (PSNR). Esta medida cuantifica en Decibelios, la interferencia entre la imagen real
y el ruido que se pueda haberse an˜adido.
6.1. Para´metros de calidad
Aunque la forma tı´pica de calcular una relacio´n sen˜al a ruido sea mediante las potencias:
SNR(dB) = 10PsignalPnoise
En el ca´lculo de la PSNR se busca la diferencia puntual de una imagen respecto a la
original estudia´ndose ası´ de forma ma´s intuitiva mediante el error cuadra´tico medio.
El error cuadra´tico medio o Mean Square Error (MSE) es el valor obtenido de ponderar
la diferencia entre dos funciones o ima´genes evalua´ndolo a cada resultado, o pı´xel en
nuestro caso. Ası´ para encontrar el MSE de una de nuestras ima´genes reconstruidas, por
ejemplo R necesitamos compararla con la original, llame´mosla O, en cada uno de sus
m×n pı´xeles de la siguiente forma:
MSE = 1
mn ∑m−1i=0 ∑n−1j=0 ||R(i, j)−O(i, j)||2
Como se puede observar se obtiene, como su nombre indica, calculando el cuadrado de la
diferencia entre el cada pı´xel de la imagen original y la reconstruida para despue´s dividirlo
entre el nu´mero de muestras analizadas para obtener la media de estos valores.
Una vez tenemos calculado el error cuadra´tico medio, podemos afirmar que tenemos el
valor de la potencia del ruido, o en nuestro caso el error causado por las reconstrucciones
y por el codificador con pe´rdidas.
Necesitamos entonces calcular la potencia de pico de la sen˜al original. Para ello consi-
deramos va´lido elevar al cuadrado el valor ma´ximo de la sen˜al. Este valor dependera´ de
forma directa del tipo de formato de entrada que estemos tratando, ya que se relaciona
con el nu´mero de bits por pı´xeles. Para calcular el valor ma´ximo se puede utilizar normal-
mente el siguiente me´todo: Max = 2nbits−1 , que en nuestro caso, trata´ndose de 8 bits
por pı´xel, obtenemos 255.
Una vez calculados estos pasos, sustituimos en la expresio´n inicial para obtener la si-
guiente fo´rmula a partir de la cual obtendremos la PSNR de cada uno de nuestros frames.
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PSNR(dB) = 10Max2MSE
o lo que es lo mismo:
PSNR(dB) = 20 Max√
MSE
En el trabajo tambie´n hablaremos de la la PSNR media siendo esta simplemente la media
aritme´tica de cada uno de los frames del vı´deo estudiado:
PSNRmedia(dB) = 1n f rames ∑n f rames−1i=0 PSNRi
Con estos me´todos para la obtencio´n de datos podemos pasar a recibir los datos pra´cticos
y comentar las medidas reales realizadas sobre el sistema.
6.2. Resultados experimentales
En este apartado intentaremos analizar los resultados obtenidos despu´es de realizar las
pruebas. Desde la implementacio´n se ha intentado seguir todas las ideas expresadas en
el artı´culo Polyphase spatial subsampling mu´ltiple description coding of vı´deo streams with
h264, de R.Bernardini, M.Durigon, R.Rinaldo, L.Celetto y A.Vitali cambiando el codificador
h264 por mpeg.
Para empezar actuaremos sobre el vı´deo del Bus, y aplicaremos sobre el todos los ca-
sos posibles del escenario. con esto queremos decir que se cargara el vı´deo completo y
se realizara un muestreo siguiendo la te´cnica del MDC espacial polifase. Posteriormen-
te se codificara´n y descodificara´n todos los descriptores mediante las instrucciones que
ya hemos comentado. Una vez en el receptor, se ensamblara´n los descriptores, y se le
aplicara´n los dos filtros propuestos.
Esta es la gra´fica que se obtiene de las medidas del proceso anteriormente explicado:
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Figura 6.1: Ca´lculo de las PSNR medias de cada uno de los me´todos.
Se han realizado las medidas de la PSNR en todos los lugares que podı´an parecer im-
portantes, comenzando con la que se obtendrı´a del proceso de codificacio´n directa, que
resulta en este vı´deo como el de mejor calidad.
Justo debajo se ha insertado los valores de aplicar los filtros, tanto el de dos dimensio-
nes como el de solamente una dimensio´n (hay que recordar que no debe ser la misma
dimensio´n para toda la imagen sino que puede variar en cada pı´xel). Para este archivo
el rendimiento del filtro propuesto desde este proyecto resulta bastante ma´s eficaz que el
filtro de una dimensio´n, aunque como veremos ma´s adelante no es una diferencia que se
mantenga.
A continuacio´n podemos ver los resultados de la reconstruccio´n, que como no han sido fil-
trados deberı´amos comparar con los resultados obtenidos de el ensamblado de los cuatro
descriptores (la barra en la posicio´n ma´s inferior).
Podemos observar que las diferencias entre los dos me´todos no lineales son pequen˜as
36
”Implementacio´n de un sistema de codificacio´n de vı´deo con descripcio´n mu´ltiple mediante submuestreo
espacial polifase”
pero si suponen un avance sobre los lineales, y que realmente se aproximan al valor
del ensamblado de los cuatro descriptores. Tambie´n podemos ver que pese a que los
me´todos lineales, pueden reconstruir el vı´deo incluso con dos o tres descriptores perdidos,
la calidad baja de forma considerable.
Siguiendo esta dina´mica y con intencio´n de mostrar un seguimiento a la evolucio´n de la
PSNR se ha adjuntado la siguiente gra´fica en la que se muestra la PSNR de cada uno de
los 30 primeros frames de todas las situaciones anteriormente mostradas.
Figura 6.2: Evolucio´n de la PSNR durante 30 frames.
Comentando esta imagen, podrı´amos apreciar la mayorı´a de apartados comentados en la
gra´fica de las PSNR medias. Se observa que por debajo de la lı´nea asociada al filtro de
dos dimensiones se concentran diferentes medidas, haciendonos notar que la diferencia
de calidad visual sera´ relativamente pequen˜a.
En esta imagen, tambie´n se puede notar el efecto causado por la codificacio´n MPEG. Se
observa por ejemplo que la configuracio´n del GOP es de 12 porque el valor de la PSNR
de los frames correspondientes a las ima´genes de tipo I es ma´s alto. Se puede ver como
aparecen picos en los frames 1, 13 y 25 y como a partir de ellos entre la ima´genes de tipo
P y de tipo B se va perdiendo esa calidad, que se gana en ratio de compresio´n.
Pasemos ahora ha realizar comentarios ma´s especı´ficos de las diferentes partes del pro-
yecto.
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Figura 6.3: Imagen completa en grande y sus tres componentes al lado, luminancia a la
izquierda y cromas a la derecha.
Hablando del apartado del tratamiento de errores, nos fijamos en que para los diferentes
vı´deos, los me´todos no lineales esta´n siempre por encima, aunque en ocasiones la dife-
rencia con el bilineal es pequen˜a. Observamos tambie´n que en ocasiones los resultados
son mejores para los ca´lculos con numero variable de gradientes pero en otros es ma´s
eficiente trabajar con la deteccio´n de ejes, dejando ası´ la comparacio´n sin un claro vence-
dor, puesto que los dos consumen, por lo menos en nuestra implementacio´n, un tiempo
semejante.
Podemos extraer conclusiones claras sobre el me´todo de la replicacio´n del vecino ma´s
cercano, que, si bien es cierto que es el me´todo ma´s barato en cuanto a recursos y
tiempo, es el que ofrece una peor calidad.
En el apartado de los filtros, hemos establecido un para´metro variable, llamado a. Hemos
comentado que es el encargado de ponderar la importancia otorgada a los pı´xeles vecinos
respecto al pı´xel evaluado. Desde el artı´culo origen de este proyecto [1], sugerı´an un
valor de 0.25, realizando las pruebas con el fichero foreman. En esta implementacio´n,
hemos decidido comprobar dicho ca´lculo y del mismo modo realizarlo con el filtro 2D con
lo siguientes resultados:









Cuadro 6.1: Tabla comparativa del filtro de 1D.
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Esta es la tabla de resultados del filtro de una dimensio´n, y el resultado es el esperado
puesto que cunado substituimos el valor de a por 0.25 se obtiene la ma´xima eficiencia del
filtro sobre ese tipo de vı´deo. Cuando realizamos el mismo proceso sobe el filtro de dos
dimensiones los resultados son los siguientes.






Cuadro 6.2: Tabla comparativa del filtro de 2D.
Como podemos comprobar el mejor resultado lo conseguimos cunado aplicamos un valor
de a igual a 0.2. Si evaluamos el valor de 0.2 nos damos cuenta que representa un valor
sobre el cual la importancia de todos los pı´xeles es equitativa. Este dato es contrario al
resultado obtenido sobre el filtro de una dimensio´n donde el valor de 0.25 representa que
el pı´xel evaluado tiene el doble de peso que los otros.
Hablando sobre el resultado visual de estos filtro hemos comentado que su principal fun-
cio´n es evitar el granulado que en ocasiones causa la te´cnica del MDC. El ejemplo ma´s
claro que nos hemos encontrado es en el vı´deo del bus, donde se puede observar que tal
como ensamblamos se pierde el efecto de continuidad de un color dando como resultado
una superficie no continua. Tras aplicar el filtro, esa sensacio´n desaparece como podemos
ver en la imagen insertada a continuacio´n.
Figura 6.4: Comparacio´n antes y despue´s de el filtro, efecto granulado.
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Para terminar los resultados experimentales podemos estudiar, al igual que para el trata-
miento de errores, la PSNR media de los diferentes filtros, obteniendo la siguiente gra´fica.
Figura 6.5: Imagen completa en grande y sus tres componentes al lado, luminancia a la
izquierda y cromas a la derecha.
En esta gra´fica podemos ver como el resultado depende mucho del vı´deo tratado y ası´ co-
mo para el vı´deo del bus, el resultado del filtro 2d es muy notable en el vı´deo de foreman
y en el del molino con flores el filtro no mejora pra´cticamente nada. El caso contrario es el
el vı´deo de akiyo, donde los filtros empeoran, especialmente el de dos dimensiones.
Es probable que ese u´ltimo problema sea causado porque la codificacio´n a mpeg ya re-
sulta muy efectiva, porque como ya hemos comentado, los cambios temporales de un
presentador de noticias son mı´nimos y por lo tanto las pe´rdidas de la codificacio´n meno-
res. Ası´ pues cuando pasamos el filtro para suavizar los contrastes perdemos parte de la
informacio´n que si estaba bien codificada. Esta teorı´a gana peso cuando comparamos el
nivel de la PSNR que en este caso es muy alta, y por lo tanto, las pe´rdidas de codificacio´n
han sido menores.
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Una vez realizado todo el proceso de implementacio´n es el momento de establecer algu-
nas conclusiones.
La primera de ellas, sobre las te´cnicas de MDC, es probablemente una de las ma´s u´ti-
les, y es que, mientras se trabaja con los descriptores, se obtiene un vı´deo completo de
una resolucio´n menor, pero podrı´a ser una calidad aceptable si contaramos con algunos
dispositivos.
Dicho esto, y pensando ma´s en la comparacio´n con los me´todos tradicionales, el de codi-
ficacio´n directa y el MDC temporal, podemos decir que se han cumplido las expectativas,
y que las caracterı´sticas teo´ricas se han cumplido en un alto grado, si bien es cierto que
se podrı´a esperar una pe´rdida de calidad menor entre el MDC espacial y los otros tipos
de codificaciones.
Esta diferencia, que en algu´n flujo de vı´deo estudiado resulta de dimensiones notables,
como hemos visto en la figura 6.5, supone el mayor inconveniente del sistema implemen-
tado. Se ha notado que en la mayorı´a de las pruebas realizadas esta diferencia es mayor
cuando menor es la PSNR. Podrı´amos decir entonces, que cuando la codificacio´n com-
porta pe´rdidas de calidad sensibles, el me´todo de Codificacio´n por Multiples Descriptores
supone recibir un flujo todavı´a de peor calidad. Como ya hemos dicho antes, esta calidad
sigue siendo aceptable en situaciones normales, pero a la vez limita este sistema para
cierto tipo de usos. Una posible solucio´n para llevar este tipo de sistema a otros a´mbitos
serı´a cambiar el codificador por algu´n otro con menos pe´rdidas.
Otro aspecto a mencionar en estas conclusiones, es la gran diferencia de resultados
segu´n el vı´deo estudiado. Estas diferencias hacen que los me´todos de tratamiento de
errores varı´en su resultado, ofrenciendo en algunos momentos un resultado o´ptimo y en
otros un resultado mejorable. Es el caso del reconstructor de gradientes, que segu´n el
artı´culo y de forma teo´rica, ofrecı´a una mejor calidad de reconstruccio´n gracias a utilizar
ma´s pı´xeles situados en el entorno de los pı´xeles evaluados. En la realidad, este efecto
no es tan perfecto, y se ve superado por un me´todo como el de deteccio´n de ejes, que
trabaja solamente con cuatro pı´xeles vecinos.
Encontramos una situacio´n semejante con el filtro sugerido[1], puesto que los niveles
comentados inicialmente en el artı´culo[1], solamente se cumplen en determinados mo-
mentos, quedando lejanos en otros o incluso en vı´deos muy esta´ticos y con PSNR muy
alta puede suponer una pe´rdida de calidad. Este efecto se puede ver en la gra´fica 6.5 si
miramos la relacio´n obtenida para el vı´deo de Akiyo.
Respecto al filtrado, consideramos que la opcio´n implementada desde este proyeto como
un filtro adaptativo de dos dimensiones, supone una pequen˜a mejora respecto al de una
dimensio´n en muchos de los casos estudiados. De este modo, podemos decir que dicho
filtro supone una propuesta considerable y positiva.
Comparando los resultados con los nombrados en el artı´culo[1], podemos concluir que la
implementacio´n ha resultado satisfactoria, puesto que se ha logrado trabajar en ma´rgenes
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parecidos, teniendo en cuenta el cambio de codifificador.
De forma ma´s personal, me gustarı´a hacer referencia a LATEX. Debo decir que era mi pri-
mer contacto con este lenguaje, y que pese a que en los inicios parecı´a lento y complejo,
me ha resultado una herramienta u´til y potente, tanto a la hora de manejar fo´rmulas ma-
tema´ticas como a la hora de estructurar los campos de este trabajo. Ası´ pues considero
un acierto esta eleccio´n.
Con estos datos, podemos considerar este proyecto, como una evaluacio´n a un sistema
MDC espacial, que en te´rminos generales se muestra dentro de unos ma´rgenes acepta-
bles, y se presenta de esta forma como un me´todo interesante. Este me´todo es todavı´a
ma´s competitivo en escenarios poco estables, donde sus ventajas son ma´s amplias sobre
la de sus ”competidores“.
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