While in the univariate case solutions of linear recurrences with constant coe cients have rational generating functions, we s h o w that the multivariate case is much richer: even though initial conditions have rational generating functions, the corresponding solutions can have generating functions which a r e algebraic but not rational, D-nite but not algebraic, and even non D-nite.
Introduction
The aim of this paper is to study the nature of multivariate generating functions a n x n whose coe cients satisfy a linear recurrence relation with constant coe cients a n = c h 1 a n+h 1 + c h 2 a n+h 2 + + c h k a n+h k for n s with adequate initial conditions. The univariate case (d = 1) is well-known to give rise to rational generating functions. We shall show that the multivariate case is much richer. We start by an existence and uniqueness theorem that actually applies to recurrences of a more general form a n = ( a n+h 1 a n+h 2 : : : a n+h k ) for n s where the values of a n for n 6 s are given explicitly. In particular, we show that the lattice points in the rst orthant (i.e., n 0) can be enumerated in such a way that for all n the points n + h i precede n in this enumeration, if and only if the convex hull of the set H = fh 1 h 2 : : : h k g does not intersect the rst orthant (Section 2). This condition on H, which ensures existence and uniqueness of the solution, is assumed to be satis ed in the sequel.
For linear recurrences with constant coe cients, we show that when initial conditions grow at most exponentially, the same is true of the solution, which is consequently analytic in a neighbourhoodof the origin (Section 3).
Next, we study the algebraic nature of the generating function of the solution of such recurrences (Section 4). We de ne the apex of H as the componentwise maximum of the points in H f 0g. When the initial conditions have rational generating functions and the apex of H is 0, the generating function of the solution is rational and given by an explicit formula. When the initial conditions have algebraic generating functions and the apex of H has at most one positive coordinate, the generating function of the solution is algebraic and is given explicitly in terms of the solutions of an algebraic equation. We give various applications to the enumeration of lattice paths that generalize Dyck paths.
When the apex has more than one positive coordinate, and the initial conditions have rational generating functions, the generating function of the solution need not be algebraic, which we demonstrate on the problem of Young tableaux of bounded height. However, the solution here remains D-nite. We conclude the paper with a simple example showing that non-D-nite solutions (and even, hypertranscendental solutions) might also occur.
The main tool that we use is the so-called kernel method which permits to solve certain systems of linear functional equations that seem to contain too many \unknowns". It works by restricting the equations to algebraic varieties on which some of the unknown terms vanish, thus providing the \missing" equations (see Section 4 for more detail).
Notations. We use N to denote the set of nonnegative integers. We write u = 2 An existence and uniqueness theorem Let A bea nonempty set. We consider d-dimensional recurrence equations of the form a n = ( a n+h 1 a n+h 2 : : : a n+h k ) for n s a n = '(n) for n 0 n 6 s:
We think of the h i as having mostly (but not necessarily only) negative coordinates, and of the point n as depending on the points n + h 1 n + h 2 : : : n + h k as far as the value of a n is concerned.
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The objective of this section is to characterize the sets H for which there is an ordering of N d of order type ! such that the points n + h 1 n + h 2 : : : n + h k precede n in this ordering. Then there exists a unique solution of (1) { (2), and for any n 2 N d it is possible to compute the value of a n directly from (1) { (2) in a nite numberof steps. We rst de ne a dependency relation on the points of N d , induced by the set H. Recall that a binary relation R A A is well-founded if it is transitive and has no in nite descending chains in A (there exists no sequence (a n ) n 1 of elements of A such that a n+1 R a n for all n). Note that a well-founded relation is irre exive and asymmetric. Lemma 4 Let X R d be a nite set of rational points, and p 2 conv X. Then p is rational if and only if it can be e x p r essed a s a r ational convex combination of points from X.
Proof: If p is a rational convex combination of rational points then clearly p is rational.
Conversely, l e t p 2 conv X be rational. Let S X be a minimal subset with the property that p 2 conv S. Let e bethe a ne dimension of S. By Carath eodory's theorem (cf. 21, Thm. 17.1]) and by minimality o f S, we have jS j e + 1 . But e + 1 equals the maximum number of a nely independent points in S, b y de nition of e. So jS j = e+1 and S is a nely independent. Therefore conv S is an e-simplex containing p. Let (ii) ) (iii) As fx 2 R d x 0g and conv H are disjoint convex polyhedra they can be separated by a hyperplane which meets neither of them. Therefore there are u 2 (3) The sequence (a n ) satis es (1) and (2) (4) We are going to prove, by induction on i, that (4) de nes a unique sequence f(i). The unique solution of (1) { (2) can then berecovered from f using a n = f p ;1 (n).
Step 0. Let us show that Eqn. (4) 3 Linear recurrences with constant coe cients
In the rest of the paper, we focus our attention on multivariate linear recurrences. Let A bea eld of characteristic zero. Let H be a nite nonempty subset of Z d satisfying the condition
We study the recurrence relation a n = 8 > > > < > > > :
for n 0 and n 6 s (7) where (c h ) h2H are given nonzero constants from A. The function ' provides the initial conditions, and we assume that s 2 N d and s + H N d : (8) It is natural to ask how restrictive Condition (6) is. The following discussion suggests that the correct answer is: \not at all". Let G be a nite nonempty subset of Z d , and let us consider the linear relation (1 + M)). Let g 0 6 = g, and assume (9) holds.
Observe that there can be several \good" choices of g. Take for instance the linear equation a m n = a m n+1 + a m+1 n where H = f(0 1) (1 0)g and the conditions of Theorem 3 are not satis ed. Both equivalent relations a m n = a m n;1 ; a m+1 n;1 and a m n = a m;1 n ; a m;1 n+1 do satisfy these conditions and hence allow an inductive evaluation of the sequence a m n .
Note however that by (8), we need s (0 1) in the former case and s (1 0) in the latter.
This means that di erent sets of initial values are required by these two relations: (a m 0 ) m 0 by the former, and (a 0 n ) n 0 by the latter.
We now prove an analyticity result.
Theorem 7 Take A = C . Let (a n ) be the unique solution of (7). If there are constants m > 0 and u 2 R d such that j'(n)j m u n for all n 6 s, then the generating function of (a n )
F(x) = X n 0 a n x n is analytic in a neighborhood of the origin. 4 The nature of the solution Let a bethe unique solution of the recursion (7) . In this section we investigate the nature of the generating function F s (x) = X n s a n x n;s :
Let us rst recall a few de nitions.
De nition 8 Let A be a eld of characteristic zero. Let F(x) = P n 0 a n x n be a formal 
where P h (x) = X n6 s n s+h a n x n;s = X n6 s n s+h '(n)x n;s and M h (x) = X n s n6 s+h a n x n;s : (11) Note the simple relationship between F s (x) and the full generating function F(x):
a n x n = x s 0 B B @ X n s a n x n;s + X n6 s n 0 a n x n;s In dimension 2, the apex of H is the upper right corner of the smallest rectangle (with its sides parallel to the axes) enclosing the set H f 0g.
Multiplying (12) by x p where p is the apex of H we obtain
where
c h x p;h (14) K
U
the series P h and M h being given by (11) .
From the de nition of the apex it follows that Q(x) is a polynomial in x called the characteristic polynomial or the kernel of the recursion. Note that the coe cients of Q(x) and K(x) are given directly by the coe cients of the recurrence relation and by the initial conditions, respectively. The coe cients of U(x) can of course becomputed from (7) but are not given explicitly. Therefore we call K(x) the known initial function and U(x) the unknown initial function. The functional equation (13) has a striking feature: on one hand, it is completely equivalent to our recurrence relation, and thus de nes uniquely the numbersa n for n s, and hence F s (x). On the other hand, there seem to be not one, but two u n k n o wn functions in it: F s and U. We shall show below on examples how to work with such apparently ambiguous functional equations. If U(x) can be found explicitly then the generating function of the unique solution to (7) is given by
Example 1 (continued): The knight's walk
Let us go back to the recurrence (5). We have s = (2 2), H = f(1 ;2) (;2 1)g and the apex is p = ( 1 1). Using (11) 2 The above example shows a strong connection between the nature of the series F s and the nature of the unknown initial function U. We are now going to discuss this connection in full generality. We rst need to de ne the sections of a formal power series.
De nition 10 Let F(x 1 : : : x d ) = P n 0 a n 1 ::: n d x n be a formal power series in d variables.
A section of F is any \sub-series" of F obtained by xing some of the indices n i . For This terminology is due to Lipshitz. It is not di cult to prove that all sections of a rational (resp. algebraic, D-nite) series are also rational (resp. algebraic, D-nite). We refer to 15] for a proof in the D-nite case.
Proposition 11 Let F s (x) be the generating function of the unique solution of (7). Then the series F s (x) is rational (resp. algebraic, D-nite) if and only if both its known and unknown initial functions K(x) and U(x) are rational (resp. algebraic, D-nite). Proof: If K and U are rational (resp. algebraic, D-nite), then (17) shows that F s is also rational (resp. algebraic, D-nite): the three families of power series under consideration are closed under the sum and the product, and contain rational functions.
Conversely, observe that, for h 2 H, the series M h , de ned by (11) , and consequently the series U, are nite linear combinations of sections of F s . Hence if F s is rational (resp. algebraic, D-nite), then so is U(x). Eqn. (17) implies that the same holds for K(x).
Note. The series K(x) is a linear combination of sections of the full generating function F(x) = P n 0 a n x n , b u t not of sections of F s .
The above proposition tells us that determining the nature of F s boilsdown to determining the nature of U (the nature of K is perfectly controlled because K is explicitly given). We give b e l o w examples of recurrence relations leading to rational, algebraic irrational, D-nite transcendental, and nally non-D-nite generating functions.
Rational solutions
Theorem 12 Assume the apex p of H is 0. Then the generating function F s (x) of the unique solution of (7) is rational if and only if the known initial function K(x) itself is rational.
Proof: For each h 2 H we h a ve h 0, hence s+h s and M h (x) = 0. Therefore U(x) = 0 and by (17) , F s (x) = K(x) Q(x) : (18) As Q(x) is a polynomial in x, it follows that F s (x) is a rational function of x if and only if K(x) i s .
Observe that when d = 1 , w e always have rational initial conditions and p = 0.
Note that any recurrence with constant coe cients { no matter what the apex { yields a rational generating function under special initial conditions. Assume A is algebraically closed, and take any u 2 A d such that P h2H c h u h = 1 . Such a u always exists because H contains a nonzero point. Then a n = u n satis es a n = P h2H c h a n+h and the generating function F(x) = P n 0 u n x n = Q d i=1 (1 ; u i x i ) ;1 is rational, as well as F s .
4.3 Algebraic solutions
Theorem 13 Take A = C and assume that the apex p of H has at most one positive coordinate. Then the generating function F s (x) of the unique solution of (7) is algebraic if and only if the known initial function K(x) itself is algebraic.
Before we prove this theorem, let us rst study a particular recurrence, which will illustrate the main ideas of the proof. 
The degree of Q in x d is p d + r, where r = maxf;h d h 2 H f 0gg. Assume Q factors as
Then we can rewrite the series F s as
Eqns. (22) and (23) show that the two cases p d = 1 and r = 1, corresponding respectively to max h d = 1 and min h d = ;1, are especially favourable. In both cases, the series F s (x) is, up to an explicit rational-function factor, equal to (
, where is a solution of Q(x 1 : : : x d;1 ) = 0. In this case, we can write immediately the algebraic equation satis ed by F s (x). Examples will be given below. If there exists i such that s i < 0, then the apex of H is (0 t ) with t > 0, and the corresponding generating functions are algebraic. Using (11) { (15) we nd Q(x y) = y t ; x r 1 y s 1 +t ; ; x r k y s k +t K(x y) = y t :
We are now in the framework described in the second remark that follows the proof of In other words, denotingg(x) = g(x) P i: s i =1 x r i , and after a multiplication byg t+1 :
The transformation (r i s i ) ;! (r i ;s i ), which boilsdown to reading the paths from right to left, shows the combinatorial equivalence between the two problems, re ected by Eqns. In the same way we could count generalized Dyck paths with coloured steps { then the corresponding coe cient c h would equal the number of colours available for step h. This approach generalizes without signi cant change to higher-dimensional paths if the steps have positive coordinates in all but perhaps one ( xed) dimension. In all these cases, the generating functions are algebraic.
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The next example is actually an application of the previous one.
Example 4 : Directed paths above a line of rational slope Let p and q be positive integers. Consider the problem of counting lattice paths with steps (1 0) and (0 1) which start at the origin and stay on or above the line qy= px. Using the linear transformation L : (i j) 7 ! (i + j qj ; pi) we obtain the equivalent problem of counting lattice paths with steps (1 ;p) a n d ( 1 q ) w h i c h start at the origin and stay within the rst quadrant. This is because L maps the \forbidden" region below the line qy= px into the region below the line y = 0 . We are thus back to Example 3, with S = f(1 ;p) (1 q )g.
The apex is p = (0 p ) and we are in the algebraic case, with t = p and s = q. We have Q(x y) = y p ; xy p+q ; x and the relevant generating functions can be derived from (24) and (25):
G(x y) = 1 y p ; xy p+q ;
The series G and g can be understood in terms of the original paths (with unit steps) as follows: G(x y) counts these paths according to their length (variable x) and an additional statistics that describes some kind of \distance" between the endpoint of the path and the line px = qy. The series g(x) is the length generating function for paths ending on that line.
The cases p = 1 and q = 1 are especially simple moreover, they are equivalent, as far as the evaluation of g(x) is concerned. If, for instance, p = 1 , t h e n g(x) = ( Note that b m(q+1) equals the number of paths from the origin to the point (mq m) in our original problem. We have thus recovered a classical result (e.g. 6, Thm. 2]). By changing the initial conditions, we could count the paths that start at the origin and stay above the line px = qy(if q = 1 , then this question is equivalent to the initial one for the case p = 1, see 9, Theorem 5.5]). Instead of the steps (1 0) and (0 1) we could take a n y set of steps with nonnegative components, and still obtain algebraic generating functions. 2 
D-nite transcendental solutions
According to the two previous subsections, the solution of (7) This gives, for n 1, a n = Y
