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Abstract
Neutron irradiation induces in steels nanostructural changes, which are at the origin of the mechanical degradation
that these materials experience during operation in nuclear power plants. Some of these effects can be studied by
using as model alloy the iron-carbon system.
The Object Kinetic Monte Carlo technique has proven capable of simulating in a realistic and quantitatively reliable
way a whole irradiation process. We have developed a model for simulating Fe-C systems using a physical description
of the properties of vacancy and self-interstitial atom (SIA) clusters, based on a selection of the latest data from
atomistic studies and other available experimental and theoretical work from the literature. Based on these data,
the effect of carbon on radiation defect evolution has been largely understood in terms of formation of immobile
complexes with vacancies that in turn act as traps for SIA clusters. It is found that this effect can be introduced using
generic traps for SIA and vacancy clusters, with a binding energy that depends on the size of the clusters, also chosen
on the basis on previously performed atomistic studies.
The model proved suitable to reproduce the results of low (<350 K) temperature neutron irradiation experiments,
as well as the corresponding post-irradiation annealing up to 700 K, in terms of defect cluster densities and size
distribution, when compared to available experimental data from the literature. The use of traps proved instrumental
for our model.
Keywords: Fe-C alloys, Object Kinetic Monte Carlo
1. Introduction
Low alloy banitic steels are used for the reactor pressure
vessel (RPV) in most commercial nuclear power plants.
Their integrity is the most important factor in the deter-
mination of the lifetime of a nuclear reactor. It is known
that neutron irradiation causes hardening and reduction
of the tensile elongation of these steels, leading to an in-
crease of the ductile-brittle transition temperature (em-
brittlement) [1, 2, 3, 4]. For a full understanding of the
degradation processes of steels, it is important to under-
stand thoroughly how the nanostructure evolves under
irradiation, i.e. how vacancies, SIA and their clusters in-
teract with each other and with other impurities, such as
interstitial carbon atoms.
Object Kinetic Monte Carlo (OKMC) is a stochastic
∗Corresponding author. Tel. +32 1433 3096, fax: +32 1432 1216.
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method that is adequate for simulating the nanostructure
evolution in materials during irradiation or annealing.
However, the method requires the pre-determination of
the parameters that define the rate of events, such as
migration of defects or dissociation of clusters, for all
defects in the simulation. Since there are many kinds
of defects, the properties of which usually vary with
the size of the defect clusters, thousands of parameters
are needed for a standard simulation. These may be ob-
tained by using data from experiments, ab initio calcu-
lations and MD or other atomistic calculations. OKMC
studies have been performed for Fe-systems e.g. by Do-
main et al. [5], but a good parameter set to simulate irra-
diation processes in Fe-C under any condition still needs
to be elaborated.
Relatively few thoroughly reported and well-
documented irradiation experiments on Fe-C systems
can be found in the literature that are actually usable as
reference for their simulation with the OKMC method
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[6]. We have chosen here two reference experiments:
One irradiation experiment by Eldrup, Singh and Zinkle
[4, 7] and one post-irradiation annihilation experiment
by Eyre et al. [8]. The first of these experiments
was chosen because of its completeness. The second
one is in fact the only relatively well-documented
post-irradiation annealing experiment on Fe that could
be found. Low dose and relatively low irradiation
temperature conditions have been chosen, because they
involve less complexity when modelled with OKMC
tools.
Eldrup et al. conducted an irradiation experiment on α-
Fe with about 80 atomic parts per million (appm) carbon
and nitrogen at the High Flux Isotope Reactor (HFIR)
at ORNL [7]. They estimate the neutron fluxes to be
4·1018 n/m2/s (E > 1 MeV). The irradiation temperature
was around 343 K. From the experiment, they report
vacancy cluster number densities, obtained by positron
annihilation spectroscopy (PAS) for different displace-
ments per atoms (dpa) values, up to 0.23 dpa [7]. They
also report the corresponding number densities of visi-
ble SIA clusters from transmission electron microscopy
(TEM) studies of the same materials [4].
Eyre et al. irradiated specimens measuring 76.2 × 6.35
mm at 333 K for three months up to 0.73 dpa in the
DIDO reactor. The thermal and fission neutron doses
were 8.2 · 1020 and 2.5 · 1020 n cm−2, respectively. The
samples were afterwards annealed for 1 hour at various
temperatures up to 773 K [8]. Using TEM, they mea-
sured the number densities of visible SIA clusters and
their mean diameters at different temperatures.
To get a more complete picture from the available exper-
imental data in α-Fe, we have also considered other ex-
periments, with less complete data: [9, 10, 11, 12, 13]. A
more thorough overview of the available irradiation and
annealing experiments with pure Fe will be published in
a separate paper [6].
In this work, we develop an OKMC model that succeeds
in simulating the defect evolution under irradiation and
post-irradiation annealing of α-Fe containing a certain
amount of C. Key in our model is the identification
of carbon-vacancy complexes as traps for SIA clusters,
leading to a convincing understanding of the role of car-
bon on the nanostructural evolution of iron under irradi-
ation. We will demonstrate the accuracy of our model by
reproducing vacancy and SIA cluster density data from
the above mentioned irradiation and annealing experi-
ments. The paper is organized as follows: The OKMC
method is described in section 2. Sec. 3 describes our
set of parameters for SIA and vacancy clusters in Fe-
Figure 1: The OKMC simulation box with all objects
and events used in our model.
C systems. In Sec. 4, we show simulation results under
idealized conditions, for the purpose of parameterizing
the traps that are used in the main model. The parame-
ters for the traps are described in Sec. 5. In Sec. 6 and 7
are results from simulations of the nanostructure evolu-
tion under irradiation and annealing, respectively, using
our main set of parameters. Finally, we discuss the re-
sults and present our conclusions.
2. Computation methods
For our OKMC simulations, we use the code LAKI-
MOCA, which is already thoroughly described in [14].
In short, objects and possible events are introduced in
a simulation box according to pre-defined probabilities
(Cf. Fig. 1). Objects may represent vacancy and SIA
clusters or any other nano- or microstructural feature.
Every object has an associated reaction volume, that is
generally spherically shaped (except for large disloca-
tion loops, which have a toroidal shape). When the re-
action volumes of two objects overlap, a predefined re-
action, like clustering between two vacancy clusters or
annihilation between a vacancy and an SIA, takes place.
The events in an OKMC simulation determine the dy-
namics of the system. The simplest event is one object
migrating by one step (jump to first nearest neighbour
distance), which is an example of an internal event. An
external event is e.g. a cascade, which introduces new
vacancy and SIA objects into the system. Common for
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all events is that they have a probability that needs to
be defined in the parameterization. In most cases these
probabilities are expressed in terms of frequencies of
thermally activated processes,
Γi = νi exp
(−Ai
kBT
)
, (1)
where νi is the attempt frequency, alias the prefactor, for
event i, Ai is the corresponding activation energy, kB is
Boltzmann’s constant and T the temperature. For every
simulation step, an event is chosen, based on the corre-
sponding probabilities in the parameterization, using the
Monte Carlo algorithm [15]. When an event is selected,
the progress in simulation time is calculated using the
residence time algorithm [16].
A second kind of objects employed in our model are
traps and sinks. Both have a spherical reaction volume
with a radius that has to be specified. Both may act
on vacancy clusters or SIA clusters, depending on their
specification. When objects interact with a trap, they are
bound to the trap by a certain trapping energy, Et, spec-
ified for each kind of trap. We use traps to simulate the
effect of carbon or carbon-vacancy complexes that are
able to trap SIA clusters. When an object interacts with
a sink, it is absorbed. Sinks are used to allow for the
presence of dislocations in the material. Spherical sinks
are used, the radius of which is defined in such a way
that their sink strength equals the sink strength of dislo-
cations. In addition, the presence of grain boundaries is
allowed for, using the algorithm described in [17].
The foreign interstitial atoms, FIA, are another class of
objects. FIA are a more explicit way to represent car-
bon, but also a more complex one, as more parameters
have to be specified. Indeed, FIA may form mixed clus-
ters with vacancy and SIA. These mixed objects need to
have their own set of parameters as well.
LAKIMOCA can simulate damage production from
electron, ion and neutron irradiation. In the case of elec-
trons, Frankel pairs are introduced in the simulation box
according to a certain dose rate, following the assump-
tion that every electron produces one Frenkel pair. The
pairs are introduced as uncorrelated pairs of single va-
cancy and SIA objects.
When simulating neutron (or ion) irradiation, debris of
vacancy and SIA objects of different sizes are randomly
introduced into the system at a certain rate per time
and volume. The defect populations are chosen ran-
domly from a database [18, 19, 20, 21, 22, 23] of dis-
placement cascades simulated using molecular dynam-
ics (MD) with the Finnis-Sinclair potential [24]. The
database contains cascades with energies of 5 keV, 10
keV, 20 keV, 30 keV, 40 keV, 50 keV and 100 keV. The
accumulated dpa is calculated using the NRT formula
[5, 25]:
dpa =
0.8EMD
2ED
, (2)
where EMD is the damage energy, i.e. the fraction of
the kinetic energy of the primary knock-on atom (PKA)
spectrum that is not absorbed by electronic excitation
and is well approximated by the energy of the cascades
in the MD simulations. ED = 40 eV is the displacement
threshold energy for Fe.
We prefer to use a non-cubic simulation box in order to
avoid anomalies from 1D-migrating defects entering a
migration trajectory loop, due to the periodic boundary
conditions, as discussed in [17].
3. Parameterization for SIA and vacancy clusters
The parameters needed to define the properties of point-
defects and their clusters in our model are listed in Table
1. All parameters are in principle a function of the size
of the defect clusters, Nδ (where δ = v denotes vacan-
cies, δ = i SIA and δ = f FIA). To build these tables, we
have gathered available data from ab initio, molecular
dynamics, rate theory, atomistic and OKMC studies and
carefully chosen the most accurate values to be used for
our model. The chosen values for all parameters are de-
scribed below for all species of objects, vacancies, SIA
and traps.
The number of parameters needed is very large. How-
ever, it is important to emphasize that the goal of this
work is to establish all physical parameters for which
clear indications as to whether their values exist from
fundamental studies or experiments, thereby limiting
the need to calibrate only a few, if any, parameters, with
clear physical interpretation. These, in turn, will be con-
sidered satisfactory if their value is physically accept-
able.
3.1. Vacancy clusters
In what follows, we describe in some detail how the nu-
merical values of the parameters for vacancy-type de-
fects were established.
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Table 1: Overview of all parameters and their annota-
tions: δ = v for vacancies, δ = i for SIA, δ = f for FIA,
δ = f v for mixed FIA-vacancy clusters and δ = f i for
mixed FIA-SIA clusters.
Nδ - The number of defects in the cluster —
all parameters that follows are in prin-
ciple functions of Nδ.
νδ [s−1] The prefactor (or attempt frequency)
for the cluster migration.
Mδ [eV] The migration energy of the cluster.
νδd [s
−1] The prefactor (or attempt frequency)
for a emission of a defect, d = i, v or
f , from a cluster.
Mδd [eV] The migration energy of a defect, d,
emitted from a cluster.
Bδd [eV] The binding energy of a defect d to a
cluster
rδ [Å] The capture radius around a given
spherical object, representing its strain
field; when two spheres overlap the two
objects react with each other
χδ - Parameter determining the shape of the
object. If 1, the geometrical shape of
the cluster is a torus, if 0, the shape is a
sphere.
ηδ [eV] The energy of rotation, used to define a
pure probability (not frequency) of ro-
tation of the Burgers vector associated
with the cluster. A vanishing value cor-
responds to fully 3D motion, a value
approaching 1 eV or more corresponds
to fully 1D motion.
Eδt [eV] The energy by which a defect δ is
bound by a generic trap.
3.1.1. Diffusivity
The diffusion coefficient of a migrating species can be
written equivalently as (see e.g. [26])
D(T ) = D0 exp
(−EDa
kBT
)
= fc(T )
Γ(T )d2j
2n
, (3)
where D0 is the diffusivity prefactor, EDa is the dif-
fusion activation energy, fc (∼1 in the case of three-
dimensionally randomly migrating vacancy clusters ) is
the correlation factor (which may depend on the tem-
perature), d j is the single jump distance, and n is the di-
mensionality of the migration (1 for 1D migration, 3 for
3D migration). The jump frequency, Γ(T ) is expressed
as [26]:
Γ(T ) = νv exp
(−Eva
kBT
)
, (4)
where νv is the so-called attempt frequency. Assuming
EDa ∼ Eva (completely true in case of purely random
walk; approximately true so long as correlated jumps
remain rare events), one gets
D0 ≈ fc
νvd2j
2n
≈
νvd2j
2n
. (5)
Therefore, neglecting correlation effects, the diffusivity
is determined once attempt frequency and migration en-
ergy are known (if correlation effects exist, they must be
introduced in the model separately) and these are the pa-
rameters that must be provided to LAKIMOCA in order
to define the mobility of each migrating species.
Attempt frequency for migration, νv. For the single va-
cancy, an attempt frequency of the order of the Debye
frequency, ν1 = 6 · 1012 s−1 is used. The attempt fre-
quency values given for the vacancy clusters will be ex-
pressed for convenience in terms of this value, used as
a constant, which was fitted to the self-diffusion coeffi-
cient of iron at 300°C.
For clusters of size Nv = 2–250, values of attempt fre-
quency obtained by atomistic KMC (AKMC) [27, 28]
are used (Cf. Fig. 2. Missing values are interpolated us-
ing cubic spline. For Nv > 300, the clusters are assumed
to migrate by surface diffusion mechanisms ([29], as in
[30]):
νv ∼ ν1
(Nv)4/3
. (6)
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Figure 2: The attempt frequency parameterization, νv,
interpolated to AKMC data from [27, 28] and then ex-
trapolated.
This scaling was smoothly joined to the AKMC values
using the correlation:
νv = −1.02064 · 10−3 + 1.410626 · 10
14
(Nv)4/3
. (7)
For clusters of sizes Nv = 251–299, the values are inter-
polated using cubic splines.
Migration energy, Mv. The migration energy for the
single vacancy is taken to be 0.63 eV, as predicted by
the Mendelev potential [31], one of the most reliable for
radiation damage studies in iron. The reason for adopt-
ing the inter-atomic potential value instead of the ex-
perimental value or the one obtained from density func-
tional theory is that the relative differences between mi-
gration rates are probably more important than the ab-
solute values. Since the migration energies for clusters
must necessarily be evaluated using the inter-atomic po-
tential, for consistency, the inter-atomic potential value
is also adopted in the case of the single vacancy. Den-
sity functional theory (DFT) calculations for the migra-
tion energy of the single vacancy give values between
0.64 eV [32] and 0.67 eV [33]; experimental values are
reported to be 0.55 or 0.57 eV [34]. Mendelev’s po-
tential gives 0.63 eV [31], which is sort of intermedi-
ate between experimental and DFT values. According
to DFT, the di-vacancy has a migration energy similar
to the single vacancy, whereas the tri-vacancy is more
mobile [34]. This trend is respected by the values from
[27], that we use.
For sizes Nv = 2–300, AKMC values [27] are used and
Figure 3: The migration energy for vacancy clusters,
Mv; interpolated to AKMC data from [27, 28] and then
extrapolated.
the missing values are interpolated using cubic splines
(Cf. Fig. 3. For Nv > 300, a single value is extrapo-
lated from a smooth fit to the AKMC values, using only
cluster sizes Nv > 10. Hence, the obtained migration
energy for vacancy clusters of sizes larger than 300 va-
cancies is set to 1.26 eV. The dataset as a function of Nv
is represented in Fig. 3. Note that the peaks that appear
for Nv < 250 have a physical explanation: they corre-
spond to vacancy clusters in which a nearest neighbour
shell is complete: due to their high symmetry, the sur-
face motion of vacancies in these clusters is more diffi-
cult, hence the corresponding migration energy is higher
[28].
3.1.2. Dissociation via emission of single vacancies
Dissociation via emission of clusters is an extremely
unlikely event [28], so only single vacancy emission is
considered. The dissociation (or emission) energy is by
definition the sum of the migration energy of the emit-
ted object plus its binding energy to the mother cluster:
Ediss = Bvv(N
v) + Mvv(1). Here, too, different series of
values contribute to building the parameterization for all
sizes.
Jump frequency for emission, νvv. In order to be con-
sistent with the rate theory and guarantee that ab-
sorption and emission can reach steady state ki-
netic equilibrium—not to confuse with thermodynamic
equilibrium—the vacancy emission must be propor-
tional to the radius of the cavity, i.e. the power 13 of the
5
Figure 4: The attempt frequency for emission of a va-
cancy, νvv, from clusters of different sizes. The values
are interpolated to AKMC data from [27, 28] and then
extrapolated.
size expressed in terms of number of vacancies, Nv:
νvv ∼ ν1 3
√
Nv (8)
For Nv ≤ 300, the parameters were again interpolated to
AKMC values [27, 28] and then extrapolated with the
function (Cf. Fig. 4):
νvv = −6.40388 · 10−4 + 9.49849 · 1013 · 3
√
Nv. (9)
Migration energy for emission of a single vacancy, Mvv .
This energy is considered independent of the size of the
mother cluster, so Mvv = 0.63 eV for all N
v.
Binding energy, Bv. The binding energy we refer to
here is between the emitted single vacancy and the va-
cancy cluster.
For Nv ≤ 300. we calculate Bv = Ediss − Mvv , from the
dissociation energies Ediss, obtained in [27, 28]. These
values are lower than the binding energies statically cal-
culated (either with the Mendelev potential or by DFT),
because these are effective values that inherently take
into account the fact that the configuration of the clus-
ters keeps changing, thereby making dissociation easier
than predicted based on the energy difference between
the dissociated and the fundamental states of the cluster.
In other words, these values include configurational en-
tropy effects on the dissociation free energy. The miss-
ing values were interpolated using cubic splines. For
Figure 5: The binding energy of a vacancy to a cluster,
Bv, The values are derived from dissociation energies,
calculated with AKMC [27, 28] and then extrapolated.
The asymptote of the extrapolated values is the forma-
tion energy of a vacancy according to the interatomic
potential used..
Nv > 300, the values were extrapolated by fitting the
function,
Bv = 1.71 + 3.39716[(Nv)2/3 − (Nv + 1)2/3], (10)
to the AKMC values. This equation (10) interpolates
fairly well the AKMC values up to Nv = 300 and ex-
trapolates them especially well, as is shown in Fig. 5—
its asymptote is the formation energy of the vacancy ac-
cording to the Mendelev potential, consistently with the
fact that the emission of a vacancy from a very large
voids is equivalent to creating a new vacancy in the bulk
by removing an atom from a free surface.
3.1.3. Other parameters
The capture radius, rv. Following Table 2 in [14]:
rv =
3.3a0
1 + γ
+  + a0
(
3
8pi
)1/3 (
(Nv)1/3 − 1
)
(11)
with interstitial bias γ = 1.2,  = 0.01, and a0 = 2.87
Å (the lattice parameter of iron). The rationale behind
this expression is that the spherical volume associated
with the cluster has a radius given by the radius of the
cluster itself (second term, determined by how many va-
cancies are contained in it), increased by the range of the
single defect strain field (first term), the latter obtained
including the correction given by removing the radius of
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the defects on the surface. The value 3.3a0 corresponds
to the distance at which recombination between intersti-
tial and vacancy occurs in iron according to experiments
(see refs. in [14]). The bias factor γ takes into account
the larger strain field of self-interstitials, as compared to
vacancies, and appears here in order to make sure that
the recombination distance between SIA and vacancy is
actually 3.3a0 (see expression for SIA clusters below:
the interaction distance is the sum of the capture radii
of the two objects, i.e. interaction occurs when the two
spheres associated with each object overlap).
Loop nature, χv. In iron, at least under neutron irradi-
ation, vacancy loop formation is not expected to be a
frequent event, and the most stable clusters are “spheri-
cal”, so χv = 0 for all Nv.
3.2. SIA clusters
In what follows we describe in some detail how the nu-
merical values of the parameters for SIA-type defects
were established.
3.2.1. Diffusivity
The theory is the same as for vacancies, i.e. it is sum-
marised by Eqs. 3–5. Since SIA clusters migrate rela-
tively fast, much faster than vacancy clusters, their dif-
fusivity can be studied by MD. Reliable studies [35, 36]
have been performed using Mendelev’s potential [31],
even though it does not reproduce correctly the stabil-
ity of the non-parallel configurations of SIA clusters
[37]. Because of the uncertainties concerning stability
and mobility of non-parallel configurations, the actual
parametrization will not reflect exactly the calculations.
Moreover, as in the case of vacancies, it is justified to
change some of the parameters to explore the impor-
tance of specific effects that the MD simulations cannot
take into account (e.g. the effect of impurities). In par-
ticular, contrary to the case of vacancies, the migration
energy of SIA clusters should not be considered as fully
established.
Migration attempt frequency, νi, and migration energy,
Mi. For N i ≤ 7, the νi and Mi values have been ob-
tained with reference to Eq. 5, using as indication values
from [35], slightly modified based on a series of consid-
erations.
Overall there are three categories of migration energy
values to be established, in different ways:
• Based on experiments [38], the migration energy
of the single SIA in iron is 0.3 eV and the mi-
gration energy of the di-SIA is 0.4 eV, fully 3D
in both cases. These values are also found in DFT
[39], and the values obtained from dynamic simu-
lations using Mendelev’s potential in [35], namely
0.27 and 0.36, respectively, are also not dissimilar.
The di-interstitial is actually more stable in a non-
parallel configuration [37]; the unfaulting energy,
i.e. the energy required to switch from the non-
parallel to the parallel configuration, was however
estimated and found to be ∼0.4 eV from the inter-
atomic potential, suggesting no difference as com-
pared to the migration energy. In a DFT calculation
[40] it was found that actually the non-parallel di-
SIA, rather than unfaulting, can migrate remaining
in the same configuration, with an energy of ∼0.55
eV. However, here we shall adopt the more estab-
lished value of 0.4 eV, which is supported by ex-
periments.
• The migration energy to be used for clusters with
3–4 SIA should allow for the fact that these can
only migrate when in parallel configurations (with
relatively small energy, i.e. 0.14 eV and 0.15
eV, respectively [35]) but, according to DFT, will
spend most time in non-parallel configurations; so,
the bottleneck for migration becomes the unfault-
ing process. The energy involved in the latter is
not easy to estimate, because the available poten-
tials predict the non-parallel configurations to be
metastable, so dynamic simulations are not reli-
able, while static simulations require guessing all
the steps of a process that, in the case of 3 and 4
SIA, can be fairly complex. It is, thus, a challeng-
ing calculation of uncertain outcome. In the case
of the 4-SIA cluster, recently the unfaulting en-
ergy seems to have been reliably estimated from
Mendelev’s potential to be ∼0.8 eV [41], so we
shall adopt this as a reasonable value for its effec-
tive migration energy (a previous estimate [37] had
provided 1.7 eV, which seems somewhat too high).
In the case of the 3-SIA clusters the only estimate
for the unfaulting energy that is currently available
is ∼0.15 eV, which was obtained from Mendelev’s
potential in [37]. This value is likely to be an un-
derestimation, so we tentatively take for the 3-SIA
cluster the same effective value of migration en-
ergy as for the di-interstitial, ∼0.4 eV.
• For the migration energy of large clusters (> 6
SIA), which are assumed to migrate in 1D mainly,
we take the value from MD, ∼0.05 eV (See e.g.
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Table 2: The attempt frequencies, νi, and the migration
energies, Mi, for SIA cluster sizes of N i = 1–7.
N i νi Mi
[1013 s−1] [eV]
1 8.071 0.31 (Exp. value)
2 34.15 0.42 (DFT and exp. value)
3 1.175 0.42
4 1.195 0.8
5 0.156 0.1
6 0.156 0.05
7 0.171 0.05
[36]). Alternatively, different choices can be made
in parametric studies. However, we prefer to at-
tribute the origin of the higher values found exper-
imentally (∼1.3 eV [42]) to the presence of impu-
rities, so here we shall consider fixed the 0.05 eV
value and will move to traps the responsibility of
effectively changing this value. We have no data
for the 5-SIA complex, so we use an intermediate
value, 0.1 eV, to have a smoother transition from
0.8 eV for 4-SIA to the value of 0.05 eV for the
6-SIA complex.
Taking into account all these considerations, the param-
eters tentatively adopted for N i ≤ 7 are shown in Table
2. Concerning the prefactors for N i ≥ 7, the following
expression is used:
νi =
c
(N i)0.8
, (12)
Here, c is determined by requiring Eq. 12 to give the
same values for N i = 7 as the values in the table above.
Thus, c = 8.11 · 1012. The exponent of N i in the de-
nominator can theoretically vary between 0.5 (indepen-
dent crowdion model) [43] and 1 (migration via kink
pair formation along the edge of a loop) [44]. The value
0.8 adopted here respects the theory and corresponds to
the value determined experimentally by Arakawa et al.
[42].
3.2.2. Dissociation via emission of single SIA
The dissociation (or emission) energy, Ediss, is defined
as the sum of the migration energy of the emitted object
plus its binding energy to the mother cluster: Ediss =
Bii(N
i) + Mii(1). SIA clusters are known to be thermally
highly stable, i.e. dissociation by emission of single SIA
is a very unlikely event, due to the strong binding en-
ergy. Therefore, a priori, any large enough value is ac-
ceptable and only small clusters (size 2–3) will actually
have a small probability of emitting. For this reason, it
is not really worth devoting specific studies to refine pa-
rameters in this case. However, recently binding energy
values calculated using Mendelev’s potential have be-
come available and could therefore be used [45]. Here
we take a simplified approach, as follows.
Jump frequency for emission, νii. The jump frequency
for emission is arbitrarily assumed to be the same as the
one for the migration of the single vacancy and indepen-
dent of the mother cluster size:
νii = ν1 = 6 · 1012 s−1 (13)
for all N i.
Migration energy for emission of a single SIA, Mii . The
migration energy for one SIA is simply chosen to be
equal to the migration energy of the single interstitial,
i.e. Mii = M
i = 0.3 eV for all N i.
Binding energy, Bii. The binding energy we refer to here
is the one between the emitted single SIA and the SIA
cluster. The simplest option is to use the formula re-
ported e.g. in [14]. For N i > 1:
Bii(N
i) = e f or+
(Bii(2) − e f or)((N i)s − (N i − 1)s)
2s − 1 , (14)
where s = 23 , B
i
i(2) = 1.0 eV (binding energy of the di–
interstitial); and e f or = 4.0 eV (formation of the single
interstitial).
3.2.3. Other parameters
The capture radius, ri, and the loop nature, χi. The cap-
ture radius for an SIA clusters is determined having in
mind the fact that the SIA in the cluster are parallel to
each other and distributed on a (111) plane, forming a
platelet that can be approximated by a round disc for
large enough sizes. The sphere associated with the clus-
ter is assumed to be the one whose equatorial plane is
the habit plane of the cluster, i.e. the disc associated,
and whose equator is the edge of the loop. The capture
radii are thus given by
ri = ri0 +
a0√
pi
√
3
(
√
N i − 1), (15)
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ri0 = γ
3.3a0
1 + γ
(16)
where γ = 1.2 (interstitial bias) and a0 = 2.87 Å is the
lattice parameter of iron.
For large SIA clusters, we know that the strain field of a
perfect dislocation loop is limited to a region surround-
ing the edge dislocation delimiting it, while a perfect
lattice with no strain field is found at the centre of it.
The shape of the strain fields of larger loops are thus
better approximated by a torus. Tentatively, we assume
that SIA clusters become loops when they exceed size
150. So, for 1 < N i < 150, the objects are spherical,
denoted by χi = 0, and for N i ≥ 150, they have toroidal
form, denoted by χi = 1. The major toroidal radius, R,
is then given by
R =
√
a20N
i
pi
√
3
. (17)
This expression comes from the assumption that the
toroid is approximated by a circle with an area equal
to N i atomic areas. The minor toroidal radius, r = 7.215
Å, is given by Eq. 15 for N i = 2 for all sizes of toroidal
SIA clusters.
Dimensionality of migration, ηi. Small clusters may
flip their Burgers vector as a consequence of distur-
bances produced by impurities or simply as a spon-
taneous thermally activated process. The existence of
non-parallel configurations and the possibility that,
while migrating, the cluster turns into one of them can
be an additional mechanism, because when unfaulting,
the Burgers vector may be different from the previous
one. This effect is taken into account in the code by in-
cluding a rotation energy from which a pure probability
(not a frequency) is derived, in terms of a Boltzmann
expression. A rotation energy ηi = 0 produces changes
of the Burgers vector (= jump direction) at each jump,
thereby corresponding to fully 3D migration. ηi > 0 re-
duces the chances of changing direction at each jump, so
that the defect changes jump direction only after a num-
ber of 1D jumps. Values of ηi in excess of 1 eV provide
almost fully 1D migration (depending on the tempera-
ture).
Precise information about the values of ηi and the actual
dimensionality of the migration of the different clusters
is not available, but it is known that there is a transi-
tion from fully 3D to fully 1D migration with increas-
ing size. We use ηi = 0 for single and di-interstitials and
increase the value gradually to 1 eV for larger sizes.
3.3. Treatment of grain boundaries and dislocations
Grain boundaries and dislocations are sinks for both
SIA and vacancies. In LAKIMOCA, a defect is removed
when it has travelled farther than the length of the aver-
age grain size [14].
Dislocations are here assumed to be sinks only for small
defects. As the dislocation density in the material by El-
drup et al. [7] is very low, ρd = 1012 m−2, by applying
the equivalence with spherical sinks [46], i.e.
k2s = 4pirsns = ρd, (18)
we found that rs, the radius of the sphere, has a very
small value, assuming that the number density of spher-
ical sinks, ns to be 1 sink in the system. As a conse-
quence, the influence of the dislocation bias on the re-
sults of the model cannot be assessed when comparing
with this reference experiment.
4. Study of populations of small C-V complexes
In this section we report the results of a study of post-
irradiation annealing performed under ideal conditions.
Namely, we consider only vacancies and FIA (C atoms).
The purpose of this study is to have an idea of which
C-V complexes should be expected to form in majority
after irradiation at <370 K and how the population of
complexes would change upon annealing up to above
600 K. This study is then used as guideline for the pa-
rameterization of traps, described in section 5. For the
sake of simplicity, we restricted the degrees of freedom
of the system by only allowing V1, V2, C, CV, CV2 and
C2V complexes to be stable, as it makes it possible to
compile a complete parameter set based on available
data, without any need for fitting. Moreover, indications
from interatomic potentials seem to suggest that larger
complexes might not be especially stable, although un-
certainties remain in this respect [47]. The parameters
used for this specific simulation are described in the next
section.
4.1. Parameterization with explicit C objects
For vacancies, the same parameters were used as de-
scribed before in Sec. 3.1, except that the migration en-
ergy for emission is set to Mvv = 0.0 for vacancy objects
with more than two vacancies (Nv > 2), in order not to
form voids and focus the attention on the relative frac-
tion of small C-V complexes, which are expected to be
the most common.
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Table 3: The parameters for the FIA and vacancy-FIA
objects for the study of populations of small C-V com-
plexes. Only V1, V2, C, CV, CV2 and C2V are allowed.
The parameters make all other complexes unstable by
putting the binding energy B f vv = 0. ν f v = ν
f v
f = ν
f v
v =
6.0 · 1012 s−1, M f v = ∞, M f vf = 0.902 eV [48] and
M f vv = 0.63 eV for all N f and Nv.
Complex N f Nv B f vf B
f v
v
[eV] [eV]
CV 1 1 0.64 [49] 0.64 [49]
CV2 1 2 1.01 [50] 0.49 [49]
CV3 1 3 0.93 [50] 0.0
CV4 1 4 0.96 [50] 0.0
CV5 1 5 0.23 [50] 0.0
CV6 1 6 1.20 [50] 0.0
CVn 1 7 ≤ 1.20 0.0
C2V 2 1 1.01 [49] 2.3 [49]
C2V2 2 2 1.18 [49] 0.0
C2V3 2 3 0.93 0.0
C2V4 2 4 1.01 0.0
C2V5 2 5 1.23 0.0
C2V6 2 6 1.30 0.0
C2Vn 2 7 ≤ 1.30 0.0
C3V 3 1 0.00 2.3
C3V2 3 2 0.00 0.0
C3Vn 3 3 ≤ 0.00 0.0
C4V 4 1 0.00 2.3
C4V2 4 2 0.00 0.0
C4Vn 4 3 ≤ 0.00 0.0
For single carbon, the attempt frequency is set to the
standard value ν f = ν1 = 6 · 1012 s−1 and the migration
energy to M f = 0.90 eV [48]. The capture radius is set
to 5.0 Å. Complexes of only carbon are forbidden by
making them immobile, with a very high migration en-
ergy M f ≥ 10.0 eV, and unstable, with a binding energy
of a carbon atom to the cluster, B ff = 0.0, for complexes
with more than one carbon, N f > 1. The parameters for
mixed C-V clusters are shown in Table 3.
4.2. Results
We introduced a random population of carbon in a sim-
ulation box of size 150 × 200 × 250 × a30. We included
dislocations as sinks in a similar way to what was de-
scribed in Sec. 3.3. We also used a grain size of 33 µm.
The irradiation of the system at 333 K was simulated
by a constant flux of one vacancy per second. As the
system could possibly behave very differently if it con-
tains more vacancies than C atoms, or if the populations
are more equal, we used one case were a number of va-
cancies were systematically removed continuously (by
artificially disappearing at grain boundaries, beyond the
correct sink strength) and one case were they were not.
The evolution of the density of the different complexes
is shown for both regimes in Fig. 6. Both systems reach
a steady state, regarding the C-V complexes. In the sys-
tem with low amount of vacancies (in the end an equal
amount of C and V remains), the steady state is reached
faster and not all C atoms are bounded to vacancies. In
the final state, the number of CV2 complexes is 32 times
higher than the number of C2V. The CV complexes have
disappeared completely by becoming C2V. In the case
with high amount of V (in the end twice as many V as
C), all C are bounded to V and the level of CV2 is about
ten times higher than the density of C2V.
The previously irradiated systems were then annealed
by raising the temperature by steps of 50 K, keeping the
system at each temperature for one hour. The evolution
of the density of the complexes is presented in Fig. 7. It
is observed that CV2 complexes are dominating at low
temperature, below 480 K, whereas the C2V complexes
dominate at higher temperatures for both cases. The ma-
jor difference between the two regimes is the absence of
free C in the system with high amount of V.
5. Parameters for the effect of carbon
Foreign interstitial atom (FIA) objects are the most ex-
plicit way of describing carbon, but because of the
formidable complexity in terms of parameters that are
added by the complexes it forms with point-defect clus-
ters, we used them only in Sec. 4. In this section, we
describe the parameters for the traps than translate the
effect of C and which, together with the set of param-
eters for SIA and vacancies, described in Sec. 3, will
form the full model. The traps represent not only single
C atoms, but also small carbon-vacancy clusters, such
as CV, CV2 and C2V. The latter complexes bind strongly
enough to SIA clusters to be able to trap them. The traps
are essential for the simulations to reproduce the exper-
imental data.
CV, CV2 and C2V complexes have been found to be
highly stable by MD simulations [47] and in particu-
lar the C2V complex is stable up to 700 K. There is
also ample experimental evidence of the existence of
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(a)
(b)
Figure 6: The evolution of a carbon-dominated (a) and a vacancy-dominated system (b) with small C-V complexes
and under irradiation.
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(a)
(b)
Figure 7: Annealing of the small complex carbon-dominated (a) and vacancy-dominated (b) system to obtain the
temperature dependence.
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Table 4: Binding energies between C-V complexes and
the edge or the centre of large SIA clusters (size 61
SIA), according to MD simulations [51] .
SIA binding energy [eV]
Centre Edge
C 0.0 0.6 [47]
CV 0.3 0.75
CV2 1.4 0.8
C2V 0.4 1.4–1.5
these complexes, as reviewed in [6]. MD simulations by
N. Anento and A. Serra [51] show that C-V complexes
bind to 1/2〈111〉 SIA clusters with different binding en-
ergy, depending on whether the complex is interacting
with the edge or the centre of the SIA cluster. At the
edge, the vacancies in the complex tend to recombine,
whereas this does not happen at the centre. The binding
energies for C-V complexes with 1/2〈111〉 SIA clusters
according to MD simulations are given in Table 4. It can
be seen that CV2 and C2V are particularly strong traps
for SIA clusters, depending on the point of interaction
and the temperature. CV2 is a strong trap if it interacts
with the centre of the SIA cluster, but weak if interact-
ing with the edge. All complexes with only one C are
weak traps if interacting with the edge as the V will re-
combine. CV2 is a strong trap only if it interacts with
the centre.
We use generic spherical traps to simulate not only the
formation of C-V complexes, but also their interaction
with SIA clusters. Gyeong-Geun Lee et al. [52] noted
that it is crucial that the efficiency of the SIA traps de-
pends on the size of the trapped SIA cluster, as the SIA
clusters otherwise tend to merge together until only a
single large SIA cluster is left in the simulation box, in-
dependently of the size of the simulation box. To obtain
this dependency, Lee et al. used a dissociation rate that
was proportional to (N i)−1 or (N i)−2. Here, we adopted
a method where we specify the trapping energy Eit ex-
plicitly for all sizes, including temperature dependence
when necessary. In Table 5 the trapping energies for SIA
and vacancy clusters up to size 6 are presented.
For simulations at low temperature, 330–480 K, the
sizes of SIA clusters may be divided into three cate-
gories, in order to define their trapping energy. For size
1–4, we use DFT data for the binding energy between a
C atom and an SIA cluster, according to [50]. From size
5 to the threshold size, Nth, we use the value of the bind-
ing energy for a C atom to a SIA cluster, 0.6 eV [47].
Table 5: The trapping energies for the SIA traps. The
SIA values for sizes 1–4 and the vacancy values for sizes
1–6 are from DFT calculations [50].
N i SIA Eit Vac. E
v
t
[eV] [eV]
1 0.17 0.65
2 0.28 1.01
3 0.36 0.93
4 0.34 0.96
5 0.60 1.23
6 0.60 1.20
This value is the same whether the cluster interacts with
a single C atom or a CV2 complex, which is the dom-
inating trap in this range of temperatures. Indeed, for
clusters sufficiently small, the highest chance is that the
interaction occurs with the edge, leading to recombina-
tion of the vacancy and interaction energy with single
C, i.e. 0.6 eV. Above size Nth, in the third category, we
use a strong binding energy, 1.2 eV, that can be associ-
ated to the CV2 complex bound to the centre of the SIA,
and comparable to MD results in [51]. The threshold,
Nth, is used as a calibration parameter, that effectively
takes into account the probabilities for three different
interactions with a SIA cluster at 330–480 K: the strong
interaction of CV2 complex with the centre, the weak
interaction of ditto complex with the centre or the weak
interaction of a single C with an SIA cluster.
For temperature of 480–680 K, we assume that the dom-
inating strong traps are C2V (Cf. Sec. 4 ) and we there-
fore fitted the Eit for SIA clusters of sizes above Nth to
1.4 eV, consistently with the calculations in [51]. For
temperatures above 680 K, we assume that the C2V
complexes begin to dissociate, leaving only single C
atoms in the system, with Eit = 0.6 eV.
In the case of vacancy clusters, we use the same trap-
ping energies for vacancies, Evt , for all temperatures. For
Nv = 1–6, we use DFT values from [50]. For Nv > 6,
we assume no trapping, as suggested by [47, 53].
6. Simulation of the nanostructure evolution under
irradiation
We simulated an irradiation experiment with the set-
up used by Eldrup et al. in [7]. The irradiation tem-
perature was 343 K and the simulation box size was
350 × 400 × 450 × a30. Periodic boundaries were used in
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Figure 8: The vacancy cluster number density and mean
size evolution versus dpa for the best case. The experi-
mental data are from [7].
three dimensions. Cascades were introduced with a rate
equivalent to 7 · 10−7 dpa/s. As either SIA or vacancy
objects can be exclusively trapped, two populations of
100 appm traps were employed to include the effect of
C on vacancies and C-V complexes on SIA clusters. The
trapping energy depends on the size of the trapped ob-
ject, as in Table 5. Two spherical absorbers for SIA and
vacancies, respectively, were introduced as sinks equiv-
alent to a dislocation density of 1012 m−2. The grain size
was 33 µm. The simulation was stopped when 0.734 dpa
had accumulated.
The vacancy cluster number density and mean size ver-
sus dpa, as compared to experimental data, are shown
in Fig. 8 for the best case, i.e. Nth = 29 (see below for
more details). The corresponding size distribution of va-
cancy clusters for different doses is shown in Fig. 9. The
results of the simulation show good agreement with the
experimental data.
The density of visible SIA clusters (N i > 50) versus
dose is shown in Fig 10, and compared with a num-
ber of experimental data from TEM examinations of ir-
radiated Fe-C alloys. The threshold, Nth, was fitted to
the TEM data from Zinkle and Singh, denoted as trian-
gles in Fig. 10. The best fit was obtained, in this case,
with Nth = 29. The results for Nth = 27 and 31 are
also shown and suggest that a higher Nth gives a lower
visible SIA cluster density. Values of ∼30 seem indeed
reasonable as threshold above which complexes would
mainly interact with the centre of the loop and changing
the value allows one to remain within the experimental
range. Another way of comparing the evolution of SIA
Figure 9: The vacancy cluster size distribution for dif-
ferent doses for the best case. The size increment is by
10 vacancies. The dotted line gives the density for one
defect in the simulation box. The experimental data for
0.23 dpa (triangles) are from [7].
clusters with experiments is to consider the dislocation
density due to loops, as shown in Fig. 11 for Nth = 29.
One advantage of this choice is that the scatter of data
from different experiments is significantly reduced. The
agreement is good (in both cases) starting from 10−3–
10−2 dpa, but the model underestimates by an order of
magnitude the dose at which SIA clusters become visi-
ble.
The mean cluster size at different doses is shown in Fig.
12. The mean sizes are overestimated compared to the
reported experimental data [4], although the trend is cor-
rect. The evolution of the size distribution of SIA clus-
ters versus dpa is shown in Fig. 13.
7. Simulation of the nanostructure evolution during
isochronal annealing
We simulated a complete post-irradiation-annealing ex-
periment in a box of size 350 × 400 × 450 × a30. In the
reference experiment [8], iron was irradiated at 333 K to
0.37 dpa at a dpa rate of 5 · 10−8 dpa/s. Similarly to the
previous case, we introduced 100 appm traps for SIA
objects, as well as 100 appm traps for vacancy objects.
The traps, that we assume are representing C and CV
and CV2 at low temperatures, had the same defect-size-
dependent and temperature-dependent-binding energies
as described in Sec. 5 and in Table 5. No values for the
dislocation density and grain sizes are reported in [8].
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Figure 10: Number density of visible SIA versus dpa.
Nth = 29 corresponds to our best case. The reference ex-
perimental data are denoted with triangles [4]. Included
in the graph are also data from other comparable irradi-
ation experiments in Fe-C (bullets) [9, 8, 10, 11, 12, 13].
See [6] for full details.
Figure 11: Loop dislocation density versus dpa. The
reference experimental data are marked with triangles
[4]. Included in the graph are also data from other
comparable irradiation experiments in Fe-C (bullets)
[9, 8, 11, 12, 13]. See [6] for further details.
Figure 12: The SIA cluster mean sizes and their stan-
dard deviations for different dpa. The experimental data
are from [4].
Figure 13: The SIA cluster size distribution evolution
as function of dpa. The dotted line gives the density for
one defect in the simulation box.
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We used the same values as in the previous simulation
in Sec. 6
After irradiation the system underwent isochronal an-
nealing, where the temperature was increased by 50 K
after every hour (3600 s), until a final temperature of
733 K was reached. We simulated the evolution with
temperature and traced the number density of visible
SIA clusters, as well as the number of SIA in visible
clusters (SVC), as shown in Fig. 14 to compare with
corresponding experimental data.
Before the temperature was raised to 483 K, we as-
sumed that carbon atoms should have become mobile
and thus able to form the stronger C2V traps, as is sug-
gested by the study performed in Sec. 4.2 (Fig. 7). We
thus raised the trapping energy for large SIA (larger than
Nth) to different values, Eit = 1.3, 1.4 and 1.5 eV. Ac-
cording to MD simulations the binding energy between
a SIA cluster and a C2V complex is 1.4–1.5 eV [51].
Our results indeed suggest a value between 1.4 and 1.5
eV for Eit. The trapping energies of the vacancy traps
were unchanged, but their number was correspondingly
reduced by 50%.
Using the ab initio values for the C2V complex from
Table 3, the dissociation energy can be calculated as
Ediss = M
f v
f + B
f v
f = 1.90 eV, which, using the formula
for thermally activated events,
Γe = ν
f v exp
(−Ediss
kBT
)
(19)
gives an average lifetime of the complex, Γ−1e = 18.4 s,
at T = 683 K, rendering the complex unstable. Above
this temperature, we can thus assume only C atoms to
remain in the box, all C-V complexes being dissolved.
Thus, before the temperature was raised to 733 K, we
lowered the trapping energy for large SIA clusters to
0.6 eV, i.e. the binding energy between C and large SIA
clusters [47]. The number of traps were again raised by
50 % to the original density. Due to the lowered trapping
energy all SIA and vacancy clusters disappear, mostly
due to recombination (in the absence of other efficient
sinks). This is also seen in the experimental data. If the
trapping energy is not lowered, with Eit = 1.4 or 1.5 eV,
some SIA clusters will remain longer in the box than the
experimental data show. With Eit < 1.4 eV the clusters
disappeared too fast.
We also did a separate study where we kept the pre-
irradiated system at the constant room temperature of
290 K to see if any changes could be expected from
normal storage of the irradiated material. While the va-
Figure 14: The density of visible SIA clusters and SIA
in visible clusters (SVC) as a function of temperature
during the simulated isochronal annealing. Different
trapping energy for SIA, Eit = 1.2–1.5 eV, are used at the
temperature of 483 K and higher. Above 733 K, if the
trapping energy was decreased to Eit = 0.6 eV, all clus-
ters disappear, as indicated by the dashed coloured lines.
The solid line and the triangular dots are the experi-
mental visible SIA cluster density and the SVC density,
respectively, from [8]. The latter points are calculated
from the reported visible SIA densities and the cluster
diameter data. The dotted black lines indicates the den-
sity corresponding to one object in the box (lower line)
and the minimum SVC simulation resolution (higher
line), respectively.
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cancy and SIA densities dropped a bit and the mean
cluster sizes rose a bit, no significant changes could be
observed after a simulation time of about one year.
8. Discussion
8.1. Small C-V complexes
The study of small C-V complexes in Sec. 4 has in-
herent limitations as the formation of large V and C-V
complexes is deliberately forbidden, while SIA are alto-
gether absent. Still, as steady-state is reached after a rel-
atively short time and ∼10−4 dpa, it can be assumed that
the same steady-state would be reached very quickly
in a real irradiation, before the SIA cluster population
starts to build up. In this sense, the use of traps instead
of the more cumbersome explicit treatment of all possi-
ble C-V clusters is acceptable.
We used two regimes, where one was under-saturated
and the other was over-saturated with vacancies. The
second one might look closer to a real irradiation but
in reality whether one regime or the other is correct it
will depend on the actual C content in the matrix and on
the efficiency of the sinks. The two regimes can be con-
sidered as representative limiting cases. Concerning the
density of CV2, both regimes are characterised by more
or less the same behaviour. The main difference is that
in the under-saturated regime, there is an abundance of
free C, whereas in the over-saturated regime there is not,
as they are all bound to CV2 after the irradiation. In Sec.
4.2, we clearly see that CV2 is the dominating complex
at the irradiation temperature chosen in this work, espe-
cially if we disregard the weakly trapping C atoms. This
is logical as C atoms at low temperatures are virtually
immobile and V have more time to bind to C defects.
Based on the parameters deduced from ab initio data,
above 480 K, C is mobile and will join with the CV2
complexes, creating the C2V complexes, as the second
V becomes weakly bound in the C2V2 complexes and is
quickly emitted. As there can be a difference of 0.6–1.0
eV for the binding energy of a C2V and a CV2 complex
to the same point of a SIA cluster (centre or edge) [51],
there are clearly two different regimes for SIA traps at
lower and higher temperatures, respectively.
8.2. Cluster evolution under irradiation
Sec. 6 demonstrates that our model correctly reproduces
the vacancy density cluster evolution under irradiation
at 343 K. For the SIA clusters, we compare the simu-
lation data in two ways with the available experimental
data: in terms of density of visible loops, and in terms
of loop dislocation density, as functions of dpa. As all
the experimental data are retrieved from TEM studies,
which we expect to have fairly large error bars, up to
about one order of magnitude, we can say that we have
good agreement also for the SIA evolutions, compar-
ing specifically to the data by Zinkle and Singh [4], to
which the visible SIA density was in fact fitted by vary-
ing the threshold parameter, Nth, (the only fitting pa-
rameter used here). The other TEM data show a rather
extensive scatter, illustrating the large experimental un-
certainties. It can be noted that the newer experiments
(our reference experiment is the most recent one) tend to
have higher densities than the older ones, which might
be explained by the higher resolution of newer electron
microscopes.
The SIA mean cluster sizes are systematically larger,
compare to the experimental data by S.J. Zinkle and
B.N. Singh [4], but their reported mean sizes are on the
other hand surprisingly small, down to ∼1 nm in diame-
ter, (they report a TEM resolution of 0.5 nm, which is a
significantly smaller than the more standard value of 1.5
nm, which we indeed have used as a lower size limit for
visible clusters). A lower value of the limit for visibility
in the analysis for the simulation data does not improve
our results, though the experimental data might thus in
fact be a bit underestimated in case of the mean size.
The defect size dependence of the trapping energy to
the SIA traps proved crucial for the model. With a
constant trapping energy for all sizes, all SIA clusters
would eventually merge together to a single large clus-
ter, at high enough dpa. This would happen indepen-
dently of the simulation box size, which is not physical.
The importance of a size dependence of the emission
rate from traps was already evidenced in [52], however
here we provide a physical interpretation for it, in terms
of changing dominant mechanism in the interaction be-
tween C-V complexes and SIA clusters (edge versus
central interaction).
8.3. Post-irradiation annealing
To be successful, the simulation of the isochronal an-
nealing in Sec. 7, had to be divided into three different
temperature ranges where the trapping energy changed
according to the results from Sec. 4. In particular, the
trapping energy, Eit, for large SIA clusters above the
threshold size, Nth was changed from the first to the
second stage to agree with the values attributable to the
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dominant C-V cluster species, i.e. from Eit ∼ 1.2 eV for
CV2 to 1.4 eV for C2V. 1.2 eV is enough to completely
trap SIA clusters at the first stage, but not enough at the
higher temperatures at the second stage (>483 K), why
the stronger value of 1.4 eV of the C2V [51] complex is
necessary. Indeed, the MD study by N. Anento and A.
Serra suggests that the binding energy of CV2 should
be 1.4 eV as well [51], which is still in good agreement
with our results, as a higher trapping energy at the first
stage does not change anything.
In the third stage, the weak traps, corresponding to iso-
lated C atoms, interact very little with the large remain-
ing SIA clusters, but still prevent them to all cluster to-
gether into a single cluster. In the end all clusters either
recombined or were absorbed by the grain boundaries
or other sinks.
The overall temperature evolution shows fair agreement
for all three stages of the annealing with the experimen-
tal data for both the visible SIA density, as well as SIA
in visible clusters.
8.4. General discussion
Clearly, the present model has limitations related to the
fact that the physics of the formation of complexes be-
tween C atoms and point-defects, vacancies but also
SIA clusters, is implicit in the parameterization of the
trapping energies. A more evolved model should in-
clude explicitly all the ingredients and provide sponta-
neously all the effects. Yet, it is believed that the present
work represents a significant step forward towards the
development of nanostructural models for Fe alloys, in-
cluding steels, by providing a reference for the elabora-
tion of more complete ones.
An issue that was not addressed here concerns the sen-
sitivity of the model to the variation of key parame-
ters on which uncertainties remain, first of all the SIA
cluster threshold size explicitly used to fit the results.
Moreover, it is of high interest to perform a wide ex-
ploration on the effect of irradiation parameters such as
flux. These studies have actually been performed; how-
ever, because of the extensive amount of results they led
to, it has been preferred to report them in a separate pa-
per [54].
9. Conclusions
We have presented an OKMC model based on the use of
a physically fully motivated parameter set, which suc-
ceeds in describing the nanostructure evolution in Fe-C
systems under irradiation at 333–343 K (<100°C) and
during post-irradiation annealing.
Key for the success of the model is the deep understand-
ing, based on ab initio and interatomic potential calcu-
lations, of the interaction between C atoms and point-
defects, to form stable complexes with vacancies that
are in turn capable of binding migrating SIA clusters.
In this paper the physics is simplified by introducing
appropriately parameterized traps for point-defect clus-
ters, following the example of previous models. Next
step will be the implementation of a full set of param-
eters treating explicitly the formation of complexes in-
volving C.
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