Recently, it has been shown that the efficiency of excimer lamps can be drastically increased in a pulsed regime. A one-dimensional simulation of pulsed excimer lamps has been performed by Carman and Mildren (2003 J. Phys. D: Appl. Phys. 36 19) (C&M). However, some computational results of the work of C&M are questionable and need to be revisited. In this paper, a dielectric barrier discharge (DBD) in xenon has been simulated for operating conditions similar to those of C&M to better understand plasma dynamics in a pulsed regime. Our simulation results differ considerably from the computational results of C&M. Although these differences do not affect profoundly the plasma macro parameters measured in the C&M experiments, they offer a better understanding of plasma dynamics in pulsed DBDs and form a solid foundation for computational optimization of excimer lamps. It was found that the dynamics of breakdown and the current pulse depend significantly on the initial densities of species after a previous pulse, and so it is important to accurately simulate the plasma evolution in both the afterglow and active stages. It seems possible to modify the power deposition in the plasma by varying external discharge parameters such as the amplitude and the rise time of the applied voltage, and to modify the plasma composition by changing the pulse repetition rate and plasma decay in the afterglow stage.
Introduction
Excimer lamps are efficient sources of non-coherent ultraviolet (UV) or vacuum UV (VUV) radiation generated by rare gas dimers and rare gas halides [1] . Dielectric barrier discharges (DBDs) are ideally suited for inducing excimer formation [2] . Recently, DBD-based Xe lamps have been developed for efficient, mercury-free production of VUV radiation for a variety of applications in environmental and materials processing. A number of simulation models (see, e.g. [3, 4] ) have been developed for such discharges in order to assess their operation characteristics and efficiency.
In traditional Xe DBD lamps driven by sinusoidal voltages, the electrical-to-VUV conversion efficiency is typically in the range 10-20% [3, 4] . It has been shown recently (see, e.g. [5] [6] [7] [8] ) that this efficiency can be increased up to 60% by employing short pulsed voltage excitation (with pulse duration, τ , of the order of 100 ns, and repetition rate, T , of the order of 100 µs). In [6, 7] , the efficiency increase of 3.2 times (compared with sinusoidal voltage excitation) was reported for a short-pulse excitation with τ ∼ 150 ns, accompanied by marked improvements in the VUV peak power (six times) and spectral purity of the VUV output. Images of the plasma in the visible and VUV range indicated that the pulsed DBD plasma is spatially homogeneous across the dielectric surfaces.
To understand qualitatively the increased efficiency in the pulsed operating regime, a comprehensive numerical model of pulsed DBDs for excimer lamps has been developed by Carman and Mildren (C&M) in [8] . However, some results of that work of C&M are questionable and need to be revisited. The most striking are the results presented in figure 12 of [8] , for the reader's convenience reproduced here in figure 1. They show that quasineutrality of the plasma is violated in the afterglow (plasma decay stage) in spite of the fact that the Debye radius remains much smaller than the discharge gap. As can be seen in figures 12(b) and (c) in [8] , the density of ions remains at the level of ∼10 16 m −3 , whereas the electron density drops to very low values of ∼10 11 m −3 after several microseconds in the afterglow stage. This behaviour contradicts basic principles of gas discharge physics and makes questionable the validity of the computational model described in [8] .
The plasma decay during the afterglow is important also due to the fact that the breakdown dynamics depends strongly on the density of charges remaining in the discharge volume during the afterglow. It is known (see, e.g. [9] ) that the breakdown behaviour depends significantly on whether the gas is initially ionized or not. In particular, at high overvoltages applied on non-ionized gas, there can develop streamers, which lead to discharge spatial non-uniformity, whereas the discharge development of initially ionized gas can take place under uniform conditions [10] . It is hence very important to model correctly the whole discharge pulse including both the breakdown and the afterglow stages.
In this work we revisit the results of [8] by carrying out simulations for the conditions of [8] using the software developed in [11] . This software has been thoroughly tested, validated and used for a variety of gas discharges as described in [11] [12] [13] .
Our simulation results differ considerably from the computational results described in [8] . Although these differences do not affect profoundly the plasma macro parameters measured in the experiments [8] , they enable a better understanding of plasma dynamics in pulsed DBDs and offer confidence for computational optimization of excimer lamps planned in our future work. Section 2 presents a brief description of our computational model. In section 3, our results are presented and compared with the results of [8] . We discuss possible reasons for the observed discrepancies and outline new knowledge about the plasma behaviour revealed in our simulations.
Description of the discharge model
The discharge model used in the present simulations is described in [11] . Here, we describe only briefly the details of the model specific to pulsed DBD simulations. The external circuit is modelled by a general-purpose circuit simulation code, SPICE. The discharge model is based on a fluid description of ions and neutral species (ground-state or excited) using drift-diffusion approximation for the particle flux. The gas flow is accounted for by solving the Navier-Stokes equation for the mass-averaged velocity. The description of electrons is based on a 'hybrid' approach. In this approach, we solve the continuity equation for the electron number density, n e , using the drift-diffusion approximation for the electron flux. The electron transport coefficients (mobility, µ e , and diffusion coefficient, D e ) are found from the solution of the Boltzmann equation using the two-term spherical harmonics expansion (SHE). This approach allows one to self-consistently couple the evolution of electron density and electrostatic potential, φ, calculated from the Poisson equation. The rates of electron-induced chemical reactions are calculated using the electron energy distribution function (EEDF) obtained from the solution of electron Boltzmann equation. In this work, in order to simplify the numerical effort, we use a modified local-field approximation. In this approximation, we calculate the EEDF and electron transport coefficients as functions of the local electric field, E. We solve a zero-dimensional (local) Boltzmann equation for a certain range of the electric field, E, and electron density, n e , and produce two-dimensional lookup tables (LUT) for electron transport coefficients and reaction rates. We then solve the electron energy balance equation for the average electron energy (or 'temperature', T e ). This allows us to account approximately for the non-locality of electron kinetics induced by electron thermal conduction. The average electron energy (T e ) and electron density (n e ) obtained thus are used to find electron parameters from the LUTs [11] . The discretization scheme is based on the finite-volume approach. The Sharfetter-Gummel (exponential) scheme is used for the numerical discretization of the electron flux.
The main differences between our computation model and that of [8] can be outlined as follows. (1) C&M use a current conservation equation that is equivalent to the Poisson equation for a one-dimensional case; we solve the Poisson equation in a general, three-dimensional formulation. (2) C&M use an advanced third order upwind differencing scheme to compute the electron flux between cells; we use a standard exponential scheme well established in gas discharge physics. We believe these two diferences in the numerical algorithms might be the primary cause of differences between the results of our computations.
In this study, we use xenon gas with a chemistry mechanism that is basically the same as in [14] . We used a simplified energy scheme of Xe atoms and molecules as recommended in [15] and connected with unification of closely located levels into one effective level. This level is assigned a total statistical weight g k = g i (k is the number of the combined level, and i characterizes an individual level of the combined group) and an average energy E k = g i E i / g i . It is shown in [15, 16] that this approximation for calculations of populations of exited states, of ionization and recombination coefficients within the scope of collisionradiation kinetics, agree well with the results of the detailed numerical calculations. Attempts to improve such a simplified scheme by taking into account separate levels and sub-levels with energy gaps less than 0.1 eV (e.g. account for the individual sub-levels in the 2p 1−10 configuration as in [8] ) should be physically justified. Typically, collisions with atoms of excited species with closely excited levels (which have large rates, see [17] ) result in a Boltzmann distribution with a gas temperature. The neglect of such processes due to a lack of reliable data on collision rates could result not in an increased accuracy but rather in larger errors. Thus, for a Xe atom, the level Xe (k = 1) corresponds to the ground state 5p 6 1 S 0 , Xe * (k = 2) combines the 6s states, Xe * * (k = 3) combines the 6s states, Xe * * * (k = 4) combines the 6p states, Xe(5) (k = 5) combines the 5d states, etc [17] value was determined from [19, 20] . Table 2 lists the plasma-chemical processes and rate constants in Xe that have been used in this paper. It should be noted that conversion into excimers of type (30) in table 2 is not considered among channels of the Xe * * decay since the bound molecular states corresponding to Xe * * 2 are absent [20] . In accordance with [14, 15] , it is sufficient to consider only processes involving atomic Xe + , dimer Xe [16, 17] ). The dissociation energy, D + 3 , of the trimer ion has a small value, and dissociative recombination of the Xe + 3 ions is not studied in detail. Therefore, it is usually assumed [14, 15] that the excited Xe * * * (k = 4) atoms are also generated as a result of the latter process. This assumption is good since the processes involving trimer ions usually only slightly influence the parameters of high pressure DBDs, as will be seen later.
We assume a one-dimensional (homogeneous or filamentfree discharge), parallel-plane discharge geometry, the same as in [8] . The axial distance, L, between the cathode and the anode is 0.3 cm, the thickness of the dielectric layer d = 0.2 cm and the relative permittivity of the dielectric is 3.7. The xenon pressure p = 400 Torr, peak voltage V app = 8 kV, voltage rise time (10-90%) is 70 ns and the pulse repetition rate is 3.2 kHz. The waveform for V app (t) is used from [8] . To calculate the total discharge current, I d , a cylindrical symmetry is assumed with the discharge active area A pl = 4 cm 2 . The external circuit contains a resistance R and a capacitance C connected in series with the discharge. The capacitance C is often present intrinsically due to external cables and the electrode geometry and arrangement. We used R = 50 and C = 2.5 pF. The evolution of surface charge at each point of the dielectric wall is calculated by integrating over time the local electron and ion conduction current densities. The total currents at the electrodes are calculated using the electron and ion conduction currents, as well as the displacement current (which is particularly important for unsteady conditions). The secondary electron emission coefficient, γ , at the cathode due to ion bombardment is assumed to be γ = 0.002 as in [8] .
Results
The calculated electrical characteristics of the DBD lamp during the active phase are shown in figures 2-4 for the experimental conditions from [8] . These integral characteristics are not very sensitive to details of plasma dynamics and coincide qualitatively with those calculated and measured in [8] (compare with figures 3(a)-(c) and 4 in [8] ). In particular, figure 2 shows the time dependence of the applied voltage, the potential drop in the plasma and the conduction current. Due to the presence of a dielectric and a capacitance in the external circuit, the plasma voltage and current do not coincide with those in the external circuit. As shown in figure 2 , the plasma current reaches maximum value at t ∼ 80 ns (peak ∼1.1). Figure 3 shows the time dependence of the surface charge density at the anode and cathode. The time dependence of the plasma voltage is also shown for comparison. The charge accumulation on the dielectric surface ( figure 3 ) follows the first current pulse. Figure 4 shows the time dependence of power absorbed in the plasma and power emitted by the UV radiation at the wavelength λ = 172 nm. One can see that (as in [8] ) the largest part of the input power is emitted as excimer radiation.
The detailed set of results showing the temporal evolution of the main plasma parameters across the 3 mm discharge gap during the period of active discharge is shown in figures 5-8. These figures correspond to figures 5 in [8] , but some results are somewhat different not only quantitatively but also qualitatively. The analysis shows that the picture predicted by the present model has many qualitative agreements with the results in [21] obtained using a number of simplifying assumptions. The spatial distributions of electron density, ion density and electric field for different times are shown in figures 5(a) and (b) and figures 6(a) and (b). It is seen that during the first stage (t 79 ns, before the rapid current rise), the field is spatially uniform, i.e. ionization develops in a constant field. Near the cathode, a sheath of ion space charge is developing whose length (and the electric field inside it) grows linearly with time due to the fast drift of electrons toward the anode (see figure 5(a) ). At the end of the first stage, the electrons reach the anode side of the gap and the sheath length reaches its maximum value. From that time on, the electric field in the sheath increases to ensure current continuity. It is important that during this stage, the current in the sheath is almost entirely the displacement current and is not transported by ions (see figure 9 ). At the end of the first stage, plasma is formed near the anode. In the plasma, the electron and ion densities increase together with time. As already mentioned above, the dynamics of the ionization process in the active phase depends on the density of charges accumulated in the discharge volume during the afterglow stage. Therefore it is interesting to compare the spatio-temporal dependence of the electron density shown in figure 6(a) with the corresponding results from [8] . In figure 6 (c), the results of our simulations are presented for the initial conditions corresponding to those of [8] . Figure 6(d) shows the simulation results of [8] . It is seen that our simulations and those of [8] give different results for the active stage for the same initial conditions before the voltage pulse (see figures 5(a) and (c)). Since the results for the afterglow stage are profoundly different (see later), the entire dynamics of the pulsed discharge is described differently by the two computational models. During most of the first stage (t = 0-60 ns), the ionization process develops slowly due to direct ionization by electron impact and can be described in terms of the Townsend ionization coefficient α(E/p). As metastable species accumulate in the discharge gap, the ionization switches from direct to stepwise and the growth rate of electron density increases sharply. The transition from direct to stepwise ionization results in the rapid current increase (see figure 2) . On the timescale of direct ionization, the stepwise ionization happens almost instantaneously and the temporal behaviour of the ionization process has an 'explosive' nature [22] .
When the density of metastable species reaches the quasistationary level corresponding to the positive column region, the second stage of the discharge development begins (t > 70 ns). During this stage, the density of charged species is sufficiently large for the plasma to screen the external field. The electric field decreases in the plasma (while remaining constant in space as in the positive region) and increases in the space-charge sheath. The sheath shrinks, the field and ionization there increase and ionization in the plasma slows down. In spite of the small value of the total electron current emitted by the cathode, the large value of the electric field in front of the cathode induces a large electron multiplication, which leads to a rapid increase in the ion density and current density in the vicinity of the cathode. The rapid increase in the ion density in the sheath is due to electron multiplication and not to the motion of ions from the plasma region to the cathode. The effect of this strong multiplication in the sheath is the rapid motion of the sheath-plasma boundary towards the cathode. The sheath length decreases quickly in a few nanoseconds due to the large electron multiplication (see figures 5(b) and 6(b)). This picture can be interpreted as an ionization wave moving towards the cathode [10, 23] . After the wave approaches the cathode, the sheath length reaches a quasisteady state and remains nearly constant until the end of the current pulse (see figures 5(b) and 6(b)). Figure 7 shows the spatial distributions of the electron temperature, T e (two-thirds of the mean electron energy) at different times during the active phase (compare with figure 5(h) in [8] ). According to [8] , during breakdown, the mean electron energy in the bulk plasma is close to its optimum value for preferential excitation of the Xe metastable states that feed the VUV emitting Xe 2 excimer states. We can mention that the non-Maxwellian EEDF is not only a function of the local E/N, but also of the excitation n m /N and ionization n e /N degrees. In other words, the energetic part of the EEDF defining the excitation and ionization processes can be different for the same values of E/N. Hence, for nonMaxwellian EEDFs, the electron temperature does not always characterize adequately the relationship between excitation of different states and ionization. Figure 8 (a) and (b) show the spatial distributions of electron and ion currents at different times (compare with figure 5(e) in [8] ). One can see that during the first stage, the ion current is small. As already mentioned, the sheath formation in front of the cathode is due to the fact that the electrons drift towards the anode, leaving behind them an electron-depleted region, where the electron current density is zero. When the plasma is just formed, current continuity imposes the condition that the displacement current in the sheath region be equal to the electron current in the plasma. Figure 9 shows the spatial distributions of different current components at t = 75 ns. It is seen that the total current is constant throughout the discharge gap. It is important that the current in the cathode layer is transported by the displacement current, not by the ion current as in a classical glow discharge. The displacement current density in the sheath (∼∂E/∂t) must therefore increase as the plasma current density increases, leading to large values of the electric field in the sheath. At this time of the discharge formation, the sheath region acts as a pure capacitor, which makes the discharge behave as a capacitively coupled RF discharge in the α mode [9] . The DBD efficiency is large because there is only small energy input into acceleration of ions. The discharge chokes due to accumulation of surface charges at the dielectric surface on the anode side (see figure 3) , which prevents it from arcing. Figure 10 shows spatial distributions of electron and ion densities for different times in the afterglow. It is seen that in contrast to figures 12(b) and (c) in [8] , the quasineutrality of plasma holds in the afterglow. The electron density remains not negligible as in [8] , but is close to the ion density. the ionization development (the start of the rapid increase in current) is characterized by the fast growth in the densities of excited and ionized species. During the second stage, the number densities of the main species change only slightly. It is interesting to note in figure 12 that the densities of some species reach their maximum value after the current pulse (active stage). 
Discussion
The pulsed operation of DBDs is characterized by two distinct temporal scales. The fast processes occurring during the current pulse are determined by the dynamics of gas breakdown. The ionization process in a pre-ionized gas occurs in two stages. During the first stage, ionization proceeds via direct processes and is described using a Townsend coefficient, α(E/p). The plasma is formed near the anode part of the gap by electrons drifting towards the anode. It is critical that during this stage, the current at the cathode is transported not by ions but by the displacement current, like in capacitively coupled high frequency alpha discharges. At the end of the first stage, after accumulation of a sufficient number of metastable species, there is a transition from direct to stepwise ionization accompanied by a sharp increase in the growth rate of electron density. The picture has an 'explosive' character and results in a current peak. When a plasma is formed near the anode, an ionization wave propagates from the anode to the cathode and the plasma region expands towards the cathode. After the ionization wave arrives at the cathode, the plasma current reaches its maximum value. The further deposition of surface charges at the anode side of the dielectric leads to choking of the discharge. When the current pulse ends, the applied voltage remains shielded by the surface charges deposited at dielectric surfaces and the plasma decay stage is started. During the current pulse, the electron energy spectrum is formed and electron-induced chemical reactions take place. By changing the amplitude of the applied voltage and the rise time, it is possible to tailor the electron energy spectrum for selective excitation of desirable atomic levels and selected chemical reactions. This current pulse stage is the most crucial for DBD optimization. When using slowly rising voltages, the breakdown occurs under conditions when plasma evolution is quasistationary and breakdown voltages, U dc correspond to dc breakdown (see, e.g. [23] ). If the voltage rise time is fast enough, the breakdown can occur under the breakdown voltage, U pulse , as high as (10-20)U dc [23] , and high energy electrons can be generated. For nanosecond discharges with high overvoltages, the electron runaway phenomenon takes place and electrons can be continuously accelerated up to energies of tens of kiloelectronvolts [24] . By varying the amplitude and the rise time of the applied voltage, one can 'tailor' the electron energy distribution for specific purposes (such as x-ray or UV output or production of radicals). Up to the present time, the practical use of nanosecond discharges with high overvoltages has been hindered by the high cost of suitable power supplies. The recent public availability of pulsers capable of delivering 2 ns, 30 kV pulses at a repetition rate of 100 kHz [25] could make nanosecond discharges more common.
The plasma decay is characterized by the slow processes taking place in the absence of power deposition. During this stage, the electron temperature quickly drops down to gas temperature. Excited and ionized species generated by electron impact during the short current pulse participate in chemical reactions among heavy particles. This chemistry is important for creation of active radicals and species capable of emitting in the UV spectrum. An important aspect of the long timescale chemistry is that species accumulated during this stage determine how the next current pulse will occur. The plasma composition before the current pulse also has some effect on the electron spectrum created during the current pulse. The use of short pulses has the advantage of keeping a low average power and hence low gas temperature.
The simulations have confirmed that electron emission from dielectric surfaces plays a minor role in the discharge dynamics. This is an important feature of the pulsed overvoltage regime that distinguishes it from the traditional (slow) breakdown taking place in DBDs driven by an RF sinusoidal voltage. A second current pulse was observed during the pulse switch-off. During this time, no power is consumed from the external circuit, which even further increases the efficiency of the DBD device.
Conclusions
A pulsed DBD in xenon has been simulated for operating conditions typical to excimer lamps, under which the discharge structure is spatially homogeneous (filament free) across the dielectric surfaces. We have compared our simulations with experimental data and modelling results presented in [8] and found substantial disagreements, mostly in the afterglow stage. However, the main conclusions of [8] remain valid. It was found that the dynamics of breakdown and the current pulse depend significantly on the initial densities of species left after each previous pulse, and so it is important to adequately simulate the plasma evolution in both the afterglow and active stages. We have analysed the development of the ionization process in a pre-ionized gas and the formation of the current pulse. It seems possible to modify the power deposition in the plasma by varying external discharge parameters such as the amplitude and the rise time of the applied voltage. Also, it seems possible to affect the plasma composition by changing the pulse repetition rate to influence the plasma decay in the afterglow stage. We have studied the operating conditions where the discharge is homogeneous across the dielectric surface. It would be interesting to perform two-dimensional simulations to investigate the boundaries of the discharge homogeneity and its transition to the filamentary state and compare the efficiency of excimer lamps in these regimes.
