This paper deals with conservation laws on networks, represented by graphs. Entropy-type conditions are considered to determine dynamics at nodes. Since entropy dispersion is a local concept, we consider a network composed by a single node J with n incoming and m outgoing arcs. We extend at J the classical Kružkov entropy obtaining two conditions, denoted by (E1) and (E2): the first requiring entropy condition for all Kružkov entropies, the second only for the value corresponding to sonic point. First we show that in case n = m, no Riemann solver can satisfy the strongest condition. Then we characterize all the Riemann solvers at J satisfying the strongest condition (E1), in the case of nodes with at most two incoming and two outgoing arcs. Finally we focus three different Riemann solvers, introduced in previous papers. In particular, we show that the Riemann solver introduced for data networks is the only one always satisfying (E2).
Introduction
Nonlinear hyperbolic conservation laws on networks have recently attracted a lot of interest in various fields: car traffic [6, 16, 17, 22] , gas dynamics [1, 2, 3, 7, 8, 9, 10, 11, 12, 13] , irrigation channels [4, 19, 20, 24] and supply chains [5, 21] . A network is modeled by a graph: a finite collection of arcs connected together by vertices. On each arc we consider a scalar conservation law. For instance one may think to the Lighthill-Whitham-Richards model for car traffic [25, 27] . However, our results applies to the other application domains.
It is easy to check that the dynamic at nodes is not uniquely determined by imposing the conservation of mass through vertices. Then, to completely describe the network load evolution, the first step is to appropriately define the concept of solution at a vertex. As in the classical theory of conservation laws, this problem is equivalent to giving the solution Riemann problems (now at vertices). More precisely, a Riemann problem at a vertex is simply a Cauchy problem with constant initial conditions in each arc of the vertex. The map, which associates the solution to each Riemann problem at a vertex J, is called a Riemann solver at J. Similarly to the case of a real line, one has to resort to the concept of weak solutions in the sense of distributions and there are infinitely many Riemann solvers producing weak solutions. First one uses entropy type conditions inside arcs as for the real line. Then, in order to select a particular solution (i.e. a Riemann solver) at the vertex, one has to impose some additional conditions. In [6] , for example, the authors required some rules about the distribution of the fluxes in the arcs and a maximization condition; see also [14, 26] . It is then natural to ask if entropy-like conditions can be imposed also at the vertex and not only inside arcs.
In this paper, we focus on a single vertex J, composed by n incoming and m outgoing arcs and we extend the Kružkov [23] entropy-type conditions. More precisely, we propose two different entropy conditions for admissibility of solutions, called, respectively, (E1) and (E2). The condition (E1) is stronger than (E2), indeed the first asks for Kružkov entropy condition to be verified for all entropies, while the second asks only for the precise Kružkov entropy corresponding to sonic point. It is interesting to note that the entropy condition (E1) imposes strong restrictions both on Riemann solvers and on the geometry of the vertex. Indeed, Riemann solvers satisfying (E1) can exist only in the case of vertices with the same number of incoming and outgoing arcs.
We then test our conditions on Riemann solvers considered in the literature. First we can prove that the Riemann solver, introduced in [14] for data networks, satisfies (E2) and, in special situations, also (E1). Then we show that the Riemann solvers defined in [6, 26] do not satisfy (E2). However, at least for the Riemann solver in [6] , the entropy condition and the maximization procedure agree on some particular set, over which the maximization is taken. Roughly speaking the solver respects the entropy condition once traffic distribution is imposed.
The paper is organized as follows. Section 2 introduces the basic definitions of networks and of solutions. Section 3 deals with the solution to the Riemann problem at the vertex J. Moreover, we introduce the entropy conditions (E1) and (E2) for Riemann solvers at J. In Section 4, we determine which Riemann solvers satisfy the entropy condition (E1). The paper ends with Section 5, which considers the Riemann solvers RS 1 , RS 2 and RS 3 , introduced respectively in [6, 14, 26] , and analyzes what entropy conditions these Riemann solvers satisfy.
Basic Definitions and Notations
Consider a node J with n incoming arcs I 1 , . . . , I n and m outgoing arcs I n+1 , . . . , I n+m . We model each incoming arc I i (i ∈ {1, . . . , n}) of the node with the real interval I i =] − ∞, 0] and each outgoing arc I j (j ∈ {n + 1, . . . , n + m}) of the node with the real interval I j = [0, +∞[. On each arc I l (l ∈ {1, . . . , n + m}), the traffic evolution is given by
where
is the average velocity and f (ρ l ) = v l (ρ l ) ρ l is the flux. Hence the network load is described by a finite collection of functions ρ l defined on [0, +∞[×I l . For simplicity, we put ρ max = 1. On the flux f we make the following assumption
is an entropy-admissible solution to (1) 
, . . . , n + m}) is a weak solution at J if 1. for every l ∈ {1, . . . , n + m}, the function ρ l is an entropy-admissible solution to (1) in the arc I l ;
2. for every l ∈ {1, . . . , n+m} and for a.e. t > 0, the function x → ρ l (t, x) has a version with bounded total variation;
where ρ l stands for the version with bounded total variation. 3 The Riemann Problem at J Given ρ 1,0 , . . . , ρ n+m,0 ∈ [0, 1], a Riemann problem at J is a Cauchy problem at J with constant initial data on each arc, i.e.
∂ ∂t
Now, we give some definitions for later use. The first one is the definition of Riemann solver, which is a map giving a solution to the Riemann problem (4).
Definition 3.1 A Riemann solver RS is a function
2. for every i ∈ {1, . . . , n}, the classical Riemann problem
is solved with waves with negative speed;
3. for every j ∈ {n + 1, . . . , n + m}, the classical Riemann problem
is solved with waves with positive speed.
We introduce the concepts of equilibrium and consistency for Riemann solvers. The fixed points of a Riemann solver are called equilibria, while a Riemann solver has the consistency condition when its image is contained in the equilibria. n+m , then RS(ρ 1,0 , . . . , ρ n+m,0 ) is an equilibrium for RS.
We introduce now the concepts of entropy functions and admissible entropy conditions (E1) and (E2) for Riemann solvers. We are essentially extending the Kružkov entropy condition to the case of a node; see [23] .
is called entropy-flux function. 
where (ρ 1 , . . . ,ρ n+m ) = RS(ρ 1,0 , . . . , ρ n+m,0 ). 
where (ρ 1 , . . . ,ρ n+m ) = RS(ρ 1,0 , . . . , ρ n+m,0 ).
Remark 2
The entropy condition (6) can be deduced in the following way. Fix, for every l ∈ {1, . . . , n + m}, a smooth function
Applying the divergence theorem to the inequality
where (ρ 1 , . . . ,ρ n+m ) is an equilibrium at J, we deduce (6) . Obviously, these kinds of entropies are not justified by physical considerations.
Finally, let us introduce sets Ω l and Φ l , related to the points 2 and 3 of Definition 3.1.
For every
and
2. For every j ∈ {n + 1, . . . , n + m} define
The following Proposition links the previous sets with Definition 3.1. The proof is trivial and hence omitted. The main result of this Section is that, if n = m, then every Riemann solver RS at J does not satisfy the entropy condition (E1). We first need the following result. Proof. Consider first the case n > m. Suppose by contradiction that min {ρ 1 , . . . ,ρ n } > 0. Define the set J = {j ∈ {n + 1, . . . , n + m} :ρ j = 0} and fix 0 < k < min {ρ l : l ∈ {1, . . . , n + m} \ J}. Thus, the entropy inequality
By point 1 of Definition 3.1, we deduce that
where #(J) denotes the cardinality of J; thus (m − n − 2#(J))f (k) ≥ 0, which is a contradiction.
Consider now the situation n < m. By contradiction we assume that max {ρ n+1 , . . . ,ρ n+m } < 1. Define the set I = {i ∈ {1, . . . , n} :ρ i = 1} and fix max {ρ l : l ∈ {1, . . . , n + m} \ I} < k < 1. Thus, the entropy inequality
By point 1 of Definition 3.1, we deduce that (n − 2#(I) − m)f (k) ≥ 0, which is a contradiction. Proof. Suppose, by contradiction, that there exists a Riemann solver RS at J satisfying the entropy condition (E1). Assume n > m and consider an initial condition (ρ 1,0 , . . . , ρ n+m,0 ) satisfying ρ i,0 = 0 for every i ∈ {1, . . . , n}. If (ρ 1 , . . . ,ρ n+m ) = RS(ρ 1,0 , . . . , ρ n+m,0 ), then, by Proposition 3.2, there exists i 1 ∈ {1, . . . , n} such thatρ i 1 = 0, which is a contradiction since the wave (ρ i 1 ,0 ,ρ i 1 ) has not negative speed.
Assume now n < m and consider an initial condition (ρ 1,0 , . . . , ρ n+m,0 ) satisfying ρ j,0 = 1 for every j ∈ {n + 1, . . . , n + m}. By Proposition 3.2, if (ρ 1 , . . . ,ρ n+m ) = RS(ρ 1,0 , . . . , ρ n+m,0 ), then there exists j 1 ∈ {n + 1, . . . , n + m} such thatρ j 1 = 1, which is a contradiction since the wave (ρ j 1 , ρ j 1 ,0 ) has not positive speed. 2
Riemann solvers satisfying (E1)
In this Section we determine which Riemann solver satisfies the entropy condition (E1), in the sense of Definition 3.5, for nodes with n = m ∈ {1, 2}.
In the case n = m, Theorem 3.1 implies that every Riemann solver does not satisfy (E1). Moreover if n = m = 1, then there exists exactly one Riemann solver at J satisfying (E1), while if n = m = 2, then there exist infinitely many Riemann solvers satisfying (E1); see Sections 4.1 and 4.2. We do not treat the case n = m > 2, for the huge number of different situations.
Nodes with
In this subsection, we fix a node J with one incoming and one outgoing arc.
The following result holds.
Proposition 4.1 A Riemann solver RS at J satisfies the entropy condition (E1) if and only if, for every initial datum
Proof. Consider first a Riemann solver RS satisfying the entropy condition (E1). By 1 of Definition 3.1, it is clear that f (ρ 1 ) = f (ρ 2 ). Assume by contradiction thatρ 1 >ρ 2 . Since f (ρ 1 ) = f (ρ 2 ), we easily deduce that ρ 2 < σ <ρ 1 . Putting k = σ in equation (6) we derive
which is, by assumptions, equivalent to f (ρ 1 ) ≥ f (σ), and so we get a contradiction.
Consider now a Riemann solver RS such that, for every initial datum (ρ 1,0 , ρ 2,0 ), the image (ρ 1 ,ρ 2 ) = RS(ρ 1,0 , ρ 2,0 ) satisfies either (12) or (13) . It is trivial to prove that (E1) holds.
2 [6] for traffic or with the Riemann solver introduced in [14] .
Theorem 4.1 There exists a unique Riemann solver RS at J satisfying the entropy condition (E1). This Riemann solver satisfies the consistency condition and coincides with the Riemann solver introduced in
Proof. Fix an initial datum (ρ 1,0 , ρ 2,0 ). We show that there exists a unique (ρ 1 ,ρ 2 ), which is the image of an entropy admissible Riemann solver. If ρ 1,0 = ρ 2,0 , then we claim thatρ 1 =ρ 2 = ρ 1,0 . Assume by contradiction thatρ 1 =ρ 2 . In this case eitherρ 1 < σ <ρ 2 orρ 2 < σ <ρ 1 . By Proposition 4.1, the only possibility isρ 1 < σ <ρ 2 . By Proposition 3.1, either ρ 1 = ρ 1,0 orρ 2 = ρ 2,0 . In the first caseρ 2 = τ (ρ 2,0 ), while in the second onē ρ 1 = τ (ρ 1,0 ). It is not possible.
Assume now that ρ 1,0 = ρ 2,0 . We have some different possibilities.
Moreover, by Proposition 4.1, we deduce thatρ 1 = ρ 1,0 ; henceρ 2 = ρ 1 = ρ 1,0 . This solution respects all the properties of Definition 3.1 and the entropy condition (6).
Moreover, by Proposition 4.1, we deduce thatρ 2 = ρ 2,0 ; henceρ 2 = ρ 1 = ρ 2,0 . This solution respects all the properties of Definition 3.1 and the entropy condition (6).
3. ρ 1,0 < σ < ρ 2,0 . By Proposition 3.1, we deduce thatρ 1 = ρ 1,0 orρ 1 > σ and thatρ 2 = ρ 2,0 orρ 2 < σ. If f (ρ 1,0 ) = f (ρ 2,0 ), then, by Proposition 4.1, the only possibility is
, then, by Proposition 4.1, the only possibility is
In all the cases, the solution respects all the properties of Definition 3.1 and the entropy condition (6).
4. ρ 2,0 < σ < ρ 1,0 . By Proposition 3.1, we deduce thatρ 1 ≥ σ andρ 2 ≤ σ. By Proposition 4.1, the only possibility is thatρ 1 =ρ 2 = σ. The solution respects all the properties of Definition 3.1 and the entropy condition (6).
The proof is completed. 2
Remark 3
In [15] , the authors described all the Riemann solvers, with suitable properties, for nodes J with n = m = 1. The unique Riemann solver RS satisfying (E1) corresponds to the Riemann solver generated by the set X = {f (σ)} and described in Section 3.1 of [15] . 
Remark 4 One can try to generalize the entropy condition (E1), at least for nodes with
is the point of maximum for both f 1 and f 2 ;
The situation in the example of Remark 4. Figure 1 . Then, the entropy condition (6) becomes 
Nodes with
Consider a Riemann solver RS for a node J with two incoming and two outgoing arcs. In this subsection, we assume that (ρ 1 ,ρ 2 ,ρ 3 ,ρ 4 ) denotes an equilibrium for RS. Recall that the equilibrium must satisfy
. By symmetry, we may assume also that
The results of this subsection are summarized in Table 1 .
Proposition 4.2 Assume (H1) and that everyρ
l (l ∈ {1, 2, 3, 4}) is a good datum.
If RS satisfies the entropy condition (E1), thenρ
Proof. Since all the data are good, thenρ 3 ≤ρ 4 ≤ σ ≤ρ 1 ≤ρ 2 . If k ∈ [ρ 3 ,ρ 4 ], then the entropy condition (E1) becomes 
Assume that the bad datum is in an outgoing arc, sayρ
Proof. First assume that the bad datum is in an incoming arc and the Riemann solver satisfies the entropy condition (E1). Without loss of generality, suppose thatρ 1 < σ,ρ 2 ≥ σ andρ 3 ≤ρ 4 ≤ σ. We have three possibilities.
Consider the case (a).
, then the entropy condition (E1) becomes
. This implies thatρ 3 =ρ 1 and so we are in the case (a).
Consider the case (c).
, then the entropy condition (E1) reads
This implies thatρ 4 =ρ 1 and so we have a contradiction since, by case (a),ρ 1 =ρ 3 =ρ 4 < σ =ρ 2 and so f (ρ 1 )+f (ρ 2 ) = f (ρ 3 )+f (ρ 4 ). The second statement in the case the bad datum is in an incoming arc easily follows.
Assume now that the bad datum is in an outgoing arc and that the Riemann solver satisfies the entropy condition (E1). Without loss of generality, suppose thatρ 3 ≤ σ,ρ 4 > σ and σ ≤ρ 1 ≤ρ 2 . We have three possibilities. Consider the case (a). If k ∈ [ρ 3 ,ρ 1 ], then the entropy condition (E1) becomes
which is equivalent to f (ρ 2 ) ≥ f (k). Thus we deduce thatρ 2 =ρ 4 and so we are in the case (a).
Consider the case (c). 
Proof. Assume thatρ 2 < σ and that the Riemann solver satisfies the entropy condition (E1). Since there are exactly two bad data, thenρ 4 ≤ σ.
The conservation of mass at J implies that we have the following possibilities.
(a)ρ 1 ≤ρ 3 ≤ρ 4 ≤ρ 2 .
(b)ρ 3 ≤ρ 1 ≤ρ 2 ≤ρ 4 .
which clearly holds. If k ∈ [ρ 4 ,ρ 2 ], then the entropy condition (E1) reads
This implies thatρ 1 =ρ 3 and consequentlȳ ρ 2 =ρ 4 . The second statement of the item 1 of the Proposition easily follows. Assume now thatρ 3 > σ and the Riemann solver satisfies the entropy condition (E1).
we have the following possibilities. Consider the case (a). If k ∈ [ρ 3 ,ρ 1 ], then the entropy condition (E1) reads
. This impliesρ 1 =ρ 3 and soρ 2 =ρ 4 . The second statement of the item 2 of the Proposition easily follows. Assume nowρ 1 < σ <ρ 4 , i.e. the bad data are in the arcs I 1 and I 4 , and that the Riemann solver satisfies the entropy condition (E1). We have the following possibilities. Consider the case (a). If k ∈ [ρ 1 ,ρ 3 ], then the entropy condition (E1) reads
, which is true. 
Consider the case (b).
If k ∈ [ρ 3 ,ρ 1 ], then the entropy condition (E1) reads f (ρ 1 ) + f (ρ 2 ) − 2f (k) ≥ f (ρ 4 ) − f (ρ 3 ), equivalent to f (ρ 3 ) ≥ f (k).f (ρ 1 ) ≤ max {f (ρ 2 ), f (ρ 3 )}. Ifρ 1 < σ,ρ 3 > σ,ρ 2 ≤ρ 4 and f (ρ 1 ) ≤ max {f (ρ 2 ), f (ρ 3 )}, then F (ρ 1 ,ρ 2 ,ρ 3 ,ρ 4 , k) ≥ 0 for every k ∈ [0, 1].
Assume thatρ 3 ≤ σ, i.e. the good datum is in an outgoing arc. If the Riemann solver satisfies the entropy condition (E1), thenρ
Proof. Assume first thatρ 2 ≥ σ and that the Riemann solver satisfies the entropy condition (E1). We easily deduce thatρ 1 < σ <ρ 3 ≤ρ 4 . We have the following possibilities.
(a)ρ 1 < σ ≤ρ 2 ≤ρ 3 ≤ρ 4 .
(b)ρ 1 < σ <ρ 3 ≤ρ 2 ≤ρ 4 .
(c)ρ 1 < σ <ρ 3 ≤ρ 4 ≤ρ 2 .
, which is true. Consider the case (c).
. This implies thatρ 2 =ρ 4 and so we are in the case (b). The second statement in the item 1 of the Proposition easily follows. Assume now thatρ 3 ≤ σ and that the Riemann solver satisfies the entropy condition (E1). We easily deduce thatρ 1 ≤ρ 2 < σ <ρ 4 . We have the following possibilities.
(c)ρ 3 ≤ρ 1 ≤ρ 2 < σ <ρ 4 .
Consider the case (a). If
, then the entropy condition (E1) reads 
Proof. It is sufficient to check the entropy condition (E1). If k ∈ [ρ 1 ,ρ 2 ], then the entropy condition (E1) reads 
, which is true. This concludes the proof.
2
Remark 5 Note that there exist Riemann solvers satisfying the consistency condition and the entropy condition (E1). Here we construct a Riemann solver RS with such properties.
Consider an initial condition (ρ 1,0 , ρ 2,0 , ρ 3,0 , ρ 4,0 ). Denote with (ρ 1 ,ρ 2 ,ρ 3 ,ρ 4 ) the image of the initial condition through RS, i.e.
If h is the number of bad initial data, then we define RS according to the following possibilities.
.2, this provides an entropy admissible equilibrium. Moreover
RS (RS(ρ 1,0 , ρ 2,0 , ρ 3,0 , ρ 4,0 )) = RS(ρ 1,0 , ρ 2,0 , ρ 3,0 , ρ 4,0 ). h = 1. Letl ∈ {1, 2, 3, 4} be such that ρl ,0 is a bad datum. We have two possibilities:l ≤ 2 orl ≥ 3.
Assume firstl ≤ 2. We putρl = ρl ,0 andρ l = σ for l ∈ {1, 2}, l =l. Moreover we defineρ 3 =ρ 1 andρ 4 =ρ 2 . Assume nowl ≥ 3. We putρl = ρl ,0 andρ l = σ for l ∈ {3, 4}, l =l. 
We have three different possibilities. Assume first that l 1 , l 2 ∈ {1, 2}. In this case we putρ
Assume now that l 1 , l 2 ∈ {3, 4}. In this case we putρ
Consider finally the last case. For simplicity suppose that l 1 = 1 and
By Proposition 4.4, these solutions provide entropy admissible equilibria. Moreover
while
see Section 5.2.
Examples
This Section deals with some examples of Riemann solvers, introduced in literature for describing car and data traffic. For each of them, we analyze the entropy conditions (E1) and (E2). First we need some notation. Consider the set
Let {e 1 , . . . , e n } be the canonical basis of R n . For every i = 1, . . . , n, we denote H i = {e i } ⊥ . If A ∈ A, then we write, for every j = n + 1, . . . , n + m, a j = (a j1 , . . . , a jn ) ∈ R n and H j = {a j } ⊥ . Let K be the set of indices
Writing 1 = (1, . . . , 1) ∈ R n and following [6] we define the set
Notice that, if n > m, then N = ∅. The matrices of N will give rise of a unique solution to the Riemann problem at J. For later use, define the set
Riemann Solver RS 1
In this subsection, we consider the Riemann solver introduced for car traffic in [6] . The construction can be done in the following way.
1. Fix a matrix A ∈ N and consider the closed, convex and not empty set
Ω j . (17) 2. Find the point (γ 1 , . . . ,γ n ) ∈ Ω which maximizes the function
and define (γ n+1 , . . . ,γ n+m )
3. For every i ∈ {1, . . . , n}, defineρ i either by ρ i,0 if f (ρ i,0 ) =γ i , or by the solution to f (ρ) =γ i such thatρ i ≥ σ. For every j ∈ {n+1, . . . , n+m}, defineρ j either by ρ j,0 if f (ρ j,0 ) =γ j , or by the solution to f (ρ) =γ j such thatρ j ≤ σ. Finally, define
Lemma 5.1 The function defined in (19) satisfies the consistency condition, in the sense of Definition 3.3.
For a proof, see [6, 17] . We show that this Riemann solver does not satisfy neither the entropy condition (E1) nor (E2). . In this case the set Ω in (17) is , ρ 1 = σ,ρ 2 > σ,ρ 3 = ρ 3,0 andρ 4 < σ. The entropy condition (7) in this case becomes
which is equivalent to
This concludes the proof. 2
The maximization of the function E over Ω, which defines the Riemann solver RS 1 , is, however, in connection with the maximization of the entropy F . In order to explain this fact, let us introduce some notations. Given Ω in (17) , define
. . .
and the functional
which is the restriction of F on Φ × {σ}. Note that the set Φ consists in all the possible solutions at J satisfying Definition 3.1 and the distribution rule, determined by the matrix A ∈ N. It is easy to see that there exists a one to one correspondence between Ω and Φ.
For every H ⊆ {1, . . . , n + m} of cardinality h, with 0 ≤ h ≤ n − 1, define
Notice that Ω H and Φ H depend on the initial condition (ρ 1,0 , . . . , ρ n+m,0 ) and on the matrix A ∈ N. There is a one to one correspondence between Ω H and Φ H , given by the one-to-one function
Moreover, if Ω H = ∅, then Ω H has, at most, topological dimension n − h. The following proposition holds. Proposition 5.2 Let H ⊆ {1, . . . , n + m} be a set of cardinality h, with 0 ≤ h ≤ n − 1 and suppose that Ω H = ∅. The functional G, restricted to Φ H , is given by
Proof. Fix (ρ 1 . . . , ρ n+m ) ∈ Φ H and l ∈ {1, . . . , n + m}. We have some different possibilities.
1. l ≤ n and l ∈ H. In this case the term sgn
2. l ≤ n and l ∈ H. In this case the term sgn
3. l ≥ n + 1 and l ∈ H. In this case the term
4. l ≥ n + 1 and l ∈ H. In this case the term
Therefore the proof is finished. 
where C is a constant, depending on H and on the initial conditions. Indeed, if l ∈ H, then ρ l is completely determined by the initial condition ρ l,0 . More precisely, ρ l is equal to ρ l,0 when ρ l,0 is a bad datum, while ρ l is equal to σ in the other case. Therefore, if (ρ 1 , . . . , ρ n+m ) ∈ Φ H , then we deduce that
where C 1 and C 2 are constants. Finally note that the function E, restricted on Ω H , is given by
This completes the proof. 
satisfying f (ρ i ) = γ i for every i ∈ {1, . . . , n}, and consider the map G • Υ : Ω → R. This map, in general, is discontinuous, since it can have jumps at every point (γ 1 , . . . , γ n ) ∈ Ω H 1 ∩ Ω H 2 with H 1 = H 2 different subsets of {1, . . . , n + m} of cardinalities less than or equal to n − 1.
Riemann Solver RS 2
In this subsection, we consider the Riemann solver, introduced in [14] for data networks; see also [17] . The construction can be done in the following way.
1. Fix θ ∈ Θ and define
sup Ω j , then the maximal possible through-flow at the crossing is Γ = min {Γ inc , Γ out } .
Introduce the closed, convex and not empty sets
3. Denote with (γ 1 , . . . ,γ n ) the orthogonal projection on the convex set I of the point (Γθ 1 , . . . , Γθ n ) and with (γ n+1 , . . . ,γ n+m ) the orthogonal projection on the convex set J of the point (Γθ n+1 , . . . , Γθ n+m ).
4. For every i ∈ {1, . . . , n}, defineρ i either by ρ i,0 if f (ρ i,0 ) =γ i , or by the solution to f (ρ) =γ i such thatρ i ≥ σ. For every j ∈ {n+1, . . . , n+m}, defineρ j either by ρ j,0 if f (ρ j,0 ) =γ j , or by the solution to f (ρ) =γ j such thatρ j ≤ σ. 
The following result holds. For a proof, see [18] . We prove now that the Riemann solver RS 2 satisfies the entropy condition (E2). Proof. Fix an initial condition (ρ 1,0 , . . . , ρ n+m,0 ) and define (ρ 1 , . . . ,ρ n+m ) = RS 2 (ρ 1,0 , . . . , ρ n+m,0 ). We have two different cases.
Γ inc ≤ Γ out . In this situation, we deduce thatρ i ≤ σ for every i ∈ {1, . . . , n}.
Thus the entropy reads
sgn(ρ j −σ) (f (ρ j ) − f (σ)) .
For every j ∈ {n + 1, . . . , n + m}, the term − sgn(ρ j − σ) (f (ρ j ) − f (σ)) can be minorized by f (ρ j ) − f (σ) and so Γ inc > Γ out . In this situation, we deduce thatρ j ≥ σ for every j ∈ {n + 1, . . . , n + m}. Thus the entropy reads
For every i ∈ {1, . . . , n}, the term sgn(ρ i − σ) (f (ρ i ) − f (σ)) can be minorized by f (ρ i ) − f (σ) and so
The proof is finished. g = 3. Consider only the case Γ = Γ inc , since the other case Γ = Γ out is completely symmetric. Thus the bad datum is in an incoming arc and so we may assume thatρ 1 < σ,ρ 2 ≥ σ andρ 3 ≤ρ 4 ≤ σ. Since θ = θ = , then f (ρ 3 ) ≥ f (ρ 4 ) and so f (ρ 4 ) ≤ f (ρ 2 ) andρ 3 ≥ρ 1 since f (ρ 1 ) + f (ρ 2 ) = f (ρ 3 ) + f (ρ 4 ). By item 2 of Proposition 4.5, the entropy condition (E1) is satisfied. g = 0. In this case we have that Γ = Γ inc = Γ out . Without loss of generality, suppose thatρ 1 ≤ρ 2 < σ <ρ 3 ≤ρ 4 and we conclude by Proposition 4.6.
The proof is finished. 2
Riemann Solver RS 3
In this subsection, we consider the Riemann solver, introduced in [26] for crossing nodes. Consider a node J with n incoming and m = n outgoing arcs and fix a positive coefficient Γ J , which is the maximum capacity of the node. The construction can be done in the following way.
1. Fix θ ∈ Θ. For every i ∈ {1, . . . , n}, define
Then the maximal possible through-flow at J is
2. Introduce the closed, convex and not empty set
3. Denote with (γ 1 , . . . ,γ n ) the orthogonal projection on the convex set I of the point (min{Γ, Γ J }θ 1 , . . . , min{Γ, Γ J }θ n ) and set (γ n+1 , . . . ,γ 2n ) = (γ 1 , . . . ,γ n ).
