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中文摘要
中文摘要
概率图模型是一种结合了概率论与图论知识，用以处理多变量模型的有效方法，
而概率图模型中的矩阵分解是个性化推荐系统中应用最广也最为成功的一种方法。概
率矩阵分解方法针对海量的数据处理以及评分矩阵数据稀疏性问题的缓解都有着极强
的解决能力，此模型的思想是用户对兴趣主题进行评分形成一个评分矩阵𝑅，通过对评
分矩阵降维进而分解成两个隐式特征矩阵𝑈和𝑉。最初的概率矩阵分解模型忽略了用户
之间的相互影响关系，以及兴趣主题间的内在关联关系，因此，本文在此基础上应用
霍克斯模型分析了用户间的影响关系以及兴趣主题间的关联强度，并分别定义了用户
的朋友集和兴趣主题的关联集，基于用户朋友集的考虑提出基于用户社交圈的兴趣预
测模型，并且还考虑了用户和兴趣主题自身偏置因子的影响。随后又考虑到兴趣漂移
的问题，进而提出一种基于时序因子影响，并结合用户间和兴趣主题间影响力关系的
综合模型。最后提出一种综合了外媒影响，用户之间的相互刺激，以及用户自身兴趣
随时间的衰减因子提出基于用户朋友圈整体兴趣趋势预测模型。
关键词：概率图模型，影响因子，兴趣预测
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Abstract
Abstract
Probabilistic graph model combines the knowledge of probability and graph,which is
an effective method to deal with multivariable model,matrix decomposition in probability
graph model is one of the most widely used and successful methods in personalized
recommendation system.Probability matrix decomposition model for vast amounts of
data processing and data score matrix data sparseness relief has a strong ability to
solve,interest on the idea of this model is in a rating matrix was formed by scoring
R,by means of dimension reduction and score matrix is decomposed into two implicit
characteristic matrix U and V.The traditional probability matrix decomposition model
ignores the inherent relationship between users and interest topics. Therefore,the Hawks
model is used to analyze the correlation between users and interest topics, and define the
relationship between user friends and interest topics based on this,this paper proposes a
user interest forecasting model based on the social circle,and it also takes into account
the interest and their own bias factor influence.Then we take into account the problem of
interest drift,and then propose a comprehensive model based on the influence of timing
factors and combining the influence relationship between users and interest topics. Finally,a
comprehensive forecasting model of user interest is proposed,which is based on the influence
of media,the stimulus of users and the decay of their own interest.
Key words: Probabilistic Graph Model;Influence Factors;Interest Prediction
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第 一 章 引言
1.1 研究背景及意义
互联网是随着时代的进步，人们对新鲜事物的关注程度，以及新技术的不断出现
而逐步发展革新的，在过去的十几年间，中国的互联网从无到有，从一无所知到现在
的无所不能，更是随着智能手机以及微型电脑的普及，网络的使用群体也变得越发庞
大，目前来看，互联网已深深扎根于人们的日常中并且不断的改变着人们的生活和周
围的一切。与此同时，我们对互联网的需求也在一定程度上刺激了它本身的发展与进
步，我们平时所获得的大部分最新消息或感兴趣的信息都来自互联网，基于现在的互
联网科技，人们也不仅仅满足于获得各类信息，而是追求更快更贴心的服务[1]，比如
用户之间的沟通，参与各项娱乐活动，关注感兴趣的信息，彼此共享信息以及参与工
作等等，就如我们熟悉的软件头条，微博可以用于及时了解新闻热点，发表评论，关
注感兴趣话题，分享用户生活等，支付宝，微信可以用于开销支付，生活所需等，陌
陌，𝑄𝑄 可以用于聊天交友等等，其实在我们的生活中应用是非常广泛的[2]。
2017年1月22日下午中国互联网信息中心在北京发布的第39次《中国互联网发展状
况统计报告》显示[3]，截止2016年12月，中国网民规模达7.3亿，该数据相当于欧洲人
口的数量总和，报告还显示目前互联网的普及率高达53.2%，超全球平均水平3.1个百分
点，超亚洲平均水平7.6个百分点。全年累计新增网民4299万人，增长率达6.2%。其中，
手机网民规模6.95 亿，增长率连续三年高达10%，且今年手机网民占比高达95.1%，其
中营销推广比例达38.7%。还有一组关于用户社交应用的数据显示，用于与朋友互动的
占72.2%，用于关注新闻热点的占64.3%，用于关注感兴趣信息的占59%。
然而，事物都是有利有弊的，随着冗杂的信息和纷繁的应用软件的不断出现，丰
富多彩的网上资源给用户带来方便的同时也增加了相当大的负担[4]，慢慢地，用户对
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信息的需求与信息的供给之间的矛盾逐渐出现，若用户想从海量的信息中找寻自己感
兴趣的信息，无疑对于信息服务者来说这是一项浩大的工程[5]，对于用户来说这也极
大的增加了用户信息选择成本[6]，因此，对于信息的有效过滤，精准的个性化选择以
及推荐的问题出现在了大家的面前。
个性化推荐模型就是指根据用户的兴趣特点和以往经常性的购买行为，为用户推
荐感兴趣或是很有可能进行购买行为的信息和商品而建立的一个预测模型[7]。现如今，
互联网所扮演的角色也越来越重要，电子商务网站的规模更是不断的扩大，用户在浏
览大量无关的信息和产品过程中不但会花费大量精力，而且也会使消费者在信息过量
的问题中的不断流失。为了减少冗杂无聊的信息干扰，用户极需一种电子助手根据用
户的兴趣爱好提供完全个性化的决策支持和信息服务[8]。由于在网络使用中，需要个
性化服务的用户和服务商品的种类都是一个相当庞大的群体，具有极好的挖掘价值，
因此，建立一个个性化的推荐系统有着很好的现实意义[9]。
基于概率矩阵分解方法的个性化推荐系统，是一种基于用户事物评分矩阵的概率
模型，将用户对事物的喜好程度转化为用户对事物评分高低来衡量[10]。为了提供用户
一个可用性极强的推荐模型，本文不仅从用户的历史信息中挖掘出用户感兴趣的事物
喜好，而且充分考虑了用户与用户朋友圈的关联关系，兴趣主题之间的关联程度，时
序因子的影响效果，用户朋友圈的活跃行为，在概率矩阵分解的基础上进行延伸扩展，
并融合以上影响因子对用户的兴趣预测进行了模型的建立。
1.2 国内外研究现状
近年来，随着社交网络等个性化信息的飞速发展，这些信息自身具有的潜在研究
价值逐渐的凸显出来。面对如此冗杂而丰富的信息，信息的过滤和用户兴趣预测推荐
吸引无数的研究者们投身于此项研究之中，相应的越来越多的学者也将重心转移到社
交网络个性化服务这一块。社交网络个性化推荐指的就是：通过用户已浏览或是关注
的历史信息建立一个用户兴趣预测模型，根据用户兴趣预测模型主动地为用户选择他
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所感兴趣的信息和事物进行推荐[9]。
国内最早出现“用户兴趣”这一词是在学者徐欢庆等2004年编写的《基于加权概
念网络用户的建模》文中[11]。从现有的研究成果来看，用户兴趣预测模型的方法有许
多，而现有的学术研究主要集中在：用户兴趣，模型表示基本类型和兴趣度量化，基
于用户行为的兴趣，数据的采集，用户兴趣权值，特征项更新机制和算法，基于基准
率和召回率的用户兴趣推荐模型评价，用户评价数据稀疏问题解决，用户兴趣特征提
取等方面。用户兴趣模型的应用主要包括：个性化信息服务[12]，个性化检索[13]，个
性化推荐[14]和移动环境下的具体应用[15]。用户兴趣模型的表示类型主要有三类：基
于关键词，基于概念和概念层次，基于语义。而个性化推荐系统的算法主要包括基
于关联规则[16]，基于贝叶斯网络[17]，基于内容，基于协同过滤[18],[19]，基于图网
络[20]，基于模型的组合推荐[21]。
现如今，很多电商服务者都使用推荐系统为用户推荐感兴趣的信息，然而，在海
量的信息海洋里为用户提供精准的信息是一件非常有难度的工作。分析者不仅要搜集
用户的历史信息，还要考虑其它的一些因素，在长期的分析研究实践中发现，众多推
荐系统中协同过滤技术是比较好的，它的应用原理就是将用户评分数据作为推荐的依
据，而在协同过滤方法中概率矩阵分解模型是比较合理的并且已被证明是有效的。
此模型是基于这样的一种假设：用户对事物的喜好程度是受一些潜在因子影响的，
例如：𝑀𝑖𝑛和𝐻𝑎𝑛 提出的兴趣漂移[22]，𝑆𝑖𝑛ℎ𝑎发现的用户行为受其社交圈影响。每个
人都不是独立的个体，兴趣也不是孤立形成的，某种程度上来说，朋友的推荐起着非
常重要的作用。因此，他提出了基于朋友圈的推荐模型，也就是利用概率矩阵分解模
型研究用户与用户之间存在的潜在的特征关联，并对用户兴趣进行预测。
由于网络数据的复杂性，随机性，传统的机器学习方法很难处理类似的问题，而
概率图模型恰好能够弥补不足，并且还可以处理数据稀疏的问题[23]。因此，本文主要
采用概率图模型中的概率矩阵分解对社交网络用户兴趣预测进行相关的研究。
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1.3 本文研究工作
本文研究的核心就是根据概率图模型中的概率矩阵分解模型对用户兴趣进行更精
准的预测。通过分析在个性化推荐系统中用户兴趣发生变化的影响因素，结合现有的
用户兴趣预测方法，提出一种新的用户关联强度的研究模型：霍克斯模型。进而将霍
克斯模型确定的用户关联集和兴趣主题的关联集作为用户的朋友集和主题的关联集，
在用户社交圈的基础上考虑了偏置因子和时序因子的影响，最后提出一种基于用户朋
友圈整体活跃度的用户兴趣预测模型。通过分析发现，用户的兴趣主要受历史行为，
社交关系，以及时间的影响。
本文详细的介绍基于各种影响因子的概率矩阵分解方法和具体的模型建立以及详
细的求解过程，在研究基于社交关系和兴趣主题影响的模型时，利用霍克斯模型选择
对用户社交关系以及兴趣主题影响最大的最近邻用户集和兴趣主题集作为复杂多变的
社交关系和丰富多彩的兴趣主题关联关系的替代，此做法不但减少运算量而且也具有
更为真实的现实意义。并且后面又对时序因子对用户兴趣的影响做了进一步的研究，
最后根据用户活跃度提出用户朋友圈整体活跃度的预测模型。本文提出的个性化推荐
模型是在最基本的概率矩阵分解基础上融合各种影响因子，通过学习用户和兴趣主题
的潜在特征向量，进而进行概率矩阵分解，然后利用贝叶斯公式进行推导，将概率最
大问题转化为目标函数最小问题，最后利用随机梯度下降求得一个局部最优解作为对
用户兴趣预测的近似。
1.4 论文结构
本文共计分为五节, 每节的主要内容如下:
第一节，主要阐述了目前互联网发展状况，用户兴趣模型的发展概况以及最新的
研究成果，并对本文研究的内容作出了简要描述，最后根据文章编排，对论文的主要
结构进行了介绍。
第二节，这一节是一些基础知识，主要介绍了一些常用的概率公式，矩阵分解的
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思想，以及改进的矩阵分解方法，这一节作为后面章节最基础的理论基础。
第三节，主要详细的介绍了概率矩阵分解模型和相似性的计算方法。在概率矩阵
分解模型中，对如何建立模型以及具体的求解都做了详细的作答。而在用户关系强度
这块采用霍克斯模型综合用户属性相似与历史交互事件的相似性，为后面章节朋友集
以及兴趣主题关联集的选择做基础。
第四节，此节在社交圈的基础上对影响用户兴趣的因子进行了分析与模型的建立。
首先分析用户朋友集对用户兴趣的影响以及基于考虑用户或事物本身的一些主观性行
为做了偏置因子的分析，模型完美的将这两者影响因子都融入到基本的概率矩阵分解
中，提高预测结果的精度。之后又基于时间对用户兴趣影响的考虑，提出一个时序因
子，结合之前朋友圈对用户的影响做了更进一步的模型改进。最后从用户朋友圈的活
跃度考虑提出一种预测模型，此模型将这种活跃度近似的看作用户行为的一种趋势，
活跃度越强，那么用户进行此项行为的概率也就越大。
第五节,这一节主要是对本文工作的一个总结以及进一步的展望，提出相应的不足
以及新的研究方向。
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第 二 章 基础知识概括
2.1 基本概率公式
若记𝐴𝑖为某事件,𝑃 (𝐴𝑖)为事件𝐴𝑖发生的概率,𝑃 (𝐴𝑖𝐴𝑗)为𝐴𝑖和𝐴𝑗 同时发生的概率,常
见的几个概率公式如下：
1、加法公式
𝑃 (
𝑛⋃︁
𝑖=1
𝐴𝑖) =
𝑛∑︁
𝑖=1
𝑃 (𝐴𝑖)−
𝑛∑︁
1≤𝑖<𝑗≤𝑛
𝑃 (𝐴𝑖𝐴𝑗) + · · ·+ (−1)𝑛−1𝑃 (
𝑛⋂︁
𝑖=1
𝐴𝑖) (2-1)
2、条件概率公式
𝑃 (𝐴|𝐵) = 𝑃 (𝐴𝐵)
𝑃 (𝐵)
(2-2)
3、乘法公式
𝑃 (𝐴1𝐴2 · · ·𝐴𝑛) = 𝑃 (𝐴1)𝑃 (𝐴2|𝐴1) · · ·𝑃 (𝐴𝑛|𝐴1𝐴2 · · ·𝐴𝑛−1) (2-3)
4、全概率公式
𝑃 (𝐵) =
∞∑︁
𝑖=1
𝑃 (𝐵|𝐴𝑖) · 𝑃 (𝐴𝑖) (2-4)
5、逆概率公式(Bayes公式)
𝑃 (𝐴𝑖|𝐵) = 𝑃 (𝐵|𝐴𝑖) · 𝑃 (𝐴𝑖)∑︀∞
𝑖=1 𝑃 (𝐵|𝐴𝑖) · 𝑃 (𝐴𝑖)
(2-5)
6.正态分布公式
𝑦 =
1√
2𝜋𝜎
𝑒−
(𝑥−𝑢)2
2𝜎2 (2-6)
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