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1. INTRODUCTION
This paper deals with the local solvability of the equation
Lw=Aw+Bw , (1.1)
where L is a nonsingular, integrable, C-valued vector field in the plane, and
where A and B are smooth functions. As an application, the solutions of
the second order partial differential equation
a,xx+2b,xy+c,yy+:,x+;,y=0, (1.2)
elliptic everywhere except along a characteristic curve, are expressed in
terms of the solutions of an equation of type (1.1).
This work is motivated by the similarity principle for the equation
w
z
=Aw+Bw , (1.3)
with Ho lder continuous coefficients (see [Be], [BN], [CH], [Ve]). The
principle says that every continuous solution of (1.3) has the form
w(x, y)=es(x, y)h(x+iy), (1.4)
for some holomorphic function h and some Ho lder continuous function s,
and conversely, for every holomorphic function h, there exists a Ho lder
function s such that the function w given by (1.4) satisfies Eq. (1.3). The
similarity principle holds also for an arbitrary elliptic vector field L (i.e.,
L and L independent), since any such vector field is a multiple of z in
appropriate coordinates (see [CH]).
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We investigate here the extent to which the similarity principle holds for
nonelliptic vector fields. We consider those vector fields for which the non-
ellipticity is carried by a smooth curve. We first focus our attention on
three typical vector fields, namely,
L1=

y
&3iy2

x
, L2=

y
&ix

x
, and M=

y
&2iy

x
.
(1.5)
The results about L1 and L2 are then extended to a larger class of vector
fields. The vector fields L1 and L2 satisfy the NirenbergTreves condition
(P), while the vector field M does not (see [NT] or [Tr1Tr3]). L1 and
M are of finite type (2 and 1, respectively) along their characteristic sets
( y=0), while L2 is of infinite type along its characteristic set (x=0). Note
that the functions
z1(x, y)=x+iy3, z2(x, y)=xeiy, and m(x, y)=x+iy2,
(1.6)
are first integrals of L1 , L2 , and M, respectively. We refer to [Tr3] for
more details about the above notions.
For the vector L1 , the similarity principle holds. We prove in Section 2
that if w is a C0 solution near 0 of
L1w=Aw+Bw , (1.7)
with B vanishing to first order along the x-axis, then w has the representation
w(x, y)=es(x, y)h(x+iy3), (1.8)
where h is a holomorphic function near 0, and s is Ho lder continuous. This
result is extended to real analytic vector fields of finite type that satisfy
condition (P).
A similarity principle holds also for the vector field L2 in the following
sense (Section 3): If w # C0(U) (with U/R2 containing 0) is a solution of
L2w=Aw+Bw , (1.9)
with B vanishing to first order along the y-axis, then there exist U0 % 0, an
open subset of U; a Ho lder continuous function h on z2(U 0), holomorphic
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in the interior of z2(U0); and a Ho lder continuous function s on U 0 , such
that
w(x, y)=es(x, y)h(z2(x, y)). (1.10)
This result is extended to real analytic vector fields of infinite type that
satisfy condition (P). Moreover, we prove for the vector field L2 that if U
contains the rectangle
R=[&=, =]_[&$, &$+2?],
with =>0 and 0<$<2?, then w can be represented in R as
w={e
s+(x, y)h+(z2(x, y)),
es&(x, y)h&(z2(x, y)),
in R +=R & [x0]
in R&=R & [x0],
(1.11)
where h\ are holomorphic in the disc D(0, =) and where s\ are Ho lder
continuous in R \ , respectively. A uniqueness property for the solutions of
(1.9) follows from the representation (1.11).
The situation is quite different for the Mizohata operator M, when the
coefficients A and B are not real analytic. As was already proved in [Tr1],
there are smooth functions # for which the equation Mw=#w admits w#0
as the only solution. In Section 4, we construct smooth functions A and B
such that the solution space of the equation Mw=Aw+Bw is a 2-dimen-
sional R-vector space. Note that the solution space of the equation
Mw=Aw (1.12)
(so B#0) is either infinite dimensional or reduces to [0]. Indeed, if w0 is
a nonzero solution of (1.12), then any other function of the form w=
w0h(x+iy2), where h is a holomorphic function, would also be a solution.
In Section 5, we consider the second order Eq. (1.2) of nonprincipal type.
We assume that
(1) b(x, y)2&a(x, y) c(x, y)=\(x, y)2 ;
(2) \(0, 0)=0 and grad \(0, 0){0; and
(3) the curve 7=[\=0] is a characteristic curve of (1.2).
We prove that Eq. (1.2) can be brought into the standard form
x2,xx+,yy+:,x+;,y=0. (1.13)
Then we show that the (local) solutions of (1.12) can be interpreted in
terms of the solutions of an equation of the form L2 w=Aw+Aw.
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2. SIMILARITY PRINCIPLE FOR L1 AND A GENERALIZATION
In this section, we prove the similarity principle for the vector field L1
and give a generalization to a class of real analytic vector fields.
Theorem 2.1. Let
L1=

y
&3iy2

x
, z1(x, y)=x+iy3 (2.1)
and let A, B # C2+_(R2), 0<_<1, be such that
B(x, 0)=By(x, 0)=0 \x # R. (2.2)
Then there exist an open set U/R2 containing 0 such that every C0 solution
of the equation
L1w=Aw+Bw in U (2.3)
has the form
w(x, y)=es(x, y)h(x+iy3), (2.4)
for some holomorphic function h defined in z1(U) and some s # C_(U).
Conversely, for every holomorphic function h in z1(U) there exists s # C_(U)
such that the function w given by (2.4) satisfies Eq. (2.3).
Proof. First we prove that A can be assumed to vanish to first order
along the x-axis. For this notice that A can be written as
A(x, y)=A0(x)+A1(x) y+ y2A2(x, y), (2.5)
where A0 # C2+_, A1 # C1+_, and A2 # C_. Let
w0(x, y)=1+A0(x) y+ 12 y
2(A1(x)+A0(x)2). (2.6)
Then
L1w0=A0(x)+(A1(x)+A0(x)2) y
&3iy3 _A$0(x)+ y A$1(x)+2A0(x) A$0(x)2 & . (2.7)
Thus
L1w0&Aw0= y2A (x, y), with A # C_(R2). (2.8)
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Let U be an open neighborhood of 0 # R2 such that
w0(x, y){0 \(x, y) # U. (2.9)
A direct calculation shows that a function w satisfies (2.3) in U if and only
if the function
,=
w
w0
(2.10)
satisfies the equation
L1,(x, y)= y2P(x, y),+ y2Q(x, y), in U, (2.11)
where
P(x, y)=
A
w0
, and Q(x, y)=
B(x, y)
y2
w 0
w0
.
Clearly P # C_ (see (2.8)) and Q # C_ (since B satisfies (2.2)).
Consider the homeomorphism z1 : R2  C with z1=!+i’ and (!=x,
’= y3). The pushforward of Eq. (2.11) is the equation

z1
=
i
6
(P(!, 3- ’)+Q(!, 3- ’) ). (2.12)
It follows from the classical similarity principle for the CR operator that
the solutions of (2.12) have the form
(!, ’)=es0 (!, ’)h(!+i’), (2.13)
with h holomorphic and s0 # C_(z1(U)). Consequently, the solutions of
(2.11) have the form
,(x, y)=es0 (x, y 3)h(x+iy3) (2.14)
and those of (2.3) have the form
w(x, y)=es0 (x, y3)+log w0(x, y) h(x+iy3). (2.15)
Conversely, for every holomorphic function h in z1(U), there exits a func-
tion  of the form (2.13) that satisfies (2.12) and so the corresponding
function given by (2.15) would satisfy (2.3). K
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Now we proceed to the generalization of the above result. For k # Z+, let
Vk=

y
&i(2k+1) y2k

x
and zk=x+iy2k+1. (2.16)
An argument analogous to that used in the proof of Theorem 2.1 gives the
following proposition
Proposition 2.1. Let A, B # Ck+_(R2), 0<_<1, be such that for every
x # R, the function B(x, .) vanishes to order 2k&1 on the axisa [ y=0].
Then there exists an open set U/R2 and containing 0, such that every C0
solution of the equation
Vkw=Aw+Bw in U (2.17)
has the form
w(x, y)=es(x, y)h(x+iy2k+1) (2.18)
for some holomorphic function h defined on zk(U) and some continuous func-
tion s # C_(U). Conversely, for every holomorphic function h in zk(U), there
exists s # C_(U) such that the function w given in (2.18) satisfies (2.17).
Let
L=a(x, y)

y
+b(x, y)

x
, (2.19)
where a, b are C-valued real analytic function in R2. The characteristic set
of L is
7=[(x, y) # R2 : Im(ab )(x, y)=0]. (2.20)
The set 7 is an analytic variety. We assume that it has dimension 1 and we
write
7=70 _ 71 , (2.21)
where 70 is the sigular and 71 the regular part of 7. Set C1=[L, L ],
C2=[L, C1], ..., Cn+1=[L, Cn], where [ , ] denotes the Lie bracket. The
vector field L is said to be of type m at p # 7 if Lp and C jp are dependent
for each j<m but Lp and C mp are independent. If L is not of finite type at
p, then it is said to be of infinite type.
Proposition 2.2. Let L be as in (2.19) and p # 71 . Suppose that L is of
type 2k at p. Then there exist a change of coordinates, defined near p, in
which L is a multiple of the vector field Vk defined in (2.16).
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Proof. Since L is real analytic, then it is integrable near p. That is, there
exists a function z(x, y) defined near p such that Lz=0 and dz( p){0. By
standard arguments (see [Tr3]), we can assume that z=x+i,(x, y), 7 is
given near p by y=0, and
L=

y
&i
,y
1+i,x

x
. (2.22)
The fact that L is of type 2k implies that
,(x, y)=:(x)+ y2k+1;(x, y), (2.23)
where : and ; are R-valued, real analytic, and ;(0){0.
The map z sends the x-axis into the real analytic curve C parametrized
as x+i:(x). Let H C  C be a germ at 0 of a biholomorphism such that
H(x+i:(x)) # R \x # R.
Let F(x, y)=H b z(x, y). Clearly, F is a first integral of L and
Im F(x, y)= y2k+1q(x, y)
for some nonvanishing function q. With respect to the coordinates
X=Re F(x, y), Y= y(q(x, y))12k+1
the vector field L has the desired form Vk . K
The following theorem is a direct consequence of Propositions 2.1 and 2.2.
Theorem 2.4. Let L be as in Proposition 2.2, p # 71 , and z a first
integral of L defined near p. Let A, B # C2k+_(R2), 0<_<1, such that the
function B vanishes to order 2k&1 on 71 . Then there exists an open set
U/R2 and containing p, such that every C 0 solution of the equation
Lw=Aw+Bw in U (2.24)
has the form
w(x, y)=es(x, y)h(z(x, y)) (2.25)
for some holomorphic function h defined on z(U) and some continuous func-
tion s # C _(U). Conversely, for every holomorphic function h in z(U), there
exists s # C_(U) such that the function w given in (2.25) satisfies (2.24).
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3. SIMILARITY PRINCIPLE FOR L2 AND A GENERALIZATION
In this section we study the similarity principle for the vector field L2
and give a generalization to a class of vector fields of infinite type.
Theorem 3.1. Let
L2=

y
&ix

x
, z2(x, y)=xeiy, (3.1)
and let A, B # C2+_(R2), 0<_<1, with
B(0, y)=Bx(0, y)=0. (3.2)
Then there exists an open set U/R2, containing 0, such that if w # C0(U )
is a solution of
L2w=Aw+Bw , (3.3)
then there exist f # C_(z2(U )), f holomorphic in the interior of z2(U), and a
function s # C_(U ) such that
w(x, y)=es(x, y)f (z2(x, y)). (3.4)
Conversely, for every function f as above, there exists s # C_(U ) such that the
function w given by (3.4) satisfies Eq. (3.3).
Proof. Here again we start by proving that A can be made to vanish to
first order along the y-axis. We write
A(x, y)=A0( y)+xA1( y)+x2A2(x, y), (3.5)
with A0 # C2+_, A1 # C1+_, and A2 # C _. Let
w0(x, y)=:0( y)+x:1( y), (3.6)
with
:0( y)=exp |
y
0
A0(s) ds, and :1( y)=:0( y) eiy |
y
0
A1(s) e&is ds.
(3.7)
A direct calculation shows that
L2w0&Aw0=x2C(x, y), (3.8)
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with C(x, y) # C_. Let =>0 and $>0 small enough so that
w0(x, y){0 \(x, y) # U=, $ , where U=, $=(&=, =)_(&$, $).
(3.9)
With this and the assumption (3.2), we can easily prove that if w # C0(U =, $)
satisfies Eq. (3.3), then the function
,=
w
w0
# C0(U =, $) (3.10)
satisfies the equation
L2,=x2P(x, y),+x2Q(x, y), , (3.11)
where
P=
Aw0&L2 w0
x2w0
=
&C
w0
and Q=
Bw 0
x2w0
(3.12)
are in C_(U =, $).
Now we transfer the problem to the C-plane via the first integral z2 . For
this, note that
z2(U =, $)=[‘=!+i’ # C : |‘|=, |arg ‘|$ or |?&arg ‘|$] (3.13)
and that the functions
|‘| (P b z&12 ) and |‘| (Q b z
&1
2 )
are Ho lder continuous in the sector z2(U =, $). The pushforward of Eq. (3.11)
via z2 gives the equation

‘
=
i
2
|‘| P b z&12 +
i
2
|‘| Q b z&12  (3.14)
in z2(U =, $). The classical similarity principle gives then the solutions as
(‘)=es0 (‘)f (‘), (3.15)
with s0 , f # C_(z2(U=, $)), f holomorphic in the interior of the sector. The
solutions w of Eq. (3.3) have the form
w(x, y)=es0 (z2 (x, y))+log w0 (x, y)f (z2(x, y)). (3.16)
Conversely, for every f as above, a Ho lder continuous function s0 can be
found such that the function w given by (3.16) solves Eq. (3.3). K
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Remark 3.1. As was done for the CR operator z (see [Re]), Theorems
2.1 and 3.1 could be generalized to the case where the coefficients A and B
are not continuous but only in L p spaces.
Suppose that the open set U contains a rectangle
R=[&=, =]_[&$, &$+2?] with 0<$<2?. (3.17)
Let
R+=R & [x0] and R&=R & [x0]. (3.18)
In this situation, we have the following theorem
Theorem 3.2. If w # C0(U) is a solution of (3.3), then there exist holo-
morphic functions h+ and h& , defined in the disc |‘|<=, continuous up to the
boundary, and there exist Ho lder continuous functions s+ and s& defined in
R+ and R& , respectively, such that
w(x, y)=es\(x, y)h\(z2(x, y)) \(x, y) # R\ . (3.19)
Proof. Let
R0+=R+"[x0 : y=&$ or y=&$+2?]. (3.20)
Note that
z2 : R0+  D(&$)=[‘ # C : |‘|=, and arg ‘{&$] (3.21)
is a homeomorphism except along [x=0] (it is mapped onto 0). We can
assume (shrink = if necessary) that the function w0 defined by (3.6) is
defined in R. Let then P and Q be the functions defined in (3.12) and , be
the function defined in (3.10). Let P+ and Q+ and + be defined in D($) by
P+=P b z&12 , Q+=Q b z
&1
2 , and +=, b z
&1
2 . (3.22)
The functions P+ , Q+ , and + are continuous and that if
‘0=re&i$, with r=,
then the following limits exist
lim
‘  ‘0 , arg ‘ &$
P+(‘), lim
‘  ‘0 , arg ‘&$
P+(‘),
lim
‘  ‘0 , arg ‘&$
Q+(‘), lim
‘  ‘0 , arg ‘&$
Q+(‘) (3.23)
lim
‘  ‘0 , arg ‘&$
+(‘), lim
‘  ‘0 , arg ‘&$
+(‘).
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Furthermore, the function + satisfies, in D(&$), the equation
+
‘
=
i
2
|‘| P+++
i
2
|‘| Q+ + . (3.24)
It follows from the Representation Theorem 2.1 of [Re] that
+(‘)=es
0
+ (‘)h+(‘), (3.25)
where h+ is holomorphic in the disc |‘|<= and where s0+ is Ho lder
continuous in D(&$). It also follows that
lim
‘  ‘0 , arg ‘&$
s0+(‘) and lim
‘  ‘0 , arg ‘&$
s0+(‘) (3.26)
exist. We conclude that the function w has the desired form
w(x, y)=exp s0+(z2(x, y))+log w0(x, y) h+(z2(x, y)) (3.27)
in R+ . A similar argument shows that w has also the desired expression
in R& . K
As immediate consequence of Theorem 3.2 and the fact that holomorphic
functions have isolated zeros, we have the following uniqueness results.
Corollary 3.1. Let w be as in Theorem 3.2. If there exist a sequence of
points [an] in R+ (resp. in R&) such that
lim
n  
an=0 and w(an)=0 \n.
Then
w#0 in R+ (resp. in R&).
Corollary 3.2. Let w be as in Theorem 3.2. Assume further that w is
C and that it is flat at 0 (i.e., w and all its partial derivatives vanish at 0).
Then w#0 in U.
Remark 3.2. Without the assumption that U contains an interval of the
y-axis with length 2?, the uniqueness results might not hold (unless the
sequence an satisfies an additional growth condition).
Now we proceed to a generalization. First, for an integer n1, we
consider a particular vector field
Kn=

y
&ixn

x
. (3.28)
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Note that, for n>1, the function
un(x, y)=
x
n&1- (1&n) xn&1y&i
(3.29)
is a first integral of Kn , while the first integral of K1=L2 is given in (3.2).
Arguments analogous to those used to prove Theorem 3.1 prove the follow-
ing proposition
Proposition 3.1. Let A, B # Cn+_(R2), 0<_<1, with B(. , y) vanishing
to order n at x=0, for all y. Then there exists an open set U/R2, contain-
ing 0, such that if w # C0(U ) is a solution of
Knw=Aw+Bw , (3.30)
then there exist f # C_(un(U )), f holomorphic in the interior of un(U), and a
function s # C_(U ) such that
w(x, y)=es(x, y)f (un(x, y)). (3.31)
Conversely, for every function f as above, there exists s # C_(U ) such that the
function w given by (3.31) satisfies Eq. (3.30).
Now we prove that any real analytic vector field of infinite type, with
smooth characteristic set, is locally equivalent to a vector field Kn for some
n. More precisely, we have the following.
Proposition 3.2. Let L be as in (2.19) with characteristic set 7=70 _ 71
as in (2.21). Let p # 71 and suppose that L is of infinite type at p. Then there
exist coordinates defined near p in which L is a multiple of a vector field Kn
defined in (3.29)
Proof. It is clear that we need only to prove that L is equivalent to a
vector field Vn of the form
Vn=

y
&i
xn
1+inxn&1y

x
. (3.32)
We can assume that p=(0, 0) and a local first integral of L defined near
p has the form z=x+i,(x, y), with , real analytic and R-valued, and that
[x=0] is the characteristic set of L (see [Tr3]). Since L is of infinite type
at p, then necessarily
,y(x, y)=xn(x, y)
for some n # Z+ and some nonvanishing real analytic function . Hence,
,=xnyp(x, y)+q(x), for some real analytic functions p, q with p(0){0.
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The image of the x-axis via z is the real analytic curve C with param-
etrization x+iq(x). Let H be a local biholomorphism near 0 such that
H(x+iq(x)) # R for all x. The function F=H b z is then a first integral of
L with Im F(x, y)=xnyg(x, y) with g(0){0. With respect to the coor-
dinates s=Re F(x, y), t= y, the function F has the form s+isntm(s, t) with
m(0){0. Now with respect to coordinates X=s, Y=tm(s, t), the function
F has the form X+iXnY. This shows that L is conjugate to Vn . K
The above propositions prove the following theorem.
Theorem 3.3. Let L be as in Proposition 3.2, p # 71 , and z a first
integral of L defined near p. Let A, B # Cn+_(R2), 0<_<1, such that the
function B vanishes to order n on 71 . Then there exists an open set U/R2
and containing p, such that if w # C0(U ) is a solution of
Lw=Aw+Bw in U, (3.33)
then there exist f # C_(z(U )), f holomorphic in the interior of z(U ), and a
function s # C_(U ) such that
w(x, y)=es(x, y)f (z(x, y)). (3.34)
Conversely, for every function f as above, there exists s # C_(U ) such that the
function w given by (3.34) satisfies Eq. (3.33).
4. AN EXAMPLE FOR THE OPERATOR M
As was mentioned in the introduction, the similarity principle fails for
the Mizohata operator M. We give here an example of an equation
Mw=Aw+Bw , with A and B smooth, whose solution space is a 2-dimen-
sional vector space over R. The construction of A and B is inspired by the
now classical procedure for generating nonintegrable vector fields.
We proceed as in [Tr1]. Let Dm, n, p be a triple sequence of discs in the
upper half plane y>0 such that:
(1) the projection onto the x-axis of the discs are pairwise disjoint;
(2) for each m, n fixed, limp   Dm, n, p is a point (xm, n , ym, n) with
ym.n>0;
(3) for each m fixed, limn  (xm, n , ym, n)=(xm , ym), with ym>0;
and
(4) limm  (xm , ym)=(0, 0).
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Let \(x, y) # C (R2) be such that
supp(\)= .
m, n, p
Dm, n, p , (4.1)
and
\(x, y)>0 \(x, y) # Dm, n, p \m, n, p.
We have the following theorem.
Theorem 4.1. Let U be an open neighborhood of 0 # R2. If w # C1(U ) is
a solution of the equation
Mw=
M\
2i
w+
&M\
2i
w , (4.2)
then there exist real numbers :, ; such that
w=:+;(i+\). (4.3)
Hence, the solution space of the Eq. (4.2) is the 2-dimensional R-vector space
spanned by the functions 1 and i+\.
Proof. First note that the functions 1 and i+\ are solutions of (4.2)
and so is every linear combination with real constant coefficients. To prove
the theorem, we need to verify that an arbitrary solution has the form (4.3).
For every C-valued function w there exist unique R-valued functions u
and v such that
w=u+(i+\)v (4.4)
(v=Im w and u=Re w&\ Im w). Now w solves (4.2) if and only if u and
v solve the equation
Mu+(i+\) Mv=0. (4.5)
Let ,=u+iv. Equation (4.5) is equivalent to the equation
M,=
&i\
2&i\
M, . (4.6)
To prove that , is constant, we proceed as follows. Let =>0, $>0 such
that
R=[&=, =]_[&$, $]/U.
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Denote by D m, n, p the symmetric of the disc Dm, n, p with respect to the
x-axis. Since \#0 in
R2> .m, n, p Um, n, p ,
then
M,=0 in R> .m, n, p Um, n, p . (4.7)
By transferring, via m=x+iy2, the equation M,=0, defined in the lower
half plane y<0, into the homogeneous CR equation, defined in the upper
half plane, and after using Cauchy’s theorem to the holomorphic function
, b m&1, we see that
|
D m, n, p
,(dx+2iy dy)=0 \m, n, p. (4.8)
Now, M,=0 in the open set
R0=R> .m, n, p (Um, n, p _ U m, n, p), (4.9)
which is connected and symmetric with respect to the x-axis. It follows
from the principle of constancy on the fibers (see [BT]) that
,(x, y)=,(x, &y) \(x, y) # R0 . (4.10)
This together with (4.8) gives
0=|
Dm, n, p
,(dx+2iy dy)=||
Dm, n, p
M, dx dy \m, n, p. (4.11)
Since , satisfies (4.6) and since \>0 in Dm, n, p , then for each triple m, n, p
there exist pm, n, p and qm, n, p in Dm, n, p such that
Re \ M,

2&i\+ ( pm, n, p)=Im \
M,
2&i\+ (qm, n, p)=0. (4.12)
As p  , we get
M, (xm, n , ym, n)=0 \m, n. (4.13)
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This together with (4.6) shows that
d,(xm, n , ym, n)=0 \m, n. (4.14)
Since M is elliptic in y>0 and since for each m the sequence (xm, n , ym, n)
converges to a point in y>0, by the unique continuation for solutions of
elliptic equations, we conclude that , must be constant in y>0, but then,
by the constancy on the fibers, the function , must be constant in U. K
Remark 4.1. It is an interesting problem to determine whether there are
functions A and B for which the solution space of the equation Mw=
Aw+Bw has finite dimension other than 0 or 2.
5. APPLICATION TO SECOND DEGREE EQUATIONS
In this section we show that the solutions of the equation L2w=
Aw+Bw can be used to characterize the (local) solutions of a class of
second degree equations of nonprincipal type.
Consider the equation
a,ss+2b,st+c,tt+ f,s+ g,t=0, (5.1)
where a, b, c, f, and g are R-valued C functions defined in the (s, t)-plane.
We assume that the equation satisfies the conditions
(H1) |a(0)|+|b(0)|+|c(0)|{0;
(H2) a(s, t) c(s, t)&b(s, t)2=\(s, t)2, for a smooth function \;
(H3) \(0)=0 and (\s(0), \t(0)){(0, 0).
We assume further that the curve 7 defined by the equation \=0 is
characteristic, i.e.,
(H4) a( p) \s( p)2+2b( p) \s( p) \t( p)+c( p) \t( p)2=0 \p # 7.
We start by proving that, with respect to suitable coordinates, Eq. (5.1) has
a simple standard form.
Theorem 5.1. There exist C coordinates x=:(s, t), y=;(s, t), near
0 # R2, with respect to which Eq. (5.1) has the standard form
x2,xx+,yy+h,x+k,y=0, (5.2)
with h, k # C near 0.
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Proof. Because of (H1) and (H2) we can assume that a(0)=1. Let
f (s, t) be a first integral of the 1-form b ds&a dt, i.e., f is a C function for
which there is a C function * such that
df =*(b ds&a dt), and *(0){0. (5.3)
We can assume that f (0)=0. Note that since a(0)=1, then ft {0. Consider
the coordinates (!, ’) defined near 0 by
!= f (s, t), and ’=s. (5.4)
Clearly,
a!s’s+b!s ’t+b!t ’s+c!t ’t=a!s+b!t=0. (5.5)
Hence, with respect to (!, ’), Eq. (5.1) takes the form
A,!!+a,’’+r,!+q,’=0, (5.6)
with
A=a!2s +2b!s!t+c!
2
t . (5.7)
Using again (5.3), we have that
A=*2a(ac&b2). (5.8)
Therefore, the curve f =0 is characteristic. This together with (H2)(H3)
shows that there exists a smooth function p such that
A=a!2p2, (5.9)
with p(0, 0){0. This proves that Eq. (5.1) is equivalent (after dividing by
a) to an equation of the form
(!p)2 ,!!+,’’+m,!+n,’=0. (5.10)
To achieve the form (5.2), we consider the vector field
L=

’
&i!p

!
. (5.11)
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Since p(0){0, then L satisfies the NirenbergTreves condition (P) (see
[Tr3]) and is therefore intergrable. Furthermore, we can find a C first
integral, z(!, ’), defined in a neighborhood of 0 such that
z(!, ’)=:(!, ’) ei;(!, ’), Lz=0,
:(0)=;(0)=0, (5.12)
:!(0){0, :’(0)=0, ;!(0)=0, ;’(0){0.
With respect to the coordinates
x=:(!, ’), y=;(!, ’) (5.13)
Eq. (5.10) has the desired form (5.2). K
Remark 5.1. Reduction to standard forms for second order partial
differential equations of nonprincipal type with real analytic coefficients has
been achieved in [Ci] (see also [Bi]).
Remark 5.2. If the curve 7 is not characteristic, then a simple canoni-
cal form for the equation (5.1) cannot be achieved in general. For example,
there are equations of the form
(2y(1+\(x, y))2 ,xx+,yy+ f,x+ g,y=0,
that cannot be transformed into the simple form
y2,xx+,yy+a,x+b,y=0.
This situation happens whenever the vector field
M\=

y
&2iy(1+\)

x
has no first integral.
We now show how solutions of (5.2) can be interpreted in terms of the
solutions of an equation L2w=Aw+Aw. Let
A=
&k
2
+
i
2
h&x
x
. (5.14)
Proposition 5.4. For every C2 solution , of (5.2), with ,(0)=0, there
exists a unique C1 solution w of the equation
L2w=Aw+Aw (5.15)
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such that Re(w(0, y)) # R. Conversely, for every C1 solution of (5.15), real on
the y-axis, there exists a unique C 2 solution of (5.2) vanishing at 0.
Proof. Suppose that , is a C2 solution of (5.2) near 0. A simple calcula-
tion shows that the function w=,y+ix,x satisfies equation (5.15). Conver-
sely, if w is a C1 solution of (5.15), with w(0, y) real, then it is seen at once
that the function
,(x, y)=|
y
0
Re w(x, s) ds (5.16)
satisfies (5.2). K
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