This paper presents a statistical comparison of common patterns of regional phonetic and lexical variation in American English based on the results of two previous dialect studies.
Introduction

Regional linguistic variation in American English has not been adequately compared across linguistic levels. Kurath designed the questionnaire for The Linguistic Atlas of the United
States and Canada to elicit data from many levels of linguistic analysis, but the Atlas was never completed and aside from New England (Kurath et al, 1939) Kurath and his colleagues presented their lexical (Kurath, 1949) , morphological (Atwood, 1953) , and phonological (Kurath & McDavid, 1961) analyses for the eastern United States separately. All three of these studies did find similar regional patterns but the data was never explicitly compared across these three linguistic levels. Similarly, later surveys that mapped regional linguistic variation in American English focused specifically on lexical (Cassidy, 1985; Carver, 1987) , phonetic/phonological (Labov et al, 2006) , or lexico-grammatical variation (Grieve, 2009 (Grieve, , 2011 (Grieve, , 2012 Grieve et al, 2011) . Although all of these surveys compared their results to the results of previous American dialect surveys, these comparisons were always informal because the datasets upon which the previous surveys were based were not available for analysis. The lack of a general method for comparing dialect maps based on different sets of locations has also complicated the comparison of regional variation across linguistic levels.
This study introduces a general statistical method for the comparison of dialect maps based on different sets of locations and uses this method to compare common patterns of regional phonetic and lexical variation in American English, as identified in two previous studies. In particular, this study compares the results of a quantitative analysis of vowel formant data (Grieve, forthcoming; Grieve et al, submitted) based on the data from The Atlas of North American English (Labov et al, 2006) to the results of a quantitative analysis of lexical variation in a corpus of written American English (Grieve et al, 2011) . In both studies, a series of dialect maps representing common patterns of regional linguistic variation were generated through a multivariate spatial analysis. In this study, these two series of aggregated dialect maps are compared to each other in order to assess the similarity of regional phonetic and lexical variation in American English. Before presenting the results of this comparison, however, the results of these two previous studies are described and the method for the comparison of dialect maps is introduced.
Data
This paper compares the common patterns of regional phonetic and lexical variation in American English identified in two previous studies. In particular, the phonetic analysis is presented in Grieve (forthcoming) and Grieve et al (submitted) and the lexical analysis is presented in Grieve et al (2011) . In both studies, the values of a series of quantitative linguistic variables measured over a series of locations from across the contiguous United
States were subjected to a multivariate spatial analysis to identify common patterns of regional linguistic variation. The four common patterns of regional phonetic variation are mapped in Figures 1-4 and the three common patterns of regional lexical variation are mapped in Figures 5-7. This section briefly describes how these two series of maps were obtained.
The phonetic analysis was based on the acoustic vowel formant data from the Atlas of North American English (Labov et al, 2006) , which was collected during the 1990s through linguistic interviews conducted over the telephone with 439 informants from across the United States and Canada. In particular, the maps under analysis here are based on the average formant 1 and formant 2 values for 19 contextualized vowel phonemes measured across 236 cities in the contiguous United States. These 38 vowel formant variables are listed in Table 1 using the transcription and classification systems from the Atlas along with their IPA equivalents and their average formant 1 and formant 2 values across the entire dataset.
The lexical analysis was based on a 26 million word corpus representing the letter to the editor register as written between 2000-2010 in 206 cities from across the United States (see also Grieve, 2009 Grieve, , 2011 Grieve, , 2012 . In particular, the maps under analysis here are based on the values of 40 lexical alternation variables measured across the 206 cities in the corpus (Grieve et al, 2011) , where each alternation was measured as the proportion of one high frequency function word or adverb relative to a synonymous high frequency function word or adverb. These 40 lexical alternations and their variants are listed in Table 2 along with the average proportion of the first variant across the entire corpus. Although most of these variables are based on words that are generally interchangeable, some variables are based on words that are only interchangeable in certain contexts and some variables involve the same words counted in different contexts, as noted in Table 2 .
In order to identify common patterns of regional linguistic variation in American English, both the phonetic and the lexical datasets were subjected to a multivariate spatial analysis, which consists of two basic steps. First, the individual linguistic variables were subjected to a local spatial autocorrelation analysis using Getis-Ord Gi (Ord & Getis, 1995; Grieve, 2011 Grieve, , 2012 to identify patterns of spatial clustering. Second, the Getis-Ord Gi zscores for the complete set of linguistic variables were subjected to a factor analysis to identify a series of factors that each identify a unique and common pattern of spatial clustering. By mapping the factor scores (Figures 1-7) , it is possible to visualize the common patterns of spatial clustering identified by the factor analysis, and by inspecting the factor loadings (Tables 1-2) , it is possible to identify the variables that are represented by each of these maps.
The multivariate spatial analysis of the phonetic data identified four common patterns of regional variation, which account for 86% of the variance in the Getis-Ord Gi z-scores for the 38 phonetic variables. These four sets of factor scores are mapped in Figures 1-4 and the variable loadings for each of these factors are presented in Table 1 . Factor 1 represents the strongest pattern of regional variation in the dataset, accounting for 39% of the variance and contrasting the Southeast with the rest of the United States (Figure 1) . A majority of the variables loading on Factor 1 are associated with the Southern Shift (Labov et al. 2006) .
Factor 2 accounts for 23% of the variance and contrasts the Midwest with the rest of the United States (Figure 2) . A majority of the variables loading on Factor 2 are associated with the Northern Cities Shift (Labov et al. 2006) . Factor 3 accounts for 18% of the variance and contrasts the East with the West (Figure 3) . A majority of variables loading on Factor 3 appear to be associated with a Western shift. Finally, Factor 4 accounts for 6% of the variance and contrasts the Midland and the West with the rest of the United States (Figure 4 ), although only two variables load strongly on this factor.
The multivariate spatial analysis of the lexical data identified three common patterns of regional variation, which account for 54% of the variance in the Getis-Ord Gi z-scores for the 40 lexical variables. This is considerably less variance than was explained in the phonetic analysis; however, accounting for 54% of the variance in the values of 40 linguistic variables with 3 factors is still substantial. These three sets of factor scores are mapped in Figures 5-7 and the variable loadings for each of these factors are presented in Table 2 . Factor 1 accounts for 24% of the variance and contrasts the East Coast and the West Coast with the rest of the United States (Figure 4) . A majority of the variables loading on Factor 1 are associated with an opposition between more formal forms, which are more common on the Coasts, and more informal forms, which are more common in the rest of the United Sates. Factor 2 accounts for 18% of the variance and contrasts the Northeast and especially the Midwest with the rest of the United States ( Figure 5 ). A majority of the variables loading on Factor 2 are associated with an opposition between standard American forms, which are more common in the Midwest, and non-standard forms, which are more common in the rest of the United Sates.
A Comparison of Phonetic and Lexical Variation 7
Finally, Factor 3 accounts for 13% of the variance and contrasts the Southeast with the rest of the United States. The linguistic interpretation of Factor 3 is not as clear as the other factors identified in these analyses, but it was retained because it accounted for a relatively large amount of variance and because when mapped it exhibits a clear regional pattern.
The goal of this study is to compare these four patterns of phonetic variation to these three patterns of lexical variation in order to gauge the similarity of regional phonetic and lexical variation in Modern American English. The rest of this paper describes the statistical procedure through which these factor maps were compared and presents the results of this comparison. 
Map Interpolation
In order to compare the four common patterns of phonetic variation to the three common patterns of lexical variation, each factor was first interpolated over a consistent grid of reference locations using ordinary kriging, which is a geostatistical technique that estimates the values of a variable at unobserved locations based on the values of the variable at observed locations. 2 It was necessary to interpolate the factor scores before comparison because the phonetic and lexical datasets are based on two different sets of locations.
However, before describing the interpolation of the seven sets of factors scores, this section introduces variogram analysis, which must be conducted before ordinary kriging is used to estimate the value of a variable at an unobserved location.
Variogram Analysis
In order to use ordinary kriging to interpolate the values of a variable it is necessary to define a theoretical variogram for that variable. This is achieved by computing an empirical variogram based on the observed values of the variable and by then fitting a theoretical variogram to the empirical variogram.
An empirical variogram is a function that describes the amount of spatial variability in the observed values of a regional variable (Isaaks and Srivastava, 1989; Wackernagel, 2010; Bachmaeir and Backes, 2008) . In particular, given a variable z observed over locations x 1 ,...,
x n , the value of the empirical variogram € γ * for a particular distance h is calculated as
where h is a distance interval measured here in Euclidean distance, N(h) is the total number of pairs of locations that are separated by a distance that falls within that distance interval, and z(x i +h) and z(x i ) are the observed values of the variable z at the i th pair of these locations.
The value of an empirical variogram for a particular distance interval is therefore equal to the variance of the differences between the values of all unique pairs of locations separated by a distance that falls within that distance interval. In other words, an empirical variogram shows how the variance in the values of a variable change as the distance between locations increases.
In this study, empirical variograms were computed for the seven sets of factor scores based on 35 equally spaced distance intervals consisting of approximately 80 miles each. Given an empirical variogram for a variable, which is defined for certain distance intervals, it is possible to define a theoretical variogram € γ for that variable, which is defined for all possible distances, by fitting a function to the empirical variogram. In this case, the theoretical variograms for each factor were defined for all possible distances h by fitting a Gaussian function
where a represents the range, c represents the sill, and c 0 represents the nugget. The fitted Gaussian function for each factor is plotted in the inset in Figure 8 -14. The Gaussian function was used because it is the common variogram models that provides the best approximation of the empirical variograms generated here. This is because all of these variograms approach the origin parabolically, which is indicative of highly continuous regional patterns (Isaaks and Srivastava, 1989) . Other functions were also tested, including the exponential function, but the fit with the empirical variogram was not as good, although varying the function had relatively little effect on the results of the ordinary kriging.
By fitting a Gaussian function to the empirical variogram it is possible to estimate the values of the three variogram parameters discussed above. For example, based on the fitted Gaussian function, the variogram for phonetic Factor 1 presented in Figure 17 , was found to have a sill of 1.24, a nugget of 0, and a range of 7.60, which are similar to the manual estimates presented above. The fitted parameter values for all of the variograms are presented in Table 3 . Although automatically fitting the Gaussian function to the factor scores resulted in the nugget being estimated at 0 in most cases, to avoid unstable krigings, which are possible when using a Gaussian function, a consistent but very small nugget of .01 was imposed for all factors, except for Phonetic Factor 4, for which a larger nugget was fitted automatically. In addition, the Gaussian function was only fitted to the empirical variogram for the first 13 distance intervals for Lexical Factor 2 (approximately the first 1000 miles) because the empirical variogram for this factor exhibits two separate plateaus.
In addition to plotting the empirical variograms and the theoretical variograms for each of the seven factors, variogram clouds are also plotted in the background of the main plots presented in Figures 8-14 . A variogram cloud displays the dissimilarity between all pairs of locations as a function of the distance between those locations (Bivand et al, 2008; Gaetan and Guyon, 2010; Wackernagel, 2010) . In particular, given a variable z observed at two locations x i and x j , the value of the variogram cloud
The variogram cloud therefore consists of the set of n(n-1)/2 points representing every unique pair of locations in the dataset.
Although a variogram cloud is not required for ordinary kriging, it is presented here for two reasons. First, a variogram cloud is essentially the basis for an empirical variogram, which is calculated for a particular distance interval by computing the average value of all pairs of locations in the variogram cloud that are contained within that distance interval, as can be seen by comparing Equation (1) and Equation (3). It is therefore useful to plot the variogram cloud so as to have a more complete picture of the underlying pattern of regional variation in the values of a variable. Second, the variogram cloud is closely related to a type of graph that has been presented in previous dialectometry studies (Séguy, 1971; Nerbonne 2009 Nerbonne , 2010 , where location-by-location linguistic distance matrices (based on sets of regional linguistic variables) are plotted against the corresponding geographic distance matrices to visualize patterns of regional linguistic variation. Aside from the fact that these plots are generally based on the values of multiple variables, these plots are very similar to a variogram cloud. The basic difference between these two approaches to visualization involves how dissimilarity is measured: in a variogram analysis dissimilarity is measured as variance, whereas in dialectometry dissimilarity is measured as Euclidean distance or based on some other distance metric. Nerbonne (2010) also fits a logarithmic curve to the plots of linguistic distance, which is very similar to the modeling of a theoretical variogram.
Finally, although the main goal of this variogram analysis was to allow for ordinary kriging to proceed, as this is the first time a variogram analysis has been conducted in dialectology, it is important to note that an empirical variogram reveals additional information about the spatial patterns exhibited by a regional linguistic variable. As noted above, an increasing slope at relatively small distances indicates that a variable is spatially patterned. As would be expected, given the appearance of the factor maps, all of the variables analyzed here exhibit an initially increasing slope. However, the steepness of this slope also reveals how gradually the values of a variable change across space, with a steep slope being associated with more sudden changes and a moderate slope being associated with more gradual changes. For example, Phonetic Factor 3 has a relatively gradual initial slope and in turn has a relatively large number of middling factor scores separating the East from the West, whereas Phonetic Factor 4 has a steeper initial slope and in turn has sharper changes between regions. All of the variograms also start very near to the origin, reflecting the fact that adjacent locations tend to have similar factor scores, which indicates that all of the factors exhibit a continuous pattern of regional variation (Oliver, 2010) .
In addition to analyzing the initial section of the variogram, there is also considerable information that can be deduced from the rest of the variogram. analysis. First, however, the theoretical variograms defined here must be used to interpolate the factor maps over a grid of reference locations in order to allow for these two sets of factor scores to be compared directly. 
Ordinary Kriging
Because the two sets of factor maps are not based on the same set of locations, each factor was interpolated over a consistent grid of reference locations before being compared.
Interpolation was achieved using ordinary kriging (Isaaks and Srivastava, 1989; Bivand et al, 2008; Wackernagel, 2010) , which is the most common approach to interpolation in geostatistics (Wackernagel, 2010) .
Ordinary kriging is a method for estimating the values of a variable at unknown locations based on the values of the variable at observed locations. Specifically, the estimated value of the random variable Z at unobserved location x 0 is computed as an unbiased linear combination of the weighted values of the random variable Z across n observed locations Gaussian function to the empirical variograms for each factor, as described in Section 3.1. A theoretical variogram is required for kriging rather than the empirical variogram upon which the theoretical variogram is based because in order to compute the variable weights it is necessary to calculate the value of the variogram for the distances between the unobserved location and each of the observed locations, which may not be instantiated in the empirical variogram, which is only defined for the distances between the observed locations.
In particular, given a theoretical variogram, the kriging weights are computed by solving the ordinary kriging equation system (Wackernagel, 2010) 
which, through matrix multiplication, can alternatively be expressed as Lagrange parameter is introduced into the system in order to convert what would be a constrained minimization problem into an unconstrained minimization problem. This allows the ordinary kriging system to be solved so that the kriging weights can be obtained.
Interpolation can then proceed using Equation (4) 
Map Comparison
As discussed above, the two sets of dialect maps being compared in this study represent common patterns of regional phonetic (Figures 1-4 
) and lexical (Figures 5-7) variation in
Modern American English, as identified in two previous studies. Although it is relatively clear that these maps do align to a certain extent, the goal of this study is to quantitatively compare these patterns in order to assess the similarity of regional variation across these two linguistic levels. However, because the two sets of dialect maps were based on different sets of locations, before being compared these maps were first interpolated over a consistent set of reference locations using ordinary kriging (Figures 15-21) , as described in Section 3. In this section, the comparison of these kriged phonetic and lexical factor maps is presented. The analysis is based primarily on the factor maps interpolated over the 207 location grid, as this grid is closest to the number of locations in the original datasets, although the effect of varying grid density is briefly discussed as well.
The interpolated phonetic and lexical factor scores were first plotted against each other across the 207 locations in order to visualize the relationship between these two sets of factor scores. The scatter plot matrix is presented in Figure 22 , Table 3 , along with the amount of variance explained by each linear correlation (r 2 ). Of the 12 comparisons, the two pairs of factor maps discussed above were identified as exhibiting very strong linear correlations.
First, a very strong linear correlation (r = .83) was identified between Phonetic Factor 1 and Lexical Factor 3, accounting for 68% of the variance in these two sets of factor scores. Both of these factors identify a southeastern region. Second, a very strong linear correlation (r = -.81) was identified between Phonetic Factor 2 and Lexical Factor 2, accounting for 66% of the variance in these two sets of factor scores. Both of these factors identify a northeastern region. A strong moderate linear correlation (r = .60) was also identified between Phonetic
Factor 3 and Lexical Factor 1, accounting for 36% of the variance in these two sets of factor scores. Both of these factors contrast the East Coast with the Central United States; however, this correlation is weaker because the two factors differ in terms of the status of the West Coast, which is clustered with the East Coast on Lexical Factor 1. In addition, Phonetic
Factor 3 was moderately correlated with both Lexical Factor 2 (r = -.49) and Lexical Factor 3 (r = .5), which reflects the fact that Lexical Factor 2 and Lexical Factor 3 also largely contrast the East with the West. On the other hand, Phonetic Factor 4 was not found to correlate even moderately with any of the lexical factors. The correlation analysis was also repeated for the other reference grids. For all analyses, the strength of the linear correlations remained relatively stable, even when as few as 98 or as many as 506 reference locations were used for kriging.
In addition to measuring the strength of the correlation between each pair of phonetic and lexical factors, the four phonetic factors and the three lexical factors were compared to each other simultaneously to obtain an overall measure of similarity. This was achieved by computing separate phonetic and lexical distance matrices based on the two sets of kriged factor scores, which consist of the Euclidean distance between every (207 x 207 =) 42,849 pairs of locations calculated based on the values of the four phonetic or three lexical kriged factors. The resulting phonetic and lexical distance matrices were then correlated using the Mantel test (Mantel, 1967) , following the method for comparison presented in Spruit et al (2009) 5 . A Mantel test was used to correlate the distance matrices, rather than a simple
Pearson correlation coefficient, to correct for the fact that the linguistic distances in the matrices are not independent of each other.
The Mantel test identified a strong correlation (r = .73) between the two distance matrices, accounting for 54% of the variance in these two distance matrices, indicating that overall the common patterns of phonetic and lexical patterns in American English identified in two previous studies are strongly correlated. This relationship is also visualized in Figure   23 , where the two distance matrices are plotted against each other (i.e. the phonetic and lexical distances for every unique pair of locations). This scatter plot shows a clear linear relationship between the two distance matrices. In addition, when the Mantel test was calculated for a phonetic distance matrix based only on the first three factors, the strength of the correlation rose slightly (r = .77), accounting for 60% of the variation in these two distance matrices. 
Discussion
The goal of this study was to compare the common patterns of regional phonetic and lexical variation in American English identified in two previous studies (see Grieve et al, 2011, forthcoming) . In these previous studies, common patterns of regional variation were identified through multivariate spatial analyses of a phonetic dataset, based on 38 acoustic vowel formant variables measured over 236 American cities from The Atlas of North American English (Labov et al, 2006) , and a lexical dataset, based on 40 word alternation variables measured over 206 American cities in a corpus of letters to the editor (Grieve et al, 2011) . The statistical analyses identified four common patterns of phonetic variation ( Figure   1 -4) and three common patterns of lexical variation (Figures 5-7) . In this study, these two sets of factor maps were compared in order to gauge the similarity between these common patterns of phonetic and lexical variation. However, because these two sets of factor maps are based on two different sets of locations, the factor scores were first interpolated over a consistent grid of reference locations using ordinary kriging, which requires that each factor be subjected to a variogram analysis (Figures 8-14) . The kriged factor maps were then plotted against each other ( Figure 22 ) and correlated (Table 3 ).
This analysis identified two strong correlations across the two linguistic levels: both phonetic and lexical variation are characterized by similar southeastern clusters (Phonetic Factor 1 and Lexical Factor 3) and similar northeastern clusters (Phonetic Factor 2 and Lexical Factor 3) in Modern American English. In addition, the two sets of kriged factors were used to generate two distance matrices that were then correlated to each other using a Mantel test in order to assess the overall similarity between the two sets of maps. This analysis identified a strong overall correlation between lexical and phonetic variation ( Figure   23 ).
These results offer evidence that there is a strong correlation between regional phonetic and lexical variation in American English. The patterns are not identical, but it is clear that the main patterns of phonetic variation in particular are also attested in the lexical data and that overall the two sets of factor maps show a strong degree of correlation. The major division between the Northeast and the Southeast, and then by extension the West, was clearly present in both datasets. Furthermore, in both datasets a third factor map (i.e. Phonetic
Factor 3, Lexical Factor 1) also split the East Coast from the Central United States. The correlation between Phonetic Factor 3 and Lexical Factor 3, however, is of only moderate strength because the status of the West Coast differs across these two maps, with only the lexical factor grouping the two coasts together (see discussion below). Nonetheless, it is clear that the two sets of factor maps exhibit similar patterns of spatial clustering.
Despite the overall degree of similarity between the phonetic and lexical factor scores, there is still considerable variation that goes unexplained, especially considering that the factor maps themselves only account for a proportion of the spatial variation in the original datasets. Furthermore, it is important to acknowledge that the original datasets are not generally representative of phonetic or lexical variation in American English. The data under analysis here, however, is some of the only dialect data available on regional phonetic and lexical variation in Modern American English, and although the correlations are not perfect, the overall similarity between the two datasets is strong. Further research is certainly required, but the results of this study show that regional phonetic and lexical variation are similar in Modern American English.
Given that similarities exist between the two sets of factors scores, it is important to consider explanations for these alignments. There is no reason, however, to require that linguistic explanations be provided for these alignments. It is entirely possible that extra-linguistic determinants of regional variation are solely responsible for the similarity in regional patterns across linguistic levels and that ultimately the association between the specific linguistic and regional patterns is arbitrary. In traditional dialect studies, for example, variables whose isoglosses bundle together often show no linguistic similarity at all. Extra-linguistic explanations for patterns of regional linguistic variation are therefore usually considered sufficient in American dialectology and the results obtained here are readily explainable in these terms. In particular, given the consistent division between the Northeast, the Southeast, the Midwest and the West in both datasets, it appears that modern patterns of regional linguistic variation in American English follow basic American cultural patterns across linguistic levels (see Grieve, 2009 It is also important to note that the strong correlations between the phonetic and lexical factors are not only evidence of the similarity of regional variation across these two linguistic levels, but of the similarity of regional linguistic variation in speech and writing.
Similarly, because these two datasets were compiled using different approaches to data collection, with the phonetic dataset being based on recordings of linguistic interviews and the lexical dataset being based on a corpus of written language, these results also suggest that both of these approaches to data collection are valid and that corpora of written data, which are far easier to obtain than spoken interview data, can be the basis of dialect studies, not just of written registers, but of language in general.
This paper has also introduced a new method for statistically comparing dialect maps based on different sets of locations. In this case, the method was used to compare aggregated factors extracted by a multivariate spatial analysis, but this method can also be used for comparing other types of dialect maps. For example, the method could be used to compare the similarity between two maps of the same linguistic variable as measured by two different dialect surveys or at two different times. Describing this method also required that two basic concepts in geostatistics be introduced to dialectology: variogram analysis and ordinary Restrictive which/that was counted following nouns. Who/that was counted both following personal nouns and compound pronouns. Be going to/will was counted before verbs.
2 All of the analyses described in this section were conducted in R, specifically using functions from the maptools, sp and geoR packages (see Bivand et al, 2008) 3 Although none of the factors are normally distributed, and generating a variogram based on a highly skewed variable can be problematic, none of the factors exhibit a skewness coefficient greater than +1 or smaller than -1, and so factor scores were subjected directly to a variogram analysis (Oliver, 2010) .
4
The fact that the relationship between Phonetic Factor 1 and Lexical Factor 3 is positive, whereas the relationship between Phonetic Factor 2 and Lexical Factor 2 is negative is irrelevant as it depends on which variants of the lexical alternation variables the proportions were calculated for, which was essentially an arbitrary decision.
5 Spruit et al (2009) compared regional variation in Dutch across three linguistic levels based on distance matrices generated for pronunciation, lexical and grammatical data; however, unlike this study, comparisons were made by analyzing the locations that were present in both datasets rather than through interpolation.
