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Capítulo 11
Análisis de Varianza Simple (o con un factor),
Factorial y Multivariable

En capítulos precedentes hemos visto cómo estudiar la rela-
ción entre variables nominales, ordinales o de intervalo. Para las
dos primeras partíamos del análisis de sus correspondientes
tablas de contingencia; mientras que para las variables métricas
evaluábamos su relación e intensidad a partir del modelo de
regresión. Sin embargo, en investigación social en muchas oca-
siones resulta imprescindible recurrir a la combinación de varia-
bles con niveles de medida distintos. 
En estas circunstancias, las técnicas basadas en la compara-
ción de medias son las más indicadas. Éstas, en líneas generales,
calculan las medias de la variable dependiente para los grupos
que forman las variables independientes: si se aprecian diferen-
cias podremos concluir en que sí existe relación entre las varia-
bles relacionadas. Ahora bien, estas diferencias ¿son fruto del
azar o son estadísticamente significativas? El análisis de varianza
es uno de los contrastes que, como generalización de la prueba
de la diferencia entre medias, nos va a permitir resolver la cues-
tión planteada. Esta técnica recibe este nombre porque la com-
paración entre las medias la efectúa en base al cálculo de la
varianza entre tales medias.
En el análisis de varianza, a su vez, podemos diferenciar dis-
tintos tipos de análisis, a saber: (1) análisis univariante de la
varianza y (2) análisis multivariante de la varianza. El primero de
ellos se asocia con el análisis ANOVA (ANalysis Of VAriance) y
en él se valoran las diferencias entre grupos utilizando una única
variable dependiente métrica. Por su parte, el análisis multiva-
riante de la varianza se identifica con el análisis MANOVA
(Multivariate ANalysis Of VAriance) y con él se analizan las dife-
rencias entre grupos a partir de múltiples variables dependientes
métricas. Los dos primeros apartados de este capítulo están dedi-
cados a la exposición de las principales cuestiones que, desde la
perspectiva de la estadística informática, resultan imprescindibles
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a la hora de ejecutar un análisis ANOVA posponiendo al tercer y
último apartado del capítulo la exposición del análisis MANOVA.
El objetivo que persigue el análisis ANOVA, o análisis sim-
ple de la varianza, es el de determinar el efecto de una variable
nominal u ordinal sobre una métrica. Un ejemplo puede ayudar
a comprender el propósito del análisis que nos ocupa.
Imaginemos que estamos interesados en saber el nivel de ingre-
sos de la muestra entrevistada. Puesto que ésta es una pregunta
que, o bien no se contesta, o bien se falsea (suscita muchas sus-
picacias), nosotros podemos pensar que este indicador puede ser
inferido a partir del conocimiento del nivel de estudios de la
población. Esto es, el nivel de ingresos (variable dependiente o
explicada con un nivel de medición métrico) puede ser determi-
nada a partir del nivel de estudios alcanzados por la población
(variable independiente o explicativa con un nivel de medición
ordinal). Cuando el objetivo es predecir una variable dependien-
te métrica a partir de una única variable independiente (o factor)
estamos aplicando, específicamente, una análisis de varianza uni-
variado (o simple) con un factor.
Ocurre, sin embargo, y siguiendo con el ejemplo expuesto,
que según la profesión de la población ocupada entrevistada, su
nivel de ingresos también variará. De ahí que podamos explicar
la variable ingresos a partir de la consideración conjunta de, en
este caso, dos variables (o factores) independientes cuyo nivel
medición es nominal u ordinal. En el caso de trabajar con más
de una variable independiente aplicamos, específicamente, un
análisis (univariado o simple) factorial de la varianza. 
Por último, podemos estar interesados en querer predecir a
partir de la consideración del nivel de estudios y la profesión
desempeñada en el momento de la encuesta no solo el nivel de
ingresos sino también el número de hijos en la unidad familiar.
En este último e hipotético caso, el análisis que específicamente
aplicaríamos sería el análisis multivariable de la varianza.
Estos análisis: (1) el análisis de varianza con un factor; (2) el
análisis factorial de varianza; y (3) el análisis multivariable de la
varianza, se exponen a continuación. Los tres presentan, básica-
mente, el mismo esquema metodológico pero el hecho de que
en el segundo consideremos más de un factor y en el tercero una
segunda variable dependiente hace que, respectivamente, intro-
duzcan ciertas particularidades que no podemos obviar.
El análisis de varianza con un factor analiza el comporta-
miento de una variable dependiente en las subpoblaciones o gru-
pos establecidos por los valores de una única variable (o factor )
independiente. Se aplica para contrastar la hipótesis nula de que
las muestras proceden de subpoblaciones en las que la media de
la variable dependiente es la misma; o lo que es lo mismo, no
existen diferencias significativas entre las medias observadas. Las
diferencias son debidas al azar y por tanto las distintas muestras
proceden de una misma población. Matemáticamente lo anotarí-
amos como sigue:
Ho: μ1=μ2=μ3=...=μn
Los supuestos estadísticos paramétricos que han de cumplir
los datos para que se les pueda aplicar el análisis de varianza son
tres: deben proceder de muestras aleatorias simples, debe existir
normalidad en la distribución de los datos y las varianzas de las
subpoblaciones deben ser iguales.
El análisis de varianza con un factor que ocupa la primera
parte de este capítulo  lo hemos estructurado en tres apartados,
a saber:
1. La primera parte del análisis trata de establecer si la
media de la variable dependiente difiere, o no, significa-
tivamente en función de la variable independiente o fac-
tor. El estadístico F nos permite contrastar la hipótesis
nula de igualdad de medias en los grupos.
2. Ya hemos comentado que sólo tiene sentido aplicar el
análisis de varianza cuando los datos cumplen los requi-
sitos paramétricos arriba señalados. Por ello, es impres-
cindible contrastar, fundamentalmente, la homogeneidad
o igualdad de las varianzas de la variable dependiente en
los grupos (subpoblaciones) establecidos por los valores
de la variable independiente. Para este caso se aplica la
prueba de Levene. Si el resultado nos llevara a rechazar
tal supuesto, deberemos someter a los datos a un proce-
so de transformación.
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3. La última parte del análisis de varianza que exponemos
tiene por finalidad  determinar cuál o cuáles de los dife-
rentes niveles del factor son los que difieren entre sí. Para
ello cabe aplicar diferentes pruebas a posteriori (Post
Hoc) o métodos para comparaciones múltiples.
El análisis de varianza se basa en que la variabilidad total de
la muestra puede descomponerse en la variabilidad debida a las
diferencias entre grupos y la debida a la diferencia dentro de los
grupos. A partir de este supuesto, el análisis de varianza propor-
ciona, para contrastar la H0 de igualdad de medias entre los gru-
pos, el estadístico F (compara la variabilidad debida a las dife-
rencias entre grupos con la debida a las diferencias dentro de los
grupos). Cuanto mayor sea el valor de F y menor su significa-
ción, más probabilidad de que existan diferencias significativas
entre los grupos. En consecuencia, si el p-valor asociado al esta-
dístico es menor que el nivel de significación (normalmente,
0.05) rechazaremos la hipótesis nula de igualdad de medias. En
nuestro ejemplo el p-valor es igual a 0.002. Éste se ha efectua-
do sobre la variable dependiente transformada (proceso que se
describe en el punto siguiente). Previamente la aplicación de esta
prueba sobre la variable dependiente original arrojó resultados
negativos de ahí que tuviéramos que transformarla. En la sección
de resultados sólo se muestra la aplicación de la prueba de leve-
ne para la variable una vez transformada (TD9).
Para que el análisis de varianza tenga sentido deberemos,
además de superar satisfactoriamente el resultado de la prueba de
análisis de varianza propiamente, certificar que la varianza en
cada una de las subpoblaciones o grupos es la misma; o lo que
es lo mismo, que las varianzas no son heterogéneas (supuesto
paramétrico). 
La prueba de Levene contrasta la H0 de homogeneidad de
varianzas de la variable dependiente en los grupos o subpobla-
ciones de la variable independiente (ver el subcuadro Estadísticos
del cuadro de diálogo Explorar en el menú de Analizar:
Estadísticos descriptivos o/y el subcuadro Opciones en el menú
2. Análisis de varianza con un factor: valoración del ajuste global
3. Prueba de Levene
de Analizar: Comparación entre medias: ANOVA de un factor).
Si el p-valor asociado al estadístico de contraste es menor que el
nivel de significación fijado (normalmente, 0.05) rechazaríamos
la H0 de igualdad de varianzas y, con ello, obviaríamos uno de
los supuestos paramétricos en los que se basa este análisis. En
consecuencia, carecería de sentido aplicar dicho análisis.
Si nos encontráramos ante esta situación, una posible solu-
ción es la de transformar los datos hasta conseguir la homoge-
neidad entre las varianzas (ver el cuadro de diálogo Calcular
variable en el menú de Transformar). El SPSS contempla una
serie de transformaciones que al aplicarlas nos permiten no sólo
estabilizar las varianzas sino también conseguir la supuesta nor-
malidad. Es importante insistir en que el análisis de varianza sólo
podrá seguir con la variable dependiente transformada. En nues-
tro ejemplo, como ya hemos comentado, la variable D9 INCLI-
NACIÓN POLÍTICA no superó, inicialmente, la prueba de
homogeneidad de varianzas. Por ello ha sido necesario buscar
una transformación con la que alcanzar el citado supuesto. En
concreto, y a partir de los datos arrojados por el gráfico de dis-
persión por nivel y el indicador de potencia para la transforma-
ción (ambos figuran en la sección de resultados), la transforma-
ción con la que conseguimos igualar las varianzas ha sido el cua-
drado; esto es, los valores de la variable TD9 serán igual al cua-
drado de los valores originales de dicha variable.
El análisis de varianza concluye, pues, rechazando o acep-
tando la hipótesis nula de igualdad de medias. De rechazarla,
podremos afirmar que entre las medias existe una diferencia sig-
nificativa pero, ¿esta diferencia afecta a todos los pares de
medias?; o por el contrario, ¿sólo afecta a algunos de ellos?
La finalidad de las pruebas a posteriori o post hoc no es otra
que la de comparar las medias para cada par de grupos para
poder, así, identificar dónde se producen las diferencias significa-
tivas. Para ello contamos con una gran variedad de métodos de
comparación múltiple. Se diferencian en el modo en el que ajus-
tan el grado de significación obtenido. Todos los métodos com-
paran todos los grupos a la vez y los ordenan de forma ascen-
dente.
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4. Comparaciones múltiples o métodos Post Hoc
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De todos, los métodos más utilizados son el método de
Scheffé y el método de Tukey. El primero no exige que los tama-
ños muestrales sean iguales; el segundo sí. Sin embargo, el
método de Tukey es mejor en la medida que detecta mejor las
diferencias significativas. Por ello, y siempre y cuando los tama-
ños de las muestran no sean muy diferentes, podremos eliminar
observaciones de los grupos de mayor tamaño hasta igualarlos y
poder así aplicar el método de Tukey. Al aplicar el método se
señala con un (*) los pares de medias en los grupos con dife-
rencias significativas.
A continuación exponemos los distintos cuadros de diálogos
y secuencias que debemos seguir para poder aplicar lo que de
forma sintética hemos expuesto sobre el análisis de varianza con
un factor. Nuestro interés se centra en saber si a partir de las pre-
ferencias del tipo de POLÍTICA a practicar respecto a la INMI-
GRACIÓN  se puede inferir la INCLINACIÓN POLÍTICA de los
encuestados.
1er paso: El análisis de la varianza se solicita siguiendo la
secuencia Analizar: Comparar medias: ANOVA de un factor
(figura 1).
2º paso: Para poder empezar propiamente el análisis de
varianza con un factor y siempre considerando nuestra hipótesis
de trabajo, debemos especificar y seleccionar de la lista de varia-
bles que figuran en la matriz de datos una variable dependiente
(cuantitativa o métrica) y una variable independiente (nominal u
ordinal). Las variables seleccionadas, y a las que van a hacer refe-
rencia los resultados que presentamos, son: la P20, POLÍTICA
INMIGRACIÓN (variable independiente y/o Factor); y la D9,
INCLINACIÓN PÓLÍTICA (variable Dependiente) (figura 2).
Nótese que la variable dependiente seleccionada no es métrica.
Esta selección responde a fines didácticos y expositivos y nos
recuerdan que las técnicas a aplicar están supeditadas al tipo de
datos disponibles y nunca los datos al servicio de aquellas.
3er paso: Como ya hemos apuntado debemos comprobar, que
las varianzas de los datos sobre los que estamos efectuando el
análisis son iguales. Para ello en el botón de comando Opciones
del cuadro de diálogo ANOVA de un factor podemos solicitar en




Estadísticos la tabla de los Descriptivos básicos y la prueba de
Levene para contrastar la Homogeneidad de varianzas (figura 3).
En el ejemplo propuesto, el p-valor asociado al estadístico de
contraste es menor a 0.05 por lo que debemos rechazar la hipó-
tesis que contrastamos con la prueba de Levene, esto es, las
varianzas no son iguales. Para igualarlas, y poder así aplicar el
análisis de ANOVA con éxito, debemos transformar las variables. 
4º paso: Para orientarnos sobre el tipo de transformación
más adecuada podemos solicitar el gráfico de nivel y dispersión
así como la estimación del poder de transformación para estabi-
lizar la varianza de la variable dependiente. Esta información se
obtiene siguiendo la siguiente secuencia: Analizar: Estadísticos
descriptivos: Explorar (figura 4).
Al cliquear sobre el botón del comando Gráficos del cuadro
de diálogo de Explorar podemos solicitar los Gráficos con prue-
bas de normalidad y la Estimación de potencia en la Dispersión
por nivel con prueba de Levene (figura 5). La tabla donde apa-
rece la prueba de homogeneidad de varianzas ofrece un p-valor
asociado a la tabla inferior a 0.05. De la salida de este análisis
cabe señalar que el poder de transformación estimado a partir de
la recta de regresión ajustada a la nube de puntos es el dato que
nos orienta sobre el tipo de transformación a ejecutar. Esta cifra
habrá que redondearla al múltiple de un medio más próximo.
5º paso: Para transformar la variable dependiente habrá que
seleccionar en Dispersión por nivel con prueba de Levene, en el
mismo cuadro de diálogo, la opción Transformados. Al selec-
cionar esta opción se activa la ventana desplegable que recoge
los distintos tipos de transformación. En nuestro caso la transfo-
mación más indicada es al Cuadrado (figura 6). 
6º paso: A continuación, volvemos al paso 4º pero ahora
colocando la variable dependiente transformada (al cuadrado)
(ver anexo II: transformaciones de las variable), y debemos soli-
citar la prueba de Levene pero ahora con los valores de la varia-
ble una vez transformada. La salida en este caso nos ofrece un p-
valor asociado al estadístico de contraste ahora sí superior a 0.05
(figura 7).
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5.1. Cuadro de Diálogo Explorar
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7º paso: Una vez superada esta prueba, el análisis seguirá
tomado la variable transformada. Para ello, y puesto que ya sabe-
mos qué transformación es la más indicada, podemos solicitarla
a través del cuadro de diálogo Calcular variable del menú
Transformar (figura 8) (ver Anexo II).
8º paso: Una vez que ya contamos con la variable transfor-
mada podemos finalizar el análisis de varianza. Por último,
vamos a aplicar el método de comparación de medias más indi-
cado al conjunto de datos con el que trabajamos con la finalidad
de identificar diferencias significativas entre pares de medias y no
en su conjunto. De todos los posibles métodos que figuran en
este subcuadro aplicamos el de Scheffé y el de Tukey. Para soli-
citarlo aplicaremos de nuevo el análisis ANOVA con un factor
pero, en esta ocasión, tomando como variable dependiente la
variable dependiente transformada (TD9) y seleccionado dichos
métodos en el subcuadro de diálogo Comparaciones múltiples
post hoc, al cual se accede cliqueando el botón de comando Post
hoc que aparece en la parte inferior del cuado principal de aná-
lisis de ANOVA de un factor (figura 9). El resultado de estos pro-
cedimientos determinará en una tabla qué medias de las diferen-
tes categorías de la variable independiente son iguales o diferen-
tes entre sí.
Una vez finalizada la secuencia que acabamos de relacionar,
obtenemos una relación de tablas que, en número, pueden verse
ampliadas o reducidas, dependerá de si las varianzas de la varia-
ble dependiente son o no iguales. Con ellas vamos a determinar
si las variables están relacionadas y si las podemos utilizar para
explicar un determinado fenómeno. 
• En primer lugar, se presenta la prueba de Levene para la
variable transformada. Obviamente, y como paso previo,
esta prueba fue aplicada en la variable original seleccio-
nada no superándola (estos resultados han sido omiti-
dos). Le sigue el gráfico de dispersión por nivel el cual
nos orienta sobre el tipo de transformación a aplicar más




6. Resultados del análisis de varianza con un factor
5.2. Cuadro de Diálogo Calcular
• A la prueba de levene y al gráfico de dispersión por nivel
le sigue la tabla de descriptivos básicos asociados a las
variables seleccionadas. En ella se establece, principal-
mente, el valor numérico de cada una de la medias. Es
la primera aproximación, para poder determinar si las
medias son diferentes o no.
A la tabla de descriptivos le sigue la tabla con los resultados
del análisis ANOVA o de varianza con un factor. El estadístico F
asociado (0.002) al estar por debajo del nivel de significación
nos permite afirmar que existen diferencias entre las medias.
• La última tabla (en la que se aplican las pruebas Post
Hoc)  que nos recuerda que las diferencias significativas
sólo se producen en algún par de grupos (aparecen
señalados con un “*”) y no en su conjunto. En concre-
to, las diferencias solo son significativas (y en los dos
métodos) en el subgrupo delimitado por la combinación
FAVORECE SU INTEGRACIÓN-NS/NC.
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6.1. Pruebas de LEVENE. Variable dependiente transformada
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6.2. ANÁLISIS DE VARIANZA UN FACTOR. Descriptivos básicos
El análisis factorial de la varianza analiza el comportamiento
de la variable dependiente en las subpoblaciones o grupos esta-
blecidos por la combinación de los valores del conjunto de varia-
bles (o factores) independientes. Se aplica para contrastar la hipó-
tesis nula de que las muestras proceden de subpoblaciones en las
que la media de la variable dependiente es la misma; o lo que es
lo mismo, no existen diferencias significativas entre las medias
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6.3. Análisis de Varianza. Estadístico F
6.4. Pruebas post hoc o comparaciones múltiples
B. ANÁLISIS FACTORIAL DE VARIANZA
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observadas. Las diferencias son debidas al azar y por tanto las
distintas muestras proceden de una misma población.
Matemáticamente lo anotaríamos como sigue:
Ho: μ1=μ2=μ3=...=μn
Los supuestos estadísticos paramétricos que han de cumplir
los datos para que se les pueda aplicar el análisis de varianza son
tres: deben proceder de muestras aleatorias simples, debe existir
normalidad en la distribución de los datos y las varianzas de las
subpoblaciones deben ser iguales.
El análisis factorial de la varianza lo hemos estructurado en
cuatro apartados, a saber:
1.- La primera parte del análisis trata de establecer si la
media de la variable dependiente difiere, o no, significa-
tivamente en función de las variables independientes o
factores. El estadístico F, nuevamente, nos permite con-
trastar la hipótesis nula de igualdad de medias en los gru-
pos.
2. Ya hemos comentado que sólo tiene sentido aplicar el
análisis de varianza cuando los datos cumplen los requi-
sitos paramétricos arriba señalados. Por ello, es impres-
cindible contrastar, fundamentalmente, la homogeneidad
o igualdad de las varianzas de la variable dependiente en
los grupos (subpoblaciones) establecidos por los valores
de la variable independiente. En estos casos se aplica la
prueba de Levene. Si el resultado nos llevara a rechazar
tal supuesto, deberemos someter a los datos a un proce-
so de transformación.
3. En tercer lugar, debemos identificar, tal y como ya hicié-
ramos en el análisis de varianza con un factor, en qué
grupos se producen las diferencias significativas.
Recordemos que estas diferencias son las que nos han
conducido a rechazar la hipótesis nula. Para ello aplica-
remos algunos de los métodos Post Hoc.
4. Por último, y si el análisis concluye en que rechazamos
la hipótesis nula, nos restará por determinar si las dife-
rencias que se aprecian entre las medias responde  al
efecto de las variables independientes consideradas de
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forma individual (efectos principales) o/y responde al
efecto provocado por la interacción de las variables inde-
pendientes. Para resolver esta cuestión, además de los
correspondientes contrastes de hipótesis, la representa-
ción gráfica de los resultados puede sernos de gran utili-
dad. 
El análisis de varianza se basa en que la variabilidad total de
la muestra puede ser explicada por las diferencias entre grupos y
por las diferencias que se producen en los grupos. A su vez, y
esto es lo que le diferencia del análisis de varianza con un factor,
la variabilidad explicada por el efecto de pertenecer a un grupo
se descompone en: la variabilidad debida a los efectos de cada
una de las variables independientes (efectos principales) y la debi-
da al efecto de todas las posibles interacciones que se producen
entre ellas.
Nuevamente a partir de este supuesto, el análisis de varianza
proporciona, para contrastar la H0 de igualdad de medias entre
los grupos, el estadístico F (compara la variabilidad debida a las
diferencias entre grupos con la debida a las diferencias dentro de
los grupos). Cuanto mayor sea el valor de F y menor su signifi-
cación, más probabilidad de que existan diferencias significativas
entre los grupos. En consecuencia, si el p-valor asociado al esta-
dístico es menor que el nivel de significación (normalmente,
0.05) rechazaremos la hipótesis nula de igualdad de medias.
Ya expusimos en la sección anterior correspondiente que
para que el análisis de varianza tenga sentido deberemos, ade-
más de superar satisfactoriamente el resultado de la prueba de
análisis de varianza propiamente, certificar que la varianza en
cada una de las subpoblaciones o grupos es la misma; es decir,
que las varianzas no son heterogéneas (supuesto paramétrico). 
La variable dependiente seleccionada es la misma que ya
aplicamos en el análisis de varianza con un factor. No obstante,
y teniendo en cuenta fines expositivos, en esta ocasión no la
hemos transformada (D9): hemos supuesto que las varianzas son
7. Análisis factorial de la varianza: valoración del ajuste global 
8. Prueba de Levene
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iguales. Ya sabemos que ante estas circunstancias no basta con
“suponer” y que siempre deberemos aplicar la prueba de Levene
para ratificar nuestra hipótesis. Dado que la variable original no
superó la correspondiente prueba, nuestro análisis debería haber
continuado con la transformación propuesta en el anterior ejem-
plo (TD9) cuyos valores, recordemos,  eran iguales al cuadrado
de los valores originales de dicha variable).
Tal y como ya hiciéramos en el análisis de varianza de un fac-
tor y siempre y cuando la valoración del ajuste del modelo con-
cluya en que rechazamos la hipótesis nula, nos queda determi-
nar en qué grupos se produce una diferencia significativa. En
este caso aplicaremos algunos de los métodos de comparaciones
múltiples propuestos para este objetivo. De todos ellos, los que
aplicaremos nuevamente serán los de Scheffé y Tukey (ambos
han sido expuestos en el correspondiente apartado del primer
punto de este capítulo). Las tablas correspondientes a estos aná-
lisis no han sido incluidas en la sección de resultados.
En último lugar, y por lo que respecta al análisis factorial de
la varianza, una vez rechaza la hipótesis nula de igualdad entre
medias nos queda determinar qué efectos son los que influyen en
el distinto comportamiento de la variable dependiente en los gru-
pos establecidos. Para ello el análisis factorial de varianza deter-
mina, a partir de una serie de contrastes basados en el estadísti-
co F, qué efectos (si los principales o/y el de las interacciones)
son significativamente distintos de cero. 
En al análisis factorial de la varianza cada uno de los efectos
es contrastado con un estadístico F, en nuestro ejemplo al tener
dos factores o variables independientes debemos contrastar: (1)
la hipótesis nula de que el efecto de las interacciones de orden 2
es igual a 0: si el p-valor asociado al estadístico F es inferior a
0.05, esta interacción influye en que las medias sean diferentes;
(2) la hipótesis nula de que el efecto del primer factor principal
es igual a 0: si el p-valor asociado al estadístico F es inferior a
0.05, dicho factor influye en que las medias sean diferentes; y
(3), se contrasta la hipótesis nula de que el efecto del segundo
9. Comparaciones múltiples o métodos Post Hoc
10. Análisis de la interacción entre los factores
factor principal es nulo: si el p-valor asociado al estadístico F es
inferior a 0.05, dicho factor influye en que las medias sean dife-
rentes. 
El término interacción alude al efecto conjunto de dos facto-
res y es el efecto que debe ser examinado en primer lugar: 
• Si el efecto interacción no fuera estadísticamente signifi-
cativo, los efectos de los factores principales serán inde-
pendientes. Por su parte, esta independencia nos advier-
te de que el efecto de un factor es el mismo para cada
nivel del resto de factores y, en consecuencia, los efectos
principales pueden interpretarse directamente.
• Si la interacción es significativa deberemos determinar el
tipo de interacción. Las interacciones pueden ser consi-
deradas como ordinal o disordinal (ver gráficos adjuntos):
una interacción ordinal se produce cuando los efectos de
un factor no son iguales para todos los niveles del resto
de factores aunque la magnitud sea siempre de la misma
dirección; mientras que en una interacción disordinal los
efectos de un factor son positivos para algunos niveles y
negativos para los otros niveles del resto de factores.
Las diferencias entre las interacciones son mejor descritas
gráficamente. En concreto, el gráfico de perfiles (ver resultados)
representa las medias de la variable dependiente en los grupos
establecidos por la combinación de los valores de las variables
independientes. No existe interacción cuando las líneas que
representan las diferencias de un factor respecto al otro son para-
lelas (los efectos son constantes). En la interacción ordinal los
efectos no son constantes (las líneas no son paralelas) aprecián-
dose una variación en magnitud. Por último en las interacciones
disordinales las líneas no solo no son paralelas sino que además
entre los efectos se aprecia una variación tanto en magnitud
como en dirección hasta el punto que las líneas terminan cru-
zándose.
En nuestro ejemplo puede apreciarse como el efecto interac-
ción (línea RD8A*RD8 en la tabla prueba de efectos inter-suje-
tos) es estadísticamente significativo (0.002). Sin embargo, esta
circunstancia no se reproduce en la significación de los dos efec-
tos principales. En nuestro caso se aprecia como el efecto prin-
cipal de la variable RD8 no es significativo (0.114), lo que se tra-
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duce en que las diferencias de medias no es explicada por este
factor.  Por su parte, el Gráfico de perfiles avala lo dicho.
Una vez expuestos los principales elementos a considerar en
el análisis factorial de varianza, en las líneas que siguen se relacio-
na la secuencia de pasos a seguir cuando es el paquete estadísti-
co SPSS la herramienta utilizada para llevar a cabo dicho análisis.
Los intereses de nuestra investigación se centran ahora en
determinar si a partir del conocimiento del tipo de RELIGIÓN
practicada (D8) y de la INTENSIDAD DE LA PRÁCTICA RELI-
GIOSA (D8A) es posible saber la INCLINACIÓN POLÍTICA de
la población sobre la que se ha extraído la muestra. Del mismo
modo, también nos interesa saber si a partir del conocimiento, de
forma individual, del tipo de RELIGIÓN practicada  (D8), por un
lado; y de la INTENSIDAD DE LA PRÁCTICA RELIGIOSA
(D8A) de otro lado, es posible saber la INCLINACIÓN
POLÍTICA del encuestado.
1er paso: Para acceder al cuadro de diálogo principal del aná-
lisis factorial de varianza seleccionamos de la barra del menú
Analizar: Modelo lineal general: Univariable (figura 1).
2º paso: Una vez en el cuadro de diálogo principal del aná-
lisis factorial de varianza Univariable, buscamos en la ventana de
la izquierda las variables con las que vamos a trabajar. La varia-
ble D9, INCLINACIÓN POLÍTICA, la pasaremos al cuadro
reservado para ubicar la variable Dependiente. Las variables
RELIGIÓN e INTENSIDAD DE LA PRÁCTICA RELIGIOSA se
colocarán en el cuadro destinado a las variables independientes
o Factores fijos (figura 2). Nótese que ambas han sido previa-
mente recodificadas por lo que las variables seleccionadas son las
RD8 (1:católicos; 2: otra religión o ninguna; 9: NS/NC) y
RD8A (1: no practican; 2: practican; 9: NS/NC).   
3er paso: Antes de solicitar los estadísticos más indicados
según nuestro intereses deberemos especificar el Modelo a apli-
car. Para ello, deberemos cliquerar sobre el correspondiente botón
de comando que aparece a la derecha del cuadro principal del
cuadro de diálogo. Si nuestra elección ha sido Modelo Factorial
Completo éste contemplará: el efecto de la intersección; todos los




efectos principales de los factores y de las covariables; así como
todas las intersecciones factor por factor. Una vez seleccionado el
Modelo Factorial completo debemos seleccionar un método, de
los cuatro posibles, para dividir la Suma de los cuadros. En nues-
tro caso concreto vamos a aplicar el Tipo I (figura 3).
4º paso: Con las variables seleccionadas debemos indicar
aquellos parámetros que nos servirán para interpretar los resultados.
Algunos de ellos se seleccionan en el subcuadro de diálogo de
Opciones, al cual se accede cliqueando el botón de comando que
aparece a la derecha del cuadro principal. Una vez en él pedimos
que nos Muestre los Estadísticos descriptivos y las Estimaciones del
tamaño del efecto (figura 4). En el supuesto de que no supiéramos
si las varianzas de la variable dependiente son homogéneas pedirí-
amos en este subcuadro la Prueba de homogeneidad. A partir de
sus resultados arrojados por esta prueba repetiríamos los pasos ya
descritos en el análisis de varianza de un factor.
5º paso: Con el objetivo de identificar en qué grupos se pro-
ducen las diferencias significativas (en virtud de las cuales hemos
podido rechazar la hipótesis nula) solicitaremos, como ya hicié-
ramos con el análisis de varianza de un factor, las pruebas de
comparación múltiple o Post Hoc. Para ello cliqueamos sobre el
botón de comando Post Hoc a través del cual accedemos al sub-
cuadro Comparaciones múltiples Post Hoc para las medias
observadas. De entre todos los métodos seleccionamos el de
Tukey y el de Scheffe (figura 5). Los resultados han sido omiti-
dos de la sección de resultados.
Por último, ya hemos comentado que con el fin de facilitar la
interpretación respecto a los factores que influyen en el distinto
comportamiento de la variable dependiente podemos solicitar el
gráfico de las medias en los distintos grupos. 
6º paso: En el subcuadro de Gráficos de perfil, al que se
accede cliqueando en el botón que le da nombre y que se
encuentra en la derecha del cuadro de diálogo principal del aná-
lisis factorial de la varianza, deberemos especificar sus paráme-
tros. En el Eje horizontal siempre introduciremos la variable inde-
pendiente con mayor número de categorías. El la casilla de
Líneas distintas introduciremos la variable independiente con
menor número de categorías. En nuestro caso y dado que ambas
tienen el mismo número de categorías es indiferente (figura 6).
Este gráfico especifica, siempre y cuando se produzca un cruce
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de líneas (hay interacción) si esa interacción es significativa y váli-
da para explicar a la variable dependiente.
Finalizado el quinto paso, ya tenemos seleccionados todos
los parámetros necesarios para realizar el análisis. De modo que
después de cliquear Continuar (en el subcuadro de Gráfico en
línea) y en el de Aceptar (en el cuadro de diálogo principal) el
proceso se da por finalizado. Sólo resta analizar los resultados
arrojados.
La salida e interpretación de los resultados sigue el mismo
proceso que ya expusimos para el análisis de varianza con un fac-
tor con la salvedad de que hay que tener en cuenta que conta-
mos con una variable independiente más y que, por ello, habrá
que contemplar los efectos de las interacciones de las variables
independientes sobre la dependiente (tabla con pruebas de los
efectos inter-grupos). Para ello, recordemos, además de las
correspondientes pruebas, el gráfico de perfiles puede sernos de
gran utilidad. Este gráfico nos permite predecir los valores de la
independiente a partir de los subgrupos delimitados por los fac-
tores. En el ejemplo que aportamos esta predicción no se puede
concretar dado que la variable dependiente seleccionada, no es
métrica, requisito imprescindible en el análisis de varianza.
En nuestro ejemplo y tras las pruebas practicadas parece
confirmarse que la TENDENCIA POLÍTICA puede predecirse de
forma individual exclusivamente a partir de la variable indepen-
diente INTENSIDAD DE LA PRÁCTICA RELIGIOSA así como
a partir de la interacción conjunta de ambas variables indepen-
dientes o factores.
12. Resultados del Análisis Factorial de la Varianza
12.1. Variables independientes o factores seleccionados
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12.2. Estadísticos descriptivos
12.3. Prueba de LEVENE
12.4. Análisis de la varianza
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El análisis multivariable de la varianza es una extensión del
análisis  de la varianza (ANOVA) en donde se tiene en cuenta
más de una variable de criterio o dependiente. Es, pues, una téc-
nica de dependencia que analiza el comportamiento de un con-
junto de variables métricas dependientes en las subpoblaciones o
grupos establecidos por la combinación de los valores del con-
junto de variables categóricas (o factores) independientes. El
ANOVA y el MANOVA, como procedimientos de inferencia esta-
dística, se aplican para contrastar la significación estadística de las
diferencias entre grupos. Mientras que en ANOVA la hipótesis
nula contrastada es la igualdad de las medias de la variable
dependiente entre los grupos (se contrasta la igualdad entre los
grupos de una única variable dependiente); en el MANOVA la
hipótesis nula contrastada es la igualdad de un conjunto (vector)
de medias de las variables dependientes entre los grupos delimi-
tados por los valores de la/s variable/s (factor/es) independien-
tes (se contrasta la igualdad de un valor teórico el cual combina
C. ANÁLISIS MULTIVARIABLE DE LA VARIANZA
12.5. Gráfico de Perfíles (Interacción).
óptimamente las medidas dependientes múltiples dentro de un
valor único que maximiza las diferencias entre los grupos). El
MANOVA contrasta la hipótesis nula de que los vectores de las
medias de todos los grupos son iguales y/o provienen de la
misma población. Matemáticamente lo anotaríamos como sigue:
Ho: μ1=μ2=μ3=...=μn
Los supuestos estadísticos paramétricos que han de cumplir
los datos para que se les pueda aplicar el análisis de varianza son
tres: deben proceder de muestras aleatorias simples, debe existir
normalidad en la distribución de los datos y las varianzas de las
subpoblaciones deben ser iguales.
El análisis multivariante de la varianza, con el que finalizamos
la exposición de este capítulo, lo hemos estructurado en torno a
cinco apartados, a saber:
1. La primera parte del análisis trata de valorar la significa-
ción estadística de las diferencias multivariantes entre los
grupos. Para este fin nos encontramos con cuatro esta-
dísticos a partir de los cuales contrastar la hipótesis nula
de igualdad de vectores de medias: mrc de Roy, lambda
de Wilks, criterio de Pillai y la traza de Hotelling.
2. Ya hemos comentado que sólo tiene sentido aplicar el
análisis de varianza cuando los datos cumplen los requi-
sitos paramétricos arriba señalados. Por ello, es impres-
cindible contrastar, fundamentalmente, la homogeneidad
o igualdad de las varianzas de las variables dependientes
en los grupos (subpoblaciones) establecidos por los valo-
res de la variable independiente. Para este caso se aplica
la prueba de Levene en las dos variables dependientes
seleccionadas. Si el resultado nos llevara a rechazar tal
supuesto, deberemos someter a los datos a un proceso
de transformación.
3. Si el análisis concluye en que rechazamos la hipótesis
nula (todos los criterios se sitúan por debajo de 0.05),
esto es, que existen diferencias entre entre los grupos,
deberemos analizar si las diferencias que se producen
entre vectores son explicadas por las diferencias que se
producen entre las medias de alguna de las variables
dependientes. Para contrastar si las diferencias entre los
vectores de medias no son debidas a las diferencias entre
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las medias de una de las variables dependientes en parti-
cular deberemos realizar un análisis univariante sobre
cada una de las variables dependientes. Éste es el punto
de la investigación que lo diferencia del análisis factorial
de la varianza.
4. En cuarto lugar, debemos identificar, tal y como ya hicié-
ramos en el análisis de varianza con un factor y en el aná-
lisis factorial de la varianza, en qué grupos se producen
las diferencias significativas. Recordemos que estas dife-
rencias son las que nos han conducido a rechazar la
hipótesis nula. Para ello aplicaremos algunos de los
métodos Post Hot (de Sheffe y de Tuhey). Cada uno de
estos métodos indican qué comparaciones entre los gru-
pos presentan diferencias significativas. La aplicación de
estos métodos proporciona los contrastes para cada com-
binación de grupos.
5. Por último, y si el análisis concluye en que rechazamos
la hipótesis nula, nos quedará por determinar si las dife-
rencias que se aprecian entre las medias responde  al
efecto de las variables independientes consideradas de
forma individual (efectos principales) o/y responde al
efecto provocado por la interacción de las variables inde-
pendientes. Para resolver esta cuestión, además de los
correspondientes contrastes de hipótesis, la representa-
ción gráfica de los resultados puede sernos de gran utili-
dad. 
El análisis multivariante de la varianza con n factores se basa
en que la variabilidad total de la muestra puede descomponerse
en la variabilidad debida a las diferencias entre grupos y la debi-
da a las diferencias dentro de los grupos. A su vez, y tal y como
ya sucediera con el análisis factorial de varianza, la variabilidad
explicada por el efecto de pertenecer a un grupo se descompo-
ne en: la variabilidad debida a los efectos de cada una de las
variables independientes (efectos principales) y la debida al efec-
to de todas las posibles interacciones que se producen entre ellas.
A partir de este supuesto, el análisis multivariante de varian-
za proporciona, varios criterios con los que valorar las diferencias
13. Análisis multivariante de la varianza: valoración del
ajuste global 
multivariantes entre los grupos (valorar las diferencias entre
dimensiones de las variables dependientes o contrastar la hipóte-
sis nula de igualdad de vectores de medias):
• La raíz máxima (mrc) de Roy. Mide las diferencias sola-
mente sobre la primera raíz canónica (o función discri-
minante). El contraste mrc de Roy es el más indicado
cuando las variables dependientes están fuertemente inte-
rrelacionadas en una sola dimensión aunque es la medi-
da que se ve más afectada por el incumplimiento de los
supuestos paramétricos.
• Lambda de Wilks. A diferencia del estadístico mrc que
está basado en la primera (mayor) raíz característica, el
lambda de Wilks considera todas las raíces características
pues compara si los grupos son de algún modo diferen-
tes sin estar afectados por el hecho de que los grupos
difieran en al menos una combinación lineal de las varia-
bles dependientes. La significación del lambda de Wilks
se realiza, como ya hemos expuesto, transformándolo en
un estadístico F (compara la variabilidad debida a las dife-
rencias entre grupos con la debida a las diferencias den-
tro de los grupos). Cuanto mayor sea el valor de F y
menor su significación, más probabilidad de que existan
diferencias significativas entre los grupos. 
• Por último, la traza de Pillai y la traza de Hotelling son
otras medias muy utilizadas en el análisis MANOVA.
Ambas son muy similares al lambda de Wilks pues utili-
zan todas las raíces características y se aproxima a ellas a
partir de un estadístico F.
El SPSS incluye estos cuatro criterios. Si los p-valores aso-
ciados a cada uno de los estadísticos son menores que el nivel
de significación (normalmente, 0.05) se rechazará la hipótesis
nula de igualdad de vectores de medias. En nuestro ejemplo no
supera el ajuste la variable RD8 (ver tabla contrastes univariados).
Ya hemos visto en los dos apartados anteriores y en sus
correspondientes secciones, que para que el análisis de varianza
tenga sentido deberemos, además de superar satisfactoriamente
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14. Prueba de Levene
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el resultado de la prueba de análisis de varianza propiamente,
certificar que la varianza en cada una de las subpoblaciones o
grupos es la misma; esto es, que las varianzas no son heterogé-
neas (supuesto paramétrico). 
En el ejemplo que recogemos se puede apreciar como las
variables dependientes seleccionadas no superan el correspon-
diente contraste de Levene. Pese a ello, y puesto que nuestro
objetivo prioritario es el expositivo, el análisis continúa con las
mismas. No obstante, debemos recordar que el análisis, en con-
textos de investigación real, sólo podría desarrollarse en él los tér-
minos que siguen si los datos de las variables dependientes no
cumplieran el requisito paramétrico de igualdad de varianzas. 
Los estadísticos Traza de Pillai, Traza de Hotelling, Lambda
de Wilks y Raíz máxima de Roy nos permiten, siempre y cuando
se sitúen por debajo del nivel de significación (normalmente
0.05), afirmar que existe un comportamiento diferente en los dis-
tintos grupos formados a partir de los valores de la/a variable/s
independiente/s o factor/es. Sin embargo, cabe la posibilidad de
que las diferencias que se aprecian entre los vectores se produje-
ran porque existen diferencias entre las medias de una de las dos
variables. Para descartar tal posibilidad es necesario que, junto
con el análisis multivariable propiamente, se ejecute un análisis
univariante de cada una de las variables dependientes. Los resul-
tados de este análisis no han sido incluidos en la sección corres-
pondiente.
Si el p-valor asociado al estadístico F es menor que el nivel
de significación (normalmente 0.05) para cada una de las varia-
bles dependientes sometidas a análisis, podremos concluir en
que las diferencias entre los vectores de medias no son debidas
a las diferencias entre medias de alguna de las variables depen-
dientes. Rechaza, pues, la hipótesis nula, el proceso analítico
concluye con dos secuencias ya contempladas en el análisis fac-
torial de la varianza. 
15.  Análisis univariante de las variables dependientes
Tal y como ya hiciéramos en el análisis de varianza de un fac-
tor y análisis factorial de la varianza y, siempre y cuando la valo-
ración del ajuste del modelo global concluya en que rechazamos
la hipótesis nula, nos queda determinar en qué grupos se pro-
duce una diferencia significativa. En este caso aplicaremos algu-
nos de los métodos de comparaciones múltiples propuestos para
este objetivo. De todos ellos, los que aplicaremos nuevamente
serán los de Scheffé y Tukey (ambos han sido expuestos en el
correspondiente apartado del primer punto de este capítulo). Los
resultados de este análisis no han sido incluidos en la sección
correspondiente.
Si se rechaza la hipótesis nula de igualdad de vectores de
medias nos queda determinar qué efectos son los que influyen en
el distinto comportamiento de las variables dependientes en los
grupos establecidos por la combinación de los valores del con-
junto de variables independientes. Para ello, el análisis multiva-
riante de varianza determina, a partir de una serie de contrastes
basados en el estadístico F, qué efectos (si los principales o/y el
de las interacciones) son significativamente distintos de cero. 
En al análisis multivariante de la varianza cada uno de los
efectos es contrastado con un estadístico  F (ver tabla Pruebas de
los efectos intra-grupos). En nuestro ejemplo al tener dos varia-
bles dependientes y dos variables o factores independientes debe-
mos contrastar: en primer lugar, contrastaremos la hipótesis nula
de que los vectores de medias son iguales en los grupos esta-
blecidos por la combinación de los valores  de las q-1 primeras
variables independientes: si el p-valor asociado a los estadísticos
Traza de Pillai, Traza de Hotelling, Lambda de Wilks y Raíz máxi-
ma de Roy son inferiores a 0.05, podremos rechazar la hipótesis
nula. Este contraste se repite para cada uno de los posibles sub-
conjuntos formados por q-1 variables independientes. En el
supuesto caso de que para un conjunto de variables indepen-
dientes se rechaza la hipótesis nula, deberemos realizar un con-
traste univariante sobre cada una de las variables dependientes de
forma individual. 
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16.  Comparaciones múltiples o métodos Post Hoc
17.  Análisis de la interacción entre los factores
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Por último se plantea la hipótesis nula de que los vectores de
medias son iguales en cada uno de los grupos establecidos por
por los valores de la primera variable independiente: si el p-valor
asociado a los estadísticos Traza de Pillai, Traza de Hotelling,
Lambda de Wilks y Raíz máxima de Roy son inferiores a 0.05,
podremos rechazar la hipótesis nula; esto es, el factor analizado
influye en que los vectores de medias sean diferentes. Este con-
traste se repite para cada una de las variables independientes que
hayan participado en la definición del modelo. En el supuesto
caso de que para alguna de las variables independientes se recha-
za la hipótesis nula, deberemos realizar un contraste univariante
sobre cada una de las variables dependientes de forma individual.   
En nuestro ejemplo puede apreciarse que el efecto principal
de la variable RD8A es decisivo para explicar las variables depen-
dientes pero que la interacción de los factores principales solo es
significativa para la variable dependiente INCLINACIÓN
POLÍTICA. Los correspondientes gráficos de perfil que se inclu-
yen en la sección de resultados puede ayudar a entender lo
expuesto.
Los intereses de nuestra investigación se centran ahora en
determinar si a partir del conocimiento de la RELIGIÓN practi-
cada (D8) así como de la INTENSIDAD DE LA PRÁCTICA
RELIGIOSA (D8A), es posible saber junto a la TENDENCIA
POLÍTICA el ESTADO CIVIL (D3) de la población sobre la que
se ha extraído la muestra. También estamos interesados en saber
si a partir del conocimiento, de forma asilada, de la  RELIGIÓN
practicada, por un lado, y de la INTENSIDAD DE LA
PRÁCTICA RELIGIOSA, es posible saber la TENDENCIA
POLÍTICA  y el ESTADO CIVIL de la población sobre la cual se
ha extraído la muestra. Nótese que las variables dependientes
seleccionadas no son variables métricas, condición imprescindi-
ble para la aplicación de esta técnica. Su elección responde a
fines expositivos.
1er paso: Para acceder al cuadro de diálogo principal del
análisis multivariable de varianza seleccionamos de la barra
del menú Analizar: Modelo lineal general: Multivariante
(figura 1).
Figura 1
18.  Cuadro de Diálogo del análisis multivariante factorial
2º paso: Una vez en el cuadro de diálogo principal del aná-
lisis multivariable de la varianza, buscamos en el cuadro de la
izquierda las variables con las que vamos a trabajar. Las variables
TD9, TENDENCIA POLÍTICA y D3, ESTADO CIVIL, las selec-
cionamos y pasamos a la ventana reservado para ubicar las varia-
bles Dependientes. Las variables D8, RELIGIÓN y D8A,
INTENSIDAD DE LA PRÁCTICA RELIGIOSA se colocarán en
el cuadro destinado a las variables independientes o Factores fijos
(figura 2). Nótese que las dos variables independientes han sido
previamente recodificadas por lo que las variables seleccionadas
son las RD8 (1:católicos; 2: otra religión o ninguna; 9: NS/NC)
y RD8A (1: no practican; 2: practican; 9: NS/NC).   
3er paso: Antes de solicitar los estadísticos más indicados
según nuestro intereses deberemos especificar el Modelo a apli-
car. Para ello, deberemos cliquerar sobre el correspondiente
botón de comando que aparece a la derecha del cuadro principal
del cuadro de diálogo. Si nuestra elección ha sido Modelo
Factorial Completo éste contemplará: el efecto de la intersección;
todos los efectos principales de los factores y de las covariables;
así como todas las intersecciones factor por factor. Una vez selec-
cionado el Modelo Factorial completo debemos seleccionar un
método, de los cuatro posibles, para dividir la Suma de los cua-
dros. En nuestro caso concreto vamos a aplicar el Tipo I (figura
3).
4º paso: Con las variables seleccionadas debemos indicar
aquellos parámetros que nos servirán para interpretar los resulta-
dos. Algunos de ellos se seleccionan en el subcuadro de diálogo
de Opciones, al cual se accede cliqueando el botón de comando
que aparece a la derecha del cuadro principal. Una vez en él
pedimos que nos Muestre los Estadísticos descriptivos y las
Estimaciones del tamaño del efecto (figura 4). En el supuesto de
que no supiéramos si las varianzas de la variable dependiente son
homogéneas pediríamos en este subcuadro la Prueba de homo-
geneidad. A partir de sus resultados repetiremos los pasos ya des-
critos en el análisis de varianza de un factor.
5º paso: Con el objetivo de identificar en qué grupos se pro-
ducen las diferencias significativas (en virtud de las cuáles hemos
podido rechazar la hipótesis nula) solicitaremos, como ya hicié-
ramos con el análisis de varianza de un factor, las pruebas de
comparación múltiple o Post Hoc. Para ello cliqueamos sobre el
botón de comando Post Hoc a través del cual accedemos al sub-
cuadro Comparaciones múltiples Post Hoc para las medias
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observadas. De entre todos los métodos seleccionamos el de
Tukey y el de Scheffe (figura 5).
Por último, ya hemos comentado que con el fin de facilitar la
interpretación respecto a los factores que influyen en el distinto
comportamiento de la variable dependiente podemos solicitar el
gráfico de las medias en los distintos grupos. 
6º paso: En el subcuadro de Gráficos de perfil, al que se
accede cliqueando en el botón que le da nombre y que se
encuentra en la derecha del cuadro de diálogo principal del aná-
lisis factorial de la varianza, deberemos especificar sus paráme-
tros. En el Eje horizontal siempre introduciremos la variable inde-
pendiente con mayor número de categorías. El la casilla de
Líneas distintas introduciremos la variable independiente con
menor número de categorías. En nuestro caso y dado que ambas
tienen el mismo número de categorías es indiferente (figura 6).
Este gráfico especifica, siempre y cuando se produzca un cruce
de líneas (hay interacción) si esa interacción es significativa y váli-
da para explicar a la variable dependiente.
Finalizado el quinto paso, ya tenemos seleccionados todos
los parámetros necesarios para realizar el análisis. De modo que
después de cliquear Continuar (en el subcuadro de Gráfico en
línea) y en el de Aceptar (en el cuadro de diálogo principal) el
proceso se da por finalizado. Sólo resta analizar los resultados
arrojados.
La salida e interpretación de los resultados sigue el mismo
proceso que ya expusimos para el análisis de varianza con un fac-
tor y análisis factorial de la varianza. Es importante el análisis de
los efectos (tabla con pruebas de los efectos inter-grupos). Para
ello, recordemos, además de las correspondientes pruebas, el
gráfico de perfiles puede sernos de gran utilidad. Este gráfico nos
permite predecir los valores de la independiente a partir de los
subgrupos delimitados por los factores. En el ejemplo que apor-
tamos esta predicción no se puede concretar dado que la varia-
ble dependiente seleccionada no es métrica, requisito imprescin-
dible en el análisis de varianza.
19.  Resultados del análisis multivariable de la varianza
Figura 5
Figura 6
En nuestro ejemplo, y tras las pruebas practicadas, podemos
apreciar que: (1) el efecto de la interacción entre las dos variables
independientes sólo es significativo para la variable TENDENCIA
POLÍTICA, pero apenas dicen nada sobre el ESTADO CIVIL de
la población; y (2), sólo el efecto principal de la variable
INTENSIDAD DE LA PRÁCTICA RELIGIOSA explicaría las
variables dependientes. 
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19.1. Variables independientes o factores seleccionados
19.2. Estadísticos descriptivos
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19.3. Análisis Multivariable de varianza. Cálculo de estadísticos
19.4. El estadístico F
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19.5. Gráfico de Interacción con la primera variable dependiente
19.6. Gráfico de Interacción con la segunda variable dependiente
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Dentro de esta sección hemos querido presentar dos investi-
gaciones que encadenan una secuencia de modelos estadísticos
multivariables entre los que se encuentra el análisis de varianza.
Estos trabajos nos recuerdan que las técnicas de investigación
social están al servicio de los objetivos de la investigación, de las
características de los datos disponibles y de las particularidades
de las unidades de observación y que nunca debemos adaptar los
segundos a los primeros. Esto es, y parafraseando la máxima
maquiavélica, las técnicas de investigación son un medio para
conseguir un fin y nuca un fin en sí mismas.
• López, Juan José (1991): “Áreas sociales y población anciana
en el municipio de Madrid: aplicación del análisis factorial a un
espacio urbano diferenciado”, Economía y sociedad, nº 5, pp.
79-94.
El objetivo de esta investigación es el estudio de la dife-
renciación espacial de las personas ancianas en Madrid.
Partiendo de la hipótesis de que el espacio urbano se
encuentra segregado. El método de investigación es el
deductivo a partir del enfoque multivariable de la ecolo-
gía factorial con el que se delimitan las pautas o factores
espaciales que sintetizan la multiplicidad de variables
que participan en la definición de la calidad de vida del
colectivo. Los modelos estadísticos multivariables apli-
cados han sido: el análisis factorial de componentes
principales, factores principales y máxima verosimilitud,
a los que se les ha añadido el análisis de correspon-
19.7. Prueba de LEVENE
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dencias; los factores obtenidos se referencian espacial-
mente aplicando el análisis jerárquico de conglomera-
dos; y, por último, la delimitación ofrecida por el análi-
sis de cluster se verificó aplicando el análisis discrimi-
nante. Las variables discriminantes introducidas fueron
las puntuaciones factoriales de los factores obtenidos y
una variable discreta que recogía el código del tipo del
área obtenido. El 85% de los barrios clasificados pre-
viamente con el análisis de cluster se encontraban
correctamente clasificados. Del total de barrios 21 tuvie-
ron que reclasificarse de nuevo. Por último, se aplica el
análisis de varianza con la finalidad de corroborar si las
diferencias que se aprecian en el espacio social madri-
leño de las personas ancianas son aleatorias o eviden-
cian un fenómeno real de diferenciación (H0 se plantea
como que no hay diferencias importantes entre los
barrios).
• Más, Francisco J. (1999): “Imagen y atracción de centros
comerciales suburbanos”, Investigación y Marketing, nº 56, pp.
56-65.
La investigación que se presenta tiene como objetivo
examinar las percepciones de los consumidores acerca
de los centros comerciales y la relación entre las per-
cepciones y la atracción de los mismos. Para el primer
objetivo se aplica una doble metodología: (1) análisis
descriptivo de las percepciones de los centros comer-
ciales por parte de los consumidores; (2) sobre los valo-
res promedios de las variables en cada centro comercial
se aplica un análisis de la varianza (ANOVA) y un análi-
sis múltiple de varianza (MANOVA). Con ello se intenta
demostrar la existencia de diferencias significativas entre
los distintos centros mediante el examen de su variabili-
dad: el ANOVA analiza cada una de las variables por
separado y el MANOVA todas ellas simultáneamente.
Por último, el análisis de la relación entre imagen y
atracción de los centros comerciales se realiza aplican-
do un análisis discriminante al conjunto de variables
que describen la imagen de los centros. El objetivo es
determinar qué variables diferencian a los individuos
que compran asiduamente en los respectivos centros de
los que no lo hacen.
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