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Abstract
Let Xz=X0+
∫
R z
f() dM+
∫
R z
u() dA+
∫
R z
()	(d)+
∫
R z

()N (d) be a two-parameter
semimartingale, where M is a continuous martingale, 	 is the character of the Poisson point
measure Y; N = Y − 	, we prove that f(X z) is expressible as such a sum once again via the
partial di%erentiation formula, where f is a twice continuously di%erentiable function. Then, we
prove a new theorem on the existence and uniqueness of solutions to the mixed Brownian and
Poissonian sheet type stochastic di%erential equations with non-Lipschitz coe6cients by applying
the partial di%erentiation formula. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The stochastic di%erential equation in the plane
dX z = (X z) dWz + 
(X z) dz;
as is well known, was >rst investigated by Cairoli (1972), where the coe6cients 
and 
 only depend on X , then by Yeh (1981), and others. In the case where  and

 depend on z and X , and satisfy a Lipschitz condition and a growth condition, Yeh
(1981) obtained the existence and uniqueness of strong solution. Later, Yeh developed
the theory of Brownian sheet type SDEs in a series of papers, cf. e.g. Yeh (1985,
1987), in which he showed the existence of weak solutions under the conditions that
the coe6cients are only continuous and the existence and uniqueness of a strong so-
lution under the assumptions of the existence of a weak solution and the pathwise
uniqueness of solutions. And then, the problem of the pathwise uniqueness of solu-
tions has been done in relaxing the Lipschitz hypothesis on the coe6cients, (cf. e.g.
Nie, 1987). Dozzi (1986) >rst investigated the SDEs with right-continuous multipara-
E-mail address: jgren@hust.edu.cn (J. Liu).
0304-4149/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(01)00088 -6
340 J. Liu / Stochastic Processes and their Applications 94 (2001) 339–354
meter processes and obtained the existence and uniqueness under the Lipschitz condi-
tions by applying >xed point principle of contraction mapping. In view of this, Chen
(1989) then got the pathwise uniqueness theorem to the Poissonian sheet type SDEs
under the non-Lipschitz conditions. Most recently, Liang (1999) got the >rst result
on the uniqueness of solutions to SDEs with continuous martingale and continuous
increasing processes under the non-Lipschitz conditions. In this paper, motivated by
Liang and Zheng (1996), Liang (1999), we shall study the following mixed Brownian
and Poissonian sheet type SDE in the plane:
Xz = X0 +
∫
R z
f1(; X) dW +
∫
R z
f2(; X) d
+
∫
R z
f3(; X)	(d) +
∫
R z
f4(; X)N (d); (1.1)
where {Wt;Fz ; z ∈ R2+} be a two-parameter Brownian motions, 	 is the character of
the Poisson point measure Y; N = Y − 	.
Here, we prove that the pathwise uniqueness holds and the solution can be con-
structed on the given Brownian sheet and two-parameter Poisson process through
successive approximation by means of the partial di%erentiation formula under the
non-Lipschitz conditions. In fact, using the same procedure, our result can easily be
generalized to the case of SDEs with continuous martingale and continuous increasing
processes in place of Brownian sheet and its quadratic variation as in Liang and Zheng
(1996), Liang (1999), which is presented in Theorem 4.9. Our theorems imply almost
all known results on the existence and uniqueness of solutions to two-parameter SDE
in which either Brownian sheet or Poissonian sheet type SDE was concerned (cf. e.g.
Cairoli, 1972; Chen, 1989; Liang and Zheng, 1996; Liang, 1999; Yeh, 1981, 1985).
Our method is more widespread.
This paper is organized as follows. In Section 2 we >rst give necessary notations
and notions. In Section 3, we derive a partial di%erentiation formula, then in Section 4
we state and prove our main result.
2. Notations and notions
Let us >rst introduce some notations. For z = (s; t); z′ = (s′; t′) ∈ R2+ = [0;+∞) ×
[0;+∞), we write z 6 z′ i% s 6 s′ and t 6 t′, z¡ z′ i% s¡ s′ and t ¡ t′; z L∧ z′ i%
s6 s′ and t ¿ t′; z⊗z′=(s; t′). We adopt the notations: (z; z′]={ ∈ R2+: z¡6 z′},
when z¡ z′; R2z=(0; z], and R2T =R2(T;T ), for all T ∈ R+=[0;∞). If f is a map from
R2+ to R, then the increment of f on the (z1; z2] is de>ned by f((z1; z2]) = f(z2) −
f(z1 ⊗ z2)− f(z2 ⊗ z1) + f(z1).
Let (;F; P) be a complete probability space, and let {Fz ; z ∈ R2+} be a family of
-sub>elds of F satisfying the usual axioms introduced in Cairoli and Walsh (1975),
and for each z ∈ R2+; F1z = (
⋃
z′∈R2+Fz⊗z′) and F
2
z = (
⋃
z′∈R2+Fz′⊗z).
A process {Mz;Fz ; z ∈ R2+} is a martingale if (1) M is adapted; (2) For each
z; M z is integrable; (3) For each z¡ z′; E{Mz′ |Fz}=Mz. Cairoli and Walsh (1975)
introduced the concepts of strong and weak martingales, and 1- and 2-martingales.
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Adapted 1- and 2-martingales are introduced in Wong and Zakai (1976). It is well
known that (see Cairoli and Walsh, 1975; Wong and Zakai, 1976) a strong martingale
is also a martingale, a process is a martingale if and only if it is both an adapted
1-martingale and an adapted 2-martingale, and adapted 1- and 2-martingales are also
weak martingale. We know that (see Cairoli and Walsh, 1975) for any square integrable
martingale there exists Fz- predictable increasing process 〈M 〉 such that M 2 − 〈M 〉 is
a weak martingale.
Let M2c denote the class of continuous martingales M = {Mz; z ∈ R2+} such that
Mz = 0 on the axes and E(|Mz|2)¡∞ for all z. Accordingly, let M2c(z0) denote the
class of continuous martingales M = {Mz; z¡ z0} such that Mz = 0 on the axes and
E(|Mz0 |2)¡∞. Give M2(z0) the norm and inner product:
‖M‖= (E{M 2Z0})1=2 and (M;N ) = E{Mz0Nz0}:
It can be shown that M2c(z0) with this inner product is a Hilbert space.
Let L2M (z0) be the class of all Fz-predictable process ’ = {’z; z¡ z0} such that
E{∫R z0 ’2 d〈M 〉}¡∞, and L2M be that of Fz-predictable process ’ = {’z; z ∈ R2+}
for which E{∫R z ’2 d〈M 〉}¡∞ for all z ∈ R2+. L2M (z0) is a Hilbert space under the
norm (E{∫R z0 ’2 d〈M 〉})1=2. If ’ ∈L2M (z0), then ’ ·M ∈M2c (z0).
Let A denote the class of increasing process A such that (1) A is continuous and
adapted; (2) A z = 0 on the axes; (3) A(D)¿ 0 for each rectangle D ⊂ R2+.
Let 	 be a non-negative additive set function on R2+ having density function  with
respect to Lebesgue measure. Let Y be a random measure on R2+. If
(1) For any Borel set A in R z ; Y (A) is a Poisson distribution with the parameter 	(A);
(2) For any disjoint Borel sets A1; A2; : : : ; An; Y (A1); Y (A2); : : : ; Y (An) are independent,
then, we say that Y is a Poisson point measure with the character 	 in R2+.
Suppose that Y has no charge on the axis, Y can be represented as
Y (!; ds dt) =
∑
n
{n(!); n(!)}(ds dt); (2.1)
where (n(!))n∈N is strictly increasing, s0¿ 0; ( n(!))n∈N is a sequence of real num-
bers di%erent from each other, (u; v) is Dirac measure at the point (u; v) (cf. Mazziotto,
1980). Denote z0 =(0;  0) and Y (z) :=Y ([0; z])=
∑
n I{((n; n)6z)}, for all z ∈ R z0 . We
say that {Y (z); z ∈ R z0} is a two-parameter Poisson process on R z0 . It is easy to see
that {Y (z); z ∈ Rz0} is a.s. >nite, COadlOag, valued in integers and vanishes on the axes.
Denoting N (z):=Y (z) − 	(z), it can be shown that (see Mazziotto, 1980) with these
de>nitions, N (z); z ∈ Rz0 is a strong martingale.
The following lemma is presented in Chen (1989).
Lemma 2.1. Denote by F0 the predictable -5eld generated by F × [z; z′]; F ∈ Fz ;
and let H0 be the collection of all F0-measurable process satisfying the following:
E
∫
R z
’(y)	(dy)¡∞:
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If ’ ∈H0; then
E
∫
R z
’(y)Y (dy) = E
∫
R z
’(y)	(dy)
for all z ∈ R z0 .
De>ne (’ · N )z :=
∫
R z ’(y)Y (dy)−
∫
R z ’(y)	(dy), which is a strong martingale.
For our purposes, it will usually be su6cient to work with bounded subset of R2+,
the extension to all of R2+ then being routine.
3. Formulas on partial dierentiation
Suppose that {X z; z¡ z0} is a process of the form
X z = X0 +
∫
R z
f() dM +
∫
R z
u() dA +
∫
R z
()	(d) +
∫
R z

()N (d);
where M ∈ M2c(z0); A ∈ A; f ∈ L2M (z0); 	 is the character of the Poisson point
measure Y; N = Y − 	; ; 
 ∈ H0. Let z = (s; t);  = (;  ); − = (−;  −) and
′ = (′;  ′). Then, ⊗ z = (; t).
From (2.1), n is an F1z -stopping time and n ↑ ∞.
Now, X z can be rewritten as
X z = X0 +
∫ s
0
∫ t
0
[f() dM + u() dA + (()− 
())	(d)]
+
∑
n

(n;  n)I{(n; n)6z}:
Then,
Xn∧s; t − Xn∧s− ; t = 
(n;  n)I{ n6t}
and
Xn∧s− ; t − Xn−1∧s; t =
∫ n∧s
n−1∧s
∫ t
0
[f() dM + u() dA + (()− 
())	( d)]:
Therefore, Xn∧s− ; t − Xn−1∧s; t is a one-parameter continuous semimartingale in s for
each t. Setting 0 = 0, for any twice continuous di%erentiable F , we have
F(Xs; t)− F(X0) =
∑
n
{F(Xn∧s; t)− F(Xn∧s− ; t)}
+
∑
n
{F(Xn∧s− ; t)− F(Xn−1∧s; t)}
:= I1 + I2:
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Applying the one-parameter Itoˆ’s formula of the continuous semimartingale, we obtain
I2 =
∑
n
∫ n∧s
n−1∧s
F ′(X; t)
∫ t
0
[f() dM + u() dA + (()− 
())	(d)]
+
1
2
∑
n
∫ n∧s
n−1∧s
F ′′(X; t)
∫ t
0
f2() d〈M 〉
=
∫ s
0
∫ t
0
F ′(X⊗z)[f() dM + u() dA + (()− 
())	(d)]
+
1
2
∫ s
0
∫ t
0
F ′′(X⊗z)f2() d〈M 〉;
or
I2 =
∫
R z
F ′(X⊗z)[f() dM + u() dA + (()− 
())	(d)]
+
1
2
∫
R z
F ′′(X⊗z)f2() d〈M 〉:
I1 =
∑
n
[F(Xn∧s; t)− F(Xn∧s− ; t)]I{n6s}
=
∑
n
I{n6s; n6t}[F(X−n ;t + 
(n;  n))− F(X−n ; t)]
=
∫ s
0
∫ t
0
[F(X− ; t + 
(;  ))− F(X− ; t)]Y (ds dt)
=
∫
R z
[F(X−⊗z + 
())− F(X−⊗z)]Y (d):
To summarize, we have the following result:
Proposition 3.1. Let Xkz; z ∈ R2+; k = 1; 2; : : : ; n be processes de5ned by
Xkz = X0 +
∫
R z
fk() dM +
∫
R z
uk() dA +
∫
R z
k()	(d) +
∫
R z

k()N (d);
(3.1)
where M ∈ M2c ; A ∈ A; 	 is the character of the Poisson point measure Y; N =
Y −	. Suppose that for each k; fk ∈L2M ; k ; 
k ∈H0. Let X =(X1; X2; : : : ; Xn); and
F(X ) is a function with continuous partials up to the second order. Then; Xkz is a
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1-semimartingale and
F(Xz)− F(X0)
=
∑
k
∫
R z
Fk(X⊗z) [fk() dM + uk() dA + (k()− 
k())	(d)]
+
1
2
∑
k;l
∫
R z
Fk; l(X⊗z)fk()fl() d〈M 〉
+
∫
R z
[F(X−⊗z + 
())− F(X−⊗z)]Y (d); (3.2)
where Fk; Fl and Fk;l denote partial derivatives. At the same time; Xk; z is also a
2-semimartingale and
F(Xz)− F(X0)
=
∑
k
∫
R z
Fk(Xz⊗) [fk() dM + uk() dA + (k()− 
k())	(d)]
+
1
2
∑
k;l
∫
R z
Fk; l(Xz⊗)fk()fl() d〈M 〉
+
∫
R z
[F(Xz⊗− + 
())− F(Xz⊗−)]Y (d): (3.3)
For any >xed ,
Xk;⊗z − Xk;
=
∫
R ⊗z−R 
[fk(′) dM′ + uk(′) dA′ + k(′)	(d′) + 
k(′)N (d′)]
=
∫
R z
I(′ L∧) [fk(′) dM′ + uk(′) dA′ + k(′)	(d′) + 
k(′)N (d′)]:
which is a 2-semimartingale. Thus, we can reexpress the integrands in (3.2) using
(3.3), the di%erentiation formula for 2-semimartingales, e.g.,
Fk(X⊗z)− Fk(X)
=
∑
l
∫
R z
I(′ L∧)Fk;l(X⊗′) [fk(′) dM′ + uk(′) dA′
+(k(′)− 
k(′))	(d′)]
+
1
2
∑
l;m
∫
R z
I(′ L∧)Fk;l;m(X⊗′)flfm d〈M 〉′
+
∫
R z
I(′ L∧) [F(X−⊗′ + 
(′))− F(X−⊗′)]Y (d′):
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If this tedious but straightforward procedure is applied to every term of integrand in
(3.2), we can get Itoˆ’s formulas. Because of its complexity, the >nal expression for
the di%erentiation formula may not be as useful as the partial di%erentiation formulas
and we omit it.
4. Existence and uniqueness theorem
In this section, we will consider the mixed Brownian and Poissonian sheet type
stochastic di%erential equations (1.1). In this case, the solutions are usually discon-
tinuous processes. For simplicity, we consider such general equations in the case of
Markovian type.
Let ) be the collection of all right-continuous adapted processes on R2+. For X ∈ ),
and z ∈ R2+, we also use the notations: X ∗z =sup(6z) |X|; ‖X ‖z={EX ∗
2
z }1=2; )(R2+)=
{X : X ∈ ); and ‖X ‖z¡∞ for all z ∈ R2+}, and )(R2z)= {X : X ∈ ); and ‖X ‖ z¡∞};
‖X ‖=∑∞k=0 2−k min(‖X ‖(k;k)). )(R2+) is Banach space equipped with the norm ‖ · ‖
and )(R2z) is its subspace.
Let fi(; x) be a Borel measurable function R2+⊗R→ R; i=1; 2; 3; 4 such that for
all  ∈ R2+; x; y ∈ R,
|fi(; x)− fi(; y)|6,i(|x − y|); (4.1)
where ,i is a concave non-decreasing function from R+ to R+ such that ,i(0) =
0; ,i(u)¿ 0 as u¿ 0; i = 1; 2; 3; 4 and∫
0+
u du∑4
i=1 ,
2
i (u)
=∞:
Consider the following stochastic di%erential equation:
Xz = X0 +
∫
R z
f1(; X) dW +
∫
R z
f2(; X) d
+
∫
R z
f3(; X)	(d) +
∫
R z
f4(; X)N (d); (4.2)
where {Wt;Fz ; z ∈ R2+} is a two-parameter Brownian motion, 	 and N are de>ned in
Section 2. By a solution of Eq. (4.2), we mean a right-continuous process X=(Xz) ∈ )
and an Fz-Brownian sheet Wz and an Fz-Poisson point measure Y with characteristic
measure 	 such that Eq. (4.2) holds a.s.
We can now state our main result.
Theorem 4.1. If the coe7cients fi satisfy (4:1); then Eq. (4:2) has a unique solution
X ∈ )(R2+).
Remark. (1) “Uniqueness” here means that if X 1; X 2 are two solutions of Eq. (4.2)
de>ned on the same probability space, then P(X 1 = X
2
 ; for all  ∈ R2+) = 1.
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(2) Since ,i(u) is concave and ,i(0)=0, one can >nd the pairs of positive constants
(ai; bi) such that
,i(u)6 ai + biu (4.3)
for i = 1; 2; 3; 4.
First we need to prepare a series of lemmas, which are necessary for proving
Theorem 4.1, and are of interest on their own.
Lemma 4.2 (Gronwall’s inequality). Suppose that fz; g z and h z are non-negative
functions on R2+; and Bz is an non-decreasing function on R2+ in the sense of measure
with B z = 0 for z ∈ @R2+ satisfying
fz 6 gz + hz
∫
R z
f dB (4.4)
for z ∈ R2+. Then fz 6 g∗z exp{Bzh∗z }.
Proof. We know that f∗z ; g
∗
z and h
∗
z are non-negative and non-decreasing functions
on R2+ in the sense of order. From (4.4), it is easily seen that
f∗z 6 g
∗
z + h
∗
z
∫
R z
f∗ dB
for all z ∈ R2+. By induction on n, for each integer n¿ 1, it is easy to show that
f∗z 6 g
∗
z
n−1∑
k=0
[h∗z Bz]
k
k!
+ f∗z
[h∗z Bz]
n
n!
:
Then by letting n→ +∞ in the last inequality, we get
fz 6 f∗z 6 g
∗
z
∞∑
n=0
[h∗zB z]
n
n!
:
In particular, if gz and hz are non-negative and non-decreasing functions on R2+,
then
fz 6 gz exp{hzBz}:
The following result is proved by Liang (cf. Liang, 1999).
Lemma 4.3. f(z) is non-decreasing function on R2T in the sense of order for all
z = (s; t) ∈ R2T . Then∫
R z
f() dB 6
∫ t
0
f(u; u)B(u; du) +
∫ s
0
f(u; u)B(du; u);
where B is the same as Lemma 4:2.
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Lemma 4.4 (Two-parameter version of Gronwall–Bellman lemma). Assume that
(1) ,(u) is a concave non-decreasing function on [0;+∞) such that ,(0)=0; ,(u)¿ 0;
as u¿ 0; and
∫
0+
du
,(u)
=∞:
(2) ’ is a non-negative continuous real function on R2+ and B a non-decreasing
continuous real function on R2+ in the sense of measure. And B and ’ satisfy the
following:
(a) Bz = 0 for z ∈ @R2+ and
∫ t
0 [B(s; ds) + B(ds; s)]¡∞ for t ∈ R+;
(b) for any z ∈ R2+;
’ z 6
∫
R z
,(’) dB: (4.5)
Then ’ ≡ 0.
Proof. Obviously, ’∗z non-negative non-decreasing function on R2+. We only need to
prove ’∗t = ’
∗
(t; t) ≡ 0 for all t ∈ R+. Suppose ’∗t ¿ 0 for some t ∈ R+. Without loss
of generality, assume ’∗t ¿ 0 for all t ∈ R+. From (4.5), by the de>nition of ’∗z , and
Lemma 4.3, we obtain
’∗t 6
∫ t
0
∫ t
0
,(’∗) dB
6
∫ t
0
,(’∗(u; u))B(du; u) +
∫ t
0
,(’∗(u; u))B(u; du)
=
∫ t
0
,(’∗(u; u))[B(du; u) + B(u; du)]:
Therefore, we have from the last inequality that
+∞¿
∫ t
0
[B(du; u) + B(u; du)]¿
∫ t
0
d’∗u
,(’∗u)
=
∫ ’∗t
0
du
,(u)
:
Then by the last inequality and
∫
0+ du=,(u)=+∞ the contradiction implies that ’∗t ≡ 0
for all t ∈ R+. And we complete the proof.
Now, let us state the following lemma (cf. Liang, 1999) which will be used in the
proof of Lemma 4.6.
Lemma 4.5. Let 1; 2; : : : ; n satisfy
∑n
k=1 k61 and k¿0 for 06k6n; f1(u); : : : ;
fn(u) be non-decreasing concave functions on [0;+∞) such that fk(0) = 0 for 16
k6n. Then k(u1; u2; : : : ; un) =
∏n
k=1 fk(u
k
k ) is a non-decreasing concave function on
Rn+ in the sense of order.
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We now construct an approximation sequence using a Picard type iteration. For any
>xed T ¿ 0, let X 0 = X0, and let X nz be a sequence de>ned recursively by
X nz = X
0 +
∫
R z
f1(; X n−1 ) dW +
∫
R z
f2(; X n−1 ) d
+
∫
R z
f3(; X n−1 )	(d) +
∫
R z
f4(; X n−1 )N (d) (4.6)
for z ∈ R2T .
Lemma 4.6. Under the conditions of Theorem 4:1; there is a constant C1 = C1(T )
such that
E|X n+mz − X nz |2 6 C1
∫
R z
,(E|X n+m−1 − X n−1 |2) dB (4.7)
for all z ∈ R2T and n; m¿1; where ,(u) =
∑4
i=1 ,
2
i (u
1=2) is non-decreasing concave
function and dB = 3[d+ 	(d)].
Proof. For n; m¿ 1, from (4.6) we have
X n+mz − X nz =
∫
R z
[f1(; X n+m−1 )− f1(; X n−1 ) dW
+
∫
R z
[f2(; X n+m−1 )− f2(; X n−1 )] d
+
∫
R z
[f3(; X n+m−1 )− f3(; X n−1 )]	(d)
+
∫
R z
[f4(; X n+m−1 )− f4(; X n−1 )]N (d):
We denote Y n;mz = X
n+m
z − X nz , and Lf i(Y n−1;m) = fi(; X n+m−1 ) − fi(; X n−1 ),
i = 1; 2; 3; 4. Applying Proposition (3.1) to |X n+mz − X nz |2 we have
|Y n;mz |2 =
∫
R z
2Y n;m⊗z[ Lf1(; Y
n−1;m
 ) dW + Lf2(; Y
n−1;m
 ) d
+( Lf3(; Y
n−1;m
 )− Lf4(; Y n−1;m ))	(d)] +
1
2
∫
R z
2 Lf
2
1 (; Y
n−1;m
 ) d
+
∫
R z
(|Y n;m−⊗z + Lf4(; Y n−1;m )|2 − |Y n;m−⊗z|2)Y (d):
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Using the elementary inequality 2|uv|6 u2 + v2; (4.1) and Lemma 2.1, one sees
E|Y n;mz |26 E
∫
R z
|Y n;m⊗z|2[d+ 3	(d)]
+E
∫
R z
[ Lf
2
1 (; Y
n−1;m
 ) + Lf
2
2 (; Y
n−1;m
 )] d
+E
∫
R z
[ Lf
2
3 (; Y
n−1;m
 ) + 3 Lf
2
4 (; Y
n−1;m
 ))	(d)]
6 E
∫
R z
|Y n;m⊗z|2 dB + E
∫
R z
4∑
i=1
,2i (|Y n−1;m |) dB
= E
∫
R z
|Y n;m⊗z|2 dB + E
∫
R z
,(|Y n−1;m |2) dB:
By Lemma 4.5, ,(u) is a non-decreasing concave function. Thus, by Jensen’s inequality
E|Y n;mz |2 6
∫
R z
E|Y n;m⊗z|2 dB +
∫
R z
,(E|Y n−1;m |2) dB:
Moreover,(
sup
6z
E|Y n;m⊗z|2
)
6
∫
R z
(
sup
′6
E|Y n;m′⊗z|2
)
dB +
∫
R z
,(E|Y n−1;m |2) dB:
In view of the Lemma 4.2, we see that
E|Y n;mz |26
(
sup
6z
E|Y n;m⊗z|2
)
6 exp{B z}
∫
R z
,(E|Y n−1;m |2) dB
6C1
∫
R z
,(E|Y n−1;m |2) dB
for all z ∈ R2T , where C1 = exp{BT}. The proof is complete.
Lemma 4.7. Under the conditions of Theorem 4:1; there is a constant C2 = C2(T )
such that
E|X nz |26C2 (4.8)
for all z ∈ R2T ; n¿1.
Proof. Similar to Lemma 4.6, we easily get that
E|X nz |26C1
[
E
∫
R z
4∑
i=1
|fi(; X n−1 )|2 dB + E|X0|2
]
(4.9)
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for all n¿1 and z ∈ R2T , where B is same as Lemma 4.6. By (4.3), for i = 1; 2; 3; 4;
one can easily show that
|fi(; X n−1 )|2 6 2|fi(; 0)|2 + 4a2i + 4b2i |X n−1 |2:
Substituting these into (4.9) gives
E|X nz |26C1E|X0|2 + 4C1
4∑
i=1
E
∫
R z
(|fi(; 0)|2 + a2i + b2i |X n−1 |2) dB
6C1E|X0|2 + 4C1
4∑
i=1
E
∫
R z
(|fi(; 0)|2 + a2i ) dB
+4C1
4∑
i=1
b2i
∫
R z
E|X n−1 |2 dB
6C3 + C4
∫
R z
sup
16k6n
E|X k |2 dB (4.10)
for all z ∈ R2T and n¿1, where
C3 = C1E|X0|2 + 4C1
4∑
i=1
E
∫
R z
(|fi(; 0)|2 + a2i ) dB
and
C4 = 4C1
4∑
i=1
bi:
(4.10) implies that
sup
16k6n
E|X kz |2 6 C3 + C4
∫
R z
sup
16k6n
E|X k |2 dB:
An application of the Lemma 4.2 gives(
sup
16k6n
E|X kz |2
)
6 C3 exp{C4B z}6 C3CC41 :
Note that n is arbitrary, thus
E|X nz |26C2;
for all n¿ 1, where C2 = C3C
C4
1 . The proof is complete.
At last we can now start proving our main result, Theorem 4.1.
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Proof of Theorem 4.1. For a >xed T∈R+, we >rstly prove that Eq. (4.2) has a unique
solution X∈)(R2T ).
Existence: By Lemma 4.6, we note that
E|X n+mz − X nz |2 6 C1
∫
R z
,(E|X n+m+1 − X n−1 |2) dB;
where ,(u) and B is the same as that of Lemma 4.6. Set
Y z = lim
n;m
E|X n+mz − X nz |2
for all z ∈ R2T . Hence by Lemma 4.7 and Fatou lemma it is easily seen that
Y z 6 C1
∫
R z
,(Y) dB:
Letting k(u) = C1,(u), for any 1¿4¿ 0 we have∫ 4
0+
du
k(u)
=
∫ 4
0+
du
C1,(u)
= 2=C1
∫ 41=2
0+
u du∑4
i=1 ,
2
i (u)
=∞:
By Lemma 4.4, we immediately get that
Y z = lim
n;m
E|X n+mz − X nz |2 = 0; for all z ∈ R2T ;
which implies that
lim
n;m
E|X n+mz − X nz |2 = 0;
that is, X nz is a Cauchy sequence in )(R2T ). Denote the limit by X z. Now letting
n→∞ in Eq. (4.2) we obtain
X z = X0 +
∫
R z
f1(; X) dW +
∫
R z
f2(; X) d
+
∫
R z
f3(; X)	(d) +
∫
R z
f4(; X)N (d)
for z ∈ R2T . In other words, we have shown the existence of the solution on )(R2T ).
Uniqueness: To show the uniqueness, let both X 1 and X 2 be solutions of Eq. (4.2).
Then, in the same way as the proof of Lemma 4.6 one can show that
E|X 1z − X 2z |2 6 C1
∫
R z
,(E|X 1 − X 2 |2) dB
for z ∈ R2T . Therefore, one can apply Lemma 4.4 to obtain
E|X 1z − X 2z |= 0; for all z ∈ R2T : (4.11)
On the other hand, noting that T is arbitrary, we can take a positive numbers Tn such
that limn→+∞ Tn =+∞ and R2+ =
⋃
n¿1 RTn . Also for any n¿1 we know from above
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that there exists a unique X n ∈ )(R2zn), which satis>es Eq. (4.2), where zn = (Tn; Tn).
Therefore, for all z6zn,
X (n+1)znz = X0 +
∫
R z
f1(; X
(n+1)zn
 ) dW +
∫
R z
f2(; X
(n+1)zn
 ) d
+
∫
R z
f3(; X
(n+1)zn
 )	(d) +
∫
R z
f4(; X
(n+1)zn
 )N (d)
= X0 +
∫
R z
f1(; X n ) dW +
∫
R z
f2(; X n ) d
+
∫
R z
f3(; X n )	(d) +
∫
R z
f4(; X n )N (d)
= X nz :
Let X =
∑∞
n=1 X
nI[0; zn]\[0; zn−1], then X∈)(R2+) is a solution of Eq. (4.2). From (4:11)
we have E|X 1z − X 2z | = 0; and X 1z = X 2z for a.s. ! ∈  on R2+. Hence, by using that
X 1 and X 2 are right-continuous stochastic processes on R2+ we have X 1z ≡ X 2z for a.s.
! ∈ . The proof of the theorem is then complete.
By using the procedure similar to that of Theorem 4.1, we have the following results.
Theorem 4.8. If we replace condition (4:1) in Theorem 4:1 by the following:
|fi(; x)− fi(; y)|2 6 ,i(|x − y|2): (4.12)
For all  ∈ R2+ and x; y ∈ R; where ,i is a concave non-decreasing function from R+
to R+ such that ,i(0) = 0; ,i(u)¿ 0 for u¿ 0; i = 1; 2; 3; 4 and∫
0+
du∑4
i=1 ,i(u)
=∞:
Then Eq. (4:2) has a unique solution X ∈ )(R2+).
Theorem 4.9. If we replace dW and d in Eq. (4:2) by dM and dA; respectively;
where M is a continuous square integrable martingale and Mz =0 for z ∈ @R2+; A is
a continuous non-decreasing stochastic process and satisfy the following:
d〈M 〉 + dA 6 dB (4.13)
for all  ∈ R2+; where B is a non-negative continuous non-decreasing function on
R2+ in the sense of measure; and for t¿0;
∫ t
0 [B(s; ds) + B(ds; s)]¡∞; B(z) = 0 for
z ∈ @R2+. The conclusion of Theorem 4:1 still holds.
Theorem 4.10. Suppose that f1 = f2 = 0. Then conditions (4:1) may be replaced by
|fi(; x)− fi(; y)|6 ,i(|x − y|) (4.14)
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for all  ∈ R2+ and x; y ∈ R; where ,i is a concave non-decreasing function from R+
to R+ such that ,i(0) = 0; ,i(u)¿ 0 for u¿ 0; i = 3; 4 and∫
0+
du
,3(u) + ,4(u)
=∞:
Remark. To see the generality of our result, let us give a few examples of functions
satisfying the hypotheses of Theorem 4.1. Let 4 ∈ (0; 1) be su6ciently small and de>ne
,(u) =
{
u(log(u−1))a; 06 u6 4; a6 1=2;
4 log(4−1) + ,′(4−) (u− 4); u¿4:
They are all concave non-decreasing functions satisfying
∫
0+ u du=,
2(u)=∞. If ,i(u)=
,(u) for i= 1; 2; 3; 4, then
∫
0+ u du=
∑
i=1 4,
2
i (u) =∞, i.e. ,i(u) satisfy the hypotheses
of Theorem 4.1.
In the special case that f3=f4=0 in Eq. (4.2) and ,1(u)=,2(u)=,(u) for a=1=2,
we obtain∫
0+
u2 du
u,22(u) + ,2(u),
2
1(u)
=
∫
0+
u2 du
u3 log(u−1) + u3(log(u−1))1+1=2
6
∫
0+
du
u(log(u−1))3=2
¡∞:
In other words, ,1(u) and ,2(u) do not satisfy condition (c.3) in Liang (1999). Hence
our condition is obviously weaker.
In fact, if ,(u) is a concave non-decreasing function on R+ and ,(0) = 0, then
,(tu)¿t,(u); 06t61; u¿0:
Especially choosing u= 1, we have
,(t)¿t,(1); 06t61:
Therefore,∫
0+
u2 du
u,22(u) + ,2(u),
2
1(u)
6C
∫
0+
u du
,21(u) + ,
2
2(u)
;
where C = max{1; ,2(1)}. This shows that our hypotheses are strictly weaker than
Liang’s (1999).
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