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Vanishing viscosity of one-dimensional isentropic Navier-Stokes
equations with density dependent viscous coefficient
Meiying Cui
Abstract: In this paper, we study the vanishing viscosity of the isentropic compressible
Navier-Stokes equations with density dependent viscous coefficient in the presence of the shock
wave. Given a shock wave to the corresponding Euler equations, we can construct a sequence of
solutions to one-dimensional compressible isentropic Navier-Stokes equations which converge
to the shock wave as the viscosity tends to zero. The proof is given by an elementary energy
method.
Keywords: Vanishing viscosity limit; Compressible isentropic Navier-Stokes equations; Euler
equations; Shock wave.
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1 Introduction
The Navier-Stokes equations for barotropic compressible viscous fluids read{
ρt − div(ρU) = 0,
(ρU)t + div(ρU ⊗ U)− div(h(ρ)D(U)) −∇(g(ρ)divU) +∇p(ρ) = 0,
(1.1)
where x ∈ RN , t ∈ (0,+∞), ρ(x, t), U(x, t) and p(ρ) = ργ , (γ ≥ 1) are the fluid density,
velocity, and pressure, respectively,
D(U) =
∇U +t ∇U
2
(1.2)
is the strain tensor, and h(ρ) and g(ρ) are the Lame´ viscosity coefficients satisfying
h(ρ) > 0, h(ρ) +Ng(ρ) ≥ 0. (1.3)
In the past decades, many signiffcant progress have been made on the study of the equations
(1.1), for exemaple [1, 2, 3, 5, 7, 8, 14, 19, 20, 24, 27, 30] and the references cited therein. In
particular, when dealing with vanishing viscosity coefficients on vacuum, the main difficulty is
that the velocity can not even be defined when the density vanishes. The first multidimensional
result is due to Bresch-Desjardins-Lin [2], where they showed the L1 stability of weak solutions
for the Korteweg system (with the Korteweg stress tensor kρ∇△ρ), and their result was later
improved in [1] to include the case of vanishing capillarity (k = 0) but with an additional
quadratic friction term rρ|U |U . An interesting new entropy estimate is established in [3] in
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an priori way, which provides some high regularity for the density. Mellet-Vasseur [27] proved
the L1 stability of weak solutions of the system of (1.1) based on the new entropy estimate,
extending the corresponding L1 stability results of [1, 3] to the case r = k = 0. If N = 2, 3,
taking
h(ρ) = ρ, g(ρ) = 0, (1.4)
Guo-Jiu-Xin [7] proved the existence of global weak solutions to (1.1) when the initial data are
large and spherically symmetric by constructing suitable aproximate solutions. Their analysis
in [7] also applied to the more general case when
g(ρ) = ρh′(ρ)− h(ρ). (1.5)
In this paper, setting (1.5) holds, we study the vanishing viscosity limit of the solution of
the one-dimensional compressible Navier-Stokes equations (1.1) with
h(ρ) = ρα, g(ρ) = (α− 1)ρα, α > 0. (1.6)
For convenience, we investigate this problem in the Lagrangian coordinates, i.e., we study
the vanishing viscosity limit of the solution of the 1-D compressible isentropic Navier-Stokes
equations with density dependent viscous coefficient

vt − ux = 0,
ut + p(v)x =
(µ(v)
v
ux
)
x
,
x ∈ R, t ≥ 0, (1.7)
where v(x, t) = 1
ρ
> 0, u(x, t) represent the specific volume and velocity, respectively, and the
viscosity coefficient µ(v) = h(v) + g(v) = αv−α, α > 0. The pressure p = p(v) is assumed to
satisfy
p′(v) < 0 < p′′(v), v > 0. (1.8)
There is a large literature on mathematical studies of (1.7) with various initial and boundary
conditions. If the initial density is supposed to be connected to vacuum with discontinuities,
the local well-posedness of weak solutions was first obtained by Liu-Xin-Yang [22]. Later, the
global well-posedness was obtained in [15, 28, 35]. The case of initial density connecting to
vacuum continuously was investigated in [6, 31, 36, 37]. Li-Li-Xin [21] identified and analyzed
the phenomena of vacuum vanishing and blow-up of solutions to the initial-boundary-value of
(1.7) with α > 1/2.
Formally, as α→ 0, the system (1.7) becomes the Euler equations{
vt − ux = 0,
ut + p(v)x = 0,
(1.9)
It is well-known that with the initial data
(v, u)(x, 0) =
{
(v−, u−), x < 0,
(v+, u+), x > 0,
(1.10)
where (v±, u±) are constants, the solutions of the Riemann problem (1.9), (1.10) contain shock
waves, rarefaction waves and vacuum states [29].
The vanishing viscosity limit of solutions to compressible Naiver-Stokes equations to those
of corresponding Euler equations has been an open and challenging problem in the theory of
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compressible fluid. The main difficulty comes from the singularity, such as shock wave and
vacuum, in the solutions to the Euler equations. When the viscosity coefficient is taken to be
a constant, for the compressible isentropic Navier-Stokes equations, Hoff-Liu [9] first proved
the vanishing viscosity limit for piecewise constant shock even with initial layer. Xin [33]
investigated the vanishing viscosity limit for rarefaction waves without vacuum and obtained
a convergence rate to the case without initial layer. When the far field of the initial values of
Euler system (1.9) has no vacuums, Chen-Perepelitsa [4] proved the vanishing viscosity limit
of isentropic Navier-Stokes equations by compensated compactness method. Huang et al. [11]
justified the limit to the case of the interaction of two different family of shocks. For the
superposition of two shock waves, we also refer to [38]. Recently, Huang-Li-Wang [10] studied
the vanishing viscosity limit for isentropic Navier-Stokes equations when the solution of Euler
equations (1.9) is 2-rarefaction wave with vacuum state. For the cases when density dependent
viscous coefficient, Jiu-Wang-Xin [17, 18] proved the asymptotic stability of rarefaction waves
to (1.7). Moreover, they shown that if the initial values contained vacuum state, then initial
vacuum at far field remained for all the time [18], which is in sharp contrast to the case of
nonvacuum rarefaction waves studied in [17], where all the possible vacuum states vanished
in finite time. There are also many results on the vanishing viscosity limit from nonisentropic
Navier-Stokes equations to the corresponding nonisentropic Euler equations. We refer to Jiang-
Ni-Sun [16] and Xin-Zeng[34] for the rarefaction wave, Wang [32] for the shock wave, Ma [23]
for the contact discontinuity, and Huang-Wang-Yang [12, 13] for the superposition of two
rarefaction waves and a contact discontinuity and the superposition of a shock wave and a
rarefaction wave.
In this paper, given the 1-shock of the Euler equations (1.9)
(v, u)(x, t) =
{
(v−, u−), x < st,
(v+, u+), x > st,
v− > v+, s < 0, (1.11)
which satisfies the Rankine-Hugoniot condition{
−s(v+ − v−)− (u+ − u−) = 0,
−s(u+ − u−) + (p(v+)− p(v−)) = 0,
(1.12)
and the Lax entropy condition
u+ < u−, (1.13)
we investigate the vanishing viscosity limit of the solution of the system (1.7) as the viscous
coefficient tends to zero. It is shown that when α→ 0, if the wave strength is sufficiently weak,
there exists a smooth solution to the Navier-Stokes equations (1.7), which converges to the
1-shock (1.11) of the Euler equations. In contrast with the previous work [9], it is of interest
to note that as α→ 0 in (1.7), the viscosity coefficient becomes constant. In this regard, our
work extends in some sense the corresponding results obtained in [9].
We set
δ = |v+ − v−| (1.14)
be the wave strength and assume that
δ ≪ 1, (1.15)
i.e., the wave is sufficiently weak. Then we state the main result of this paper as follows.
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Theorem 1.1. Let (vs, us)(x, t) be the 1-shock to the Euler equations (1.9) defined in (1.11).
There exists a small positive constant δ0, such that if the wave strength satisfies δ ≤ δ0, the
Navier-Stokes system (1.7) admits a family of global smooth solutions (vα, uα)(x, t) with well-
prepared initial data (3.6) below for any α > 0. Moreover, it holds that
‖(vα − vs, uα − us)‖L∞(Ω) → 0, as α→ 0, (1.16)
where Ω = {(x, t)
∣∣|x− st| ≥ h, h ≤ t ≤ +∞}, h is any positive constant.
Remark 1.1. Without loss of generality, in this paper, we are interested in the case s < 0,
i.e., 1-shock, and the analysis for the case s > 0 is similar.
The rest of this paper is organized as follows. In section 2, we recall some properties of
the viscous shock wave to system (1.7). Sections 3 reformulates the original problem to obtain
a new Cauchy problem, and establishes the a priori estimates for proving the main theorem.
In Section 4, we give the proof of the a priori estimates and complete the proof of the main
theorem.
Notations In this paper, we use the standard notations Lp(R), W k,m(R) and Hk(R) to
denote the Lp and Sobolev space in R with norms ‖ · ‖Lp(R) := ‖ · ‖Lp , ‖ · ‖W k,m(R) := ‖ · ‖W k,m
and ‖ · ‖Hk(R) = ‖ · ‖k, respectively. The Euclidean space R will be often abbreviated without
confusion. For simplicity, ‖ · ‖L2 := ‖ · ‖. C denotes the generic positive constants which are
independent of the variables α, x and t, except for additional explanations.
2 Preliminaries
In this section, we recall some properties of the viscous shock wave of (1.7), we refer to
[25, 26] for more details.
The viscous shock wave of the Navier-Stokes system (1.7) takes the formula (V,U)(ξ)(ξ =
x− st) where s is the shock speed. The viscous shock wave (V,U)(x− st) connecting (v−, u−)
and (v+, u+) satisfies 

−sVξ − Uξ = 0,
−sUξ + p(V )ξ = α
( Uξ
V 1+α
)
ξ
,
(V,U)(±∞) = (v±, u±).
(2.1)
From this, we can get the following result.
Proposition 2.1. For any (v±, u±) with v− > v+ > 0 and s < 0, which satisfy (1.12) and
(1.13), the viscous shock wave (V,U)(ξ) connecting (v−, u−) and (v+, u+) for the system (1.7)
exists uniquely up to a shift and satisfies
0 < v+ < V (ξ) < v−, u+ < U(ξ) < u−. (2.2)
|V (ξ)− v±| ≤ Cδe
− cδ
α
|x−st|,
|U(ξ)− u±| ≤ Cδe
− cδ
α
|x−st|,
(2.3)
|∂x(V,U)| ≤
C
α
δ2e−
cδ
α
|x−st|, (2.4)
|∂xx(V,U)| ≤
C
α2
δ2e−
cδ
α
|x−st|, (2.5)
∂xU < 0. (2.6)
The proof of this proposition is similar to the argument in [25], we omit it here.
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3 Reformulation of the original problem
For the convenience of the analysis, we reformulate the system (1.7) by changing the
variables
y =
x
α
, τ =
t
α
. (3.1)
Then the system (1.7) becomes{
vτ − uy = 0,
uτ + p(v)y =
( uy
v1+α
)
y
,
y ∈ R, τ ≥ 0. (3.2)
In order to approximate the 1-shock, we define
V˜ (y, τ) := V (y − sτ) = V (
x− st
α
) =: V α(x, t), (3.3)
U˜(y, τ) := U(y − sτ) = U(
x− st
α
) =: Uα(x, t), (3.4)
and (V˜ , U˜) satisfies 

V˜τ − U˜y = 0,
U˜τ + p(V˜ )y =
( U˜y
V˜ 1+α
)
y
,
y ∈ R, τ ≥ 0. (3.5)
Let the above approximate solutions at t = 0 to be the initial data of the Navier-Stokes
system (1.7), i.e.,
(v, u)(x, t = 0) = (V α, Uα)(x, 0). (3.6)
We study the system (3.2) by the antiderivative technique. Let
φ(y, τ) = (v − V˜ )(y, τ), ψ(y, τ) = (u− U˜)(y, τ). (3.7)
and define
Φ(y, τ) =
∫ y
−∞
φ(z, τ)dz, Ψ(y, τ) =
∫ y
−∞
ψ(z, τ)dz. (3.8)
By our initial data (3.6), we have
(Φ,Ψ)(y, τ = 0) = 0. (3.9)
Then (3.2) and (3.5) show

Φτ −Ψy = 0,
Ψτ + p(v)− p(V˜ ) =
uy
v1+α
−
U˜y
V˜ 1+α
.
(3.10)
We linearize (3.10) around the approximate profile (V˜ , U˜) to obtain

Φτ −Ψy = 0,
Ψτ + p
′(V˜ )Φy =
Ψyy
V˜ 1+α
+Q,
(3.11)
where
Q = −
(
p(v)− p(V˜ )− p′(V˜ )(v − V˜ )
)
+
( 1
v1+α
−
1
V˜ 1+α
)(
Ψyy + U˜y
)
. (3.12)
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In (3.12),
1
v1+α
−
1
V˜ 1+α
= −(1 + α)
v¯α
(vV˜ )1+α
Φy, (3.13)
where the quantity v¯ is between v and V˜ .
According to Proposition 2.1, substituting (3.13) into (3.12), we can get
Q ≤ C(Φ2y + |ΦyΨyy|+ |ΦyU˜y|)
≤ C(Φ2y + |ΦyΨyy|) + Cδ
2e−cδ|y|−cδ|τ ||Φy|.
(3.14)
We look for the solution to (3.11) in the following functional space:
X(I) =
{
(Φ,Ψ) ∈ C(I;H2);Ψy ∈ L
2(I;H2)
}
(3.15)
where I ⊂ R is any interval. Now we can show the following result.
Theorem 3.1. There are positive constants δ0 and C such that, if δ ≤ δ0, then there exists a
unique solution (Φ,Ψ)(τ) ∈ X([0, T ]) to (3.11) and (3.9). Furthermore, it holds that
‖(Φ,Ψ)(τ)‖2H2 +
∫ τ
0
∫
|U˜y|Ψ
2dyds +
∫ τ
0
‖Φy(s)‖
2
H1 + ‖Ψy(s)‖
2
H2ds ≤ Cδ
1
3 . (3.16)
To obtain Theorem 3.1, we combine the local existence of the solution with the a priori
estimates. The proof of the local existence is standard, we omit it. Thus, we only need to obtain
the following a priori estimate. To begin with, we make the following a priori assumption
N(T ) := sup
τ∈[0,T ]
‖(Φ,Ψ)(τ)‖2H2 ≤ η0 (3.17)
where [0, T ] is a time interval on which the solution is supposed to exist, and η0 is a positive
small constant which is to be determined.
Proposition 3.2. (A priori estimates) Assume that there exists a solution (Φ,Ψ) ∈ X([0, T ])
to (3.11) and (3.9). Then there exist positive constants δ0, η0 and C such that, if δ ≤ δ0 and
N(T ) ≤ η0, then (Φ,Ψ) satisfies for τ ∈ [0, T ],
‖(Φ,Ψ)(τ)‖2H2 +
∫ τ
0
∫
| U˜y | Ψ
2dyds +
∫ τ
0
‖Φy(s)‖
2
H1 + ‖Ψy(s)‖
2
H2ds ≤ Cδ
1
3 . (3.18)
4 Proof of Proposition 3.2
In this section, we prove Proposition 3.2. It can be obtained by the following lemmas.
From the a priori assumption (3.17) with η0 > 0 small enough, it holds that
1
4
v+ ≤ v ≤ 2v+. (4.1)
Lemma 4.1. If δ0 and η0 are suitable small, for 0 ≤ τ ≤ T , it holds for δ ≤ δ0 that
‖(Φ,Ψ)(τ)‖2 +
∫ τ
0
∫
| U˜y | Ψ
2dyds+
∫ τ
0
‖Ψy(s)‖
2ds
≤ Cδ + C(η
1
2
0 + δ
2)
∫ τ
0
‖Φy(s)‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy(s)‖
2ds.
(4.2)
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Proof. Multiplying (3.11)1 by Φ, (3.11)2 by −
Ψ
p′(V˜ )
, we obtain
(1
2
Φ2
)
τ
− ΦΨy = 0, (4.3)
and
−ΨτΨ
1
p′(V˜ )
−ΨΦy =
ΨΨyy
V˜ 1+α|p′(V˜ )|
−
Ψ
p′(V˜ )
Q. (4.4)
Since
−ΨτΨ
1
p′(V˜ )
−ΨΦy = −
( 1
2p′(V˜ )
Ψ2
)
τ
+
( 1
2p′(V˜ )
)
τ
Ψ2 −ΨΦy
=
( 1
2|p′(V˜ )|
Ψ2
)
τ
−
p′′(V˜ )
2(p′(V˜ ))2
V˜ τΨ2 −ΨΦy,
(4.5)
and
ΨΨyy
V˜ 1+α|p′(V˜ )|
−
Ψ
p′(V˜ )
Q
=
( ΨΨy
V˜ 1+α|p′(V˜ )|
)
y
−
Ψ2y
V˜ 1+α|p′(V˜ )|
−
( 1
V˜ 1+α|p′(V˜ )|
)
y
ΨΨy +
Ψ
|p′(V˜ )|
Q.
(4.6)
Substituting (4.5) and (4.6) into (4.4) shows
( 1
2|p′(V˜ )|
Ψ2
)
τ
−
p′′(V˜ )
2|p′(V˜ )|2
V˜ τΨ2 − ΦyΨ
=
( ΨΨy
V˜ 1+α|p′(V˜ )|
)
y
−
Ψ2y
V˜ 1+α|p′(V˜ )|
−
( 1
V˜ 1+α|p′(V˜ )|
)
y
ΨΨy +
Ψ
|p′(V˜ )|
Q.
(4.7)
Adding the above two equations (4.3), (4.7) then integrating it, we have∫ τ
0
∫
(
1
2
Φ2 +
1
2|p′(V˜ )|
Ψ2)τdyds−
∫ τ
0
∫
p′′(V˜ )
2|p′(V˜ )|2
V˜ τΨ2dyds+
∫ τ
0
∫
Ψ2y
V˜ 1+α|p′(V˜ )|
dyds
=
∫ τ
0
∫ ( ΨΨy
V˜ 1+α|p′(V˜ )|
+ΦΨ
)
y
dyds −
∫ τ
0
∫ ( 1
V˜ 1+α|p′(V˜ )|
)
y
ΨΨydyds
+
∫ τ
0
∫
Ψ
|p′(V˜ )|
Qdyds.
(4.8)
We now estimate the terms in the above formula. Applying (3.5) and Proposition 2.1, one
can get
−
∫ τ
0
∫
p′′(V˜ )
2|p′(V˜ )|2
V˜ τΨ2dyds =
∫ τ
0
∫
p′′(V˜ )
2|p′(V˜ )|2
|U˜y|Ψ
2dyds, (4.9)
∫ τ
0
∫ ( ΨΨy
V˜ 1+α|p′(V˜ )|
+ΦΨ
)
y
dyds = 0, (4.10)
and
−
∫ τ
0
∫ ( 1
V˜ 1+α|p′(V˜ )|
)
y
ΨΨydyds ≤ C
∫ τ
0
∫
|V˜yΨΨy|dyds
≤ Cδ
∫ τ
0
∫
|U˜y|
1
2 |ΨΨy|dyds
≤ Cδ
∫ τ
0
∫
Ψ2ydyds+ Cδ
∫ τ
0
∫
|U˜y|Ψ
2dyds,
(4.11)
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here we have used the fact that
|V˜y| = |
1
s
V˜τ | = |
1
s
U˜y| ≤ Cδ|U˜y|
1
2 . (4.12)
It follows from (3.14) that
−
∫ τ
0
∫
Ψ
p′(V˜ )
Qdyds ≤ C
∫ τ
0
∫
|ΨQ|dyds
≤ C
∫ τ
0
∫
|ΨΦ2y|dyds+ C
∫ τ
0
∫
|ΨΦyΨyy|dyds + Cδ
2
∫ τ
0
∫
e−cδ|y|−cδ|s||ΨΦy|dyds
=:
3∑
i=1
Ii.
(4.13)
Using (3.17), Cauchy inequality and Sobolev’s interpolation inequality, we have
I1 ≤ η
1
2
0
∫ τ
0
‖Φy‖
2ds, (4.14)
I2 ≤ Cη
1
2
0
∫ τ
0
‖Φy‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy‖
2ds, (4.15)
and
I3 ≤ Cδ
2
∫ τ
0
∫
e−2cδ|y|−2cδ|s|Ψ2dyds+ Cδ2
∫ τ
0
∫
Φ2ydyds
≤ Cδ2
∫ τ
0
e−2cδ|s|‖Ψ‖2L∞ds
∫
e−2cδ|y|dy + Cδ2
∫ τ
0
∫
Φ2ydyds
≤ Cδ
∫ τ
0
e−2cδ|s|‖Ψ‖‖Ψy‖ds + Cδ
2
∫ τ
0
‖Φy‖
2ds
≤ Cδη
1
2
0
∫ τ
0
e−2cδ|s|‖Ψy‖ds + Cδ
2
∫ τ
0
‖Φy‖
2ds
≤ Cδ2
∫ τ
0
e−4cδ|s|ds +Cη0
∫ τ
0
‖Ψy‖
2ds+ Cδ2
∫ τ
0
‖Φy‖
2ds
≤ Cδ + Cη0
∫ τ
0
‖Ψy‖
2ds+ Cδ2
∫ τ
0
‖Φy‖
2ds.
(4.16)
Thus,
−
∫ τ
0
∫
Ψ
p′(V˜ )
Qdyds
≤ C(η
1
2
0 + δ
2)
∫ τ
0
‖Φy‖
2ds+ Cη0
∫ τ
0
‖Ψy‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy‖
2ds+ Cδ.
(4.17)
Now returning to (4.8), we can easily obtain the estimate (4.2).
Lemma 4.2. If δ0 and η0 are suitable small, for 0 ≤ τ ≤ T , it holds for δ ≤ δ0 that
‖Φ(τ)‖2H1 + ‖Ψ(τ)‖
2 +
∫ τ
0
∫
|U˜y|Ψ
2dyds+
∫ τ
0
‖Φy(s)‖
2ds+
∫ τ
0
‖Ψy(s)‖
2ds
≤ Cδ + Cη
1
2
0
∫ τ
0
‖Ψyy(s)‖
2ds.
(4.18)
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Proof. It follows from (3.11)1 that Ψy = Φτ . Substituting it into (3.11)2, we can obtain
1
V˜ 1+α
Φyτ − p
′(V˜ )Φy −Ψτ = −Q. (4.19)
Multiplying (4.19) by Φy, then integrating the result formula, we have∫ τ
0
∫
1
2V˜ 1+α
(Φ2y)τdyds−
∫ τ
0
∫
p′(V˜ )Φ2ydyds−
∫ τ
0
∫
ΨτΦydyds = −
∫ τ
0
∫
QΦydyds.
(4.20)
The left side of (4.20) is∫ τ
0
∫
(
1
2V˜ 1+α
Φ2y −ΨΦy)τdyds −
∫ τ
0
∫
(
1
2V˜ 1+α
)τΦ
2
ydyds+
∫ τ
0
∫
ΨΦyτdyds
+
∫ τ
0
∫
|p′(V˜ )|Φ2ydyds
=
∫
(
1
2V˜ 1+α
Φ2y −ΨΦy)dy −
∫ τ
0
∫
(
1
2V˜ 1+α
)τΦ
2
ydyds −
∫ τ
0
∫
Ψ2ydyds
+
∫ τ
0
∫
|p′(V˜ )|Φ2ydyds,
(4.21)
then we deduce∫
1
2V˜ 1+α
Φ2ydy +
∫ τ
0
∫
|p′(V˜ )|Φ2ydyds
=
∫ τ
0
∫
Ψ2ydyds+
∫
ΨΦydy +
∫ τ
0
∫
(
1
2V˜ 1+α
)τΦ
2
ydyds −
∫ τ
0
∫
QΦydyds
=:
∫ τ
0
∫
Ψ2ydyds+
6∑
i=4
Ii.
(4.22)
Employing (3.14), Proposition 2.1, ǫ-Young inequality and the Sobolev interpolation in-
equality, we can get the estimates of I4-I6, respectively.
I4 ≤ ǫ‖Φy‖
2 + C‖Ψ‖2, (4.23)
where ǫ is a suitable small and fixed constant.
I5 ≤ Cδ
2
∫ τ
0
‖Φy‖
2ds, (4.24)
and
I6 ≤ C
∫ τ
0
∫
|Φy|
3dyds + C
∫ τ
0
∫
|Ψyy|Φ
2
ydyds + Cδ
2
∫ τ
0
∫
e−cδ|y|−cδ|s|Φ2ydyds
≤ C(η
1
2
0 + δ
2)
∫ τ
0
‖Φy‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy‖
2ds.
(4.25)
Taking the above estimates into (4.22), we have
‖Φy‖
2 +
∫ τ
0
‖Φy‖
2ds
≤ ǫ‖Φy‖
2 + C(ǫ)‖Ψ‖2 + C(η
1
2
0 + δ
2)
∫ τ
0
‖Φy‖
2ds+
∫ τ
0
‖Ψy‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy‖
2ds.
(4.26)
9
By using the smallness of ǫ, δ and η0, we have
‖Φy‖
2 +
∫ τ
0
‖Φy‖
2ds ≤ C‖Ψ‖2 +
∫ τ
0
‖Ψy‖
2ds+ Cη
1
2
0
∫ τ
0
‖Ψyy‖
2ds. (4.27)
Then combining Lemma 4.1 with (4.27), we complete the proof of Lemma 4.2.
Lemma 4.3. If δ0 and η0 are suitable small, for 0 ≤ τ ≤ T , it holds for δ ≤ δ0 that
‖φ‖2H1 + ‖ψ‖
2 +
∫ τ
0
‖φy(s)‖
2ds +
∫ τ
0
‖ψy(s)‖
2ds ≤ Cδ
1
3 + Cη
1
2
0
∫ τ
0
‖ψyy‖
2ds. (4.28)
Proof. Differentiate (3.10) with respect to y gives

φτ − ψy = 0,
ψτ + p
′(v)vy − p
′(V˜ )V˜y = (
uy
v1+α
)y − (
U˜y
V˜ 1+α
)y,
(4.29)
where
p′(v)vy − p
′(V˜ )V˜y = (p
′(v)− p′(V˜ ))vy + p
′(V˜ )φy, (4.30)
and
(
uy
v1+α
)y − (
U˜y
V˜ 1+α
)y = (
ψy
v1+α
)y + [U˜y(
1
v1+α
−
1
V˜ 1+α
)]y. (4.31)
Thus (4.29) can be rewritten as

φτ − ψy = 0,
ψτ + p
′(V˜ )φy = (
ψy
v1+α
)y +Q1,
(4.32)
where
Q1 = (U˜y(
1
v1+α
−
1
V˜ 1+α
))y − (p
′(v)− p′(V˜ ))vy. (4.33)
Multiplying (4.32)1 by φ, (4.32)2 by
ψ
|p′(V˜ )|
and adding them up, then integrating the result
formula on [0, τ ] ×R, we have∫ τ
0
∫
(φφτ − φψy +
1
|p′(V˜ )|
ψψτ − ψφy)dyds
=
∫ τ
0
∫
ψ
|p′(V˜ )|
(
ψy
v1+α
)ydyds +
∫ τ
0
∫
ψ
|p′(V˜ )|
Q1dyds.
(4.34)
The left side of (4.34) is∫ τ
0
∫
(φφτ − φψy +
1
|p′(V˜ )|
ψψτ − ψφy)dyds
=
1
2
∫
(φ2 +
1
|p′(V˜ )|
ψ2)dy −
∫ τ
0
∫
p′′(V˜ )
2|p′(V˜ )|2
V˜τψ
2dyds.
(4.35)
Using the integration by parts, one can get∫ τ
0
∫
ψ
|p′(V˜ )|
(
ψy
v1+α
)ydyds+
∫ τ
0
∫
ψ
|p′(V˜ )|
Q1dyds
= −
∫ τ
0
∫
1
|p′(V˜ )|
1
v1+α
ψ2ydyds −
∫ τ
0
∫
(
1
|p′(V˜ )|
)y
1
v1+α
ψψydyds+
∫ τ
0
∫
ψ
|p′(V˜ )|
Q1dyds.
(4.36)
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Putting the above two formula to (4.34) leads to
1
2
∫
(φ2 +
1
|p′(V˜ )|
ψ2)dy +
∫ τ
0
∫
1
|p′(V˜ )|
1
v1+α
ψ2ydyds
=
∫ τ
0
∫
p′′(V˜ )
2|p′(V˜ )|2
V˜τψ
2dyds−
∫ τ
0
∫
(
1
|p′(V˜ )|
)y
1
v1+α
ψψydyds+
∫ τ
0
∫
ψ
|p′(V˜ )|
Q1dyds
=:
9∑
i=7
Ii.
(4.37)
Using Propostion 2.1 and Cauchy inequality, we have
I7 ≤ Cδ
2
∫ τ
0
∫
ψ2dyds, (4.38)
and
I8 ≤ Cδ
2
∫ τ
0
∫
ψ2dyds+ Cδ2
∫ τ
0
∫
ψ2ydyds. (4.39)
It follows from the integration by parts that
I9 = −
∫ τ
0
∫
(
1
|p′(V˜ )|
)yψU˜y(
1
v1+α
−
1
V˜ 1+α
)dyds −
∫ τ
0
∫
1
|p′(V˜ )|
ψyU˜y(
1
v1+α
−
1
V˜ 1+α
)dyds
−
∫ τ
0
∫
ψ
|p′(V˜ )|
(p′(v)− p′(V˜ ))(φy + V˜y)dyds
=:
3∑
i=1
Ki.
(4.40)
K1 ≤ C
∫ τ
0
∫
|V˜yψU˜yφ|dyds ≤ Cδ
4
∫ τ
0
∫
|ψφ|dyds
≤ Cδ4
∫ τ
0
∫
ψ2dyds + Cδ4
∫ τ
0
∫
φ2dyds,
(4.41)
K2 ≤ Cδ
2
∫ τ
0
∫
|ψyφ|dyds ≤ Cδ
2
∫ τ
0
∫
ψ2ydyds+ Cδ
2
∫ τ
0
∫
φ2dyds, (4.42)
and
K3 ≤ C
∫ τ
0
∫
|ψ(φy + V˜y)|dyds
≤ C
∫ τ
0
∫
|ψφy|dyds +C
∫ τ
0
∫
|ψV˜y |dyds
≤ ǫ
∫ τ
0
‖φy‖
2ds+ C
∫ τ
0
‖ψ‖2ds+ Cδ2
∫ τ
0
e−cδ|s|‖ψ‖L∞ds
∫
e−cδ|y|dy
≤ ǫ
∫ τ
0
‖φy‖
2ds+ C
∫ τ
0
‖ψ‖2ds+ Cδ
∫ τ
0
e−cδ|s|‖ψ‖
1
2 |ψy‖
1
2 ds
≤ ǫ
∫ τ
0
‖φy‖
2ds+ C
∫ τ
0
‖ψ‖2ds+ sup
τ∈[0,T ]
‖ψ‖2
∫ τ
0
‖ψy‖
2ds+ Cδ
4
3
∫ τ
0
e−
4
3
cδ|s|ds
≤ ǫ
∫ τ
0
‖φy‖
2ds+ C
∫ τ
0
‖ψ‖2ds+ η0
∫ τ
0
‖ψy‖
2ds+ Cδ
1
3 ,
(4.43)
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where ǫ is a suitable small and fixed constant.
Putting K1,K2 and K3 into (4.40), we can get that
I9 ≤ C(1 + δ
4)
∫ τ
0
‖ψ‖2ds+ Cδ2
∫ τ
0
‖φ‖2ds+ C(η0 + δ
2)
∫ τ
0
‖ψy‖
2ds
+ǫ
∫ τ
0
‖φy‖
2ds+ Cδ
1
3 .
(4.44)
Returning to (4.37) and applying Lemma 4.2, one can obtain
‖φ‖2 + ‖ψ‖2 +
∫ τ
0
‖ψy‖
2ds ≤ Cδ
1
3 + ǫ
∫ τ
0
‖φy‖
2ds. (4.45)
On the other hand, substituting (4.32)1 into (4.32)2 gives
ψτ + p
′(V˜ )φy = (ψy(
1
v1+α
−
1
V˜ 1+α
))y + (
ψy
V˜ 1+α
)y +Q1
= (ψy(
1
v1+α
−
1
V˜ 1+α
))y +
φyτ
V˜ 1+α
+ (
1
V˜ 1+α
)yψy +Q1,
(4.46)
i.e.
φyτ
V˜ 1+α
− ψτ − p
′(V˜ )φy = −(
1
V˜ 1+α
)yψy − (ψy(
1
v1+α
−
1
V˜ 1+α
))y −Q1. (4.47)
Multiplying (4.47) by φy, we have∫ τ
0
∫
1
2V˜ 1+α
(φ2y)τ − φyψτ − p
′(V˜ )φ2ydyds
=
∫ τ
0
∫
−(
1
V˜ 1+α
)yψyφy − (ψy(
1
v1+α
−
1
V˜ 1+α
))yφy −Q1φydyds.
(4.48)
Integrating by parts and using (4.32)1 yield∫ τ
0
∫
1
2V˜ 1+α
(φ2y)τ − φyψτ − p
′(V˜ )φ2ydyds
=
∫
φ2y
2V˜ 1+α
dy −
∫ τ
0
∫
(
1
2V˜ 1+α
)τφ
2
ydyds−
∫
φyψdy
+
∫ τ
0
∫
ψyyψdyds +
∫ τ
0
∫
|p′(V˜ )|φ2ydyds.
(4.49)
Returning to (4.48), we have
∫
(
φ2y
2V˜ 1+α
− φyψ)dy +
∫ τ
0
∫
|p′(V˜ )|φ2ydyds
= −
∫ τ
0
∫
ψyyψdyds+
∫ τ
0
∫
(
1
2V˜ 1+α
)τφ
2
ydyds−
∫ τ
0
∫
(
1
V˜ 1+α
)yψyφydyds
−
∫ τ
0
∫
(ψy(
1
v1+α
−
1
V˜ 1+α
))yφydyds −
∫ τ
0
∫
Q1φydyds
=:
14∑
i=10
Ii.
(4.50)
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I10 =
∫ τ
0
∫
ψ2ydyds, (4.51)
I11 ≤ Cδ
2
∫ τ
0
∫
φ2ydyds, (4.52)
I12 ≤ Cδ
2
∫ τ
0
∫
ψ2ydyds+ Cδ
2
∫ τ
0
∫
φ2ydyds. (4.53)
and
I13 = −
∫ τ
0
∫
ψyy(
1
v1+α
−
1
V˜ 1+α
)φydyds−
∫ τ
0
∫
ψy(
1
v1+α
−
1
V˜ 1+α
)yφydyds
= −(1 + α)
∫ τ
0
∫
v¯α
(vV˜ )1+α
φφyψyydyds− (1 + α)
∫ τ
0
∫
(
v¯αφ
(vV˜ )1+α
)yφyψydyd
=: K4 +K5
(4.54)
Since
K4 ≤ Cη
1
2
0
∫ τ
0
‖φy‖
2ds +Cη
1
2
0
∫ τ
0
‖ψyy‖
2ds, (4.55)
and
K5 ≤ C
∫ τ
0
∫
|ψyφφ
2
y|+ |V˜yψyφφy|+ |ψyφ
2
y|dyds
≤ Cη
1
2
0
∫ τ
0
‖ψy‖L∞‖φy‖
2ds+ Cδ2η
1
2
0
∫ τ
0
∫
|ψyφy|dyds+ C
∫ τ
0
‖ψy‖L∞‖φy‖
2ds
≤ Cη
1
2
0
∫ τ
0
‖ψy‖
1
2 ‖ψyy‖
1
2 ‖φy‖
1
2 ‖φy‖
1
2 ‖φy‖ds +Cδ
2η
1
2
0
∫ τ
0
‖ψy‖
2ds +Cδ2η
1
2
0
∫ τ
0
‖φy‖
2ds
+C
∫ τ
0
‖ψy‖
1
2‖ψyy‖
1
2
L2
‖φy‖
1
2 ‖φy‖
1
2 ‖φy‖ds
≤ Cη0
∫ τ
0
‖ψy‖‖φy‖+ ‖ψyy‖‖φy‖ds + Cδ
2η
1
2
0
∫ τ
0
‖ψy‖
2ds+ Cδ2η
1
2
0
∫ τ
0
‖φy‖
2ds
+Cη
1
2
0
∫ τ
0
‖ψy‖‖φy‖+ ‖ψyy‖‖φy‖ds
≤ Cη
1
2
0
∫ τ
0
‖ψy‖
2 + ‖φy‖
2 + ‖ψyy‖
2ds,
(4.56)
thus, we have
I13 ≤ Cη
1
2
0
∫ τ
0
‖ψy‖
2 + ‖φy‖
2 + ‖ψyy‖
2ds. (4.57)
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The estimates of I14 is
I14 = −
∫ τ
0
∫
(U˜y(
1
v1+α
−
1
V˜ 1+α
))yφydyds+
∫ τ
0
∫
(p′(v) − p′(V˜ ))vyφydyds
= −
∫ τ
0
∫
U˜yy(
1
v1+α
−
1
V˜ 1+α
)φydyds−
∫ τ
0
∫
U˜y(
1
v1+α
−
1
V˜ 1+α
)yφydyds
+
∫ τ
0
∫
p′′(η)φ(φy + V˜y)φydyds
≤ Cδ2
∫ τ
0
∫
e−cδ|y−sτ ||φφy|dyds+ Cδ
2
∫ τ
0
∫
e−cδ|y−sτ |
(
|φφ2y|+ |V˜yφφy|+ φ
2
y
)
dyds
+C
∫ τ
0
∫
|φφ2y|dyds+ Cδ
2
∫ τ
0
∫
e−cδ|y−sτ ||φφy|dyds
≤ Cδ2
∫ τ
0
∫
φ2dyds+ C(δ2 + η
1
2
0 )
∫ τ
0
∫
φ2ydyds.
(4.58)
Taking I10-I14 into (4.50) and using Lemma 4.2, we get that∫
(
φ2y
2V˜ 1+α
− φyψ)dy +
∫ τ
0
∫
|p′(V˜ )|φ2ydyds
≤ C(1 + δ2 + η
1
2
0 )
∫ τ
0
∫
ψ2ydyds+ C(δ
2 + η
1
2
0 )
∫ τ
0
∫
φ2ydyds +Cη
1
2
0
∫ τ
0
∫
ψ2yydyds+ Cδ
3.
(4.59)
Using ǫ-Young inequality and (4.45), we have∫
φyψdy ≤ ǫ‖φy‖
2 + C‖ψ‖2 ≤ ǫ‖φy‖
2 + Cδ
1
3 + ǫ
∫ τ
0
‖φy‖
2ds, (4.60)
Thus,
‖ φy‖
2 +
∫ τ
0
‖φy‖
2dyds
≤ Cδ
1
3 +C(1 + δ2 + η
1
2
0 )
∫ τ
0
∫
ψ2ydyds+ Cη
1
2
0
∫ τ
0
∫
ψ2yydyds.
(4.61)
Combining (4.61) with the above estimates, we can obtain
‖φ‖2H1 + ‖ψ‖
2 +
∫ τ
0
‖φy‖
2ds +
∫ τ
0
‖ψy‖
2ds ≤ Cδ
1
3 + Cη
1
2
0
∫ τ
0
‖ψyy‖
2ds. (4.62)
The proof of Lemma 4.3 is completed.
Lemma 4.4. If δ0 and η0 are suitable small, for 0 ≤ τ ≤ T , it holds for δ ≤ δ0 that
‖ψy‖
2 +
∫ τ
0
‖ψyy‖
2ds ≤ Cδ + C(1 + δ2)
∫ τ
0
‖φy‖
2ds+ Cδ2
∫ τ
0
‖ψy‖
2ds. (4.63)
Proof. Multiplying (4.32)2 by −ψyy and integrating the resulting equation over [0, τ ] ×R, we
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have
0 =
∫ τ
0
∫
ψτψyydyds+
∫ τ
0
∫
p′(V˜ )φyψyydyds−
∫ τ
0
∫
(
ψy
v1+α
)yψyydyds −
∫ τ
0
∫
Q1ψyydyds
= −
1
2
∫
ψ2ydy +
∫ τ
0
∫
p′(V˜ )φyψyydyds−
∫ τ
0
∫
1
v1+α
ψ2yydyds −
∫ τ
0
∫
(
1
v1+α
)yψyψyydyds
−
∫ τ
0
∫
Q1ψyydyds,
(4.64)
i.e.
1
2
∫
ψ2ydy +
∫ τ
0
∫
1
v1+α
ψ2yydyds
=
∫ τ
0
∫
p′(V˜ )φyψyydyds−
∫ τ
0
∫
(
1
v1+α
)yψyψyydyds−
∫ τ
0
∫
Q1ψyydyds.
(4.65)
Applying ǫ-Young inequality and Proposition 2.1, we get∫ τ
0
∫
p′(V˜ )φyψyydyds ≤ ǫ
∫ τ
0
∫
ψ2yydyds + C
∫ τ
0
∫
φ2ydyds. (4.66)
∫ τ
0
∫
(
1
v1+α
)yψyψyydyds
≤ C
∫ τ
0
∫
|(φy + V˜y)ψyψyy|dyds
≤ C
∫ τ
0
∫
|φyψyψyy|dyds+ C
∫ τ
0
∫
|V˜yψyψyy|dyds
≤ C
∫ τ
0
‖ψy‖L∞
∫
|φyψyy|dyds + Cδ
2
∫ τ
0
∫
|ψyψyy|dyds
≤ C
∫ τ
0
‖ψy‖
1
2‖ψyy‖
1
2 ‖φy‖‖ψyy‖dyds+ Cδ
2
∫ τ
0
∫
|ψyψyy|dyds
≤ Cη0
1
2
∫ τ
0
‖ψy‖‖ψyy‖dyds + Cη0
1
2
∫ τ
0
‖ψyy‖
2dyds+ Cδ2
∫ τ
0
‖ψy‖
2dyds
+Cδ2
∫ τ
0
‖ψyy‖
2dyds
≤ C(η0
1
2 + δ2)
∫ τ
0
‖ψy‖
2dyds+ C(η0
1
2 + δ2)
∫ τ
0
‖ψyy‖
2dyds,
(4.67)
and the last term of (4.65) is estimated as follow,
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∫ τ
0
∫
Q1ψyydyds
=
∫ τ
0
∫
(U˜y(
1
v1+α
−
1
V˜ 1+α
))yψyydyds−
∫ τ
0
∫
(p′(v)− p′(V˜ ))vyψyydyds
= −
∫ τ
0
∫
U˜yy(
1
v1+α
−
1
V˜ 1+α
)ψyydyds−
∫ τ
0
∫
U˜y(
1
v1+α
−
1
V˜ 1+α
)yψyydyds
−
∫ τ
0
∫
(p′(v)− p′(V˜ ))vyψyydyds
≤ Cδ2
∫ τ
0
∫
e−cδ|y−sτ ||φψyy |dyds+ Cδ
2
∫ τ
0
∫
e−cδ|y−sτ |
(
|φφyψyy|+ |V˜yφψyy|
+φyψyy
)
dyds + C
∫ τ
0
∫
|φφyψyy|dyds + Cδ
2
∫ τ
0
∫
e−cδ|y−sτ ||φψyy|dyds
≤ Cδ2
∫ τ
0
∫
(φ2 + φ2y + ψ
2
yy)dyds
≤ Cδ + Cδ2
∫ τ
0
∫
(φ2y + ψ
2
yy)dyds+ Cη
1
2
0
∫ τ
0
∫
ψ2ydyds.
(4.68)
Consequently, due to the smallness of ǫ, δ, we can obtain (4.63). The proof of Lemma 4.4 is
completed.
Proof of Proposition 3.2. Taking η0 = δ
1
4 , applying the smallness of δ and Lemma 4.1-
Lemma 4.4, we can close a priori assumption (3.17) and then complete the proof of Proposition
3.2.
Proof of Theorem 1.1. Theorems 3.1 gives that there exists a sequence of smooth solu-
tions (vα, uα)(t) to the Navier-Stokes system (1.7) with the well-prepared initial data (3.6) for
all t > 0. From (3.16), we have∫ ∞
0
‖(Φy,Ψy)(τ)‖
2dτ +
∫ ∞
0
∣∣ d
dτ
‖(Φy,Ψy)(τ)‖
2
∣∣dτ <∞, (4.69)
which implies that there exists a sequence {τn}, n = 1, 2, 3, ... with {τn} → +∞ as n → +∞
such that
‖(Φy,Ψy)(τn)‖
2 → 0, as n→ +∞, (4.70)
and lim
τ→+∞
‖(Φy,Ψy)(τ)‖ exists. Consequently,
‖(Φy,Ψy)(τ)‖
2 → 0, as τ → +∞. (4.71)
Applying (3.16), (4.71) and Sobolev’s interpolation inequality lead to
sup
y∈R
|(Φy,Ψy)(y, τ)| ≤ C‖(Φy,Ψy)(τ)‖
1
2 ‖(Φyy,Ψyy)(τ)‖
1
2
≤ C‖(Φy,Ψy)(τ)‖
1
2 → 0, as τ → +∞.
(4.72)
Therefore, we can easily obtain the convergence (1.16) from (4.72) and Proposition 2.1.
The proof of Theorem 1.1 is completed.
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