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Cancer is among the top causes of deaths among women worldwide. These fatalities
are mainly attributed to breast and cervical cancers. Breast cancer has attracted a lot
of attention in the medical and engineering fields due to its widespread public interest.
Advances in the early detection of the cancer tumors have boosted the survival rates
after cancer occurrence. Despite these advances, cervical cancer has not received at-
tention similar to that given to breast cancer. The increase in incidence and mortality
rates corroborate this fact. More importantly, these rates are higher in less devel-
oped regions in the world. Cost-effective and automated approaches for the detection
and classification of cervical cancer will certainly contribute to a drastic decrease in
mortality rates. Machine learning, and more specifically deep learning, approaches
gained maturity in solving challenging medical imaging problems. State-of-the-art im-
xiii
age segmentation and classification paradigms using deep learning make the design
and implementation of fully-automated segmentation and classification pipelines for
cervical cancer a reality. This thesis contributes in this direction by proposing a novel
fully automated system for the segmentation of cervical images, known as cervigrams,
and classification of cervical cancer tumors. Various deep learning models are pro-
posed and evaluated in terms of: 1) accurate segmentation of the region-of-interest
(RoI) near the tumor area 2) correct classification of the cervical tumor with 77%
accuracy. In addition, the automation improvement is measured using the overall
system speed. Our proposed models are faster by a factor of 103 compared to manual
and semi-automated approaches. The overall pipeline efficiency comes at the cost of
a negligible decrease in tumor classification accuracy.
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الرسالة ملخص
اليافعي محمد زيد سم: ا
المتعمق التعليم تقنيات بٕاستخدمام الرحم عنق سرطان وتقسيم تصنيف الدراسة: عنوان
الحاسوب علوم التخصص:
1440 / ٓخر ا ربيع العلمية: الدرجة تاريخ
سرطان و الثدي بسرطان غالباً مرتبطة تكون الوفيات هذه العالم. حول النساء في الوفيات مسببات أهم من السرطان يعتبر
السرطان اكتشاف مجال في التطور نتشاره. ٕ والهندسي الطبي الجانب من هتمام ٕ ا من الكثير كسب الثدي سرطان الرحم.
الوفيات ت حا زيادة هتمام. ٕ ا من يستحقه ما الرحم سرطان يكسب لم التطورات هذه من بالرغم النجاة. ت حا لزيادة إدى
اكتشاف في ٓلية ا مكلفة الغير الطرق متطورة. الغير الدول في تزداد الوفية ت حا أهمية، أكثر بشكل الحقيقة. هذه يدعم
بشكل تطورت المتعمق والتعليم ٓلة ا تعلم عام. بشكل الوفيات ت حا من والتقليل الناس حياة بتطوير سيقوم الرحم سرطان
مجال في جديدة طريقة تطوير ل خ من المجال هذا في تساهم الرسالة هذه المعقدة. الطبية المشاكل حل مجال في كثير
بشكل تصنيفها وكذلك السرطان منطقة ٔكتشاف المقترحة النماذج من العديد نقدم الرحم. سرطان واكتشاف تصنيف
النظام جودة على يؤثر مباشر غير بشكل هذا حالياً. المتوفرة الطرق عن مرة ب1000 أسرع تعتبر المقترحة الطريقة صحيح.
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Cancer arises in the body when the cells of a specific organ start to grow abnormally.
Cancerous cells can affect many organs like the brain, the lungs, etc. Cervical cancer
is the cancer that attacks the cervix of a woman. The cervix is the neck-shape passage
at the bottom of the uterus. In developing countries, cervical cancer is ranked third
as the most fatal type of cancer [9]. In 2012 around half a million incidences of
cervical cancer were diagnosed and nearly half of that number of deaths is estimated
[9]. Around 700 deaths happen each day due to cervical cancer [10]. These numbers
seem to be only rising as it is expected that the number of deaths to reach around
400,000 by 2030 [11]. Cervical cancer screening is the process by which a test is
performed to check the existence of abnormal tissues or cancerous cells in the cervix.
Screening can help curing cervical cancer by the detection of cervical intraepithelial
neoplasia (CIN) which indicates abnormal changes in the cervix. CIN can be separated
into the following categories: CIN1, CIN2 and CIN3. While, CIN1 needs observation
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only, CIN 2/3+ require treatment. Physicians rely on different screening methods
to differentiate between these types to decide if the patient needs treatment or not.
Current screening methods include Pap tests, human Papillomavirus (HPV) testing
and visual inspection [12]. A Pap test defines the process of taking a sample from
the cervix and inspecting it under a microscope. However, the Pap test suffers from
6-55 % false-negative rate [13]. The HPV test is a DNA test that detects cervical
cancer by associating it with a specific human Papillomavirus . Usually this test
is not recommended as it suffers from a high false positive rate [14]. Furthermore,
the cost of such tests is quite high. In developing countries, it is difficult to afford
these tests hence they depend on visual inspection. However, visual inspection can be
tricky and requires expertise which lacks in such countries. Cervix shape, color and
texture can help physicians decide which treatment to be taken thereafter [15]. Hence,
detecting these types is related to the expertise of the physician which is not available
in developing countries. Digital Cervicography refers to the process of capturing a
photo of the cervix named (cervigram). Usually this is done after the application of




We depend on visual inspection in order to detect cervical cancer. Given a cervigram
image we need to classify it into one of two categories. The first one is either normal
or mild intraepithelial neoplasia called (CIN1). We consider this as the negative class.
CIN1 does not require further treatment. The second category is moderate/sever
intraepithelial neoplasia (CIN 2/3+). This also includes cancer which is usually con-
sidered to be CIN4. Figure 1.1 shows a cervigram for each grade of cancer.
Figure 1.1: Cervigrams for each grade of cervical cancer.
It is also important to extract the region of interest from the images. As we see
from the images in Figure 1.2 that there are some features in the images that might
cause our classifiers to fail. For instance, the images include a black boundary that
increases the size of the images and isn’t a feature of a certain class. Moreover, there
are some medical equipment that appear in the some images which might cause our
classifiers to get confused. So, one important task in our work is to able to extract
the region of interest which mostly contribute to the classification of the process.
3
Figure 1.2: On the left we have some negative samples and on the right column we
have some positive samples.
4
1.3 Thesis Contributions
As illustrated in the previous section we want to classify each image into one of two
categories: positive class or negative class. We provide an overall architecture to solve
cervical cancer segmentation and classification. We suggest a fully automated ap-
proach for cervical cancer segmentation and classification using neural networks. The
process contains data collection, segmentation, preprocessing, augmentation, feature
extraction and classification. First, we collect a labeled dataset that associates each
cervigram with either positive or negative class. We then provide a segmentation
approach for detecting the area of interest in the cervigram. Our approach is faster
compared to other procedures in the literature with a comparable performance. Fur-
thermore, our approach’s segmentation time depend on the size of the dataset we are
training on. We prove that our segmentation approach is 103 better than the methods
available in the literature for such domain. After that, we compare between different
classifiers for cervix classification. The first approach is using hand-crafted features
using three descriptors. The hand-crafted features are a pyramid of locally binary pat-
terns (PLBP), a pyramid histogram in the L*a*b* color space (PLAB) and a pyramid
histogram of oriented gradients (PHOG). We compare this approach to automated
approaches using convolutional neural networks (CNNs) feature extractions. We use
various metrics to compare the two approaches and analyze the results.
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1.4 Thesis Organization
We start by a literature review of cervical cancer in chapter 2. We discuss the known
causes, non-computer aided detection methods and the cures available in the literature.
We summarize the approaches in the literature that use computer-aided approaches
for the diagnosis of cervical cancer. We discuss different machine learning and non-
machine learning approaches. The next chapter explains deep learning approaches in
general for computer vision classification and segmentation. We discuss the general
architecture of convolutional neural networks (CNNs) including the different layers,
activation functions, regularization approaches and finalize with classification layers.
We then describe in details deep learning architectures for classification and segmen-
tation like AlexNet, VGG, Inception, ResNet, YOLO, etc ... In chapter 4 we describe
a fully automated approach for cervix segmentation and classification. We discuss, the
proposed approach, training and hyper-paramters tuning and validation and testing.
Chapter 5 discusses the evaluation approach for the discussed pipeline. We discuss
the experiment setup, system configuration and the used dataset with appropriate
analysis. We also evaluate our approach for segmentation and classification. We com-
pare our segmentation approach to other methods in the literature. We also compare
hand-crafted features with convolutional neural networks for classification.
Finally, we conclude the thesis with recommendations and possible future work to





The cervix is the neck-shape passage at the bottom of the uterus. In developing coun-
tries, cervical cancer is ranked third as the most fatal type of cancer [9]. Also, Cervical
cancer is considered the second most common type of cancer in women with age range
in (15, 44) years around the world [16]. More than 80% of deaths attributed to the
disease occur in developing countries [16]. In 2012 around half a million incidences of
cervical cancer were diagnosed and nearly half of that number of deaths is estimated
[9]. Around 700 deaths happen each day due to cervical cancer [10]. These numbers
seem to be only rising as it is expected that the number of deaths to reach around
400,000 by 2030 [11].
Cervical cancer could be divided into three different types. The mild intraepithe-
lial neoplasia (CIN1) does not need treatment. While moderate/sever intraepithelial
neoplasia (CIN 2/3+) require treatment.
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2.2 Cervical Cancer: Causes, Detection and Cures
Epidemiological studies have proven that the relation of human papillomavirus (HPV)
to cervical cancer is evident. These results are separated from other risks and inter-
estingly consistent in several countries around the world [17]. Moreover, Walboomers
et al. show that is a major reason for invasive cervical cancer around the globe [18].
Different samples taken from different geographic regions show prevalence in cancer
biopsy associated with papillomavirus DNA from a cervical carcinoma [19]. Radio-
therapy and chemotherapy that contain cisplatin increase the rates of survival among
women with locally advanced cervical cancer [20].
2.3 Computer-Aided Detection and Diagnosis of
Cervical Cancer
In this section we discuss the computer aided approaches for the detection and diag-
nosis of cervical cancer.
2.3.1 Non-machine Learning Approaches for Cervical Cancer
Segmentation and Classification
Mange discusses the use of computer-based algorithms to detect cancerous cell in
the cervix [21]. It suggests the usage of PAPNET cytological screening system for
the detection of abnormal cells. It uses the conventional PAP smears along with
a neural network for the automation of the process of detecting precancerous tests.
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Other methods suggest using segmentation to extract the cervical cell nuclei images.
Bamford and Lovell suggest the use of an active contour method for the extraction
of the cervical cell nuclei [?], [?]. A region of interest is first identified then a specific
number of contours are extracted. After that, a specific algorithm is used to extract
the most relevant contours [22]. On the other hand, other methods suggest the use of
feature extraction techniques. Chang et al. suggest using the size and deformation of
the cell nuclei to categorize the cell nuclei as abnormal [23]. A pre-processing method
is first applied to get rid of the noisy parts of the image then the cell nuclei is extracted
[23]. They suggest using two complementary approaches to classify the cells which
are gray-level and energy method to extract the abnormal cells [23]. Kim and Huang
suggest using an optimized bounding box method to segment the cervix. K bounding
boxes are extracted from similar images using a similarity metric and the best one is
chosen using a combination of Euclidean distance and intersection over union metrics
[24]. Song et al. used a Sobel filter to detect the cervix and a multi-model approach
for classification [25]. The classification methods collects information from cervigrams
and different clinical tests to reach a conclusion about the patient. They evaluate a
similarity measure on the data level and cervigrams level to extract a label for the
current patient.
2.3.2 Cervical Cancer Segmentation and Classification
Song et al. compared the quality of two approaches for classification: majority vot-
ing method and support vector machines (SVM) [25]. These classifiers operate on
hand crafted features that include colour features and texture features . Kim and
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Huang compared between automated feature extraction classifiers like support vector
machines(SVM), random forests, convolutional neural networks (CNN), etc ... and
hand-crafted features like pyramid of locally binary patterns (PLBP), pyramid his-
togram in the L*a*b* color space (PLAB) and pyramid histogram of oriented gradients
(PHOG) [24]. The segmented image is first re sized to (300, 250) as suggested by [24].
Color and texture of the cervix seem to be good descriptors for cervix classification
as suggested by [24]. PLAB, calculates a pyramid of histograms in the L*a*b* color
space space. The image is first converted to the L*a*b* space. Then a histogram is
evaluated at different pyramids by divindg the image into different levels. The sec-
ond descriptor is a pyramid of local binary pattern (PLBP). At each pixel located at
(xc, yc) calculate the local binary pattern
LBP (xc, yc) =
7∑
p=0
s(ip − ic)2p (2.1)
Where ic is the middle pixel value and ip corresponds to the gray scale value of the
neighbor pixel. Note that each center pixel where have 8 neighbors c ∈ {0, 1, · · · , 7}.
s(x) is a sign function defined as
s(x) =

1 x ≥ 0
0 x < 0
Another variant of LBP is circular local binary pattern on P pixels with the same of
radii R denoted as LBPP,R. A local binary pattern that is rotation invariant is defined
as
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LBP rjP,R = minimum
j
ROR(LBPP,R, j), j = 0, · · · , P − 1 (2.2)
The last descriptor is a PHOG which evaluates a pyramid histogram of oriented
gradients. A binary edge image is first calculated using sobel edge detector. Then a
pyramid is calculated by dividing the image at different levels. Finally the histogram
is calculated by evaluating the descriptor at each level.
Tables 2.1 and 2.2 show a summary of the benchmarks available in the literature
for both cervix segmentation and cervical cancer classification.
Table 2.1: Baseline results from different Segmentation benchmarks in the literature.
Authors Segmentation
Denny et al. (2002) [26] Direct Inspection
Kim et al. (2013) [24] Optimized bounding box method
Song et al. (2015) [25] Data driven approach using bounding box similarity
2.3.3 Segmentation and Region of Interest :General approaches
Segmentation describes the process of dividing the image into different regions using
the uniformity of the colour pixels in the original image.Segmentation approaches
could be divided into two general approaches: bounding box predictions and per
pixel labeling. The bonding box prediction predicts a box with certain width, height
and coordinates. We segment the image according to that bounding box. The per
pixel segmentation gives each pixel in the image a certain label. The latter approach
is considered more advanced and require much more complicated approaches. In
11
Table 2.2: Baseline results from different classification benchmarks in the literature.
























Majority vote 73.00 77.00











this section we review some approaches for segmentation. These methods include
approaches related to thresholding like Otsu [29] which searches for the number that
decreases the standard deviation between the labels. Other methods by Adams and
Bischof include region growing segmentation techniques like seeded region growing
[30]. Edge detection approaches are also possible using convolutions with different
operators like Sobel operators and Laplacian operators. Other approaches include
clustering to gather similar colour channels together like in [31], graph based clustering





3.1 Introduction: Automatic Feature Extraction
An artificial neural network (ANN) is inspired by the biological neural network in
animal brains. They are graph structures where the nodes are called neurons. Neurons
take inputs and fire outputs using some activation functions. Neurons are connected
together using edges. Edges contain real values called weights or parameters. These
values are tuned using optimization algorithms to decrease the overall loss of the
neural network. Neural networks work on input and output pairs (x, y) and fire
outputs using forward propagation which is basically a composition of functions ŷ =
f1(f2(· · · (fn(x)) · · · )). The value ŷ represents the predicted output of the model. We
are trying to minimize a loss function g(y, ŷ) using the parameters of the model.
Typically neural networks has the structure illustrated in Figure 3.1.
ANNs have the ability to extract features using the specified loss function. The
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Figure 3.1: A neural network.
extracted features are stored abstractly as weights on the edges. Hence, when we
take some inputs some neurons will cause a larger activation causing some features
to prevail against others. Hence ANNs in general are considered as automatic feature
extractors.
3.2 Convolutional Neural Networks (CNNs)
Convolutional neural networks as in Figure 3.2 have gained a huge reputations after
their success in the recent years especially in the ImageNet challenge which contains
around 1 million images and to classify 1000 object types [34]. CNNs apply optimiza-
tion methods and back-propagation in order to optimize the model’s weights. Here is
an overview of the main layers that a conventional CNN contains
14
Figure 3.2: LeNet architecture by LeCun [1].
3.2.1 Convolutional layers
Convolutional layers are the main ingredients of CNNs. The main purpose of convolu-
tional layers is applying convolutions with filters of fixed sizes. Convolution basically
defines the operation of taking a locally weighted sum of the pixels at a certain window
which is determined by the filter size. The stride S , defines how many pixels do we
move at each time we apply the convolution. The padding P defines the number of
zeros we attach to the width and height of the current input. Assume that we have
an input size (H,W,C) where this corresponds to the height, width and number of
channels respectively. Furthermore, Fw defines the width of the filter and Fh defines
the height and N as the number of filters. Then, we define the dimension of the
output as
Ho =




W + 2P − Fw
S
+ 1
Hence the output of the layer will be of dimension (Ho,Wo, N). Usually the number
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of filters (depth) will increase as we progress along multiple convolutional layers and
the dimension of the width and height will decrease because of applying pooling layers
as in Figure 3.2.
3.2.2 Pooling layers
Pooling layers reduce the spatial size of the input. As we described earlier the number
of filters will increase but we need to decrease the spatial size as we go deeper for
otherwise we end up with millions of parameters. Furthermore, pooling layers help in
providing the CNN with a zoomed view of the input by reducing the spatial dimension.
Hence, the network will be able to recognize complex shapes across the whole input
image. One of the most used types of pooling is the so called Max-pooling. A Max-
pooling operation takes the window size and replaces it with the maximum number in
the window. Typically, we take non-overlapping pooling operations across the input
image. Usually we take these layers with shape (2, 2) hence the spatial size of the
input will decrease by factor of 2 in each dimension.
3.2.3 Non-linearities
There are different types of non-linearities that are applied to learn complex features
and clip the output within a certain range. Here we discuss the most used ones.
The sigmoid or logistic function is one of the oldest types of non-linearities. A





The sigmoid function can be thought of as a smoothed representation of a the
non-differentiable step function. Its derivative take the form
g′(z) = g(z) · (1− g(z))
This function has the nice property of clipping the input to the range (0, 1) which
can be more or less interpreted as probability distribution function. The main dis-
advantages of the sigmoid function is that it is not zero centred and suffers from
vanishing gradient problem when used in deep models [35].
The tanh non-linearity tries to resolve the problems of the sigmoid function. It




It has a smooth derivative and clips the input into the range (−1, 1). As we see
that the function is zero-centered.
The rectified linear unit (ReLU) is one of the most used functions in the deep
learning architecture. It was part of the winning CNN in 2012 of the ImageNet
challenge [34]. The function is defined as
f(z) = max(0, z)
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Basically, the function clips inputs that are less than zero. Regardless of its sim-
plicity and ease of computation it seems to work very well for deep networks [34].
3.2.4 Weight Regularization
Regularization is applied to reduce the risk of overfitting. Overfitting causes the
model to become hooked to the training data and can’t generalize to unseen data. As
in conventional NNs we apply some restrictions on the parameters to control their
behaviour. This also helps in reducing overfitting. There are mainly three types of
constraints that we can add to the objective
L1 regularization
L(W ;X) = f(W ;X) + λ|W |1
L2 regularization
L(W ;X) = f(W ;X) + λ|W |2
Elastic net
L(W ;X) = f(W ;X) + λ1|W |1 + λ2|W |2
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3.2.5 Dropout
Dropout as the name indicates deactivate some neurons in a certain layer as in Figure
3.3. To reduce overfitting we drop some of the neurons in training with some prob-
ability p. Hence we force the classifier to learn new features by deactivating some
neurons [2].
Figure 3.3: Dropout [2].
3.2.6 Classification Layers
The number of neurons in the first layer is equal to the output of the previous layer
after unrolling the width, height and depth. For instance, assume that the shape of
the final layer was (H,W,C) then we create the fist input layer of size H ×W × C.
Then the last layer will have the number of classes in the input.
On the other hand, global average pooling (GAP) helps in reducing the parameters
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in the fully connected layers by taking the average over feature maps output of the
previous layer. For instance suppose we have feature maps of size (H,W,C) from the
previous layer, we then compute the average over each slice of size H ×W hence the
number of features will be of size (1, C).
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3.3 From CNNs to Deep Neural Networks (DNNs
3.3.1 Deep Networks
Deep learning had long history since the experiments of Hubel and Weisel on the visual
cortex of cats [36]. They realized that some neurons on the cat’s brain are stimulated
by edges regardless of the position [36]. Since then, many attempts were implemented
to model the visual cortex with code. Neurocognition was a layered structure with
local receptive fields to activate a specific region at a time [37]. Then, back-propagation
was used to train neural networks using a deep structure of convolutional layers called
LeNet-5 [1]. In 2012 was the breakthrough of deep learning when AlexNet won the
ImageNet challenge by 15.4 % top 5 error for classifying 1000 categories of around 1
million images with deep convolution neural network [34]. Top 5 error means that the
image is classified correctly if one of the 5 highly scored classes contain the true class.
AlexNet contained five conv layers concatenated with 2 classification layers with some
pooling and normalization layers in addition to ReLU’s non-linearities [34]. In 2013
ZFNet won the ImageNet challenge by 14.8 % with few changes to AlexNet by using
bigger filters for convolutions [38]. In 2014 VGGNet was introduced with only using
convolutional filters of size 3 by 3 with a model of size 16 [39]. VGGNet achieved 9.33
% top 5 error [39]. In the same year 2014 GoogLeNet achieved a lower error 9.13 % by
introducing inception layers with less parameters than the previous architectures [40].
The inception layers contained different size convolution filters and max pooling with a
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concatenation filter at the end [40]. In 2015 ResNet was introduced by Microsoft which
achieved 6.7-5.7 % top 5 error on the ImageNet challenge [41]. The basic architecture
contained 18-152 layers and a skip connection that passes some convolutional layers
to compute the gradient without their existence [41]. ResNext was introduced in 2017
with top-5 error 5.6-5.3 % with the addition of residual layers.
3.3.2 Batch-Normalization layers
The BN-layer tries to solve the internal covariate shift which slows training and forces
the network to highly depend on initial parameters [42]. At each stage of normalization
we modify the mean and the variance of the current batch using the algorithm.
Algorithm 1 Batch Normalization
Input: Values of x over mini-batch B = {x1···m}

















yi ← γx̂i + β (3.4)
Since we are applying smooth functions at each step of normalization the BN layers
are differentiable and the error can be back-propagated through applying the chain
rule.
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3.3.3 Backpropagation and Update rule
Given a deep architecture we need a way to update the parameters of the model.
Typically when we have a loss function with real value f(W ) where W are the param-
eters of the model that we need to minimize this function. Backpropagation basically
moves back in the network trying to update the parameters using chain rule. For in-
stance suppose we have only one variable in our network with three functions during
feed-froward then we will have this structure
f(w) = f1(f2(f3(x,w)))
where w is the network parameter and x is the input. We apply the squared
difference as the loss
g(w) = (f(x,w)− y)2












Once we evaluate the gradient we need to update the parameters. We will need to
change the weights to follow the gradient. For instance, the gradient descent optimizer
updates the parameters like with learning rate α
w = w − α ∂g
∂w
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3.4 Common Deep Learning Frameworks for Clas-
sification
3.4.1 Google Inception Models
Inception models are mini-modules that are contained in a bigger model. Basically
there are two famous inception models. The first one is Inception-v3 discussed in
[3]. It attempts to make faster predictions by reducing the number of parameters in
the model. Typically, convolutions are factorized into smaller ones to decrease the
parameters as illustrated in Figure 3.4.
Figure 3.4: Inception v3 basic modules.
Such modules are repeated to construct the overall structure of the complete model
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as in Figure 3.5.
Figure 3.5: Inception v3 complete model [3].
Inception v4 builds on the previous version by adding residual layers. Residual
layers are implemented by using skip connections that are used to jump over some
layers in the model. Figure 3.6 shows the basic structures of the model.
Figure 3.6: Inception v4 basic modules.
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The over all architecture of the model is illustrated in Figure 3.7.
Figure 3.7: On the left is the overall structure and on the right is the inner layers of
the stem [4].
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3.5 Common Deep Learning Segmentation and De-
tection Models
3.5.1 Evaluation Metrics
Intersection over union (IoU) is usually used which is evaluating how accurate the
bounding box is. Given btrue and bpred boxes we calculated the metric as
IoU = btrue ∩ bpred
btrue ∪ bpred
Since intersection is always bigger than union, the value is always between 0 and
1. The closer the value to 1 the better the accuracy. For images in the validation set
we average the predicted and true bounding boxes over all the images





Another metric that is used for both segmentation and detection is mean average
precision mAP which is the average precision computed over all the classes.
3.5.2 Object Detection Models
Typically we want to detect a bounding box around the object that we want to detect.
The bounding box should enclose the whole body with boundaries of the object as
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tight as possible to the edges of the box. The models will predict the corners the
bounding box.
Rich feature hierarchies for accurate object detection and semantic segmentation
(R-CNN) was developed in 2014 [43]. The basic idea is to use selective search [44].
Selective search avoids exhaustive search by starting by small bounding boxes all over
the image and the groups them in a hierarchical format. They are grouped using the
color features and some similarity metrics. R-CNN networks combines the selective
search and deep network features to reduce the number of region proposals for each
detected object. a 4096-dimensional vector is extracted for each region proposal using
a pretrained alexNet model which contains five conv layers and two classification
layers. The feature vector is then inserted into multiple classification layers to result
in a probability distribution of the classes. There is also another regression branch to
reduce the localization error of the bounding boxes. The model achieves 30% better
mAP score than the previous models with 53.3% mAP score over the VOC 2012
dataset.
Figure 3.8: R-CNN architecture.
The model was improved using fast R-CNN model [45]. The network inputs the
image with multiple convolutional and max pooling layers. After that, a region of
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interest is extracted for every region proposal. Each feature vector is inserted into
a multiple classification layers that are divided into two networks: one to produce
class probabilities and the other is a regression network that produces bounding box
predictions. This allows for training on a single stage with multiple task loss, the
training step can update all the layers and no storage is needed on the disk for caching
the features. This makes the network 10 times faster for training than R-CNN while
achieving a better mAP score.
Figure 3.9: Fast R-CNN architecture.
Faster R-CNN [46] improves the Fast R-CNN model by getting rid of the selective
search method which is computational expensive. The model uses region proposal
network (RPN) to extract the region proposals, detect the objects and predict the
bounding boxes.
A model takes the full image is an input. A sliding window of shape 3 × 3 is
used to output a features vector linked to two classification layers. The first one is
for regression and the second one is for classification. Many proposals are created by
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Figure 3.10: Faster R-CNN architecture.
these classification layers. If we extract k regions then the output of the regression
layers has a shape of 4k (the coordinates, the widths and the heights) and the output
shape of the classification layer is 2k (object / or no object). These k bounding boxes
are called anchors.
3.5.3 Object Segmentation Models
In segmentation we give each pixel in the image a certain class. For instance, in cervix
segmentation the semantic map will contain two labels; the cervix and the background
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as in Figure 3.11.
Figure 3.11: An example of segmenting a cervix.
Basically there are two types of segmentation. The first one is semantic segmen-
tation, which basically extracts the masks of the objects in the image. Semantic seg-
mentation does not care if there are many occurrences of the same object in the same
image as it gives them the same label. On the other hand, instance-level segmentation
also segments the different occurrences of the same object in the image.
U-Net is a convolutional neural networks that was originally designed to work
for biomedical images [5]. The architecture consists of a ”contracting path” and an
”expansive path”. The ”contracting path” meets the typical design of a convolutional
network. It constitutes some 3 by 3 convolutions, each are connected to an activation
function and a pooling operation for downsampling. Every step in the ”expansive
path” consists of an transposed operation of convolution that increases the number of
activation by a factor of 2, a concatenation with the correspondingly cropped feature
map from the contracting path, and some 3 by 3 conv layers, each inserted into an
activation function. Finally, there is a layer of shape 1 by 1 convolution that maps
each 64 vector map to the number of classes we desire. Figure 3.12 shows the overall
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architecture of the U-Net model.
Figure 3.12: The architecture of a U-Net model [5].
The SegNet architecture is a similar model to U-Net but can be generally used
to a diverse number of tasks [6]. SegNet follows the architecture of encoder-decoder
networks. The encoder network consists of 13 layers that follow the same architec-
ture of the VGG network [39]. Each encoder consists of convolutional layers, batch
normalization layers, rectified linear units (ReLU) and max-polling to down-sample
the activation maps. Since we are using multiple max pooling layers this results in
increasingly lossy (boundary detail) image representation. Hence memorizing the in-
dices of the max-pooling for each feature map in the encoder. The decoder network
contains the same number of layers as in the encoder. It uses up-sampling using the
memorized max-pooling indices from the corresponding max-pooling layers indices.
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The output of the decoder is fed into a multi-class soft-max classifier to generate the
class probabilities independently for each pixel.
Figure 3.13 shows the overall architecture of the SegNet model.
Figure 3.13: The architecture of a SegNet model [6].
Mask R-CNN [7] extends Faster R-CNN by adding a third branch that outputs the
object mask. Mask R-CNN uses the same first stage in the Fast R-CNN architecture
which is the region proposal network (RPN). In parallel with predicting the box offset
and the class label it outputs a binary mask for each region of interest (RoI). This
masks the mask predictions independent of the class predictions. For each sampled
RoI a multi-task loss is applied as
L = Lcls + Lbox + Lmask
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The mask has Km2 shape for each region of interest where we have K masks each
of size m × m. A per-pixel sigmoid is applied so Lmas is the average binary cross-
entropy loss. The basic architecture of Mask R-CNN contains two parts. The first
one is a convolutional backbone architecture that is mainly used for feature extraction.
Different models are tested for the backbone architecture like ResNet and ResNext.
The second part is the head for classification, bounding box prediction and mask
prediction for each defined RoI. Figure 3.14 shows the overall architecture of the
Mask R-CNN model.
Figure 3.14: The architecture of a Mask R-CNN model [7].
You only look once (YOLO) is an object detection approach that uses full evalua-
tion of the image to extract the bounding boxes and their corresponding probabilities.
YOLO processes images in real-time approximately 45 frames per second achieving
state of the art performance in object detection in real time [8]. YOLO uses one
network and information from the full image to output each prediction. The image
is first divided into S × S grid with equal area of each grid. Every grid will then
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predict B bounding boxes and their corresponding confidence scores. The confidence
score gives an impression about the model confidence of an existing object inside the
bounding box. The confidence is defined as
Pr(Object)× IOUtruthpred
where IOU defines the intersection over union metric. Given two bounding boxes




In short, it evaluates the overlapped area of the bounding boxes with respect to
their union. This metric takes values in the interval (0, 1] where the higher means the
better.
Each bounding box is associated with 5 parameters x, y, w, h and confidence. Each
grid cell evaluates C conditional probabilities Pr(Classi|Object). Then class specific
probabilities are evaluated using
Pr(Classi|Object)× Pr(Object)× IOU
truth
pred = Pr(Classi)× IOU
truth
pred
The parameters of the bounding box predictions are encoded as S×S× (5B+C).
The network architecture is modified version of GoogLeNet for image classification
with 24 conv layers connected to 2 FC layers. There are Maxpool layers to reduce the
spatial size of the features at each level of the network.
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The Basic architecture of the CNN is shown in Figure 3.15.
Figure 3.15: YOLO architecture [8].
The loss function, according to [8], evaluates the sum squared error between the
truth value and the prediction. λ parameters to give loss of localization more value
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This chapter describes the general structure of our pipeleine. We provide a fully
automated approach with multiple structures with each structure as a phase of the
pipeline. The pipeline starts by segmentation which extracts a bounding box pre-
diction of the images in the dataset. Then we apply preprocessing of the dataset.
We then apply augmentation and feature extraction using hand-crafted features and
convolutional neural networks. Finally, we use a classifier to extract the labels. Note
that this approach is fully automated with no assistance from a physician or outside
interference. Figure 4.1 shows the general pipeline of our model.
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Figure 4.1: The pipeline of our architecture.
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4.2 Proposed Segmentation Approach
We used you only look once (YOLO) [47] for segmenting the images in the dataset
using bounding box prediction. The general approach takes the following stages for
generating the bounding boxes for all the images in the dataset.
4.2.1 Data Preparation
We used around 1500 images with bounding boxes annotated with an expert in
medicine taken from [48]. We use the annotated data for training the YOLO network
explained in the previous chapter. We ignore the classification module for YOLO
because we only need to predict the bounding boxes. The annotated images are asso-
ciated with csv file which contains the bounding box parameters x, y, w, h, where (x, y)
defines the coordinate of the top left corner of the bounding box and (w, h) define the
width and the height of the box. In the other hand ,YOLO accepts 5 parameters:
class which defines the label of the current image, centerx as the relative x-center of
the box, centery as the relative y-center of the box, relativew as the relative width
of the box with respect to the width of the image and relativeh as the relative height.
Hence, given x, y, w, h for the bounding box and W,H where W is the width of the














See Figure 4.2 for visualization.
Figure 4.2: Visualization of the bounding box parameters.
4.2.2 Performance Measure




where b1 is the true bounding box (as marked by a specialist in the medical field) and
b2 is the predicted bounding box from the YOLO neural network. For validation we









We used pretrained YOLO model (trained on COCO dataset [49] for training the
detection network. The annotated data is first divided into 80% for training and 20%
for validation. Table 4.1 shows the parameters we chose to train YOLO where batch
size defines the number of images to train at a time, subdivisions further divides
the batch size into divisions, momentum defines the acceleration of the optimization
algorithm, learning rate defines how fast we update the parameters of the model,
conv layers is the number of the convolutional layers, FC defines the number of the
fully connected layers.










4.3 Proposed Classification Approach
4.3.1 Preprocessing
Before using the classification model we need to preprocess the dataset. Normalization
and zero-centering are popular approaches [50]. The input to our images with the
following shape (H,W,C) where H is the height of the image , W is the width of the
image and C is the number of channels which is 3 if the image is colored and 1 if the
image is gray. We evaluate the mean and variance along each channel. Then for each
pixel in our dataset we normalize the pixel value according to its channel
x−mc
vc
where c ∈ [1, 2, 3] corresponding to each channel where mc, vc are the mean and
variance of the corresponding channel . After that, we crop our images according to
the YOLO segmentation network. We also scale the images to size 256× 256 to make
the images accessible by most classification models.
4.3.2 Performance Measure
Performance measure
Given a true label and a predicted label from a classifier we show in Table 4.2 the








d Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)
Table 4.2: True positive, true negative, false positive and false negative.
Positive Rate (TPR) which calculates the percentage of the positive classes correctly
classified by the model
TPR = TPTP+ FN (4.1)
Specificity or True Negative Rate (TNR) which calculates the percentage of the neg-
ative images correctly classified by the model
TNR = TNTN+ FP (4.2)
and accuracy (ACC) which is a combination of the previous metrics
ACC = TN+ TPTN+ FP+ TP+ FN (4.3)
We report the three metrics and compare the results to engineered features classi-
fication using different descriptors. We also report receiver operating characteristic
curve (ROC) which calculates the performance of a binary classifier as we vary the
classification threshold in the interval (0, 1). The threshold defines the value that dif-
ferentiates the negative and positive classes. Given a value a for the threshold if the
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predicted value from the neural network is p then if p < a we classify it as a negative
and if p ≥ a we classify it as the positive class. Furthermore, we use the area under
the curve (AUC) metric which calculates the area under the ROC curve. Figure 4.3
is a visualization of ROC and AUC.
Figure 4.3: Visualization the ROC graph and AUC values for random, good and
excellent classifiers.
4.3.3 Training and Validation
We use 10-fold cross validation to compare the accuracy of different models. We run
the classification model for 10 iterations. At each iteration we hold 10 % of the data
for validation. In order to avoid having different number of samples for each class we
use stratified sampling were we make sure that each fold contains a balanced number
of classes. At the end of the 10 iterations we evaluate both the mean and standard
deviation of the metrics of the accuracy, specificity and sensitivity.
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Algorithm 2 Cross Validation
Input: data, model
i = 0
while i < 10 do






We use three types of hand-crafated features. PLAB, calculates a pyramid of his-
tograms in the L*a*b* space. The L*a*b space is a 3-axis color system with dimension
L for the luminance and a and b for the color dimensions as illustrated in Figure 4.4.
Figure 4.4: L*a*b* color space.
The Histogram is an estimate of the probability distribution of a continuous
variable (quantitative variable) using ranges of values called bins. In this task the
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histogram is a bar graph where the height represents the number of the pixels in a
certain range. The ranges are evaluated by using the min and max values of the
pixels and we divide that into equal regions where each region is called the bin of the
histogram. See Figure 4.5 for an example of a histogram.
Figure 4.5: An example of a histogram for the the set of values (2.3, 3, 2.5, 0, 0.5, 1.5,
2, 0.3, 2.9).
We extract three pyrmaids by dividing the region into three different levels. The
first level contains 1 region, the second level contains 4 regions and the last level
contains 16 regions. The bin size for the histogram is fixed to be 16; hence this creates
a descriptor of size (16 + 4 × 16 + 16 × 16) × 3 = 1008. This is illustrated in Figure
4.6.
The second used descriptor is a pyramid of locally binary patterns (PLBP). The
local binary patter is evaluated as the following. At each pixel located at (xc, yc)
calculate the local binary pattern
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Figure 4.6: PLAB descriptor.
LBP (xc, yc) =
7∑
p=0
s(ip − ic)2p (4.4)
where ic is the middle pixel value and ip corresponds to the gray scale value of the
neighbor pixel. Note that each center pixel where have 8 neighbors c ∈ {0, 1, · · · , 7}.
Given x is the subtracted pixel values we define s(x) the a sign function as
s(x) =

1 x ≥ 0
0 x < 0
In Figure 4.7 we illustrate a simple example of the evaluation of LBP for the center
pixel.
Another variant of LBP is circular local binary pattern on P pixels with the same
of radii R denoted as LBPP,R. A local binary pattern that is rotation invariant is
defined as
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Figure 4.7: LBP procedure.
LBP rjP,R = minimum
j
ROR(LBPP,R, j), j = 0, · · · , P − 1 (4.5)
We used the circular local binary pattern descriptor with fixed parameters P = 8
which defines the number of equally spaced pixels to the middle pixel and the radius
is fixed to be R = 1. The descriptor was evaluated on the gray scale image by dividing
the image into three regions of size 1, 4, 16 and 64 respectively. The number of bins is
10 at each region. This resulted in a descriptor of size 10+4×10+16×10+64×10 = 850
feature size.
Figure 4.8: PLBP descriptor.
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The last descriptor is a PHOG which evaluates a pyramid histogram of oriented
gradients. A binary edge image is first calculated using sobel edge detector. The sobel
edge detector extracts the edges or boundaries of the objects in the images. The levels
of the pyramid are 1, 4, 16 and 64. It is tested that 8 is the best bin size. This results
in a descriptor of size 8 + 4× 8 + 16× 8 + 64× 8 = 680.
Figure 4.9: PHOG descriptor.
Hence by concatenating the three descriptors we obtain a vector of size 1008+850+
680 = 2538. The descriptor vector is then fed into a neural network for classification.
4.3.5 CNN Features
These features are automatically extracted from the images using a convolutional
neural network. We first extract the region of interest from the image, then resize the
image. We usually call matrices Rn1n2···nk of high dimensions ”tensors”. We resize the
images to tensors of the shape (256, 256, 3) where the first and second components
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are the width and the heights of the image respectively and the last component is the
number of channels which 3 corresponding to the RGB color space. We feed into the
CNN tensors of images of shapes (N, 256, 256, 3) where N is the number of images
we train at a time. We apply a couple of convolutional layers and max-pooling layers
to extract the features at each depth of the neural network. The output of these
operations create tensors of the shape (N,w, h,M) where (w, h) are the truncated
width and heights of the image as a result of applying the pooling which decreases
the spatial size of the input by half. The last dimension M is the number of the
filters at the last convolutional layer. In order to feed these array into the classifier
module we first need to reshape these arrays. This is a simple operation where we
broadcast the last three dimensions into one dimension and create an output of the
shape (N,w × h×M). Usually this operation is called ”flattening”.
Figures 4.10 and 4.11 show CNN features extracted from different models
4.3.6 Classifier
The classifier is a basic neural network with inputs as tensors of the shape (N,L)
and the output are tensors that have the shape (N, 1) where N is the number of the
feature vectors extracted from the hand-crafted descriptors of the convolutional neural
network at each time we are training and L is the size of the extracted feature vector.
In order to train a binary classifier that classifies the images into positive or negative
we must convert the output into a probability distribution i.e the output value at each
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Figure 4.10: CNN features extracted from a model with two conv layers.




where x is the output of the neural network. The sigmoid function maps each feature
vector to the range (0, 1). The loss function calculates how good we are training our
model by comparing the true label to the predicted probability. We need this value
to be minimized. It is evaluated using a binary loss classifier
Loss = − (y log(p) + (1− y) log(1− p))
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Figure 4.11: CNN features extracted from a model with three conv layers.
where y is the truth value which takes either 0 or 1 and p is the probability of the
class that is evaluated using the sigmoid function. Figure 4.12 shows the procedure
of mapping features to a probability distribution using a neural network.






The segmentation model was trained on ”you only look once” (YOLOv2) on a machine
with Nvidia Quadro M4000 card with 8GB memory card and 16.04 Linux Ubuntu
version. The system was configured to work with Cuda 8.0 and cuDDN to make the
training process faster.
The classification experiments are done on a Device with Nvidia GeForce GT 740M
with 2GB memory. We used Keras with TensorFlow backend for creating the CNN
models. The models were trained on a 16.04 Linux Ubuntu version. We also used





The dataset was extracted from a study by a large medical data archive gathered by the
National Cancer Institute (NCI) in the Guanacaste project [51]. The data consists of
images from around 7,000 patient visits with around 44,000 cervigrams. The dataset
contains relevant information like age, worst histology, HPV status, cervigram and
number of days between the collection of the images and the histology test. Table 5.1
shows a description of of the fields available in the dataset along with the possible
values for each field. We note that some fields have negative values which indicate
the absence of the values for that particular field. We had to take that into account
especially when collecting the data for our experiments.
Figure 5.1 shows a comparison of the fields that we described earlier. We can
infer lots of information from that figure. We can infer from the middle graph which
calculates the counts of each class of the histology analysis cases that most of the data
is not labeled , i.e it has a label = -2. The graphs of the worst histology and HPV
status shows that there is a correlation between them as the HPV status increases
there is an increase risk of cancer. From the graphs there is no clear correlation
between the age and either worst histology or HPV.
Figure 5.2 shows a comparion between the worst histology and HPV status.
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Table 5.1: Description of the fields in the dataset.
Field Description Possible Values
AGE GRP Age of the patient at the image
collection date divided in groups
of 5. • -1 = Uknown
• 1 = < 20
• 2 = 20-24
• 3 = 25-29
• 4 = 30-34
WRST HIST
AFTER
Worst Histology analysis on or af-
ter the image collection • -2 = No histology
• 0 = Normal
• 1 = CIN1
• 2 = CIN2
• 3 = CIN3
• 4 = Cancer
HPV STATUS HPV status concurrent to image
collection • -1= Unsat/No Result
• 0 = HPV Negative
• 1 = Known low risk HPV
positive, no HPV 16 or other
high risk HPV known
• 2 = Known high risk HPV
positive, no HPV 16 known
• 3 = Known HPV16 positive
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Figure 5.1: Comparisons of the fields in Table 5.1 with respect to the worst histology
analysis. Each color represents different histology value. Each graph is a comparison
between two fields in the data as illustrated in the x and y coordinates. The main
diagonal counts the number of occurances of each data field.
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Figure 5.2: Comparing HPV and worst histology. The main diagonal represents the
number of occurrences of each data field for each respective value. The other graphs
compare between the histology value and the HPV status.
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5.2.2 Data Collection
Since, our task is to classify cervigrams according to the CIN grade; we used the data
extracted from the histology test Table 5.2 shows the possible values of the histology
test.








For each cervigram we associate it with one of two classes. Class 0 indicates a
negative sample where there is no risk of cancer. On the other hand, class 1 indicates
a risk of cancer. We separated the data according to the following piece-wise function
class =

0 0 ≤ Label ≤ 1
1 Label > 1
Most of the dataset is not labeled so we only extracted the cerivgrams that have
labels. Figure 5.3 shows some samples from the extracted dataset.
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Figure 5.3: On the left we have some negative samples and on the right column we
have some positive samples.
We see from the samples that we can almost indicate whether a cervigram is
positive or negative but it is not that simple especially for classes CIN1, CIN2 where
there seems to be a correlation between them to some extent.
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5.2.3 Data Distribution
Figure 5.4 shows the distribution of the labels for the histology field if the data is
available i.e it has a positive value for the filed. Notice that each patient in the
dataset might have multiple images.
Figure 5.4: Distribution of the labels for the histology field.
We realize that most of the images are CIN1 followed by normal, followed by CIN3,
CIN2 and cancer respectively. Since we care about data leaks from the training set to
the validation set we had to only accept one image from each patient in the dataset.
The distribution of the labels after that condition is illustrated in Figure 5.5. We
made sure that the data classes are balanced as well. Table 5.3 shows the number of
the extracted cervigrams per each class. All the images have dimensions 2891× 1973
pixels in jpeg format. The size of each image is around 500 KB.
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Figure 5.5: Distribution of the labels for the histology field with a simple image per
patient. Since each patient has multiple images we only extract one image for each
patient to avoid data leaks in the validation set.
Table 5.3: Extracted balanced dataset.
Phase / Class Normal/CIN 1 CIN2/3+
Number of extracted cervigrams 174 174
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5.2.4 t-SNE Clustering
In this section, we cluster the data using t-distributed stochastic neighbor embedding
(t-SNE) [52]. t-SNE is a dimensionality reduction approach where we are interested
in reducing the data from arbitrary dimensions Rn to lower dimensions R2 or R3
for better visualizations of the data. t-SNE is a non-linear technique that uses the
probability of similarity of the pints in the high dimensional space. The algorithm
calculates the conditional probability of a point A would choose another point B as its
neighbor. The algorithm, attractively tries to minimize the difference of conditional
probabilities. Typically, for that task it minimizes Kullback-Leiber divergence (KL-
divergence) of the data points using gradient descent methods. The (KL-divergence)
is a measure of the divergence rate of different probability distributions. In this section
we use t-SNE to cluster different features extracted from the images in the dataset.
Using RGB Featuers
For RGB images we first flatten the images by changing the shape to [N, r ∗ g ∗ b]
where N is the number of the images and r, g, b are the image channels respectively.
t-SNE is then used with the default parameters from the sklearn library to reduce the
dimensionality to R2 which is a kind of a projection technique from high dimension to
a lower dimension as we described in the previous paragraph. Given a feature vector
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Rk we use t-SNE to reduce the dimension i.e
tSNE(Rk) = (x, y)
We call x the first component and y as the second components. These components
don’t have a physical meaning and we cannot know what they capture. They are just
used for visualization using distance. In Figures 5.6, 5.7, 5.8 and 5.9, we compare the
the color channels. The labels: positive or negative represents the label of each image
and they are written in the centeroid of each cluster.
Figure 5.6: t-SNE distirubtion for the first color channel. The x coordinate represents
the first component in the projected space and the y axis is the second component in
the projected space.
From the graphs we conclude that the color features in the RGB space can’t
be good features for better understanding the data. We see that the data points
are uniformly distributed across the two clusters so there is no significant difference
between the two different labels.
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Figure 5.7: t-SNE distribution for the second color channel.
Figure 5.8: t-SNE distribution for the third color channel.
t-SNE for PHOG, PLAB, PLBP Features
We compared between the hand crafted features: locally binary patterns (PLBP),
pyramid histogram in the L*a*b* color space (PLAB) and pyramid histogram of
oriented gradients (PHOG). In this section we compare the hand crafted features by
looking at the clusters generated by t-SNE.
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Figure 5.9: t-SNE distribution for all RGB color channels.
Figure 5.10: t-SNE for PLBP features.
We conclude that PLAB+PLBP seem to be better descriptors than PHOG. As
we can see from the graph of PLAB the labels are grouped into different clusters.
This is less clear in the PLBP descriptor but it seems there is a boundary between
the classes with some outliers. On the other hand, PHOG descriptor does not seem
to differentiate between the two classes. However, this is only in the R⊭ space but it
might differentiate in higher dimensional spaces. These are initial guesses and can not
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Figure 5.11: t-SNE for PHOG features.
Figure 5.12: t-SNE for PLAB features.
be used to give a clear idea if PLAB and PLBP are better than PHOG but they are
certainly a confirmation that the first two descriptors are good features.
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Figure 5.13: t-SNE for PLAB+PHOG+PLBP features.
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5.2.5 Data Augmentation
Image augmentation refers to the process of increasing the ability of the model by
adding some transformations of the training dataset. In other words, we add some
perturbation to the image by some transformation such that we don’t change the true
class of the image [47]. Data augmentation has been popular in deep convolutional
neural network since their usage in ImageNet challenge. In AlexNet, they used trans-
lations and horizontal reflections which increased the number of training samples up
to a factor of 2048 [34]. Another form of augmentation was also used in forms of PCA
on the group of RGB set in the training data [34]. In [41] the authors described using
some other forms of data augmentation. They used a random crop of certain size or
its horizontal flip and added to the training set [41]. More complex models also exist
to generate data from training set. GANs or generative adversarial networks provide
an approach to generate realistic images out of a certain data set [53]. The main idea
is creating two neural networks one called the discriminator which classifies an image
as real or fake and the other network called the generator which generates fake images
from noisy data and tries to fool the discriminator to classify them as real [53].
In our approach we use different types of augmentation approaches like random
cropping, random flipping and random rotation. These approaches are illustrated
in Figure 5.14. We noticed a small jump in the accuracy of the results when we
used augmentation to the dataset. This is due to the fact that CNNs require a
large number of training data and since we have a small number of cervigrams the
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usual transformation approaches help in gather different features by applying different
transformations.
Figure 5.14: 256 x 256 random cropping followed by horizontal flipping followed by 45
degree rotation. Since we are applying random cropping some features might not exist
in the current augmented batch but will exist in other batches in different epochs.
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5.3 Results and Discussion
5.3.1 Segmentation
Here we compare our method to other methods in the literature and show that our
method is much faster than the other methods. We try to compute the average
time taken to predict the resulting bounding box for a certain method. Basically,
the methods in the literature are data-driven and don’t use NN for object detection.
Song et al. used 939 labeled images as a database for labeling a new image [25].
They calculate the PHOG descriptor of the test image and all the other images in the
database. Then, they find k = 20 matching images using a similarity measure. Then
calculate the bounding box as the average of the k bounding boxes. Kim and Huang
suggest a more sophisticated approach [24]. For each image in the database they
calculate color and texture feature descriptors. For each test image they compare its
descriptors against all the images in the database and choose the M matching images.
For each matching image the descriptors are recalculated inside the bounding box and
compared with the corresponding bounding box in the test image. The bounding box
with the highest score is chosen as the bounding box of the test image. They compared
this method to other variants like Average Bounding Box and Image Bounding Box
methods. Image Bounding box methods finds the image in the labeled dataset with
the highest similarity score. Average bounding Box method uses typically the same
approach as in [25].
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In table 5.5 we compare our method to other methods in the literature in terms of
intersection over union (IoU) and time of inference. We see that our method is much
faster using YOLO. Moreover, our method’s inference time is independent of the num-
ber of the images in the dataset with bounding box labels because at prediction time
we already have the trained model. On the other hand, other approaches which are
highly-dependent on the number of the labeled images will take a longer time because
they don’t have a trained model. They will have to evaluate a similarity measure
with all the labeled images. Moreover, the similarity measure adds another constraint
especially when using a computationally expensive similarity measures. This compu-
tation time when increasing the size of the labeled images only matters for us when
training the model which does not affect the inference time at all. Furthermore, since
our method uses deep networks it is robust to variance in the dataset because of using
data augmentation in the training time. However, the other approaches will suffer
from overfitting to the images in the dataset. This is a serious problem especially
when we have blurry, deformed, rotated or transformed test images which will cause
the prediction model to fail.
Table 5.4: Comparing IoU and prediction time against other methods in the literature.
Method IoU Average time (minutes)
Image Bounding Box [54] 0.611 4
Optimized Bounding Box [24] 0.736 20
Average Bounding Box [25] 0.699 4
Ours with YOLO 0.68 0.00367
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Our approach causes the model to have lower IoU compared to other methods
which is understandable since we used less data compared to the other approaches.
In the approach by Kim and Huang they used 25 % more data than what we used
which caused they more model to have a larger IoU. We have to pay the price of
faster prediction by having less IoU measure. We believe that IoU could be improved
drastically by having a larger dataset. Moreover, we think that the confidence score
reported during testing could be used as a good measure for practitioners to know if
the model is having any problems for detecting a good bounding box predictions for
the current test image. Figure 5.15 shows some boxes with their confidence scores in
percentages. We realize that the YOLO model can easily detect the opening of the
cervix. Sometimes it gets confused when there are some blood or deformed tissues.
Note that the confidence score is evaluated using the formula
Pr(Object)× IoUtruthpred
where Pr is the probability of the object and IoU is the intersection over union metric.
The probability of the object is calculated as a value in the interval (0, 1) as an output
of the YOLO Network. Also, our method might detect more than bounding boxes
as we see in some images in Figure 5.15. We usually take the bounding boxes with
the highest confidence score. For instance the in the image with two bounding boxes
one with 50% and the other one with 70% we choose the latter bounding box as our
predicted bounding box to the current image.
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Figure 5.15: The confidence scores of some cervigrams bounding boxes using YOLO.
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Figure 5.16: More confidence scores samples.
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5.3.2 Hand Crafted Features
The hand-crafted features are extracted using PLAB, PHOG and PLBP described in
section 2.3.3. After segmenting the RoI we resize the image to size (300, 250). Then
we extract the features for the image as the following:
• PLAB, calculates a pyramid of histograms in the L*A*B* color space. Three
pyramids are extracted by dividing the images into three different levels. The
levels include 1, 4, 16 sub-regions respectively at each level. For each level a
histogram of 16 bins is calculated for each channel in the L*A*B* space. This
results in a descriptor of size (16 + 4× 16 + 16× 16)× 3 = 1008.
• PLBP, we used P = 8, R = 1. The descriptor was evaluated on the gray scale
image by dividing the image into regions of sizes 1, 4, 16 and 64. The number
of bins is 10 at each region. This resulted in a descriptor of size 10 + 4× 10 +
16× 10 + 64× 10 = 850.
• PHOG, The last descriptor is a PHOG which evaluates a pyramid histogram
of oriented gradients. A binary edge image is first calculated using sobel edge
detector. The levels of the pyramid are 1, 4, 16 and 64. The number of the bins
is 8. This results in a descriptor of size 8 + 4× 8 + 16× 8 + 64× 8 = 680.
Hence, by concatenating the three descriptors we obtain a vector of size 1008 +
850+680 = 2538. We then feed the vector two a neural network. The neural network
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has an input shape equals to 2538 and and output shape equals to 1. We used different
number of hidden layers.
• Model 1, this model contains one hidden layer with 128 units followed by a
ReLU activation function. Then a dropout layer with rate 0.5 is attached. The
outputs are contains only one neuron followed by a sigmoid activation.
• Model 2, in this model we have two hidden units with the number of units 128
and 256 respectively. There is a dropout layer in-between them with rate 0.5.
Each hidden unit is followed by a ReLU activation. The output layer contains
only one neuron followed by a sigmoid activation.





Where yi takes the value 0 or 1 and pi is the outputs of the sigmoid activation.
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5.3.3 Automatic Feature Extraction
We used two types for convolutional neural networks
• Model 3, with 2 convolutional layers each with filters of size (3,3) and strides
of size (2,2) and the number of filters is 16 and 32 respectively. The conv layers
are followed by ReLU activations and max-pooling layers which reduce the ssize
into half. The output of the conv layers is flattend into a dense layer with 128
units followed by a tanh activation and a dropout layer with rate 0.5. The final
layer contains one unit followed by a sigmoid activation.
• Model 4, with 3 convolutional layers each with filters of size (3,3) and strides
of size (2,2) and the number of filters is 16, 32 and 64 respectively. The conv
layers are followed by ReLU activations and max-pooling layers which reduce
the size into half. The output of the conv layers is flattend into a dense layer
with 128 units followed by a tanh activation and a dropout layer with rate 0.5.
The final layer contains one unit followed by a sigmoid activation.
We used an adam optimizer with binary cross entropy loss function as in the hand
crafted features.
5.3.4 Training
Table 5.5 shows the results of training all of the four models. We report the accuracy,
specificity and sensitivity at a 0.5 threshold. These results are averaged over each
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cross-validation step and the standard deviation is also calculated.
Table 5.5: Model 1: hand crafted features with 1 hidden layer, Model 2: hand crafted
features with 2 hidden layers, Model 3: CNN with 2 conv layers and 1 hidden layer,
Model 4: CNN with 3 conv layers and 2 hidden layers
Model Accuracy Specificity Sensitivity
Model 1 72.94± 6.94 76.80± 5.95 68.96± 9.96
Model 2 77.06± 7.06 77.97± 5.22 75.22± 11.28
Model 3 68.24± 9.74 77.43± 10.57 59.70± 12.08
Model 4 70.29± 8.57 68.33± 14.09 72.30± 13.85
We also report the Receiver operating characteristic (ROC) graph in Figure 5.17.
We plot TPR against 1 - TPR for all the models for different thresholds in the binary
classifier. The threshold defines a probability distribution where values below the
threshold are chosen as negative and values above the threshold are chosen as positive.
A binary classifier classifies input data as positive or negative by comparing the output
value to the threshold. We see that model 2 with two hidden layers achieves the best
value of the AUC metric and across all other metrics. However, the evaluation of
the descriptors is a very slow process as it takes around 1.3 seconds for each image
to extract PLAB+PHOG+PLBP features while it takes 0.008 second to evaluate the
CNN features which is 160 times faster.
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Figure 5.18 shows the distribution of the confidence values for segmentation across all
the images in the dataset. We realize that most of the images have higher confidence
interval > 80 %.
Figure 5.18: Confidence values for all the data.
In Figure 5.19 we show some bounding box predictions for images with confidence
values less than 80 %. We believe that these images need further inspection in order
to correct the bounding boxes.
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Figure 5.19: Some bounding box predictions with less than 80 % confidence.
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Classification
False positive images are images which are predicted by the model to be positive but
have a negative truth label. On the other hand, False negative images are those which
are predicted as negative but have a positive truth label. We know that the classifier




Hence the features will be fed into the binary classifer and result into x which is fed
into the sigmoid function. This results in a probability distribution p(c0|x) = p and
p(c1|x) = 1− p where c0 refers to the negative class and c1 refers to the positive class.
We used p = 0.5 as the threshold of our model with the values of p ≤ 0.5 are classified
as negative classes and p > 0.5 are classified as a positive class.
Figure 5.20 shows false negative and positive samples along with their probabilities
according to the predicted class. We realize that some cervigrams with a negative class
have a big probability >> 0.5 and some cervigram with a poisitve class have a small
probability << 0.5. On the other hand some cervigrams are in the boundary with
small epsilon ϵ and probability 0.5− ϵ < p < ϵ+ 0.5.
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We provided an overall architecture to solve cervical cancer segmentation and classi-
fication. We suggested a fully automated approach for cervical cancer segmentation
and classification using neural networks. The process summarized data collection, seg-
mentation, preprocessing, augmentation, feature extraction and classification. First,
we collected a labeled dataset that associates each cervigram with either positive or
negative class. We then provided a segmentation approach for detecting the area of
interest in the cervigram. Our approach provided a state of the art method in terms
of speed with a comparable performance. Also, Our approach is independent of the
size of the dataset we are training on. We proved that our segmentation method is
103 faster than the approaches available in the literature for such domain. We also
compared hand-crafted features to convolutional neural networks in such domain.
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6.2 Future Work
We believe that we can extend this work by working on a larger dataset. The main
problem that we faced was that the number of labeled images was small which caused
deep features not to perform as we expected. Also, we can prove that the models
we created could be easily deployed into mobile devices. Furthermore, we could im-
prove the speed of the segmentation approach which is basically the bottleneck of
our pipeline by using a custom model with separable convolutional layers. These lay-
ers proved to be faster and contain much less parameters of the original model. In
addition to that, we can compare different segmentation models like Mask-RCNN ,
Faster-RCNN and conclude whether pixel-wise segmentation could give better results




In this thesis we described how to classify cervical intraepithelial neoplasia into either
CIN1 or CIN2/3+ which assumes a binary classifier. In this chapter we study the
effect of further dividing the dataset into three classes, namely CIN1, CIN2 or CIN3.
We use the same dataset but we ignore the either classes. We also pass the dataset
by the segmentation process so the images are already segmented using YOLO. Note
that we pass the same dataset we extracted to the previous classifiers. Figure A.1
shows the number of classes for each type.
Figure A.1: Distribution of the labels for the histology extracted from our dataset.
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Note that the dataset is unbalanced as we see that Nearly CIN1 is double of CIN2.
We repeat our classification process as we described in the previous chapters. Note
that since we have three classes the output will contain three neurons as opposed to
the previous one which had only one neuron. Moreover, we used a softmax classifier
which is a generalization of the sigmoid function for multi-classification. If we have
K classes then the we will have a vector z with K entries. Then for each entry we





j = {1, 2, · · · , K}
Note that the vector is converted into a probability distribution where all the
entries are between 0 and 1 and their sum is equal to 1. Also, we need to update our





where p is the true distribution of the data and q is the predicted result. Since
this function requires the true labels to be a probability distribution we must convert
them using one hot encoding where the mapping is
0 : [1, 0, 0], , 1 : [0, 1, 0], 2 : [0, 0, 1]
Hence the loss function will a high positive value if the predicted value is not close
to 1. Note that the cross-entropy function is a smooth function is it is preferred to
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be used for classification tasks. Now we are ready for classification. We use the same
parameters as in the previous chapter except that we convert the last layer to have
three neurons followed by a softmax activation. We keep the other parameters of the
models the same. Figure A.2 illustrates that the models fails to recognize class CIN2
which is totally expected since it is very close to both classes.
Figure A.2: Comparisons between the four models with 3 classes.
Figures A.3, A.4 show the same metrics but for different number of classes. Notice
that due to the huge unbalance of the data, it seems that the model is only learning
for CIN1 and CIN3 which contain the largest number of classes.
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Figure A.3: Distribution of the labels for 5-way classification.





In this section we consider the possibility of using the full dataset for classification.
Figure B.1 shows the distribution of the labels for the full dataset. Notice that CIN2
contains most of the cervigrams hence there is a bias for predictions towards this class.
Figures B.2 and B.3 show the results of the classifications considering binary and 5
way classification.
Figure B.1: Distribution of the labels for the histology field for the full dataset.
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Figure B.2: Comparisons between the four models with two classes.
Figure B.3: Comparisons between the four models with five classes.
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