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ABSTRACT
A common task in science and engineering is evaluating how well a mathematical
model describes a set of observations. Bayesian model comparison provides a rational and
consistent method for applying logic and probability to the problem of evaluating models.
Model comparison requires numerical techniques that are usually very time consuming to
run. This dissertation proposes extensions to several existing numerical model comparison
techniques, including nested sampling and thermodynamic integration, that incorporate parallel algorithm design to achieve significant speed-ups. Serial computer performance gains
have slowed in recent years, and most processing speed improvements are seen in the area
of parallel architectures. This work discusses the design, theoretical analysis, and empirical
analysis of these algorithms, focusing on the performance of these algorithms with respect
to accuracy and run time. Many disciplines in science and engineering make use of existing
model comparison techniques. This work aims to save investigators in these disciplines time,
and potentially attract those who may have been put off by time complexity concerns, by
developing a general approach to model comparison that takes full advantage of modern
parallel computing platforms.
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CHAPTER 1
INTRODUCTION
This dissertation describes the work I have done throughout my doctorate on the
design and analysis of parallel Bayesian model comparison algorithms. This work comprises
the development and testing of several algorithms based on nested sampling and thermodynamic integration. These algorithms have been tested on a range of problems, both artificial
and practical, to demonstrate their effectiveness. These algorithms are novel in that they
incorporate parallelism in ways that the original implementations did not, thereby achieving
significant speed-up.
Model comparison is one level of Bayesian inference; other levels of inference include
parameter estimation and experimental design. Broadly speaking, Bayesian model comparison provides a framework for rationally and consistently ranking proposed models for a set of
data using probability theory. Model rankings can then be used to make decisions informed
by the data.
Model probabilities are usually impossible to compute analytically and often difficult
to compute numerically. Specialized techniques have been developed to numerically evaluate
the integrals necessary to obtain model probabilities. These techniques are computationally
intensive, and therefore there is a strong incentive to make them as time-efficient as possible.
This dissertation collects and extends several of the projects I have worked on by
refining or completing the techniques, exploring and developing new techniques, and applying
rigorous algorithm analysis methods to them.

1

1.1 The Bayesian View of Probability
The Bayesian school of probability makes use of the same fundamental theorems
and mathematics as the traditional (frequentist) school. The Bayesian view differs in its
interpretation of what a probability is, and, hence, in what probabilities can be used to
quantify. In the frequentist interpretation, a probability expresses the frequency with which
a random event occurs, and that frequency is an inherent property of the phenomenon
being observed. In the Bayesian interpretation, probability is a useful way for observers to
express their state of knowledge of a phenomenon in the presence of uncertainty. In this
view, probability is a property of the observer, and not the phenomenon being observed.
Additionally, Bayesians view probability as an extension of deductive logic into the realm
of uncertainty, and so we can discuss the probability of any logical proposition, whereas
traditional random variables are limited to describing the outcomes of random events.
The following derivation of the product rule, sum rule, and Bayes’ theorem follows
Gregory [2010, Chapter 2]. For the purpose of this section, let a capital letter (e.g., A)
represent a logical proposition, e.g.,

A ≡ “There are three cookies in the jar.”

A’s value is 1 if the proposition is true, and it is 0 if the proposition is false. A, B represents
a logical conjunction, i.e., A, B is true if both A and B are true individually, but it is false
otherwise. A + B represents a logical disjunction, i.e., A + B is true if either A or B, or both,
are true individually; if both are false, A + B is false. A represents a logical complement,
i.e., A is true only if A is false.
These operations, with the addition of some further derived operations, are sufficient
for applying deductive logic, which can be applied if there is no uncertainty as to the truth
of the propositions involved. In the presence of uncertainty, we need to go a little further.
Cox [1946], Pólya [1954], and Jaynes [1957] lay out three desiderata that an ideal system for
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performing inductive reasoning would obey. These desiderata are,
Comparability Real numbers should be used to represent degrees of plausibility.
Rationality If evidence is added in favor of a proposition, the number representing its
plausibility should increase; if evidence is added in favor of a proposition’s complement,
the number representing its plausibility should decrease. In the limits of certainty, the
value should be 1 if the proposition is true, and 0 if the proposition is false.
Consistency “If a conclusion can be reasoned out in more than one way, every possible
way must lead to the same result” [Gregory, 2010, Chapter 2.5].
With the foundations of deductive logic, these desiderata, and no other starting assumptions,
we can now derive the product and sum rules of probability.
Let us consider the proposition “if C is true, then A and B are true”, (A, B|C). There
are eleven unique ways to write the relationship between that conditional proposition and
pairs of related conditional propositions. As Gregory [2010, 2.5.2] shows, only two of those
eleven pairs actually make sense logically,

(A, B|C) = F [(B|C), (A|B, C)] = F [(A|C), (B|A, C)],

(1.1)

where F [·, ·] is an arbitrary monotonic function of its arguments.
Now, let us apply (1.1) to the proposition (A, B, C|D). This can be written one of
two ways:

(A, B, C|D) = F [(B, C|D), (A|B, C, D)]
= F [(C|D), (A, B|C, D)]

= F {F [(C|D), (B|C, D)], (A|B, C, D)},

(1.2)

= F {(C|D), F [(B|C, D), (A|B, C, D)]}.

(1.3)

Let x ≡ (A|B, C, D), y ≡ (B|C, D), and z ≡ (C|D). Applying the consistency desideratum,
we have
F {x, F [y, z]} = F {F [x, y], z}.
3

(1.4)

Gregory [2010, 2.5.2] notes that the lengthy solution to this functional equation is available
in [Aczél, 1966]. The final result is

w{F [x, y]} = w{x}w{y},

(1.5)

for any positive, continuous, and monotonic w{·}.
Applying the solution (1.5) to the relation (1.4) for the proposition (A, B|C) (and
dropping the braces for concision),

w(A, B|C) = w(A|B, C)w(B|C),

(1.6)

= w(B|A, C)w(A|C).

(1.7)

This is commonly known as the product rule. At this point, the only restrictions on w(·) are
that it is positive, continuous, and monotonic. The rationality desideratum allows us put
some limits on the function’s range in extreme cases.
First, let us consider the case where A is certainly true assuming C is also true. In
this situation, logic dictates that the following relations must hold,

(A, B|C) = (B|C),

(1.8)

(A|B, C) = (A|C),

(1.9)

w(B|C) = w(A|C)w(B|C).

(1.10)

and the product rule yields

Equation (1.10) can only hold true if w(A|C) = 1. In other words, if the proposition is
certain, w(·) must equal 1.
Now, let us consider the opposite case where A is certainly false assuming C is true.
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The relations we have in this scenario are

(A, B|C) = (A|C),

(1.11)

(A|B, C) = (A|C),

(1.12)

w(A|C) = w(A|C)w(B|C).

(1.13)

and the product rule yields

Equation (1.13) can only be true if w(A|C) = 0 or w(A|C) = ∞. Either choice is valid, so
we choose w(A|C) = 0 for convenience. In other words, if the proposition is certainly false,
w(·) must equal 0.
So far, we have applied all of three of the desiderata and obtained the product rule
and limits on the function w(·),
0 ≤ w(x) ≤ 1.
Further application of the rules of logic will yield the sum rule. Jaynes [2003] shows that for
positive m,
wm (A|B) + wm (A|B) = 1.

(1.14)

Equation (1.14) is the simplest form of the sum rule. Because w(·) is a positive, monotonically
increasing function bounded by 0 and 1, the product rule also holds true for wm (A, B|C). If
we define p(x) = wm (x), the product and sum rules become

p(A, B|C) = p(A|B, C)p(B|C) = p(B|A, C)p(A|C),
p(A|B) + p(A|B) = 1.

(1.15)
(1.16)

This form of the sum rule is not very immediately useful; we would like to have an
expression for p(A + B|C). Table 1.1 shows the steps to find a more useful form of the sum
rule side-by-side with the principles that justify each step. The resulting form of the sum
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Table 1.1: Derivation of a more useful form of the sum rule

p(A + B|C) =
1 − p(A + B|C)
1 − p(A, B|C)
1 − p(A|C)p(B|A, C)
1 − p(A|C)[1 − p(B|A, C)]
1 − p(A|C) + p(A|C)p(B|A, C)
p(A|C) + p(A, B|C)
p(A|C) + p(B|C)p(A|B, C)
p(A|C) + p(B|C)[1 − p(A|B, C)]
p(A|C) + p(B|C) − p(B|C)p(A|B, C)
p(A|C) + p(B|C) − p(A, B|C)

Justification
Sum rule
De Morgan’s laws
Product rule
Sum rule
Distributive law of multiplication
Product and sum rules
Product rule
Sum rule
Distributive law of multiplication
Product rule

rule from Table 1.1 is

p(A + B|C) = p(A|C) + p(B|C) − p(A, B|C).

(1.17)

With the product and sum rules now in hand, we can derive Bayes’ Theorem. Assume
that we have a set of exhaustive and mutually exclusive hypotheses H indexed by i, prior
information I, and observations D. The sum rule gives
X

p(Hi |I) = 1,

(1.18)

i

and the product rule gives

p(Hi , D|I) = p(Hi |I)p(D|Hi , I) = p(D|I)p(Hi |D, I).

(1.19)

Solving (1.19) for p(Hi |D, I),

p(Hi |D, I) =

p(Hi |I)p(D|Hi , I)
,
p(D|I)
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(1.20)

which is one of the usual forms of Bayes’ Theorem. We note that because the hypotheses
are exhaustive and mutually exclusive, the sum rule requires that
X

p(Hi |D, I) =

X p(Hi |I)p(D|Hi , I)

i

p(D|I)

i

= 1,

(1.21)

hence,
p(D|I) =

X

p(Hi |I)p(D|Hi , I).

(1.22)

i

This yields an alternate form of Bayes’ theorem,
p(Hi |I)p(D|Hi , I)
p(Hi |D, I) = P
.
i p(Hi |I)p(D|Hi , I)

(1.23)

To conclude, using the rules of deductive logic and three common-sense desiderata,
we have derived the fundamental relations of probability theory:

Product rule

p(A, B|C) = p(A|B, C)p(B|C) = p(B|A, C)p(A|C)

Sum rule

p(A + B|C) = p(A|C) + p(B|C) − p(A, B|C)

Bayes’ Theorem p(Hi |D, I) =

p(Hi |I)p(D|Hi ,I)
p(D|I)

1.2 Bayesian Model Comparison
Now that we have derived Bayes’ Theorem, we can turn our attention to model comparison. Mi is the proposition that model number i, gi (t, Θi ), is operative in the measured
data D. The model function gi (t, Θi ) is vector-valued, t is its independent variable, and Θi
is the vector of model parameters associated with Mi . We assume that an exhaustive and
mutually exclusive set of models Mi for data D and prior information I can be enumerated,
such that,
X

p(Mi |D, I) = 1.

i

7

(1.24)

It is important to note that we do not assume that we can enumerate all possible models for
the data, just that they exist. Writing Bayes’ theorem for the parameters of Mi gives
Prior

Likelihood

z
}|
{z
}|
{
p(Θi |Mi , I) p(D|Mi , Θi , I)
p(Θi |Mi , D, I) =
.
|
{z
}
p(D|Mi , I)
| {z }
Posterior

(1.25)

Evidence or model likelihood

Each probability in (1.25) is labeled with the name it is usually assigned. The posterior
probability for the models can be written similarly,
Model prior

Evidence

Model posterior

z }| { z }| {
z }| {
p(Mi |I) p(D|Mi , I)
.
p(Mi |D, I) =
p(D|I)

(1.26)

Note that the evidence, p(D|Mi , I), appears in both (1.25) and (1.26).
To find p(D|I), we would need to be able to enumerate all possible models for the
data. In virtually all situations, this is not possible; however, it is also usually unnecessary.
Because we are interested in comparing models, pairwise ratios of model posteriors are just
as useful as the model posteriors themselves. As long as p(D|I) exists and is finite, the odds
of model j versus model i are

Oji =

p(Mj |I) p(D|Mj , I)
p(Mj |D, I)
=
×
.
p(Mi |D, I)
p(Mi |I) p(D|Mi , I)
| {z } |
{z
}
Prior odds

(1.27)

Evidence ratio

If our prior knowledge of the models leads us to assign a prior distribution to them other
than a uniform distribution, we will need to use (1.27) directly to compute model odds.
However, if we are able to assign a uniform prior to the model prior, the prior odds becomes
1, and the model odds simply becomes a ratio of the model evidence values,

Oji =

p(D|Mj , I)
.
p(D|Mi , I)
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(1.28)

Returning to (1.25), the posterior must be a proper probability distribution, i.e., it
must integrate (if continuous) or sum (if discrete) to 1. Assuming the continuous case, the
evidence must then be
Z
p(Θi |Mi , I)p(D|Mi , Θi , I) dΘ,

p(D|Mi , I) =

(1.29)

Θ̃

where Θ̃ is the support of the posterior distribution. To compute model odds, we must be
able to directly compute or estimate (1.29). This is usually impossible to do exactly and
difficult to do numerically, especially in a time-efficient manner. Models of interest can have
on the order of 10 or 100 parameters, and the associated distributions tend to have most of
their mass concentrated in a relatively small portion of the parameter space. As an example,
a model with fifty parameters that requires 1000 grid points per dimension to capture the
detail of the distribution properly will require 10150 grid points in total, which would require
8 × 10150 bytes to store as double-precision values. This is clearly absurd, as a standard
modern desktop computer has on the order of 109 bytes of memory and on the order of 1012
bytes of storage space. This problem is the primary motivation of this work.
1.3 Parallel Computing
This work involves designing and implementing parallel algorithms for model comparison, so a brief history and description of parallel computing is in order. Barney [2018] at
Lawrence Livermore National Laboratory’s Livermore Computing Center website gives an
excellent tutorial on parallel computing, and this section will draw from that tutorial.
The simplest and oldest way to run programs is on a serial computer. A serial
computer has one processing unit, and it can execute one instruction at a time on a single
piece of data. A serial computer is predictable: it runs the instructions given in a program
in order, one at a time. Assuming sufficient memory and sufficiently fast IO, making a
serial computer faster is a matter of increasing the speed at which the processor can execute
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instructions.
Some computing tasks have elements that do not need to be run in order. For
instance, if your program does payroll for a number of employees, the payroll calculations
for one employee are likely independent of the calculations for another employee. Therefore,
these tasks can be completed in any order, or even at the same time, and the results will
still be valid. This is a simple example of a program that could benefit from running on a
parallel computer instead of a serial computer.
In contrast to a serial computer, a parallel computer can do more than one thing at
a time. There are several conceptual models for parallel computing, hence “do[ing] more
than one thing at once” can mean different things depending on which model is being implemented. The first widely adopted technology to implement a parallel model of computing for
consumers was Intel’s MMX extensions to the x86 architecture [Ch and rasekaran, 1997, Yu,
1997]. The MMX extensions enabled single-instruction, multiple-data (SIMD) parallelism,
in which one instruction could be executed simultaneously on multiple data. Computational
tasks that can use SIMD hardware in this way are also sometimes called “data parallel.”
Examples of hardware that implements an SIMD model include general purpose graphics
processing units (GPGPUs) and the AVX and SSE units on Intel CPUs.
While SIMD parallelism can speed up many computing tasks, tasks that cannot be
vectorized require a different model to see any benefit. The multiple-instruction, multipledata (MIMD) model accommodates these tasks. Hardware that implements a MIMD model
can execute different instructions on several data, simultaneously. Computational tasks that
require MIMD hardware are sometimes called “task parallel.” Examples of hardware that
implements an MIMD model include multi-core processors, multi-processor systems, and
networked clusters.
The programs described in this dissertation make use of SIMD and MIMD parallelism.
The SIMD portions take the form of NumPy code, which automatically makes use of the
vector units (i.e., SSE or AVX registers) on the CPU. The MIMD portions take the form of
10

invocations of Python multiprocessing package that facilitates process-based parallelism
on a multi-core or multi-CPU system. It is worth noting here that thread-based parallelism
is not possible in most Python implementations, and this is the reason that process-based
parallelism is used here.
1.4 Literature Review
There are several schools of thought regarding the interpretation of probability. This
work concerns itself with what is sometimes called the objective Bayesian (usually simply
“Bayesian”) school of interpretation. Broadly speaking, Bayesians view probability as a
measure of the state of knowledge (information) regarding a given proposition. Bayesian
probability is an extension of deductive logic into situations where the truth of propositions
cannot be determined with certainty.
Gregory [2010, section 2.3] provides an excellent history of Bayesian inference, briefly
summarized here. Bernoulli [1713], Bayes [1763], and Laplace [1774] provided the foundations for the field that would eventually be called Bayesian inference. However, Cox [1946],
Pólya [1954], and Jaynes [1957] were the first to provide formal arguments for the Bayesian
interpretation of probability.
Computing probabilities and moments of probability distributions requires the evaluation of integrals that are often unsuited to evaluation using analytic or standard numeric
techniques. Markov chain Monte Carlo (MCMC) is a numerical integration technique that
is well-suited to evaluating the integrals that appear in Bayesian computations. MCMC is
fundamentally based on work in chemical physics by Metropolis et al. [1953], who developed
a Monte Carlo integration method to investigate the “properties of any substance which
may be considered as composed of interacting individual molecules.” This Monte Carlo integration method was later generalized and expanded by Hastings [1970]. Hastings describes
an approach that samples a probability distribution. The resulting samples can be used to
estimate moments of the distribution.
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The work of Metropolis et al. and Hastings is useful both for directly doing Bayesian
parameter estimation and as a base for developing more complex and powerful parameter
estimation tools, but it is not sufficient for Bayesian model comparison. Additional numerical
techniques were developed to address this lack.
Thermodynamic integration, a statistical mechanics technique originally developed by
Kirkwood [1935] to compute the free energy of fluids, has been adapted to aid in Bayesian
model comparison. Kirkpatrick et al. [1983], Černý [1985], and Semenovskaya et al. [1985]
each independently developed an optimization technique now called simulated annealing
that was inspired by Kirkwood’s thermodynamic integration. In a technical report, Neal
[1993, Section 6.2] noted that this free energy computation technique could be adapted to
compute the Bayesian evidence for model comparison. Meanwhile in mathematics, Ogata
[1989] independently developed a very similar technique for numerically evaluating highdimensional integrals, provided the integrand is continuous and differentiable. Gelman and
Meng [1998] recognized the utility of the thermodynamic integration technique as described
by both Ogata [1989] and Neal [1993]. Their work presented the technique, including specific
implementation details, to a broader statistics audience. More recently, thermodynamic
integration has been extended in various ways in the statistics literature, with examples
being found in Friel and Pettitt [2008], Calderhead and Girolami [2009], and Oates et al.
[2016].
All of the work on thermodynamic integration mentioned until now has used a fixed
temperature schedule to estimate the the thermodynamic integral. For instance, according
to Oates et al. [2016], a quintic schedule seems to produces good results for the problems
considered in that paper. However, if we consider problems more complex than the relatively
numerically straightforward problems presented in these papers, thermodynamic integration
implementations with fixed temperature schedules tend to fail to estimate the model evidence within an acceptable amount of error. For thermodynamic integration to be successful when considering likelihoods that involve the computation of a physical parameterized
12

model of data, an adaptive temperature schedule is required. John Skilling’s BayeSys software [Skilling, 2004a] implements thermodynamic integration with an adaptive temperature
schedule in this way. Skilling gave an unpublished presentation on the topic at the MaxEnt
meeting in 2002, and with his permission, Goggans and Chi [2004] wrote and published a
formal write-up of the technique. The technique described by Goggans and Chi [2004] will
be extended in several ways in Chapter 3.
Nested sampling was developed by Skilling [2004b, 2006] as an alternative method
for computing model evidence. Sivia and Skilling [2006, Chapter 9] explain nested sampling
in an accessible way. Nested sampling has been expanded in various ways in the years since
its introduction. Feroz et al. [2009] introduced MultiNest, an adaptation of nested sampling
made specifically to handle multi-modal likelihood functions. Diffusive nested sampling,
developed by Brewer et al. [2011], allows for the sampling of a mixture of distributions instead
of only the prior constrained by a single likelihood constraint (as in classic nested sampling)
to replace the discarded sample. Burkoff et al. [2012], Henderson and Goggans [2014], and
Henderson et al. [2017] describe two ways to parallelize the nested sampling algorithm.
Finally, Handley et al. [2015] describes an algorithm that combines nested sampling, slice
sampling, and clustering to efficiently sample distributions that are high-dimensional and
multi-modal.
Thermodynamic integration and nested sampling are approaches that evaluate model
probabilities for one model at a time. An alternative approach is to evaluate each model
under consideration simultaneously. Green [1995] was the first to propose such a technique,
known as reversible jump Markov chain Monte Carlo (RJMCMC). RJMCMC treats the
model index as a parameter and explores the space formed by the union of the model parameter spaces. Under this scheme, the estimated model probabilities are proportional to
the sample counts for each model in the final Markov chain.
If the family of models under consideration has atomic prior distributions (i.e., if the
model equation is composed of the sum of some number of addend functions, and if each
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addend function’s parameters have identical prior distributions), a more specific method
can be used to perform simultaneous model comparison. Phillips and Smith [1996] describe
a so-called jump-diffusion method for evaluating these types of model. This method has
several different moves available at a given MCMC step: birth, death, and within-model.
A birth move adds an atomic component to the model function, a death move removes
an atomic component from the model function, and a within-model move allows one or
more the current atom’s parameters to move about the parameter space. John Skilling’s
BayeSys software [Skilling, 2004a] incorporates jump diffusion sampling as part of its model
comparison scheme.
1.5 Contribution and Outline
This dissertation fits into the current literature by building upon two existing methods for performing Bayesian model comparison, analyzing them theoretically and empirically, and comparing their performance. Chapter 2 presents two parallel algorithms based
on nested sampling and shows results for the new methods tested on several example problems. Chapter 3 presents three parallel algorithms based on thermodynamic integration with
adaptive annealing and shows results for these methods tested on the same examples as in
Chapter 2. Chapter 4 presents theoretical and empirical time complexity analyses for the
proposed algorithms, and it examines the empirical precision of the log-evidence estimate
across ranges of method parameter values. Chapter 5 concludes the dissertation.
This work will most immediately benefit investigators in various fields that make
use of Bayesian model comparison on a regular basis. Most contemporary improvements
in computing performance per watt come in the form of increasingly parallel architectures
rather than serial ones. Hence, model comparison algorithms that can take advantage of
parallel computing hardware are better equipped to take advantage of new platforms as
they become available.
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CHAPTER 2
NESTED SAMPLING-BASED METHODS
This chapter describes parallelized methods I have developed based on nested sampling to perform model comparison. This chapter is largely adapted from [Henderson et al.,
2017] and, to a lesser extent, [Henderson and Goggans, 2014].
Nested sampling [Skilling, 2004b, 2006] is a numerical technique for evaluating model
evidence integrals.

These integrals often present major challenges: they can be high-

dimensional, a significant portion of their mass is often concentrated in a very small area of
the parameter space, and they can be multi-modal. Nested sampling’s main strength lies in
mitigating these challenges.
2.1 Nested Sampling Derivation
Burrows [1980] introduced a method for estimating multi-dimensional integrals using
Lebesgue integration and an estimate of the Lebesgue measure. Nested sampling uses a
similar reparameterization to compute evidence integrals.
Let us introduce some abbreviations to make the following derivation more concise:
denote the evidence p(D|M , I) as Z, the likelihood p(D|Θ, M , I) as L(Θ), and the prior
p(Θ|M , I) as π(Θ). With these abbreviations, the evidence integral (1.29) becomes
Z
Z=

π(Θ)L(Θ) dΘ.

(2.1)

Introduce dummy variable L and let
L(Θ)
Z

L(Θ) =

dL.
0
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(2.2)

(2.1) becomes
Z
Z=

 L(Θ) 
Z
π(Θ) 
dL dΘ.

(2.3)

0

Now, bring π(Θ) inside the integral over L, and reverse the order of integration, observing
that L(Θ) > L and 0 ≤ L < ∞,
Z∞
Z=




Z



0


π(Θ) dΘ dL.

(2.4)

π(Θ) dΘ.

(2.5)

{Θ:L(Θ)>L}

Define the following non-increasing function,
Z
X(L) =
{Θ:L(Θ)>L}

Hence,

Z∞
Z=

X(L) dL.

(2.6)

0

We observe that X(0) = 1 and limL→∞ X(L) = 0 and that if we take L(X) as a Lebesgue
measure of X, the Lebesgue integral for (2.6) is
Z1
Z=

L(X) dX.

(2.7)

0

In (2.5), our dummy variable L places a lower limit on the likelihood function. Therefore, it is natural to interpret it as a likelihood constraint. X(L) is the proportion of the
prior contained within the likelihood constraint L, and it is hence called the prior mass.
The integral (2.5) is just as difficult to evaluate as (2.1); however, in most cases, X
can be estimated within an acceptable amount of error, so we can compute an estimate of
(2.4) using quadrature. The original nested sampling algorithm [Skilling, 2006] proceeds
as follows. The initial likelihood threshold is set to L = 0. N so-called live samples are
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drawn from the prior distribution π(Θ). The sample with the lowest likelihood value is
removed from the set of live samples, and its likelihood is chosen as the next likelihood
threshold L. A new sample is drawn from π(Θ), constrained by the new likelihood threshold
L. This process is repeated until enough likelihood-prior mass pairs have been generated to
adequately estimate the evidence.
Because the live samples at any step in the nested sampling process are distributed
according to the constrained prior distribution, their prior mass values are uniformly distributed on [0, X(L)]. Let us look more closely at the first step. At the first step, the prior
mass of the live samples is uniformly distributed on [0, 1]. According to the order statistics of
the uniform distribution, the prior mass of the sample with the largest prior mass X1 (which
corresponds to the lowest likelihood L1 ) is distributed according to a beta distribution with
parameters N and 1. The ratio of the prior mass at L1 (X1 ) to the prior mass at L = 0
(X = 1) is
t1 =

X1
= X1 .
1

(2.8)

The shrinkage at step i of the nested sampling process maintains the same beta distribution,
so we can write
ti ∼ Beta(N, 1),

(2.9)

and the prior mass at step i can be written

Xi =

i
Y

tk .

(2.10)

k=1

The most useful estimate of the shrinkage at each step turns out to be the loggeometric mean,
E(log ti ) = −1/N.
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(2.11)

Hence, at step i, a useful estimate of the prior mass is

Xi ≈ exp(−i/N ).

(2.12)

With this, we have all the ingredients to build our quadrature approximation of the evidence,

Z≈

m
X

(Xi−1 − Xi ) Li ,

(2.13)

i=1

using the likelihood function to find the exact likelihood of each least-likelihood sample and
(2.12) to estimate each prior mass value.
A reference implementation of nested sampling in pseudo-code is shown in Algorithm
2.1.
2.1.1 Implementation considerations
There are several details of the original nested sampling algorithm that are left up
to the user to decide how to implement. These details include how to set the number of
live samples N , how to decide when enough likelihood-prior mass sample pairs have been
generated to obtain an adequate estimate of the evidence, and how to efficiently sample
the prior distribution constrained by L. Regarding the choice of N , Skilling [2006] derives
p

the upper bound on the error in the evidence as exp
H/N , where H is the negative
relative entropy of the posterior distribution with respect to the prior distribution. (Note
that this bound assumes that quadrature error is negligible and that the constrained prior
is accurately sampled at each step.) This straightforward relationship between the expected
error in the evidence estimate and N gives the user an appropriate place to start in choosing
a value.
According to (2.11), each step in the nested sampling process shrinks the volume
being explored by exp(−1/N ). Under perfect circumstances, it would therefore take N H
steps to compress by exp(−H) and reach the bulk of the posterior distribution. Recognizing
18

Algorithm 2.1 Nested sampling
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:

procedure NestedSampling(P, N, M IN, M AX, data)
logZ ← −∞
H ← 0.0
logwidth ← log(1 − exp(−1/N ))
for i ← 1, N do
for j ← 1, P do
θi,j ← uniform(0, 1)
end for
logLi ← LogLikelihood(θi , data)
end for
iterate ← 1
count ← 0
while iterate = 1 do
r ← arg mini (logLi )
minlogL ← logLr
logW t ← minlogL + logwidth
logZold ← logZ
logZ ← log(exp(logZ) + exp(logW t))
H ← exp(logW t − logZ)minlogL + exp(logZold − logZ)(H + logZold )
q ← b(N + 1)unif orm(0, 1)c
θr , logLr ← MCMC(θq , data)
logwidth ← logwidth − 1/N
count ← count + 1
if count > M IN and count > 3HN then
iterate ← 0
else if count ≥ M AX then
iterate ← 0
end if
end while
return logZ, H
end procedure
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that circumstances are generally never perfect, it is advisable to take at least 2N H steps
to make sure an adequate estimate of the evidence is reached. In practice, up to 3N H
samples may be required; some trial and error with the application is generally necessary to
determine the best value.
How best to sample the constrained prior distribution is a matter of debate. It is
usually impossible to directly sample the constrained prior, and rejection sampling becomes
increasingly inefficient as the prior mass decreases. MCMC can be used to good effect
here, but there are some challenges unique to sampling this type of distribution, including
choosing a starting point for the Markov chain, how best to deal with the hard edges of
the distribution, and how to handle multi-modal likelihood functions. Investigators have
devoted significant effort to determining the best approach here. Most prominent among
these efforts are MultiNest by Feroz et al. [2009], Diffusive Nested Sampling by Brewer et al.
[2011], and PolyChord by Handley et al. [2015]. Skilling [2012] himself tried to resolve the
issue of constrained prior sampling with Galilean Monte Carlo, but this method presents
further difficult choices in implementation, and as such, it finds little application.
2.2 Parallel nested sampling
As in other numerical integration techniques, there is an antagonistic relationship
between precision and speed in nested sampling. Precision in the log-evidence estimate
increases with the square root of N , whereas the number of necessary likelihood thresholds
increases with N . In this section we discuss our new method for parallelizing nested sampling
(subsection 2.2.1) by combining the results (i.e., the discarded samples) of several nested
sampling runs. We also contrast this new technique with the above-mentioned method for
discarding and replacing multiple live samples at once (subsection 2.2.2), originally developed
by Burkoff et al. [2012] and refined in [Henderson and Goggans, 2014].
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2.2.1 Combining Independent Chains
Our new method aims to side-step the antagonism between precision and speed by
combining the results (discarded samples) of several nested sampling runs, sorting the combined samples by likelihood, estimating the new shrinkage between consecutive pairs of
samples, and computing a new evidence estimate. To do this it is necessary to know the
distribution of the shrinkage in a combined and re-sorted set of discarded samples. Lemmas
1 and 2 and Theorem 1 establish this distribution.
Lemma 1. The negative log of the prior mass Xi for the ith sample discarded from a nested
sampling run using N live samples has an Erlang density,

f− log Xi (x) =

N i xi−1 exp (−N x)
,
(i − 1)!

(2.14)

with shape parameter i and rate parameter N .
Proof. We prove Lemma 1 using the method of induction. Begin with the density of the
shrinkage between the (i + 1)th and ith prior mass values, (2.9) and write it in functional
form,
fti (t) = N tN −1 .

(2.15)

From (2.10), we can write the prior mass of the second sample as

X2 = t1 t2

(2.16)

so that, by taking the negative logarithm of both sides,

− log X2 = (− log t1 ) + (− log t2 ) .

(2.17)

The density of the 1-to-1 function Y = g(X) of a continuous numerical proposition X is

21

given in probability texts such as [Ross, 2010] as

fY (y) =




 fX (h(y))

dh
dy

, h(y) ∈ X̃
,



 0,

(2.18)

otherwise

where h(Y ) is the inverse of g(X), and X̃ is the support of fX (x). Here, Y = g (ti ) = − log ti
and h(Y ) = exp(−Y ). By applying (2.18), we have

f− log ti (y) = fti (exp(−y))

d
exp(−y) = N exp(−N y).
dy

(2.19)

Equation (2.19) shows that − log ti has an exponential density with mean 1/N . The sum of
two continuous numerical propositions has a density given by the convolution of the densities
of the two propositions [Ross, 2010]:
Z
f− log X2 (x) = f− log t1 −log t2 (x) =

N exp(−N k)N exp[−(x − k)N ] dk.

(2.20)

An exponential density has support on the interval [0, ∞), so we have the following restrictions: 0 ≤ k < ∞ and 0 ≤ x − k < ∞, or in other words

0 ≤ k ≤ x.

(2.21)

The convolution integral becomes

f− log X2 (x) = N 2 exp(−N x)

Zx

db = N 2 x exp(−N x).

0

Equation (2.22) establishes the base case (k = 1) for the method of induction.
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(2.22)

Assume that the expression for k = i−1 is given by

f− log Xi−1 (x) =

N i−1 xi−2 exp(−N x)
.
(i − 2)!

(2.23)

By using (2.20) and the previously mentioned limits on distribution support, we have
Zx
f− log Xi (x) =

N i−1 k i−2 exp(−N k)
N exp[−(x − k)N ] dk,
(i − 2)!

(2.24)

0

=

N i xi−1 exp(−N x)
.
(i − 1)!

(2.25)

Equation (2.25) specifies a gamma density with shape parameter i and rate parameter
N . As i is an integer, (2.25) is specifically an Erlang density Weisstein [2016].
Lemma 2. Let {M1 (t); 0 < t < 1} and {M2 (t); 0 < t < 1} be two independent processes,
0 < t < 1, and let the following conditions hold:

Mi (t) ≥ 0

(2.26)

Mi (t) ∈ Z

(2.27)

t2 ≥ t1 → Mi (t2 ) ≤ Mi (t1 ).

(2.28)

Let H{·} be a transformation that executes the substitution t = exp(−s), such that Ni (s) =
H {Mi (t)}, and Ni (s) is a Poisson process. Let the sum of two processes, e.g. MΣ (t) =
M1 (t) + M2 (t), represent a single process with events that consist of the combination of
events from the individual processes. Then the transformation H{·} is linear in addition,
i.e.
H {M1 (t) + M2 (t)} = H {M1 (t)} + H {M2 (t)} = N1 (s) + N2 (s).

(2.29)

Proof. M1 (t) and M2 (t) are discrete random variables parameterized by t. A necessary
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condition for (2.29) to be satisfied is therefore that the p.m.f. of the RV on the left is
equivalent to the p.m.f. of the RV on the right.
Let {N1 (s); s > 0} and {N2 (s); s > 0} be Poisson counting processes with rates λ1
and λ2 . Let N (s) = N1 (s) + N2 (s). The probability mass functions for N1 (s) and N2 (s) are
given as
(λ1 s)n1 exp (−λ1 s)
n1 !
n2
(λ2 s) exp (−λ2 s)
pN2 (s) (n2 ) =
.
n2 !
pN1 (s) (n1 ) =

(2.30)
(2.31)

The distribution of N (s), which comprises the sum of N1 (s) and N2 (s), is given as a convolution of the distributions for N1 (s) and N2 (s):

pN (s) (n) =

∞
X

pN1 (s) (k)pN2 (s) (n − k).

(2.32)

k=−∞

These are counting processes, which are zero-valued unless k ≥ 0 and n − k ≥ 0. Thus,
0 ≤ k ≤ n, and the convolution sum (2.32) becomes

pN (s) (n) =

n
X

pN1 (s) (k)pN2 (s) (n − k)

(2.33)

k=0

=
=

n
X
(λ1 s)k exp (−λ1 s) (λ2 s)n−k exp (−λ2 s)
k=0
n
X
k=0

(n − k)!

k!

(λ1 /λ2 )k (λ2 s)n exp [− (λ1 + λ2 ) s]
k!(n − k)!

= (λ2 s)n exp [− (λ1 + λ2 ) s]

n
X
(λ1 /λ2 )k
k!(n − k)!
k=0

[(λ1 + λ2 ) /λ2 ]n
n!
[s (λ1 + λ2 )]n exp [− (λ1 + λ2 ) s]
=
.
n!
= (λ2 s)n exp [− (λ1 + λ2 ) s]

This result establishes the right-hand side of (2.29).
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(2.34)
(2.35)
(2.36)
(2.37)
(2.38)

Now carry out the inverse transform H−1 {·} on (2.30) and (2.31):
(−λ1 log(t))m1 exp (λ1 log(t))
(−λ1 log(t))m1 tλ1
=
m1 !
m1 !
m2
(−λ2 log(t)) exp (λ2 log(t))
(−λ2 log(t))m2 tλ2
pM2 (t) (m2 ) =
=
.
m2 !
m2 !

pM1 (t) (m1 ) =

(2.39)
(2.40)

Let M (t) = M1 (t) + M2 (t), and find the p.m.f. for M (t) as in (2.32). The result is

pM (t) (m) =

(−1)m (λ1 + λ2 )m (log t)m tλ1 +λ2
.
m!

(2.41)

Carry out the transform

pH{M (t)} (m) = pN (s) (n) =

[s (λ1 + λ2 )]n exp [− (λ1 + λ2 ) s]
n!

(2.42)

(2.38) and (2.42) are identical, so we have shown that

pH{M1 (t)+M2 (t)} (m) = pH{M1 (t)}+H{M2 (t)} (m).

(2.43)

As M (t) and N (s) represent random processes, their p.m.f.s are actually probability mass
functionals, not functions. Let f (t) = tλ1 +λ2 and g(s) = (λ1 + λ2 ) s. We can express these
functionals as
(−1)m (log f (t))m f (t)
pM (t) (m) = F1 [f (t)] =
m!
[g(s)]n exp [−g(s)]
pN (s) (n) = F2 [g(t)] =
.
n!

(2.44)
(2.45)

The mean and autocorrelation functions of these mass functionals can depend only on the
functions f (t) and g(s). Since f (t) is the same on both sides of (2.29), as we have shown in
(2.38) and (2.42), it follows that the mean and autocorrelation functions are also equivalent,
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and that:
H {M1 (t) + M2 (t)} = H {M1 (t)} + H {M2 (t)} .

(2.46)

We can therefore say that H{·} is linear in addition.
Theorem 1. The shrinkage si between consecutive prior mass values Yi+1 and Yi in a set
of discarded samples combined from M independent nested sampling runs, each using Nj ,
j = 1, · · · , M live samples, has a beta density

fsi (s) =

M
X

!
Nj

PM

s(

j=1

Nj )−1

(2.47)

j=1

with shape parameters

PM

j=1

Nj and 1.

Proof. The wait time for the ith event in a Poisson process is distributed as an Erlang
density (which is a special case of the gamma density with an integer shape parameter),
[Taylor and Karlin, 1998, p. 291] as shown in (2.25). This fact and Lemma 1 show that
the variable − log Xi for a set of samples discarded from a single run of nested sampling
follows a Poisson process. We can therefore apply the properties of Poisson processes to see
what happens when we combine sets of discarded samples from multiple independent runs
of nested sampling.
Let Yi be the prior mass associated with the ith sample in a set of discarded samples
combined from M independent nested sampling runs, each of which uses Nj , j = 1, · · · , M
P
live samples. Let Q = M
j=1 Nj . If M separate and independent Poisson processes with
intensities Nj , j = 1, · · · , M are combined, the result is a single Poisson process with intensity
PM
j=1 Nj [Tijms, 2003, p. 6]. It follows that − log Yi is distributed as
Qi y i−1 exp(−Qy)
,
f− log Yi (y) =
(i − 1)!

(2.48)

which is an Erlang density with shape parameter i and rate parameter Q.
P
It follows from the definition of the shrinkage that − log Yi = ij=1 − log sj . The sum
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of propositions with identical densities has a gamma density if and only if the propositions
being added also have gamma densities. In this case where the shape parameter is 1, the
densities of − log si are also exponential,

f− log si (s) = Q exp(−Qs).

(2.49)

fsi (s) = QsQ−1 ,

(2.50)

The transform in (2.19) leads to

which is the beta distribution with parameters Q =

PM

j=1

Nj and 1. Finally, Lemma 2 shows

that the transformation from a process with wait time − log si to a process with wait time
si is a linear transformation, and our result follows.
Theorem 1 demonstrates that using a combined set of discarded samples from M
independent nested sampling processes which use N live samples each, the evidence estimate
can be computed as if one nested sampling process had produced the samples, using M N
live samples.
2.2.1.1 Numerical example
We now give a numerical example that demonstrates the validity of the result in
theorem 1.
Example. Let M = 32. Generate M sets of 10, 000 shrinkage samples from Beta(100, 1)
(i.e., N = 100). Use (2.10) to compute the associated prior mass for each sample in each
set. Combine the independent sets of samples, then sort the combined sample by prior mass.
1

Compute the actual shrinkage between each pair of consecutive samples. Compare the

cumulative distribution function (CDF) of the combined shrinkage samples with the CDFs
of Beta(N, 1) and Beta(N M, 1). The CDF of the samples should closely match the CDF of
Beta(N M, 1).
1

Prior mass is a monotonic function of the likelihood constraint, so that sorting by prior mass is equivalent
to sorting by likelihood.
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Figure 2.1: CDFs for the combined and sampled shrinkage, Beta(N, 1), and Beta(N M, 1)
Result. Execution of this procedure yielded the empirical CDF shown in Figure 2.1. The
CDFs for Beta(N, 1) and Beta(N M, 1) are also shown in Figure 2.1. The empirical CDF
closely matches the CDF for Beta(N M, 1), confirming the result in Theorem 1.
2.2.2 Discarding and Replacing Several Samples at Once
Here we describe the parallel nested sampling technique developed by Burkoff et al.
[2012] and subsequently refined by Henderson and Goggans [2014]. The main idea behind
this method for parallelizing nested sampling is that, for a single nested sampling process
with N1 live samples, by discarding and replacing R  N1 samples at once we need only
HN1 /R steps to reach the desired convergence in the log-evidence estimate. The variance
of the shrinkage distribution also increases linearly with R [Skilling, 2012], so if we wish
to maintain the same precision in the log-evidence estimate then we must also scale the
√
√
number of live samples as NR = RN1 . This scaling implies that HN1 / R steps are
√
required to reach convergence, so that our speed-up factor is approximately R. A reference
implementation of multiple-replacement nested sampling is shown in Algorithm 2.2.
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Algorithm 2.2 Multiple-replacement nested sampling
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:

procedure NestedSamplingMR(P, N, R, M IN, M AX, data)
logZ ← −∞
H ← 0.0
logwidth ← log(1 − exp(−R/N ))
for i ← 1, N do
for j ← 1, P do
θi,j ← uniform(0, 1)
end for
logLi ← LogLikelihood(θi , data)
end for
iterate ← 1
count ← 0
while iterate = 1 do
Sort θ and logL by logL in ascending order
logW t ← logLR + logwidth
logZold ← logZ
logZ ← log(exp(logZ) + exp(logW t))
H ← exp(logW t − logZ)minlogL + exp(logZold − logZ)(H + logZold )
q ← Choose R random integers on [R + 1, N ]
for r ← 1, R do
θr , logLr ← MCMC(θqr , data)
end for
logwidth ← logwidth − R/N
count ← count + 1
if count > M IN and count > 3HN/R then
iterate ← 0
else if count ≥ M AX then
iterate ← 0
end if
end while
return logZ, H
end procedure
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Algorithm 2.3 Combined-chain nested sampling
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:

procedure NestedSamplingCC(P, N, M, M IN, M AX, data)
samples ← empty list
for i ← 1, M do
append(samples, NestedSampling(P, N, M IN, M AX, data))
end for
Sort samples by logL
logwidth ← log(1 − exp(−1/(M N )))
logZ ← −∞
H ← 0.0
for i ← 1, length(samples) do
logW t ← samples[i].logL + logwidth
logZold ← logZ
logZ ← log(exp(logZ) + exp(logW t))
H ← exp(logW t − logZ)samples[i].logL + exp(logZold − logZ)(H + logZold )
end for
return logZ, H
end procedure

2.2.3 Implementation
Implementation of the method described in section 2.2 is flexible, and depends on the
user’s specific needs. The main idea is that two or more independent runs of nested sampling
are conducted with identical numbers of live samples, and the results are then combined and
used to generate an estimate of the evidence.
The combination of results for multiple runs proceeds as follows. Let each sample
be represented by a data structure with three fields: parameter array, log-likelihood, and
log-weight. The samples from each run are combined into one large array, the associated
log-weights are discarded, and the samples are sorted by log-likelihood. The log-weight is
then re-estimated for each sample using the new ordering and the combined number of live
samples, according to the shrinkage distribution given in Theorem 1. The log-evidence is
then estimated according to (2.13) using the new log-weights. A reference implementation
of combined-chain nested sampling following this procedure is shown in Algorithm 2.3.
The nested sampling runs can be implemented concurrently or sequentially. Here are
some situations that might plausibly arise:
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• If you know the value of N necessary to give the precision you require, then instead
of performing one run with N live samples, perform M runs concurrently on multiple
processor cores or supercomputer nodes, each run using dN/M e live samples.
• If you have an evidence estimate but it is not precise enough, perform several more
nested sampling runs incorporating the data, then combine the old and new results to
obtain a more precise estimate.
• If you suspect that the distribution you are exploring is highly multi-modal, perform
many independent nested sampling runs using a relatively small N so as to increase
the likelihood that each mode is well-explored.
2.2.3.1 Speed-up
In the first of these three cases the speed-up may be substantial, theoretically by up
to a factor of M , but this is limited by several factors. Each nested sampling run involves no
communication with the other runs. The speed-up is therefore limited by the total number
of live samples used, by the time needed to start each independent process, and by the time
needed to combine and process the final results.
Each process must use at least one live sample. If N total live samples are used then
not more than N processing units can be used to divide the work.
Whatever the specific architecture used to parallelize the computation, a certain
amount of time and computational effort will be needed to copy the necessary data and
instructions to the individual processing units before beginning each run. Further time is involved when each processing unit is finished and communicates its results back to the central
controlling implementer. Also, the combining of the sets of discarded samples, recomputing
of the sample weights, and computing the final evidence takes further time.
Relative to the older method of parallelizing nested sampling by discarding and replacing multiples samples at once, the theoretical speed-up, given M workers, is by a factor
√
√
of M . Thus, our new method requires 1/ M as many likelihood evaluations per worker
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compared with the older method. The newer method should therefore be preferred over the
older method in all cases, unless an external factor (such as the MCMC method used to
replace samples) points to use of the older method.
2.3 Examples
In this section we demonstrate the performance of combined-chain nested sampling
using three problems as examples. These include an artificial, highly multi-modal likelihood
function, a simulated spectrum analysis problem, and a twin Gaussian shell problem in 20
and 30 dimensions. For these examples, we use nested sampling as described in sections 2.1
and 2.2. Each example uses a different number of live samples N and a different number of
independent runs M .
The method used to replace the discarded sample at each likelihood constraint is
slightly different in each example. In both examples we use some form of Metropolis MCMC,
which takes a sample at random from the surviving collection of live samples and moves it
randomly around the likelihood-constrained parameter space. The final location is used as
the new live sample. Both examples use uniform priors, and the Metropolis acceptance
criterion is then simple: if at any time the sample lands outside of the likelihood constraint,
it is rejected; if it lands inside the likelihood constraint, it is accepted.
In the following examples, constrained prior exploration differs in how the samples
are moved throughout the parameter space. For the eggcrate example and the twin Gaussian shell example (section 2.3.1 and 2.3.3), the moves are drawn from a standard normal
distribution scaled by a factor that is adjusted at each step. Both parameters are changed
simultaneously, and, at the end of each step, the step size scaling factor is increased or
decreased so as to maintain a roughly even acceptance ratio.
For the multiple stationary frequency example (section 2.3.2), a Gaussian step is also
used, but each parameter is varied individually. At each step of the exploration procedure
a random ordering of the parameters is chosen, and the sample is moved in one dimension
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at a time. The acceptance rate is monitored separately for each parameter, and a scaling
factor corresponding to each parameter is updated at the end of each MCMC step in order
to maintain a roughly even acceptance ratio.
2.3.1 Eggcrate Likelihood
The first example is the “eggcrate” toy problem from [Feroz et al., 2009]. The posterior density in this problem is highly multimodal, so that a large number of live samples
is necessary to estimate the evidence accurately and to sample the entire density. Our results for this example show that combining many independent nested sampling chains with
few live samples gives a result equivalent to using one chain with many live samples in the
presence of many modes.
The eggcrate function has two independent parameters, with joint prior

π(Θ) =

1
10π

2

1[0,10π] (Θ1 )1[0,10π] (Θ2 ).

(2.51)

The likelihood function is
(
L(Θ) = exp


2 + cos

Θ1
2




cos

Θ2
2

5 )
.

(2.52)

In this case the log-likelihood is more useful for visualization and the numerical dynamic
range:




log L(Θ) = 2 + cos

Θ1
2




cos

Θ2
2

5
.

(2.53)

Feroz et al. [2009] provide an evidence value of log Z = 235.88 using numerical integration
over a fine grid. Upon applying Bayes’ theorem, the posterior distribution for the parameters
Θ is
exp
P(Θ) =

n

2 + cos

Θ1
2



cos

Θ2
2

5 o


1 2
10π

exp(235.88)
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1[0,10π] (Θ1 )1[0,10π] (Θ2 )

.

(2.54)

35

35

0
30

30

Θ2

Θ2

0

0

5

10

15

Θ1

20

25

30

35

150

10

180

5

120
15

150

10

90

20

120
15

60

25

90

20

30

30

60

25

0

210

5

240

0

(a) Log-posterior for the eggcrate problem
(log of (2.54))

180
210
0

5

10

15

Θ1

20

25

30

35

240

(b) Log pseudo-color plot of normalized
histogram of re-sampled nested sampling
results, 20x20 bin grid

Figure 2.2: Eggcrate figures
2.3.1.1 Results
The results shown here were achieved using N = 16 live samples in each of M =
20 independent nested sampling runs. The uncertainty in the log-evidence estimate was
estimated by performing 20 separate runs of the configuration with N = 16, M = 20. The
estimated log-evidence value is log Z = 235.84 ± 0.1616. This estimate is well within a single
standard deviation of the log-evidence estimate of 235.88 given in [Feroz et al., 2009]. Figure
2.2a shows the log-posterior for the eggcrate function, and Figure 2.2b shows a normalized
log-histogram of the samples obtained using nested sampling, resampled using importance
sampling as described by Goggans and Chi [2004]. The normalized log-histogram in Figure
2.2b shows that each mode of the posterior was sampled well.
2.3.2 Detection of Multiple Stationary Frequencies
In the second example, we want to estimate the number of stationary frequencies
present in a signal as well as the value of each frequency. This problem is similar to the
problem of multiple stationary frequency estimation in [Bretthorst, 1988, Chapter 6], with
the additional task of determining the number of stationary frequencies present. This example demonstrates the value of the present parallel nested sampling method. Differences
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among log-evidence values for models containing either the most probable number of frequencies or more tend to be small, meaning that a precise estimate of these log-evidence
values is essential to the task of determining the most probable model.
Each stationary frequency (j) in the model is determined by three parameters: the
in-phase amplitude (Aj ), the quadrature amplitude (Bj ), and the frequency (fj ). Given J
stationary frequencies, the model at time step ti takes the following form:

g (ti ; Θ) =

J
X

Aj cos (2πfj ti ) + Bj sin (2πfj ti ) ,

(2.55)

j=1

where Θ is the parameter vector

Θ = [A1 B1 f1 · · · AJ BJ fJ ]T .

For the purposes of this example the noise variance used to generate the simulated data is
known, and we consequently use a Gaussian likelihood function,
I
Y

(

[g (ti ; Θ) − di ]2
L(Θ) =
exp −
2σ 2
i=1

)
,

(2.56)

for I simulated data di and noise variance σ 2 . The log-likelihood function is then

log L(Θ) = −

I
X
[g (ti ; Θ) − di ]2
i=1

2σ 2

.

(2.57)

Each model parameter is assigned a uniform prior distribution with limits as shown in Table
2.1.
Our test signal is a sum of two sinusoids, and zero-mean Gaussian noise with variance σ 2 = 0.01. This signal is sampled at randomly-spaced instants of time, in order to
demonstrate that this time-domain method does not require uniform sampling to perform
spectrum estimation. Bretthorst [2001] demonstrates that the Nyquist critical frequency in
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Table 2.1: Prior bounds for multiple stationary frequency model parameters

Lower bound

Upper bound

−2
−2
0 Hz

2
2
6.4 Hz

Aj
Bj
fj

Table 2.2: Parameters used to generate simulated signal

j

Aj

Bj

fj (Hz)

1
2

1.0
1.0

0.0
0.0

3.1
5.9

the case of nonuniform sampling is 1/2∆T 0 , where ∆T 0 is the dwell time. The dwell time is
not defined for arbitrary-precision time values as used in this example, so we must choose
another limiting value. A more conservative limit is given by 1/10∆Tavg , where ∆Tavg is the
average spacing between time steps, 1/64 s. This formulation yields a prior maximum limit
of 6.4 Hz, as shown in Table 2.1. The parameters used to generate the simulated data are
shown in Table 2.2. The samples from the signal with noise are shown in Figure 2.3.
2.3.2.1 Results
Using the data shown in Figure 2.3, we estimate log-evidence values under the assumption that 1, 2, 3, and 4 sinusoids are present. The log-evidence is estimated using
nested sampling with three sets of algorithm parameters: N = 20 and M = 1; N = 200
and M = 1; and N = 50 and M = 4. For comparison, we also include results from the
old method of parallelizing nested sampling, using multiple replacement of live samples with
N = 400 and R = 4. For each of the proposed models and algorithm parameter choices we
conduct 20 separate nested sampling runs in order to quantify empirically the precision of
the log-evidence estimate associated with each set of algorithm parameters. Box and whisker
plots are shown in Figures 2.4, 2.5, and 2.6 so as to summarize the log-evidence results from
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Figure 2.3: The simulated signal. The points represent the non-uniformly sampled points
from the original signal corrupted by Gaussian noise.
each of these nested sampling runs. A box and whisker plot is also shown in Figure 2.7 for
the log-evidence results for 20 runs each of nested sampling using the old parallel algorithm.
In these box and whisker plots, the center line represents the median, the top and bottom
of the box represents the third and first quartiles, the ends of the whiskers represent the
maxima and minima of the observed values that fall within 1.5 times the interquartile range,
and any values that fall outside that range are plotted as plus signs. The ordinate axis in
each of these plots is truncated, so that the log-evidence values for each proposed model
can be clearly displayed. For the 2-sinusoid model, one outlier is excluded from the plot in
Figure 2.4 because it is some 102 standard deviations away from the mean.
Table 2.3 shows the mean and standard deviation of the log-evidence results for the
2-sinusoid model according to the trials using various parameter settings.
In the results for one run of nested sampling with N = 20 live samples (Figure 2.4),
the log-evidence estimates for the models with 2, 3, and 4 sinusoidal components overlap to
some extent. In usual practice we would only wish to perform one run of nested sampling
to obtain a log-evidence estimate, but these results demonstrate that N = 20 does not yield
sufficient precision that would let us determine the maximum a-posteriori (MAP) model
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Figure 2.4: Model log-evidence, N = 20, M = 1, 20 tests each
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Figure 2.5: Model log-evidence, N = 200, M = 1, 20 tests each
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Figure 2.6: Model log-evidence, N = 50, M = 4, 20 tests each
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Figure 2.7: Model log-evidence, N = 400, R = 4, 20 tests each, using the old parallel nested
sampling algorithm
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Table 2.3: Multiple stationary frequency log-evidence for the model with 2 sinusoids, for each
set of algorithm parameters. One outlier is excluded from the mean and standard deviation
values for N = 20, M = 1.

Algorithm

N

New Parallel NS 20
” 200
” 50
Old Parallel NS 400

M

R

Mean logZ

StDev logZ

1
1
4
-

4

-78.01
-76.68
-76.72
-76.37

3.135
0.5466
0.6665
0.5512

from a single run. Figure 2.5 demonstrates that, by raising the number of live samples to
N = 200, a level of precision is obtained that picks out model 2 as the clear MAP model,
with no overlap with model 3 or model 4. Figure 2.6 shows that upon combining the results
of M = 4 independent runs of nested sampling, each using N = 50 live samples, we obtain
similar precision to that in the case with M = 1 and N = 200.
Table 2.3 summarizes the mean and standard deviation for the log-evidence for the
2-sinusoid model in the MSF problem. The results show that the standard deviation in the
log-evidence estimates for the correct model are similar for: the N = 200, M = 1 case; the
N = 50, M = 4 case; and the N = 400, R = 4 case. The standard deviation is slightly greater
for the N = 50, M = 4 case, possibly indicating a less efficient likelihood-constrained prior
exploration process with fewer live samples per worker. The difference is slight, however,
and the speed-up apparent in the N = 50, M = 4 case supports the use of the new parallel
approach in this application.
As mentioned in section 2.2, the run time of nested sampling increases linearly with
the number of live samples. So, because we can obtain similar precision from 4 separate runs
with N = 50 and 1 run with N = 200, we obtain a nearly four-fold speed increase by using
the combined-chain nested sampling technique.
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2.3.3 Twin Gaussian Shells
The final example is the twin Gaussian shell problem, also from [Feroz et al., 2009]. In
[Feroz et al., 2009], the authors present results for this problem in up to 30 dimensions. Handley et al. [2015] also use this problem in 100 dimensions to test their algorithm. This problem
presents a few interesting challenges to our nested sampling implementation. Because the
likelihood takes the form of a thin, curved density whose mass centers on a hyper-spherical
shell, exploration of the constrained prior at high likelihood values is difficult. The bimodal
nature of the problem also challenges the constrained prior exploration process. Finally, the
examples we explore are high-dimensional to the point that standard numerical integration
techniques would be useless.
The likelihood function in the twin Gaussian shells problem takes the form,




(|Θ − c1 | − r1 )2
(|Θ − c2 | − r2 )2
1
1
exp −
exp −
+√
.
L(Θ) = √
2w12
2w22
2πw1
2πw2

(2.58)

Following [Feroz et al., 2009], we set the parameters as follows: w1 = w2 = 0.1, r1 = r2 = 2,
c1 = [−3.5, 0, · · · , 0]T , and c2 = [3.5, 0, · · · , 0]T . We use a uniform prior over the hypercube
that spans [−6, 6] in each dimension. Figure 2.8 shows a pseudo-color plot of a 2-dimensional
twin Gaussian shell with parameters and prior range as described previously.
2.3.3.1 Results
We tested our nested sampling algorithm using this problem in 20 and 30 dimensions.
The results are presented in this section.
We performed 20 tests each using N = 200, M = 1 and N = 50, M = 4 for the
20-dimensional case and N = 300, M = 1 and N = 75, M = 4 for the 30-dimensional case.
The results from these tests are shown in Table 2.4. The analytic log-evidence value given
in [Feroz et al., 2009] for the 20-D and 30-D twin Gaussian shell problems are -36.09 and
-60.13. The results in Table 2.4 show that both algorithm settings produce results within
one standard deviation of the true value for both problems. Additionally, the results for
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Figure 2.8: Pseudo-color plot of a 2-dimensional twin Gaussian shell with w1 = w2 = 0.1,
r1 = r2 = 2, c1 = [−3.5, 0]T , and c2 = [3.5, 0]T . The color values correspond to likelihood
values

Table 2.4: 20- and 30-dimension twin Gaussian shell log-evidence results for each algorithm
setting, 20 runs each. The mean, standard deviation, and root mean squared error (RMSE)
with respect to the analytic value given in [Feroz et al., 2009] are shown. The analytic
log-evidence value is -36.09 for 20-D and -60.13 for 30-D.

ndim

N

M

Mean logZ

StDev logZ

RMSE

20
20

200
50

1
4

-36.23
-36.09

0.4130
0.3341

0.4349
0.3341

30
30

300
75

1
4

-60.22
-60.09

0.4984
0.4100

0.5067
0.4120
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ndim = 20, N = 50, M = 4 have a mean value that is exactly correct up to four significant
digits and have standard deviation and root mean square error values that are noticeably
less than those for the N = 200, M = 1 setting. While the results for ndim = 30, N = 75,
M = 4 do not have a mean that is exactly correct, the mean is much closer to the analytic value than that in the serial configuration, and the RMSE is again significantly less in
the parallel configuration than in the serial configuration. The reason for the decrease in
error for the parallel configuration versus the serial configuration could be that the parallel
configuration somehow compensates for imperfect sampling of the prior distribution within
each likelihood contour in the serial configuration. These results demonstrate that our algorithm can handle distributions with curving degeneracies, multi-modal distributions, and
high-dimensional problems at least as well as standard (serial) nested sampling, all while
providing the opportunity for significant parallel speed-up. The degree of speed-up that can
be achieved when using combined-chain nested sampling is explored in Chapter 4.
2.4 Conclusion
The nested sampling algorithm, as conceived originally, is implemented in a strictly
serial fashion. By combining the samples produced by multiple independent runs of nested
sampling, we have developed a method for efficiently performing Bayesian model selection
in a way that takes advantage of modern parallel computing architectures. We have given
the mathematical foundation for estimating the evidence from these combined chains, as
well as several ideas for practical implementation of the method. Three examples have
demonstrated the utility and effectiveness of the technique for a variety of problem types,
including a problem with a highly multi-modal distribution, a data analysis problem, and a
problem with a distribution that is high-dimensional, curving, and multi-modal.
Combined-chain nested sampling is a generalized technique that is capable of providing the foundation for other more specialized methods. Future work could adapt current
techniques that involve nested sampling and make use of the combined-chain method.
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CHAPTER 3
THERMODYNAMIC INTEGRATION-BASED METHODS
Thermodynamic integration, like nested sampling, is a numerical technique for evaluating model evidence integrals. The technique was originally developed by Kirkwood [1935]
to estimate the free energy of a fluid. Various improvements and changes have been made
over the decades, and the incarnation of the technique that is discussed in this chapter is
described by Goggans and Chi [2004]. A derivation of the thermodynamic integral is given
in Section 3.1, and the broad details of the [Goggans and Chi, 2004] method are discussed
in Section 3.2. Goggans and Chi [2004]’s original implementation follows John Skilling’s
BayeSys [Skilling, 2004a], and both make use of binary slice sampling and the Hilbert curve
to complete the implementation. This method, my parallel version of it, and my proposed
alternative to the Hilbert curve are described in Section 3.4. Finally in Section 3.5, I propose
a modification of the thermodynamic integration with adaptive annealing and importance
sampling method that uses PyStan [Carpenter et al., 2017, Stan Development Team, 2018]
and the No U Turn Sampler (NUTS) [Hoffman and Gelman, 2014] instead of binary slice
sampling.
Portions of this chapter also appear in my conference paper Using the Z-order curve
for Bayesian model comparison [Henderson and Goggans, 2018].
3.1 Thermodynamic Integration Derivation
In this section, I derive the thermodynamic integral form of the model evidence
integral. From Bayes’ theorem, for model vector M , data vector D, model parameter
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vector Θ, and prior information I, we have
Z
p(D|M , I) =

p(D|Θ, M , I)p(Θ|M , I) dΘ.

(3.1)

Now introduce an inverse temperature parameter, β, that will control how much the likelihood influences the evidence value,
Z
p(D|M , β, I) =

[p(D|Θ, M , I)]β p(Θ|M , I) dΘ.

(3.2)

If β is 0, the integrand of (3.2) is simply the prior. If β is 1, (3.2) is the standard evidence
integral, as in (3.1).
Differentiate the log of the evidence with respect to β using the chain rule,
d
1
d
log p(D|M , β, I) =
p(D|M , β, I).
dβ
p(D|M , β, I) dβ

(3.3)

Define a function we will call the energy,

EL (Θ) = − log p(D|Θ, M , I).

(3.4)

Evaluate the derivative on the right-hand side of (3.3), substituting in the definition of the
energy (3.4),
Z
d
1
d
log p(D|M , β, I) =
exp [−βEL (Θ)] p(Θ|M , I) dΘ ,
dβ
p(D|M , β, I)
dβ
Z
exp [−βEL (Θ)] p(Θ|M , I)
= −EL (Θ)
dΘ ,
p(D|M , β, I)
Z
= − EL (Θ)p(Θ|M , D, β, I) dΘ .

(3.5)
(3.6)
(3.7)

(3.7) is the negative expectation of the energy with respect to the parameter posterior con-
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ditioned on β,
d
log p(D|M , β, I) = − hEL (Θ)iβ .
dβ

(3.8)

To obtain the log-evidence, integrate (3.8) over the domain of β,
Z1
log p(D|M , β, I) = −

hEL (Θ)iβ dβ .

(3.9)

0

Equation (3.9) generally cannot be evaluated analytically, nor can the expected energy
at each β within the integral be determined analytically. In practice, the following must be
done to use (3.9) effectively:
• use MCMC to estimate the expected energy at each value of β,
• develop a fixed schedule for β or employ an adaptive strategy to choose optimal stepped
values of β,
• and compute the quadrature estimate of the integral.
3.2 Adaptive Annealing and Importance Sampling
Much of the thermodynamic integration literature, e.g. [Gelman and Meng, 1998] and
[Oates et al., 2016], describes methods that use fixed annealing schedules. That is, all of the
values of β are decided before any sampling is done. For problems where the distributions
involved are not overly complex, this fixed schedule TI works well. However, for problems
in which the distributions are based on physical models, are multi-modal, have correlations
in the parameters, or have pronounced curving degeneracies, using a fixed schedule can
lead to significant error in the log-evidence estimate. Signal detection problems tend to
result in complex distributions like this, so to accommodate these distributions, an adaptive
temperature annealing schedule can be used. Goggans and Chi [2004] lay out a general
procedure for deploying a thermodynamic integration method with adaptive annealing, which
is described below.
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1. Start at β = 0 where p(Θ|M , D, β, I) = p(Θ|M , I), and draw C samples from this
distribution (the prior).
2. Compute the Monte Carlo estimator for the expected energy at the current β,
C
1 X
EL (Θt ) ,
hEL (Θ)iβ ≈
N t=1

(3.10)

where Θt is the current position of the t-th Markov chain.
3. Increment β by ∆βi , where
log
∆βi =

max wj
min wj

max EL (Θi ) − min EL (Θi )

,

(3.11)

j is the index on the chains, wj is the weight associated with chain j, and

wj = exp[−∆βi EL (Θj )].

(3.12)

4. Re-sample the population of samples using importance sampling.
5. Use MCMC to refresh the current population of samples. This yields a more accurate sampling of the distribution at the current temperature. This step can be easily
parallelized, as each sample’s position can be shifted independently of the others.
6. Return to step 2 and continue until βi reaches 1.
7. Estimate (3.9) using quadrature and the expected energy estimates built up using
(3.10).
3.2.1 Importance sampling with re-sampling
The importance sampling with re-sampling technique used in this method is described
in [Goggans and Chi, 2004] and follows Liu et al. [2001]. Once a new value of β is chosen
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according to the adaptive annealing procedure, importance sampling with re-sampling is
used to sample the distribution under the new value of β. The importance weights used for
re-sampling are
wj =

p(Θ|M , D, βi+1 , I)
= exp(−∆βi EL (Θj )),
p(Θ|M , D, βi , I)

(3.13)

which are then normalized,
wj
Wj = J PJ

j=1

wj

.

(3.14)

The Monte Carlo approximation of the posterior distribution under the new β is then
J
1X
Wj δ(Θ − Θj ).
p(Θ|M , D, βi+1 , I) ≈
J j=1

(3.15)

At this point, the current population of samples needs to be re-sampled according to (3.15).
In order to determine the number of each sample that should be kept, the following calculation is used,
Nj =

J−1
X
k=0

"
U u+k−

j−1
X

!
Wi

i=1

−U u+k−

j
X

!#
Wi

,

(3.16)

i=1

where u is a uniform random variate on [0, 1], and U is the unit step function. If Nj = 0
for a particular sample, that sample is removed. If Nj > 1 for a particular sample, that
sample is replicated. If N = 1 for a particular sample, that sample is simply kept with no
change. A pseudo-code implementation of importance sampling with re-sampling is shown
in Algorithm 3.1.
The importance sampling with re-sampling processes by nature can only replicate
or remove existing samples. In order to accurately sample the posterior distribution, these
samples need to be refreshed periodically, with their current positions serving as starting
points. In the first method, a combination of binary slice sampling and leapfrog sampling
accomplish this requirement. In the second method, the No U-Turn Sampler is used instead.
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Algorithm 3.1 Importance sampling with re-sampling
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

function ImportanceSampling(w, α, E ∗ , C)
Sort w, α,Pand E ∗ by w
w ← (C/ w)w
u ← Rand(0, 1)
wold ← w
for i ← 1,P
C do
wi ← ik wold,i
end for
j←0
q ← −1
for m ← 1, C do
while wm > u do
αj ← αm
∗
Ej∗ ← Em
q←m
u←u+1
j ←j+1
end while
end for
end function

3.2.2 Adaptive annealing
In step 3, a new value of β is chosen. The importance weights in (3.13) depend on
the change in the value of β, and we would like the weights to be set such that, on average,
1 sample is discarded and replaced at each temperature. The β update equation (3.11) is
designed with this goal in mind.
The ratio W =

max wj
min wj

in (3.11) is a constant set by the user. This constant is the

desired ratio of the maximum importance weight in the sample population to the minimum
importance weight. As long as this ratio is slightly greater than 1 (e.g., 1.05), the importance
sampling process will usually discard and replace no more than one sample per temperature,
as is the goal. If the distribution being sampled is not particularly challenging, higher values
for the ratio constant can be used for a significant decrease in run time.
The denominator in (3.11) allows the change in temperature to be controlled by the
conditions encountered by the sampler. If the maximum energy and minimum energy are
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close, it is likely that we are sampling the distribution effectively, and β can be changed by a
larger amount without disrupting the overall sampling. However, if the values are far apart,
the implication is that we are sampling a more difficult portion of the distribution, and that
a more gradual change in β will better serve the overall sampling.
3.3 Representing the Model Parameters
Users of the techniques described in this chapter may wish to evaluate the probabilities
for any of a wide variety of mathematical models. The parameters of these models can
be assigned any (proper) prior distribution, as the user deems necessary. Ultimately, the
techniques developed in this chapter need to be able to sample model parameter spaces
according to these prior distributions. While this challenge can be met in several ways, we
take an approach that involves introducing a parameter transformation step into the energy
function calculation.
Within the TI-based methods proposed here, parameters are always represented as
either integer values on [0, 2B ] (for TI with Binary Slice Sampling) or floating point values on
the interval [0, 1] (for TI with Stan), each with an independent uniform prior distribution. A
parameter transformation routine must be included in the energy calculation function that
maps these internal parameter representations to values with the correct prior probabilities
for computing the energy. If the desired true prior distribution is also uniform, the parameter
transformation amounts to a simple scaling operation. Other prior distributions, such as
Gaussian distributions, have similar straightforward mapping functions.
In the case that a specialized mapping function is not available, the prior cumulative
distribution function (CDF) may be used in all cases to perform the mapping through a
process known as inverse transform sampling. Let u be a variate drawn from Uniform(0, 1),
let FX (x) be the CDF for a prior distribution fX (x), and let FX−1 (x) be the functional inverse
of the prior CDF. FX−1 (u) transforms the uniform variate into a variate drawn from fX (x).
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3.4 Thermodynamic Integration with Binary Slice Sampling
Goggans and Chi [2004] do not specify how to carry out step 5, the refreshing of the
population of samples, but their reference implementation takes inspiration from BayeSys
by Skilling [2004a]. While BayeSys uses several different MCMC “engines” to carry out its
sampling, the reference implementation of Goggans and Chi [2004] uses just two: binary
slice sampling and leapfrog sampling. A pseudo-code listing of this procedure is shown in
Algorithm 3.2.
Binary slice sampling [Skilling and MacKay, 2003] is an integer-based adaptation of
slice sampling by Neal [2003]. Slice sampling provides a procedure for sampling distribution
f (x). Its procedure for moving from point x0 ∈ Rn to another point x1 ∈ Rn in a way that
maintains detailed balance under distribution f (x) is described below.
A new variable y is drawn uniformly from the interval (0, f (x0 )). The portions of the
distribution f (x) that are greater than this value y are considered part of the “slice” to be
sampled. A stepping-out procedure if performed from x0 to find points that are beyond the
edges of the slice, then a stepping-in procedure is performed to find bounds that contain all
or most of the slice. Once these bounds are obtained, the area defined is sampled uniformly
to find the new point, x1 . This procedure is straightforward only in one dimension, though
N-dimensional extensions do exist.
Skilling and MacKay [2003]’s binary slice sampling follows this procedure, but it
uses integer values for x and bit operations to perform the stepping maneuvers and random
sampling. A pseudo-code implementation of binary slice sampling is shown in Algorithm
3.3. This implementation uses a space-filling curve to map multi-dimensional coordinates
to a single large integer value, allowing binary slice sampling to be used to sample multidimensional distributions without any modification.
It should be noted that the reference TI implementation by Goggans and Chi [2004],
BayeSys by Skilling [2004a], and my TI-based methods all omit the stepping-out portion of
slice sampling. Instead of first stepping out, my TI-based methods begin by setting the slice
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Algorithm 3.2 Thermodynamic integration with binary slice sampling
1:
2:

3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:

procedure TI(P, M, S, N, C, B, W, data)
Inputs: P –Number of parameters, M –Number of chains steps, S–Number of slice
sampling steps, N –New origin probability, C–Number of chains, B–Number of bits per
parameter, W –Ratio to control adaptive annealing, data–Data
for m ← 1, C do
X ← RandInt(0, 2P B − 1)
αm ← LineToAxes(X, B, P )
∗
← Energy(αm , data)
Em
end for
i←1
Compute hE ∗ ii
β1 ← min{log(W )/[max(E ∗ ) − min(E ∗ )], 1}
w ← exp(−β1 E ∗ )
ImportanceSampling(w, α, E ∗ , C)
while βi > 0 and βi < 1 do
for i ← 1, M do
for m ← 1, C do
∗
, B, C, P, S, N, βi , data)
BinarySliceSampling(αm , Em
end for
LeapFrog(α, E ∗ , B, C, P, data)
end for
i←i+1
∆β ← log(W )/[max(E ∗ ) − min(E ∗ )]
βi ← min(βi−1 + ∆β, 1)
if βi−1 + ∆β > 1 then
∆β ← 1 − βi−1
end if
w ← exp(−∆βE ∗ )
ImportanceSampling(w, α, E ∗ , C)
end while
Estimate (3.9) using trapezoid rule and {βi } and {hE ∗ ii }
end procedure
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Algorithm 3.3 Binary slice sampling
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:

function BinarySliceSampling(α, E ∗ , Bin , C, P, S, N, β, data)
B ← 2P Bin
Xorig ← RandInt(0, B)
αorig ← LineToAxes(Xorig , Bin , P )
αi ← α
for i ← 1, S do
if Rand(0, 1) < N then
Xorig ← RandInt(0, B)
αorig ← LineToAxes(Xorig , Bin , P )
end if
αi ← (αi − αorig ) mod 2Bin
X ← AxesToLine(αi , Bin , P )
U ← RandInt(0, B)
y ← βEnergy(α, data) − log(Rand(0, 1))
l ← P Bin
E ∗0 ← ∞
while βE ∗0 > y and l > 1 do
N ← RandInt(0, 2l )
X 0 ← ({[(X − U ) mod B] ⊕ N } + U ) mod B
αi ← LineToAxes(X 0 , Bin , P )
αi ← (αi + αorig ) mod 2Bin
E ∗0 ← Energy(αi , data)
l ←l−P
end while
α ← αi
end for
end function
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width as the maximum range allowed by the prior and step in from there.
This TI implementation also uses leapfrog sampling to help shuffle the sample population more effectively. Leapfrog sampling uses samples’ neighbors to generate new trial
positions, and it works as follows. The population is sorted according to each sample’s line
(Hilbert or Z-order) index. For each sample in the sorted list, the left and right neighbors are determined. The midpoint between the two neighbor samples in real parameter
space is found, and the sample is reflected across that midpoint. If the new position is still
between the left and right neighbors, a Metropolis acceptance test is carried out, and the
new position is either accepted or rejected. A pseudo-code implementation of the leapfrog
sampling method is shown in Algorithm 3.4. Algorithm 3.2 allows for several Binary slice
sampling (BSS) steps per leapfrog step to allow for good mixing.
3.4.1 Space-filling curves
A space-filling curve is a continuous and nowhere-differentiable function that maps
the unit line to a unit hypercube of arbitrary dimension. When I refer to space-filling curves
from here on in this chapter, I am referring to something related but slightly different: an
approximation to a true space-filling curve that takes the form f : N10 → NN
0 and maps the
1-dimensional natural numbers to the N -dimensional natural numbers. This approximation
to the space-filling curve allows multidimensional probability distributions to be sampled
using one-dimensional sampling techniques, such as binary slice sampling. Specifically, it
allows us to evaluate model probabilities for models with multiple parameters by creating
a 1-to-1 mapping from the multidimensional parameter space to a one-dimensional integer
index. The ideal space-filling curve for this application would have the following properties:
1
• Locality. Points that are nearby in NN
0 should be nearby on the curve index in N0 as

well. The converse should be true as well.
• Time-efficiency. The algorithms for performing the mapping between parameter space
and curve indexes should be time-efficient.
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Algorithm 3.4 Leapfrog sampling function
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:

procedure Leapfrog(α, E ∗ , B, C, P, data)
for m ← 1, C do
Xm ← AxesToLine(αm , B, P )
end for
Sort X
for m ← 1, C do
αm ← LineToAxes(Xm , B, P )
∗
← Energy(αm , data)
Em
end for
for m ← 1, C do
αcur ← αm
if m = 1 then
l ← αC
else
l ← αm−1
end if
if m = C then
r ← α1
else
r ← αm+1
end if
Xl ← AxesToLine(l, B, P )
Xr ← AxesToLine(r, B, P )
αnew ← (l + r − αcur) mod 2B
Xnew ← AxesToLine(αnew, B, P )
if (m = 1 and (Xnew > Xl or Xnew < Xr)) or (m = C and (Xnew > Xl or
Xnew < Xr)) or (m > 1 and m < C and Xnew > Xl and Xnew < Xr then
Enew ← Energy(αnew, data)
∗
if Enew < Em
then
∗
Em ← Enew
αm ← αnew
else
u ← Rand(0, 1)
∗
if Enew − Em
< − log(u) then
∗
Em ← Enew
αm ← αnew
end if
end if
end if
end for
end procedure
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Figure 3.1: Hilbert curve for 2 dimensions with 4 bits per dimension.
• Bi-directionality. Algorithms should exist for mapping parameter space to curve indexes and from curve indexes to parameter space.
3.4.1.1 Hilbert Curve
The discrete approximation of the Hilbert curve (hereafter referred to simply as the
Hilbert curve) [Sagan, 1994, chapter 2], [Skilling, 2004c] is a space-filling curve that has
good locality properties. If two indexes are consecutive on the Hilbert curve, the points
in parameter space that correspond to them are adjacent. There are also bi-directional
transform functions available for the Hilbert curve, and these transform functions can be
implemented in a time-efficient way. An example 4 bit per dimension Hilbert curve for a
2-dimensional parameter space is shown in Figure 3.1. A pseudo-code implementation of the
Hilbert curve index-to-parameter transformation is shown in Algorithm 3.5.
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Algorithm 3.5 Hilbert curve line-to-axes function
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:

function LineToAxes(Line, B, P )
for i ← 1, P do
linenP −i ← (Line  (B(i − 1)) mod 2B
end for
M ←1B−1
for i ← 1, P do
Xi ← 0
end for
q ← 0, p ← M
for i ← 1, P do
j←M
while j > 0 do
if lineni ∧ j then
X.q ← X.q ∨ p
end if
q ←q+1
if q = n then
q ← 0, p ← p  1
end if
j←j1
end while
end for
t ← XP  1
for i ← P, 2 do
Xi ← Xi ⊕ Xi−1
end for
X1 ← X1 ⊕ t, M ← 2  (B − 1), Q ← 2
while Q 6= M do
P ←Q−1
for i ← P, 2 do
if Xi ∧ Q then
X1 ← X 1 ⊕ P
else
t ← (X1 ⊕ Xi ) ∧ P , X1 ← X1 ⊕ t,
end if
end for
if X1 ∧ Q then
X1 ← X 1 ⊕ P
end if
Q←Q1
end while
return X
end function
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Xi ← Xi ⊕ t

Z-order index

abcdefghijkl

Axes coordinates

<-->

adgj
behk
cfil

Figure 3.2: Example of Z-order bit-interleaving for 3 dimensions with 4 bits per dimension
3.4.1.2 Z-order Curve
The Z-order curve [Sagan, 1994, chapter 5] (also known as the Lebesgue curve or
Morton curve) is a space-filling curve that maintains locality somewhat less well than the
Hilbert curve but meets our other two requirements well. Most importantly, its transformation algorithms are faster than those for the Hilbert curve. In order to transform from the
N-dimensional parameter space to the 1-dimensional Z-order curve, the bits of the integer
coordinates for each dimension are interleaved. If the parameter space has 3 dimensions and
each coordinate axis is represented by a 4-bit integer, the resulting Z-order curve representation will be a 12-bit integer. An example of this bit-interleaving is shown in Figure 3.2,
in which each letter represents a binary digit, demonstrates the bit interleaving described
above. An example of a Z-order curve for 2 dimensions with 4 bits per dimension is shown
in Figure 3.3.
The simple way to perform the Z-order mapping is to loop over the bit and axis
indexes and place each bit where it needs to be individually. However, this method does
not provide a time complexity improvement over the Hilbert curve transform functions.
A cleverer, bitmask-based approach exists, and it is documented in several places online.
The most thorough description of an algorithm for generating the necessary bitmasks for
arbitrary numbers of dimensions and bits per dimension is given in a Stackoverflow answer
by user Gabriel [2013]. Gabriel also describes the general method by which the mapping is
performed using the bitmasks, but he does not provide algorithms for doing so. The following
list outlines the basic procedure for mapping from the Z-order index to axes coordinates:
1. Generate bitmasks based on number of bits b and number of parameters n.
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Figure 3.3: Z-order curve for 2 dimensions with 4 bits per dimension.
2. AND the first mask with the Z-order integer to select only every n bits.
3. Loop over each mask. For the ith mask, XOR the Z-order integer with itself shifted to
the right by i, then mask the result.
4. Shift the original Z-order integer to the right by 1, then repeat the above from step 2
for each dimension.
A pseudo-code implementation for the bitmask computation function is shown in
Algorithm 3.6, and a pseudo-code implementation for the bitmask-based line-to-axes transformation function is shown in Algorithm 3.7.
3.4.2 Parallel implementation
In implementations of this binary slice sampling and space-filling curve-based technique, most of the computation time is taken up by the line-to-axes and axes-to-line operations. Because the vast majority of the invocations of these operations occur during the
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Algorithm 3.6 Z-order curve mask computation function
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:

function ComputeBitMask(B, P )
P ←P −1
for i ← 1, B do
bdi ← (i + 1)P . Stored as binary strings, with the leftmost two bits discarded
end for
maxLength ← length of longest string in bd
moveBits ← empty list
for i ← 1, maxLength do
Append an empty list to moveBits
for j ← 1, P do
if Length(bdj ) ≥ i then
if The ith bit from the end of bdj is 1 then
Append j to moveBitsi
end if
end if
end for
end for
for i ← 1, B do
bitP ositionsi ← i
end for
maskOld ← (1  B) − 1
bitmasks ← empty list
for i ← Length(moveBits), 1 do
if Length(moveBitsi ) > 0 then
shif ted ← 0
for bitIdxT oM ove ∈ moveBitsi do
shif ted ← shif ted ∨ (1  bitP ositionsbitIdxT oM ove )
bitP ositionsbitIdxT oM ove ← bitP ositionsbitIdxT oM ove + 2i
end for
nonshif ted ← ¬shif ted ∧ maskOld
shif ted ← shif ted  2i
maskN ew ← shif ted ∨ nonshif ted
Append maskN ew to bitmasks
maskOld ← maskN ew
end if
end for
return bitmasks
end function
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Algorithm 3.7 Z-Order curve line-to-axes function
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

function LineToAxes(z, B, P )
if P = 1 then
return z
end if
masks ← ComputeBitMask(B, P )
Pop final entry from masks list into f irst
Reverse the masks list
Append 1  B to masks
minshif t ← P − 1
for i ← 1, P do
zz ← z  i
zz ← zz ∧ f irst
shif t ← minshif t
for mask ∈ masks do
zz ← (zz ⊕ (zz  shif t)) ∧ mask
shif t ← shif t  1
end for
αi ← zz
end for
return α
end function

. Call only once for each B and P

binary slice sampling routine itself, the for loop on lines 15, 16, and 17 in Algorithm 3.2
is a natural place to parallelize the algorithm. Parallelization at this point allows for much
larger sample populations (C), which improves the accuracy of the evidence estimate. The
Thermodynamic integration with binary slice sampling (TI-BSS) example results in Section
3.6 are produced with a parallel implementation in this vein. Section 4.2 explores how much
parallel speed-up can be gained for a given value of C.
3.5 Thermodynamic Integration with Stan
BayeSys, which was the inspiration for much of the previously described implementation of thermodynamic integration with binary slice sampling, was released almost two
decades ago, and since then, new Markov chain Monte Carlo techniques and new implementations of existing techniques have been developed. In Summer 2018, I wanted to find out
what statisticians considered to be the gold standard for MCMC software. After a survey of
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the available tools, it seemed to be widely agreed that MC Stan (or simply Stan), developed
by Carpenter et al. [2017], was the answer.
Stan uses the NUTS [Hoffman and Gelman, 2014] as the basis for its sampling functions. NUTS is based on Hamiltonian Monte Carlo (HMC) [Neal, 2011], which uses the
gradient of the log-likelihood function to more efficiently explore the posterior distribution.
NUTS improves upon HMC by automatically choosing optimal values for HMC’s tunable
method parameters. NUTS has been shown to sample complex distributions effectively. I
sought to build an improved thermodynamic integration implementation by using Stan instead of binary slice sampling and leapfrog sampling to refresh the sample population at
each temperature within TI. The result, TI-Stan, is described in this section.
The TI-Stan algorithm is shown in 3.8. My implementation is in Python, so I made
use of the PyStan interface to Stan, developed by the Stan Development Team [2018]. Stan
defines its own language for defining statistical models, which allows it to efficiently compute
the derivatives needed for HMC via automatic differentiation. For a particular problem, it
is therefore necessary to write a Stan file that contains the Stan-formatted specification of
the model, in addition to the pure-Python energy functions necessary for TI-BSS. Once one
is familiar with the simple Stan language, this additional programming cost becomes trivial
compared to the time savings achieved by using this method instead of TI-BSS.
3.6 Examples
To test the accuracy of these TI-based methods, the same set of examples used in
Chapter 2 are used here: the egg-crate distribution ((2.52), Figure 2.2a), the twin-Gaussian
shell distribution ((2.58), Figure 2.8), and the multiple stationary frequency signal detection
problem ((2.57), Figure 2.3).
For all of these examples, the settings used for TI-BSS are shown in Table 3.1, while
the settings used for TI-Stan are shown in Table 3.2. For each example, the user-defined
constant W was set to both 1.5 and 2.0. Box-plots are used extensively in this section. In
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Algorithm 3.8 Thermodynamic integration with Stan
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:

procedure TI(P, S, C, W, data)
Inputs: P –Number of parameters, S–Number of Stan iterations per temperature,
C–Number of chains, W –Ratio to control adaptive annealing, data–Data
for m ← 1, C do
X ← RandInt(0, 2P B − 1)
αm ← LineToAxes(X, B, P )
∗
Em
← Energy(αm , data)
end for
i←1
Compute hE ∗ ii
β1 ← min{log(W )/[max(E ∗ ) − min(E ∗ )], 1}
w ← exp(−β1 E ∗ )
ImportanceSampling(w, α, E ∗ , C)
while βi > 0 and βi < 1 do
for m ← 1, C do
∗
, C, P, S, βi , data)
StanSampling(αm , Em
end for
i←i+1
∆β ← log(W )/[max(E ∗ ) − min(E ∗ )]
βi ← min(βi−1 + ∆β, 1)
if βi−1 + ∆β > 1 then
∆β ← 1 − βi−1
end if
w ← exp(−∆βE ∗ )
ImportanceSampling(w, α, E ∗ , C)
end while
Estimate (3.9) using trapezoid rule and {βi } and {hE ∗ ii }
end procedure
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Table 3.1: Parameters for TI-BSS examples

Parameter

Value

S
M
C
B

200
2
256
32

Definition
Number
Number
Number
Number

of
of
of
of

binary slice sampling steps
combined binary slice sampling and leapfrog steps
chains
bits per parameter in SFC

Table 3.2: Parameters for TI-Stan examples

Parameter

Value

S
C

200
256

Definition
Number of steps allowed in Stan
Number of chains

these box-plots, the middle line represents the median value, the box is bounded by the
upper and lower quartiles, and the whiskers extend to the range of the data that lies within
1.5 times the inter-quartile range. Any data points past this threshold are plotted as circles.
These results were generated on a Google Cloud instance with 32 virtual Intel Broadwell CPUs and 28.8 GB of RAM.
3.6.1 Eggcrate Likelihood
The true value of the log-evidence for this log-likelihood function is known up to five
significant digits:
log Ztrue = 235.88.

(3.17)

A box-plot summarizing the log-evidence estimates over 20 runs each for the TI-Stan,
TI-BSS-H, and TI-BSS-Z methods and for each value of W is shown in Figure 3.4. Figure
3.4 demonstrates that all of the TI methods at these settings underestimate the log-evidence,
with TI-BSS-Z with W = 1.5 coming the closest. Likely a value of W closer to 1 would yield
better results. It is also apparent that the precision in these results do not correlate with the
accuracy, suggesting that for problems with unknown answers, high precision over multiple
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Figure 3.4: Box-plot of log-evidence for the egg-crate problem for each TI method
runs should not be interpreted as a proxy for accuracy.
A box-plot summarizing the run times over 20 runs each for the TI methods is shown
in Figure 3.5. Figure 3.5 shows that each method speeds up considerably with a higher value
of W . TI-BSS-H took the most time here, with TI-Stan and TI-BSS-Z running much more
quickly.
3.6.2 Twin Gaussian Shells
This problem is run in 10 dimensions, 30 dimensions, and 100 dimensions. For the
case of 10 dimensions, results are presented for all TI-BSS-H and TI-Stan, but not for
TI-BSS-Z. For both values of W , TI-BSS-Z ended early in all its runs, and its estimate of
the log-evidence unusably inaccurate. For the cases of 30 and 100 dimensions, results are
presented only for TI-Stan, because a run of TI-BSS-H took too much time for it to be
feasible to complete multiple runs.
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Figure 3.5: Box-plot of run time in seconds for the egg-crate problem for each TI method
3.6.2.1 10-dimensional twin Gaussian shells
We start with the 10-dimensional variant. A box-plot summarizing the log-evidence
estimates over 20 runs each for TI-Stan and TI-BSS-H and for each value of W is shown
in Figure 3.6. From [Feroz et al., 2009], the analytical log-evidence for this distribution is
−14.59. None of the configurations tested actually reached that value, but the runs using
W = 1.5 got closest, suggesting that a value of W closer to 1 would perhaps approach the
correct value.
A box-plot summarizing the run times over 20 runs each for the TI methods is shown
in Figure 3.7. Figure 3.7 shows the same trend with W as in the egg-crate problem, i.e., that
the run time drastically increases as W approaches 1. It also shows that TI-BSS-H takes
about 6 times longer, on average, than TI-Stan to compute its estimate of the log-evidence.
According to Figure 3.6, the two methods have comparable accuracy and precision, so this
difference in run time illustrates the difficulty the Hilbert curve-based method has with
distributions of high dimension.
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Figure 3.6: Box-plot of log-evidence for the 10-D twin Gaussian shell problem for TI-Stan
and TI-BSS-H
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Figure 3.7: Box-plot of run time in seconds for the 10-D twin Gaussian shell problem for
TI-Stan and TI-BSS-H
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Figure 3.8: Box-plot of log-evidence for the 30-D twin Gaussian shell problem for TI-Stan
3.6.2.2 30-dimensional twin Gaussian shells
Regarding the 30-dimensional variant, the limitations of TI-BSS become even more
apparent, as one run could not finish in a reasonable amount of time. TI-Stan, however,
has no problem with the 30-D variant. A box-plot summarizing the log-evidence estimates
over 20 runs each for TI-Stan at two values of W is shown in Figure 3.8. Again from [Feroz
et al., 2009], the analytical log-evidence value is −60.13. Neither value of W allows TI-Stan
to come within 1 unit of the correct answer here, and the gap is actually slightly larger here
than in the 10-D variant. Again, a smaller value of W would probably be helpful here.
A box-plot summarizing the run times over 20 runs each for TI-Stan is shown in
Figure 3.9. The common trend in run time vs W is observed here as well. TI-Stan takes
about 3 times as long on average to compute log-evidence values in the 30-D case compared
to the 10-D case, suggesting a possible linear relationship between run time and the number
of dimensions for this problem.
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Figure 3.9: Box-plot of run time in seconds for the 30-D twin Gaussian shell problem for
TI-Stan
3.6.2.3 100-dimensional twin Gaussian shells
A box-plot summarizing the log-evidence estimates over 20 runs each for TI-Stan
at two values of W is shown in Figure 3.10. There is no analytical value available in the
literature for this variant of the problem, but the result here seems believable. If it follows the
trend of the previous examples, the log-evidence has been underestimated by some margin.
A box-plot summarizing the run times over 20 runs each for TI-Stan is shown in
Figure 3.11. The results in Figure 3.11 disprove the hypothesis that the run time is related
linearly to the number of parameters in this problem. The established relationship between
run time and W continues here. This example is only a toy problem, but these results suggest
that TI-Stan could be useful in problems with actual data and very high-dimensional models.
3.6.3 Detection of Multiple Stationary Frequencies
The final example problem is the multiple stationary frequencies detection problem
described in subsection 2.3.2. Box-plots of log-evidence values for a model assuming one, two,
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Figure 3.10: Box-plot of log-evidence for the 100-D twin Gaussian shell problem for TI-Stan
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Figure 3.11: Box-plot of run time in seconds for the 100-D twin Gaussian shell problem for
TI-Stan
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Figure 3.12: Box-plot of log-evidence for the one stationary frequency model for TI-Stan,
TI-BSS-H, and TI-BSS-Z, for two values of W
and three frequencies present are shown in Figures 3.12, 3.13, and 3.14. For the models with
one and three frequencies present, results are shown for TI-Stan, TI-BSS-H, and TI-BSS-Z.
For the model with two frequencies present (the model also used to generate the test signal),
results for TI-BSS-Z are not shown. As in the Gaussian shell problems, TI-BSS-Z ended
early here and did not arrive at a reasonable result.
There are no analytical log-evidence values available for this example. I argue that
a method is successful if the model used to generate the data clearly has the highest logevidence, with a good margin between it and the log-evidence for the other models. There
is some significant disagreement among the various methods for the “wrong” models (those
with one and three frequencies), but the methods are in much closer agreement for the two
frequency model. For TI-Stan and TI-BSS-H and for both values of W , the two frequency
model is clearly the maximum-log-evidence choice. Even with the variations in the runs, the
results do not overlap at any point from model to model, and the closest model-to-model
margins are all greater than 2.3, which corresponds to an odds of 10.
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Figure 3.13: Box-plot of log-evidence for the two stationary frequency model for TI-Stan
and TI-BSS-H, for two values of W
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Figure 3.14: Box-plot of log-evidence for the three stationary frequency model for TI-Stan,
TI-BSS-H, and TI-BSS-Z, for two values of W
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Figure 3.15: Box-plot of run time for the one stationary frequency model for TI-Stan,
TI-BSS-H, and TI-BSS-Z, for two values of W
Box-plots of the run time for models assuming one, two, and three frequencies present
are shown in Figures 3.15, 3.16, and 3.17. In Figure 3.15, TI-Stan has the greatest run time
for both values of W , suggesting that its adaptive sampling process had trouble efficiently
sampling distributions based on this high-error model. TI-BSS-H was much faster, and
TI-BSS-Z was faster still. In Figure 3.16, the run times of TI-Stan and TI-BSS-H are
comparable. This suggests that TI-Stan was able to more effectively sample the distribution
based on the lower-error model. Figure 3.17 shows a similar pattern in the run times to
Figure 3.15. The fact that this model is able to fit the noise in the data (yielding especially
sharp distributions) and the fact that the distribution is increasingly multi-modal as the
number of frequencies increases may explain why TI-Stan took a long time to compute a
result here.
3.7 Conclusion
This chapter has presented three distinct model comparison algorithms based on thermodynamic integration: TI-BSS-H, TI-BSS-Z, and TI-Stan. Among these, TI-Stan is the
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Figure 3.16: Box-plot of run time for the two stationary frequency model for TI-Stan and
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Figure 3.17: Box-plot of run time for the three stationary frequency model for TI-Stan,
TI-BSS-H, and TI-BSS-Z, for two values of W
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most versatile and robust, providing log-evidence estimates in a reasonable amount of time
for a wide range of example problems. TI-BSS-H is also a robust technique, yielding accurate estimates for the example problems; however, TI-BSS-H has trouble yielding results in
a timely manner when the number of dimensions increases beyond a certain point. TI-BSS-Z
is less robust, not yielding results at all in many of the examples presented. For problems
with less troublesome distributions, it may be worth considering as an option, especially
because its run time tends to be significantly less than TI-BSS-H.
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CHAPTER 4
ALGORITHM PERFORMANCE ANALYSIS
This chapter addresses the performance of the algorithms developed in Chapters 2
and 3, with respect to time complexity, precision, and accuracy. Theoretical and empirical
analyses are presented for each technique.
4.1 Theoretical Time Complexity Analysis
This section contains theoretical analyses of each algorithm involved in the nested
sampling and thermodynamic integration-based methods developed in Chapters 2 and 3.
The algorithms are each listed in pseudo-code that emphasizes readability and elides certain
implementation details that do not meaningfully affect either the time complexity or correctness of these algorithms. These pseudo-code implementations are shown in Chapters 2
and 3.
4.1.1 Serial nested sampling
The original (serial) nested sampling algorithm from Skilling [2006] is shown in Algorithm 2.1. For this algorithm, assuming a fixed log-likelihood function and MCMC function
(as called on line 21), the only adjustable parameter is the number of live samples, N . I
assume that the MCMC function is written in such a way as its time complexity is not a
function of the likelihood threshold minlogL. I also assume that the number of parameters
P is fixed based on the problem and that M IN and M AX are set such that they do not
affect running time.
With this view, just a few lines of Algorithm 2.1 control the time complexity. Line
7 resides within two nested for loops, hence it runs N P times. Line 9 is only within the
76

outermost loop, so it runs N times. Lines 14 through 28 reside within a while loop, which,
given my conditions on M IN and M AX, ends after 3HN iterations. H is fixed for a given
problem, and each line within the while loop runs in constant time with respect to N , so
the code within the while loop has time complexity O(N ). The overall time complexity,
omitting constant time parts and recalling that P is constant, is then

T (N ) = O(P N ) + O(N ) = O(N ).

(4.1)

4.1.2 Multiple replacement nested sampling
The multiple replacement nested sampling algorithm [Burkoff et al., 2012, Henderson
and Goggans, 2014] is shown in Algorithm 2.2. This algorithm is meant to be run with the
loop in lines 20 and 21 parallelized, but a serial analysis is required before I can address the
parallel portion. I carry forward my assumptions from analyzing the previous algorithm,
except that here I assume that N and R are the parameters that may be varied.
Algorithm 2.2 is similar to Algorithm 2.1, with just a few modifications. The first
notable difference occurs on line 14, where two arrays must be sorted. Assuming quicksort
is used, line 14 has average time complexity O(N log N ) each time it is run. The second
notable difference occurs on line 19, in which R random integers are chosen. Assuming a
random integer can be chosen in constant time, this line takes O(R) each time it is run.
Finally, line 21 is run R times per iteration of the while loop. The stopping condition for
the main while loop in this algorithm is met when the counter reaches 3HN/R. Hence, the
overall time complexity for Algorithm 2.2 when running serially is

T (N, R) = O(P N ) + (3HN/R) × [O(N log N ) + O(R) + O(R)]

(4.2)

= O(N ) + O(N 2 log N/R) + O(N ) + O(N )

(4.3)

= O(N ) + O(N 2 log N/R).

(4.4)
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It would be natural to reduce (4.4) to O(N 2 log N/R). However, due to the computational
weight of the log-likelihood function, the constant on the O(N ) portion, in practice, far
exceeds N log N/R, so the complexity is closer to O(N ). This assumption is valid only for
moderately sized values of N . For a sufficiently large N , the time complexity here would be
O(N 2 log N/R).
Before I compare the time complexity of Algorithm 2.2 to that of Algorithm 2.1,
I need to consider the findings of [Henderson and Goggans, 2014]. Specifically, I need to
consider that in order to maintain an equivalent level of variance in the evidence estimate
as in a run of serial nested sampling with N live samples, a run of multiple replacement
nested sampling discarding R samples at each likelihood contour must raise the number of
live samples used to
√
NR =

RN.

(4.5)

So, the time complexity of the multiple replacement nested sampling algorithm becomes
√
O(NR ) = O( RN ).
4.1.2.1 Parallel Speed-up
In the analysis of parallel algorithms, Amdahl’s law provides an upper limit on the
amount of speed-up that can be gotten from parallelizing an algorithm. If in a purely serial
version of an algorithm, a portion that takes a fraction p of the total execution time can be
parallelized, then the upper limit on the speed-up is

s=

1
.
1−p

(4.6)

For instance, if half of a program could be parallelized (p = 0.5), the upper limit on the
speed-up would be 2.
In the case of nested sampling, for most problems, the vast majority of the execution
time is spent in computing the log-likelihood function. For a fixed log-likelihood function, if
more data or more parameters are used, the time spent computing the log-likelihood function
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increases. Therefore, the Amdahl’s law limit is not useful here.
A practical limit on the speed-up of the multiple replacement nested sampling algorithm is instead the value of R. As the log-likelihood’s computation time increases, Algorithm
2.2 spends more of its time in lines 20, 21, and 22. Therefore, in the limit of an infinitely
complex log-likelihood function, the upper limit of the speed-up of Algorithm 2.2 is R, for
R < N , hence the lower limit on the parallel time complexity of Algorithm 2.2 is
√
T (N, R) = O(N/ R).

(4.7)

Finally, comparing (4.7) to (4.1), the best case speed-up for parallel multiple replace√
√
ment nested sampling over serial nested sampling is O(N )/O(N/ R) = O( R).
4.1.3 Combined chain nested sampling
The combined-chain nested sampling algorithm [Henderson et al., 2017] is shown in
Algorithm 2.3. This procedure runs the serial nested sampling procedure (Algorithm 2.1) M
times, then combines and sorts the results, and finally recomputes the log-evidence based on
the combined results. The parameters of interest to the user for tuning here are N and M . In
lines 3, 4, and 5, nested sampling, which runs in O(N ) time, is run M times, for a total time
complexity of O(M N ). Each nested sampling run should return O(N ) total samples, for an
overall total of O(M N ) samples. Hence, the sort function in line 6 runs in O(M N log(M N ))
time. Each line within the for loop that starts at line 10 takes constant time, so the loop
overall runs in O(M N ) time. For the procedure, the overall time complexity is then

T (N, M ) = O(M N ) + O(M N log(M N )) + O(M N ).

(4.8)

As with multiple-replacement nested sampling, here is another case where the constant on the first O(M N ) portion is far larger than log(M N ), so for realistic problems sizes
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and values of M and N , the overall time complexity of Algorithm 2.3 is

T (N, M ) = O(M N ),

(4.9)

which will be verified empirically in Section 4.2.
Chapter 2 establishes that the error in the log-evidence estimate is equivalent for
a single serial nested sampling run using NM = N M live samples as in a combined nested
sampling run using M runs each with N live samples, provided that the constrained prior can
be sampled sufficiently well in each case. A serial nested sampling run with these parameters
would run in O(M N ) time. A serial implementation of combined-chain nested sampling with
these parameters would also run in O(M N ) time.
4.1.3.1 Parallel Speed-up
Here again as in Algorithm 2.2, the Amdahl’s Law limit is usually not useful. The
value of M provides a hard limit on how many independent workers can be used effectively,
and as M increases, a greater percentage of the code can be made parallel. To find the
upper limit on the parallel speed-up between combined-chain nested sampling and serial
nested sampling, I again consider the scenario in which serial nested sampling is run with
N M live samples, and combined-chain nested sampling is run with M independent nested
sampling processes each with N live samples. Assuming at least M workers are available, and
noting that each iteration of line 4 should take approximately the same amount of time, the
loop in lines 3, 4, and 5 runs in O(N ) time. This loop occupies the vast majority of the actual
run time of the program, so the time complexity overall for Algorithm 2.3 becomes O(N ).
The best-case speed-up compared to serial nested sampling is then O(M N )/O(N ) = O(M ).
4.1.4 Thermodynamic integration with binary slice sampling
The thermodynamic integration algorithm with importance sampling with re-sampling,
adaptive annealing, and binary slice sampling is shown in Algorithm 3.2. Several auxiliary
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functions are required for this algorithm, including binary slice sampling (Algorithm 3.3),
leapfrog sampling (Algorithm 3.4), importance sampling with re-sampling (Algorithm 3.1),
and a line-to-axes function (either Algorithm 3.5 or Algorithm 3.6). An axes-to-line function
is also required, but it is not shown here, as it is nearly exactly the reverse of the line-to-axes
function. This procedure can use either Hilbert or Z-order space filling curves to accomplish
the line-to-axes and axes-to-line moves. Both Hilbert and Z-order curve functions are given
here.
The time complexity of the main thermodynamic integration procedure depends on
the time complexity of its subordinate functions, so the analyses of those functions is presented first.
4.1.4.1 Hilbert curve line-to-axes function
This algorithm is shown in Algorithm 3.5. For time complexity analysis of this function, B, the number of bits per parameter, and P , the number of parameters, are the
parameters of interest. This analysis assumes that bit operations run in constant time with
respect to these parameters.
The loop in lines 2 through 4 and the loop in lines 6 through 8 each run several
constant-time operations P times, so those sections run in O(P ) time. The for loop starting
at line 10 contains a while loop, which depends on the value of j. j is initialized as M , which
is 1 bitshifted to the left by B − 1, which is equivalent to 2B−1 . So, j starts out at 2B−1 and
is bitshifted to the right by 1 at each iteration of the while loop until it reaches 0. j reaches
0 after B right bitshifts, so the while loop runs B times. Therefore, the nested for-while
loops from line 10 to 22 run in O(P B) time.
There is another for loop that runs a constant-time expression P − 1 times on lines
24 through 26, so that loop runs in O(P ) time. The while loop that starts at line 28 runs
until Q is equivalent to M . Q starts at 2, and is bitshifted to the left by 1 on every iteration
of the while loop. Again, M is 2B−1 , so Q will need to be shifted left B − 2 times to reach
2B−1 . Hence, the while loop starting on line 28 will run B − 2 times. The for loop within
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this while loop runs P − 1 times, with only constant time-expressions within it. Therefore,
the nested while-for loops from line 28 to 41 run in O(P B) time.
The overall time complexity of Algorithm 3.5 is then

T (B, P ) = 3O(P ) + 2O(P B) = O(P B).

(4.10)

4.1.4.2 Z-order curve line-to-axes function
This algorithm is shown in Algorithm 3.7. As with the Hilbert curve function, the
parameters of interest here are B and P . While this function does depend on the mask
computation function shown in Algorithm 3.6, the mask function only needs to be run once
for each combination of B and P , so the time complexity of Algorithm 3.7 does not depend
on the time complexity of Algorithm 3.6. However, the number of masks that are generated
in Algorithm 3.6 is important for finding the time complexity of Algorithm 3.7. Line 33
of that algorithm is responsible for appending masks to the main list of masks that gets
returned. The number of times that line will be run is not an immediately obvious function
of B and N , but the upper limit on is the length of the moveBits list. The moveBits list
is built on lines 9 and 13, and the upper limit on its length is maxLength. maxLength is
set as the length of the longest string in bd, which would be the bit string corresponding
to (B + 1)(P − 1), with the leading two bits removed. So, the upper limit on the value of
maxLength is log2 [(B + 1)(P − 1)] − 2 = log2 (B + 1) + log2 (P − 1) − 2. Hence, there are
O(log B + log P ) masks generated.
Returning to Algorithm 3.7, the first line with non-constant time complexity is line 7,
which in most implementations will run linear time for the size of the list. The list of masks
has length O(log B + log P ), so this line runs in O(log B + log P ) time. The for loop starting
at line 10 runs P times, and the inner for loop starting at line 14 runs O(log B + log P )
times. The time complexity of the nested for loops is therefore P O(log B + log P ). The
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overall time complexity of the algorithm is then

T (B, P ) = O(log B + log P ) + O(P log B + P log P )
= O(P log B + P log P )

(4.11)
(4.12)

4.1.4.3 Binary slice sampling
This algorithm is shown in Algorithm 3.3. The parameters of interest here are the
number of bits per dimension Bin , the number of parameters P , and the number of Monte
Carlo steps S. Line 4 presents the first non-constant time expression, with a call to the lineto-axes function. Depending on whether the Hilbert or Z-order curves are in use, this line
runs in either O(P B) or O(P log B +P log P ) time. The for loop that begins on line 6 runs S
times. The lines within the if block starting on line 7 run in the worst case as many times as
the for loop, with a time complexity of either O(P B) or O(P log B+P log P ). The invocation
of the axes-to-line function on line 12 runs in either O(P B) or O(P log B + P log P ) time.
On line 14, the energy function is called, which has an unknown time complexity that may
depend on P , so it is denoted f (P ). In the worst case, the while loop starting on line 17 runs
Bin times. Each line within this loop runs in constant time, except the line-to-axes call on
line 20, which runs in either O(P B) or O(P log B + P log P ) time, and the energy function
on line 22, which runs in f (P ) time.
For the Hilbert curve case, the overall worst-case time complexity is

T (S, Bin , P ) = O(P Bin ) + S{f (P ) + O(P Bin ) + O(P Bin ) + Bin [O(P Bin ) + f (P )]}
(4.13)
2
= O[Sf (P )] + O(SBin P ) + O(SBin
P ) + O[SBin f (P )]

(4.14)

2
= O(SBin
P ) + O[SBin f (P )].

(4.15)
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For the Z-order curve case, the overall worst-case time complexity is

T (S, Bin , P ) = O(SBin P log Bin + SBin P log P ) + O[SBin f (P )].

(4.16)

4.1.4.4 Leapfrog sampling
This algorithm is shown in Algorithm 3.4. The parameters of interest here are the
number of bits per dimension B, the number of chains C, and the number of parameters
P . Let f (P ) be the time complexity of the energy function, and let g(B, P ) be the time
complexity of the line-to-axes and axes-to-line functions. The loop that starts at line 2 runs
C times, with an overall time complexity of Cg(B, P ). Assuming quicksort is used, line 5
runs in average time of O(C log C). The loop that starts in line 6 runs C times, line 7 runs
in g(B, P ) time per iteration, and line 8 runs in f (P ) time per iteration, for an overall loop
time complexity of O{C[g(B, P ) + f (P )]}. The for loop that starts on line 10 runs C times.
Lines 22, 23, and 25 run in g(B, P ) time, and, assuming each trial is accepted, line 27 is run
at each iteration of the loop with time complexity f (P ). The overall time complexity of this
algorithm is

T (C, B, P ) = O[Cg(B, P )] + O(C log C) + O{C[g(B, P ) + f (P )]} + O{C[3g(B, P ) + f (P )]}
(4.17)
= O[Cg(B, P ) + Cf (P )] + O(C log C).

(4.18)

For the Hilbert curve case, this becomes

T (C, B, P ) = O[CBP + Cf (P )] + O(C log C),

(4.19)

and for the Z-order curve case, it becomes

T (C, B, P ) = O[CP log B + CP log P + Cf (P ) + C log C].
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(4.20)

4.1.4.5 Importance sampling with re-sampling
This algorithm is shown in Algorithm 3.1. The only parameter of interest here is the
number of chains, C. There are three sort operations which take place on line 2, which run
in an overall average time of O(C log C), assuming quicksort is used. The sum in line 3 takes
O(C) time. The cumulative sum in lines 6 through 8 runs in O(C log C) time. After the
normalization that happens in line 3, w sums to C. Therefore, after the cumulative sum in
lines 6 through 8, the final element of w is C. The two nested loops at 11 and 12 interact in
such a way that the lines from 13 to 17 run only C times. Each time the while loop iterates,
line 16 runs, which increments u by 1. Once the while loop has iterated C times, u will be
at least C, which means the while loop will no longer iterate. Hence, the nested loops run
in O(C) time. The overall time complexity of the algorithm is

T (C) = O(C log C) + O(C) + O(C log C) + O(C)
= O(C log C)

(4.21)
(4.22)

4.1.4.6 Main TI procedure
This algorithm is shown in Algorithm 3.2. The parameters of interest are the number
of parameters P , the number of chain steps M , the number of BSS steps S, the number of
chains C, the number of bits per dimension B, and the adaptive annealing control parameter
W . The lines within the for loop starting at line 3 run C times each. Line 5 runs in g(B, P )
time, while line 6 runs in f (P ) time. Computing the expectation in line 9 has time complexity
O(C) The inner max and min operations in line 10 run in O(C) time. The importance
sampling invocation at line 12 runs in O(C log C) time.
Because the temperature schedule is adaptive and very much dependent on the energy
function, we cannot predict ahead of time how many times the main while loop that begins on
line 13 will iterate. While the total number of iterations is unknown ahead of time, it is known
that smaller values of W and larger values of C cause the steps in β to become smaller, leading
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to more iterations of the loop. Hence, we denote the number of iterations of the main while
loop as h(C, W ). Due to the nested for loops beginning at lines 14 and 15, line 16 runs M C
times, and itself has time complexity O[SBg(B, P )+SBf (P )]. Line 18 is within only one for
loop, so it runs M times with a time complexity of O[CP log B + CP log P + Cf (P )C log C].
Line 21 contains one max and one min operation, which together have time complexity
O(C). Line 27 has time complexity O(C log C). Finally, line 29 needs to loop through each
value of β and hEi, so it has time complexity O[h(C, W )]. The overall time complexity of
the algorithm is

T (P, M, S, C, B, W ) = CO[g(B, P ) + f (P )] + 2O(C) + O(C log C)+
h(C, W ){M CO[SBg(B, P ) + SBf (P )] + M O[Cg(B, P ) + Cf (P ) + C log C]+
O(C) + O(C log C)} + O(C), (4.23)

which can be simplified to

T (P, M, S, C, B, W ) = O{h(C, W )M C[SBg(B, P ) + SBf (P ) + log C]}.

(4.24)

If the Hilbert curve is used, this becomes

T (P, M, S, C, B, W ) = O{h(C, W )M C[SB 2 P + SBf (P ) + log C]},

(4.25)

while if the Z-order curve is used, it becomes

T (P, M, S, C, B, W ) = O{h(C, W )M C[SBP log B +SBP log P +SBf (P )+log C]}. (4.26)

For a given problem, we cannot actually control P . Without that method parameter, the
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time complexity with the Hilbert curve becomes

T (M, S, C, B, W ) = O{h(C, W )M C[SB 2 + log C]},

(4.27)

while the time complexity with the Z-order curve becomes

T (M, S, C, B, W ) = O{h(C, W )M C[SB log B + log C]}.

(4.28)

4.1.4.7 Parallel speed-up of TI with BSS
The portion of Algorithm 3.2 that can be readily run in parallel is contained in the
for loop in lines 15 through 17. This the invocation of binary slice sampling within this loops
happens once per chain, and each run is independent of the others. The number of chains
C tends to be on the order of 100, and for a consumer-level computer, that is likely more
than the number of processors present in the machine. Here, the Amdahl’s law limit or the
number of processors in the machine might limit how much the algorithm can benefit from
parallelism. The following is the upper limit on parallel speed-up in the case that neither
the Amdahl’s law limit or hardware limits are in effect.
If each step of the binary slice sampling for loop can be run simultaneously, the
time complexity of that loop becomes simply the time complexity of one run of binary slice
sampling: M O[SBg(B, P )+SBf (P )]. Under these assumptions, the overall time complexity
of thermodynamic integration with the Hilbert curve becomes

T (M, S, C, B, W ) = O{h(C, W )M [SB 2 + log C]},

(4.29)

and the version with the Z-order curve becomes

T (M, S, C, B, W ) = O{h(C, W )M [SB log B + log C]}.
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(4.30)

The speed-up in both cases is O(C).
4.1.5 Note about TI with Stan
The TI with Stan method described in Chapter 3 makes use of Stan to replace the
binary slice sampling and leapfrog sampling methods. Since neither of these methods is
used, the space-filling curve is also not necessary. Stan is a black box as far as analysis goes,
and without a time-consuming exploration of the source code, an analytic time complexity
cannot be presented for TI with Stan. This limitation aside, section 4.2 does explore an
empirical analysis of TI with Stan’s time complexity.
4.2 Empirical Time Complexity Analysis
This section examines the empirical time complexity and empirical parallel speedup of the following algorithms: combined-chain nested sampling (Algorithm 2.3), multiplereplacement nested sampling (Algorithm 2.2), TI-BSS with the Hilbert curve (Algorithm
3.2), and TI-Stan (Algorithm 3.8). Figures summarizing run times for multiple runs of these
algorithms over a range of parameter values are presented, and curves are fitted to these
data, with commentary given on how well the analytical analyses in Section 4.1 match with
the observed behavior. The multiple stationary frequency detection data used in Chapters
2 and 3 is used to perform this analysis. Here, I specifically use the model that assumes two
stationary signals are present.
These tests were run on one of two Google Cloud instances set up specifically for
generating these results. Each instance has 32 virtual CPUs and 28.8 GB of RAM. One
instance uses Intel Haswell processors, while the other uses Intel Broadwell processors. The
nested sampling speed-up tests and the TI parameter tests were done on the Haswell instance,
while the TI speed-up and nested sampling parameter tests were done on the Broadwell
instance. For a given chart in this section, the same instance was used for each run on that
chart.
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Figure 4.1: Box-plot for run time of combined-chain nested sampling vs N over 20 runs with
a linear fitted curve
4.2.1 Nested Sampling
This subsection looks at the performance of nested sampling, both in the combinedchain and multiple replacement configurations. In Section 4.1, the analysis of combined-chain
nested sampling predicts that the algorithm should be linear in the number of live samples
N . The results below use M = 32 simultaneous nested sampling runs. Figure 4.1 shows a
box-plot for the run time plotted against the number of of live samples over 20 runs and a
linear fitted curve. The curve shown is

T (N ) = 19.90N + 15.03.

(4.31)

Qualitatively, the linear curve fits well, supporting my initial analysis.
Figure 4.2 shows a box-plot for the log-evidence of combined-chain nested sampling
plotted against the number of live samples over 20 runs. The precision in the log-evidence
result increases drastically from 20 to 80, but remains steady after that. This suggests that
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Figure 4.2: Box-plot for log-evidence of combined-chain nested sampling vs N over 20 runs
the remaining variation in the log-evidence estimate is dominated by a source other than the
error in estimating the prior mass at each likelihood threshold.
The analysis in the Section 4.1 finds that combined-chain nested sampling should
have a parallel speed-up that is linear with M , hence

T (M ) = O(1/M ).

(4.32)

Figure 4.3 shows a box-plot for the run time plotted against the number of simultaneous
runs of nested sampling over 20 runs and a 1/M fitted curve. The number of live samples
starts at 512 for M = 1 and is halved for every increase of M until it is 32 for M = 16. The
fitted curve in Figure 4.3 is
T (M ) =

7192
+ 26.79.
M

(4.33)

The curve appears to fit the results well.
Figure 4.4 shows a box-plot for the log-evidence of combined-chain nested sampling
plotted against the number of simultaneous runs of nested sampling over 20 runs. Figure
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Figure 4.3: Box-plot for run time of combined-chain nested sampling vs M over 20 runs with
a 1/M fitted curve
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Figure 4.4: Box-plot for log-evidence of combined-chain nested sampling vs M over 20 runs
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Figure 4.5:
√ Box-plot for run time of multiple-replacement nested sampling vs R over 20 runs
with a 1/ R fitted curve
4.4 shows that the precision of the log-evidence remains roughly constant with the change
in M , as we would expect (keeping in mind that N is reduced as M is increased such that
M N remains constant).
In contrast to combined-chain nested sampling, multiple-replacement nested sampling
√
should have a R parallel speed-up. Figure 4.5 shows a box-plot for the run time plotted
√
against the number of replaced samples at each likelihood threshold over 20 runs and a 1/ R
√
fitted curve. The number of live samples starts at N = 100 and increases as R, ending at
N = 500. The fitted curve in Figure 4.5 is
1173
T (R) = √ + 194.7.
R

(4.34)

The curve fits fairly well until R = 25, at which point the run time actually increases. A
profiler would be necessary to truly diagnose this issue, but it can be reasonably assumed
that the overhead costs of the algorithm as N approaches high levels (500) become larger
than the gain from shortening the overall number of runs required to complete the evidence
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Figure 4.6: Box-plot for log-evidence of multiple-replacement nested sampling vs R over 20
runs
estimate. Recall that the multiple-replacement nested sampling algorithm requires a full
sort of the live samples at each likelihood threshold, so high values of N could potentially
introduces a large amount of overhead.
Figure 4.6 shows a box-plot for the log-evidence of multiple-replacement nested sampling plotted against the number of replaced samples at each likelihood threshold over 20
runs. The precision of the log-evidence estimate actually seems to improve as R (and thus
N ) increases. The error in the log-evidence due to error in the prior mass estimate should not
change, but the sampling of the constrained prior at each likelihood threshold likely becomes
more effective with increase N , explaining the increase in the precision of the log-evidence
estimate.
4.2.2 Thermodynamic Integration with Stan
This subsection examines the performance of TI-Stan as several parameters are varied,
and it examines the parallel speed-up of TI-Stan as more workers are made available. For
these tests, unless otherwise specified, the parameters are set as shown in Table 4.1.
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Table 4.1: Parameters for empirical analysis of TI-Stan

Parameter

Value

W
S
C

1.5
200
64

Definition
Constant to control annealing
Number of steps allowed in Stan
Number of chains

1750

Run time (s)

1500
1250
1000
750
500
250
0

16

32

64
128
# of chains

256

512

Figure 4.7: Box-plot for run time of TI-Stan vs C over 20 runs with a C log C fitted curve
The analysis in Section 4.1 finds that the time complexity of TI with respect to the
number of chains should be O(C log C). Figure 4.7 shows a box-plot for the run-time plotted
against the number of chains and a C log C fitted curve. The fitted curve takes the form

T (C) = 0.41C log C + 1.02C + 36.24,

(4.35)

confirming our expectations.
Figure 4.8 shows a box-plot for the log-evidence for TI-Stan plotted against the number of chains. As the number of chains increases, the precision in the log-estimate improves.
It is also worth noting that the upper end of the range of results does not change very much,
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Figure 4.8: Box-plot for log-evidence of TI-Stan vs C over 20 runs
but the improvement in precision is seen in the changing of the lower end of the range.
The analysis in Section 4.1 suggests that the time complexity of TI with respect to
the number of chain refresh iterations should be linear. Figure 4.9 shows a box-plot for the
run-time plotted against the number of iterations allowed in Stan at each temperature and
a linear fitted curve. The fitted curve takes the form

T (S) = 0.78S + 52.59,

(4.36)

which matches up with the analytical prediction. The fitted curve omits the results from
S = 20 and the outliers at S = 40, S = 100 and S = 150. The fact that these values of
S produce run times far greater than the other values suggest that there is an issue in the
adaptive sampling conducted by Stan when enough iterations are not permitted.
Figure 4.10 shows a box-plot for the log-evidence for TI-Stan plotted against the
number of Stan iterations per temperature. The estimated log-evidence is very similar across
most of the values of S, except for S = 20. Here, the log-evidence appears to be significantly
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Figure 4.10: Box-plot for log-evidence of TI-Stan vs S over 20 runs
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Figure 4.11: Box-plot for run time of TI-Stan vs W over 20 runs with an exponential fitted
curve
under-estimated in most of the runs. There are also a couple of very low-log-evidence outliers
with S = 40. This suggests that for a given problem, there is a lower limit on the number
of iterations Stan needs to properly refresh the population of samples, but after this limit is
reached, no significant gains in precision are achieved.
The analysis in Section 4.1 notes that TI’s time complexity is probably a function of
the adaptive annealing control parameter W , but the precise relationship is unknown. Figure
4.11 shows a box-plot for the run-time plotted against the value of the adaptive annealing
control parameter and an exponential fitted curve. The fitted curve takes the form

T (W ) = 0.19 exp(9.11/W ) + 113.83.

(4.37)

The adaptive annealing in TI is set up such that if W were set to 1, the temperature would
never change, and the program would run forever. The function in (4.37) is appropriate
in this context, and fits the data well. Figure 4.11 emphasizes an unfortunate relationship
that exists within TI: a value of W closer to 1 yields a more accurate result, but takes
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Figure 4.12: Box-plot for log-evidence of TI-Stan vs W over 20 runs
exponentially more time.
Figure 4.12 shows a box-plot for the log-evidence for TI-Stan plotted against the
adaptive annealing control parameter. As W approaches 1, the log-evidence both increases
somewhat and has a higher precision over the runs. This is consistent with previous observations about W ’s effect on the log-evidence estimate.
The analysis in Section 4.1 suggests that the speed-up of TI should be linear with
the number of workers, possibly up to the number of chains. Figure 4.13 shows a box-plot
for the run-time plotted against the number of available workers for a fixed value of C = 64
with a fitted 1/N curve. The fitted curve takes the form

T (N ) =

1941
+ 48.05.
N

(4.38)

Considering the observations from Figure 4.8 that a greater value of C yields a higher
precision in the log-evidence estimate, the linear speed-up observed with up to 32 workers
confirms that this technique can be made highly parallel to great benefit.
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Figure 4.13: Box-plot for run time of TI-Stan vs the number of workers over 20 runs with a
1/N fitted curve
Figure 4.14 shows a box-plot for the log-evidence for TI-Stan plotted against the
number of available workers. The number of workers should not affect the precision or
accuracy of the result, and as expected there is no systematic change observed in the logevidence results as the number of workers changes.
4.2.3 Thermodynamic Integration with Binary Slice Sampling and the Hilbert Curve
This subsection examines the performance of TI-BSS-H as several parameters are varied, and it examines the parallel speed-up of TI-BSS-H as more workers are made available.
For these tests, unless otherwise specified, the parameters are set as shown in Table 4.2.
The results in this subsection for parameters shared with TI-Stan track closely with
the results for TI-Stan.
The analysis in Section 4.1 finds that the time complexity of TI with respect to the
number of chains should be O(C log C). Figure 4.15 shows a box-plot for the run-time
plotted against the number of chains and a C log C fitted curve. The fitted curve takes the
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Figure 4.14: Box-plot for log-evidence of TI-Stan vs the number of workers over 20 runs

Table 4.2: Parameters for empirical analysis of TI-BSS-H

Parameter

Value

W
S
M
C
B

1.5
200
2
64
32

Definition
Constant to control annealing
Number of binary slice sampling steps
Number of combined binary slice sampling and leapfrog steps
Number of chains
Number of bits per parameter in SFC

100

2000

Run time (s)

1500
1000
500
0

16

32

64
# of chains

128

256

Figure 4.15: Box-plot for run time of TI-BSS-H vs C over 20 runs with a C log C fitted curve
form
T (C) = 1.09C log C + 2.16C + 1.09,

(4.39)

which matches our expectations.
Figure 4.16 shows a box-plot for the log-evidence for TI-BSS-H plotted against the
number of chains. As the number of chains increases, the precision in the log-evidence
estimate improves. It is also worth noting that the upper end of the range of results does
not change very much, but the improvement in precision is seen in the changing of the lower
end of the range.
Figure 4.17 shows a box-plot for the run-time plotted against tuples of the number of
BSS iterations and the number of total MCMC iterations including leapfrog per temperature.
The portion of TI-BSS-H that can be made parallel is the BSS loop. Figure 4.17 illustrates
the hit to run time that is incurred if too many interruptions to this loop are made to conduct
leapfrog steps.
Figure 4.18 shows a box-plot for the log-evidence for TI-BSS-H plotted against tuples
of the number of BSS iterations and the number of total MCMC iterations including leapfrog
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Figure 4.16: Box-plot for log-evidence of TI-BSS-H vs C over 20 runs
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Figure 4.17: Box-plot for run time of TI-BSS-H vs S and M over 20 runs
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Figure 4.18: Box-plot for log-evidence of TI-BSS-H vs S and M over 20 runs
per temperature. There is no obvious trend here, suggesting that minimal leapfrog steps are
necessary to ensure good mixing.
Figure 4.19 shows a box-plot for the run-time plotted against the adaptive annealing
control parameter with an exponential fitted curve. This trend and fit in this figure is similar
to that observed for TI-Stan in Figure 4.11, and the observations about that figure apply
here as well. The fitted curve takes the form

T (W ) = 0.40 exp(9.07/W ) + 236.54.

(4.40)

Figure 4.20 shows a box-plot for the log-evidence for TI-BSS-H plotted against the
adaptive annealing control parameter. The trend here is again similar to that observed in
TI-Stan in Figure 4.12. The precision and mean value of the log-evidence decrease as W is
increased.
The analysis in section 4.1 suggest that there should be a quadratic relationship
between the run time and the number of bits used in the Hilbert curve transformation
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Figure 4.19: Box-plot for run time of TI-BSS-H vs W over 20 runs with an exponential fitted
curve
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Figure 4.20: Box-plot for log-evidence of TI-BSS-H vs W over 20 runs
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Figure 4.21: Box-plot for run time of TI-BSS-H vs B over 20 runs with a quadratic fitted
curve
functions. Figure 4.21 shows a box-plot of the run-time plotted against the number of bits
per parameter and a quadratic fitted curve. The fitted curve takes the form

T (B) = 0.01B 2 + 8.06B + 154.37.

(4.41)

The tiny factor on the quadratic term in the curve suggests that at these values, the time
complexity is actually mostly linear. Perhaps at much higher value of B, the time complexity
would become more obviously quadratic, but values of B greater than 64 are impractical
and generally unnecessary.
Figure 4.22 shows a box-plot of the log-evidence for TI-BSS-H plotted against the
number of bits per parameter used for the Hilbert curve. The precision in the log-evidence
estimate does not meaningfully change for any of these values of B, suggesting that a value
of B = 16 could actually be used here to no detriment.
Figure 4.23 shows a box-plot of the run-time plotted against the number of available
workers and a O(1/N ) fitted curve The fitted curve takes the form,
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Figure 4.22: Box-plot for log-evidence of TI-BSS-H vs B over 20 runs
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Figure 4.23: Box-plot for run time of TI-BSS-H vs the number of workers over 20 runs with
a 1/N fitted curve
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Figure 4.24: Box-plot for log-evidence of TI-BSS-H vs the number of workers over 20 runs
T (N ) =

3089
+ 51.70.
N

(4.42)

The trend observed here is similar to that observed for TI-Stan in Figure 4.13: for C = 64, a
linear speed-up is observed up to 32 workers, confirming the high degree of parallelism that
can be achieved with this algorithm.
Figure 4.24 shows a box-plot of the log-evidence for TI-BSS-H plotted against the
number of available workers. As expected, there is no systematic change in the log-evidence
over this variable.
4.3 Conclusion
This chapter has presented theoretical and empirical time complexity and parallel
speed-up analyses of the algorithms described in Chapters 2 and 3. The empirical results
have generally agreed with the theoretical results, with the exception of the time complexity
of TI-BSS-H as a function of B. These empirical results show how each parameter affects
both the precision and run time of each algorithm, and they demonstrate that Combined-
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chain nested sampling (NS-CC), Multiple-replacement nested sampling (NS-MR), TI-Stan,
and TI-BSS-H can all be parallelized to good effect.
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CHAPTER 5
CONCLUSION
Model comparison comprises an important class of inference problems. Computational techniques to solve these problems are time consuming, and several of them can be
improved using parallel algorithm design principles. This dissertation has proposed five
parallel methods for performing model comparison
• Multiple-replacement nested sampling (NS-MR)
• Combined-chain nested sampling (NS-CC)
• Adaptive thermodynamic integration with binary slice sampling on the Hilbert curve
(TI-BSS-H)
• Adaptive thermodynamic integration with binary slice sampling on the Z-order curve
(TI-BSS-Z)
• Adaptive thermodynamic integration with Stan (TI-Stan)
It has presented results for each of these methods tested on a set of example problems, ranging
from toy problems that illustrate the capabilities of the methods under specific constraints to
a signal processing problem using simulated data that demonstrates the methods’ capabilities
for real-world inference.
It has also analyzed the time complexity of these methods, both theoretically and
empirically, over various method parameter values. It has empirically analyzed the parallel
speed-up that can be achieved with these techniques, and shown that each one can make
effective use of significant parallel computing resources.
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The NS-MR technique specifically is useful for situations in which the number of
live samples, N , must be high for the sampling of the constrained prior to work well. The
NS-CC algorithm is well-suited to use in situations where fewer live samples are required to
effectively sample the constrained prior.
TI-BSS-H and TI-Stan work well in general. The TI-based methods would be especially useful in cases where sampling the constrained prior distribution–as nested sampling
requires–is difficult. TI-BSS-H does not perform well in problems with very high dimensionality. TI-Stan is preferred for problems with high dimension.
5.1 Future Work
Opportunities for extensions of this work are numerous. These can be split into two
broad categories: extensions of these methods onto other parallel hardware architectures and
development of additional parallel methods inspired by those presented here.
Regarding extending these methods to new hardware, the most obvious avenues to
explore include networked clusters and GPUs. All of the parallel methods presented in
this work have been implemented on shared-memory machines (specifically, computers with
multi-core processors). What is advantageous or disadvantageous about a particular method
would likely change if a different model of parallel computing was used, and those changes
are likely worth exploring.
The choices for new methods inspired by those presented here are less obvious. For
combined-chain nested sampling, a method that allows the chains to periodically combine
their pools of live samples to make the constrained prior sampling more effective. Such a
method may not in fact exist, but it could be fruitful to search for it. The multiple stationary
frequency detection problem is one that would be well-suited to a trans-dimensional sampling
approach rather than a one-model-at-a-time approach like those presented in this work.
A trans-dimensional sampling approach (perhaps utilizing jump diffusion sampling) could
probably be built using Stan. Development of such a method would be a larger project than

110

the development of the algorithms presented in this dissertation, as it would likely require
significant modifications to Stan itself.
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