We consider V.I. Arnold's manifold of self-adjoint operators with fixed multiplicity of eigenvalues and K. Uhlenbeck's manifold of eigenvectors. Our aim is to consider the local analysis and the connection between these manifolds. We present the topological description of the spectrum perturbation problem, specifically the finite-multiple eigenvalue splitting problem. For investigation of manifolds, we use the local diffeomorphism introduced by D. Fujiwara, M. Tanikawa, and Sh. Yukita.
Introduction
As was shown by Arnold in 1972 [1] , the subset of real symmetric matrices with fixed multiplicity of chosen eigenvalue is an analytic submanifold in the space of all real finite-dimensional symmetric matrices. The codimension of this submanifold depends on the multiplicity only (Arnold's formula). These submanifolds are of interest for studying spectrum perturbations. (The Hermitian matrices were considered by Arnold in [2] .) Uhlenbeck [3] considered in 1976 the manifold of eigenvectors, more precisely, the manifold Q of the triples (A, λ, y) = (symmetric elliptic operator, eigenvalue, corresponding eigenfunction). Uhlenbeck connects the properties of Q with the properties of eigenfunctions (the Morse property, the structure of the zero set, etc.). An important step in studying submanifolds of self-adjoint operators is the small article [4] published in 1978.
In this article, a local diffeomorphism Ψ rectifying Arnold's submanifold defined by the exponential mapping is presented.
We find out that the properties of this diffeomorphism were underestimated. Our monograph [5] contains the development of the Ψ approach. In this paper, we demonstrate new possibilities for the application of Ψ . In particular, by means of Ψ we factorize an infinite-dimensional manifold into an analogous finite-dimensional one and an infinite-dimensional homotopic trivial component. Also we investigate the topology of eigenvalue splitting problem.
This paper is organized in the following way. Section 2 is devoted to the submanifold of self-adjoint compact operators for which the multiplicities of certain eigenvalues are fixed. In this section we consider the topology stratification for the finite-multiple eigenvalue splitting problem too. In Section 3 we study the manifold of triples (self-adjoint compact operator, eigenvalue, corresponding eigenvector). In passing, using exponential mapping we present a new parametrization of Grassman manifold. Also we describe the connection between Arnold's and Uhlenbeck's manifolds. In the same section we also give new statements relating to perturbation theory.
Manifolds of self-adjoint operators

The mapping Ψ
Introduce the following notations: let H be a real Hilbert separable space with inner product ·, · ; the elements of the space are denoted by u ∈ H; let L be the Banach space of compact operators A with the usual uniform operator norm We are interested in nonzero (for definiteness, positive) eigenvalues of the operators. It is well known [6] , that the eigenvalues of the operators from L s are real and of finite multiplicity. Let us arrange the eigenvalues of A in decreasing order: λ 1 (A) λ 2 (A) · · · > 0; the number of repetitions of each eigenvalues is equal to its finite multiplicity. If the multiplicity of an eigenvalue is equal to m, then the m-dimensional eigensubspace corresponds to it. The eigensubspaces of A corresponding to different eigenvalues are pairwise orthogonal. 
The goal of the present section is to study the properties of the neighborhoods
Following [4] , let us define a special local diffeomorphism onto a neighborhood N(A 
In order to investigate the submanifold L s (k, m), we introduce two additional operator spaces. Let L 
are some small homotopically trivial neighborhoods of zero operators from the spaces
Consider the mapping
where N(0) is a certain neighborhood of zero of the space L s and the operator exponent is defined by exp( 
Proof. At the point 0 ∈ L s , the derivative operator
is a bounded linear operator and the equation DΨ (0)C = B has the unique solution
where E ⊥ is the identity operator on H ⊥ (see Lemma 1.2.1 from [5] ). Therefore, DΨ (0) is a linear isomorphism and Ψ is a local diffeomorphism. Since the operator Ant(B) is antisymmetric, the operator exp(Ant(B)) is orthogonal [7] . Hence, the operators A 0 +Diag(B) and Ψ (B) are orthogonally equivalent.
The second assertion follows from the decomposition
The submanifold L s (k, m)
Define the linear functionals
where 1 i, j m, δ ij is the Kronecker symbol.
Let us formulate the main result of this section.
Theorem 1.
The following assertions hold. 
For any natural k and m the subset L s
or, in the block form, by
is scalar operator}. 
Proof. The proof is based on the properties of the mapping Ψ (see Lemma 1) . Statements 1 and 2 are proved in detail in [4] and in Theorem 1.2.1 from [5] .
By assertion 2 for any A ∈ N(A 0 , (k, m)) and u ∈ H 1 there exists a unique B ∈ N(0) for which B 11 is a scalar operator such that A = Ψ (B) and
It still remains to note that dim(exp(Ant(Ψ
Statements 4 and 5 are proved in [5] . Statement 6 follows from the second statement of Lemma 1.
Let us note that the sixth statement reduces the investigation of infinite-dimensional manifolds to finite-dimensional ones. 
The case of several eigenvalues
s of finite-dimensional operators in block scalar form
Likewise we define the neighborhoods N
be the m i -dimensional vector subspace generated by orthonormal eigenvectors that correspond to the eigenvalue λ 
Now we formulate the lemma and the theorem that analogous to Lemma 1 and Theorem 1.
Lemma 2.
(Here for every operator B ii , we use the independent numeration of eigenvalues).
Proof. At the point 0 ∈ L s the derivative operator DΨ η (0) is bounded and the equation DΨ η (0)C = B has the unique solution (compare with (4)):
Therefore Ψ η is a local diffeomorphism. Next, the proof repeats the proof of Lemma 1.
Let us note that in Lemmas 1 and 2 the neighborhoods N(0) are distinct.
Theorem 2.
Proof. The proof is analogous to the proof of Theorem 1.
The splitting problem
In this subsection we consider the splitting problem of eigenvalue λ [8] . We note that for the collection ζ (in contrast to the collection η), the corresponding eigenvalues are ordered: 0, (1, m) , ζ )) is analytic submanifold (see assertion 1 of Theorem 2).
Let us formulate the following obvious lemma, which improves assertion 2 of Lemma 1.
Lemma 3.
The following assertions hold.
The following homotopic equivalence holds
The combinatorics of splitting is given below.
Theorem 3.
Under the perturbation of the operator A
0 , quantity of choice sets of splitting η is equal to 2 m−1 . Proof. Since a collection ζ is defined by not only the multiplicities m i but their mutual location, then the number of distinct collections ζ is equal to the number of representations of the natural m as a sum of natural summands taking into account their order. The solution of last problem is known, see [9] .
In the closure N(
The second assertion is obvious. For example, if the multiplicity of λ k (A 0 ) is equal to three, then
The splitting for eigenvalues of multiplicities two and three
Consider the case m = 2. Let ε > 0 be a small constant. The manifold N (2) (0, (1, 2), {1, 1}) is defined by independent parameters: a pair (λ 1 , λ 2 ) (ε > λ 1 > λ 2 > −ε) of eigenvalues and a proper direction ±e 1 , where e 1 is normalized eigenvector corresponding to the simple eigenvalue λ 1 (the eigenvector e 2 corresponding to λ 2 is orthogonal to e 1 ). All proper directions form the projective line RP 1 belong to L 
By item 2 of Lemma 3 it is enough to investigate the neighborhood N (3) (0). 
The set of pairs (λ 1 , λ 2 ) ∈ R 2 that defined by (8) can be parametrized by the formulas
where an angle α ∈ (0, π ). Now, an operator B ∈ N (3) (0, (1, 3) , {1, 2}) is defined by two independent parameters: the first is an angle α and the second is a proper direction ±e 1 , where e 1 is normalized eigenvector corresponding to the simple eigenvalue λ 1 (the proper plane corresponding to λ 2 = λ 3 is orthogonal to e 1 ). All proper directions form the projective plane RP 2 . Introduce the subset N (3) (0, {1, 2}, α) ⊂ N (3) (0, (1, 3) , {1, 2}) consisting of operators with the eigenvalues λ 1 (α) > λ 2 (α) = λ 3 (see (8) , (9)). From what has been said above it follows that RP 2 ∼ = N (3) (0, {1, 2}, α) ⊂ S
. Thus we have
Theorem 4.
In the case of multiplicity m
Schematically, for the case m = 3 the structure of N(A 0 ) is shown in Fig. 1 . 
The maximal size of N
Proof. Let e i (B)
and e i (C) (i = 1, 2, 3) are orthonormal eigenvectors of operators B and C . Since λ 2 = λ 3 , without the loss of generality, e 1 (C) belongs to the plane that spans the vectors e 1 (B) and e 2 (B). Then in the basis {e i (B)},
and
where an angle ϕ := (e 1 (B), e 1 (C)). Therefore, 
Manifolds of eigenvectors
The mapping exp and Grassman manifold
Before passing to the investigation of manifolds of eigenvectors, we consider the application of the mapping exp to Grassman manifold. This application is of independent interest and it is needed for the sequel. , 0) , . . . , (0, 0)) := 0. Second, let us find the partial derivative D 1,2,...,m+1 F (u 0 ) and prove that it is a linear isomorphism. We have We immediately obtain the following assertion from Lemma 5.
Proof. Consider the analytical mapping
F : N as (0) × H 1 × · · · × H 1 m × H ⊥ × · · · × H ⊥ m → (H 1 ⊕ H ⊥ ) × · · · × (H 1 ⊕ H ⊥ ) m , F (Ant(B); u 1 , . . . , u m ; v 1 , . . . , v m ) := (exp(Ant(B))u 1 − w 1 , . . . , exp(Ant(B))u m − w m ) in the point u 0 = (0; u 0 1 , . . . , u 0 m ; 0, . . . , 0). First, F (u 0 ) = ((0D 1,2,...,m+1 F (u 0 )(Ant(B); ξ 1 , . . . , ξ m ) = ξ 1 B ⊥,1 u 0 1 , . . . , ξ m B ⊥,1 u 0 m . Therefore for any (µ 1 + ϑ 1 , . . . , µ m + ϑ m ) (where µ i ∈ H 1 , ϑ i ∈ H ⊥ ) the system of equations ξ i = µ i , B ⊥,1 u 0 i = ϑ i , i = 1, . . . , m
Corollary 1. In the point H 1 ∈ Gr(m), the Grassman manifold has local coordinates
Remark 1. In fact, Lemma 5 and Corollary 1 follow from Statement 3 of Theorem 1.
We gave the direct proof.
The manifold of triples and its submanifolds
Denote by S ∞ := {u ∈ H | u = 1} the unit sphere. Consider the set of triples
As in Section 2.1, we are interested in only those triples (A, λ, u) ∈ Q for which λ > 0. Since the nonzero eigenvalues of compact operators are of finite-dimensional, we have every right to give the following definition (see Definition 1).
Definition 2.
Let q = (A, λ, u) ∈ Q and λ > 0. With a point q ∈ Q , we associate the pair (k, m) of natural numbers, the number and the multiplicity of the eigenvalue λ. A point q is said to be simple if m = 1; otherwise, it is to be multiple. Denote by Q (k, m) ⊂ Q the subset consisting of points having number k and multiplicity m.
Let us establish a smooth manifold structure on the set Q and subset Q (k, m).
Theorem 5.
, the tangent space of the manifold Q is given as follows:
where E ⊥ is identity operator on H ⊥ .
, the tangent space of the submanifold Q (k, m) is given as follows:
Proof. Starting from definition (11) it is enough to verify that the mapping 
and let Θ N be the restriction of
. It follows from definition (11) and Lemma 5 that the mapping Θ N is a local parametrization of the set Q (k, m) at the point q 0 . The derivative operator is
Using the definition (5) of the tangent space, we obtain B 11 = γ E m . Further, using formulas (4), we obtain that
Thus we have the conditions (13). The number of these conditions increase by (1/2)(m − 1)(m + 2) − (m − 1) = (1/2)(m − 1)m < ∞ as compared with the number of conditions (12). Hence the mapping Θ N is an embedding and assertions 3 and 4 hold.
The fibration over L s (k, m)
Uhlenbeck [3] noted that there exists a close relation between the multiplicity m of a point q ∈ Q and the properties of
:
Here we strengthen her statement.
The restriction of π (1) to the manifold Q and its submanifolds Q (k, m) are denoted by π (1) Q and π Proof. Recall that mapping π (1) Q is said to be Fredholm if for any q ∈ Q , the derivative operator Dπ This assertion is a particular case of Theorem 6.
The local factorization of Q and perturbation theory
Now, locally we factorize infinite-dimensional manifold Q into analogous finite-dimensional manifold Q (m) (that is Using Theorems 1, 6 and 7, we give some new assertions about special perturbations of self-adjoint operators, their eigenvalues and eigenvectors.
Consider one-parameter family A(t) ∈ L s , where the real parameter t ∈ (−ε, ε) (ε is sufficiently small and fixed). 
