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ABSTRACT
This paper presents an intuitive approach for the rapid
generation of arbitrary high resolution Digital Elevation
Models (DEM) of moon-like surfaces, with minimal re-
quired extra expertise. It combines manual terrain shap-
ing in a soil bin with automatic generation of 3 mm reso-
lution DEMs. The generated DEMs are upscaled to 0.3 m
resolution and integrated into lower-resolution DEMs of
the lunar surface. The resulting model is used in the DLR
project ATON (Autonomous Terrain based Optical Navi-
gation) to realistically simulate optical sensors deployed
on a lunar lander, enabling simulation of a complete land-
ing trajectory until touch down. Results for five different
landing site DEMs are provided to demonstrate the flexi-
bility in modeling.
Key words: Testbed, Moon, Digital Elevation Model,
Ground Truth Data.
1. INTRODUCTION
For future lander missions to the Moon, the German
Aerospace Center (DLR) is investigating technologies for
a navigation system that provides Autonomous Terrain
based Optical Navigation (ATON). This shall allow pre-
cise landings on the lunar surface with an accuracy of
200 m 3 σ at a pre-defined landing site. A precise and
robust position and attitude estimation of the lander dur-
ing descent is achieved by the fusion of different sensors
and estimation methods with a Kalman Filter. Data from
Inertial Measurement Units (IMU) and a star tracker is
combined with optical sensor data (camera, LIDAR). Dif-
ferent Computer Vision (CV) modules, such as feature
tracking, crater navigation, and 3D matching, are inte-
grated. The ATON system also contains an automatic
terrain evaluation, which seeks out suitable spots of the
landing area that allow a safe landing.
Within the ATON project the navigation system is tested
in software simulation. For the simulation of optical sen-
sors, a global Digital Elevation Model (DEM) of the lu-
nar surface, the global ATON-DEM, was created from
public databases. For latitudes between -60° and +60°,
data products from the Kaguya Terrain Camera with a
3D resolution of about 10 m are used [1]. For the re-
maining polar regions, DEMs from the Lunar Reconnais-
sance Orbiter Laser Altimeter (LOLA) [2] are employed.
In general, data sets with multiple resolutions are avail-
able [3] reaching from several hundred meters down to
5 m. A resolution of 100 m has been chosen to comply
with criteria such as high coverage and non-abundance of
artifacts. For altitudes higher than 20 km, this resolution
proved to be sufficient for simulation purposes. However,
below that altitude more detailed maps are required. In
particular, the simulation of the final landing phase until
touch down requires a resolution of 0.15 m, as an object
of 0.5 m size should be represented by approx. 3 pixels
to ensure a more robust obstacle detection. For some re-
gions, non-global high resolution data sets are available.
For example, a small part of the polar regions is provided
at a 5 m resolution, based on LOLA data. Furthermore,
several DEMs based on stereo pairs of the LRO Near An-
gle Camera (NAC) are available, providing a resolution of
approx. 1 m [4]. However, all DEMs considered lacked
artifact-free areas large enough.
Due to the discrepancy between the relevant proper-
ties of available DEM data and project requirements,
e.g. 0.15 m resolution, low noise and nearly artifact
free, high-resolution DEMs of possible landing sites and
their surroundings were created in order to enhance the
global ATON-DEM. Terrain shaping by hand in a soil
bin is combined with an automatic generation of DEMs
from camera images with the Semi-Global Matching al-
gorithm [5] which was originally used for aerial imag-
Figure 1: Overview of the rapid terrain modeling process
ing [6]. Finally, the generated DEMs are scaled by a
factor of 100 and merged into the global ATON-DEM.
The achieved resolution of the landing site is 0.3 m, more
compliant to the project requirements than any other
available data to date.
2. RELATEDWORK
The problem of low resolution DEMs has been driving
the development of several software applications aimed
at artificially generating the missing detail. These include
activities by the European Space Agency (ESA) devel-
oping the PANGU application [7], developments for the
U.S. lunar landing research [8] and the China Lunar Ex-
ploration Project [9]. All approaches use low resolution
DEMs or flat terrains as a starting point. This is fol-
lowed by some form of fractal surface subdivision to add
a representative roughness to the source material. Finally
stones and craters are added, considering known lunar
distribution functions as well as crater shape and decay
models. Although the results of these programs are im-
pressive, their availabilities are limited as they are sub-
jected to restricted access. Furthermore, the softwares
tend to require time consuming training.
The DLR Robotics and Mechatronics Institute (RM)
Planetary Exploration Laboratory (PEL) (Fig. 2) is a
testbed for planetary rover development [10], which al-
lows to automatically generate high resolution DEMs of
different terrains (more details in Sec. 3.1). Originally
designed for the simulation of smaller areas, we applied
it on a larger scale making use of the high resolution of
the DEMs, which allows upscaling while maintaining a
sufficient final resolution (see Sec. 3 and Sec. 4).
The software for the DEM generation is based on a
stereo vision approach, namely the Semi-Global Match-
ing (SGM) algorithm by [5]. Using a stereo vision system
allows more dense DEMs compared to a laser scanning
system due to reduced occlusions [10]. Additionally, the
high quality of DEMs processed with the SGM has been
proven in various applications [6].
Currently, there is no other test facility that combines the
terrain shaping, the image recording and the DEM cre-
ation in such an easy to use, cost-, and time-efficient,
manner as described in this paper.
3. METHODS
Following the overview of the rapid modeling process
shown in Fig. 1, this sections explains in more detail the
methods and tools used for it.
3.1. Planetary Exploration Laboratory
The DLR-RM PEL test facility consists of an indoor soil
bin, a measurement system to generate DEMs and a pose
tracking system [10] (Fig. 2). It is used to reproduce
planetary surfaces for navigation tasks, to create high-
resolution surface models and for planetary locomotion
systems testing. The overall dimensions of the soil bin
are 5 m× 10 m, and can be subdivided into multiple sec-
tions. For the terrain shaping, a section with a size of
6 m× 5 m filled with gravel-sand was used.
The measurement system used to take images of a terrain
model for the creation of DEMs, is attached to the ceiling
above the soil bin (cf. Fig. 2). The hardware consists of a
moveable beam, with five cameras attached, spanning the
width of the bin. Due to its attachment to the two linear
axes, the camera beam is moveable along the soil bin’s
long side and can be arbitrarily positioned. Hence, an
image overlap of 80 % in the along track direction is pos-
sible whereas the cameras’ Field Of View (FOV) overlap
by 50 % in the across track direction. The measurement
system is controlled by software to set up the cameras
for automatic image acquisition, and to define the halt-
ing points of the camera beam. Once set up, it can auto-
matically move the camera beam to the desired positions
and record images of the soil bin. The possible precise
positioning of the beam enables a fast computation of a
low resolution DEM for preview purposes, although the
image orientation is not as precise as required for high-
resolution DEMs (cf. Sec. 3.3). This allows changes to
the terrain model before launching the generation of the
high quality DEM as described in Sec. 3.3. The intrinsic
and extrinsic parameters of the single cameras and of the
camera system are semi-automatically determined with
the help of the DLR CalDe and the DLR CalLab soft-
ware1 (see [11] for details on calibration). In combina-
tion, this is an easy-to-use system that allows new users
to be briefed within a day. It allows to concentrate on the
shaping of the terrain models, because the DEM process-
ing explained in Sec. 3.3 runs automatically.
3.2. Terrain Shaping in the PEL
The main purpose of the terrain shaping is to address the
challenges a lunar surface poses to a visual navigation
1DLR CalDe and CalLab: http://www.robotic.dlr.de/callab, 2013
Figure 2: The DLR Planetary Exploration Laboratory
with a 6 × 5 m terrain model, containing craters from
small to large sizes. The measurement system with its
five cameras on a movable beam system is used to record
the terrain model.
system. As an engineering solution the resulting models
may not be fully correct from a planetary science per-
spective.
Five terrain models with different characteristics were
shaped (cf. Sec. 4), consisting of the following dif-
ferent landscape features. A smooth plane, as in
model 1 (Fig. 7a) was the starting point for each model.
By adding small hills and slopes or a high plateau (Fig. 7d
and Fig. 7e), the topography of the models became more
dynamic. To achieve a moon-like appearance of a model,
it was covered with impact craters of different sizes. The
various craters were distributed as randomly as possi-
ble, although no special random distribution was consid-
ered. Small craters (diameter 2 cm to 5 cm) and midsize
craters (diameter 5 cm to 50 cm) were shaped by mim-
icking the impact of objects that lead to craters on the
lunar surface. This was achieved by throwing stones of
different size and with different amount of force on to
the model for midsize craters. Thrusting a stick of ap-
prox. 2 cm diameter into the sand created smaller craters.
Both impact techniques resulted in craters with a clearly
visible rim as it was observed for the lunar surface [12,
Sec. 4.1]. Larger craters, with a diameter of 50 cm to
1.5 m and mostly bowl shaped with a defined crater rim,
were shaped by hand considering [12, Sec. 4.1]. The dif-
ferently sized craters were combined to some extent, i.e.
the wall and the rim of a larger crater might be covered
by some smaller craters (e.g. as in Fig. 7c).
A steep ridge boundary of a high plateau (cf. Fig. 7d) was
achieved by arranging stones next to each other. Sharply
edged stones were used for this purpose, as this resulted
in a more realistic appearance after the model’s DEM was
upscaled.
In order to mimic an existing lunar structure, a low res-
olution height map of an area can be used to model the
topography (cf. Fig. 7f). The finer structures, which are
usually not evident in such data sets, are added with the
previously described techniques.
3.3. Automatic DEM Processing
The automatic processing of the camera data and the gen-
eration of a DEM can be divided into three steps: the
computation of camera orientations, the pair wise stereo
matching, and the DEM generation from the disparity im-
ages. The basic processing chain, although without an
emphasis on the specific determination of the camera ori-
entation as performed in this work, has already been de-
scribed in [10]. The complete processing chain is briefly
summarized below.
Computation of Camera Orientations
In order to provide the desired high accuracy, the stereo
matching step requires the exact position and orientation
of the five cameras at every point of acquisition. Ini-
tially, it was assumed that the mechanical stiffness of the
measurement system would allow to use just one initial
extrinsic calibration with the DLR CalLab software, i.e.
only before the image capturing is launched (cf. [10]).
Due to small unavoidable inaccuracies of the measure-
ment system’s linear axes, the resulting DEMs contained
strong artifacts and the expected resolution could not be
guaranteed. Particularly rotational perturbations that af-
fect the camera orientation contributed to the observed ar-
tifacts. Whereas translational deviations were diminished
by the FOV overlap in the along track direction.
Therefore, a more sophisticated approach by [13] was ap-
plied for the computation of the camera orientations. It
computes the orientation for each camera position solely
using information contained in the respective image set.
Each of the five different image sets used for the DEMs
presented in Sec. 4, was oriented in this way. The ob-
tained precise relative orientations significantly reduced
the previously observed artifacts, and increased the as-
sured DEM resolution.
The approach of [13] is based on normalized cross corre-
lation (NCC), least squares matching and robust bundle
adjustment (see Fig. 3) and enables reliable results for
point matching, even with less than ideal lighting con-
ditions. Although the scene of the ATON image set is
seemingly monotonously, a sufficient number of strong
interest points can be extracted with the Förstner Oper-
ator [14]. Potential point-matches obtained by NCC are
refined by least squares matching [15] using an affine ge-
ometric model. This results in relative sub-pixel point
positions including covariance information. The points
and their covariance information are employed for rela-
tive orientation of pairs and triplets. With the Five Point
Algorithm [16] it is feasible to directly compute the rel-
ative orientation from calibrated image pairs. A version
of it was embedded into RANdom SAmple Consensus -
RANSAC [17] using the Geometric Robust Information
Criterion - GRIC [18]. Additionally, a strategy similar
to the Expectation Maximization (EM) algorithm is used
to extend partial solutions. Triplets and associated cal-
ibrated trifocal tensors are the basic geometric building
block of this approach. The triplets, in combination with
least squares matching and robust bundle adjustment, are
Figure 3: Image Orientation based on point matching,
affine least squares matching and robust bundle adjust-
ment.
used to propagate the complete relative orientation of an
image set.
Stereo Matching
Stereo matching calculates a depth image from a pair of
input images. The Semi-Global Matching (SGM) [5] was
used, which has already been applied for the process-
ing of aerial or satellite images [6]. The method uses
Census to robustly match images with radiometric dif-
ferences due to vignetting effects and different exposure
times. The matching cost is combined with a smoothness
cost that penalizes pixels that are associated to a differ-
ent depth value than their neighbors. This is expressed
in a global cost function that connects all pixels in the
image with each other. Pixel-accurate matching is per-
mitted by the formulation. Because finding a depth im-
age that minimizes this cost function is known to be an
NP problem, SGM optimizes it pathwise, symmetrically
from eight directions through the whole image. As a re-
sult, the SGM method is very accurate at sharp depth dis-
continuities like object boundaries and maintains small
features in the depth image.
The overlap across track is around 50% or less, depend-
ing on the height above ground, which is not enough for
stereo matching. Therefore, the stereo matching for the
set of PEL camera images is performed in the along track
direction due to the large overlap of 80%. Each image is
matched to the previous two and to the next two images.
Currently, the matching is performed in half of the full
camera resolution due to the Bayer pattern of the used
color cameras. Because SGM requires only monocolor
images, the full resolution images are actually interpo-
lated and slightly blurred. A matching of full resolution
does not give better results.
DEM Creation
The result of the stereo matching is a set of depth images
that correspond to the projection geometry of the input
images. The DEM is created by reprojecting all depth
images individually into an ortho projection and fusing
the redundant depth information using a median [5]. This
robustly removes remaining outliers. Holes due to mis-
Figure 4: Correct blending procedure: From upper left to
lower right, avoiding "shelving".
matches are smoothly interpolated. Representative re-
sults are shown in Fig. 7.
The resolution of the generated DEM is 3 mm, which cor-
responds to the Ground Sampling Distance (GSD) of the
system. Because the intrinsic and the extrinsic calibra-
tion of the camera achieved with DLR CalLab and with
the described computation of camera orientations is very
accurate, the height error may be even half of the GSD,
i.e. 1.5 mm, as the experience from aerial image process-
ing has shown [19].
3.4. Upscaling and Inclusion in the Global ATON-
DEM
Since the PEL-DEM is produced from a soil bin with a
level foundation, it is difficult to realize large elevation
dynamics without expending large quantities of mate-
rial (sand) and/or loading the floor beyond the building’s
structural limits. A method is neccessary to blend the
high-resolution, nearly level, PEL-DEM into the noisy
and possibly sloped Kaguya DEM material. This process
must preserve the useful high-resolution elevation dy-
namic within the PEL-DEM: locally discard the useless
high-resolution noise content of the Kaguya DEM, while
still preserving the large-scale sloping of the Kaguya el-
evation data to avoid creating a "shelf" for the landing
site PEL-DEM (cf. Fig. 4). An anisotropic diffusion pro-
cedure was devised. It retains the large-scale dynamics
(the slope) of the underlying Kaguya DEM everywhere,
while gradually removing its high-frequency noise com-
ponents from the center, where the PEL-DEM is to be
merged, outwards. The idea stems from the established
heat transfer equation
∂
∂t
u(x, y, t) = ∇ · (a(x, y)∇u(x, y, t)), (1)
where u(x, y, t), in this context, can be understood to
be the terrain elevation function of the underlying (x, y)
plane at a specified moment t in the diffusion process, and
a(x, y) is a "heat conductivity map", which is constant
in time, but not in space. "∇" is the gradient operator,
whereas "∇·" is the divergence operator. Omitting the ar-
guments (x, y, t) and expanding the divergence, Eq. (1)
can be simplified to
∂
∂t
u = (∇a)T∇u+ a∆u, (2)
with "∆" denoting the Laplacien operator. This equation
describes the transport of heat (or in our case, elevation)
and conserves the total space integral over the function.
But as this would simply transport the high-frequency
content away from the area designated for merging the
PEL-DEM it would result in an accumulation of very-
high-frequency content around the landing site. There-
fore an annealing term ak was introduced into Eq. (2):
∂
∂t
u = ((∇a)T∇u) ak + a∆u. (3)
The exponent k coarsely controls the amount of accumu-
lated high-frequency content removed at the boundaries.
As a partial differential equation on a uniformly-spaced
grid (the DEM’s support is a grid sampled at equidis-
tant longitude-latitude points), Eq. (3) lends itself to a
t-iteration and some finite-difference method for the dif-
ferential operators. Starting the iterative process with the
original Kaguya DEM u(x, y, 0) := u(x, y), iterating as
u(x, y, i) = u(x, y, i−1)+ ∂
∂t
u(x, y, i−1), i = 1, . . . , n
(4)
with ∂∂tu(x, y, i−1) from Eq. (3), u(x, y, n) (cf. Fig. 5h)
is obtained. The final blended landing site DEM w(x, y)
is then obtained by combining the smoothed Kaguya
DEM and the PEL-DEM additively as follows:
w(x, y) = u(x, y, n)+(v(x, y)−v(x, y))vmask(x, y), (5)
where v denotes the mean of v and the border tapering
mask vmask (cf. Fig. 5d) is multiplied point-wise. The re-
sulting w(x, y) is shown in Fig. 5i. A simple implemen-
tation for this process is given here for MATLAB, using
its Image Processing Toolbox2:
1 D2u = zeros(size(u));
2 Du = zeros(size(u , 1) , size(u , 2) , 2);
3 Da = cat(...
4 3 , ...
5 imfilter(a , -fspecial(’sobel’) , ’symmetric’ , ’conv’) , ...
6 imfilter(a , -fspecial(’sobel’)’ , ’symmetric’ , ’conv’) );
7 dtu = u;
8 tau = 1/4;
9 for t = 1:n
10 D2u = imfilter(diff_u , fspecial(’laplacian’) , ’symmetric’ , ’conv’);
11 Du = cat(...
12 3 , ...
13 imfilter(diff_u , -fspecial(’sobel’) , 0 , ’conv’) , ...
14 imfilter(diff_u , -fspecial(’sobel’)’ , 0 , ’conv’) );
15 dtu = dtu + ...
16 tau*((Da(:,:,1).*Du(:,:,1) + Da(:,:,2).*Du(:,:,2)).*a.^k + a.*D2u);
17 end
The above example uses "Du" as ∇u, "Da" as ∇a and
"D2u" as ∆u. By specifying an upper bound n for the
number of iterations, one can control the strength of the
smoothing. The factor "tau" guides numerical stability.
This process is demonstrated in Fig. 5. Tweaking the rel-
ative sizes and scales of the PEL-DEM and the masks
involved, one could obtain a nearly "gapless" transition
from the underlying Kaguya DEM to the PEL-DEM, but
only at the cost of the remaining Kaguya noise adding
into the final landing site area.
The global ATON-DEM consists of tiles of approxi-
mately 2 km × 2 km size. After converting the up-
scaled PEL-DEM into a similar format as the original
2MATLAB version 7.13 and Image Processing Toolbox by The
MathWorks Inc.: http://www.mathworks.com
(a) The original Kaguya DEM
u(t = 0, x, y).
(b) The diffusion strength map
a(x, y).
(c) The PEL-DEM v(x, y). (d) The PEL-DEM border-
smoothing multiplicative mask
vmask(x, y).
(e) Diffusion process underway:
u(t = 25, x, y).
(f) u(t = 50, x, y).
(g) u(t = 75, x, y). (h) u(t = 100, x, y).
(i) The finished result w(x, y).
Figure 5: The diffusion process for blending the variable-
resolution PEL-DEM into the Kaguya DEM.
(a) 5928 m without PEL-DEM. (b) 5928 m with PEL-DEM.
(c) 654 m without PEL-DEM. (d) 654 m with PEL-DEM.
Figure 6: Results of the ATON camera simulation at two
different altitudes, with and without the included high
resolution DEM included.
moon DEM tiles and adding appropriate geographic coor-
dinates, it could be easily included into the existing global
ATON-DEM. Due to the chosen inclusion process, now
two overlapping DEMs describe the same landing site,
the low resolution Kaguya tile and the high resolution
PEL-DEM tile. To create the required camera images
for the testing of the ATON visual navigation system,
the modular sensor simulation tool SENSOR++ [20] is
used. For each point in time of the ATON descent sim-
ulation, the camera simulation module renders the global
ATON-DEM with respect to the actual camera position.
To avoid artifacts during the rendering, a prioritization
mechanism was added to the ATON camera simulation,
so that the high resolution landing site is preferably visi-
ble. As shown in Fig. 6, more details are visible after the
inclusion of the PEL-DEM especially when approaching
the landing site, although the blending procedure reduces
the details around the high-resolution landing site.
4. RESULTS
A set of five terrain models, pictured in Fig. 7, was shaped
in the PEL and processed to high resolution DEMs. Each
terrain model was shaped to allow different test scenar-
ios for the ATON optical navigation system. One to two
landing sites are contained in each model. They are el-
liptical areas with no obstacles, none or only little slope
and major axis lengths of 1 m to 2 m. After upscaling
by a factor of 100, these areas enable testing the ATON
project goal of a landing accuracy of 200 m 3 σ. The size
of each PEL-DEM is approx. 6m × 5m, with two stripes
of approx. 50 cm width on the top and bottom side of the
models, required for the access to the models during the
shaping process, i.e. the usable part of the PEL-DEMs is
approx. 5m× 5m.
Model 1 (Fig. 7a), is a simple plane and can be used
as a worst case test scenario for the visual naviga-
tion algorithms as no relevant features are detectable.
Model 2 (Fig. 7b) shows a variety of small to midsize
craters and contains two landing sites close to each other
(major axis length approx. 1 m). It is inteded for testing
the visual navigation system’s ability to cope with small
suitable landing sites and with a high amount of craters.
Model 3 (Fig. 7c) shows four large craters shaped by
hand. The only available landing site is on the right
side (major axis length approx. 2 m). The purpose of
the model is to determine the visual navigation system’s
ability to handle larger craters and the shadows casted by
them.
Model 4 (Fig. 7d) represents a high plateau structure
with a steep ridge boundary. One landing site (major
axis length approx. 2 m) is on top of the plateau next
to the large crater. The second site (major axis length
approx. 1.5 m), is on the lower plane, close to the ridge.
The model is designed for testing of the hazard avoidance
while landing in proximity to ridge structures and to test
how the visual navigation handles two available landing
sites at different heights.
Model 5 (Fig. 7e) mimics an existing lunar structure lo-
cated at the lunar south pole (latitude -89.4427°, longi-
tude -137.3979°). It is a connecting ridge between two
large craters as found at both lunar poles. Peaks of eter-
nal light are located in such areas [21]. It was shaped
considering the height map in Fig. 7f.
The resolution of the PEL-DEMs is approx. 3 mm. The
bumps in the close-up view of model 3 in Fig. 7g are the
result of clear rendering of small stones (2 cm to 5 cm
size), which are added to the models in order to simulate
boulders in the upscaled version.
All models are nearly free of artifacts that could have
been caused by the DEM processing. Only in the ar-
eas where the FOVs of the five cameras overlap, are very
thin edges evident, which are most strongly visible on the
right side of each model (Fig. 7h), and nearly invisible in
the middle part and on the left side. They are caused by
small reprojection errors (approx. 0.5 pixels) which are
below the calibration accuracy for the camera system. As
this effect occurs at every image position, it becomes sys-
tematic, thus easily visible. Due to the edges’ small size,
no effects on the visual navigation algorithms were no-
ticed during testing.
Model 3 was chosen as the most suitable for the specific
mission scenario of ATON. After upscaling by a factor of
100, the resulting resolution was approx. 0.3 m. The re-
sult of the inclusion is shown in Fig. 6 by views taken at
different altitudes during a simulated landing approach.
In Fig. 6b, the difference in resolution between the lunar
surface DEM, the smooth transition area and the high res-
(a) Model 1 - Simple plane (b) Model 2 - Plane with multi-
ple small to mid-size craters
(c) Model 3 - Plane with small
to large craters
(d) Model 4 - High plateau in
plane with small to large crater
(e) Model 5 - Connecting ridge
between two large craters
(f) Height map used as a guideline
for model 4 (based on LRO LOLA
data [3])
(g) Close-up of model 3 show-
ing the resolution capability
with stones of 2 cm to 5 cm size
being visible as small bumps
(h) Close-up of the right side of
model 1 showing a thin edge –
the only type of artifact visible
in the models
Figure 7: The resulting set of DEMs create with the process described in section 3. The trampled down areas at the top
and the bottom of the DEMs were used to access the terrain models during shaping and are neglected during the inclusion
process.
olution DEM is clearly visible, while Fig. 6d shows the
high level of detail available at low altitudes.
5. CONCLUSION AND OUTLOOK
Currently available DEMs of the lunar surface cannot be
used directly to simulate lunar landings until touch down,
due to their relatively low resolution. Enriching those
DEMs with self-made high resolution DEMs of a land-
ing site is shown in this paper. It is now possible to test
and verify optical navigation methods for lunar landings.
The availability of current software solutions for DEM
creation, e.g. PANGU [7], is often limited, and poses
high demands of expertise and training of the user.
In contrast, this paper demonstrates the possibility to
quickly generate high resolution DEMs with a combina-
tion of terrain shaping and automatic DEM creation. As
the terrain shaping is the only work required to be done
by prospective users, this rapid modeling approch offers a
less laborious way to achieve ground truth data for testing
and simulation in planetary exploration projects.
Five different terrain models were shaped, each with a
size of 5 m × 5 m, within only five days, with another
week estimated for the processing and inclusion of all
models. For the inclusion in the global ATON-DEM,
the PEL-DEMs were upscaled by a factor of 100, re-
sulting in a landing site DEM with a resolution of ap-
prox. 0.3 m, twice the initial requirement of 0.15 m, but
still more than thirty times better than the 10 m resolu-
tion of the previously used Kaguya DEMs. Although the
presented DEMs may not be fully correct from a plane-
tary science point of view, they do show the topography
required to test different technologies for planetary explo-
ration. As they are intended to support technology devel-
opment, quick production is another important advantage
they provide.
In the future, a PEL-DEM resolution of 1 mm would be
feasible, by using gray scale cameras instead of color
cameras, by increasing the camera’s chip resolution, or by
increasing the focal length (requires more cameras) [10].
The correct modeling of shallow cavities or side parts
of higher structures is in principle possible with the cur-
rent measurement system. Instead of the 2.5-dimensional
DEM, which allows only a single height value per grid
element, a 3-dimensional data format is required.
Due to the high resolution of the produced DEMs and
the flexibility of the terrain shaping, our approach may
be suitable not only for lander missions, but also for the
creation of data intended for testing long range rover nav-
igation in different scenarios.
In the near future, it is planned to offer the usage of
the PEL for rapid terrain modeling to interested research
groups and organizations upon request.
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