In this paper we prove exponential estimates of slow manifolds in analytic systems. The results are obtained for general slow-fast systems and finite-dimensional Hamiltonian systems. For general systems we consider the motion in a Banach space with an unbounded fast vector-field, while for Hamiltonian systems we consider finitely many fast and slow variables. We will prove some conjectures of MacKay from a 2004 reference, and the methods we use are based upon the ideas presented in this paper. The method does not notice resonances, and therefore we do not pose any restrictions on the motion normal to the slow manifold other than it being fast and analytic.
Introduction
Singularly perturbed systems involving different time and/or space scales arise in a wide variety of scientific problems. Important examples include: meteorology and short-term weather forecasting [15, 16, 26] , molecular physics and the Born-Oppenheimer approximation [20] , chemical enzyme kinetics and the Mechaelis-Menten mechanism [21] , predator-prey and reaction-diffusion models [22] , the evolution and stability of the solar system [13, 14] and in the modeling of tethered satellites [27, 28] . These systems can also be "artificially constructed" by a partial scaling of variables near a bifurcation [25] . The main advantage of identifying slow and fast variables is dimension reduction by which all the fast variables are "slaved" to the slow ones through the slow manifold. Dimension reduction is one of the main aims and tools for a dynamicist and the elimination of fast variables is very useful in for example numerical computations. In fact, since fast variables require more computational effort and evaluations, this reduction often bridges the gap between tractable and intractable computations. An example of this is the long time (Gyears) integration of the solar system, see [13, 14] . See also [3, 7, 31] for a numerical treatment of slow-fast systems.
A conjecture by MacKay.
In [17] R. S. MacKay conjectured on exponential estimates of slow manifolds in analytic systems. It was sketched how slow manifolds with non-degenerate normal behavior could be improved and it was then claimed that an iteration would lead to slow manifolds where the vector-field would have an exponentially small angle to the tangent-space. To explain the method and introduce slow-fast systems let us consider the system ∂ t w = ǫW (w, z), ∂ t z = Z(w, z), (1.1) with ǫ a small parameter. The analytic vector-fields W and Z will in general also depend upon ǫ, but we shall suppress this dependency throughout. We assume that Z(w, z) = 0 has a solution z = ζ(w), and introduce z 0 through z = ζ + z 0 to transform these equations into ∂ t w = ǫW 0 (w, z 0 ), ∂ t z 0 = Z 0 (w, z 0 ) =ρ 0 (w) + A 0 (w)z 0 + R 0 (w, z 0 ), ( , and we will continue to use this symbol regardless of what object is being differentiated. In slow-fast systems one often connects (1.2) with the system ∂ τ w = W 0 (w, z 0 ), ǫ∂ τ z 0 = ρ 0 (w) + A 0 (w)y + R 0 (w, z 0 ), (1.3) related to (1.2) by the scaling τ = ǫt.
(1.4)
If we formally set ǫ = 0 in (1.2) and (1.3), then two limit systems are obtained. In (1.3), the formal limit is singular leading to the algebraic equation: A 0 (w)z 0 + R 0 (w, z 0 ) = 0 (since ρ 0 = O(ǫ)). Due to the singular nature of this limit one also often refers to the theory as singular perturbation theory. The set of points M 0 = {z 0 = 0} satisfying these equations is called a slow manifold (or critical manifold) and the corresponding system: ∂ τ x = W 0 (w, 0) is called the slow subsystem. On the other hand, in (1.2), the formal limit leads to the fast sub-, or frozen, system: ∂ t z 0 = A 0 (w)z 0 + R 0 (w, z 0 ) with x now considered as a parameter. In this system, M 0 is a set of equilibria and the linearization ∂ τ δz 0 = A 0 (w)δz 0 about these determine the classification of the slow manifold. In particular, if z 0 = 0 is an elliptic or hyperbolic equilibrium, then the slow manifold M 0 is said to be normally elliptic respectively hyperbolic at the point (w, 0). One of the main tasks in singular perturbation theory is to determine the fate of the slow manifold M 0 for ǫ > 0 but small, and thus connect the apparent two different limit systems for ǫ = 0. When M 0 is hyperbolic then there exists a perturbed, invariant slow manifold M(ǫ) for ǫ = 0 nearby [4, 5] . For general non-Hamiltonian systems hyperbolicity is generic. On the other hand, normally elliptic slow manifolds, which are generic in Hamiltonian systems, are unlikely to persist because typical perturbations are believed to destroy them [17, 18] . For these types of slow manifolds, one therefore usually aims for something less: almost invariance. For singular perturbed Hamiltonian systems with only one fast degree of freedom and an analytic Hamiltonian function, Gelfreich and Lerman [8] showed, using an averaging procedure, the existence of an almost invariant slow manifold nearby. By "almost" it is understood that the error field (the normal component of the vector field restricted to the slow manifold, [17] ) is of order O(e −C/ǫ ), C > 0. For the Hamiltonian example
with f (u) = ∞ n=1 e −n sin(nu) and ω = dx ∧ dy + ǫ −1 du ∧ dv, Neishtadt showed that the slow manifold cannot be improved beyond such an estimate, see [8] . The exponential estimate is therefore the best one can aim for in a general setting for normally elliptic slow manifolds.
The method of averaging used in [8] does not extend to several fast variables primarily due to the general lack of control of resonances between the fast variables.
The averaging method of [8] aims at more then we do: the results of [8] do not only provide exponential estimates of a slow manifold, they also provide a O(1)-foliation, parametrized by the action variable, of almost invariant slow manifolds. The method therefore, in some sense, also addresses stability, not only existence of the slow manifold. The reference [19] extends the results of [8] to infinite dimensional slow dynamics. The results of [19] hold true for spatially Gevrey smooth solutions, which allow for a Galerkin approximation that separates the vector-field into a bounded one and an exponential small remainder. Matching up the error from the averaging procedure with the error from the Galerkin approximation the authors obtained a slow manifold with O exp −Cǫ error field, where p is a positive parameter depending on the Gevrey space. Their results hold true for both Hamiltonian and general systems. The references [29, 30] also provide exponential estimates of particular slow manifolds in geophysical models by obtaining optimal truncations of the "super-balance equation" (invariance equation) of Lorenz [16] . An extension to more general systems is, however, not provided.
MacKay's method for improving a slow manifold.
The method of MacKay does not separate normally hyperbolic from normally elliptic slow manifolds. The general assumption is just that A 0 (w) −1 is bounded so that the normal motion is truly fast. Setting ∂ t z 0 = 0 in (1.2) therefore gives, by applying the implicit function theorem (bearing in mind that R 0 is quadratic in z 0 ), a solution z 0 = ζ 0 (w) close to A 0 (w) −1 ρ 0 (w). The graph z 0 = ζ 0 (w) will be the improved slow manifold. To show that this is indeed an improved slow manifold, one then straightens out the new slow manifold by introducing z 1 through z 0 = z 1 + ζ 0 . Then the equations become 6) and so, as ζ 0 = O(ǫ), we have ρ 1 = O(ǫ 2 ) which is the measure of the error field, an improvement from O(ǫ) to O(ǫ 2 ), so M 1 = {z 1 = 0} is an improved slow manifold. MacKay's method, though viewed slightly differently, is actually identical to the method suggested by Fraser [6] . An asymptotic analysis of this method is also given in [12] , they do, however, only show formal estimates and do not obtain exponential estimates. Furthermore, they do not consider the Hamiltonian case. We note that ρ 1 actually vanishes at a true equilibrium where W 0 (w, ζ 0 (w)) = 0, and the improved slow manifold M 1 = {z 1 = 0} therefore includes all nearby equilibria. One can continuously perform this procedure as the order of differentiability of X and Y allows, obtaining a slow manifold with an O(ǫ n ) error field, but this estimate is not in general uniform in n. For analytic systems, however, MacKay conjectured that one could obtain an O(e −C/ǫ ) estimate by applying Neishtadt-type estimates [23, 24] , which have also successfully been applied in [19, 8] . This is the first main result, which we present formally in Theorem 3.1 and prove in section 4. In fact, MacKay believed one could obtain a stronger result. He conjectured, we guess based on the expression for ρ 1 in (1.6), that the error could be estimated point wise in x at each step so that formally an estimate of the form O((ǫ W n (w, 0) n ) could be obtained leading to an estimate O(e −C/(ǫ W (w,ζ * (w) ) ) with n = O(ǫ −1 ) where z = ζ * (w) is the improved slow manifold. We will show that this is wrong by considering the following counter example: Example 1.1 We consider the simple two-dimensional example:
(1.7)
Here z = 0 is actually normally hyperbolic and there is a true invariant manifold nearby but this is irrelevant for the purpose of illustrating why MacKay's conjecture is in general incorrect. The system has an equilibrium, if f (w e ) = 0, given by (w e , ǫw e ). We shall assume that the root of f is simple so that f ′ (w e ) = 0. Note that (1.7) is already of the form (1.3), i.e., z = z 0 , Z = Z 0 . The first step of the procedure is then performed by solving Z 0 (w, z 0 ) = 0 with respect to z 0 giving z 0 = ζ 0 (w) = ǫw. Therefore z 1 = z − ζ 0 solveṡ
But at the next step when solving Z 1 (w, z 1 ) = 0 for z 1 = ζ 1 (w) we obtain
and soż
Notice that ρ 2 = ǫ 3 f ′ (w)f (w) cannot be bounded from above by an expression with |f (w)| 2 as a factor. This is due to the fact that w e is only a single root of the dominant order ǫ 3 term of ρ 2 . Applying the procedure n times will in general introduce f (n−1) in the expression for ρ n . The corresponding term will have a factor of f . This is basically just a result of the Leibnitz rule from the continuing differentiation of the ζ n 's.
✷
We remark that our results on exponential estimates (Theorems 3.1 and 3.2 below) also hold true for normally hyperbolic slow manifolds. Since Fenichel's theorems actually guarantee the existence of a slow manifolds in this case these estimates may seem somewhat unsatisfactory. However, convergence would imply that the slow manifold would be analytic, which is not always the case [2] .
Hamiltonian systems.
Normally elliptic slow manifolds are believed to be particular interesting in Hamiltonian systems as stability here is associated with oscillatory normal behavior. In Hamiltonian systems there are invariant manifolds that are not normally hyperbolic. The most obvious examples are regular energy levels and KAM-tori in near-integrable Hamiltonian systems. These invariant manifolds are however non-symplectic. Here we are interested in symplectic slow manifolds on which we can define a "slow" Hamiltonian system.
MacKay, still in [17] , suggested a separate method for improving slow manifolds in Hamiltonian systems. The proposed method was described as follows: Consider a Hamiltonian H = H(p) with symplectic form ω and a slow manifold M 0 . Do the following:
• Compute an orthogonal symplectic foliation F p so that for every p ∈ M 0 and
• Let H p = H| Fp and solve this for a nearby critical point p 1 = p 1 (p).
is an improved slow system. However, we believe that this method has some drawbacks. First of all, the method requires the computation of a new slow symplectic form at each step. In fact, we believe that the reason for suggesting an alternative to the general approach in the first place, is that one wishes to introduce transformations that preserve the symplectic structure. Moreover, MacKay's method also requires the computation of orthogonal symplectic foliations at each step.
We will therefore suggest an alternative method that circumvent these issues. Our method is basically a symplectic extension of the general approach outlined above. We will straighten out the improved manifold at each step, ensuring that the transformation involved in this procedure is symplectic. Here we will make use of a Lemma 2 in [8] . The slow symplectic form ω| M will therefore remain constant throughout the iteration. The result we obtain is a symplectic slow manifold with exponentially small error field containing an initially nearby equilibrium, as was also conjectured by MacKay. This is the second main result of the paper. We will present this formally in Theorem 3.2 and prove it in section 5. In section 6 we present a dynamical consequence of our result on the persiststence of a slow manifold with exponentially small gaps.
Notation, assumptions and preliminaries
Let (W, · W ) and (Z, · Z ) be real Banach spaces and W C = W ⊕ iW resp. Z C = Z ⊕ iZ their complexifications with norms
We will from now on denote all norms, including operator norms, by · . Hopefully it will be clear from the context what norm is used. Then f : V C → Z C , with V C an open subset of W C , is analytic if it is continuously differentiable, i.e., if there exists a continuous derivative
is the Banach space of complex linear operators from W C to Z C equipped with the operator norm, satisfying the following condition
By real analytic we will mean analytic and real when the arguments are real. The higher order derivatives can be defined inductively and ∂ n w f becomes a map 
where d W C is the metric induced from the Banach norm · . In the following let B Z r (z) ⊂ Z C = {u ∈ Z C , u − z < r} denote a Z C -open ball of radius r > 0 around z in the Banach space Z C . We frequently need the following Cauchy estimate:
Remark 2.1 Let f : V + iν → Z C be analytic and bounded and ν > ν 0 > 0. Then we can apply this estimate to any w 0 ∈ V + i(ν − ν 0 ) to obtain:
which we will write compactly as
This is the form of Cauchy's estimate that we will be using. Similarly, we will by · ν,σ denote the sup-norm taking over the domain (V + iν) × (S + iσ).
✷
We will also use the following generalized version of Taylor's theorem [11] :
The integral remainder is bounded by
Here, we write for m ∈ N,
Assumptions on general system.
By straightening out the slow manifold z = ζ(w), the general slow-fast system (1.1) was transformed into (1.2), repeated here for convenience,
and we will now state our assumptions on this system:
Furthermore, we assume that the norm of W 0 is uniformly bounded by C W 0 on (V + iν 0 ) × (S + iσ 0 ), and
where ǫ > 0 is small;
, with proper interpretation of a ij as multi-linear operators. Furthermore the norm of R 0 is assumed to be uniformly bounded by
We now write ǫW 0 as
and let C W 0 ǫ be our new small parameter, which we continue to denote by ǫ, and replace W 0 by C
We will also continue to denote the new W 0 by the same symbol, hoping that this will not cause unnecessary confusion. We therefore continue with
Assumptions on Hamiltonian system.
In section 3.2 we will consider a real analytic Hamiltonian system H = H(w, z), where 
(see also Neisthadt's Example (1.5)). As for the general case above we consider a slow manifold M 0 as a set of constrained equilibria:
This will be our (first) slow manifold which we aim to improve upon. We will straighten z = ζ(w) out by introducing new coordinates through the generating function:
Here a, b = a 1 b 1 + . . . + a n b n for every pair a = (a 1 , . . . , a n ),
, for ǫ sufficiently small, is a symplectic transformation given implicitly by the equations:
This transforms H into
where V, S are as before and ν 0 , σ 0 > 0. We now assume the following: . It is important to start our iteration from z e 0 = 0 -we can then ensure that our improved slow manifolds, which we will define iteratively, contain this equilibrium. Obviously we could also transform w e 0 = 0 but this will not be necessary.
Main results

General slow-fast system
Our main result for general slow-fast systems is the following: Theorem 3.1 Consider (1.2) and assume that assumptions (G1), (G2) and (G3) hold true and let ν, σ, ξ 0 be chosen positive constants satisfying ν < ν 1 < ν 0 and σ < σ 1 < σ 0 where
Then there exists an ǫ > 0 so that for every ǫ ≤ ǫ the following holds true: There exist
transforming (1.2) into the normal form
where
(ii) constants C 1 , . . . , C 5 only depending upon the previous constants so that
, and
In other words: (1.2) has a slow manifold given by z * = 0 which is invariant up to the exponential small error ρ * , which vanishes at equilibria where W * (w, 0) = 0. 
Hamiltonian slow-fast system
In the Hamiltonian case it is a bit more difficult to be explicit about the dependency of new constants on the old constants without introducing an overwhelming amount of clutter. Theorem 3.2 will therefore appear slightly less explicit than Theorem 3.1. 
(ii) constants C 1 , . . . , C 5 only depending upon the previous constants so that A * (w)z, z + r * (w, z) is an approximate Lyapunov function for z and ǫ sufficiently small, and there exist constants c 1 and c 2 so that
when z(0) = 0.
Proof By assumption A * is positive definite for ǫ sufficiently small, and hence there exist constants λ> 0 and λ> 0 so that
for z small and w ∈ V + iν. Let J z , J w be such that the symplectic form ω from (2.6) satisfies
When differentiating L we then obtain,
on (w, z) ∈ V × S for some constants C 6 and C 7 . Here we have used a Cauchy estimate on ∂ w L. Integrating this inequality from t = 0 to t and using (3.4) we find that
We have here used that L(0) = 0 since z(0) = 0. Then by Gronwall's inequality in integral form [1] we obtain
and therefore while 0 ≤ t ≤ C 2 λ/(2C 7 λǫ 2 ):
completing the proof.
Note that this upper estimate O(ǫ −2 ) is large, even on the fast time scale τ (1.4) where it is O(ǫ −1 ).
Proof of Theorem 3.1
We will first state and prove two key lemmata. The first lemma will be an application of the implicit function theorem, while the second one will be "The Iterative Lemma". We will use these lemmata successively, so assume that ρ, A and R (in place of ρ 0 , A 0 and R 0 ) satisfy the assumptions (G1), (G2), and (G3).
Lemma 4.1 Suppose that 0 < κ ≤ σ − Kδ where
Then the equation
has a locally unique solution z = ζ(w) ∈ Z C satisfying:
3)
for every w ∈ V + iν. Moreover ζ(w) is analytic in w ∈ V + iν. We will show that T is a contraction on B Z r (0) ⊂ S + iσ. By Taylor's formula if follows that
and therefore by applying a Cauchy estimate we obtain for z ≤ Kδ
Here 0 < κ ≤ σ − Kδ. Therefore using (4.1) . This shows that T is a contraction on B Z r (0) and there exists a unique fix point z(w) of T . In particular, ζ(w) = ζ 0 (w) + z(w) solves (4.4) and ζ(w) ≤ 2r = K ρ(w) . By [10, Section 1.2.6] the map ζ : V + iν → Z is analytic (this is where we need w → A −1 (w) to be analytic). 
into the normal form
Here ρ χ ≤ δ, ζ is the solution from Lemma 4.1, we define W + (w, z + ) = W (w, ζ + z + ) and the following estimates hold true
7a)
A + (w)
7b)
for w ∈ V + i(ν − ξ) and where A(w)
, R ν,σ ≤ C R and z ≤ C z . In particular,
Proof Applying the transformation z = ζ + z + gives
and using the fact that ζ(w) solves (4.2) we obtain
and R + (w, z + ) = −ǫ∂ w ζ(w)W (w, z + ) +R(w, z + ), (4.10)
We have
for w ∈ V + i(ν − ξ). Here we have used the Cauchy estimate:
for ν − ξ > 0 and ξ > 0 and Lemma 4.1. To complete one step of the iteration we also have to estimate
and R + − R appropriately. For the former first note that by (4.14) for w ∈ V + i(ν − ξ)
using another Cauchy estimate, noting (2.5) and σ−ξ ≥ κ > 0 and ζ ν ≤ ξ/2 by Lemma 4.1 and (4.6a). Moreover
for all w ∈ V + i(ν − ξ), and therefore for all such w, as ζ ν ≤ Kδ by Lemma 4.1,
This is true due to (4.6):
We highlight that by (4.6b) this choice of δ satisfies the condition (4.1) required in Lemma 4.2 -it is in fact a factor 2 stronger. Hence
, for all w ∈ V + i(ν − ξ). For R + − R, with R + from (4.10) we first estimateW from (4.11) andR − R from (4.12). This gives:
Following this lemma, we introduce new constants:
We will now apply Lemma 4.2 to (1.2) once with ξ = ξ 0 = O(1) < max(ν 0 − ν, σ 0 − σ) large. Due to (2.3) and (4.7a) there is a C δ > 0 such that 
taking κ = σ in (4.15a) and (4.15b) (noting that by (3.1) this choice of κ satisfies κ ≤ σ − ξ 0 = σ 1 as required in Lemma 4.2). We then continue to apply Lemma 4.2 with
for n ≤ N, where N is such that ν N − ξ N ≥ ν and σ N − ξ N ≥ σ. Here we have defined
Note that the form of ξ n from (4.17) allows us to apply "The Iterative Lemma 4.2", since at each step
provided ǫ is sufficiently small so that ǫ ≤ C −1 δ and provided that δ n ≤ δ 1 . Here we used (4.16). Then by (4.8),
Here δ n+1 = ρ n+1 ν n+1 . To prove the theorem, it is left to be shown that ξ n = O(ǫ) with an order constant which is bounded in n so that by choosing N = O(ǫ −1 ) iteration steps the estimates in Theorem 3.1 apply. We therefore estimate K n+1 and C R n+1 :
It is easy to show that 23) and so
This estimate could be improved, but we do not need to do so. Similarly for C Rn , we set
and obtain
, using the estimate (4.24) obtained for K n . Let
so that
Let N ∈ N be such that β n ≤ 2 for n ≤ N. Then for n ≤ N we get, using the geometric series, that
Using (4.13) and choosing ǫ small we see that β n ≤ 2 for all n or simply
Returning to our assumptions, (4.21) and (4.25), we realize that due to (4.16) it suffices to take ǫ so that the inequalities
are satisfied. Notice also that the hypotheses of Lemma 4.1 are satisfied at each step. Therefore, by (4.17) and (4.24),
and so we can perform
iterations before one of the conditions ν N +1 > ν, σ N +1 > σ is violated. If we inspect ρ N +1 (w) further we realize that the error field estimate can be made pointwise in x improving near actual equilibria: by (4.13) and (4.18) we have
Finally, provided ǫ is sufficiently small, there exists constants c 1 , . . . , c 4 depending only upon the previous constants so that by (4.3), (4.18), (4.24) and (4.16)
Similarly, by (4.7c), using (4.17) and that K n and C Rn are bounded independently from n (see (4.24) and (4.28)), (4.18) , and (4.16) we get
Moreover, using (4.7d), (4.17), (4.24), (4.28), (4.18), and (4.16) for the first estimate and the mean value theorem and (4.29) for the second estimate we get
Since z 1 − z 0 ν is O(ǫ) by Lemma 4.1 and (G2) the theorem follows.
Remark 4.1 Again we highlight (cf. Example 1.1) that it is in general not possible to obtain an estimate of the form O(e −C/(ǫ W * (w,0) ) ), since at each step of our iteration we must apply the Cauchy estimate (4.14) forcing us to estimate ζ on V + iν -through (4.3) this gives rise to the factor C W 0 = 1 rather than W i (w, 0) at each step. 
Proof of Theorem 3.2
The proof of Theorem 3.2 is again based on an iterative lemma. As we will use this lemma successively we will in the following consider the normal form Hamiltonian
(in place of H 0 from (2.8)) satisfying the assumptions (H1), (H2), (H3) and (H4) on (w, z) ∈ (V + iν) × (S + iσ), with δ = ρ(w) ν small. Let z = ζ(w) be the solution of
then by Lemma 4.1 this solution satisfies the estimate ζ ν ≤ Kδ for
where the "extra" factor 1 3 κ compared to above in Lemma 4.1 comes from estimating ∂ z r = O(z 2 ) rather than just R. Let ζ(w) = (ζ x (w), ζ y (w)) and consider the generating function G(u, v + , x, y + ) from (2.7). We then consider the symplectic transformation (w + , z + ) → (w, z) defined implicitly by the equations
Proof This is straightforward and follows directly from the estimate
We will write this transformation as
with z + = (x + , y + ), w + = (u + , v + ),ŵ = (u, v + ), and use
, and let ξ be such that ν − ξ > 0 and σ − ξ > 0.
4)
✷ Proof This is basically Lemma 2 in [8] . For comparison note that their ǫs, ǫα, ǫβ is our g, α resp. β.
In particular
and using Cauchy-estimates on ∂ z + β(w + , 0) and ∂ 2 z + β(w + , 0) we get
The estimate for α ν−ξ,σ−ξ in (5.4) can be improved to
Proof By the previous lemmaw| ν−ξ,σ−ξ ⊂ V + i(ν − ξ/2) and so
The fact that (w + , z + ) → (w, z) is well-defined with domain (V +i(ν −ξ))×(S +i(σ −ξ)) and co-domain (V + i(ν − ξ/2)) × (S + i(σ − ξ/2)) was crucial here and will be in the following. The ν − ξ/2 and σ − ξ/2 terms in the co-domains allow for a step of ξ/2 to apply Lemma 2.1 to estimate derivatives on (V + i(ν − ξ/2)) × (S + i(σ − ξ/2)) by function values on the larger domain (V + iν) × (S + iσ), c.f. the Cauchy estimate (2.1). This introduces a factor of 2ξ −1 . We are now ready to state and prove the "Iterative Lemma for Hamiltonian systems": Lemma 5.3 (The Iterative Lemma for Hamiltonian systems) Consider (5.1) and assume that the assumptions (H1), (H2) and (H3) hold true, so that h, A and r satisfy
Furthermore, let
Then there exists anǭ and constants c h,1 , c h,2 , c δ , c A,1 , c A,2 , c r,1 and c r,2 , depending only on the previous constants, so that for ǫ ≤ǭ the symplectic transformation
In particular, 
We will use this frequently in the following where we expand the new Hamiltonian H + (w + , z + ) = H(w, z) about z + = 0 to put it in the normal form (5.6b) with
Due to (5.7) and (5.9) we obtain
Using that by (5.6a) and Lemma 4.1 we have ξ ≥ 2Kδ ≥ 2 ζ 1 ν−ξ/2 and employing (5.5a) we obtain 11) introducing the constants
In ( 
where we have used that ∂ z H(w, ζ(w)) = 0 to arrive at
Also by definition
and therefore, using that r is cubic in z by (H3), we can estimate the factor of ǫβ 1 in the last term in (5.12) by
Here we have used Lemma 4.1, Corollary 5.1, the first condition in (5.6a) and Cauchy estimates. We then estimate ρ + . From (5.12) and (5.5b) we obtain
so that (5.6e) holds true.
For A + we have using (5.6b):
and we use that ξ ≤ ν and ξ ≥ 2Kδ. The rows in (5.15) correspond to the rows of A + − A as they appear in (5.14). As a consequence we obtain
and so, if we choose ǫ > 0 small enough such that 17) bearing in mind that δ = O(ǫ) by (H2), then
so that (5.6d) holds true. Now finally for r + , using (5.6b), (5.1) and (5.3a) we obtain
Here we used that
We now write h(w) − h + (w + ) as (h(w) − h(w + )) + (h(w + ) − h + (w + )), and, using (5.3a), write
Similarly, we split A(w) − A + (w + ) and r(w, z) − r + (w + , z + ), writing
and r(w, z) − r(w + , z + ) = r(w, z) − r(w, z + ) + r(w, z + ) − r(w + , z + ).
We then use (5.6c) to estimate A(w + )−A + (w + ). Using (5.11), (5.5a), Lemma 5.1, Lemma 4.1 and (5.6e) we obtain
As above, the rows in the estimate of r + − r in (5.19) correspond to the rows of r + as they appear in (5.18). Finally, we note that (5.11) gives
using a Cauchy estimate.
Next, we assume that (H4) holds true. The following lemma shows that the equilibrium is contained within the improved slow manifold {z + = 0}. To prove Theorem 3.2 we proceed as in the proof of Theorem 3.1: We will first apply the transformation:
once with ξ = ξ 0 = O(1) < max (ν 0 − ν, σ 0 − σ) large. By the Iterative Lemma 5.3, using that δ 0 = O(ǫ) by (H2), we can therefore take δ 1 = C δ ǫ 2 , as in (4.16), and start from (V + iν 1 ) × (S + iσ 1 ) with ν 1 = ν 0 − ξ 0 and
We then continue to apply the transformations
successively with ξ n = 2ǫ max{c δn , K n } for n ≥ 2 and 
To control the possible growth of the constants C hn , C ′ hn , C An , C rn , K n with n we may first restrict N not only by the conditions that the domains remain non-empty: ν N − ξ N ≥ ν and σ N − ξ N ≥ σ, but also by
Then we can estimate the constants c h,1 , c h,2 , c δ , c A,1 , c A,2 and c r,1 , c r,2 in the Iterative Lemma 5.3 uniformly with respect to n ≤ N. This allow us to estimate the growth of the constants C hn , C ′ hn , C An , C rn , (summing over n, using δ n = 2 −n+1 δ 1 , δ 1 = O(ǫ 2 ) and the geometric series formula, similarly as for the estimation of β n in the proof of Theorem 3.1, see (4.26) , (4.27) ). Moreover we estimate K n using (5.6d), similarly as we did for α n in (4.22), (4.23) . From this we are directly led to the conclusion that the conditions (5.21) pose no restrictions on N, as they can be satisfied uniformly in n by choosing ǫ sufficiently small. Furthermore, ξ n ≤ ξ for some ξ = O(ǫ) giving N = O(ǫ −1 ) possible step. Since δ 1 = O(ǫ 2 ) we finally conclude that there exist new constants so that 6 An invariant two-dimensional slow manifold A consequence of Theorem 3.2 is the persistence of a two dimensional normally elliptic slow manifold with exponentially small gaps. We will sketch this result here which extends a result in [9] to several fast variables. Consider a real analytic slow-fast Hamiltonian system H = H(w 0 , z 0 ) with 1 slow degree of freedom, d Z fast degrees of freedom and assume that z 0 = 0 is invariant for ǫ = 0 for w ∈ V ⊂ R 2 . We assume that {z 0 = 0, ǫ = 0} is filled with a non-degenerate family of periodic orbits. Then by Theorem 3.2 there exists a transformation (w, z) → (w 0 , z 0 ) that transforms H system into H = h(w) + ρ(w), z + 1 2 A(w)z, z + r(w, z), with ρ = O(e −c/ǫ ) provided ǫ is sufficiently small. The Hamiltonian system h = h(w) is integrable since it is a one-degree of freedom system. By assumption we can therefore introduce action angle variables (φ, I) → w so that h = h(I) with ∂ I h = 0. This transformation does not depend upon the fast variables and can therefore directly be lifted to the full space to give: H = h(I) + ρ(φ, I), z + 1 2 Ã (φ, I)z, z +r(φ, I, z), whereρ(φ, I) = ρ(w),Ã(φ, I) = A(w) andr(φ, I, z) = r(w, z). We will henceforth suppress the dependency on I. Since ∂ I h = 0 we can solve the equation H = E of energy conservation for I = K E (φ, z) when z is small. Differentiating H(φ, K E , z) = E with respect to z gives ∂ z K E = −(∂ I H) −1 ∂ z H and therefore:
where J z is the matrix from (3.5).
Here
with ρ E = (∂ I h) −1ρ = O(e −c/ǫ ), A E = (∂ I h) −1 (Ã + O(e −c/ǫ )) and r E = O(z 3 ). Fix ǫ small and introduce µ 2 = sup ρ E = O(e −c/ǫ ) so that ρ E = µ 2ρ with supρ = 1. Also let µ 2 B = A E −Ã, ψ = (∂ I h) −1 φ and z = µz. We then introduce Q = Q(ψ,z) = µ ρ,z + (Ã + µ 2 B)z,z + µr, r(φ, µz) = µ 3 r E (ψ,z) so that ǫ∂ ψz = J z ∂ z Q = µJ z (ρ + µBz + ∂zr) + J z Az.
Let P µ : {ψ = 0} → {ψ = T }, T = 2π(∂ I h) −1 , be the corresponding stroboscopic mapping. It is symplectic since the system is Hamiltonian. Also P 0 (0) = 0. The persistence of this fixed point for µ = 0 provides the persistence of the periodic orbits, which we have parametrized by E. For this we consider the linear map ∂zP 0 = Ψ(T ), the monodromy matrix, where Ψ = Ψ(ψ) satisfying Ψ(0) = I, is the fundamental matrix of the system ǫ∂ ψz = J z Az.
The eigenvalues of Ψ(T ), λ 1 (E), . . . , λ 2d Z (E), are the characteristic multipliers and they depend upon E. We can apply the implicit function theorem to the set E = {E||λ i (E) − 1| ≥ √ µ, i = 1, . . . , 2d Z }, (6.1) since the perturbation is O(µ) = O(e −c/(2ǫ) ). Generically one would expect the singular set {E||λ i (E) = 1 for some i} to be discrete containing simple solutions and without accumulation points. In the affirmative case the complement of the set E from (6.1) would be exponentially small, and the slow manifold {z 0 = 0, ǫ = 0} would therefore perturb to an invariant slow manifold {z 0 = O(ǫ)}, ǫ ≤ ǫ 0 with exponentially small gaps. Note that this result does not depend upon resonances between the fast variables.
Conclusion
We proved the existence of slow manifolds which are invariant up to an exponentially small error in general and Hamiltonian analytic slow-fast systems. The slow manifolds were constructed so that they included nearby equilibria. The approach we used for general systems is due to R. S. MacKay and does not require the transformation of the slow variables, and as a consequence, our results in this case hold true for unbounded fast vector-fields. In future work we aim to extend our results to unbounded slow vector-fields and infinite dimensional slow-fast Hamiltonian systems. Here we believe that there is great potential in combining the methods used here with the methods due to K. Matthies and A. Scheel [19] .
