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Abstract
Simulations help us test various restrictions/assumptions placed on physical systems that
would otherwise be difficult to efficiently explore experimentally. For example, the Scallop
Theorem, first stated in 1977, places limitations on the propulsion mechanisms available to
microscopic objects in fluids. In particular, the theorem states that when the viscous forces in a
fluid dominate the inertial forces associated with a physical body, such a physical body cannot
generate propulsion by means of reciprocal motion. The focus of this thesis is to firstly, explore
an adaptive multiple-timestep (MTS) scheme for faster molecular dynamics simulations (MD),
and secondly to use hybrid MD-LBM (Lattice-Boltzman Method) to test the Scallop Theo-
rem’s restrictions using an elastic spherical swimmer. The work begins with developing and
demonstrating an adaptive MTS technique that reduces the run time of single timestep (STS)
velocity-Verlet integration scheme. Later we discuss our simulation, which uses the MD-LBM
to simulate a elastic spherical swimmer in a water-like fluid and prove that the swimmer indeed
overcomes the Scallop Theorem. We investigate the relation between the swimmer’s physical
behaviour (speed, frequency) and its properties (radius, bulk modulus etc).
Keywords: elastic swimmers, overcoming Scallop theorem, inertial swimmers, velocity-
Verlet, adaptive velocity-Verlet
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Chapter 1
Introduction
Most living organisms, including humans, are highly dependent on the motility of micro-
sized cellular swimmers. Natural biological micro-swimmers, often just referred to as swim-
mers, were an important step in evolution. The ability of micro-organisms to swim towards
a food/energy source meant that they could thrive easily. An important example are sperm
cells which swim using flagella (very effectively, even against currents [9]) and transport the
male DNA to eggs in various species. Other microbes such as bacteria and algae are efficient
swimmers too. These cells and microbes perform functions that are highly specific and choose
their preferred direction of swimming (towards or away) based on many factors such as light
(photoaxis), chemical stimulus (chemotaxis), gravity (gravitaxis) and shear regions (gyrotaxis).
Since swimmers play such an important role in the biological domain, from performing
normal day-to-day functions inside our bodies to spreading deadly diseases, it is very important
for us to understand their behavior. A good point to start is to ask the question - “How do these
biological swimmers swim?”.
Researchers have indeed been focused on replicating the behavior of natural swimmers
to better understand how they swim [1] [20]. Such efforts have been, for the most part, the
beginning of the research in the field of micro-swimmers. Only recently, over a decade ago,
did the focus move to artificial swimmers, when researchers realized artificial swimmers are
not constrained by many of the physical factors which govern the behavior of living cells (such
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as elastic properties of organic material, etc.) and can be driven much faster [7].
Manufacturing microscopic objects often cannot be achieved by just scaling down the “con-
ventional machinery”. Extremely small length scales put severe restrictions on operation, de-
sign, and usable materials for constructing such objects. Hence, novel approaches in the design
of artificial swimmers are needed. With advances in materials science, now there is a lot more
choice in terms of material (not bound to just organic matter) to construct such swimmers and
means to actuate them (external magnetic fields, electric fields, etc). This makes it possible to
design swimmers that are not necessarily bio-inspired. Applications of such swimmers include,
but are not limited to, transportation of cargo (such as drugs) to a targeted location, microflu-
idics, and catalyzing reactions [17] [32] [16] [36] [3]. Various approaches have been taken
to achieve propulsion by such a swimmer in a fluid. Broadly, the two common approaches
are: building a hybrid (an artificially modified natural micro-organism/cell) and completely
artificial swimmers.
The design of an artificial micro-swimmer is a challenging task, both scientifically and
from the engineering perspective. In our research we are more concerned with the scientific
aspects as it paves the way for the latter. On microscopic scales in fluids the Reynolds number,
which is the ratio of inertial forces to the viscous forces in a fluid, is low (¡¡1) and viscous
forces dominate inertial forces. When we swim, our propulsion forward in fluid (water, unless
one is a daring swimmer who prefers more exotic fluids), is mostly because of inertia given our
macroscopic sizes compared to the fluid particles. But for a micro-swimmer to swim in water
is equivalent to a human swimming in a gel. The effect is described by the Scallop Theorem
[22]. Before we proceed further, it is important to state and explain the Scallop Theorem.
1.1 Scallop Theorem
E.M. Purcell, in 1977, stated in a paper titled “Life at low Reynolds number”, what has now
come to be known as the Scallop Theorem [22]. In essence, it simply states that, “an object
in a Newtonian fluid at low Reynolds number cannot achieve propulsion through reciprocal
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Figure 1.1: A scallop moving reciprocally and retracing its trajectory [23].
motion”. This means that if an object goes through time-reversible periodic motion it cannot
move forward. For example, consider a scallop, it opens its shell slowly and closes it fast. A
scallop only has one hinge and hence only one degree of freedom in configuration space and
hence bound to make reciprocal motion. What ends up happening in this case is the scallop
would move from state A to B and retrace its trajectory in an endless fashion without ever
getting anywhere, as show in figure 1.1 [23].
It is worth noting that G.I. Taylor had already demonstrated similar constraints on the recip-
rocal swimmers in low Reynolds number fluids via experiments using physically constructed
swimmers [28]. E.M Purcell attended one of the Taylor’s demonstrations and later expanded
and popularized the work in the paper titled “Life at low Reynolds number”.
Before we go further, let’s take some time to explain a couple of strategies Purcell acknowl-
edged can be exploited by a micro-being to be able to bypass the Scallop Theorem.
The first strategy is related to degrees of freedom. Purcell recognized and mentioned in
his paper that the hopelessness the Scallop Theorem brought upon a micro-swimmer is only
absolute for a being who has only one degree of freedom. For if a being has more, say two
degrees of freedom, they can devise novel ways to move in a non-reciprocal fashion. One such
example is shown in figure 1.2 (redrawn, based on [22]).
A second way to get around the Scallop Theorem, is the flexible oar strategy. If such an
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Figure 1.2: A micro-swimmer with two degrees of freedom exhibiting a non-time-reversible
movement (redrawn based on [22]).
object has a flexible oar it can bend the object one-way and then the other, propelling itself
forward. Some models essentially use the flexible oar strategy to propel themselves forward
[37].
To summarize the discussion about the Scallop Theorem, what actually needs to be done
to propel a micro-swimmer is one of these things: somehow make inertia important in a fluid
at the length scales where it is not dominant; or exploit multiple degrees of freedom to move
non-reciprocally. Among the two options mentioned above, the first option inertia, has largely
been ignored. Driving a swimmer at microscopic length scales is usually assumed to make
inertia negligible compared to viscous forces. Multiple degrees of freedom, however, has been
the primary tool to overcome the Scallop theorem and has been used to drive swimmers. Many
model swimmers use bead and spring models, which have multiple degrees of freedom, and
exploit them to propel themselves in the fluid.
But, that is the story in Newtonian fluids. A curious reader might ask, aren’t most of the
biological fluids (where most of the swimmers live naturally), non-Newtonian and complex
fluids? Wouldn’t the elasticity of such fluids affect the swimmer? And the answer is yes.
Research has shown that in such non-Newtonian fluids, reciprocal motion can indeed propel
the swimmer [23]. In non-Newtonian fluids even a reciprocal motion can generate propulsion
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as the fluid itself is visco-elastic.
1.2 Inertia and its importance in micro-swimmers
1.2.1 Rigid bodies
As explained earlier, at low Reynolds number, inertia is assumed to be a negligible source of
propulsion for micro-swimmers. But there are effects of inertia on a neutrally buoyant rigid
sphere in a moving fluid that have been known since 1962. G. Segre and A. Silberberg in
their papers titled “Behaviour of macroscopic rigid spheres in Poiseuille’s flow part 1” [24]
and “Behaviour of macroscopic rigid spheres in Poiseuille’s flow part 2” [25], show that when
spheres of sub-millimeter size radii are put inside a vertical tube (of radius on the order of a
few mm) with Poiseuille flow, they tend to choose a equilibrium path along the flow which is
not at the center of the tube, suggesting there is a sideways force acting on them. This was
a deviation from previous predictions [26], which did not account for the inertia terms of the
equations of motion or the presence of the rigid walls, and suggested no radial movement of
a rigid sphere carried should occur in an unbounded Poiseuille flow. It was demonstrated by
Serge et al. that such a radial force is due to the effects of the time derivative terms in the
Navier-Stokes equations, which are inertial terms.
A pictorial depiction of this phenomenon is shown in figure 3.8 (redrawn, based on [19]).
The arrows to the left of the figure represent the fluid velocity (longer arrow length implies
higher velocity) in a cylindrical Poiseuille flow. The flow is bounded by walls perpendicular
to its direction of flow. It can be seen how the wall effect and shear forces eventually bring the
spheres from their random initial positions (at t=0) along the flow to a equilibrium position on
a preferred channel along the direction of flow (at t=T). This migration is the result of inertial
forces and is called the tubular pinch effect. The equilibrium position at which the particle
settles itself in the flow depends on the particle’s radius and the flow (tube) width.
The reason why inertia comes in to play at a length scale where the Reynolds number is
minuscule, can be explained in many ways. One way is to consider the Reynolds number , Re,
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Figure 1.3: Neutrally buoyant rigid spheres settling in their equilibrium paths along the di-
rection of Poiseuille flow (redrawn, based on [19]). The equilibrium position of each particle
depends on its radius and the flow (tube) width.
definition :
Re =
ρvL
η
, (1.1)
where ρ is the density of the fluid, v is the velocity of the fluid, L is the characteristic length
and η is the shear viscosity.
It is clear from the equation that at microscopic lengths the Reynolds number would be
very small, which would, in turn, suggest that the viscous force should dominate. But there
is an important aspect to note here: the characteristic length L would normally be assumed to
be of the order of the particle diameter (in the case of spherical particles) but it is not. For
example, let’s consider a case where a particle is allowed to be in the flow for long periods of
time, allowing it to travel long distances compared to its characteristic size L. In such circum-
stances, the effective characteristic length L∗ changes to the larger value, the distance traveled.
This increases the effective Reynolds number and hence makes inertial terms in Navier-Stokes
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equation non-zero.
1.2.2 Flexible bodies
In our group’s research (described in chapter 3), the swimmer is an elastic spherical swimmer.
The previous discussion although valid for rigid particles in a bounded flow, does not account
for the effects observed in more complicated cases such as our simulation, which uses a flexible
spherical swimmer. To the best of our knowledge, no one has demonstrated a sizable contri-
bution of inertia to the propulsion of a neutrally buoyant micro-swimmer in a Newtonian fluid.
Swimmers in unbounded medium (such as our simulation, which is unbounded in two dimen-
sions and bounded in one) can travel far and hence, its not clear that we can safely ignore their
inertia altogether. This prompted us to investigate the extent of the contribution of inertia to
our swimmer’s propulsion, which is discussed in detail in chapter 3. To summarize, we found
that the elastic media of the spherical sphere (which has several degrees of freedom), allows
the storage of inertia which results in non-reciprocal motion when driven in a Newtonian fluid.
The sphere uses this inertia to advance itself once it breaks the symmetry and starts to propel
itself in a chosen direction.
1.3 Methodologies
A few of the most common methods for simulations used today are Molecular Dynamics and
Monte Carlo methods for particles, and Lattice-Boltzmann method (LBM) for fluids. There is
also hybrid MD-LBM, when particles are interacting with the LB fluid. We used LAMMPS
(Large-Scale Atomistic/Molecular Massively Parallel Simulator), which is a simulation tool,
for our simulations. We used a package within LAMMPS called lb fluid that provides an
implementation of the hybrid MD-LBM method due to Mackay et al. [15].
We also investigated MD simulations using velocity-Verlet. Velocity-Verlet is the default
equation of motion integrator in LAMMPS. It provides a stable and accurate scheme for inte-
gration. The implementation of velocity-Verlet in LAMMPS is a single timestep (STS) scheme.
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During a simulation, the accuracy of trajectories is restricted by the correct solution for the par-
ticles whose trajectories require solutions on the shortest time scale. This presents a bottleneck
in terms of simulation speed as the entire system is restricted by the fastest (shortest time scale)
phenomenon in the entire system. Hence, at any given time there could be a fraction of the sys-
tem’s particles that are under enough force (acceleration) to bring down the time scale of entire
system significantly.
This prompted us to devise a technique to implement adaptive multiple time scale velocity-
Verlet. Although such a scheme (non-adaptive) is already available in LAMMPS it is only
applicable for certain potentials and needs to be configured manually depending on the poten-
tials used. Present run time performance gains are restricted to about a factor of 4.
We explore various versions of velocity-Verlet schemes in detail in chapter two and show
why an adaptive, multiple timestep velocity-Verlet could lead to significant speed up.
1.4 LAMMPS
Our simulation, presented in chapter three, was performed by using an open source tool called
LAMMPS. It is hence worthwhile to give a brief overview of the tool. LAMMPS is an open
source MD simulation tool. It comes with a scripting language that can be used to define the
system and run simulations. A simulation in LAMMPS can be dynamically modified depend-
ing on a number of system characteristics. It has multiple implementations of every component
that goes in to a MD simulation, hence a very wide range of systems can be simulated. The
major components in a MD simulation and some of the corresponding choices available in
LAMMPS are described below -
• Simulation Box - Cuboid, Spherical, etc.
• Boundary Condition - Fixed or periodic.
• Bonds - Harmonic, Covalent, etc.
• Potentials - Lennard Jones, Coulomb, etc.
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Various commands for modifying the system, measuring the system properties, re-starting
simulation, etc, are also available. LAMMPS has been successfully used by researchers for
fluid dynamics, solid state and bio-polymer simulations etc.
Please see LAMMPS documentation available online for more details [11].
1.5 Summary of subsequent chapters
In chapter two, we examine MD methodologies used for simulations. In particular, we focus
on a popular numerical integration scheme called velocity-Verlet. We begin by implementing a
commonly used non-adaptive version of velocity-Verlet, and then implement an adaptive single
timestep version. We demonstrate that the adaptive version leads to better performance. We
also discuss the controls (both active and passive) that can be used to select timestep values and
control such an adaptive simulation. Finally, we introduce a multiple timestep (MTS) version
of the scheme. We demonstrate why and how this scheme is substantially better than the non-
adaptive and adaptive single timestep schemes, and that it leads to significant performance
gains.
In chapter three, we discuss the simulation of a driven elastic sphere in a Newtonian fluid
using LAMMPS. We begin with discussing the construction of the elastic sphere and the model
used for the driving scheme, and present results including the velocities achieved by the sphere
using several different simulation parameters. Various other aspects of the results obtained are
then analyzed, including the variation of the velocities attained by varying the sphere diameter,
sphere stiffness and driving amplitude. The contribution of inertia to the sphere’s driving is
then investigated. We conclude the chapter by comparing our results with available similar, but
not exact, theoretical predictions [6] and summarizing the chapter.
In chapter 4, we summarize the thesis and present conclusions and possible applications of
our research.
Chapter 2
Multiple Timestep (MTS) Adaptive
velocity-Verlet Scheme
2.1 Introduction
When solving Newton’s equations of motion accuracy and conservation of thermodynamic
quantities, such as total energy of the system are of importance. An accurate scheme char-
acterized by small truncation errors is not always symplectic, often resulting in poor energy
conservation. This is why velocity-Verlet [33] is a very commonly used scheme in MD sim-
ulations. Apart from being symplectic, it is also fairly accurate. In our research which uses
LAMMPS, the default integrator used is velocity-Verlet. It hence made sense to investigate the
properties of the scheme, and analyze its strengths and weaknesses.
For a scheme that’s been used as extensively as velocity-Verlet, a quality in-depth discus-
sion and analysis of the scheme is very scarce. In this chapter we derive the scheme from
scratch and later use it to test Newtonian systems with non-bonded pairwise interactions us-
ing the Lennard-Jones potential and investigate merits of using the adaptive, multiple timestep
scheme versus the single timestep schemes (both non-adaptive and adaptive).
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2.2 velocity-Verlet Scheme
2.2.1 Derivation
Velocity-Verlet [33] is a form of the Verlet scheme, where the position is calculated depending
only on the position during the last timestep instead of positions during the last two timesteps.
Starting with the expression for position given by x(t + h), where t is the time and h is a small
timestep, and taking Taylor’s expansion for position:
x(t + h) ≈ x(t) + hv(t) + h
2
2!
a(t) +
[h3
3!
...x (t) +
h4
4!
....x (t)
]
. (2.1)
We will be tracking two truncation error terms and they will be kept in square brackets, as
shown in equation (2.1).
In equation (2.1), we can get the acceleration term a(t) from the potential using Newton’s
equation of motion F = ma. The velocity value at t + h, using Taylor’s expansion again is:
v(t + h) ≈ v(t) + ha(t) + h
2
2!
a˙(t) +
[h3
3!
...v (t) +
h4
4!
....v (t)
]
. (2.2)
We do not have value of a˙(t), so lets derive it. Expanding a(t + h) through Taylor’s series
expansion:
a(t + h) ≈ a(t) + ha˙(t) +
[h2
2!
a¨(t) +
h3
3!
...a (t)
]
, (2.3)
or
a(t + h) ≈ a(t) + ha˙(t) +
[h2
2!
...v (t) +
h3
3!
....v (t)
]
. (2.4)
Rearranging this equation:
a˙(t) ≈ a(t + h) − a(t)
h
−
[ h
2!
...v (t) +
h2
3!
....v (t)
]
. (2.5)
Using the value of a˙(t) from equation (2.5) in equation (2.2) , we get:
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v(t + h) ≈ v(t) + ha(t + h) + a(t)
2
+
[...v (t)(h3
6
− h
3
4
)
+
....v (t)
( h4
24
− h
4
12
)]
, (2.6)
or rewriting derivatives of v in terms of derivatives of x:
v(t + h) ≈ v(t) + ha(t + h) + a(t)
2
+
[....x (t)(h3
6
− h
3
4
)
+
(5)
x(t)
( h4
24
− h
4
12
)]
. (2.7)
Simplifying ,
v(t + h) = v(t) + h
a(t + h) + a(t)
2
−
[....x (t)( h3
12
)
+
(5)
x(t)
( h4
24
)]
, (2.8)
and, hence we have the two most important equations of velocity-Verlet method - equation
(2.1) for calculating position and equation (2.8) for calculating velocity.
In summary the velocity-Verlet Scheme works as follows:
(Please note that the truncation error terms(in big square brackets) are given here for later
analysis. They are not used in the actual calculation.)
• STEP 1. Calculate position using equation (2.1):
x(t + h) ≈ x(t) + hv(t) + h
2
2!
a(t) +
[h3
3!
...x (t) +
h4
4!
....x (t)
]
. (2.9)
• STEP 2. Calculate acceleration using Newton’s second law of motion, F = ma:
a(t + h) =
F(t + h)
m
. (2.10)
F(t + h) can be calculated by using the potential(s) acting on the particles, which are
functions of x(t + h), obtained in step 1.
• STEP 3. Calculate Velocity using equation (2.8):
v(t + h) ≈ v(t) + ha(t + h) + a(t)
2
−
[....x (t)( h3
12
)
+
(5)
x(t)
( h4
24
)]
. (2.11)
Step 1-3 are repeated at each timestep, for each particle.
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2.2.2 Derivation of truncation error in velocity-Verlet
The error in velocity-Verlet is of 4th order in position, and 3rd order in velocity. However, the
4th order error in position is not apparent from equation (2.9). Let’s derive the error order for
position.
Lets substitute t → t − h in equation (2.9):
x(t) ≈ x(t − h) + hv(t − h) + h
2
2!
a(t − h) +
[h3
3!
...x (t − h) + h
4
4!
....x (t − h)
]
. (2.12)
Adding this equation to equation (2.9) we get:
x(t + h) + x(t − h) ≈ 2x(t) + h
(
v(t) − v(t − h)
)
+
h2
2
(
a(t) − a(t − h)
)
+
h3
3!
(...x (t) − ...x (t − h)) + h4
4!
(....x (t) − ....x (t − h)). (2.13)
Now using equation (2.11) to simplify this, we get:
x(t + h) + x(t − h) ≈ 2x(t) + h2a(t) − h
[....x (t − h)( h3
12
)
+
(5)
x(t − h)
( h4
24
)]
+
h4
3!
....x (t) +
h5
4!
(5)
x(t). (2.14)
Which is simplified to :
x(t + h) ≈ 2x(t) − x(t − h) + h2a(t) +
[ h4
12
....x (t)
]
. (2.15)
Which is basically of the form of the basic Verlet and truncation error being:
τe =
h4
12
....x (t). (2.16)
Let’s calculate an approximation of the truncation error. As the error τe is basically propor-
tional to the second derivative of acceleration, using the Taylor’s series expansion of a(t + h)
and a(t − h), and adding them, we get:
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a¨(t) ≈ a(t + h) − 2a(t) + a(t − h)
h2
− h
2
12
....a (t). (2.17)
Substituting the value of a¨ from this equation in eq. (2.16), we get the following steps:
τe =
h4
12
....x (t), (2.18)
=⇒ τe = h
4
12
a¨(t), (2.19)
=⇒ τe ≈ h
4
12
(a(t + h) − 2a(t) + a(t − h)
h2
− h
2
12
....a (t)
)
, (2.20)
=⇒ τe ≈ h
2
12
(
a(t + h) − 2a(t) + a(t − h)
)
− O(h6), (2.21)
or,
=⇒ τe ≈ h
2
12
(
a(t + h) − 2a(t) + a(t − h)
)
. (2.22)
We have used this expression for estimating truncation error in position for our analysis further
in this chapter.
2.3 Stability of velocity-Verlet Scheme
Lets consider a simple system consisting of one particle moving under a harmonic force, given
by:
F(x) = −kx. (2.23)
Since, velocity-Verlet and Verlet both have the same properties in terms of calculating the
position, let’s consider the Verlet scheme for simplicity. The equation to calculate the position
at any given time t + h in the Verlet scheme is given by equation (2.15):
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x(t + h) ≈ 2x(t) − x(t − h) + h2a(t) + O(h4). (2.24)
Consider that this equation is being applied to a system consisting of one particle whose
motion is described by equation (2.23). In such case the acceleration of the particle is given
by:
a(t) =
F(t)
m
, (2.25)
where F(t), according to equation(2.23) is given by:
F(t) = −kx(t). (2.26)
Combining equation (2.25) and equation (2.26), we get:
a(t) =
−kx(t)
m
. (2.27)
Using this equation in equation (2.24), and dropping the error term, we get the following linear
difference equation:
x(t + h) = 2x(t) − x(t − h) − kh2 x(t)
m
, (2.28)
which is homogeneous. Without loss of generality, let us assume that the mass of the particle is
equal to 1 or m = 1 for simplicity. This is equivalent to setting units of mass and we have used
this value for mass for all the particles in all of our simulations. The characteristic equation for
equation (2.28) is:
λ2 + (kh2 − 2)λ + 1 = 0. (2.29)
The roots for equation (2.29) are given by:
λ =
−(kh2 − 2) ±
√
(kh2 − 2)2 − 4
2
. (2.30)
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The condition for stability of such a difference equation is that the characteristic roots (or
absolute value of characteristic roots, in cases where the characteristic roots are imaginary) be
less than 1.
Under such a constraint, solving for the stability criteria we get the following relation:
∣∣∣∣∣−(kh2 − 2) ±
√
(kh2 − 2)2 − 4
2
∣∣∣∣∣ < 1. (2.31)
On solving, this results in:
h <
2√
k
. (2.32)
Plugging eq. (2.32) into eq. (2.31), it is clear this value of h makes eq. (2.31) an equality.
2.3.1 Testing the stability criteria
Let us put the stability criteria given by equation (2.32), derived for the above mentioned system
to test.
The solution to the equation of motion for such a particle with k = 1 is:
x(t) = A cos(ωt). (2.33)
Let us assume the initial condition to be x(0) = 10, which makes A = 10. If we use the
Verlet scheme to solve the equation of motion for such a particle, the stability criteria demands
that the timestep h be constrained by:
h < 2. (2.34)
The results for such a simulation, using both velocity-Verlet and Verlet scheme, with
timesteps h = 1.99, h = 2.005 and h = 0.007 (a typically used value of timestep in MD
simulations using velocity-Verlet) are shown in Fig. 2.1(a) and 2.1(b). Notice how a slightly
higher value for h (2.005) than the stability criteria h = 2, results in inaccurate position values
when integrated. The same results are observed for both Verlet and velocity-Verlet as both are
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Figure 2.1: Comparison of the analytical solution for the position of a particle to the posi-
tion calculated by the velocity-Verlet scheme (Fig. a), and the Verlet scheme (Fig. b), using
timesteps slightly smaller (1.99) and slightly larger (2.005) than the stability criteria (2.0) and
a typical MD timestep (0.007).
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essentially identical schemes when it comes to calculating position. The figures also show the
analytical solution and solution using h = 0.007. At the sufficiently lower h (0.007) compared
to the stability criteria h = 2, the solution completely overlaps the analytical solution. However
at h = 1.99 the solution, although stable, is far from accurate.
2.4 Implementing velocity-Verlet scheme in systems inter-
acting with Lennard-Jones potential
To begin an in-depth analysis of MD simulations using the velocity-Verlet integration scheme,
we chose a simple, commonly used potential - the Lennard-Jones potential. It is a mathematical
model originally proposed for liquid argon [34], that approximates the interaction between two
neutral atoms or molecules. It serves a great purpose in computational simulations as it is
simple and easy to implement. We begin our discussion by first explaining the MD set up for
such a simulation.
2.4.1 Lennard-Jones potential
According to the Lennard-Jones potential, for a pair of atoms i and j located at ri and r j, the
potential is given by:
U(ri j) = 4
[(
σ
ri j
)12
−
(
σ
ri j
)6]
, ri j < rc, (2.35)
where rc is the interaction distance cut-off and ri j = |ri j| = |ri−r j|, as illustrated in Fig. 2.2. The
cut-off distance is used to save computation as beyond the cut-off distance the attractive force
between atoms/particles is not very strong and can be ignored (or in other words is set to 0).
 represents the strength of the interaction and σ defines the length scale (radius of particles).
The first part of the potential with power 12 can be thought of as arising from Pauli’s exclusion
principle, that is when atoms come too close and their electron clouds begin to overlap, there
is a strong repulsive force. The other term with power 6 is an attractive tail representing a van
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der Waals interaction.
Figure 2.2: Lennard-Jones potential versus distance between two non-bonded particles. rc
represents the cut-off distance. The Fig. depicts an example where the value of rc = 1.66σ.
The force experienced by any particle under such a potential is given by:
f = −∇U(r). (2.36)
The force exerted on particle i by any particle j is hence given by:
fi j =
(48
σ2
)[(
σ
ri j
)14
− 1
2
(
σ
ri j
)8]
ri j, (2.37)
acting along the direction ri j = ri − r j, given ri j < rc. Also, by Newton’s third law of motion
fi j = −f ji.
2.4.2 MD units
In computer simulations, it is very important to keep all the physical quantities of the order
unity by using dimensionless MD units. A technically correct calculation involving decimal
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(floating point) numbers, can produce inaccurate results. This occurs due to poor use of finite
digits that can be stored using floating point numbers. The non-significant digits in a deci-
mal number (zeros) effectively result in the waste of digits that could have been used to store
significant digits. This leaves less space for the significant digits, reducing accuracy, which
inevitably results in round-off errors when algebraic operations are performed on these num-
bers. For example, when a small number (many orders less than unity) is multiplied by another
very small number or raised to very high powers, as is the case in L-J potential equation (2.35),
it can result in round-off errors that can severely affect the accuracy. We often have to deal
with small numbers when performing calculation involving physical quantities in the atomic
domain. Another benefit of using MD units is that some of the parameters defining the model
are absorbed into the units. In case of Lennard-Jones potential, the following MD units are
used :
length : r → rσ,
energy : e→ e,
time : t → t √mσ2/.
The resulting equation of motion in MD units is now:
r¨i = 48
∑
i, j
(
r−14i j −
1
2
r−8i j
)
ri j. (2.38)
2.4.3 Simulating various phases (solid, liquid and gas) using Lennard-
Jones potential and velocity-Verlet integrator
Before we start investigating properties of the velocity-Verlet algorithm used to simulate par-
ticles interacting with Lennard-Jones potential, it is worthwhile to demonstrate that the code
we used (written in C++, and some data handling in python) is capable of simulating various
phases correctly.
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For demonstration purposes we present snapshots generated by the non-adaptive single
timestep velocity-Verlet scheme. Later we will use an adaptive version of the code, which is
similar to the non-adaptive version with variable timesteps and can simulate various phases in
a similar fashion.
We took a two-dimensional simulation box of size 20×20, with periodic boundary condi-
tions(PBC) in both x and y dimensions. The cut-off distance rc for the potential was chosen to
be 2.5 σ, somewhat greater than rmin = 2
1
6 σ. The gaseous state was obtained using 64 particles,
liquid using 256 particles and solid using 484 particles as shown in Figures 2.3 (a), (b) and (c).
This, along with other tests we have performed such as conservation of momentum and
energy, suggests that our code accurately implements the Lennard-Jones potential using the
velocity-Verlet integrator. Now, we can move on and start exploring merits of an adaptive
velocity-Verlet scheme over the non-adaptive velocity-Verlet scheme.
2.5 Non-adaptive single timestep velocity-Verlet scheme
As stated earlier the commonly used implementation of velocity-Verlet in MD simulations is
a non-adaptive single timestep velocity-Verlet scheme typically used with timestep h = 0.007
for L-J potentials. In MD simulations, the accuracy of integration is dependent on the ability
of the scheme to be able to accurately calculate the interactions in the system at the smallest
timescales. In case of Lennard-Jones potential, that directly translates to particles that are
closer than σ, as the repulsive forces grow very rapidly and hence their motion needs to be
integrated at a timescale small enough to accurately track the motion of such particles during a
collision.
In a large enough system with a large number of particles, at any given point of time, there
are generally always two particles that are close enough such that the timestep needed for the
velocity-Verlet has to be really small for accuracy. Hence, although the trajectories of most
of the particles in principle could be integrated with a larger timestep (resulting in faster run
times of code), the system has to be evolved slowly at all times keeping up with the shortest
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(a) (b)
(c)
Figure 2.3: Various states (Fig. (a) - gas, Fig. (b) - liquid and Fig. (c) - solid) simulated by
using Lennard-Jones potential interactions among particles in a 20×20 box. The velocity-Verlet
integrator was used and PBC were applied in both dimensions.
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timescales of interactions happening in the system.
One way to track the importance of these timescales is to calculate the truncation errors
in position of the particles as discussed earlier in this chapter. If the truncation error exceeds
acceptable values, the timestep in velocity-Verlet needs to be smaller to reduce the truncation
error. We did an analysis on the truncation error of our system of size 20×20 at temprature
T = 2.0 and at various densities to see the typical truncation error produced in the system with
timestep h = 0.007. The log10 of the maximum truncation error at each timestep was recorded.
The results are presented in Fig. 2.4.
As one would expect the truncation error is higher for higher densities as
• Collisions are more likely at higher densities
• Particles are packed closer together, closer than σ in the case of the highest densities,
increasing the truncation errors.
Another thing to note is that the distribution is quite wide (more prominent in smaller
20×20 box size presented in Fig. 2.4 (a) ) suggesting that many times during the simulation,
the errors are quite small. This in turn suggests that the timestep could be larger as the error
would increase, but still would be within acceptable accuracy. Simulations were also run using
the same densities in a larger 40×40 system. As expected the truncation errors did increase
which is demonstrated in Fig. 2.4. When compared to Fig. 2.4(a), one can see in Fig. 2.4(b)
that the distribution for the truncation error for the same densities is now condensed towards the
right and narrows, demonstrating an increase in magnitude of the typical maximum truncation
errors. This is a major reason to consider an adaptive velocity-Verlet scheme, as in a sufficiently
large system, one has to always use a small timestep to accurately simulate the interactions with
shortest timescales in the system and hence resulting in longer run times for the simulation.
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Figure 2.4: Plot of the number of times a maximum truncation error occurs during a non-
adaptive single timestep (0.007) simulation versus the maximum truncation error, for box sizes
20×20 (Fig. a) and 40×40 (Fig. b) at various densities. All simulations were run for a total
time of t = 10000 × 0.007. N represents the number of particles and d is the particle density.
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2.6 Adaptive single timestep velocity-Verlet scheme
Due to the poor run-time performance of the non-adaptive STS scheme as discussed in the
above section, the need for an adaptive velocity-Verlet scheme is pretty clear. Adaptive means
that the value of the timestep (h) can be changed at every step. Under such an scheme, during
the steps in the simulation when the truncation error is lower than a prescribed tolerance, the
value of h can be increased and when the truncation error is higher than the prescribed toler-
ance, the value of h can be decreased. This way the scheme is not wasting time making more
accurate calculations than needed and results in faster run times. Although this would not be
as effective as our ultimate end goal - a multiple timestep adaptive scheme, it should still re-
sult in some performance gain over a non-adaptive single timestep scheme. It is worth noting
however that similar approaches are used in some popular schemes, for example RKF45 [5]
(Runge-Kutta-Fehlberg), an adaptive Ordinary Differential Equation (ODE) solver.
In our adaptive code, we actually move the system one step in time in order to calculate
and store the error in the particles’ positions, the new positions are then discarded and all the
particles are moved back in time to the previous step. The maximum of all truncation errors is
then used to determine the appropriate timestep size to be used to move the simulation to the
next step in time. This approach, however, leads to some waste of computation, to get around
this issue, we devised an additional control along with the error tolerances called the stability
criteria. Our main goal here is to evaluate the effective potential performance of such a scheme,
not necessarily to fully optimize its performance.
There are five controls (four active, one passive) for the adaptive STS (Single Time Step)
velocity-Verlet scheme. The active controls were used to control the simulation whereas the
passive control was demonstrated to be equally effective if one chooses to use it, but was not
used. The controls are listed below:
1. MIN STEPSIZE (active) : Minimum possible value of timestep h.
2. MAX STEPSIZE (active) : Maximum possible value of timestep h.
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3. MINERR (active) : Minimum value allowed for log10 of maximum truncation error
tolerance at each step.
4. MAXERR (active) : Maximum value allowed for log10 of maximum truncation error
tolerance at each step.
5. H STABLE (passive) : Maximum value allowed for timestep h so that the simulation is
stable.
For our code, we first ran the non-adaptive code and calculated the mean (µ) and standard
deviation (σ∗) (not to be confused with inter-particle distance represented by σ) of log10 of
maximum truncation error at each timestep for simulation with fixed h=0.007 as plotted in Fig.
2.4 in previous section. We then set our controls as follows :
MINERR = µ
MAXERR = µ + 2 ∗ σ∗
We changed the value of h by a factor of 2 or 1/2 when increasing or decreasing the step-
size. We let the controls for h (MIN STEPSIZE and MAX STEPSIZE) to be practically un-
bounded(a very wide range). The control for stability H STABLE was calculated according
to the description in the following section but was not used. Given the adaptive nature of the
code, one would expect to see the values of h getting smaller for larger densities. We tested this
assumption for box sizes 20×20 and 40×40 and the results are presented in Fig. 2.5. Notice
the large width of the distribution at lower densities, indicating that the timesteps can indeed
be significantly higher than 0.007 (typically used value in non-adaptive STS scheme). The
distribution is wider for smaller box size 20×20 than for the larger box size 40×40 at the same
densities, this is due to the fact that in a larger box size with more particles there are more
collisions, driving down the timestep size needed for the same simulation (the same control
values were used for both box sizes at all densities). Notice how the values of the h get smaller
with both larger density, and larger box size. It can be seen that the shift is most dramatic for
the lowest density systems.
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Figure 2.5: Plot of number of times the timestep(h) value was used during an adaptive single
timestep simulation versus the timestep values for box sizes 20×20(Fig. a) and 40×40 (Fig.
b) at various densities. All simulations were run for a total time of t = 10000 × 0.007. N
represents the number of particles and d is the particle density.
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2.7 Stability criteria for Lennard-Jones simulation using velocity-
Verlet
As discussed in section 2.3 the stability condition for a single particle motion under a harmonic
force was given by equation (2.32),
h <
2√
k
. (2.39)
Let us consider a system using Lennard-Jones potential for the interaction between parti-
cles. Without loss of generality, let us assume that the mass of the particle is equal to 1 (m = 1)
and  = 1. This is equivalent to setting units. The force in MD units acting on any particle is
given by:
r¨i = 48
∑
i, j
(
r−14i j −
1
2
r−8i j
)
ri j. (2.40)
When the particle is moved by a small distance δr, the force acting on the particle is then given
by taking a Taylor’s expansion about r.
¨(ri + δr) ≈ Fk + δr ∂
∂ri
r¨i, (2.41)
where Fk is a constant force. Higher order terms of δr are ignored as δr is small. This is
effectively of the form of a harmonic force given by:
F = Fk + ke f f x, (2.42)
where the displacement x = δr and effective k given the harmonic form of the force is ke f f =
∂
∂ri
r¨i.
Hence the stability criteria using analysis done for the harmonic force can be used, and this
gives us the stability criteria,
h <
2√
ke f f
, (2.43)
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where
ke f f = 48
∑
i, j
(
−13ri j−14 + 3.5r−8i j
)
. (2.44)
When there are multiple particles in the system the value of h is constrained by the max(ke f f )
of all the particles.
h <
2√
max(ke f f )
(2.45)
2.7.1 Testing the stability criteria
The stability criteria stated above was tested for the adaptive version of the scheme. The testing
was done on different densities and with box sizes 10x10, 20×20 and 40×40. The adaptive
increment condition for h was limited to only one consecutive increment at a time i.e if the
system’s maximum truncation error is smaller than error tolerance for several consecutive steps,
the value of h can not be increased (doubled) for any two consecutive steps. Such restriction
was placed to avoid rapid increase in timesteps which were seen to be unable to come down
soon enough when the maximum truncation error of system goes down rapidly. No restriction
was placed on reducing the h values.
The results for 20×20 box size simulations for 16 and 64 particles, with temperature 2.0,
are shown in Figures 2.6 and 2.7, respectively. The stability criteria calculated at every timestep
according to equation (2.45) is shown in green, the actual adaptive timestep value (h) is shown
in blue and the commonly used timestep value for velocity-Verlet scheme 0.007 in shown in
black line with stars on it.
Notice how the h values adjust in response to truncation error tolerance and always remain
lower than the value required by the stability criteria. The dips in stability criteria correspond
to collisions between particles which decreases the maximum truncation error of the system, in
turn reducing the value of adaptive timestep h. It can be clearly seen that the stability criteria
which was used as a passive control could be an effective control, and can indeed be used to
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Figure 2.6: Plot of Stability criteria per timestep (in green), actual adaptive timestep h (in
blue) and commonly used timestep=0.007 for velocity-Verlet integrator, with 16 particles in a
20×20 box. Inset: a zoomed out version of the same plot.
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check if a simulation is stable given the truncation error tolerance and adaptive timestep value
constraints.
2.8 Multiple Timestep (MTS) Adaptive velocity-Verlet Scheme
Although the single timestep adaptive velocity-Verlet scheme does have performance gains
when compared to a non-adaptive single timestep velocity-Verlet scheme, the gain is quickly
diminished if the densities are large or the system size is big enough. Hence, it becomes
important that all particles in a system are not constrained by the fastest phenomenon (shortest
timescale) in the system. If, for example, two particles are colliding in the system, the forces
acting on them are way larger than the forces on rest of the particles, and hence they need to be
integrated with smaller timesteps for results to be within acceptable accuracy. This generates a
need for an adaptive integration scheme that can accommodate multiple timescales.
2.8.1 RESPA and Reversible Multiple Timescale Molecular Dynamics
Although just using the LJ potential in our system leads to various timescales, depending upon
distance between particles, in other MD simulations, the separation of timescales can be quite
complicated. A MD simulation might have several potentials acting on the particles within the
system, for example:
F(x) = Fbond(x) + Fdihedral(x) + Felectrostatic(x) + FvanderWaals(x). (2.46)
Each force mentioned above might have an inherent time scale and all forces combined may
cover a very wide range of timescales. In such a scenario, with huge separation of timescales,
integrating the largest timescale phenomenon using the shortest timescale, might produce very
accurate results, but is often unnecessary and slows down the simulation. For example, in a
worst case performance scenario for single timestep schemes, one might have just one potential
that produces timescales orders of magnitude lesser than the rest of the potentials and the
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Figure 2.7: Plot of stability criteria per timestep (in green), actual adaptive timestep h (in blue)
and commonly used timestep=0.007 for velocity-Verlet integrator, with 64 particles in a 20×20
box. Only a few steps and limited values of timesteps up to 0.1 were plotted to clearly show
the adaptability of h with respect to stability criteria.
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system would still need to be integrated using a very small value for timestep, severely slowing
down the simulation.
To combat this inherent timescale issue in MD simulations, it is beneficial to formulate
the integration schemes that include multiple timescales. These schemes are referred to as
MTS (Multiple timestep schemes) and have become increasingly popular in MD simulations
[8], [31]. One of the algorithms called RESPA (Reversible Reference System Propagator Al-
gorithm) due to Tuckerman et al [31], is of particular interest to us as it can be implemented
using the velocity-Verlet integrator [30]. RESPA can be used in systems with multiple poten-
tials acting at different timescales(see [31] for details). It can also be used to generate multiple
timescales for a single potential with both short and long range components.
For example, in a Lennard-Jones potential, there are two components - short range (Pauli’s
exclusion) and intermediate range (van der Waals). Under RESPA forces due to such a potential
are broken in to a short range force Fs(x) and a long range force Fl(x) using a switching
function S (x):
F(x) = S (x)F(x) + [1 − S (x)]F(x), (2.47)
where,
Fs(x) = S (x)F(x), (2.48)
and
Fl(x) = [1 − S (x)]F(x). (2.49)
The switching function can be any function that switches from 1 to 0 at some inter-particle
distance r0. In other words the switching function switches the force F(x) from Fs(x) at short
range (r < r0) to Fl(x) at long range (r ≥ ro).
Under such a scheme, the long range forces are applied every ∆t = n ∗ δt and short range
forces are applied every δt. This saves computation time and results in faster MD simulations
with comparable accuracy.
Although this discussion explains the case of potentials that can be broken down in to two
- short range and long range components, similar approach results can be used for multiple
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potentials with separation of timescales. We accomplish this by treating the particles that
experience the largest forces as if they were acted upon by a short-range forces, and the rest of
the particles are assumed to be acted upon by long-range forces.
2.8.2 MTS velocity-Verlet algorithm
The MTS(RESPA) version of the velocity-Verlet algorithm is different from what we had im-
plemented in the non-adaptive and adaptive STS versions of the code. For a system that has
multiple potentials that result in forces acting at different timescales, the algorithm is described
below.
Let’s assume the long range forces or the forces requiring time steps larger than the smallest
timestep are represented by Fp (deviation forces) and short range forces or the forces requiring
smallest timestep are represented by Fr (reference forces). The mass of all the particles is
assumed to be m for simplicity.
It is obvious that in the case of multiple potentials the deviation forces have several contrib-
utors and characteristic timesteps corresponding to the forces. For purpose of demonstrating
the algorithm via pseudo-code, lets assume it has P deviation force contributors. In such a
scenario, the deviation forces on a particle i is given by:
Fp(i) =
k=P∑
k=1
Fk(i). (2.50)
Each of these deviation forces Fk(i) has their own timescale ∆tk(i) such that ∆t1(i) = n1∆t2(i),
∆t2(i) = n2∆t3(i), ∆t3(i) = n3∆t4(i), ...... ,∆tP−1(i) = nP−1∆tP(i). In our MTS simulations (dis-
cussed in next section), we have restricted the timesteps(∆tk) to be a factor of 2a of each other
(a simple, commonly used choice), where a can be negative, resulting in ∆tk(i) = 2a∆tk+1(i).
The algorithm for MTS(RESPA) velocity-Verlet due to Tuckerman et al. [30] is explained
in Algorithm 1. The term force pair used in Algorithm 1 refers to the two particles interac-
tion (represented as (a,b)), which means that particle a is being acted upon by the force due
to particle b. Each force pair is assigned a timestep depending on the timestep distribution of
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the particles in the system. Each particle forms a force pair with all other particles sharing the
same or a smaller timestep value.
Let’s explore an example based on the algorithm discussed above. Let’s assume that at any
given time in a simulation of a 6 particle system interacting with LJ potentials, the timestep
distribution looks like:
Table 2.1: A MTS example case
Timestep required Particle ID Corresponding force pairs
T 1,2 (1,2), (2,1), (1,3), (1,4), (1,5),
(1,6), (2,3), (2,4), (2,5), (2,6)
T/2 3,4 (3,4), (4,3), (3,5), (3,6), (4,5), (4,6)
T/4 5,6 (5,6), (6,5)
If this system has to be moved to the next T unit in time, the way the RESPA velocity-
Verlet will move the system forward has been described in Fig. 2.8. The force pairs reduce
the number of times we need to calculate the force acting on a particle as the particles do not
have force pairs with a particle with larger timestep. For example, in our example case, the
force acting on particle 4 can be calculated by looking up all the force pairs that have the first
particle as 4 (instead of having to calculate forces on 4 due to all other particles in the system).
The performance(run time) advantage of the RESPA can be understood by the following two
major points :
• Less steps: At one given step, the entire system can be moved ahead by Tmax (the largest
of the timesteps required by any of the particles). To put this in perspective, in adaptive
STS scheme we were moving the entire system ahead in time by Tmin (the smallest of the
timesteps required by any of the particles), which still had some performance advantage
over the non-adaptive scheme. It is clear MTS can move the simulation to any given time
in less steps (i.e. fewer force calculations) than the adaptive STS scheme.
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Algorithm 1 RESPA velocity-Verlet
1: q˙ = q˙ + ∆t2m FP . update velocities half a step for all force pairs requiring largest timestep
2: DO iPM1 = 1,nPM1 . Do for 1 through n = current timestepnext smallest timestep
3: q˙ = q˙ + ∆tP−12m FP−1 . update velocities half a step for all force pairs requiring largest timestep
4: ....
5: DO i1 = 1,n1
6: q˙ = q˙ + ∆t12m F1 . update velocities half a step for all force pairs requiring second smallest
timestep
7: DO i = 1,n . Do for 1 through n = second smallest timestepsmallest timestep
8: q˙ = q˙ + ∆t2m Fr . update velocities half a step for all force pairs requiring smallest timestep
9: q = q + ∆tq˙ . update position one step for all force pairs requiring smallest timestep
10: CALL FORCE r . Calculate reference forces
11: q˙ = q˙ + ∆t2m Fr
12: ENDDO
13: CALL dFORCE 1
14: q˙ = q˙ + ∆t12m F1
15: ENDDO
16: ....
17: CALL dFORCE (P-1) . Calculate deviation forces acting at timescale ∆tP−1(second largest
timestep)
18: q˙ = q˙ + ∆tP−12m FP−1 . update velocities half a step for all force pairs requiring second largest
timestep
19: ENDDO
20: CALL dFORCE P
21: q˙ = q˙ + ∆t2m FP . update velocities half a step for all force pairs requiring largest timestep
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• Time complexity: Each particles interacts with less than (N-1) particles, reducing the
time complexity from O(N2 −N) to a lesser order depending on the timestep distribution
of the system.
2.9 LJ simulation using adaptive MTS velocity-Verlet scheme
After going through the last section, at this point readers might wonder if there is any merit
in implementing an already existing scheme or what exactly are we doing differently that adds
value? The answer is that the RESPA algorithm proposed by Tuckerman et al. ([30]) is not
adaptive in nature. That means, the user has to choose the timesteps to be used for various
potentials’ interactions in a simulation beforehand. This seriously limits the performance gains
of the non-adaptive MTS scheme. Our work implements an adaptive MTS scheme, that choses
timestep values for each particle at each timestep (depending on user defined truncation error
tolerance) dynamically during the simulation.
Earlier in the chapter, for the simulations performed using adaptive STS velocity-Verlet
scheme, the distribution of timesteps was depicted in Fig. 2.5. The advantage of using a MTS
adaptive velocity-Verlet scheme is that in principle, irrespective of the density of the system or
the box size, the distribution of timesteps should not shift as in the adaptive STS scheme. This
is due to the fact that in a adaptive MTS scheme, for timestep selection for each particle we
are not restricted by the largest truncation error in the system. We select a timestep for each
particle either based on their own truncation error estimate and user defined truncation error
tolerance, or by using stability criteria, or some other suitable control.
We ran simulations for box sizes 20×20 and 40×40 for various number of particles using
the MTS adaptive velocity-Verlet scheme. The particles interacted with each other using the LJ
potential and all parameters (σ etc.) were set to the same values as the ones used in the adaptive
STS version of the simulations described earlier in this chapter. The mechanism for choosing
the timestep values for all the particles was the same as well, although in these simulations
each particles’ timestep value was calculated independently, instead of a single timestep value
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Figure 2.8: A pictorial depiction of the example case mentioned in table 2.1 describing the
working of RESPA velocity-Verlet scheme.
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Figure 2.9: Plot of number of times timestep (h) value was used during adaptive MTS sim-
ulation versus the timestep values for box sizes 20×20(Fig. a) and 40×40(Fig. b) at various
densities. All simulations were run for a total time of t = 1000 × 0.007. N represents the
number of particles and d is the particle density.
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for the entire system. The result of the distribution of timesteps in the MTS simulations can be
seen in Fig. 2.9.
In Fig. 2.9, we can see that, unlike the plots for the timestep distribution in adaptive STS
version of the simulations (shown in Fig. 2.5), there is no shift in the distribution when varying
densities within same box size or at same densities at different box sizes. This clearly demon-
strates that the adaptive MTS version is able to set a timestep value for all particles separately
depending on their respective truncation error and user supplied truncation error tolerance,
hence resulting in faster simulations than the adaptive STS version of the scheme which uses
the same timestep for all particles.
2.10 Conclusion
From the discussion in this chapter, it is evident that the non-adaptive velocity-Verlet scheme
is slower and less efficient than the adaptive STS scheme. The adaptive STS scheme in turn
is slower than the adaptive MTS scheme. We have demonstrated that the MTS scheme can be
implemented in an adaptive manner such that the timestep per particle can be chosen depending
upon some suitable control. We demonstrated that the control can be the truncation error in the
position, or the stability criteria introduced earlier in this chapter. At the time of writing this
thesis, we are still working on evaluating the extent of the performance gains (including run
times), and expect to present that and other analyses in the form an article in the future.
Chapter 3
Elastic Driven Sphere in Newtonian Fluid
3.1 Introduction
Microscopic particles/swimmers have found increasingly many applications in biological, chem-
ical and physical sciences. The Scallop Theorem plays a vital role in understanding and ex-
plaining the behavior of any such driven swimmer. It simply states, as explained in Chapter 1,
that a micro-swimmer cannot propel itself using reciprocal motion in a Newtonian fluid.
One can understand this observation more carefully using the Navier-Stokes equation. For
irrotational fluid flow, the equation of motion reads [29]:
ρ
∂v
∂t
+ ρ(v ·∇)v = −∇p + η∇2v, (3.1)
where p is the pressure field describing the fluid, ρ is the density, v is the velocity and η is the
shear viscosity. For small Reynolds number Re (eq. (1.1)), the terms ρ(v.∇)v and ρ∂v
∂t should
become negligible as inertial forces are negligible compared to viscous forces, and the equation
reduces to [29]:
η∇2v = ∇p. (3.2)
The relative insignificance of inertial terms, (ρ(v.∇)v and ρ∂v
∂t ) can be explained by the
following example. If we have an object with characteristic size L, moving in some oscillatory
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manner with period T and characteristic velocity v, then the order of magnitude of the terms in
Eq.(3.1) is:
∣∣∣∣∣ρ∂v∂t
∣∣∣∣∣ ∼ ρ vT ,
|ρ(v ·∇)v| ∼ ρv
2
L
,∣∣∣η∇2v∣∣∣ ∼ ηv
L2
. (3.3)
Now, since the fluid flow is driven by ∇p, it is guaranteed not to be negligible. If the
Reynolds Number, the ratio of inertial forces to viscous forces,
Re =
ρvL
η
, (3.4)
and the Stokes Number, the ratio of the unsteady ∂u/∂t term to viscous forces,
S = ρL
2
ηT
, (3.5)
are both small then the terms ρ∂v
∂t + ρ(v ·∇)v should become negligible (note that under the
common assumption that v ∼ L/T , S = Re). In that case the equation reduces to Stokes
equation[29]
η∇2v =∇p. (3.6)
Under this simplified relationship, the fluid flow loses its time-dependence and depends
only on the pressure gradient and the imposed boundary conditions. For rigid objects sus-
pended in a fluid (which can be viewed as a kind of boundary condition), this amounts to the
statement that the evolution of the system depends only on the path through the configuration
space, and thus since a body undergoing reciprocal motion will retrace its path through the
configuration space periodically, it can achieve no propulsion. We show later in this chapter
that this is not always true, as the underlying assumptions are never really completely valid.
In this chapter we construct and drive an flexible spherical swimmer in a water-like fluid.
We then discuss the results and compare them to theoretical models.
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Figure 3.1: Sphere with hcp lattice structure.
3.2 Model
When modeling an object at microscopic length, it is a natural choice to choose a spherical
shape as it represents most of the globular matter found at such length scales in biological
systems. For our simulation, we constructed such a spherical elastic swimmer in LAMMPS
[21]. The details of the construction of the swimmer, the driving model, results and its detailed
analysis are covered in the sub-sections ahead.
3.2.1 Elastic spherical swimmer
The driving scheme requires the swimmer to be constructed in such a way that the length of the
bonds connecting atoms can be varied sinusoidally. As a result the sphere was made of particles
in a hexagonally close packed (hcp) lattice connected with harmonic bonds. The sphere can be
seen without the harmonic bonds in Fig. 3.1 and with harmonic bonds in Fig. 3.2.
The sphere is made up of 856 particles, and tests were conducted for elastic spheres with
diameter 4 µm and 10 µm. The outermost particles form a shell or layer that is used to interact
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Figure 3.2: Sphere with hcp lattice structure and harmonic bonds. The outermost particles
form a layer that interacts with the lattice-Boltzmann fluid.
with the fluid which is simulated by using the lattice-Boltzmann method(LBM). Hydrodynamic
forces are added to the outer layer of particles using the lb/viscous [15] fix in LAMMPS that
lets fluid simulated by LBM interact with MD particles [14] [18].
Each particle is connected to six neighbors, three on each side of their Y-Z plane. The
potential function for the harmonic bond between particles is given by:
V(r) =
1
2
k(r − r0)2, (3.7)
where, k is harmonic bond coefficient, r is the distance between the particle and its neighbor
and r0 is the equilibrium inter-particle distance. We can use standard analysis of harmonic
crystals [2], to determine the elastic bulk modulus B of such a hcp crystal, which is given by
the relation:
B =
√
8
3
k
ro
. (3.8)
To show a range of behavior and to show that the elastic sphere exhibits different behavior
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at different elasticity, we conducted tests using elastic bulk moduli B = 1.88 kPa and B = 18.8
kPa. These values are similar to bulk moduli values for muscle tissue [4] on the high end and
to liver tissue [35] on the lower end. Reynolds number for the swimmers in our simulations
were in the range of 10−2 to 10−4.
The mass of the constituent particles was set in such a way that the entire density of the
sphere is 1 gm/cm3, which was the density of the fluid in the system, hence making the sphere
neutrally buoyant. This puts the mass of 10 µm diameter sphere around 0.524 ng, which is
comparable to an average E. Coli bacterium [13].
3.2.2 Driving scheme
In order to propel the sphere forward, a driving scheme was devised that varies the bond length
between the constituent particles periodically. This produces vibrations that closely resemble
the behavior of piezoelectric materials under external electric fields [12] and makes sure that
such a scheme is practically viable. The sphere was divided into two halves along the Y-Z plane
orthogonal to one of the 6 hcp lattice directions. All bonds in one half with bond length r0,i
(r0,1 for one half and r0,2 for the other) were then varied sinusoidally via the following relation:
r0,i(t) = L(α + (1 − α)sin(ωt + φi)). (3.9)
Here L is the natural bond length, α ∈ [0.75, 1], making αL the average bond length upon
stimulation, |φ2 − φ1| = pi. As a result of such a driving scheme, the equilibrium bond lengths
would vary sinusoidally from a maximum value of L to a minimum value of (2α-1)L, and the
variation in both halves would be out of phase by pi radians. We tested the sphere motion with
different values of α. The motion of the sphere during one period is shown in Fig. 3.3. The
sphere starts at equilibrium in state (a), the right half expands and left half contracts in state
(b), the right half further expands and left half further contracts in state (c), right half begins to
shrink and left half begins to expand in state (d), right half further shrinks and left half further
expands in state (e), finally in both halves return to equilibrium state in state (f).
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It should be noted that the halves of the sphere are not exactly symmetric as there are
slightly more particles on the right half of the sphere as the bonds crossing the mid-plane are
assigned to right side. Hence, the right side of sphere(red colored) in Fig. 3.3 is slightly bigger
than the left side(blue colored). This results in a motion that is not exactly symmetric. As a
result of this slight asymmetry, the sphere picks up a drift in one direction breaking symmetry
and “walks” like an off-balance washing machine walking across the floor.
3.3 Results
The center-of-mass motion of the sphere is a wave pattern about its direction of velocity as
shown in Fig. 3.4, as expected under our driving scheme. The effectiveness of a driving scheme
can be understood by looking at the velocity of the swimmer. We measured the average velocity
of the sphere vavg as a function of the oscillation period τ for α = 9/10 (10 % variation in bond
length).
We ran simulations for two spheres, with diameter 4 µm and 10 µm. Each sphere was also
tested with bulk moduli values B = 1.88 kPa and B = 18.8 kPa. Each dataset contained 110
simulations each corresponding to a different frequency ranging from 0.2 µs to 256 µs. The
simulation run time was equal to 150 times the driving period for each sphere. Since the sphere
takes some time to gain a stable drift along its direction of velocity, we chose to sample the last
10 periods when calculating vavg. We tested the velocities averaged over variable periods and
starting at variable times. After testing for a large number of values of start and end times and
averaging period, we found that measuring vavg from the 140th period until the 150th period
was reasonably precise as the velocity converges to a stable value after such a long time period.
The results for vavg analysis are shown in Fig. 3.5.
It can be seen that for short periods, there are many peaks which correspond to internal
modes of oscillation of each sphere and there’s a power law behavior for higher periods. The
velocity increases for higher diameter spheres at the same driving periods. The highest value
of vavg is around 10 mm/s. These are incredibly high velocities for such small swimmers.
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Figure 3.3: Deformation of the sphere over the course of one period of oscillation. The
two sides of the sphere are colored differently to indicate the different phase of stimulation in
Eq.(3.9) (i.e. one side contracts when the other side expands and vice versa), and four bigger
and differently colored particles (marked with IDs - 1,9,216 and 295) on the outer surface
which we tracked for further analysis are also indicated. The deformations occur in order from
left to right, and the center of mass moves around 1% of the sphere’s diameter over the course
of an oscillation in this case.
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Figure 3.4: Distance of COM (center-of-mass) from origin versus time for a sphere of 10 µm
diameter driven at 0.8 µs period. Inset: a zoomed in portion of the same graph.
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Figure 3.5: Log graph of vavg versus τ for B = 1.88 kPa and B = 18.8 kPa and for spheres with
radii 4 µm and 10 µm.
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Although the short period/high frequency end of this spectrum is outside of what is observed
in biological systems, it is certainly achievable for a swimmer constructed artificially (a nano
particle was driven successfully at more than a million rpm (rotations per minute) in [7]). In
the low Kilohertz range which could be generated by a biological systems, the higher diameter
sphere (10 µm) still achieves velocities of a few µm/s.
The velocity profile produced by these two spheres at various stiffness(B values) can be
understood more clearly by having a look at the center-of-mass motion of the spheres. The
center-of-mass motion of the spheres (once steady motion is achieved) as a function of time,
scaled by the period of the drive, is shown in Fig. 3.6. While there are oscillations about the
linear increase of xcm with time, the amount of oscillation varies considerably.
Figure 3.6: Distance of center-of-mass of the sphere from origin versus time scaled by the
period of the drive.
At low drive period (high frequency) the motion is fairly efficient in the sense that the
forward movement per period is comparable to the overall amplitude (solid red and dashed
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Figure 3.7: Average velocity of a diameter 10 µm sphere with bulk modulus B = 1.88 kPa
with drive period τ = 64 µs as a function of the square of the amplitude of the bond oscillations
(cf. Eq.(3.9)).
blue lines in Fig. 3.6) whereas at high drive period the sphere advances only a small fraction
of its overall amplitude (dotted green and dot-dashed purple lines in Fig. 3.6). Consistent with
the observation of the asymptotic velocities (cf. Fig. 3.5), the center-of-mass motion at long
periods becomes independent of the elastic constant (the dotted green and dot-dashed purple
curve in Fig. 3.6 overlap). However, for short periods the softer (smaller B) sphere has more
efficient motion, consistent with its higher velocity in Fig. 3.5.
Additional simulations examined the effect of the driving amplitude on velocity (by vary-
ing α in equation (3.9)). As shown in Fig. 3.7, at longer periods (64 µs in the figure) the mean
velocity is proportional to the amplitude squared, suggesting that the motion is a non-linear
response to the drive and therefore beyond the typical Stokes-flow description (linear) based
on Eq.(3.6). While the response is well described by the quadratic behavior seen in the Fig.
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for most of the range of periods, close to the resonances at shorter period there are consider-
able deviations, reflecting the nonlinear response and requiring use of the full Navier-Stokes
description applied in our analysis rather than the typical linear approximations often used
elsewhere for analytic convenience.
Another thing to note is that the lower value of bulk moduli gives rise to larger peaks and
resonance effects in the low driving periods, but exhibiting a similar power law behavior at
high driving periods as before. This is an important behavior as it is consistent with theoretical
predictions as discussed later in the chapter. A fit for the vavg versus τ for the power law region
gives a dependence of τa with :
a = −1.9 ± 0.1. (3.10)
Asymptotically, there appears to be an apparent approach to τ−2 for larger periods of oscillation.
The asymptotic behavior also appears to be independent of the stiffness of the sphere and only
depends on its size (diameter).
3.4 Detailed analysis of results
We performed further analysis on our simulation results and their adherence to our driving
model. In particular, we investigated a few aspects to show that the results are consistent with
the hypothesized model of propulsion and the forces responsible for the propulsion and their
contribution to overall propulsion. We discuss these results in the following sub-sections.
3.4.1 Fluid flow field
We begin our analysis by examining the fluid flow that leads to the motion. Fig. 3.8 shows the
flow in orthogonal cross-sections of the system at different points in the period of the motion
for one particular case. Near the beginning of the cycle (leftmost panels in Fig. 3.8) the flow
field is similar to that of a Stokeslet (force) dipole while later in the cycle it more resembles a
source dipole (cf., for example, Fig. 2 in Ref. [27]). The fact that a dipole-like flow field is set
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(a)
(b)
Figure 3.8: Fluid flow in the (a) plane cutting through the center of the particle where the
motion is left to right and (b) plane cutting through the center of the particle where the motion
is coming out of the plane towards the viewer. The slices are at different, equally spaced, points
during one period of the motion (after a steady mean velocity has been attained). The length
of the velocity vectors have a logarithmic scale. The plots shown are for a 10 µm sphere with
B = 1.88 kPa with a period of 1 µs (same case as the solid red line in Fig. 3.6). The equilibrium
cross-section of the sphere is shown only schematically (particles making up the real sphere
move in and out of the plane during the motion making the dynamic case hard to represent in
2D).
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up is perhaps not too surprising given the fact that we are driving the two halves of our sphere
asymmetrically. As such, the appearance of a resulting dipole moment would seem hard to
avoid.
3.4.2 Verifying adherence to driving scheme
It is important to show that the periodic driving of the sphere does indeed result in global
periodic deformation of the sphere, from its center to the surface. To do this, we selected four
constituent particles represented by numeric IDs- 1,9,216 and 295 on the surface of sphere in
the plane z = 0 as depicted in Fig. 3.9 and previously shown in Fig. 3.3. We tracked their
position with respect to the center of mass of sphere over time to see if they oscillate with the
same period as the driving period of sphere.
To test whether there was any non-reciprocal motion, we ran simulations of the 10 µm
spheres driven at a frequency of 1.25 MHz (0.8 µs period) and 20 kHz (50 µs period), and
computed the position of each of these particles with respect to the sphere’s center of mass at
each timestep. The sphere was driven for 150 periods and first 25 periods were ignored to only
track particles once sphere has attained stable motion. The path traced by particles with respect
to that of sphere’s center of mass is presented in Fig. 3.10. Please note that the Fig. 3.10 only
depicts the movement in XY plane as there is almost no movement along the Z axis.
It can be seen in Fig. 3.10, the particles 1,9,216 and 295 all move in a loop with respect to
center of mass of sphere, this clearly shows that the movement is periodic and non-reciprocal.
The periodic motion of these outer particles reaffirms the adherence of the driven sphere to
the driving scheme. It is clear that the deformations are indeed global (i.e they travel from the
center to the surface). Notice how the amplitude of deformation is smaller for the sphere driven
at higher (50 µs) period, due to the absence of resonance effects that occurs at shorter period(s).
We also plotted the amplitude and investigated the relative phase of the Fourier transform
of the particles’ (1,9,216 and 295) distance from the sphere’s center of mass to reaffirm our
findings. We used the data from the simulation of 10 µm diameter sphere driven at 1.25 Mhz
frequency. We compared particle 1’s amplitude and phase with particle 216’s amplitude and
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Figure 3.9: Position of outer particles (ID - 1,9,216 and 295) on the sphere presented in Fig(a).
The same four particles are presented again in Fig (b), on the Z=0 plane for a better view.
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Figure 3.10: Comparison of motion of outer particles (IDs 1,9,216 and 295 as depicted in Fig.
3.3), with respect to center of mass of spheres of diameter 10 µm driven at periods of 0.8 µs and
50 µs. Fig.(a) shows particle 1’s track , Fig.(b) shows particle 9’s track, Fig.(c) shows particle
216’s track and Fig.(d) shows particle 295’s track.
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Figure 3.11: Fig. shows the log of absolute value (amplitude) versus frequency plot of the
fft of the particles 1 and 216. Note how the transform of both particles 1 and 216 completely
overlaps each other. The relative phase for both responses was also investigated at the driving
frequency (primary peak in the response at 1.25 MHz) and found to be 0.
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Figure 3.12: Fig. shows the log of absolute value (amplitude) versus frequency plot of the
fft of the particles 9 and 295. Note how the transform of both particles 9 and 295 does not
overlap suggesting some non-reciprocal motion. The relative phase for both responses were
also investigated at the driving frequency (primary peak in the response at 1.25 MHz) and
found to be pi.
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phase, and particle 9’s amplitude and phase with particle 295’s amplitude and phase. This was
done as particles 1 and 216, are both on same side of sphere and hence oscillate in-phase,
where as particles 9 and 295, are on opposite sides of sphere and hence oscillate pi radian
out-of-phase. In Fig. 3.11 it can be seen that the particles 1 and 216, which are on the same
side of the sphere have exactly the same transforms with a peak at 1.25 MHz and the relative
phase (at 1.25 MHz) was found to be 0. In Fig. 3.12 it can be seen that the particles 9 and
295 have non-overlapping transforms with peak at 1.25 MHz, suggesting that there is some
non-reciprocal motion and their relative phase (at 1.25 MHz) was found to be pi, confirming
that they are indeed pi radian out-of-phase as expected.
This analysis confirms that the sphere does move in periodic, but non-reciprocal motion,
and that the deformations generated by the driving scheme are global.
3.4.3 Forces behind the propulsion
It is worth investigating to see how much of the driving is due to the inertial forces and how
much is due to other forces. We used the data from the simulation of the 10 µm diameter radius
sphere with bulk moduli B = 18.8 kPa. To get the ratio of forces arising from the ∇p term
in the Eq. (3.1) to inertial forces, we integrated these forces throughout the exterior volume,
which is basically the entire volume of the simulation box, minus the volume inside the sphere
and a shell extending to four lattice points from the sphere surface. The shell of four lattice
points from the surface of the sphere was excluded from the total volume to avoid the presence
of moving parts of the sphere in the external volume where forces are integrated.
To get the inertial forces, the absolute value of terms on the left-hand side of the Navier-
Stokes equation (3.1) was integrated throughout the exterior volume. For calculating forces
arising from the ∇p term in the equation (3.1), the absolute value of ∇p was integrated through-
out the exterior volume. For calculating all the derivatives (both time and space), a forward
difference was used. The result has been presented in Fig. 3.13 along with the velocity profile
of the driven sphere.
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Figure 3.13: Log graph showing the comparison of variation of ratio of |∇p| to inertial forces
in the system with respect to the driving period of sphere (in µs), and variation of velocity (in
mm/s) with respect to driving period (in µs) for a sphere with 10 µm diameter and bulk moduli
B = 18.8 kPa.
It can be seen that the inertial forces are dominant when driving velocities are high in low
driving period (high frequency) region. However, in the large driving period (low frequency)
region the inertial forces are considerably smaller, approaching a tenth of the ∇p forces at
longer periods. This leads to the question of whether inertial forces are ever truly negligible.
For low periods inertial forces are clearly significant and for longer periods, even though their
magnitude is much smaller, the power-law tail of the mean velocity is likely related to the hy-
drodynamic power-law tail seen in linear response (which we will examine in the next section).
As the hydrodynamic tail is intrinsically related to the inertia of the fluid, even at long peri-
ods, it would seem that the inertia is important for the mean velocity, even if it is considerably
smaller than other terms in Navier-Stokes.
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3.4.4 Comparison to theoretical predictions
To further understand the behavior of our model, we compared the behavior of the internal
modes of oscillation with continuum mechanical predictions made in recent work by Felderhof
[6]. Felderhof shows that for a uniform elastic sphere with shear modulus µ and bulk modulus
κ submersed in a fluid, the magnitude of the response observed as the result of an external
periodic forcing is highly dependent on its frequency. In particular, he shows the magnitude
of the response exhibits several resonant peaks at various frequencies, before exhibiting the
behavior of a rigid sphere in the high-frequency limit. While the analysis was for a uniform
sphere, rather than the asymmetric sphere we are examining here, it still represents the “mean”
bond length behavior of our sphere and so is a reasonable starting point for analysis.
In addition to the linearized Naiver-Stokes equations, Felderhof considers an elastic dis-
placement function u(r, t) of a sphere centered at the origin, which is assumed to satisfy the
equation of motion[10].
ρs
∂2u
∂t2
= µ∇2u +
(
1
3
µ + κ
)
∇∇ · u + F (t) , (3.11)
where ρs is the sphere density, µ and κ are bulk and shear moduli, andF is a time-dependent
external forcing. After Fourier transforming to frequency space, Felderhof derives the relation-
ship
Uω = YT (ω)Eω , (3.12)
where Uω and Eω are the amplitude of the center-of-mass velocity of the sphere and the ap-
plied external forcing in frequency space respectively, and YT (ω) is a translational admit-
tance function. Felderhof then defines a dimensionless admittance FˆT of a complex argument
x = a
(−iωρ
η
)1/2
given by
FˆT (x) =
4pimp
3m f
ηaYT (ω) , (3.13)
where mp is the mass of the sphere, m f is the mass of the displaced fluid, and a is the sphere
radius. However, to make the admittance more amenable to analysis, Felderhof re-expresses it
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in the form
FˆT (x) =
1
x2 + MZT (x)
, (3.14)
where M = 9m f2mp is related to the mass of the displaced fluid, m f and the mass of the spherical
particle, mp, and ZT is a function related to the translational friction coefficient between the
force applied and the velocity response.
The behaviour of ZT is especially key to understanding the elastic behavior of our model.
In the general case, ZT takes the form
ZT (x) = 1 + x + Zcx2 + O(x3) , (3.15)
which in the case of a no-slip rigid sphere reduces to the case Zc = 1/9 with no higher-order
terms. For an elastic sphere, Felderhof shows that
Zc =
1
9
− η
aρ
cl + ct
clct
+
η2
a2ρ
403µ + 210κ
180µκ
, (3.16)
where cl and ct are velocities related to the elastic constants of the sphere (i.e. µ and κ) with
units of velocity. The quantity Zc itself is dimensionless, but the second and third terms vary
inversely with a Reynolds-like number R = ρca
η
(defined by the inverse of the 2nd term, where
c is related to the speed of sound and elastic constants) where the characteristic velocity is
now related to cl and ct (i.e speeds of sound in the elastic media). Since our setup focuses on
the small Reynolds number regime, we expect the admittance and friction coefficients to vary
dramatically with the fluid and elastic parameters. This explains the high-frequency behavior
we have observed in the previous sections.
To further test this prediction, we conducted a series of simulations to measure FˆT and
compare the behavior of our model to the behavior derived in Felderhof’s paper. Using a sphere
1 µm in diameter with fixed equilibrium bond lengths r0 and a bulk modulus of B = 9.4 kPa,
we applied a series of sinusoidal forcings at various frequencies to our spherical particle, and
plotted the motion of its center of mass once the system had reached steady-state behavior. The
center of mass velocity curve was was then fitted to a sinusoidal function of the same frequency
as the applied forcing, from which the amplitude of response and phase shift (relative to the
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Figure 3.14: Measurements of the admittance response function for a uniform elastic sphere.
In (a) we plot the argument (FT is complex) and (b) gives the real part of FT . The simulation
data are indicated by symbols and the dotted line gives the function FˆT for a no-slip rigid
sphere. Both of these are viewed as functions of ωτv. Inset: same data as in (b) but shown
using log-log axes.
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phase of the forcing) was obtained. Using the relation (3.12) this allowed us to compute YT ,
and consequently FˆT using (3.13).
In Fig. 3.14 we plot FˆT for both a theoretical no-slip rigid sphere and the experimentally
determined values from our model as functions of the dimensionless frequency ωτv, where
τv = a2ρ/η is the viscous relaxation time. Viewing Fig. 3.14, it is clear our model exhibits
resonant behavior at low values of ωτv similar to those predicted by Felderhof’s results [6], be-
fore approaching the rigid no-slip approximation in the high-(ωτv) limit. The non-monotonic
behavior of the admittance for the elastic sphere allows the sphere to store internal elastic
behavior and release it later in the cycle and can be extremely important for the motion. Un-
fortunately, such analysis is only applicable for its qualitative behavior, as accurately modeling
an hcp lattice requires more than two independent elastic constants. Analytically modeling the
split sphere would be even more difficult.
However, despite these limitations there are clear implications from this analysis. As seen
above, at high frequencies there are many resonant peaks that depend on both details of the
sphere, such as its elastic constants, as well as details of the fluid, such as viscosity. However
the long-time behavior of the spheres velocity is found to be [6]
U(t) ≈ 1
12ρ(piµt/ρ)3/2
E (3.17)
where E is the drive amplitude, a result that is independent of the elastic properties of the
sphere. This response is similar to what is seen in the mean velocity of the sphere in Fig. 3.5:
resonant peaks at short periods (high frequency) that depend on the elastic constants of the
sphere and a power-law behavior for long drive periods that is independent of the elastic con-
stants.
The presence of power-law tails also supplies a reason why a simple comparison of the
terms in Navier-Stokes Eq.(3.1), as done in Eq.(3.3), can be problematic as it is not appropriate
to use the period T as a time scale when the long-time response is a power-law (i.e. scale-free:
effectively the system does not forget what went on before). Further, as we saw in the last
section, the flow field resembles that of a Stokeslet (force) dipole, which decays as 1/R2, or a
source dipole, which decays as 1/R3. As a result, using the particle radius as the length scale
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in Eq.(3.3), when this length scale does not dictate the longest length scale in the flow field is
also questionable.
3.5 Conclusion
Through computer simulation of an elastic spherical particle in a lattice-Boltzmann fluid, we
have shown that it is possible to use internal elastic modes of oscillation to overcome limitations
imposed by the Scallop theorem. In particular, we found that by varying the bond lengths of
a spherical particle sinusoidally, we were able to produce propulsion through reciprocal drive
even with driving frequencies in the low kilohertz range. In our case, even though the drive is
reciprocal, the elastic modes excited in the sphere result in periodic but non-reciprocal motion
of the sphere’s surface, driving dipole-like flow fields in the fluid. At high frequencies, the
speeds obtained by are model are very high, in the mm/s range, and even at low frequencies
the particles can move several body lengths per second. High frequency driving (more than a
million rpm) of nano particles has recently been demonstrated in light-driven submersible nano
machines [7] and the speeds obtained by our model are comparable for a much wider range of
particle sizes. In particular, current technology should be capable of creating micro particles
with the properties of our model which could be used to replicate this behavior by stimulation
using an external electric field.
Chapter 4
Conclusions
In the thesis presented above, in Chapter 1 we discussed the role of the Scallop theorem and
the limitations it puts on swimmers in a microscopic domain. We explained the theorem in
detail, along with the scenarios where it does not apply (such as non-reciprocal motion using
multiple degrees of freedom). The emphasis was on the fact that to the best of our knowledge,
no one has demonstrated that inertia could play a significant role in propulsion of a neutrally
buoyant swimmer in a Newtonian fluid. We mentioned the methodologies that go into such a
MD simulation and briefly discussed the simulation tool used for our simulations.
In Chapter 2, we began exploring the methodologies used for such simulations. We fo-
cused primarily on the numerical integration techniques used. In LAMMPS, the integrator
used to solve Newton’s equations of motion is the velocity-Verlet scheme. We started by
explaining why velocity-Verlet makes for an excellent choice in MD simulations. We then
emphasized the fact that the implementation of the velocity-Verlet mostly used in MD sim-
ulations is a non-adaptive single timestep scheme. We demonstrated that for an MD sim-
ulation where particles interact via a non-bonded pairwise Lennard-Jones potential, using a
non-adaptive single timestep scheme is not the most effective method. We presented an adap-
tive single timestep version of the velocity-Verlet scheme and showed that although it is better
than the non-adaptive version, it still does not give significant performance benefits at large
densities/large simulation box sizes.
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In Chapter 2, we also presented a derivation of an expression that gives us the stability
criteria for the timestep in such a simulation. We used this criteria as passive control - we
tracked it and demonstrated that it could be an effective control and could be used to check
if the current adaptive timestep results in an unstable simulation. Other than stability, we had
four active controls, giving us the range for truncation errors and adaptive timesteps.
We concluded the chapter with a discussion of ongoing work on the multiple timestep
version of the velocity-Verlet scheme. We discussed how the scheme works in principle. We
also mentioned the group of multiple timestep algorithms - RESPA that our scheme is based
up on. It was shown that timesteps within a simulation with a separation of timescales can be
assigned depending on the potentials (in case of multiple potentials acting on the system) or by
the timescales associated with a single potential.
In Chapter 3, we presented the elastic spherical swimmer we used for our numerical ex-
periment. We explained the hcp structure of the swimmer consisting 856 individual particles
with one outer layer to interact with Lattice Boltzmann fluid the swimmer was submerged
in. We used a hybrid MD-LBM simulation package implemented in LAMMPS. We discussed
the driving scheme of the swimmer, using contraction and expansion of harmonic bonds be-
tween constituent particles given by equation (3.9). The expansions and contractions in two
hemispheres of the sphere were out of phase resulting in a motion resembling an off-balance
washing machine “walking” across the floor.
We performed several simulation runs with spheres of radii - 4µm and 10µm, and bulk
moduli B=1.88 KPa and B=18.8 KPa. We analyzed the relation between the driving period of
the elastic spheres and the velocities attained by them and presented the result in Fig. 3.5. It was
observed that the sphere attained high velocities (order of a few mm/sec) which is quite high
for such a microscopic swimmer. Even in the higher period (low frequency) range, velocities
of order of a few µm/s were observed.
We also tracked four particles on the surface of the sphere to show that their motion follows
the driving scheme and the deformations caused due to the driving scheme reach the surface of
the sphere. We presented the results in Fig. 3.10 where it can be seen that the outer particles do
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follow the driving scheme and deformations in the sphere are indeed global. We also plotted the
Fourier transform (amplitude and frequency) of the outer particles’ distance from the sphere’s
COM (center of mass) and showed that the driving frequency was exactly that at which the
sphere was driven and also that the phase difference between two particles on the same side of
the sphere was 0, and on the opposite sides was pi, in agreement with the driving scheme.
We tested the sphere with variable amplitudes of driving and found that the average velocity
attained was proportional to the amplitude squared as shown in Fig. 3.7. We then analyzed the
simulation results to see what were the forces behind the sphere’s motion. We were interested to
determine what part of the driving is due to inertial forces and what part is due to ∇p forces. We
integrated the left-hand side of Navier-Stoke’s equation (3.1), throughout the exterior volume
which is the volume of the simulation box minus the volume of the sphere and a shell of four
lattice points from the sphere’s surface, to get the inertial forces. We integrated right-hand side
of Navier-Stoke’s equation throughout the exterior volume to get the elastic forces. We plotted
the ratio of elastic to inertial forces in Fig. 3.13. It was found that inertia actually plays a
significant role’s in sphere’s driving. Even at large driving periods (low frequencies) where the
sphere velocities were low, inertia still was responsible for about 1/10th of the driving forces.
We concluded Chapter 3 by presenting the theoretical predictions for an elastic uniform
sphere by Felderhof [6], and comparing them to the results we observed. Although the analysis
by Felderhof is on a uniform elastic sphere under external periodic forcing, it is still useful to
compare it to our experiment, as it represents the mean bond length behavior of our sphere. We
found that the resonant peaks observed in the velocity versus sphere diameter graph shown in
Fig. 3.5, is similar to the behavior of an uniform elastic sphere driven under external force as
shown in Fig. 3.14. It should be noted though, that such a comparison is purely qualitative and
not accurate as theoretically modeling a sphere with hcp lattice and two split hemispheres is a
difficult task. Nevertheless, it was shown that the behavior of our sphere is indeed in agreement
with theoretical prediction for a similar driven sphere.
Finally, to conclude the thesis it is worthwhile to talk about some applications such an elas-
tic spherical swimmer might have. Since, we proved that the driving frequencies are in reach
68 Chapter 4. Conclusions
of some piezoelectric materials under external electric fields [12], it is completely possible to
create such a swimmer and drive them. Such a swimmer which can store inertia and advance
itself, can be very useful in cargo-carrying (for example drug delivery in a blood stream etc.).
Another potential application is using swaths of such swimmers made with catalytic material
fused in them and floating back-and-forth held under external electric field, as a catalyst for a
reaction (such as catalytic converters used in cars). This would vastly increase the surface area
offered by such catalysts, as the entire surface of swimmers are available for catalysis of the
reactions.
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