Introduction
Models have become essential for dealing with the numerous aspects involved in developing and maintaining complex IT systems. Models assist in capturing the relevant aspects of a system from a given perspective and at a precise level of abstraction. Model transformation represents a key activity in model-driven engineering by supporting the definition and implementation of the operations on models, which can provide a chain that enables the automated development of a system from its corresponding models. Furthermore, a model transformation may also be considered a model in its own right, which presents opportunities for higher-order transformations, i.e., transformations that manipulate models representing other model transformations.
There exist several approaches that support model transformation specification, implementation, and execution, which are beginning to be used by model engineers, endusers, and practitioners. However, model transformations need specialized support in several areas in order to realize their full potential. The challenges go beyond the need to have specific languages to represent model transformations; it is also necessary to understand foundational principles, such as the key concepts and operators supporting model transformation languages, their semantics, and their structuring mechanisms and properties (e.g., modularity, composability, and parameterization). In addition, model transformations can be stored in repositories as reusable assets, where they can be managed, discovered and reused. There is also a need to chain and combine model transformations in order to produce new and more powerful transformations, and to be able to implement new operations on models. Finally, model transformations need methodology support, i.e., they need to be integrated into software development methodologies supported by appropriate tools and environments. These issues and concerns define the focus of this special section.
The objective of this special section is to provide a representative sample of advanced research emerging from the field of model transformation. The selected papers provide an overview of current open issues and identify potential lines for further research. 
Selected papers for this special section
From the seventeen papers presented at the ICMT 2008 conference, we selected eight candidate papers for this special section based on the program committee comments and scores, and the quality of the author presentations at the conference. The authors submitted extended version of their papers that underwent a thorough peer review process. There were two rounds of reviews and all papers were refereed by at least three well-known experts in the field. • Ivan Kurtev, in his paper "Application of Reflection in a Model Transformation Language," studies the possibilities and benefits of introducing and using reflection in rulebased model transformation languages. The paper outlines possible implementation strategies for adding reflection to a model transformation language and discusses the advantages and disadvantages of reflection in model transformation. As a primary contribution, the paper identifies several language abstractions that provide structural and behavioral reflection in an experimental model transformation language called MISTRAL.
• Jordi Cabot, Robert Clarisó, Esther Guerra and Juan de Lara, in the paper "A UML/OCL Framework for the Analysis of Graph Transformation Rules," present an approach for the analysis of graph transformation rules based on an intermediate OCL representation. The approach is especially useful to analyse the operational semantics of Domain-Specific Visual Languages.
• Greg Freeman, Don Batory, Greg Lavender, and Jacob Neal Sarvela, in the paper entitled "Lifting Transformational Models of Product Lines: A Case Study," discuss how abstraction can be raised (lifted) through using model transformations in software product lines. The paper considers a product line that is implemented completely through transformations. A contribution of the paper is a demonstration of the ability to use higher level abstractions to describe features that are shared across product lines. 
