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Abstract. Functional uncertainty quantification (FunUQ) was recently proposed to
quantify uncertainties in models and simulations that originate from input functions,
as opposed to parameters. This paper extends FunUQ to quantify uncertainties
originating from interatomic potentials in isothermal-isobaric molecular dynamics
(MD) simulations and to the calculation of defect formation energies. We derive and
verify a computationally inexpensive expression to compute functional derivatives in
MD based on perturbation theory. We show that this functional derivative of the
quantities of interest (average internal energy, volume, and defect energies in our case)
with respect to the interatomic potential can be used to predict those quantities for
a different interatomic potential, without re-running the simulation. The codes and
scripts to perform FunUQ in MD are freely available for download. In addition, to
facilitate reproducibility and to enable use of best practices for the approach, we created
Jupyter notebooks to perform FunUQ analysis on MD simulations and made them
available for online simulation in nanoHUB. The tool uses cloud computing resources
and users can view, edit, and run end-to-end workflows from a standard web-browser
without the need to need to download or install any software.
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1. Introduction
The use of modeling and simulation in materials science and engineering (MSE) is
growing at a fast pace. Beyond its traditional application to explain the underlying
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mechanisms that govern material behavior, modeling and simulations have been
more recently recognized as key components in materials discovery, optimization and
deployment. Integrated Computational Materials Engineering (ICME) is a well-
established subfield within MSE [1] and the US Materials Genome Initiative (MGI)
[2], together with many similar efforts around the world, have resulted in an expanding
set of resources, including cyber-infrastructure for simulation [3], data [4], and models
[5], collectively deemed “materials data infrastructure” [6]. In order for these data and
models (both physics-based and machine-learned) to be useful in decision making, the
uncertainties associated with the predictions need to be assessed and quantified. In the
case of experimental data, sample pedigree, test procedure, data analysis methods, and
the associated uncertainties [7] need to be documented and quantified. In the case of
models and simulation codes, verification and validation tests must be designed and
carried out before they are used for science or engineering applications [8]. Verification
seeks to answer the question: am I solving the equations correctly? That is, it focuses
on the accuracy with which the equations in the model are solved. On the other hand,
validation seeks to answer the question: am I solving the right equations? That is,
validation seeks to establish to what degree the model represents the physical system
and process of interest. The goal of validation is to quantify the discrepancy between
the model’s predictions and experimental results for a specific quantity of interest (QoI).
A necessary step for both verification and validation of models and simulation codes is
uncertainty quantification (UQ), which seeks to identify and characterize the sources of
uncertainties in simulations and in experiments, see for example [9].
The sources of uncertainty in materials models have disparate sources, from
numerical issues and poorly characterized input parameters or boundary conditions,
to approximate constitutive laws, physics, and unknown processes. Numerical sources
of uncertainty can be quantified via simulation refinement (e.g. finer grids in continuum
simulations or reduction in integration timestep in molecular dynamics (MD)), by
comparing the result of a simulation with an analytical simulation, or by checking the
accuracy to which the simulation satisfies symmetries of the underlying model (e.g.
energy and momentum conservation in adiabatic MD). Often, the dominant source of
uncertainty and discrepancy with experiments is the constitutive law used in the model,
either its form or its parameters. Uncertainties in constitutive models are best assessed
during calibration, using probabilistic approaches like Bayesian methods [10]. While
such rigorous approaches are not widely used in materials modeling (most calibration
efforts result in a single set of optimal parameters with unknown uncertainties)
propagating uncertainties in constitutive models is clearly of great importance. In
the case of uncertain input parameters, a variety of techniques exist for uncertainty
propagation, including non-intrusive collocation techniques and intrusive, sometimes
more efficient, approaches [11, 12, 13]. A related, and particularly challenging, problem
in the field of materials is UQ across scales [14, 15]. The focus of this paper is on
functional UQ, FunUQ: the quantification of uncertainties associated with constitutive
laws themselves and not just their parameters. This enables, for example, quantifying
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the effect of a change in the functional form of a constitutive equation for a specific QoI.
FunUQ starts by computing the functional derivative of the QoI with respect to
the input function: δQ[f ]
δf
(z); this distribution quantifies how much the input function,
at each value of its independent variable (z), matters for the overall prediction. We will
show that with this information one can quantify the uncertainties introduced in the QoI
if the uncertainties in the input function are known or can be estimated. It also enables
correcting the prediction if a more accurate constitutive law become available, without
re-running the simulation. Section 2 provides background for FunUQ and lists possible
applications as related to MD. Section 3 extends FunUQ to the isothermal-isobaric
ensemble and to the calculation of uncertainties in additional properties. Section 4
discusses best practices and introduces a cloud-based tool in nanoHUB which allows
anyone to run FunUQ for MD. Finally, conclusions are drawn in Section 5.
2. Functional uncertainty quantification
2.1. Functional derivatives and functional sensitivity
Any predicted QoI originating from a model can be formally written as a function of
the input parameters {Pi} and its input functions {fj}:
Q = Q({Pi}, {fj({zm}, {Pn})}) (1)
where the input functions depend on parameters {Pn} and have {zm} as independent
variables. While most UQ efforts seek to quantify how the input parameters {Pn}
and {Pi} affect Q, FunUQ focuses on the dependence of Q on the functions {fj}. For
simplicity, and without loss of generality, let us assume that Q depends on a single
function: Q[f ]. In this case, Q is a functional that maps the space of functions to real
numbers. To be more concrete, one example for MD is where Q is the total potential
energy, {Pi} includes the overall thermodynamic state, fj is the interatomic potential,
zm is the atomic separation distance, and {Pn} are the potential parameters.
The sensitivity of Q with respect to f can be assessed via its functional derivative,
defined in terms of the functional differential as:
δQ[f ] =
∫ δQ[f ]
δf
(z)δf(z)dz (2)
where δf is any variation of f . The functional derivative is a distribution of the
independent variable z and quantifies how Q depends on each the value of f for each
possible value of z. This is, perhaps, more clearly seen from the differential definition
of functional derivative:
δQ[f ]
δf(z)
(zi) = lim
→0
Q[f(z) +  · δ(z − zi)]−Q[f(z)]

. (3)
We use this definition to compute functional derivatives in MD simulations in an
explicit, brute force manner to verify a computationally efficient approach based on
perturbation theory.
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2.2. Functional uncertainty propagation and error correction
Armed with the functional derivative, we now discuss its various possible uses within
FunUQ.
Uncertainty propagation. The functional derivative is actually a first order
sensitivity and can be used to propagate functional uncertainties in the input function,
∆f(z), across the model:
∆Qprop =
∫ ∣∣∣∣∣δQ[f ]δf(z) (zi)
∣∣∣∣∣∆f(z)dz (4)
This is a generalization of the multi-variate error propagation equation to the space of
functions. We note that the uncertainties in constitutive models are often non-constant
and depend on the independent variable. For example, the mechanical response of
materials is often accurately known for small deformations and interatomic potentials
are better determined near equilibrium. Equation 4 shows that it is the product of the
functional sensitivity and functional uncertainty that matters and that the functional
derivative provides information on the conditions (in terms of the independent variable)
that determines importance for the problem at hand. We believe that this application
of FunUQ is particularly interesting in conjunction with Bayesian model calibration
(see for example Ref. [16]), or approaches that involve determining the Pareto front in
multi-objective cost functions [17]. Such calibration efforts result in a distribution of
constitutive laws (potentials), varying functional forms, parameters, or both; with Eq. 4
FunUQ can efficiently propagate these uncertainties across the model.
Error correction or reduction. Imagine a simulation carried out with a low-fidelity
(maybe computationally efficient) constitutive law, f(z), and the existence of a higher-
fidelity function, g(z). The predicted QoI with f(z) can be corrected, to first order,
using the functional derivative:
∆Qcorr =
∫ δQ[f ]
δf
(z) (g(z)− f(z)) dz. (5)
Section 3 will exemplify the application of Eq. 5 in MD simulations.
Ranking possible evaluations of a high-fidelity model. Consider a situation where
a high-fidelity model, g(z), is available to be used as input to the simulation but its
computational intensity prohibits its use throughout the simulation [18]. An example
of this situation would be a polycrystalline plasticity model as input to a coarse grain
finite element simulation [19]. One can envision using a low-fidelity, computationally
inexpensive model, f(z), and use FunUQ to rank where and when to use the high-fidelity
model for maximum impact. We see from Equation 5 that the product of functional
derivative and the difference between models (g(z) − f(z)) determines how much each
evaluation of g(z) contributes to correcting the predicted QoI. Thus, the values of z for
which this product is the highest should be considered highest priority. Of course, this
quantity depends on g(z), which we are trying to avoid evaluating. Ref. [20] discusses
how discrepancy modeling together with FunUQ can used to address this issue.
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3. FunUQ for MD: extension to isobaric conditions and defect formation
energies
MD simulations are playing an increasingly important role in science and engineering. In
the field of materials, MD plays a critical role in multiscale modeling by connecting the
fundamental interactions between atoms, described from first principles by quantum
mechanics, and phenomena resulting from the collective action of a large number of
atoms. MD has contributed to, among other applications, our understanding of the
thermal, mechanical, and chemical response of materials under extreme conditions
[21, 22, 23], mechanical response [24, 25], the nature of glasses [26], and devices of
technological relevance [27, 28]. While uncertainties in MD simulations can originate
from a plethora of factors, including simplified microstructures, short simulation time
scales, data analysis, lack of ergodicity, etc. [29, 30, 31], MD makes only two fundamental
approximations: i) the use of classical mechanics to describe the motion of atoms
(neglecting quantum effects) and ii) the use of an approximate description of atomic
interactions. While the effect of quantum ionic dynamics is relatively well understood
for several applications [32], the effect of the errors in atomic interactions on the various
properties of interest are poorly characterized. This is particularly true when interatomic
potentials (force fields) are used in the simulations, but even the use of electronic
structure calculations to compute forces (ab initio MD) results in uncertainties. Thus,
it is not surprising that significant efforts have been devoted to the development of
accurate interatomic potentials for various materials classes and, in recent times, the
quantification of uncertainties originating from the potential. The vast majority of work
to date explores parametric uncertainty within a given potential functional form [33, 34]
or performs systematic comparisons of potentials [30, 35, 36]. There is also important
work investigating Bayesian ensembles of potentials [16, 37], which is still within a single
functional form. Our work on FunUQ for MD simulations seeks to directly establish
how the functions used as input affect the prediction of various quantities of interest.
FunUQ was previously applied to MD simulations in the canonical ensemble [38]
to assess how average internal energy and pressure depend on the input interatomic
potential for liquid and solid samples at various conditions. In this prior work, we used
the Lennard-Jones two-body potential as the low-fidelity model and created a family
of synthetic modified potentials, considered as high-fidelity. A key challenge addressed
in Ref. [38] was the derivation and validation of a computationally efficient approach
to compute functional derivatives in MD simulations. We derived an approach based
on perturbation theory that adds little cost to the base MD simulations and verified it
against explicit calculations of the functional derivative based on Eq. 3. The latter, brute
force calculations involve perturbing the two-body potentials with narrow Gaussian
distributions at various interatomic distances and re-running the simulations to obtain
the QoI for the modified potentials. This enables evaluation of Eq. 2 numerically.
Needless to say, this approach is computationally intensive as it requires running the
simulation of interest multiple times, for various perturbations and for several values of
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the independent variable. In contrast, the perturbative approach, described in detail in
Section 3.2, requires evaluating the perturbed potential along the original MD trajectory.
This increases the total computational cost by a negligible amount, on the order of
seconds, compared to many minutes for small simulations, to huge numbers of core-
hours for large-scale simulations.
We showed that with FunUQ we could predict both QoIs (internal energy and
pressure) for the various samples and conditions for a family of modified interatomic
potentials without re-running the original MD simulation (carried out with the Lennard-
Jones potential). This was done by comparing the FunUQ result with independent MD
simulations using the family of synthetic high-fidelity models. The only cases where
the approach resulted in inaccurate corrections were those in which the low- and high-
fidelity potentials exhibited significant differences in the configuration space explored
(e.g. cavitation in a liquid with only one potential due to significantly higher attraction).
In such cases, the perturbative expression fails as the trajectory of the low-fidelity
potential was not a good representation of that of the high-fidelity one.
3.1. System of interest
In this paper we extend our previous work under isothermal-isochoric (NVT ensemble)
conditions to isothermal-isobaric (NPT ensemble) conditions. We generalize the
perturbative approach to compute functional derivatives isobaric conditions and verify
it against explicit calculations. We also show the ability of FunUQ to provide accurate
corrections for not just average internal energy and volume, but also defect formation
energies, from one pairwise interatomic potential to another, without re-running the
simulation.
We use a pairwise Morse potential as the low-fidelity model and an exponential-6
(Exp-6) potential as the high-fidelity model. Both potentials use an exponential function
to represent short-range repulsion, but use different forms (exponential and a power law,
respectively) to describe the attractive component. These two potentials are compared
in Figure 1, smoothed to fourth order, tabulated, and visualized with the online tool
described in the Section 4.1. We note that it is not necessarily true that the Exp-6
potential is more accurate than Morse; however, we use these two widely-used forms
(rather than a synthetic modified potential) as an example of the method to assess
different functional forms. All MD simulations in this paper have been carried out
using the parallel code LAMMPS, from Sandia National Laboratories [39]. Standard
MD choices included 1 fs timestep and Nose´-Hoover coupling constants of 0.1 for the
thermostat and 1.0 for the barostat.
3.2. Numerical and perturbative approach to functional derivatives
Prior work on FunUQ for MD described a brute force, compute intensive method
to calculate the functional derivative, requiring multiple independent simulations for
each position and size of the functional perturbation [38]. Out of practical necessity,
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Figure 1. Input interatomic potentials (Morse and exponential-6), with inset showing
the main commands to generate this plot, as described in Section 4.1.
a computationally efficient, perturbative approach to calculate functional derivatives
was developed. Here we extend our approach to isothermal-isobaric simulations and
highlight underlying details.
Central to the calculation of the functional derivative from MD simulations using
Equation 3 are statistical averages of the QoIs from simulations that use the base
interatomic potential with the addition of localized perturbations. The perturbed
Hamiltonian H can be written as the sum of the original Hamiltonian with the low-
fidelity potential, H0, and a perturbation H
′. We take this perturbation to be a narrow
Gaussian φ′(r) = g(r − r0) that is added to the pairwise potential.
Under isothermal-isobaric conditions, the average of a QoI with the perturbed
Hamiltonian is [40]:
〈Q〉H =
∫
Q · e−β(H+PV )∫
e−β(H+PV )
=
∫
(Q0 +Q
′) · e−β(H0+P ·V0) · e−β(H′+P ·V ′)∫
e−β(H0+P ·V0) · e−β(H′+P ·V ′) , (6)
where β is the inverse thermodynamic temperature, the integrals are over volume and
phase space (d3Nr d3Np), and the factorization of the exponential is enabled by the
additive nature of the perturbation.
Equation 6 can be rearranged, by multiplying both denominator and numerator by
factors of
∫
e−βH0 , resulting in:
〈Q〉H = 〈(Q0 +Q
′) · e−β(H′+P ·V ′)〉H0
〈e−β(H′+P ·V ′)〉H0
. (7)
Equation 7 shows that a canonical average over the perturbed Hamiltonian can
be written as a ratio between canonical averages over the unmodified potential. The
equation also highlights that the contribution to the QoI from the perturbation, Q′,
must be included to obtain the final, correctly weighted FunUQ correction.
For example, if the quantity of interest is the internal energy, then:
Q′ =
∑
i<j
φ′(rij) =
∑
i<j
g(rij − r0) (8)
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where φ′(r) is the perturbation potential, taken to be a localized Gaussian, g. This is
the sum of the energy contributions from all pairs of atoms, from the perturbation, and
should be calculated for all the values (r0) of the independent variable used to describe
the functional derivative. In practice, this calculation can be done during the base MD
simulation with the unmodified potential or as a post-processing step, using only the
perturbations. This later calculation can be simplified by using the instantaneous radial
distribution function (RDF) coordination number obtained from the MD simulation:
Q′ =
N
2
∑
k
φ′(rk) · c(rk). (9)
Thus, a single simulation using the unmodified, low-fidelity potential is required to
evaluate the complete functional derivative. Since an isothermal-isobaric MD simulation
with the base potential results in configurations with the correct statistics, the averages
in 7 can be approximated by averages over the unperturbed MD simulation:
〈Q〉H ∼ 〈(Q0 +Q
′) · e−β(H′+P ·V ′)〉MD/H0
〈e−β(H′+P ·V ′)〉MD/H0
, (10)
where 〈〉MD/H0 denotes a time average over MD simulation(s) with Hamiltonian H0.
This expression is an extension to isobaric conditions of the expressions derived in
Ref. [38] under the canonical ensemble and is similar to free energy methods including
thermodynamic integration and free energy perturbation [41]. While Eq. 7 is exact,
replacing the ensemble average for a time average in 10 is an approximation and its
accuracy will depend both on simulation time and the size of the perturbation. If the
two interatomic potentials exhibit poor overlap in the regions of phase space explored,
e.g. one potential predicts a crystal and the second one a melt, Eq. 10 is a poor
approximation and would result in erroneous predictions. The use of the RDF to
compute the energy of the perturbation is a further numerical approximation and can be
systematically improved with finer discretization. A number of practical considerations
are necessary to compute accurate functional derivatives using the preceding expressions;
these are discussed in Section 4, where we also discuss the computational intensity of
the calculation.
3.3. Correcting predicted volume and internal energy
To test the ability of FunUQ to correct predictions in the NPT ensemble, we use a
monatomic liquid at 1500 K and 1 GPa pressure as the example and average internal
energy and volume as the QoIs. All results are presented as computed and visualized
within the online tool described in Section 4.1; readers can run the simulations as they
read the paper.
The main simulation with the low-fidelity Morse potential was run for a total of 2
ns (with 2 replicas), within the NPT ensemble. The functional derivative was computed
using perturbations with heights ±1 · 10−8 and 2 · 10−8 and width of 0.1 A˚ using the
RDF (discretized over 2,000 points) saved during the trajectory every 1 ps at 200 points
evenly spaced from zero to the potential cutoff. The discrepancy was calculated as the
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difference between the two potentials in tabular form (Figure 1) and the product between
functional derivative and discrepancy integrated to calculate the total correction (Eq. 5).
Figure 2 shows these three main steps, as well as snippets of code from Section 4.1 for
volume as the QoI.
In order to assess the accuracy of the FunUQ corrections, we performed
corresponding simulations with the Exp-6 potential. The convergence of the FunUQ
prediction error is shown in Fig. 3; for each, random samples of increasing size were taken
from each replica to calculate the functional derivative, repeated 10 times. For simplicity,
here we report the average results using the full 2 ns. The difference between the Exp-6
and Morse predictions for average volume is -0.720 nm3 and the FunUQ correction -
0.774 nm3, while the original Morse result is 13.9 nm3. Thus, the low fidelity simulation
plus correction results in an average error of only 0.43%. Similarly, the Morse potential
predicts an average internal energy of -0.666 ev/atom, the direct simulation difference
between Exp-6 and Morse is 0.0627 eV/atom, and the FunUQ correction is 0.0645
eV/atom, resulting in a small average error of 0.29%. These results are comparable to
the correction errors of pressure and energy for NVT systems correcting between the
same potentials, 6.5% and 0.35%, respectively (also 1500 K, but at 1 atm). Correcting
pressure highlights that different cases show different convergence and overall accuracy,
particularly when the different input potentials begin to diverge in phase space, here due
to significant differences in pressure when constrained to constant volume. Additional
simulation time will continue to both slightly reduce the FunUQ error and slightly
increase the uncertainty bounds of the prediction.
3.4. Correcting defect formation energies
So far we have demonstrated that FunUQ can be used to quantify how the value of
bulk, equilibrium properties change in response to change in the interatomic potential
used in MD simulations. In materials science, one is often interested in defect formation
energies and we now demonstrate FunUQ for free surface formation energy and vacancy
formation energy.
Defect formation energy calculations involve the energy difference between a perfect
system and one with the defect. Thus, two functional derivatives are calculated: one
for the perfect bulk and one for the defective system. We chose these systems to be
solid FCC crystals equilibrated at 300K and 1 atm in the NPT ensemble. For the
surface calculation, one direction was made non-periodic resulting in two free surfaces
and for the vacancy calculation one atom was removed from the crystal. The inputs for
calculation of the functional derivatives matched Section 3.3. With the energy correction
predicted for both systems through FunUQ, the total FunUQ surface formation energy
and vacancy formation energy are then calculated through the standard formulas:
Esurf−form =
(Esurf − Ebulk)
2A
, (11)
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Figure 2. FunUQ example for volume including (a) functional derivative, (b)
functional discrepancy, and (c) functional error, where the integrated error is the total
correction. Inset in each are the main commands to generate the plot, as described in
Section 4.1.
where A is the area of a each of the free surfaces, and
Evac−form = Evac
(N − 1)
N
− Ebulk (12)
where N is the number of bulk atoms.
As above, we take Morse simulations as the base and use FunUQ to predict the
defect formation energies expected for the Exp-6 potential. Using a total of 2 ns
of simulation time (2 replicas) to compute functional derivatives, FunUQ predicts a
surface formation energy of 892 mJ/m2 and a vacancy formation energy of 2.26 eV.
Explicit MD simulations with the Exp-6 potential result in 909 mJ/m2 and 2.23 eV,
resulting in average FunUQ errors of 1.3% and 0.73% for surface and vacancy formation
energies, respectively, showing that FunUQ can be used to correct uncertainties in
defect formation energies. The convergence of the corrected result with respect to the
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Figure 3. FunUQ prediction error as a function of MD simulation time used to
calculate the functional derivative for (a) internal energy, (b) volume, (c) surface
formation energy, and (d) vacancy formation energy. Points show individual
calculations, lines the average for a given sample size, and the shaded region ± 2
standard deviations.
total simulation time used to compute the functional derivative is shown in Fig. 3 for
the various QoIs. We note relative errors are higher for the defect formation energy
calculations and longer simulation times are needed to obtain acceptable errors. This is
expected, since converging defect formation energies, that involve the difference between
two numbers of similar magnitude, is more challenging than bulk properties. Both defect
energies converge much more slowly than the bulk values, where the vacancy formation
energy, the smallest difference to resolve, shows much more significant errors with small
samples.
4. Reproducibility and numerical aspects of FunUQ
In this Section we describe numerical aspects of the FunUQ calculations and
describe an implementation of FunUQ that can be used together with the MD code
LAMMPS. All the underlying codes and scripts required to perform FunUQ in MD
simulations are publicly available via a git repository (https://github.rcac.purdue.
edu/StrachanGroup/FunUQ). In order to simplify the reproduction of published results
and to allow other researchers to fully understand FunUQ calculations and judiciously
choose FunUQ inputs, we created and deployed a tool for online simulations in
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Figure 4. nanoHUB FunUQ for MD tool snapshot, showing the final steps for error
correction.
nanoHUB. With the “FunUQ for MD” tool, available at https://nanohub.org/tools/
funuq [42], anyone with an internet connection can perform simulations using cloud
computing without downloading or installing any software.
4.1. Cloud computing tool for FunUQ in MD
Built on top of Jupyter notebooks available within nanoHUB, the Python FunUQ
module runs LAMMPS simulations (on nanoHUB or remote computing resources),
computes functional derivatives and corrections, and plots results. Users need only
a nanoHUB account (free), minimal familiarity with Python and Jupyter, and a web
browser.
The tool opens with a simple project manager, keeping track of separate notebooks
and simulation folders.One example notebook for the previous MD publication [38] is
available, matching results for functional derivative, discrepancy, and error in Fig. 4 and
total corrections in Fig. 5 therein. Multiple notebooks are available from this work for
all results in Section 3. Figure 4 shows one view of the tool, as seen in the user’s browser.
The code consists primarily of separate Python classes for each of the main parts of the
calculation: Potential, QuantitiesOfInterest, FuncDer, and FunUQ. The functional
derivatives are a set of inherited classes for the brute force, all-atom perturbative, and
RDF based perturbative calculations, where the last is primarily used. Only main details
are exposed to the user to run MD, calculate properties, and make plots.
For users running new cases, a pre-installed notebook is copied to a new project,
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Figure 5. Exploration of optimal perturbation sizes in functional derivatives for MD
(NPT) varying (a) widths and (b) heights.
along with a folder where necessary LAMMPS input and structure files can be uploaded,
matching the style of the examples. If needed, the underlying code can be modified
within the user’s local version. The examples shown here use interatomic potentials
built through the FunUQ code (using LAMMPS pair style table); simulations with
any feasible LAMMPS pair style are also possible if the pair function is written into
a table (using LAMMPS pair write) for later corrections.
4.2. Functional derivative calculation
The calculation of the functional derivative requires specifying the width and height
of the Gaussian perturbations, separation between points where the perturbation is
centered, and the discretization of the RDF, if used.
Perturbation widths should be chosen to localize the perturbation, minimizing
the spreading or smoothing out of the functional derivative while ensuring a smooth,
measurable response, Fig. 5(a). A relatively small window of perturbation widths
is useful, where less than one order of magnitude smaller than that used (0.1) has
significant noise, while larger quickly loses local accuracy of the sensitivity. Choice
of perturbation heights balances efficiently calculating the exponential weights and
ensuring they are large enough to produce a noticeable effect, Fig. 5(b). We find a
very broad range where the resulting functional derivative is insensitive to the choice
of perturbation heights; eventually a large enough perturbation becomes difficult to
converge, while extremely small perturbations cannot be resolved numerically. Linearity
with respect to all perturbations of a given value of the independent variable should also
be confirmed. The perturbation sizes used in this work are significantly smaller (10−8)
than in the previous work (10−4)[38], helping to reduce the total amount of simulation
time to convergence. Variation of these parameters is demonstrated using the NPT
system from Section 3.3.
The use of RDF to calculate the contribution from the perturbations in Equation 7
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Figure 6. Comparison of functional derivatives for MD (NVT) using the perturbative
method with instantaneous RDF (coordination) and all atoms, as well as the brute
force method.
modestly reduces both storage and computation of the functional derivative compared
to evaluating the expression over the ensemble of atoms. The results for well
converged functional derivatives with the instantaneous RDF or the all-atom method are
indistinguishable in Fig. 6. The brute force functional derivative generally matches, but
takes significant amounts of simulation time to converge. Comparison of these methods
is demonstrated using the NVT system from Section 3.3.
Convergence with a sufficiently long MD simulation is imperative for a successful
calculation, checked for each case here and notably different for each property and
system. Convergence for this work was done using the total correction, compared with
the reference direct simulation results. The total integrated functional derivative could
also be used to check convergence since it is the exponential weighting that needs to
converge. Finally, the number of points in the functional derivative should be large
enough to resolve all features and ensure smoothness, particularly for crystalline systems
with more abrupt changes.
The computational intensity of the functional derivative calculation can be assessed
in the following way. In order to sample the independent variable, we use Nr0 = 200
values of r0 as the center of the perturbation and for each r0 we compute Nh = 4
perturbation heights. Each of these evaluations is comparable in computational intensity
to the evaluation of the potential energy of the base MD simulation. As with any
canonical average, Eq. 10 does not need to computed at every MD step, since adding
highly correlated configurations does not increase the accuracy of the average. If we
compute the perturbation every Nskip MD steps (1000 in our case), the computational
cost of the functional derivative is related to the base MD run by a factor ofNr0 ·Nh/Nskip.
Thus, this factor is 0.8 in the calculations shown here and could be further optimized.
The cost can be significantly reduced by the use of the RDF, especially for large systems.
The number of evaluations of the perturbed potential is the number of discretization
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steps used in the RDF (2,000 in our case) while the number of evaluations of the potential
in the base simulation is proportional to the number of atoms times the average number
of neighbors within the cutoff radius of the potential.
4.3. Discrepancy
Finally, the discrepancy between the two potentials of interest is an important feature
in regards to the quality of FunUQ corrections. Within general free energy methods in
which one goes from one state to the next in some perturbative manner, the comparison
of differences in potential energy distributions of those initial and final states is common
to provide understanding of the phase space overlap [43]. This requires using energy
distributions from the trajectories of both potentials, as well as each potential with
the opposite trajectory. Without any overlap at all there is no hope in making a good
correction; with increasing overlap comes ease of convergence. The details for this
calculation were discussed in detail and shown for many cases within Ref. [38]. Because
this requires calculations with the correction potential, which we try to avoid, it is useful
to examine trends of total (integrated) discrepancy and the corresponding total overlap
to establish bounds of easily converged calculations for many potentials.
Multiple notebooks are included within the nanoHUB tool to explore optimization
of functional derivatives and discrepancies.
5. Discussion and conclusions
In summary, FunUQ enables the quantification of uncertainties originating from input
functions used in models and simulations. Central to the method is the functional
derivative of the QoI with respect to the input functions, which can be used to propagate
uncertainties if uncertainties in the input functions are known or if an ensemble of models
are available. In this paper, we extended FunUQ for MD simulations to the isothermal-
isobaric ensemble and showed that the method can efficiently predict properties of the
exponential-6 potential from a simulation performed with the Morse potential, including
both bulk properties and defect energies.
Other approaches for uncertainty quantification in MD have been developed,
including “reliable” MD which uses generalized intervals to represent the uncertainty
in atom positions and velocities with ranges, rather than exact values [44]. The same
method was extended to include an interval for uncertainty in the interatomic potential
as well [45], in which that uncertainty range was assumed and propagated. While a
valuable pursuit with similar goals to FunUQ, the simulations are more computationally
expensive and are intrusive to the MD code.
There are several possible future directions with FunUQ for MD worth exploring.
Work to date has focused on equilibrium properties from simulations using pair
potentials and in single component systems. With only added bookkeeping, multi-
component systems could be handled. Application of FunUQ to more complex and
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interesting interatomic potentials would be important. We note that the use of the
computationally efficient method requires a potential whose perturbation results in an
additive contribution to the Hamiltonian. While this restricts the use of this specific
approach, several potentials satisfy this condition. For example, most terms used in
the simulation of molecular materials are additive [46], as are the two-body part and
embedding energy of the embedded atom method [47] and van der Waals description in
reactive potentials like ReaxFF [48]. Even the recent, complex neural network potentials
can be partially additively decomposed [49]. For all of these, the uncertainty due to
one portion of the potential could be individually investigated using FunUQ. Finally,
additional properties are amenable to FunUQ analysis, from equilibrium fluctuation-
based properties to full non-equilibrium simulations.
FunUQ could even be implemented within the now common potential databases,
OpenKIM or the NIST Interatomic Potential Repository [5, 35]. This is important to
ensure that the error and uncertainties in predictions with FunUQ are acknowledged and
understood. Indeed, inclusion of FunUQ within these resources could empower users
and developers to make even more useful comparisons between similar potentials.
Importantly, the results from this paper suggest another new avenue for FunUQ in
MD: potential development. Calibration and evaluation of new interatomic potentials
requires both many simulations with slightly varying inputs and is concerned with
predicted energy, density (volume), defect energies, and similar properties. FunUQ could
therefore extend and improve potential development by enabling multiple functional
forms to be simultaneously fit and directly compared. Further, the use of Bayesian
calibration [16, 37] or Pareto front multi-objective optimization [17] which result in
ensembles of potentials could significantly benefit from FunUQ. A distribution of
potential inputs are calibrated for a given system and, to make a prediction of a
property, a distribution of those potentials must be run. With FunUQ this becomes
computationally tractable, where only one direct simulation is necessary, followed by (or
in parallel with) calculation of the functional derivative and propagation through the
distribution of parameterized functions. MD simulations with a well defined, propagated
uncertainty with a potential ensemble would have a wide impact on the ability to use
and trust the resulting predictions.
We believe FunUQ could be useful in a wide range of materials simulations where
constitutive laws are not known with high accuracy, as well as simulations outside
the field of materials. The free energy density functions in phase field methods [50],
constitutive plasticity laws in mesoscale and continuum simulations [51], and exchange-
correlation functionals in density functional theory [52] may be good candidates for this
analysis due to many functional forms, ubiquity of the methods, and lack of a “true”
function. We believe the key challenge in the application of FunUQ to these fields will
be the efficient evaluation of the functional derivatives.
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