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S u m m a r y
In “decom position/reconstruction” strategy, we can solve a complex problem by
1)decomposing the problem into simpler sub-problems, 2)solving sub-problems 
with simpler systems (sub-systems) and 3) combining the results of sub-systems 
to solve the original problem. In a classification task we may have “label com­
plexity” which is due to high number of possible classes, “function complexity” 
which means the existence of complex input-output relationship, and “input com­
plexity” which is due to requirement of a huge feature set to represent patterns.
Error Correcting Output Code(ECOC) is a technique to reduce the label com­
plexity in which a multi-class problem will be decomposed into a set of binary 
sub-problems, based on the sequence of “0”s and ”l ”s of the columns of a de­
composition (code) matrix. Then a given pattern can be assigned to the class 
having minimum distance to the results of sub-problems. The lack of knowledge 
about the relationship between distance measurement and class score (like poste­
rior probabilities) has caused some essential shortcomings to answering questions 
about “source of effectiveness” , “error analysis” , “ code selecting ” , and “ al­
ternative reconstruction m ethods” in previous works. Proposing a theoretical 
framework in this thesis to specify this relationship, our main contributions in 
this subject are to: 1) explain the theoretical reasons for code selection conditions
2) suggest new conditions for code generation (equi-distance code) which minimise 
reconstruction error and address a search technique for code selection 3) pro­
vide an analysis to show the effect of different kinds of error on final performance 
4)suggest a novel combining method to reduce the effect of code word selection in 
non-optimum codes 5)suggest novel reconstruction frameworks to combine the 
component outputs. Some experiments on artificial and real benchmarks demon­
strate significant improvement achieved in multi-class problems when simple feed 
forward neural networks are arranged based on suggested framework.
To solve the problem of function complexity we considered AdaBoost, as a tech­
nique which can be fused with ECOC to overcome its shortcoming for binary 
problems. And to handle the problems of huge feature sets, we have suggested a 
multi-net structure with local back propagation. To demonstrate these improve­
ments on realistic problems a face recognition application is considered.
K ey words: decom position/ reconstruction, reconstruction error, error correct­
ing output codes, bias-variance decomposition
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Chapter 1. Introduction
C h a p t e r  1
I
In trod u ction
1.1 Neural networks in classification tasks
1.1 .1  A u to m a tic  c la ssifica tion
Computers help us to solve many problems, their electronic elements operate 
much faster than our brains and their memory management is much better, but 
surprisingly, in many cases they can hardly perform some of our simplest actions 
which are categorised as “cognition” tasks, such as recognition of the face of a 
person from an angle not seen before. This fact resulted in a quest by scientists to 
create an artificial mind, a machine which operates like a human in these cases. 
One of these tasks is “classification” which can be explained as:
a s s ig n in g  a g iv e n  p a t te r n  to  o n e  o f  s e v e r a l  p o s s ib le  c la s s e s
An implicit assumption in this task is that each sample has some “essential prop­
erties” which are common to all members of a certain class, and some “individual 
properties” which distinguish a pattern from other members of the class to which 
it belongs. Using essential properties we can classify a pattern.
Practically, in most cases these essential properties are unknown, and all we have 
is a set of patterns with their class information. An automatic classification 
system should extract these essential properties.
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On the other hand, patterns can be of different kinds. To use computers for 
classification we need to show patterns by appropriate symbols. If we consider 
recognition system as a block, then representation of patterns and class informa­
tion (class label for each pattern) can be considered as the environment. In this 
analysis this block should be capable of:
•  Presenting the knowledge, which is divided in two categories:
1. Representation of patterns, which means using symbols to represent 
the patterns (input) and class information(output).
2. Reasoning or inferring, which means the way of responding to the in­
formation coming from environment (input) in a certain mathematical 
or logical way and producing the output.
•  Learning, which means m odifying some parts of the reasoning (inferring)stage 
to simulate the environment. In other words, this means changing the re­
sponse of the system  to make its input-output closer to the training samples.
Hence, the design of an autom atic classification system includes the following 
steps:
1. Finding an appropriate presentation of patterns to make possible the ex­
traction of essential properties (feature extraction and selection).
2. Finding information of essential properties for each class as some mathemat­
ical functions fitted to the training patterns which can distinguish different 
classes (learning).
3. Finding the output of these functions when new(test) patterns are given to 
the system (inferring).
4. Assigning a given pattern to one of several possible classes based on the 
results of inferring stage(decision making).
2
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1.1 .2  N eu ra l netw orks approach
At about the same tim e digital computers were emerging in the world, the idea 
of neural networks was introduced as a different approach of calculating, which 
essentially was based on mimicking the human brain. The works of McCulloch 
and P itts ,[49] Hebb [29], Rosenblatt [56], Widrow and Hoff [72] expand the idea 
of employing neural networks in processing applications. But three events are 
normally identified as creating a new atmosphere in the field. The efforts of 
Hopfield [31, 32, 33], the introduction of back propagation training algorithm[59], 
and the increase in computing power have made the simulation of neural networks 
popular and practical.
At first, most efforts were in the field of “intelligent machines”, but intelligence 
seems hardly possible to implement with current knowledge and technology. De­
signers quickly found that wrong answers had been due to asking the wrong 
questions. Rather than focusing on nebulous concepts such as “reasoning” and 
“intelligence”, efforts were gradually directed toward more practical and reach­
able goals such as pattern classification.
Although statistical pattern recognition methods have long been available for 
developing specific algorithms for given tasks, neural networks offer an alternative 
which can provide robust classification even when data is poorly understood or 
detailed processing steps are not known.
Our interest in this discussion is confined to a certain class of neural network 
having two main properties:
•  They perform their useful computations through a process of Learning.
• Their inner units have a feed forward connection, which means they are 
separated in layers and the input of each unit comes only from the previous 
layer. There are three kind of layers in such a neural network (figure 1.1):
1. An input layer whose inputs are the networks input.
2. An output layer whose output are the networks output.
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layer h idden  hidden layer
layer layer
Figure 1.1: Block diagram of a fully connected feed forward neural network with  
two hidden layers
3. Hidden layers which are not input or output.
Such a neural network employs a massive interconnection of simple computing 
cells referred to as neurons or processing units. So we can define neural networks 
from the viewpoint of adaptive machines as[28]:
A neural network is a massively parallel distributed processor that has a natural 
propensity for storing experimental knowledge and making it available for use.
It resembles the brain in two respects:
1. Knowledge is acquired by the network through a learning process.
2. Inter-neuron connection strengths known as synaptic weights are used to 
store the knowledge.
Neural networks differ from conventional algorithms in following ways:
4
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• The style of processing is completely different. It is parallel, includes less 
data manipulation, and in many cases signals do not need to be converted 
to numeric symbols for processing. In a conventional computer, most of the 
time is spent on data transfer between CPU and memory and this is why 
their actual speed is so much lower than neural networks.
• Information is stored in a set of weights in the whole network rather than a 
program that is located in a block of memory. This is a critical advantage 
when needed operations are difficult to be implemented in a program.
• These weights are supposed to adapt when the network is shown examples 
from a training set (learning phase). So the training phase may be consid­
ered as analogous to making programs in conventional computers.
• Neural networks are robust in the presence of noise and local hardwire 
failure, because only a local part of the network may be affected by them.
1 .1 .3  L earning
Among the many interesting properties of a neural network, is the ability of 
the network to learn from its environment and improve its performance through 
learning. There are different sides to this concept, for example learning viewed 
by a psychologist is different from learning in a classroom scene. In the context 
of neural networks learning has been defined as follows ([28]):
Learning is a process by which the free parameters of a neural network are adapted 
through a continuing process of simulation by the environment in which the net­
work is embedded. The type of learning is determined by the manner in which the 
parameter changes take place.
In fact, in such a neural network there are two phases of actions:
1. The learning phase, in which the weights are modified by an input training 
set (in unsupervised learning) or pairs of input-desired output (in supervised
5
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learning whicli is our concern in this discussion). During the learning phase 
a network sets its inner weights to fit itself to the environment (training 
samples). This is done via a search in weight space to optimise a cost 
function.
2. The function (application) phase, in which the network responds to a new 
set of patterns (test set) and provides the outputs.
1 .1 .4  G en era lisa tio n
The neural networks’ capability to learn from examples should give them the 
ability to “predict” the outcome of a certain event not seen before, based on 
“experience”.
This capability which provides an expected performance over data not seen before 
is called generalisation. In fact without generalisation, learning is nothing more 
than making a look up table, that is not really useful in most applications.
An underlying assumption in this discussion is that the “training set” is “repre­
sentative” of the “test set” so there are some “relationships” between them. For 
example they can be extracted from the same source with certain distribution.
In classification task, if we consider each pattern as a point in the “input space”, 
each class has its own region, in which patterns most likely belong to this class. 
These regions may have overlap based on pattern representation. Relationships 
exist between classes and partitions and generalisation may be regarded as the 
ability to extract the rules of these relationships from the training set, usually 
not explicitly defined.
In training, learning machines provide functions which can simulate the “bound­
aries” between these areas (decision boundaries). When a test pattern is applied 
to tlie trained system, its position in input space will be determined; then using 
the learned boundaries, the pattern will be assigned to the corresponding class.
To provide a precise boundary, we need all the points of this boundary. This 
means we need infinite points(training examples) which is practically impossible
6
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in two ways. First, the number of training patterns in real world is limited. 
Furthermore, for huge training sets, the learning machine should be capable of 
using them.
If we could provide a consistent learning machine and infinite training samples 
we would expect a constructed classifier to generalise perfectly (like a Bayesian 
classifier). But in practical cases, different systems generalise differently based on 
a number of factors such as: structure (say for neural networks number of layers 
and nodes), learning paradigm cost function, initial values, feature set, training 
set,... .
The traditional design m ethod is based on training a few networks w ith different 
sets of parameters, and testing them over another set of samples (validation set) 
to find the best possible combination of these parameters.
1.2 Motivation for combining neural networks
Although in the halcyon days of neural computing, neural networks were popu­
larly supposed to provide good generalisation for all problems, after a while it 
became apparent that there are many tasks that cannot be efficiently achieved 
by a well trained single network. Many experiments were reported for problems 
that involve noisy data, large number of highly overlapped classes and limited 
number of training samples. They indicated that particular choices for the prob­
lem at hand relating to training set, feature set, learning algorithm structure 
and parameters can hardly lead to good generalisation, even if  the best set of 
parameters has been chosen (which is generally a big if).
The proper selection of a large array of design parameters, however, is crucial 
for the satisfactory performance of a complex neural network which is needed 
for complex problems. Considering the fact that in a neural network there has 
been a lack of understanding on the specific inner workings, (this is why they 
have earned a “block box” label) it is clear that finding the perfect network for 
a certain complex task which means finding the best set combination of size,
7
Chapter 1. Introduction
structure, learning paradigm, and parameters is difficult. In fact the traditional 
way to find such a network which is based 011 trying different combinations of 
mentioned items, and testing the achieved networks on validation set can only 
show us the best tested network and not necessarily the best possible one. Some 
shortcoming in this strategy can be mentioned as follows:
•  Non-overlapped errors
Noticing the fact that mis-classified patterns in different networks are not 
necessarily overlapped, we can conclude that the “best” estimator is only 
best 011 average. For each classifier (even the “best” one) some patterns are 
difficult, which may not be difficult for other classifiers. It shows that differ­
ent classifiers have extracted (and stored) different information in training 
phase. So there is the risk of removing parts of important information in 
choosing the “best” classifier and throwing aside the others.
• Finding the best classifier problem
Finding the “best” classifier is not easy in all manners, particularly in neural 
networks. This is because of the fact that the relationship between the 
output of network (or its internal weight set which dictates the output) and 
the mentioned parameter set is very complex (and unknown in many cases).
•  Learning-Generalisation Dilemma,
For a given network, a large number of patterns in training phase may be 
learned very well but may give poor generalisation. Using too few patterns 
could also cause unrepresentative learning, there is a trade off between error 
and generalisation, and using a combination could prevent over-fitting and 
improve performance.
•  Regularization
If a truly model free estimator ( a network with a large complexity) is used 
to minimise the mean square error over training set, the estimator may 
simply interpolate the data. This leads to high variance, and this is why
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a penalty term in cost function is sometimes suggested to avoid unneces­
sarily complicated model (regularizasion). This approach may increase the 
number of needed patterns in training phase but as noted, a larger training 
set is not always a good alternative. Combining methods may help to solve 
this problem.
• Lack of Effective Learning
Ineffective learning is another problem in some neural networks such as 
Multi Layer Perceptron. For example the increase of hidden nodes does 
not cause the appropriate increase in learning capability, and in these cir­
cumstances combining could be a good solution for the problem.
•  Different Sources of Information
In some applications there are different sources of information for an iden­
tical phenomena, so a high dimensional vector should be used for represen­
tation of data to include all information. An important phase in pattern 
recognition is to choose the feature set, because a large number of features 
may give rise to the curse of dimensionality, i.e. exponentially increase 
in calculation w ith respect to input dimension. Choosing too few features 
means wasting valuable information. Using a combination of networks with  
different feature set could avoid this problem .
• Using the decom position/reconstruction strategy
In this way complex problems which are decomposed into simpler sub­
problems can be solved by a team of simpler networks. This can provide 
better performance with lower cost.
1.3 Homogeneous classifier combining
Although there have been many different techniques for combining classifiers 
most of them heuristically designed, recently designers exhibit more interest in 
“homogeneous experts combining”. In this category using a standard learning
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machine (say neural network with certain number of layers, nodes and learning 
paradigm) different classifiers(experts) will be made. The results of these experts 
then should be combined to implement the final output. Two main goals of this 
strategy are simplifying the problem and increasing the performance.
The main advantage of this idea is the fact that in many cases repeating a simpler 
algorithm could be more economical than making a complex one. In fact one 
practical goal is:
to construct a com bination of hom ogeneous sim ple networks to solve 
a com plex problem  which norm ally needs a com plex network.
1.4 Approach to the problem
One possible strategy to solve complex problems is to reduce the complexity 
of the inner parts of networks, because we can not control the inner works of 
a complex network appropriately. This may reduce the capability of solving 
complex problems. So we increase controlled complexity by combining a team of 
simple networks.
Three main sources of complexity are:
1. Label complexity; which means that the number of possible classes is high. 
This causes some problem in decision making stage.
2. Input representation; which means having a huge feature set.
3. Function complexity; which means that complex functions may be needed 
to infer the input, so complex learning machines are needed to provide 
them.
So for a complex problem we address these three issues:
1. Decomposing a multi-class problem into binary sub-problems to reduce la­
bel complexity. Then the results of sub-problems should be combined to
10
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provide a solution of original problem. We focus on the concept of er­
ror correcting output code (ECOC), an idea from information theory, 
whose application in classification has been introduced in [15, 16]. In this 
technique, new labels ( super classes) are defined based on the sequence 
of “1” and “0” of columns of a certain matrix with binary elements (code). 
Although this technique has exhibited good performance in many applica­
tions, there are some unanswered questions:
(a) W hat is the source of effectiveness of this framework?
(b) W hich decomposition can provide better performance(code matrix se­
lection)?
(c) How should we combine the result of components?
(d) How does final error relate to component errors?
In chapter 3 we explain this technique and existing methods to create de­
composition matrix and discuss the shortcomings in answering the above 
questions in previous works. It has been due to the lack of understanding 
relationship between the output of experts and final class scores needed for 
assigning. In chapter 4, providing a framework to explain this relationship, 
appropriate answers will be given to the above questions.
2. We suggest a multi-network system with local back propagation learning 
algorithm to reduce the input com plexity of binary sub-problems (chapter 
6). Such a network which has not been used with ECOC previously exhibits 
great improvement in performance over a complex system.
3. Boosting type methods like AdaBoost have exhibited good capability to 
overcome function complexity in many applications. We suggest fusing this 
algorithm with ECOC and multi-net system  for complex problem such as 
face recognition (chapter 6).
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1.5 Guide to the Dissertation
The structure of the thesis is as follows:
•  In chapter 2 we introduce the combining problem and present a literature 
review of reported works on combining estimators and their different cate­
gories.
•  Chapter 3 deals w ith decomposition of a multi class problem into a few 
binary ones to be solved by binary classifiers, focusing on Error Correct­
ing Output Coding(ECOC). Existing code generation techniques are intro­
duced and their shortcomings in classification task are discussed which are 
addressed in chapter 4.
•  Chapter 4 starts w ith a discussion about previous investigations in ECOC, 
its evaluation and developments. We discuss that the main weak point of 
previous works has been ignoring the relationship between distance mea­
surem ent which is the basis of decision making in ECOC) and class scores(say 
posterior probabilities). Finding a theoretical framework to specify this re­
lationship leads to:
— New condition set for code selection
— New technique to get better performance from a certain code
— Analysis of different kinds of error including “reconstruction error”, 
“bias” and “variance” and their effects on final performance.
— Alternative combining frameworks
• Some experimental examples are presented in chapter 5 to demonstrate 
improvements achieved by considering points discussed in chapter 4.
•  In chapter 6 some shortcomings of ECOC when used with complex prob­
lems are introduced and to overcome them, fusing with other techniques is 
investigated. A realistic application to face recognition is described.
12
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• Conclusion and suggested directions to future works are in Chapter 7. Con­
tributions resulting from this thesis are listed in section 7.2.
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C h a p t e r  2
C om bin ing classifiers: A  
litera tu re  rev iew
2.1 Introduction
Combining is an approach to improve the performance in classification particu­
larly for difficult problems such as those involving a considerable amount of noise, 
limited number of patterns, high dimensional feature sets, and highly overlapped 
classes. Some reported experiments indicate that a composite system  outperforms 
the best individual classifier (single component) while others report the contrary 
to be true. The main question is:
uwhen does a composite system outperform the single component?”
We are not proposing that we can answer this question generally in this thesis. In 
fact the existence of such a question arises from the fact that most of the works 
in this subject have been heuristic.
General structure of a composite classifier is shown in figure 2.1. Pattern to be 
classified (p) is represented by different feature sets (xi,x2, ....xn) which may have 
some common parts. Each feature set applies to an individual classifier (expert) 
and the output of theses experts (Yi, Y2, ...Pn) are combined to build the final 
output Ycom-
14
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Figure 2.1: Block diagram of a composite classifier
In this chapter we have a review of the problem of combining, its different parts 
and methods suggested to solve them  and theoretical analysis to evaluate how 
successful a combination is.
2.1 .1  M ain  req u irem en ts in  com b in in g
Although the design of a composite classifier has been largely heuristic until now, 
there are essential requirements that should be satisfied in any combination:
1. The first requirement is to have some individual classifier, that not only 
has an acceptable performance blit also exhibits independence in decision 
making. In other words, we need experts which have different information 
and are not redundant, otherwise, they give the same results in all manners 
and there is hardly any benefit from combining. These experts should yield 
the same results from some patterns (which are correctly assigned) and
15
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disagree upon the error cases. If some patterns are wrongly assigned by all 
individual classifiers, it would be hardly possible to assign them correctly 
by composite classifier.
Generally speaking, the parts of error that are more likely removed, are 
not common to all components. This is why correlation reduction between 
classifiers is so important, as explained in section 2.2
2. The second requirement of a composite system  design is to have a suitable 
mathematical framework to combine the results of individual classifiers in 
such a way that takes their strengths and avoids their weakness.
2.2 Correlation Reduction strategies
Since classifiers are made through a training procedure, to have classifiers which 
generalise diversely, they should be trained differently. The training procedure 
can be affected by input representation of patterns, training samples, learning 
procedure and supervision strategy, on which correlation reduction techniques 
will be based.
Based on these items, different strategies to make diverse classifiers exist:
2 .2 .1  D ifferen t learn in g  m ach ines
Changing learning procedure can be done by:
1. Using different learning algorithms.
For example we can use multi-layer perceptron, radial basis function net­
work and decision trees in an ensemble to make a composite system  [41].
2. Using certain algorithms with different complexity.
For example using networks with different number of nodes and layers or 
nearest neighbour classifiers with different number of prototype.
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3. Using different learning parameters.
For example in back-propagation different initial weights, number of epochs, 
learning rate and momentum or cost function can affect generalisation of 
network [74].
2 .2 .2  D ifferen t rep resen ta tio n  o f  p a ttern s
There are three ways to perform this task:
1. Using different feature sets or rule sets.
This method is useful particularly when more than one source of information 
is available([41]) .
2. Using decimation techniques
Even when only one feature set exists, we can produce different feature 
sets [71] to be used in training the different classifiers by removing different 
parts of this set.
3. Feature set partitioning in a multi-net system
This method can be useful if patterns include parts which are independent. 
For example different parts of an identification form or a human face. In 
this case, patterns can be divided into sub-patterns each one can be used to 
train a classifier. One of theoretical properties of neural networks is the fact 
that they do not need special feature extraction for classification. Feature 
sets can be the same real valued measurements (like gray levels in image 
processing). The number of these measurements can be high so if we apply 
all of them to a single network, the curse of dimensionality will occur. To 
avoid this problem they can be divided into parts each one used as the 
input of a sub-network[58, 57] which are independent.
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2.2 .3  P a r titio n in g  th e  tra in in g  se t
There are some free parameters in any learning machine which should be set 
during training. The final set of these parameters depend 011 the training set, so 
even for a given structure and an identical representation of patterns, different 
training sets could cause different generalisations. Using identical representation 
of patterns has the advantage that the decision boundary of individual classifiers 
are in the same axis set (space). Therefore the effect of each sample, or expert in 
composite classifier can be investigated. In these circumstances correlation reduc­
tion is based 011 partitioning the main training set into a few subsets, and using 
these partitions to train different experts. If different partitions are separated 
(non-overlapped), the independence of classifiers will be increased, but in most 
practical cases because of limited number of training samples, these partitions 
made by perturbing the original training set, have some overlap.
There are a few methods for such a partitioning of the training set, some of the 
more popular are as follows:
1. Random  partitioning such as:
• Cross validation,[21] is a statistical method in which the training 
set is divided into k subsets of approximately equal size. A network is 
trained k times . Each tim e one of subsets is “ left-out”, so changing 
the “ left-out” subset we will have k different trained networks. If k 
equals the number of samples, it is called “ leave- one- out”
• Bootstrapping, in which the mechanism is essentially the same but 
subsets (patterns) are chosen randomly with replacement[18, 36]. This 
method lias been used in the well known technique of Bagging (Boot­
strap Aggregation) [9, 53, 7, 46]. It has yielded significant improvement 
in many real problems.
2. Partitioning based on spatial sim ilarities
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• M ix tu r e  o f  E x p e r ts , is based on the divide and conquer strategy 
[35, 34], in which the training set is partitioned according to the spa­
tial similarity rather than random partitioning in the former methods. 
During training, different classifiers (experts) try to model different 
parts of the input space.
Figure 2.2: Block diagram of mixture of experts combining method
There is a competitive gating mechanism that localises the experts, 
using a gating network (figure 2.2).
3. P a r t it io n in g  b a sed  o n  e x p e r ts ’ a b ility
•  B o o s t in g , is a general technique for constructing a classifier with good 
performance and small error from some individual classifiers which 
have performance just a little better than free guess. [17]
Here, the main idea is to create conditions in such a way that “ dif­
ficult cases” have more chance to appear in the training set of some
19
Chapter 2. Combining classifiers: A literature review
individual classifiers.
In the original versions of boosting ([17]) the training procedure is as 
follows:
— Train the first classifier (R l) on a subset of training data with the 
original distribution of D\.
— Filter another subset of original data (with distribution of D\) 
through R l to generate a new subset w ith distribution of D2, in 
such a way that 50% of its members are correctly classified cases 
and 50% of errors , upon which the second classifier (R2) should 
be trained.
— Filter another subset with distribution of D\ through R l and R2 
to generate a new subset w ith distribution of Z)3 consisting of the 
patterns upon which two classifiers disagreed. The third classifier 
(R3) must be trained over this subset.
In operating mode, each pattern is shown to R l and R2 , if their 
assignments agree it is accepted otherwise the decision of R3 would be 
chosen.
•  A d a B o o s tin g , is the new version of Boosting in which the number 
of individual classifiers is increased. In each iteration the chance of 
appearance of “hard” samples in training of next classifier will be 
increased. The results of classifiers then will be combined in a weighted 
voting structure[19, 20, 63]. Other approaches of this idea has been 
suggested [54, 11, 10] as well. Adaboosting is further discussed in 
chapter 6 section 6.3.
In these methods the main idea is to give more chance to “difficult patterns” 
to appear in the training set of some experts in order to specialise them to  
distinguish similar instances.
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2 .2 .4  D if f e r e n t  la b e l l in g  in  le a r n in g
As mentioned earlier, in classification a given pattern x should be assigned to 
one of several possible classes. Based on this fact, in supervised learning, pairs 
of input-desired target are used. So changing desired target can change the 
environment. Two main methods have been introduced in this way:
1. Randomising the outputs [12]
(a) In regression, smearing is used in which first we estimate the standard 
deviation of the output (a). Then Gaussian noise with zero-mean and 
standard deviation of <j will be added to each output.
(b) In normal classification, a class label will convert into a binary vector 
(one per class). For example if the class label of a pattern for a 5 
class problem is 2, then its label will be a 5 element vector in which 
all elements are “0” but the second one which is “1” . Now in training 
we can add Gaussian noise with zero mean and the standard deviation  
twice the sample standard deviation of that particular output. This 
method is called output flipping.
2. If we redefine the classes for example by giving the same label to a group 
of classes, the classifiers which are made by different defining of classes can 
generalise diversely. M ethods like ECOC [15, 16], binary clustering [73] and 
pairwise coupling [27] use this method.
Binary classification interests us because:
•  Some accurate and efficient algorithms for solving 2-class classification 
problems don’t naturally scale up to multi-class (e.g. perceptrons, 
Bayesian classifiers and logical analysis of data). Furthermore some 
useful algorithms which make the classifiers more capable are designed 
for binary classifiers( like Boosting type algorithms). Although some 
attem pts were made to scale them  up, their performance on binary 
cases was better.
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•  Binary classifiers have some advantage in software and hardware im­
plementation because of their similarity with binary logics.
• There are mechanisms in other fields of data processing (like infor­
mation theory) which can be employed in conjunction with binary 
classification in order to improve the performance of the system.
To use this technique, the designer is faced with two main questions:
(a) How can we decompose the main problem into sub-problems to solve 
them by a binary base classifier? in other words, which set of sub­
problems is suitable?
(b) How should the results of sub-problems be combined to achieve better 
performance? It is obvious that the reconstruction method should be 
appropriate for decomposition, otherwise some other errors may occur.
2.3 Mathematical frameworks of Combining
Having a set of individual classifiers (experts), the second step is to make a com­
posite system by combining the output of these experts in a suitable mathematical 
framework. The goal is to achieve a better performance. No one could say which 
framework is the “best” because it is based on the problem and other practical 
considerations. However they can be categorised based on the methods used in 
different parts of the combining procedure.
2 .3 .1  I n p u t  c a t e g o r is in g
The input of combiner block(figure 2.1) comes from the output of components. 
Tlie procedure of combining will be based on the type of this input. Let us review 
the problem of learning in supervised mode. Supervised learning is based on ex­
tracting knowledge from a set of examples like S = { (&i, d i), (x2,d2), ....(xn,dn)}, 
where Xj are input patterns, typically vectors of the form Xj — [oiq, Xj2,...,
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whose components are discrete or real valued features such as weights, colour, 
age, etc. In other words input set can be shown as a matrix X — {x^  } where i 
indicates a certain sample and j indicates certain features.
The di values on the other hand are desired targets. In a classification task, d 
contains class (label) information, discrete sets of labels each one belongs to one 
of possible classes. For example “0” and “1” or “1” and “-1” can be used to show 
if a pattern belongs to a class or not.
In most cases, applying a pattern p to a trained classifier ( the j th  one) , results 
in a numerical score Yj = (p). Then through a binarizing procedure it makes a 
hypothesis Cj(p), a vector contains its judgement about the class of the pattern. 
So there are three different kinds of information available from the output of 
individual classifiers (figure 2.1):
1. Soft level information, the output of inferring stage which are normally real 
numerical scores {Yj).
2. Hard level label information, The final outputs of classifier which are dis­
crete values (Cj).
3. Rank information, which shows the relative position of classes for each 
expert.
From this viewpoint combining techniques could be divided into three categories:
1. H a rd -lev e l co m b in in g , in which, the assigning results of individual ex­
perts are used as input to the combiner. The advantage of these techniques 
is their simplicity. Considering the experts as “black boxes” we don’t need 
to be concerned about the classification procedure. On the other hand, 
this method can combine the results of classifiers which produce different 
types of scores in the inferring stage. Voting schemes lie in this category. 
At first glance it seems that when using this strategy only patterns can 
be assigned correctly if at least a minimum number of experts are correct.
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This is due to the fact that these methods do not combine scores which can 
be interpreted as the confidence of reasoning. But recent analysis states 
the contrary [63]. Two common ways to manage the combining in order 
to increase the rate of correct classification are to use weighted voting and 
rejecting low confidence cases in individual classifiers [6].
2. S o ft-le v e l co m b in in g , in which the results of the inferring stage of indi­
vidual classifiers ( before making a decision about assigning) are used as 
the input to the combiner. The advantage of this technique is the fact that 
by combining the results of experts it could be possible to provide more 
confident assignment.
One disadvantage of this method is the fact that this technique can only 
combine the output of classifiers which provide the same type of scores in 
their inferring stage.
3. R a n k  b a sed  co m b in in g  is another approach to combining. [2, 30]. In 
some applications that use different sources of information, it is necessary 
to employ different kinds of classifiers, which provide different numerical 
scores such as -.distances to prototypes, values of an arbitrary discriminant, 
estimates of posterior probabilities and confidence measures. In these cir­
cumstances, the rank of classes in the output vector of each classifier, have 
more meaningful information and are more appropriate for combining. This 
method is particularly good for the problems which have a very high number 
of classes such as word recognition.
2 .3 .2  F u n ction  ca teg o r is in g
From this viewpoint combinations would be divided into:
2 .3 .2 .1  L inear C o m b in in g
The most popular method for combining is Linear combining, due to its simplic­
ity and good properties. There is a linear relationship between the input and
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Figure 2.3: Block diagram of Linear combining
the output of a linear combiner (and not the input and the output of composite 
classifier).
The block diagram of such a system  is shown in figure 2.3, in which the phe­
nomenon to be classified is presented w ith some feature set (or rule set), that may 
be overlapped. The final output is a linear function of the experts outputs:
n n
Y(x) =  J2 Wi(x).Y; £ W ,  =  1
i=l 1
Here Y) is the output vector of i-th expert, Wj(x) is the weighting factor of this 
expert and Y is the final output vector.
The design procedure is based on making a weighting factors space and search 
to find an optimum by defining a cost function. Here there are few methods to 
find the appropriate weighting factors set:
1. Let us consider general case of linear combining when experts provide the
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probability of class memberships. Given a certain set of weighting factors, 
a joint probability can be estimated:
Where y2 is the output of the jth (hard level for voting and soft level 
for averaging), y is the output of the ensemble (composite estimator) and 
Wij(x) is the appropriate weighting factor which is a function of classes (i), 
experts (j) and input (a;).
Here there are there are a few strategies to find such a weighting factor set:
(a) on line calculation In most cases, particularly when the number of 
experts is too high, the natural way is selecting the factors based on 
the performance of the expert without considering the behaviour of 
others [40, 26]. The main advantage of such a strategy is its simplicity. 
To shed light on this problem let us consider a soft level combining 
(averaging) in which the goal is to estim ate the probability of class 
membership of each class for a given example x:
where pj(uq-|a;) is the estimation of probability of class j  membership 
provided by the jth expert. If the experts are independent and the 
variance of experts’ estimation are Oj(wi\x), a natural weighting factor 
selection can be made based on the values of variance:
In such a selection more accurate(less variance) experts are given 
higher weights. A practical problem here is the fact that we can have 
an estim ate of error (e) but we have no precise information about its 
distribution so a is unknown.
m
(2.1)
m
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In some techniques the weighting factor selection is closely related to 
the selection of the training samples to improve performance of com­
posite system. For example in AdaBoost a logarithmic function of error 
logl is used as weighting factor. This technique is based on choosing 
the weight of appearance probability of samples in training set and 
weighting factor of the experts made by this training set in which the 
final performance should become maximum and the necessary number 
of expert minimum.
(b) optimum weights in pool The second strategy is based on competi­
tion between experts on a set of examples[40]. Assume that in using 
equation 2.1 the following conditions are satisfied:
i. Each expert has the same performance 011 all classes. In other 
word the number of hard patterns in all classes are the same. In 
this case we can say that W{j(x) = Wj(x).
ii. The performance of each expert has little change in different parts 
of input space so it can be assumed independent of x, so Wj (x) =
Wj
Subject to these conditions a search in the space of weighting factor 
can give us the appropriate set of weighting factors.
•  If we use a soft level combining, quadratic methods like MSE can 
be used.
•  Having few experts, an exhaustive search can be used to find ap­
propriate weights.
• Another approach is using a genetic search to find the weighting 
factors.
2. Dynamic weighting factors has exhibited significantly better performance in 
some real and artificial problems [74, 75]. The idea o f Dynamic weighting 
factors comes from the fact that satisfication of mentioned conditions is 
not always possible. In fact in many cases the assumption of having the
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same performance over the whole input space opposes our attem pt to make 
diverse classifiers each one being expert in a certain part. On the other hand 
performance of an expert usually shows its average ability over different 
parts. Having the best weighting factors over a set of examples means 
this set provide the best average performance over whole set. So in some 
parts it is possible that other sets exhibit better performance which means 
different partitions of a set can have their own optimum weights. In dynamic 
weighting factors an arbitrator dictates which weighting factor set is better 
for any partition(or even any single sample) it can improve the performance. 
Such an oracle can be implemented using a neural network [74, 75].
2.3.2.2 Non-linear combining
Here, a non-linear function relates the output of experts to the final output. Most
popular non-linear methods are as follows:
1. Stacked generalisation, addressed by Wolpert [78], is one of general 
structures that explains the behaviour of many composite systems. The 
main idea is to use a generaliser(or classifier) to correct the error of previ­
ous one. In a simple form of stacked generalisation there are two kinds of 
generalisers, named level-0 and level-1, that lie sequentially, like layers in 
an MLP (figure 1.1).
In training, the level-0 layer generalisers should be trained diversely. Wolpert 
has used leave-one-out cross validation for correlation reduction between 
them, but other techniques may be used also. The level-1 classifier should 
learn what the correct output is, for each specific arrangement of level-0 
outputs.
In operation mode, the pattern is given to level-0 classifiers and a vector is 
constructed from their outputs which is used as the input to level-1 classifier, 
which in turn provides a decision.
The main distinction between MLP and stacked generalise!' appears from
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the type of information passed from the input layer to the succeeding layer. 
In a neural network the outputs of each layer may (or may not) have a 
certain interpretation. Based on the main motivation of neural networks, 
they are made of simple computational units. In a stacked generalise!* on 
the other hand, each of its components can be a complex system  by itself.
The main point in this discussion is the fact that this framework includes 
many popular designed composite systems. For example ECOC in chapters 
3 and 4 can be assumed as a special form of stacked generalisation in which 
level-0 classifiers are binary classifiers made by different learning machines 
and level-1 classifier is a nearest neighbour classifier (in original version) [67]. 
Such an explanation helps designers to decompose many popular systems 
in order to develop them, and that is what we have done in this thesis.
2. Order statistics combining, is one of the most popular types of combin­
ing because of its relative simplicity. The main point in this technique is 
the fact that it originally came from regression and the analytical evalua­
tions can not be used for classification directly. Some theoretical attem pts 
exist Kittler et, al show that these combiners can be interpreted as an 
approximation of generalised Bayesian decision rule in estim ation of prob­
ability of class memberships [39, 41, 40], and Turner and Ghosh [69, 71, 70] 
have provided a framework to evaluate this framework from classification 
viewpoint.
3. Belief-based m ethods, for knowledge based systems, various methods of 
integrating evidence have been developed. For example, Dempster-shafer 
theory provides not only an answer to each query, but also a numeric value 
representing the belief of classification. These methods can be used to 
combine the results of experts by decoupling the classifier output from the 
confidence that it has, for this output. In these circumstances not only 
results but also beliefs could be combined, so aiming at separating igno­
rance and uncertainty, the final answer can use as much available data as 
possible[55]. For ECOC in which binary experts should be combined the
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implementation of techniques like Dempster-shafer theory is simpler as we 
will show in coming section 4.7.
2 .3 .3  Task ca tegor isin g
From this viewpoint we can divide the existing methods into two categories[66]:
1. In some composite systems, given a pattern x all the components (individual 
classifiers) are faced with the same problem.
In fact a combination of “redundant” classifiers is proposed. Terms like 
ensemble, or committee or committee machines have been used for such 
a system. In these circumstances any expert provides a solution of the 
problem and the goal of combining is to improve the accuracy of solution 
or the efficiency of system.
2. In another approach, a complex problem will be changed to some sub- 
problems. For example a few two-class problems will be made from the 
multi-class problem at hand, each one should be solved by an expert. This 
technique has been named the modular approach in which the output of 
each expert by itself can not provide a solution of the original problem, but 
a combination of them can[73, 27, 16, 24, 77, 76, 44].
In both the mentioned approaches each expert or component can be a composite
classifier by itself.
2.4 Theoretical base on the effectiveness of combining
To explain how combining can improve the performance, different viewpoints
have been introduced:
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2 .4 .1  R eg ressio n  v iew p o in t
Since the decision making procedure is based on the soft-level output of experts, 
if the estimator (regression machine) provides a more precise output, the final 
performance will improve. So to evaluate a composite classifier, we can see how 
close soft level output is to the output of a perfect estimator.
The main framework of such an analysing is based on the idea of Bias- Variance 
decomposition [5]. Let us assume that for a given pattern x, the output of perfect 
estimator is p which is a random variable while our practical estimator provides 
an estim ation y for this point. If we have a quadratic loss function, the expected  
loss is : 8[(p — y)2]. It has been proved that [5] this expectation can be expressed 
as follows:
£[(p-y)2] = £[(p-P)2] + £(y-P)2
where p = S(p). The first term of this equation calling Variance of p , is inde­
pendent of our estimation. It will disappear if for any x, there is only one p; 
Otherwise this term shows the irreducible part of the loss function.
The second part depends on our estimating. If the estimator is made by training 
over a training set D, in the same way, it can be expressed as:
£d [(p - y)2] =  SD [(y - y)2] +  [8D (y) - P))2
where the first term is the Variance of our estimation y and the second term  
is called the squared Bias. The main goal of design is to reduce one part (say 
variance) without increasing the other one. Most ensembles which are built by 
learning machine with low bias and relatively high variance, are constructed in 
such a way that their variance is reduced.
To shed light on this idea, consider a group of estimators (an ensemble) in which 
b different experts make estim ations of the function y — f(x) as {f1, / 2, ...fb}. 
Each estim ation has some error and the mean square error is:
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M S E [ f } =  -  
Now if we calculate the mean value of the estimations:
/""”" (* ) = 4  E r f »)
i=l
if we present the mean value of MSE of all experts in the ensemble as:
_____  i b
MSE[Ens] = -  E  MSE[f]
2=1
It has been proved [51]that for independent estimators ( f(x) — f l(x) and f(x) — 
f3{x) are independent for any pattern x) we have:
MSE[fmean] = ^MSE[Ens]
It means MSE in regression will be reduced b times (number of experts in the 
ensemble) if experts are independent. For correlated experts this formula does 
not apply, and we can only confirm that the error will be reduced.
2 .4 .2  C lassifica tion  v iew p o in t
In a classification task the performance is the probability of correct classification. 
It means that the loss function can adopt binary values ( “1” or “0”) for a given 
pattern, so there is not a simple relationship between the precision of soft level 
estim ation and the performance. Three different attem pts have been reported to 
solve such a problem:
2.4.2.1 Investigating the effect o f variance on m isclassification
It is obvious that all errors (or their variance) do not cause mis-classification. 
This aspect can be explained by the idea of decision boundary.
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For a certain problem any classifier makes a decision boundary between any pair 
of classes(say i and j ), which is the loci of all points x*, upon which the scores for 
the two classes provided by the classifier are equal. Because of imperfect training, 
the calculated loci are different from the perfect one. For example the score of 
classes is the same in the point o f x* +  e(a;*), rather than a;* as it should be. 
Where the error is e(x*) — b +  e(a;*), which means there is a shift in boundary 
at this point. Now for the points which are located between these two loci, mis- 
classification will occur. To find the probability of mis-classification, all these 
regions should be considered. Turner has shown that with a linear approximation 
for linearly combined ensembles[71] (mean combiner) the variance of e(x*) will 
be reduced b times if the experts are independent. Another analysis has been 
given for order statistic (medium) combiner as well [69].
In another attempt, Kittler [40] has shown that if the probability estimations 
have a Gaussian distribution, the probability of point-wise error between two 
classes (if others are not comparable) will be reduced by the factor of:
1 _
1 - \/~N
where A Pjj — p/ — pj, & is the variance of local classifiers and N is the number 
of classifiers in the ensemble.
2.4.2.2 G eneralisation o f bias-variance decom position for 1 /0  loss func­
tion
Bias variance decomposition was essentially designed for squared error regression. 
There are attem pts to suggest new definitions in classification task. Some of most 
popular works in this area are as follows:
1. Kohovi and Wolpert [42] define the cost function for 1 /0  loss for the classifier 
C as:
E(C)  =  5 ^ [1  -  5(yf ,yh)]p(yf ,yh)
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where yj is the assignment of perfect classifier and yb is the assignment 
of the hypothesis made by C, 8(yf,yb) is “1” if they are equal and “0” 
otherwise. This function can be separated into three parts;
\  E b f e  =  v\x) ~ P(Vh = 2/|s)]2 biasl 
“  y,P(Vh = V\x )2) variancex
I
+  2 (1 ~  Ptef = y\x )2) crlnoise
2. Dieterich and Kong define the error of algorithm A over training sets with  
size of m at the point x when they are in an ensemble[43]:
Error(A,m,x) = 1 — pj for Cj — f(x)
The ideal voting hypothesis chooses the class with the highest probability- 
the class with the most votes from individual assignments fs.:
f* = ArgmaXcjPj
now
Bias(A,m,x) = 1 -  5(f(x),f*(x))
and
Variance(A,m,x) — Error(A,m,x) — Bias(A,m,x)
3. Breiman has defined these terms using the term of “aggregated” classifier 
CU. First lie defines a classifier unbiased if Ca{x) =  C*(x), where C* is the 
Bayesian classifier output [10].
If U is the set on which C is Unbiased and B is the set on which C is Biased 
on training set T:
Bias(C) =  pXiY{C*(x) =  Y,x G B) -  ETpxX{C(x) = Y,xeB)
Variance{C) =  px,Y(C*{x) =  Y,xeU)~ ETpx>Y(C(x) =  Y, x G U)
and
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and the predicted mis-classification will be:
P E { C )  =  P E ( C *) +  B i a s ( C ) +  V a r i a n c e ( C )
4. Tibshirani [68] has defined Bias and Variance as follows:
Bias{C) =  PE (C0, CA) =  PE(Y, CA) -  PE {Y , Co) 
where Co is ideal classifier and C® is the aggregation one.
Variance(C) =  PE{C, CA) PE {Y , C) -  PF(V , CA)
He also defined the “ Aggregation effect” quantity as:
AF(C) =  PP(V , C) -  PE{Y , C>i))
and states that this term (not variance) figure directly into prediction error. 
In [22] a good comparison of these works has been provided.
2.4.2.3 M argin criteria
The margin of an ensemble at the point x in the predictor space is defined as:
M(x)=weighted proportion of classification to the correct class 
- maximum weighted proportion of classification to any other classes
For example if the ensemble consists of 100 classifiers for a three class problem, 
and the correct class is class 1, and 50 classifier assigned it to this class while 30 
of others assign it to class 2 and 20 to class 3, the margins of classes are 0.2, -0.2, 
and -0.3; if we assign the pattern to the first class the margin will be positive.
The margin of classes is always between -1 and 1, and a large positive margin 
can be interpreted as a confident classification.
Margin can simply relate to the classification error, if we consider it as a random 
variable over a given set, the probability of error is the probability of having 
negative margin.
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The main idea of such an aspect is the fact that if we can prove the existence 
of relationship between the bound of margin (error rate) over training and test 
sets [63], providing a classifier with very low error rate upon training set (like 
AdaBoost) the test error rate will be low.
It has been proved that for AdaBoost this relationship exists [63] so it could be 
a large step towards explaining the success of Boosting.
2.5 Summary of chapter
In this chapter we provide a summary of the more popular methods in classifier 
combining. The lack of knowledge in combining is not due to too few reported 
works, [66, 65] the problem is, methods are mostly heuristically designed. To 
extract the strength of methods and avoid their weakness, we choose an approach 
to the problem of classifier combining, based on its requirements. The main 
requirements of combining in a general manner are:
1. Producing individual classifiers with lower level of correlation between their 
error. For this task we have found four basic strategies:
(a) Using different learning machines
(b) Using different representation of patterns
(c) Using different training samples
(d) Using different labelling methods
2. A mathematical framework to combine the results of individual classifiers. 
We categorised the existence of combining methods in three different ways;
(a) The first viewpoint of categorising is based on the type of information 
used in combining. From this viewpoint methods can be divided into 
three groups:
i. Soft level combining which uses the output of inferring stage.
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ii. Ranked based combining which uses the rank of classes in the 
output of inferring stage.
iii. Hard level combining which uses the output of decision making 
stage of individual classifiers in combining
(b) The second way of categorising the combining frameworks is based 
on the relationship between input and output of combiner. From this 
viewpoint there are two main categories:
i. Linear combining, which is more popular in applications and eval­
uation because of the existence of theoretical frameworks and prac­
tical consideration.
ii. Non-linear combining, includes some popular methods such as:
A. Stacked generalisation
B. Order statistics combing
C. Belief based methods
(c) The third way of categorising is based on the task of composite clas­
sifier and components. In this way, methods are divided into:
i. Ensemble methods, in which all components and composite system 
share in the same certain task.
ii. Modular methods, in which the task of components are different.
Furthermore basic theories to explain source of effectiveness of combining classi­
fiers have been reviewed.
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C h a p t e r  3
Label decomposition: ECOC 
code matrices
3.1 Introduction
In chapter 2, we mentioned that one strategy to improve the performance can 
be based on dividing a large-scale classification problem into a few simpler sub- 
problems. One possible source of complexity can be the existence of high number 
of possible classes. This can mean the necessity of more precise inferring to 
achieve an acceptable decision making. Many problems in classification, are poly- 
chotomies, i.e. the data set is organised into k classes with k > 2. Although in 
a wide variety of learning machines like neural networks or decision trees, there 
are tools capable of handling polychotomies ( direct multi-class approach), in­
teresting advantages exist in converting a multi-class problem into a few binary 
sub-problems, as discussed in section 3.2. This chapter is organised as follows:
In section 3.1.1, we look at the strategies for decomposing multi-class problems 
and in section 3.2 discuss motivation for label decomposition. In sections 3.3 3.4 
and 3.5 we introduce the idea of ECOC and existing code generating methods. 
Section 3.5.1 discusses shortcomings of these methods in classification task.
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3.1 .1  D eco m p o sitio n  stra teg ie s
There are two main strategies to define binary sub-problems from the original 
problem:
• The first strategy is based 011 the fact that the final decision boundary is 
made of decision boundaries of pairs of classes. So what we need is a team 
of base classifiers with each one providing the decision boundary of just a 
pair of classes. Given a test pattern, each base expert should compare just 
two classes (the probability of class-membership of these classes or distance 
between this point to each classes’ prototypes). A combination of the results 
of all experts provides the final solution. Methods like binary decision  
clustering[73], pairwise coupling[27] have such a viewpoint.
• The second viewpoint is based 011 defining a few pairs o f  super-groups. Here 
we need a team of base classifiers, each one judging between two super­
groups. E rror  Correcting O u tp u t  codes[16, 44, 38, 62] (ECOC) is in this 
category.
The main advantage of the first approach is the fact that in most cases sub­
problems are “simpler” , so a simpler learning machine can be used. But to cover 
the whole decision boundary,all possible pairs of classes should be considered. 
It means for a k  class problem the number of base classifiers is: 6 =  2\(k- 2 )\ =  
k  x (k  — 1). Furthermore, the fact that some patterns do not belong to any classes 
in the pair, may cause some practical difficulties in training of base classifiers.
In the second approach the designer can use lower number of base classifiers (26 > 
k).  Defining pairs of super-groups should be directed in such a way that all classes 
will be covered fairly. On the other hand, sub-problems are more complex, and 
more capable learning machines are needed. But the ability to repeat the training 
of different part of decision boundary seems interesting. Furthermore, other kind 
of error reduction technique (error correcting) and bias cancelling which help to 
achieve better performance are available in these methods as described in section 
3.2.
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3.2 Motivation for label decomposition
Label decomposition in classification task interests designers from two different 
viewpoints:
3.2 .1  S im p lify in g  th e  p rob lem
Binary problems which are extracted from the original multi-class problem, are 
usually simpler, so they are easier to solve in practice. This fact can be viewed 
from the following points:
1. For simpler binary problems less complex learning machines can be used. In 
this case, the design problem which is to select the structure and parameters 
of learning machine, is easier.
2. The cost of calculating (hard-ware, time, ...) is less.
3. The system can benefit from parallel processing capability.
4. There are some soft-ware and hard-ware advantages for binary classifiers 
due to the similarities with binary logics.
5. The local classifiers are more independent even when the same training set, 
learning machine and feature set are used. So the combining can be more 
effective.
6. There are a variety of algorithms for constructing the binary classifiers or 
improving their performances which are not naturally scaled up for multi­
class problems.
3 .2 .2  L abel sep aration
For a certain problem, a classifier should provide a decision boundary to distin­
guish the regions of different classes. If the classes are more separable in this
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space, it will improve the performance. So the idea is to transfer the problem 
into the space in which classes are more separable. Let us shed light on this idea 
by looking at the popular mechanisms of assignment. To assign a given pattern
on this evaluation. There are different possibilities in this case:
1. In o n e - p e r - c l a s s  labelling, the label of classes are k dimensional vectors 
with binary elements: Ci =  [ca,c;2, ...c^] =  [cij], , j  =  1,2,..., k, where:
The inferring stage provide an evaluation of the function F  which has been 
learned in training phase: F ( x )  =  [ f i ( x ] ,  f 2(x) , . . . f k (x)]. Each element of
this vector (f j ( x )) belongs to one of classes ( j) .  The final decision will be 
made based on a comparison between these elements to output a hypothesis 
%  — [hi, h 2, ...hk] with binary elements. If classifier assigns x  to class i, The 
zth element of 77 will be “1” while all others are “0”.
In other words, the decision making is based on matching between 77 and 
labels for i =  1,2,...). The weak-point of this method is the fact that 
the system can not detect the error which leads to wrong assignment. This 
is because the number of possible 77 equals the number of labels and any 
change in elements of 77 cause its match with another label which means 
wrong decision making.
2. D i s t r i b u t e d  o u t p u t  c o d e  is an alternative approach in which the number 
possible 7I can be more than the number of classes. In these circumstances, 
changing some of elements of 77 will produce a vector which does not match 
with any of labels. It makes the system able to detect the occurrence 
of error. The bit values in this method can be meaningful ([64]) or not
(a;) to one of k possible classes, the inferring block of the classifier evaluates a 
function, F(x),  which has been found in training phase. Assigning will be based
0 otherwise
1 i f  i =  j
([16, 24, 77, 76, 44]).
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If the number of bits for each label (6) is sufficiently greater than number of classes 
k, it will be possible to remove parts of errors due to imperfect generalisation. In 
other words we may convert the problem into the space in which classes are more 
separable. The main condition to use such an advantage is the independence of 
bits errors in {(H). Otherwise when an error occurs in one bit, it may change other
bits simultaneously in such a way that the changed output matches to another
label. Note that in a learning machine which provides multi-class assignment (say 
neural network), in training, all the output units have been driven by the same 
cost function, so the error of output units are not independent. So we need to 
decompose the multi-class problem into some binary sub-problems.
This idea leads us to the concept of Error correcting output coding.
3.2.2.1 The effect of decom position m atrix
To redefine classes into new super-classes a decomposition matrix (code)will be 
used. The set of binary sub-problems is defined based on sequence of “1” and 
“0” in columns of this matrix while its rows are the new label set.
This matrix can affect the system through three procedures:
1. Defining new space into which the original problem is mapped. If classes in 
the new space are more separable, it improves the performance. Generally 
speaking separability of classes in new space is related to the problem and 
the basis vectors (rows) which define the space. So having greatest possible 
difference between rows of the code matrix may to lead better performance.
2. Experts’ independence is based on difference between columns because they 
are trained by them. More independence in columns (super-classes choosing 
in different iterations) cause more diverse experts.
3. Reconstruction of final solution is based on combining method and code 
matrix. Consider the case that experts provide the ideal result for binary 
sub-problems. A system is reconstructible if combination of these results
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provides an ideal multi-class solution. It depends on both combining frame­
work and code matrix. Having a certain combining method, code matrix 
should be selected in such a way that minimises the reconstruction error.
3.3 ECOC; General idea
ECOC is an information theoretic concept which suggests that there may be 
some advantage to employing error-correcting codes to represent different signals 
which should be distinguished from each other when they are corrupted after 
passing through a transmission channel[52]. The main idea is based on adding 
some redundant cases in the possible output set which do not match with any 
of the acceptable labels. If one of these cases appear in the output, the system 
realises the occurrence of error.
Let us shed light on the main concepts of this idea by an example.
3.3 .1  E rror d e tec tio n
Assume that we want to transmit a binary variable (a;) through a transmission 
channel, the level of electronic signal being changed because of the presence of 
noise( in general). We can represent this signal with one bit, and decide if the 
received signal is more than a certain threshold, we will assign it to class "a" 
and otherwise "b". When noise changes the level of signal in such a way that it 
violates the threshold, we will have error in assignment.
If we represent the signal in more (say three as example) bits, it would increase 
the redundancy of system and lower the efficiency but it can provide us with the 
ability of error detection.
As an instance assume we show "a" by [0 1 1] and "b" by [10 0]. These labels have 
three bits distance from each other in Hamming measurement. After transmitting 
three bits via the channel separately, if just one of signal levels change by the 
noise and violates the threshold, we can detect it and do not attempt wrong
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assignment. For example if we receive [1 0 1], it is not an acceptable signal so 
we can realise the occurrence of error (even if we do not know what the original 
signal was). This is true when two bit errors occur. The only case in which the 
error wont be detected, is the case that three errors happen. But the probability 
of such a case is very much lower than the other cases.
3 .3 .2  Error correction
For the example in 3.3.1 two possibilities exist:
1. The original signal had been [0 1 1] ( "a") and two errors have occurred, ( 
the two first bits have been changed).
2. That original signal was [1 0 0] ("b"), and one error has occurred( the third 
bit has been changed).
If the probability of error for a certain bit is <r(equal for all bits), the probability 
of two bits error is o2 (when they are independent), which is much lower if o «C 1, 
so it can be ignored.
Assigning the received signal to class whose label has minimum distance, one bit 
error can be tolerated. In other words this label set has the capability of one bit 
error correction.
In general, if signals are presented by code words with the length of “b”, each 
of them having a guaranteed difference(in Hamming distance) "2d +  1" to any 
other, assuming the transmission error for each bit is independent:
1. We can recognise the occurrence of error if the number of wrong bits in 
receiver is less than "2d +  1".
2. Furthermore if the number error bits is less thaiUd", the probability of error 
occurrence can be much lower by assigning the received signal to the label 
which has minimum difference with it.
In other words such a code has the capability of “d” bits error correction.
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3.3 .3  C on sid eration  in  in form ation  th eo ry
From the viewpoint of information theory, there are two main consideration to 
select a code matrix;
•  e r r o r  c o r r e c t io n  c a p a b i l i t y  which is due to the Hamming distance between 
pairs of rows (r o w  s e p a r a t io n ) .
•  e r r o r  in d e p e n d e n c e  is second consideration. If the error of bits are highly 
correlated, the above procedure can not correct it. We have little knowledge 
about the cause of error and its relation to the value of signals, but if the 
sequence of “l ”s and “0”s in different columns are different, we can say that 
the error of different bits is more independent. This leads us to the second 
consideration of code production, c o lu m n  s e p a r a t io n
there are a few methods to find a set of code words (code) with a guaranteed 
minimum distance between any pair, the most popular being the BCH codes[16].
3 .3 .4  Error correction  lim its  in  E C O C
Apparently for better performance we need greater distance between pairs of code 
words, but now we show that error reduction due to error correction capability 
is limited in two ways:
1. Consider two binary vectors of the length of b  which have 2 d  1 different 
bits. When we transmit them through a channel bit by bit, an error in dis­
tinguishing will occur if the number of wrong bits of different parts is more 
than d  (error on the common bits does not affect error in distinguishing). 
If the probability of wrong bit for all bits is e, the probability of wrong 
assignment will be:
e c o c  _  2,s p 1 1 ( 2 d + l ) !  j
i i d + i  2 (i- 1> m d + l - j ) \
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This formula shows that for a given e, when we increase d, at first eECOC 
drops quickly, but after a while a saturation region appears in which in­
creasing d can not cause significant change in eECOC\  as shown in figure
3.1.
0.25  
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0.15 
0.1 
0.05 
0
10 15 2 0  25  30  35 40 45  5 0
Figure 3.1: Error reduction due to error correction capability for e — .3
2. For a given number of classes k, the maximum number of different columns 
is 2k. Now for a given length (& < 2k) the probability to have 2 d + l  different 
bits is reduced when we increase k.
3.4 Code generation methods
3.4 .1  E x istin g  m eth o d s
In information theory, the main considerations of code selection is to have good 
separation between labels. The primary required information for this step in­
cludes:
*
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1. The length of code words (b)
2. The difference between codewords(d)
3. The number of transmission signals or classes (k)
Four reported methods to generate a group of codeword with good separation 
are[16]:
1. Exhaustive generation
This method is simple but effective. If the number of classes is less than 
seven (3 < k < 7) the length of codewords will be: b =  2fc“1 — 1. For the 
first row, we put “1” for all elements. In the second row, the 2k~2 first 
elements are “0” and others are “1” . The third row consists of 2k~z “0” 
elements followed by 2*1-3 “1” and 2fc~3 “0” and 2fc-3 — 1 “1”. All other 
labels will be built in the same way. The codeword separation (difference 
between any pair of rows) in this group is: d =  | .
2. Colum n selection from exhaustive codes
For the cases that include higher number of classes (8 < k <  11), we 
have to use longer codewords, the number of possible codewords is rising 
exponentially, but not the number of classes, so we have to pick up some 
code words. It can lead to shorter columns so the column separability will 
be limited. Here we should choose the rows which make more separated 
columns. This requirement may be satisfied by a search.
3. Random ised hill clim bing
Random search is another way to produce a code, but simple random search 
(or genetic search) for finding a set of codewords with a minimum distance 
is not simple. An alternative approach is based on starting with a random 
code and changing the elements in such a way that improves its row and 
column separation. As an instance we will find the intersection points of 
two closest rows and two closest rows. We should change the values of these 
points in such a way that increases the distance between rows and columns.
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Repeating this procedure finally we may have a codewords set with good 
separation in rows and columns.
4. Bose &: Ray-Chaudhuri; H ocquenghem  (BC H ) code The BCH algo­
rithm employs algebraic methods To generate a code matrix with minimum 
distance between any pair of rows. This method is based on adding cer­
tain sequential of binary values(“l ”s and c‘0”s) to BCD numbers [47]. In 
this method the length of codewords and number of codewords are always 
a power of two. So for most classification problems we need to shorten 
the columns (pick up rows). It causes some problem in column separa­
tion. In this algorithm information needed in advance are number of 
signals (classes) and error correction capability (T) or minimum dis­
tance between codes and length of code words (A). The following steps 
are used:
(a) Find the needed number of added bits from the table of BCH codes(K ).
(b) If the number of classes (k) is more than (2K — 1), we have to have 
less error correction capability or use longer codewords (figure 3.2). 
For example if we want to use codewords with 15 bits, we can cover 
211 — 1 classes if we need one bit error correction (three bits minimum 
distance between any pair of codewords). For 2 bits error correction 
(five bits minimum distance) and the same length of codewords only 
27 classes can be covered. And for three bits error correction only 
25 =  32 classes can be covered.
(c) Having the appropriate information we can make the ECOC code using 
the table of this code. The number of code words in this set is a power 
of 2.
(d) Based on the number of classes we should pick up more suitable labels 
which means that the columns should be cut. This may cause some 
problem so we should consider the following points:
i. columns consist of all “1” all “0” elements are not valid. Because
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111 classification task they are meaningless. Furthermore in some 
combining methods these columns will cause some practical prob­
lems.
ii. Repeated columns are not useful in stable classifiers (like nearest 
neighbour or radial basis function network with exact procedure of 
centre selection). So they should be removed to decrease the cal­
culating cost. This may destroy the label separation. In unstable 
classifiers, although the column separation provides more inde­
pendence of base classifiers, repeating the columns may improve 
the performance by reducing the variance. So removing repeated 
columns is not necessary.
3.5 ECOC in classification
Although discussing about the reconstruction methods will come in next chapter 
we need to consider some points in decomposition which is related to combining 
framework in classification. This is why we present a quick review of ECOC 
classification algorithm here. Dietterich and Bakiri suggest a framework based 
on the idea of ECOC to solve a multi-class classification problems [15, 16].
Let Z be a k x b code matrix with binary elements, where k is the number of 
classes and b is the number of binary classifiers.
Each row of Z is a code word (with length of b) that is used as a label for one 
of classes and each column is a map to convert the multi-class problem to binary 
subproblems by defining a pair of super-classes.
In training phase binary classifiers are constructed over these sub-problems.
In test (application) phase, for a given pattern x , the set expert provides an output 
vector y =  [y m -V b l
The distance of this vector from all labels is:
b
L i  — E  I ~  Vj  I (3-1)
j = l
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In decision making, the pattern x  should be assigned to the class with minimum 
distance.
The greater distance between rows can cause better decision making, and distance 
between columns affects the covariance of local errors.
This algorithm can be reviewed as follows:
E C O C  A l g o r i t h m
In training phase:
for each column:
• Map the training patterns into s u p e r  c la s s e s  according to the sequence 
of “Is” and “Os” in the column
• Train learning machine to make a b a se  c la s s i f i e r  with the patterns 
based on defined s u p e r  c la s s e s
So we have b trained base classifiers.
In inferring:
•Apply a test pattern (re)to all base classifiers giving a vector:
y  =  [ y i R j 2 , - y b ] T  
in which yj is the output of j th  base classifier.
For decision making (reconstruction)
•Find the distance between the output vector with representative 
(label) of each class:
L i =  Ej=i \%i,j —  y j \
•Assign x  to the class corresponding to the code word having minimum 
distance with y
Here, some important points should be considered:
1. Softm axing the base classifiers output
In general, the output of base classifiers can vary over a wide range, so
50
Chapter 3. Label decomposition: EC O C  code matrices
they can not be used, as probabilities to be combined in the first method. 
In the second one, distance from the labels which are “1”, and “0” should 
be used. But this kind of comparison seems not to be fair.
For example let us assume that the output of a binary expert varies between 
-1 and 1. For the point just on the bound the output of expert is 0, so the 
distance to first super-class with the label of “1’ is 1, and to the second 
super-class with the label of “0” it is 0. It means naturally this classifier is 
biased to select the second class.
This is why a softmax stage (normalising the outputs into some score be­
tween “0” and “1”) is very popular. In this case, we can interpret the output 
as the posterior probability of super-class membership in many cases.
2. N ew  interpretation o f Training
We model the prediction task (inferring stage in classification) as a com­
munication problem in which the channel consists of “input features” , 
“training samples” and “learning algorithm”. In this viewpoint the noise 
can be considered as:”finite training samples”, “shortcomings in presen- 
tation(feature extraction) which cause overlapped classes” and “flaws in 
learning procedure” , that make corruption in classifiers. Just as in infor­
mation theory, by encoding class information (labelling) according to ECOC 
and pass them through the channel, composite system can recover parts of 
error if the error of bits are independent.
3. U sage in polychotom y learning machines
In some multi-class classifiers like neural networks or decision trees there 
is the capability of providing hypothesis for all classes, now can we use the 
ECOC code to make the problem more separable to get better performance? 
The problem of such a suggestion is the fact that in these algorithms, all 
output units have been set by using the same cost function. Therefore 
errors in different output units are not independent so they can not benefit 
from ECOC [14, 25]. However using “6” binary classifiers (base experts) 
which have been trained independently, ECOC suggests a straight forward
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technique to convert a multi-class problem into a few binary classification 
problems.
4. Soft level inform ation
In information theory the output level of channel in the absence of the 
noise will be just a binary valiie(‘T ’ or “0”), but in classification task, 
these values are the output of inferring stage and have some physical or 
logical interpretation. For example they can be the distance of the pattern 
to the prototype of a class or the probability of class memberships. This 
means that this kind of information can be used in other parts of system 
and not just in assigning the pattern to appropriate class.
5. Hard level and soft level com bining
In information theory, hard level combining is used, it means, the output 
of channel for each bit, separately used for assigning® interpreted as “1” 
or “0”), then Hamming distance between binary values is used for error 
detection and correction. In classification on the other hand, the output of 
different bits before binarising are combined to make another score which 
is used for final assigning.
3 .5 .1  C lassifica tion  co n sid era tio n s in  cod e gen eration
Choosing Code matrix in classification differs from information theory in the 
following ways:
1. The repetition of the columns in information theory makes the error more 
correlated. In classification task on the other hand particularly for unstable 
classifiers, this repetition can improve the performance by reducing the 
variance of error. But it can not benefit stable classifiers.
2. All “0” or all “1” columns can exist in code matrix in information theory 
but from the viewpoint of classification they are meaningless.
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3. Using complementary columns makes the same binary classifiers in which 
just the labels of classes is changed, so it seems useless particularly for 
stable classifiers.
4. The main shortcoming in code generation techniques mentioned in section
3.4.1 is the fact that in information theory, system only concerns with hard- 
level information, and when received signal is different from “1” or “0”, we 
consider it as the result of noise. In classification on the other hand soft- 
level outputs can be meaningful and containing valuable information. For 
example the can be the probability of class membership or other scores. 
So in many cases we are interested in reconstructing them, because in this 
way not only we can use other combining frameworks (which could provide 
better performance) but also they can be useful in other tasks. This fact 
results in new demand of “free reconstruction error code” . In next chapter 
we will introduce the condition under which this demand can be satisfied 
in ECOC.
3.6 Summary of chapter
In this chapter we reviewed the problem of converting a multi-class problem into 
a few binary sub-problems. We have introduced two main strategies in this field:
1. In the first strategy we consider just two possible classes in each iteration 
and given a pattern, compare them on having this pattern.
2. Second strategy is based on redefining labelling in which some classes are 
gathered under a new label.
We have focused on the second strategy, particularly the method of error correct­
ing output codes in which a code matrix is used to map the problem into another 
space.
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Some main considerations in generating code matrix in information theory have 
been mentioned in this chapter and popular methods of production are intro­
duced.
From the viewpoint of classification the main shortcoming of existing techniques 
for code generation is the fact that they are not concerned with soft-level scores 
needed for assigning. So there is the possibility of occurrence of reconstruction 
error. This fact demands a new condition set in code generating techniques. Since 
this error is related to combining framework as well as decomposition, discussion 
about the researches in code selection in classification task will come in chapter
4.
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N: code word length; K: message length; T: error-correction capability
Figure 3.2: The table of accepted values of added bits and correction capability
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C h a p t e r  4
Reconstruction in Error 
Correcting Output Code
4.1 Introduction
In chapter 3, we reviewed the problem of decomposition of a multi-class problem 
into a few binary (two-class) sub-problems. The specification of such a mapping 
is presented by a matrix. Binary sub-problems can be solved by local experts 
and the remaining problem which is under discussion in this chapter, is to recon­
struct the final solution by combining the results of these experts. We mentioned 
that the code generation techniques addressed in chapter 3 are essentially based 
on considerations of information theory where hard-level outputs(“l ” / ”0” val­
ues) is the only valuable information. This is why have some shortcomings in 
classification task.
In this chapter we look at the problem of reconstruction of soft-level informa­
tion (class scores) in ECOC. It begins with a discussion on previous works 
(section 4.1.1) and their shortcomings. Then an evaluation of ECOC comes 
which includes code selection consideration, error analysis and introducing a tech­
nique to improve its performance (section 4.2). Then alternative combining frame 
works (including two new methods) are introduced(sections 4.3, 4.4, 4.5, 4.6, and
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4.7).
There are three main goal in this chapter:
1. As mentioned before, in a good decomposition, the system should be recon- 
structible. It means that for a perfect solution of sub-problems, it should 
provide a perfect final solution. As the first goal, we have tried to provide an 
analysis of the relationship between “decomposition matrix” ,” combining 
method”, and “reconstruction error” in ECOC classifiers.
2. For practical cases, when the local experts are imperfect, how is the final 
solution related to precision of local experts? In other words, we aim to 
determine how sensitive the composite classifier is to its components. Bias- 
variance decomposition, is an appropriate tool for this error analysis.
3. The third goal is to investigate application of other combining frameworks 
in ECOC. Original method of ECOC [15, 16], can be viewed as a stacked 
generaliser [67]. The level zero classifiers in this system are the binary 
experts and the level one classifier is a nearest neighbour in which proto­
types are the label of classes. Introducing other possibilities of combining 
is another goal of this chapter.
In statistical pattern classifications based on the output of inferring stage, 
two main methods of decision making exist:
• The first method is based on the evidence of belonging to each class. 
For example, many techniques like feed forward neural networks or 
decision trees are supposed to provide an estimation of the probability 
of class membership of each class. So the decision making can be based 
on the selection of the class whose probability is maximum.
• The second method is based on distance measurements between the 
output due to the pattern with the representative or prototypes of 
different classes. As an example, nearest neighbour classifiers use this 
technique. The class with minimum distance with the output should 
be selected in this approach.
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Combining the results of experts can be viewed as a decision making pro­
cedure so these strategies are appropriate.
4 .1 .1  D iscu ssio n  on  p rev iou s w orks
After introducing the idea of ECOC classifiers research has been done in the 
following directions:
1. In most reported works this technique is used in a certain application or 
using a different learning machines to compare the results with single clas­
sifiers or other methods [45, 3, 4, 1, 8, 48].
2. The second area is to find condition set for a good code.
In[15, 16] the viewpoint of information theory essentially dominates, which 
is based on greater distance between rows and columns of code matrix As we 
mentioned before the weakness of this viewpoint is the fact that although a 
soft-level combining framework has been used, code generating techniques 
are not concerned with reconstruction of these scores.
While random code has been suggested in [62] to avoid the cost of code 
generation, in [37] random code is considered as the best code.
(a) The idea of “Bayes consistency” is introduced which is essentially a 
hard-level concept and is defined as follows: “A PICT (Plug In Clas­
sification Technique) is said to be Bayes consistent for any test set 
if it always classifies to the Bayes class when the base classifier is a 
Bayesian classifier”.
(b) It is claimed that: “for any computational feasible and practically use­
ful deterministic matrix, ECOC PICT will not be Bayes consistent”.
(c) Asymptotically as b (number of columns) approaches infinity, ECOC 
PICT will become Bayes consistent provided a random code matrix is 
used”.
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It seems that the main reason for insisting on a random code is to pro­
vide an error analysis for the new method (substitution). This method is 
essentially an ensemble combining of ECOC components based on finding 
an estimation of class membership probabilities from each expert indepen­
dently and combining them by simple averaging[38, 37]. Considering the 
fact that substitution did not outperform ECOC in most reported exper­
iments, and that his attem pt to prove it is asymptotically equivalent to 
ECOC when b approaches infinity and that there exists a simple variance 
reduction analysis for simple averaging, it seems the main motivation for 
introducing this method and insisting on random code is to provide such 
an error analysis for ECOC.
3. Another field of investigation on ECOC is its evaluation. In [43], suggesting 
new definition of bias and variance for binary loss functions, some experi­
mental examples show that ECOC can reduce both variance and bias. In 
[37] a variance reduction analysis is provided for the substitution which 
essentially is based on the analysis of variance in simple averaging. But it 
seems that some parts of chain have been missed, because the final variance 
is a function of what we want to have (class probability estimation) and 
not a function of what we actually have (super-class probability estimation 
provided by the output of local experts), so it is not simply related to the 
precision of learning procedure.
4. Finding alternative combining frameworks to provide final solution of prob­
lem is another field of research. Methods like least-squares [44], centroid[37] 
and substitution[37] are results of these investigations.
Our main contribution in this area has been:
1. providing a framework to show how can we found final scores from distance 
measurement in ECOC. This framework leads to:
(a) Finding new condition set for code generating and practical technique 
of search in codes (section 4.2.1)
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(b) Finding new framework of combining (section 4.5)
(c) Suggesting a method to improve the performance of ECOC with code 
at hand (section 4.2.6)
(d) Providing complete error analysis concerning variance, bias and recon­
struction error in ECOC (sections 4.2.3, 4.2.2 and 4.2.4)
(e) Finding condition set for code in least-squares (section 4.4).
2. Suggesting evidence combining for ECOC (section 4.7).
4 .1 .2  T h e  stru ctu re  o f  th e  ch ap ter
In this chapter we introduce the following subjects:
1. The Original ECOC combining which is suggested by [15, 16]. We have 
introduced concept of reconstruction error and the condition under which 
this error will be minimised. An error analysis based on bias-variance de­
composition is provided for this framework as well (section 4.2).
2. Alternative combining frameworks has been introduced as follows:
(a) The Centroid algorithm [37]
(b) The least squares method [37, 44]
(c) Linear combining of superclass membership probabilities to find class 
membership probabilities
(d) An analytic approach to estimate the class membership probabilities 
based on distance measurements
(e) Dempster-Shafer based combining
The centroid algorithm is distance based method like original ECOC, which 
means in both methods the final decision making is based on the distance of the 
output with representatives of classes but the representatives are different (section 
4.3).
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In  th e  th ird  approach, an  estim ation  of probab ility  is m ade by using least square 
m ethod  (section 4.4). T he fou rth  algorithm  is based on estim ating th e  probability  
of class m em bership w ith  a  linear com bining in which the  weighted factors will 
be found based 011 the  concept of conditional probabilities (section 4.6).
In  th e  fifth algorithm  we have proposed an  analytical approach to  re la te  the 
posterio r probability  of class m em bership  for each class, w ith  th e  d istance of the 
o u tp u t from th e  label of classes (section 4.5).
In  the  six th  m ethod, th e  soft-level o u tp u t of b inary  classifiers are in te rp re ted  as 
evidence of a  given p a tte rn  x  belonging to  th e  super-class and  D em pster-Shafer 
theory  of evidence is used to  com bine these evidences (section 4.7).
4.2 Evaluation of original ECOC
C erta in  item s in th is m ethod affecting perform ance are:
•  T he way of converting th e  m ain  problem  into b inary  sub-problem s. I t  can 
be viewed from  two view points:
— Code selection, w hich m eans finding a m atrix  w ith  b in ary  elem ents 
w ith  some properties w hich cause error reduction  as described in  sec­
tion  3.4.
— Code word selection w hich m eans having a su itab le code, which code 
word (rows of m atrix ) is m ore su itab le  to  represent a  class.
•  A m easurem ent vector provided by local experts as in p u t of th e  decision 
m aking procedure. T h is  o u tp u t will be passed th rough  a  softm axing pro­
cedure to  make it betw een “1” and  “0” . Here there  are two points:
1. U nstable base classifiers, like decision trees and neural networks are 
preferred because they  have low bias error, and  th e ir variance which 
is relative high, can be reduced by repeating  th e  tra in ing  over sm all 
p e rtu rb ed  tra in in g  set.
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2. A lthough using a  soft-m axing stage can help to  have m ore com parable 
distances, it can no t guaran tee a  fair d istance set in all cases. If there 
is some bias in  soft level o u tp u ts , th e  d istance of th is o u tp u t from  label 
elem ents ( “1” an d  “0” ) are different which m eans system  is biased to 
choose some classes m ore th a n  o thers. T his can cause some kind of 
error as we will show in section 4.2.4.
4 .2 .1  C od e se lec tio n  in  E C O C
Obviously th e  m ain  goal of such a  com posite system  is to m inim ise th e  classifi­
cation error. H aving a  certain  learning m achine (homogeneous combining) and 
train ing  set, we will try  to  find the  code m a trix  th a t can m inim ise th e  error.
G enerally speaking th ree  k ind  of errors can be  d istinguished in such a  framework:
1. B a yes ia n  error, which is due to  overlapped classes and  can no t be removed 
by com bining or error correcting.
2. e xper ts ’ added error, w hich is re la ted  to  th e  train ing  of base classifiers. We 
hope to  remove some p a rts  of th e  effect of th is error in  final assigning by 
erro r correcting capability  of codewords. T his can be done in two ways:
•  for an  unstab le  classifier like neural network w ith  random  in itia l weights, 
(where a  sm all change in  tra in in g  sam ples or param eters could cause a 
big change in  the  whole s tru c tu re ) th e  variance of error (p a rt which is 
due to  th e  tra in in g  sam ples) is ra th e r high, and repeating  th e  train ing  
phase can reduce the  error even if th e  columns are th e  same.
•  O n th e  o ther hand  erro r due to  th e  learning m achine(bias) will not 
be reduced in th is way. T his is th e  com m on problem  in homogeneous 
com bining (com bining th e  resu lts  of classifiers w ith  th e  sam e s tru c tu re  
of learning). We will show th a t  in  some circum stances th is k ind of error 
can be reduced in E C O C  (section 4.2.4).
3. C om bining  error, which can be divided into two items:
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(a) reconstruction error which m eans even if all our base classifiers are 
perfect (for exam ple they  provide Bayesian classifiers decision bound­
ary), some error m ay be added based on the  way we com bine their 
results.
(b) m ea surem en t error which is due to  the  sensitivity  of distance m easure­
m ent (3.1) to  some p a rts  of ex p erts’ error (bias).
We can conclude th a t th e  m ain  procedures involved in E C O C  error are:
1. E rro r correcting m echanism , which is re la ted  to th e  error correcting capa­
b ility  of code ( d istance betw een rows of code m atrix ). T he  in te rp re ta tion  
of error correction in  th is  fram ework differs from  w hat we have said in in­
form ation theory  because we are using a  soft-level in form ation in combiner. 
E rro r correcting can be in terp re ted  in th e  following ways:
(a) Each expert concentrates on sm all p a rt of decision boundary. T he 
higher th e  num ber of experts m eans the sm aller p a r t  any one should 
learn. I t  m eans th ey  will be faced w ith  easier problem .
(b) Transform ing the  problem  into higher dim ensional space in  which (we 
hope) classes are m ore separable and  so lead to  m ore precise decision 
m aking.
2. Voting or averaging to  reduce th e  variance, which is re la ted  to  repetition  
of different p a r ts  of decision boundary  in  subproblem s (num ber of base 
experts or length  of code words) and  reducing the  bias which is re la ted  to  
th e  independence of base classifiers (distance betw een colum ns) [43].
3. Decision m aking stra teg y  which differs from  Bayesian ru le m ay cause com­
bining added error.
Now which code can provide th e  best possible perform ance?
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4.2.1.1 M aximum  distance code
From  equation  3.1 one can sim ply argue th a t  greater distance betw een labels (code 
words) can cause less error, because in  th is case th e  difference betw een L i  and 
L j  is greater so having th e  o u tp u t of experts (y), judgem ent betw een these two 
classes is less sensitive to  local (experts) error. Longer code words m eans higher 
num ber of experts and  greater inferring cost. So for a certain  length, the  first 
condition for a  good code is:
h a v i n g  t h e  g r e a t e s t  p o s s ib le  d is t a n c e  b e t w e e n  a n y  p a i r  o f  c o d e  w o r d s
there  are few m ethods to  create codes w ith  m axim um  guaran teed  distance be­
tween code words. One of the  m ost popu lar ones is using BCH code as described 
in chapter 3.
4 .2 .2  In tro d u ctio n  to  reco n stru ctio n  error
R econstruction  of soft-level in form ation  is a goal in  regression task. In  classi­
fication, when we use an  a lte rna tive  way of estim ation, (for exam ple by new 
algorithm  or decom position m ethod) all we concern abou t, is the  ran k  of correct 
class. To shed light on th e  th is concept of consider a  k  class problem , having pos­
terio r probability  of each class represented by q =  [q\,q2, ■■■qk]T ■ T he Bayesian 
decision rule for in p u t x  says:
assign x  to  A r g M a x f i q f .
In  E C O C  on the  o ther hand , th e  decision ru le  is based on d istance of the  o u tp u t 
of classifiers from  all code words L =  [ L i , L 2, ...L k]T :
assign x  to  A r g M i n f i L f .  Now if for a p a tte rn  A r g M a x f q f  and 
A r g M i n f i L f  are different E C O C  wont be Bayes consisten t[37]. So th e  m ain idea 
is keeping the  rank  of correct class. A m ore general idea could be keeping the 
rank  of all classes or even reconstruction  of q from  L.
Consider the  case th a t base classifiers provide posterior p robab ility  of super class 
m em bership precisely (y =  [y i ,y 2 ---yb])- Super classes are constructed  over the
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colum ns of Z , so in m atrix  equation  form  we will have:
y = ZT.q (4.1)
or Vi =  E ?= i Ql-Zlj , (I =  1 ~ k )
since :
b
L i  ~  Iz ij  — yj\
j = 1
we have : L { =  E 6= i |(E z= i Ql-Z l j ) ~  Z ij\
now if we separate  th e  case I =  i and  consider the  fact th a t  E ?= i Qi — 1 > h  leads 
to:
L i — Ej-=1 Vli-Zij — Z i j  +  Ql-Zlj j
=  E 6=i ~  (Ez^i <7z +  Qi)-Z ij + Ei& Qi-Z ij\
~  E ? = l  I E z^ i Ql-(Zij — Xzj)|
so:
b
^  =  (4.2)
Z#i J=1
In  equation  4.2, th e  inner p a r t ( E j= i  \z ij  ~  Z i j |), is the H am m ing d istance be­
tween lib. and  i t h  rows. Let us show th is d istance by du =  E j = i  Iz ij ~  z lj I• For
first row(as exam ple) from  equation  4.2 we will have:
L \  =  (0).</i +  d \2.q2 +  •••• +  dik.qK
having ^  =  1 — qi — Q2 — — 1) we will have:
L \  — dp. =  (—d\k)-q\  +  (di2 — d ik ).q2 +  • l) — dik)-Q k-i
and in  general case:
L i  — dik =  (d u  — dik)-qi +  ••• +  (—d^)*<Zi +  ... +  {di(k-i) ~  d n j -q k -1
T h e  only way to  keep the  rank  of L i  for any value of q and  i is th e  case th a t  all 
coefficients of qi will be zero w hen * /  I, w hich means: d u  — d ik , d{2 =  dik,—
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In  o ther words the  d istance m easurem ent L j  is a function  of the  posterio r p rob­
ability  vector q and  the  H am m ing distance of th is row to all o ther rows. If we 
want to  have a  decision ru le  like th e  Bayesian one, we need th e  case in which L j  
is a  m onotonic function of ju s t  <&, so we b e tte r  make all the  o ther variables fixed. 
T his m eans having a  code w ith  th e  sam e distance between all pairs:
£ $ = i  I Zij  -  Zifa =  M  for any i ,1
which means:
L i  =  M / Y J i f r i  9i)\  
if a  sofm axing stage has been used, we will have
£ «  = 1
so
qi - 1 -  q%
an d  :
Li =  M .( 1 -  qi) (4.3)
T his m eans, as expected, in  th is  fram ework, L i  has a  sim ple linear re lationship  
w ith  q. In  o ther words, in  fact th is  fram ework provides an  a lternative  way to 
estim ate th e  posterior p robab ility  q in  which the  sensitivity  to  noise (error) is 
reduced.
R a th er th a n  estim ating  q directly, the  system  estim ates super-class m em bership 
probability. In  th is estim ation  problem  classes are m ore seprable so th e  effect 
of noise is less. T hen  in  reconstruction  the  final estim ation  will be  m ade. T he 
decision boundary  of such a  system  is based on th e  Bayesian decision rules:
A r g M a x f lq i )  =  A r g  M i n / L i )
Here we can find the  second condition  for a  good code:
h a v in g  e q u i-d is ta n c e  b e tw e e n  a l l  p a i r s  o f  r o w s
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4 .2 .3  A n a ly sis  o f  variance red u ctio n
To show how E C O C  can reduce th e  variance of prediction, let us suppose th a t  
the  j t h  local expert prediction( y j)  has an  unbiased error ej w ith  th e  variance of 
o T he com posite classifier perform ance will be affected by th e  variance of error 
of L-i ( o f )  w hich is re la ted  to  th e  error of experts. From  equation  3.1, since Z {j 
is determ inistic  for a  certa in  code m atrix , having one of th e  values of “1” or “0” , 
asum ing th e  error of each expert is independen t, we can conclude:
b
V a r ( e f ) =  V a r ( E eJ) (4.4)
i= l
= f i E T X T
j= l  j =1
where £ ( .)  is th e  expected value operato r. Since we assum e th a t erro r has the 
m ean value of zero, the  second te rm  will be removed.
= £ ( i > P 2 + £ ( +  * £<«?)>
3—1 l / j
So
V a r (e f ')  =  E X '  +  E  E  C ov{e{, e f)
3=1 1/3
To com pare variance in E C O C  w ith  o ther m ethods such as m ulti-class networks, 
we consider the  case in which th e  p robab ility  can be found from  th e  distance 
directly.
Let all experts have the  sam e variance o y an d  th e  covariance betw een any pair 
of experts error is p .o y . We will have:
Vra r (e f )  =  boy +  b{b — l ) p .o y 
=  b<jy ( 1 +  (b — l)p )
From  equation  4.3 we can estim ate th e  p robab ility  of class m em bership:
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so the  variance of error of th is estim ation  is:
V a r ( e f )  =  V a r ( ^ )
f l c o c  =  2^ 0- +  (b ~  fap)  (4 -5)
T his equation says th a t th e  variance of E C O C  can be affected by:
1. T he precision of local experts (cry). Using m ore precise experts will reduce 
th e  variance of EC O C .
2. Code word(row) separation  will decrease the  variance of fram ework by the 
factor of ( M 2/b).
3. C olum n selection which appears as th e  factor p.
T his conclusion is com pletely in  agreem ent w ith  our conditions to  select a  code 
word.
4 .2 .4  T h e effect o f  b ias
We have seen th a t the  d istance m easurem ent is th e  seed of decision m aking 
(equation 3.1 Li =  J2j=i j%ij ~ VjD- Here Zjj is zero or one, now if in the 
o u tp u t of the estim ator (tra ined  learning m achine) all th e  m em bers of first super­
class are below .5 and  all p a tte rn s  belong in  second super-class have an  o u tp u t 
m ore th an  .5, th is  m easurem ent will be fair, because the  d istance between the 
bound(threshold) from  any of th e  values is th e  same.
Consider the  point (a;) which is ju s t  on the  b oundary  of these classes (probability  
of belonging to  these classes is equal), Suppose in the  learning m achine which 
builds all base classifiers, th e  b ound  betw een two super-classes (Threshold of in­
ferring stage) is m ore th an  .5 (e.g. .6). If  we had  used a “hard-level” combining, 
th is  would be solved by ju s t  a  shift in th reshold  level b u t in  th is framework,
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n atu ra lly  there  is a bias for th e  code words which have m ore “1” , because the 
d istance of “1” to the  threshold  is less th en  th e  threshold  of “0” . So if th e  num ber 
of “l ”s in  j t h  row is m ore th a n  zth, th e  Lj  will be less th a n  Lj, even if qi — qi, 
as we supposed.
T he only way to  prevent such a  problem  is to use a  code w ith  equal num ber of 
“F s  in  all code words.
To shed light on th is  problem  let us have an  example:
4 .2 .5  E xam p le
Consider a  th ree  class problem . A sam ple x  is a common po in t of all th e  classes, 
so th e  posterior p robability  vector will be: q =  [.33, .33, .33]T .
we use a  code z to  represent these classes:
z l  =
1 0 
0 1 
0 1
In  decom position stage, th e  precise values of th e  posterior p robab ility  of super­
class m em bership can be found as:
p  =  z l T  x q so y =  p  =  [.33, .66, .66, .33]T
it m eans th e  distance vector is L — [2 ,1 .6 6 ,1.68]r . System  assigns x  to  second 
class. T his is due to  reconstruction  error.
Now assum e th a t our estim ato r has a  bias in estim ation, for exam ple it adds a 
fixed value to  all the  values: y — p  =  [.43, .76, .76, .43]T
and  if we find the  d istance betw een y  and  code words, we will have: L =  
[2 ,1 .86 ,1.48]T which m eans system  assign x  to  T h ird  class!
In this example, it is obvious that:
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1. In  b o th  cases assigning is wrong, in first case reconstruction  error has oc­
curred.
2. In  second case th e  effect of b ias in  base classifier causes ano th er error.
Now consider ano ther code
z2  =
in th is code the  distance betw een code words are different b lit the  num ber of “l ”s 
is the sam e and  the  d istance betw een y  and  code words in b o th  cases (w ithout bias 
and  w ith  bias) are: L =  [2,2,1.34]. I t  m eans th a t  the  reconstruction  error exists, 
because system  will assign x  to  th ird  class, b u t the  bias lias m ore effect (distance 
of classes are the  sam e).
In  th ird  case, we use an  equi-distance code:
z3  —
1 1 
1 0 
0 1
In  th is  code th e  d istance betw een any pair of code words is equal, and  the  num ­
ber of “l ”s is the  sam e in all code words, so y  =  p  =  [.66, .66, .66]T and  the 
d istance vector of two cases are L I  =  [1.34,1.34,1.34] and  L2 =  [1.24,1.24,1.24] 
respectively. It shows th a t there  is no reconstruction  error( because th ree  classes 
have the  sam e distances and  th e  bias does no t effect decision m aking as well.
One in teresting point is th e  fact th a t  in th ird  case (equi-distance code) th e  num ber 
of ‘T ’s is the  sam e, (bu t no t vice versa), now is there any re la tionsh ip  between 
them ?
4.2.5.1 Unbiased m easurem ent in Equi-distance code
Let Z be a  equi-distance code m atrix  in which:
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U?=i \z u ~  z ji\ — M  for any p a ir of i and  j 
having a look a t tru th  table, for any b in ary  variable a and  6, we know th a t:
|a — b\ =  a +  b — 2ab 
so for two rows («th and  jth) we will have:
b b b
X  Z u  +  X  Zfl  -  2 X  Zil-Zjl  =  M  (4-6)
1=1 1=1 1=1
For (ith  and  K th ) rows:
b b b
y ^ + y Z H - 2 y Z i , . J H =  M  (4.7)
(=1 (=1 1=1
and  for ( j th  and  K th ) rows also:
b b b
Y / Z jl + ' £ z k, - 2 ' £ Z j l .Z k, =  M  (4.8)
1=1 1=1 1=1
su b trac tin g  equations 4.6,4.8:
b b b b
X  Z u  ~ ' £ z kl =  2 ( X  Z a .Z j ,  -  X  Zkl-Z j ,)  (4.9)
1=1 1=1 1=1 1=1
where 52i=i z il is th e  num ber of “T s  in  ?‘th  row, and  Y 4 - I  z il-z jl is th e  num ber 
of com m on “l ”s between two rows.
Let us divide b its upon  the  “T s  an d ”0”s of j t h  row, for exam ple E { ji}  Z i  be the
num ber of “l ”s in  «th row w here corresponding b its in  jth row are “1” . E quation
4.9 can be rew ritten  as follows:
X  Z i + X  Z i  -  X  Z k  -  X  Zk  = 2 X  Zi -  2 X  Zk  (4.10)
{ji} W  {ji}  L'o) {ji} {ji}
X  ^  +  X  Z i  -  X  Z* -  X  Zk  =  2 X  -  2 X  Z k  (4.11)
bo} {ji} {jo} {ji} {ji} {ji}
or:
71
Chapter 4. Reconstruction in Error Correcting O utput Code
Y J z i - Y i z i =  (4 -12)
fio} L U  L°> LU
T he num ber of different b its  betw een i th  and  j  th  pair( H am m ing distance) is
sum  of the  positions in  w hich th e  b it is “1” in «th row b u t “0” in  th e  j  th  one, 
and  vice versa. O n th e  o ther h and  in an  equi-distance code we have the  sam e 
distance between k t h  and  j  rows, so:
E 2 ;  +  E z i =  E z I  +  E z ‘  (4-i3)
L U  L'o} LU  L'0}
sub trac ting  4.12 an d  4.13 we will have:
'£(Z'i + Zi) = '£ ( z i* + z k)(4-14)
L H  m
b u t Y j i ( z i  +  Z i )  =  Y a - i  Z u -Z j i  and  since i, j  and  k  are dum m y variable: 
b b b
E  Z U'Z jl =  E  Z kl'Z jl — E  Z kTZ il — m  (4-15)
1-1 l—l 1=1
where m  is num ber of com m on b its in code word. Com bining 4.9 and  4.15 :
b b b
Y ,Z u = Y ,Z kl = = n(4'16)
1=1 1=1 1=1
So for a equi-distance m atrix  th e  num ber of cT ’s in  different rows are the  same, 
which m eans th is code provide an  unbiased m easurem ent in EC O C . Furtherm ore 
the  num ber of com m on ‘T ’s between any pa ir of rows is the  same.
4.2.5.2 Considerations in code generation
Code generation m ethods which came from  inform ation theory  can not provide 
equal distance betw een all rows and  we have to  search to  find rows w ith  equal
distance. T his search is not easy for longer codes, and  th is is why it has been said
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th a t  equi-distance codes can not be useful practically  ([37]). K nowing th e  fact 
th a t  in  equi-distance code all rows have the  sam e num ber of “1” can be a  great 
help in th is problem . To find an  equi-distance code, the only th ings we should 
do are:
1. G enerating a  code w ith  enough d istance between code words by using one 
of th e  m ethods we have m entioned in  chapter 3.
2. C ounting the  num ber of “l ”s in all rows
3. Selecting a  set of rows having th e  sam e num ber of “l ”s.
T his approach is m uch easier in  com parision w ith  searching for equal distance 
code words.
4 .2 .6  L abel se lec tio n  d ilem m a: C ircular E C O C
One m ajor weak po in t of m entioned technique(EC O C ) is th e  fact th a t  the code 
selection is com pletely independent of th e  problem . It is obvious th a t  th e  error 
is dependent on the  separab ility  of different classes. In  a ce rta in  problem  the 
probab ility  of confusing betw een classes is not equal. For exam ple th e  probability  
of confusing th e  num ber” 4” w ith  “9” is higher th an  w ith  “5” . So in code selection 
it is im p o rtan t to  have g reater d istance between the  labels of m ore overlapped 
classes b u t we increase th e  d istance betw een all cases.
In  a  certain  code, th is problem  exists as well. How should we select labels (code 
words) for different classes? T his division can be based on separab ility  m easure­
m ent of classes (e.g.M ahalonobis distance) b u t this problem  re la tes to  a  tem plate  
m atching  in a  very high dim ensional space and  practically  unsolved. O ne possi­
ble alternative  to  reduce th e  sensitiv ity  of error to  code word selection is using 
different labels of a  code for any class.
In  such an  approach we use two stages of combining, w ith  an  ensem ble whose 
com ponents are com posite classifiers m ade by m odular m ethod  of E C O C .
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Having a  code m atrix  Z  w ith  k  codewords th e  algorithm  can be explained as 
follows:
C i r c u l a r  E C O C  A l g o r i t h m
F o r  a n y  c la s s  n ,  n  =  1 ...fc :
•  produce Z n by shifting th e  rows of Z  (n-1) times.
•T ra in  base as original EC O C
•  A pply tes t p a tte rn s  (a;) to  find th e  distance:
I 'm  — £ ^ ;  Qr £ 5 = i  IZ nij  — Z n ij )\
F i n d  d i s t a n c e  m e a s u r e m e n t  for each class by averaging its  distances:
L i  =  £ £ n = i  L ni 
A s s i g n  x  to  class w ith  m inim um  L{
In  th is approach all th e  code words have been used as labels of each class to  reduce 
th e  sensitiv ity  to  code w ord selection. F urtherm ore th is approach provides the  
o p p ortun ity  to  rep ea t th e  tra in in g  (pertu rb ing) by th e  sam e tra in in g  set, feature 
set and  learning m achine b u t different labelling.
4.3 Centroid of classes
In  E C O C  labels are used no t only as desired o u tp u t of tra in ing  phase b u t also 
as representative of classes in d istance m easurem ents. In  th is way for p a tte rn s  
which belong to  first superclass th e  o u tp u t can be between .5 to  1 b u t we com pare 
them  w ith  “1” . If  we assum e th a t o u tp u ts  of all m em bers of a certa in  class sca tte r 
around  a  centre, it seems reasonable to  choose th is  centre as representa tive of th is 
class and  use it to  find th e  d istance m easurem ent.
For exam ple consider th a t  we w ant to  classify six p a tte rn s  w ith  given probabilities
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p a tte rn  No. 1 2 3 4 5 6
tru e  assign 3 3 2 2 1 1
E C O C  assign 2 2 2 2 2 2
C entroid , assign 3 3 2 2 3 1
Table 4.1: A ssignm ent tab le  of EC O C  and  C entroid m ethod
as follows:
.22 .30 .38
.20 .30 .40
.30 .37 .33
.31 .36 .33
.37 .36 .27
.38 .35 .27
We use z l  to  m ake E C O C  an d  centroid fram eworks to  solve th is problem :
1 0 1 0
z l  = 0 1 0 0
0 1 1 1
the  resu lts of E C O C  and  centroid m ethods are given in tab le  4.1 w hich indicate 
th a t th is concept can reduce some p a rts  of error in  classification. Having a certain  
code m atrix  Z ,th e  algorithm  ([37]) is as follows:
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C e n t r o i d  A l g o r i t h m
I n  t r a i n i n g :
•  T ra in  b experts as it  is done E C O C  algorithm
* For each class i:
*A pply tra in ing  sam ple of th is class (I — 1,2, ..n)
to all experts ( j  =  1 ,2 ,. . .b) to  make an o u tp u t m atrix :
Pn P12 ... Pib
V i =
_ Pnl ............ Pnb _
where each row belongs to  one of p a tte rn s
* Make an  average (or m edian) of each colum n to  m ake a centroid
for th is class:
Ci =  \pil Pi2 ... Pib]
I n  t e s t  ( a p p l i c a t i o n ) :
•  I n  i n f e r r i n g :
* Apply the new p a tte rn  x  to  all experts to  make an  o u tp u t:
Y  =  h i  V2 -  lib]
•  F o r  d e c i s i o n  m a k i n g :
*For any class i:
* find th e  d istance betw een the  o u tp u t Y  and  th e  representative
of th is class Ci :
£ i =  E ? = 1 | c {j — Vj\
* Assign th e  p a tte rn  x  to  class its corresponded distance.
is m inim um .
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4.4 Least squares ECOC
As noted before(3.2), decom position of a  m ulti-class classification problem  into 
b inary  sub-problem s can be in terp re ted  as transferring  th e  original o u tp u t q to  
ano ther space p. In  M atrix  form  we will have:
p  =  Z T  .q j = l . . .b
Having y3 (the estim ation  of posterior p robab ility  p j  provided by j t h  expert), 
th is m atrix  equation  can be solved to  find an  estim ation  of class m em bership 
probabilities q and  th en  the  Bayesian decision ru le  can be used for assigning. 
Here there  are two m ain  points:
•  Z T  is no t a square m atrix .
•  In  general, base classifiers will no t produce correct probability  and  some 
errors will exist:
V j ~  52 i—i  Z i j .q i  +  a y .
A n a tu ra l unbiased solution for such a problem  is based on using l e a s t  s q u a r e  
m ethod w hich m eans finding the  q which m inim ises a  cost function such as:
R y  =  Y . U < = r . P M - p i f -
B ut £}=1 a ]  =  E $=1 (y j  -  E i l  Z i j - i i f
T he optim um  poin t will be:
5* =  ( Z . Z T ) ~ 1.Z .y  (4.17)
Having a certain  code m atrix  Z , we can define our classification algorithm  as
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follows:
L e a s t  S q u a r e s  E C O C  A l g o r i t h m
I n  t r a i n i n g :
•Define superclasses based on the  sequence of “l ”s and  “0”s in each 
coulum n of code m atrix
•T ra in  b b inary  classifiers (base expert) based on defined superclasses 
I n  i n f e r r i n g :
•A pply  th e  new p a tte rn  x  to  all classifier to m akt th e  o u tp u t vetor:
y  = [2/1, i/2,.y&]
F o r  d e c i s i o n  m a k i n g :
•E stim ate  th e  class m em bership p robability  by solving the  following 
m atrix  equation  (equation 4.17):
________________________ q =  ( Z . Z T ) - K Z . y _______________________________
T his m ethod  will prevent occurrence of reconstruction  error regardless of choosing 
Z .  T he only condition is to  have a  code in such a way th a t equation 4.17 has a  
solution ( Z Z T  is not singular).
I t  m eans th a t having a  precise estim ation  of p  (perfect b inary  experts), we will 
find th e  q precisely. B u t in  the  presence of noise the  sensitiv ity  of solution to  the  
code m atrix  is im portan t.
In  E C O C  th e  elem ents of Z  is “0” or “1” , so th e  elem ents of A  =  Z Z T  are: 
aij =  Y i = i  zu z i j ,  are all non negative. Some tim es th is m atrix  is singular, for 
exam ple when:
1. all elem ents of the  i t h  row are “0” (zu — 0 f o r  a n y  I) , elem ents of 
(an f o r  all I) will be zero.
2. two rows (or colum ns) are equal in  Z ,  which cause two rows in  A  will be 
equal.
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4.4 .1  Error co n sid era tion  for cod e se lec tin g
For any certa in  Z ,  th is  solution will m inim ise the  R y , (sum  of squares error of 
y), now the  question is:
“which Z will m inim ise the  square error of q ( R q)7”
In  o ther words, each Z  m atrix  will m ake a  transfo rm ation  from  q space into y 
space in  which optim um  q for m inim ising error of y  is given by equation  4.17, b u t 
is there  a transfo rm ation  in w hich we can m inim isei?y and R q sim ultaneously? To 
answer th is question we should find th e  re la tionsh ip  betw een R q and  R y .
In  m atrix  forms R y  can be shown as follows:
R y =  { y -  y ) T -(y -  y)
=  y T y  -  2y T .y  +  y T y
and since y  — Z T .q:
R y =  qT . Z Z T .q -  2qT . Z Z T .q +  qT . Z Z T .q (4.18)
At first glance it seems th a t if Z Z T  be an  iden tity  m atrix .
R y  — m . I . ( q T .q -  2qT .q +  qT .q)
—  m . I . R q
where m  is a  constan t and  I is iden tity  m atrix .
T his case does no t in terest us m uch because for a  code m atrix  w ith  elem ents of 
“l ”s, “0”s, th e  only possible case is to  have a  u n ita ry  m atrix  for Z .  O therw ise 
non diagonal elem ents will not be zero.
For th is case ( one-per-class) th e  length  of code words ju s t equals th e  num ber of 
classes which lim its th e  num ber of repetitions of train ing . M any o ther m atrices 
have exhib ited  b e tte r  perform ance as we will see in next chapter.
4.4.1.1 M atrix in form of ?ni * 1 +  n i l
Suppose that A  = Z Z T can be written in the above form:
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di j  —
n  if i= j 
m  otherw ise
(4.19)
which means:
A  =
m  m n
now we are going to  calculate th e  last te rm  in equation  4.18. Let B  =  A .q  —
n  m  - - - m r i
Qi
m  n  - - - m
B  =
. qk .m  m  - - - n
w here : bi =  nqi +  Yi^i m -Ql , we know th a t  Y i+ i171-Ql — m(l ~  Qi)- I t  means: 
bi =  (n  — m )q i  +  m  and:
1
1rHCr?
1
m
qT . Z Z T .q =  [qiq2 ---qk]- j +  [qiQ2  ' '  • qk}- •
1
1Cr*i m
qT . Z Z T .q — (n  — m ) .q T q -f m  (4.20)
th rough the  sam e p a th  for the  second an d  first term s in  equation  4.18:
—2 qT  . Z Z T .q =  —2 (n  — m ) .q T q — 2 m
and:
qT  . Z Z T  .q =  —2 (n  — m j . q 1 q  +  to
A sim ple su b stitu tio n  in equation  4.18 will make: 
R y =  ( m  — n ) . R q (4.21)
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which means:
f o r  a  m a t r i x  w i t h  t h e  f o r m  o f  m * l + n l ,  u s i n g  e q u a t i o n  4 - J I f  w e  c a n  
m i n i m i s e  s u m  s q u a r e s  e r r o r  o f  b o th  q a n d  y  s i m u l t a n e o u s l y .
Now we are ready to ask ano ther question:
“ w hat k ind of m atrix  (Z )  has such a  p ro p e rty  ”?
4 .4 .2  E q u i-d istan ce  co d e
Suppose th a t Z  is a m atrix  w ith  b in ary  (1 and  0) elements (code m atrix ) and  for 
elem ents of A  =  Z . Z T  we have:
X  rr  J L  I n i if  i—j
A ij =  ' £ z u z l j  =  ' £ z ilZ j l =  \
1 = 1  1 = 1  I rriij otherw ise
where =  Y a =i  Zfi is th e  num ber of “T s  in «th row, and  m ij  =  Zil-Zji
is th e  num ber of com m on “T s  betw een i th  and  j t h  rows.
I t  is clear th a t  Z  can be our choice if:
n i  — n  for any i
m i j  =  m  for any pair of i, j
We have shown before th a t  for equi-distance m atrix  the  num ber of “T s  in all 
rows is th e  same, furtherm ore th e  num ber of com m on “T s  betw een any pair of 
rows are th e  sam e(equations 4.15 an d  4.16 in section 4.2). I t means:
using an equi-distance code m atrix in least squares ECOC the sum  
squares error o f local estim ators(y) and global estim ation(y) are min­
im ised sim ultaneously.
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4.5 Analytic approach to estimate probabilities from 
distance measurement
B oth  distance m easurem ent L j  in original E C O C , and  probability  estim ation  q in 
least squares, are calculated  from th e  experts o u tp u t p. I t  can be useful to  find 
their re la tionsh ip  directly. I t  is useful no t only because in  some real application 
we m ay need them  in different p a rts  of problem , b u t also to und erstan d  their 
behaviours. For exam ple it can be useful to  com pare th e  com posite system  error 
to  th e  com ponent errors.
We have seen th a t there  is a relationship  betw een th e  values of th e  o u tp u t p  and  
the  real probability , and  code m atrix  elem ents (recalling equation 4.2):
__ b
i s  =  E « -
H i j= l
T he inner sum m ation  is th e  Ham m ing distance between pair rows of i and  I. Since 
th e  H am m ing d istance of a  row from  itself is zero, we can change the  equation  as 
follows:
k b
L i  — Y  qt . Y  I Z ij  -  Zij\  f o r  i =  1,2, ..fc (4.22)
1=1 j= l
T his set of equation can be rew ritten  in m atrix  form:
L  =  V x q  (4.23)
where the elem ents of V ,  (dp) represent th e  H am m ing distance betw een the  pair 
rows of i and  I:
du ~  i  I Z { j  — Z i j  |
and L  — [ l i ,L 2, ■■■■Lk]T  is the  vector of d istance m easurem ent of the  o u tp u t //(an 
estim ation  of super class m em bership) from  th e  label of classes.
All th e  elem ents of V  have non negative values so it is no t a singular m atrix  and
th e  equation  has always a  solution to  provide an  estim ate for q
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q =  x L  (4.24)
One advantage of th is m ethod  is th e  fact th a t  th e  elem ents of V  are not “1” or
“0” , so th is m atrix  is less likely to  be singular th a n  Z Z T .
N ote w hen we use equi-distance code m atrix , th is  fram ework is exactly  the  same
as original EC O C , b u t for o ther code words it is different.
A n a l y t i c  a p p r o a c h  t o  f i n d  p r o b a b i l i t i e s  
f r o m  d i s t a n c e  m e a s u r e m e n t s
I n  t r a i n i n g :
•F ine  the distance m atrix  V  in  such a  way th a t
du —  Yj=i I%ij ~ zlj\
•T ra in  b base classifier based on superclasses defined by colum ns of Z  
I n  i n f e r r i n g
•A pply ing  new p a tte rn  x , find th e  o u tp u t of all experts:
V =  b l ,  2/2,-. 4/d 
•F in d  th e  d istance of th e  o u tp u t vector to  all labels:
Ii =  Ej=i \zij ~ yj\ for 2 =  1,2,..., k
f o r  d e c i s i o n  m a k i n g :
•  Solve m atrix  equation  (equation 4.24):
q =  V ~ l  x I
•  Assign x  to  the  class w hich its corresponded probability  is m axim um
4.6 Linear combining of estimate probabilities
As we have seen before in E C O C , for a  given inpu t x  we will have the  o u tp u t 
vector y  =  [y i,y2, ...y&] which is an  estim ation  of superclass m em bership p  =
83
Chapter 4. Reconstruction in Error Correcting O utput Code
[p i,P 2, -Pb]' A lthough least squares an d  analy tic  approach give us the  ability  to  
estim ate th e  probab ility  of class m em bership q — [qi7q2, ■•%]> hi m any cases we 
are in terested  in  estim ating  th is probab ility  as a  linear function of y  which means:
b
& =  E  W ij-y j  f ° r  * =  1» 2, —& (4.25)
3= 1
where
T ,bj= i  w ij =  1 f or  * =  1 ,2 ,...,  k.
T he problem  is to  find th e  weighting factor m atrix  W:
w n  w 12 Wlb
w ki  ... w h  _
where each row of th is m atrix  belongs to  one of classes.
T here are different m ethods to  choose th e  weighting m atrix  W  as we explained 
in section 2.3. b u t a t first glance it seems th a t  th is  will not lead us to  a  solution, 
R ath er th an  estim ating  a k  dim ensional vector q, we need to  having estim ate  of 
a k  x b m a trix  W , which seems a m ore difficult problem . B ut practically  it would 
be based on the  way we use to  do this.
One sim ple approach is from  the  view of conditional probability.
T he probab ility  of p a tte rn  x  belonging to  class i can be found by sim ple averaging 
over all th e  conditional p robabilities of x  belonging to  class i and  (for example) 
first super classes defined by colum ns of code m atrix (P conij. (x)):
1 b
Qi (x ) =  ^ E  Pconij (x )
3=1
We can decom pose Pconij (x)  into two term s:
1. T he  p robab ility  of x  belonging to  first superclass
2. T h e  probab ility  of the  m em bers of first superclass belonging to  class i
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To find the  above term s we should note th a t:
•  T he j  th  expert has already provided th e  first item  (yj  which is an  estim ation  
of p j) .
•  T he second item  can be found by a  sim ple assum ption  which is acceptable 
in any generalisation problem .
If  th e  d is trib u tio n  of tra in ing  and  te s t p a tte rn s  are th e  sam e we can found 
th e  second item  by counting th e  num ber of tra in ing  sam ples which belongs 
to  b o th  th e  i t h  class and  first superclass of sub-problem  defined by th e  j  
column.
T he elem ents of th e  weighting factors m atrix  can be found by norm alising the  
num bers of each class in first super class of different partition ing . T he m ain 
reason to  use such a  m ethod to  find th e  w eighting factors is its sim plicity th a t  
make it p ractical particu la rly  for longer code m atrices. O n the  o ther han d  for 
longer code m atrices, the  norm alising procedure is m ore precise so it can im prove 
perform ance in th is  way. One advantage of such an  approach is the  fact th a t  here 
our com bining fram ew ork (reconstruction) will be affected by tra in ing  sam ples.
In  all previous m ethods of E C O C  (except centroid relatively) neither decom po­
sition nor reconstruction  are affected by th e  problem . In  o ther words we were 
not concerned w ith  th is problem , w hen we designed the  system . I t  could be a 
critical dis-advantage if th e  problem  is unusual. For exam ple w hen th e  num ber 
of p a tte rn s  in  different classes is highly different, or th e  overlap betw een some 
classes is m uch m ore th a n  o thers.
L inear com bining of estim ates can com pensate p a r ts  of th is shortcom ing w hen 
the  num ber of p a tte rn s  in each class is n o t th e  sam e. T his is due to  th e  fact th a t  
tra in ing  sam ples (representing some inform ation  abou t the  problem ) affect the
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w eighting factors and  change th e  behaviour of com posite classifier.
L i n e a r  e s t i m a t i n g  A l g o r i t h m
I n  t r a i n i n g
•T ra in  b b inary  classifier based on superclasses defined by code m atrix  Z  
•F in d  the num ber of p a tte rn  in  each class i which belongs to  first 
super class define by j  colum n of Z
•  Norm alise all th e  num bers in each class to  make them  as probability  
values to m ake th e  weighting factors m atrix  W
W u  W12 w i b
W  =
Wfci ™kh
I n  i n f e r r i n g
•A pplying new p a tte rn  x , find th e  o u tp u t of all experts:
y  =  [ y i , y 2 , ^ y b ]
F o r  d e c is io n  m a k i n g :
•E stim ate  probably  of class m em bership i as a  linear com bination 
( weighted averaging) of th e  probab ility  of all first super classes 
(the following form ula):
Qi — £$=1 yj-Wij f o r  i =  1 , 2 , k  
•A ssign x  to  the  class w hich corresponded probability  is m axim um
4.7 Dempster-Shafer mechanism
T h e theory  of evidence com bining has been in troduced by G lean Shafer in 1976. 
T his theory  is th e  basis of a  m athem atica l fram ework to  represent and  solve 
problem s involving uncertain ty . T h is  theory  is m ostly used in  knowledge-based
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expert system , because m any o ther existence techniques in such system s cannot 
deal w ith  uncertainty.
On th e  o ther h and  th is theory  can be assum ed as a generalised form  of Bayesian 
statistics. So it can be used in problem s w hich deal w ith  probabilities. As we have 
shown in  E C O C , the  final solution should be found by com bining th e  probabilities 
estim ated  by b inary  experts, so th is  technique seems capable of doing th is  task.
T he m ain poin t here is th e  fact th a t  all base classifiers are b inary  and  we assum e 
there  is no uncertain ty  in their resu lts, so com bining their resu lts need sim ple 
procedure. Let us shed light on th is  idea by an  example:
4 .7 .1  A n  exam p le  on  a p p lica tio n  o f  D em p ster-S h afer  th eo ry  in  
E C O C
C onsider our previous th ree  class problem  in which we w ant to  assign three 
sam ples w ith  the  tru e  probability  of class m em berships given as follows:
c lass p a t t e r n ! p a t t e r n 2 p a t te rn 's
1 0.3 0.4* 0.3
2 0.5* 0.25 0.15
3 0.2 0.35 0.55*
T he class nom inated  by Bayesian classifier is m arked by (*):
We use z l  to  decom pose th e  problem  into  th ree  b inary  problem s:
z l  =
1 1 
1 0 
0 1
Based on z l ,  for first b inary  classifier, first super-class is m ade by m em bers of 
class 1 and  2 while second super class contains m em bers of class 3. T h is  can be 
done for all o ther colum ns as well. T he  exact value ou tp u ts  of b in ary  classifiers
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can be found by adding th e  probabilities:
p a t t e r n e x p e r t l e x p e r t2 e x p e r t s
1 0.8 0.65 0.45
2 0.5 0.75 0.85
3 0.7 0.6 0.7
Now having the  o u tp u t of perfect base classifiers, and  decom position m atrix  code 
z l  we will combine these o u tp u ts  one by one to  achieve final assignm ent.
As an  exam ple for the  first p a tte rn :
1. S ta rtin g  w ith  the  first colum n, th e  probab ility  of belonging to  class (‘l ’o r’2’) 
is 80 % and  to  class ’3’, is 20%.
2. T he  inform ation of second colum n can be added according to  th e  following 
table:
( '1 7 2 ')
%80
('3 ')
%20
( '1 7 3 ') ('1 ') ('3 ')
%65 %52 %13
('2 ') ('2 ') (0)
%35 %28 %7
In  th is  tab le  the  sequence of classes defined by the  decom position m atrix , 
is com pared to find th e  com m on sub-sequences. For exam ple the  com m on 
p a r t  of (T ,’2’) an d  (T ’,’3’) is ( T ) ,  and  its  probability  (m ass function) of 
th is sequence is th e  p ro d u c t (.6 5 x .8 —.52). If  a  sequence appears m ore th an  
once the  probabilities are cum ulated , and  for th e  case th a t  the com m on p a rt 
is 0 corresponding m ass function should no t be considered and  o ther m ass 
functions should be norm alised. In  general m ass functions can be found 
from  the  following formulas:
m ( A )  =  J7><{ Y  m i ( X ) x m fa v ))
X H Y = A
(4.26)
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where K  is th e  norm alising factor:
K  =  1 - X  ™ i W x i » i ( s )  (4-27)
x:ny=0
3. A pplying th e  th ird  colum n, we will have:
C l') ('2 ') ('3 ')
%55.91 %30.11 %13.98
( '2 7  3') 0 ('2 ') ('3 ')
%70 %39.14 %21.08 %9.79
( T ) ( '! ') 0 0
%30 %16.77 %9.03 %4.19
the  fourt ti colum n
C l') ('2 ') ('3 ')
%35.2 %44.25 %20.55
('3 ') 0 0 ('30
%20 %7.04 %8.85 %4.11
C l', 2) C l') ('2 ') 0
%80 %28.16 %35.4 %16.44
T he final m ass function of these classes afte r norm alising is: [0.4161 0.5231 0.6.07]. 
I t  m eans th a t  class ’2’ will be assigned by com posite classifier w hich is th e  
correct one. th e  sam e procedure leads to  correct assignm ent for th e  second 
and th ird  p a tte rn s  as well.
T here are two m ore advantages for th is  framework:
1. In  th is  fram e work it is possible to  apply  th e  uncertainty, for exam ple if 
we use o ther decom posing m ethods (like pairw ise coupling) in which a  given 
p a tte rn  can belong to the  first class, th e  second one or non of them , th is 
fram ework can deal w ith  th is inform ation.
2. If  we have some inform ation abou t th e  reliab ility  of resu lts of b inary  clas­
sifiers th is fram ew ork can use them  to  im prove perform ance.
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D e m p s t e r - S h a f e r  A l g o r i t h m  f o r  E C O C
I n  t r a i n i n g
•  T rain  b b inary  experts  based on sub-problem s defind by colum ns of Z  
I n  i n f e r r i n g
•  A pply given p a tte rn #  to  all experts to  m ake the  o u tp u t vector:
y  =  [yi,y2,..y&]T
•  Set A i as the  set of “l ”s in  first colum n
• Set m ass function  of first expert m i(A i)  =  [yi 1 — yi]
•  U ntill the “b ”th  column:
* Set A2 as th e  set of “l ”s in  th e  “j ” th  colum n
* Set m ass function  of j t h  expert m 2(A2) =  [yj 1 — yf]
* Com bine th e  th e  m ass functions by o r th o g o n a l  s u m m a t io n
m (A 12) =  L  x (E r f in /l2=rf12 m \ ( A i )  x m 2(A2)) 
where K  is th e  norm alising factor:
K  =  1 -  E A inrf2=0 m i(A i)  x ?n2(A2)
* Set A i = [A i 2] and  ? n i(A i)= m (A i2)
F o r  d e c i s i o n  m a k i n g
•  Assign x  to  class w ith  m axim um  corresponding m ass function
4.8 Summary of chapter
In  th is chapter we reviewed th e  problem  of com bining the  results of sub-problem s, 
of EC O C . P roviding a  quick review of previous works some shortcom ings of them  
were:
1. T he relationsh ip  betw een d istance m easurem ent an d  class scores in EC O C  
was no t found.
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2. Code generation m ethods are not concerned w ith reconstruction  of scores.
3. T here was no theoretical fram ew ork to  evaluate th is m ethod.
4. For alternative com bining fram ew ork like least squares, it was no t clear 
w hat is the  condition set for a  good code.
W h a t we have repo rted  in  th is  chap te r is:
1. In troducing  a  fram ework to  explain  the  relationship  betw een scores and  
distances in  ECO C; w hich leads us to:
(a) New condition set for code selection(equi-distance codes) (section 4.2)
(b) A p ractical technique to  select code w ords(section 4.2.5.2)
(c) A com plete fram ework for erro r analysis (sections 4.2.2, 4.2.3 an d  4.2.4)
(d) A new fram ework to  im prove E C O C  perform ance w ith  any code(section 
4.2.6)
2. F inding  the  condition set of good code for least squares m ethod  (section 
4.4.2)
3. In troducing  the  evidence com bining fram ew ork for E C O C  com ponents(section
4.7)
In  chap ter 5, we experim entally  show th e  effect of different codes on different 
com bining frameworks w ith  the  in ten tion  of determ ining how th e  strateg ies de­
veloped in th is chapter can change th e  perform ance of th is technique.
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C h a p t e r  5
Some Experimental Examples
5.1 Introduction
A fter presenting some theoretical analysis of previous works on EC O C  in sections
4.2, we concluded th a t  their m ain  shortcom ing is the  fact th a t  they  are not 
concerned w ith  reconstruction  of soft-level in form ation (scores). We can therefore 
m ake th e  following com m ents:
1. In  code selection th e  m ain  consideration has been row and  colum n sepa­
ra tio n  [15, 16] which is based on inform ation  theoretic concept or sim ply 
recom m ending random  code to  provide su itab le condition for a sim ple error 
analysis [3 7].
2. I t  is no t clearly explained how code selection will affect the  final perfor­
mance. T his is m ainly due to  lack of theory  in error analysis in  E C O C  
which is a m odular com bining m ethod .
3. Two m ain developm ents for E C O C  have been:
(a) L east-squares m ethods in  w hich soft-level inform ation will be recon­
structed . B u t th e  effect of decom position (code) m atrix  in  its  perfor­
m ance has no t been investigated[44].
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(b) S u bstitu tion  (discussed in  4.1.1)w hich is essentially an  equivalent to  
EC O C  in which an  estim ation  of class m em bership will be m ade in­
dependently  using some weights for each expert o u tp u t. T hen  using a  
sim ple averaging a  final estim ation  can be found. T he  error analysis 
can cover th e  class estim ation  an d  not expert ou tpu ts .
We have provided a  theoretical fram ew ork which explains th e  relationship  be­
tween final scores and d istance m easurem ents in  EC O C . T his leads us to  suggest 
th a t:
1. New condition set for code selection in E C O C  (using equi-distance codes) 
can provide :
(a) Zero reconstruction  error (section 5.2.1.3)
(b) M inim um  bias effect (section 5.2.1.4)
(c) An estim ation  of final variance (section 5.3)
2. E qui-distance code can optim ise th e  perform ance of least-squares error (sections 
5.2.1.5, 5.2.1.4 an d  5.2.1.3)
3. C ircular p ertu rb in g  can im prove th e  perform ance of EC O C  for any code 
(section 5.2.1.7)
4. New com bining fram eworks (solving m atrix  equation and  using D em pster- 
shafer m echanism  can com bine th e  b in ary  expert o u tp u ts  (sections 5.2.1.5,
5.2.1.4 and  5.2.1.3 )
Now we provide some experim ents to  dem onstra te  th a t  these novel ideas do in 
fact lead to  im proved perform ance for artificial and  real data .
5 .1 .1  B en ch m ark  con sid era tion s
In  m any cases, evaluation of th e  techniques th a t  we suggest for im proving p er­
form ance is not analytically  easy (or even possible). In  these cases a  popu lar
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approach to  evaluate th e  m ethod is to  te s t it over some problem , and  to  com­
pare  its perform ance w ith  existing benchm arks. B enchm arks are artificial or real 
problem s for which the  resu lts of various m ethods are available.
T here  are some poin ts to  no te ab o u t these benchm arks:
1. It would be desirable to  have a  ta rg e t an d  then  show how close our design 
is to  th is  goal as reference. In  m ost cases there  is no known reference or 
ideal perform ance for the  problem . A lthough for posterior p robability  based 
classifiers, th e  Bayesian classifier is th e  best one, its im plem entation  is not 
necessarily easy for m any problem s.
2. In  m any cases a  com parison w ith  curren t m ethods is used to  evolve a  new 
technique; and  if the  m ethod exhibits b e tte r  perform ance on a  few exam ples, 
it is regarded  as acceptable. B u t we m ay ask: how m uch b e tte r  an d  over how 
m any sam ples? A lthough there  is no universal theoretical crite ria  for th is 
purpose, significance  tes t is a p o p u lar approach. Having the  ra te  of error 
(percentage) of previous m ethod  e l  over certain  num ber of te s t sam ples N , 
th e  significance param eter can be calculated  from  an  experim ental formula: 
S  =  y / e l . ( l  — e l)/iV , If  th e  error ra te  of new design is less th a n  e l  — S ,  
th is design is acceptable [13].
3. E valuation  o f different designs is m ostly  based on average ra te  of error which 
is no t useful to  investigate the  behaviour of system  in different p a rts  of inpu t 
space. In  som e reported  works th e  perform ance over certain  p artitio n s of 
problem  is needed. For exam ple error ra te  over the  m em bers of a  certain  
class ([74] can be used in  designing th e  com biner. V isualising th e  decision 
boun d ary  of a  classifier can be very useful b u t for m ulti-dim ensional in p u t 
is not p ractical. To investigate th e  po in ts we have m entioned in previous 
chap ter we have designed a  two dim ensional problem  in order to  visualise 
th e  decision boundaries.
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5.2 Experiments in ECOC
In  th is p a r t our goal is to  investigate th e  role of following item s in affecting 
perform ance:
1. Different com bining techniques which were in troduced  in chapter 4.
2. Effect of code m atrices w ith  different properties on different p a r ts  of error, 
particu larly :
(a) R econstruction  error
(b) V ariance of b in ary  estim ators
(c) Bias
It is obvious th a t  th e  erro r of system  relates to  learning m achine an d  train ing  
procedure, b u t our discussion has been general in previous chapter, so we should 
try  to  have experim ents in  which the  effect of tra in in g  is under control. In  
o ther words, here we w ant to  evaluate ju s t th e  above m entioned points, so we do 
no t w ant to  be involved w ith  th e  effect of learning m achine in  our experim ent. 
Therefore we use Bayesian b inary  classifiers as experts. To sim ulate the  effect of 
im perfect learning, G aussian  noise w ith  certain  bias and  variance will be added.
5.2 .1  In trod u cin g  an  artific ia l ben ch m ark
We introduce an  artificial benchm ark in which we can find the  resu lt of Bayesian 
classifier as reference and  visualise th e  decision boundaries to  show th e  behaviour 
of EC O C . It is helpful to  u n d erstan d  the  behaviour of com posite system  in  m im ­
icking the Bayesian classifier.
Consider five groups of two dim ensional random  vectors having norm al d istribu­
tion  as:
P(x\°i) =  2 ^ exp^ X-2<rf  ^ f°r i =  1'2' 5
w ith  param eters given in  tab le  5.1.
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class Cl c2 c3 C4 C5
Pi (mean) [0,0] [3,0] [0,5] [7,0] [0,9]
o f ( variance) 1 4 9 25 64
Table 5.1: D istribu tion  param ete r of d a ta  used artificial benchm ark
Having a  set of pa tte rn s  consisting of equal num ber of p a tte rn s  from  each group, 
our goal is to  classify them .
5.2 .1 .1  B ase  classifiers
Here our base classifiers are no t m ade by train ing , b u t using the  param eters 
from  tab le 5.1 we will ju s t find th e  posterio r probability  of class (or super-class) 
m em bership for each sam ple. Using equal num ber of p a tte rn s  from  each group 
for test set (equal p rio r p robab ility  for classes); Bayesian decision ru le  says:
assign x  -+ Wj i f  P(wj\x)  =  ArgMaxi(P (c i \x)
where P(c{\x) is the posterio r p robab ility  of class m em bership for class Cj, and 
can be found by the  Bayesian formula:
P (c i \x )  =  p(t w (C<)
W here P (c i)  is the  prior p robab ility  of class i  and  p (x )  is th e  sam e for all classes 
(because of equal num ber of sam ples), so th e  decision rule can be changed:
assign x  —»■ c* i f  p(^'ici) =  ArgMaxi(p(x\c) )
T he Bayesian decision boundaries of different classes in  th is problem  are shown 
in figure 5.1.
To sim ulate th e  behaviour of th e  system , G aussian  and  uniform  random  d a ta  w ith  
different param eters will be added  to  th e  o u tp u t of experts. For a  fair com parison 
betw een different m ethods, th e  noise for each code m atrix  is p roduced  once and 
is used in  all reconstruction  m ethods.
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Figure 5.1: decision boundaries of multi-class Bayesian classifier 
5.2.1.2 Selection of code m atrix
To find a code with desired properties, we have used BCH method.
As mentioned before (section 4.2) error correcting capability is due to difference 
between labels, using an exhaustive search, codewords with equal number of “1 ” 
which have the same distance with each others are picked up to build our code 
matrices (04,(76,(77).
The following code matrices are in this experiment:
C l: a 5 x 5 unitary matrix( one per class which is very similar to normal classi­
fication)
C2: a 5 x 7 matrix with randomly chosen binary elements
C3: a 5 x 7 BCH code matrix with minimum distance of 3 bits between any pair 
of rows(l bit error correction capability), but the distance is not the same in all 
cases
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C4: a 5 x 7 BCH code matrix with equal distance of 4 bits between any pair of 
rows(l bit error correction capability)
C5: a 5 x 15 matrix with randomly chosen elements
C6: a 5 x 15 BCH code matrix with equal distance of 8  bits between any pair of 
rows(3 bit error correction capability)
C7: a 5 x 31 BCH code matrix with equal distance of 16 bits between any pair 
of rows (7 bit error correction capability)
Columns with all “0” or “1” element have been removed because they seems 
useless from classification viewpoint for stable classifiers. Only in C7 code matrix 
complementary columns (which might appear to be useless in classification) exist 
in order to test this statement.
5.2.1.3 R econstruction error
In first step we attempt to investigate reconstruction error in different combining 
methods. Here we assume that our binary experts are perfect classifiers, so we 
expect the behaviour to be like Bayesian classifier from composite system. We 
have used 5000 patterns (1000 sample from each group) for testing and the rate 
of correct classification for Bayesian classifier is 74.28%. The rate of matching for 
different methods( original ECOC, Centroid, Least squares, Analytic approach, 
Linear estimating and Dempster-Shafer mechanism) with Bayesian classifier are 
presented in table 5.2.
Analysis:
1. Methods of least squares and analytical solution for finding the probabilities 
has no reconstruction error for any code matrix. It means that for very low 
rate of errors, they provide better performance.
2. Equi-distance code matrices (C1,C4,C6,C7) provide zero reconstruction 
error for ECOC, and linear estimation.
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
Code ECOC Cent. L. Squares Analytic Linear estim. Demps.
C l 1 0 0 . 0 0 98.46 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0
C2 97.56 97.32 1 0 0 . 0 0 1 0 0 . 0 0 92.76 97.56
C3 97.30 97.32 1 0 0 . 0 0 1 0 0 . 0 0 94.86 97.30
C4 1 0 0 . 0 0 98.40 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0
C5 97.08 97.00 1 0 0 . 0 0 1 0 0 . 0 0 94.08 97.16
C6 1 0 0 . 0 0 98.74 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 99.98
C7 1 0 0 . 0 0 98.50 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 99.98
Table 5.2: matching rate (%) of different methods with Bayesian classifier when 
there is no noise
3. Reconstruction error for non equi-distance code matrices in ECOC is lower 
than linear estimation because in these cases, the sequence of wl ”s in dif­
ferent rows is not the same, and when we normalise the counted patterns 
of first super-classes, they will vary in different labels.
4. The amount of reconstruction error is related to the diversity of distance 
between rows, for example in C2 this distance is between 2 and 6 , in C3 it 
is 3 or 4 and in C5 it is between 3 and 11. This is why the reconstruction 
error in C3 is lower and for C5 it is higher.
5.2.1.4 Effect o f com m on error (biased m easurem ent) in experts
To investigate the concept of biased distance measurement, we have added a 
fixed value (.5) to the normalised output of all binary experts. In this case the 
rate of correct classification for Bayesian classifier is 72.08%, rate of matching for 
different combining methods with Bayesian classifier are shown in table 5.3.
Analysis
1. Equi-distance code matrices which have the same number of “1” in all 
rows provide very low rate for methods of ECOC, least squares, analytical
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
Code ECOC Cent. L. Squares Analytic Linear estim. Demps.
C l 1 0 0 . 0 0 58.96 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0
C2 53.88 49.08 8 6 . 8 8 63.90 74.68 57.66
C3 83.06 49.74 31.52 51.30 97.24 96.14
C4 98.64 76.72 98.64 98.64 98.64 94.40
C5 87.50 73.26 88.30 75.22 95.24 92.68
C6 1 0 0 . 0 0 86.08 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 91.82
C7 1 0 0 . 0 0 80.38 1 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0 91.82
Table 5.3: matching rate(%) of different methods with Bayesian classifier in the 
presence of Gaussian noise with mean of .5 and zero variance
solution and linear estimation. But there is no guarantee to remove this 
error completely. Linear estimation shows the best performance in these 
circumstances followed by ECOC. This fact can be explained as follows:
In distance based methods( ECOC, centroid, and Analytic approach) a bias 
in y directly affects L, so if this effect is not the same for all classes, (non- 
equi-distance codes) it will cause some error and least squares essentially 
has been driven with the assumption that unbiased estimation are provided 
by experts. In linear estimation on the other hand, the effect of bias will 
be reduced by a normalising procedure.
2 . Centroid seems to be more sensitive to bias. This is because the fact that 
in these circumstances an average output of experts can not make a model 
of distribution of patterns in various classes, so centroids found by simple 
averaging, are not suitable representatives of classes.
3. C3 in which the number of “l ”s in rows are 3 and 4 provide better per­
formance for ECOC but for linear estimation C3 looks better (the number 
of “l ”s in rows is between 5 to 7). This leads us to the idea that for 
longer random codes, where the probability of “0 ” and “1 ” is the same, and 
normalised variance of distance between code words merged decreases, the
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
Code ECOC Cent. L. Squers Analytic Linear estim. Demps.
C l 57.66 52.10 57.74 57.48 57.74 56.52
C2 65.74 62.86 59.98 62.72 56.60 59.30
C3 66.40 62.66 60.30 61.12 64.90 61.74
C4 69.04 66.46 69.04 69.02 69.04 63.02
C5 78.72 78.24 76.02 76.78 76.66 60.92
C6 82.78 80.80 82.78 82.78 82.78 58.90
C7 89.50 88.38 89.50 89.50 89.50 43.58
Table 5.4: matching rate (%) of different methods with Bayesian classifier in the 
presence of Gaussian noise with mean of zero and variance of .5
effect of code selection will be reduced.
5.2.1.5 Effect o f variance
Adding Gaussian noise with variance of .5 and zero bias, the performance of 
Bayesian classifier is 71.82% while the rate of matching for our methods are 
presented in table 5.4.
Analysis
1. For equi-distance code results of ECOC, analytic approach and linear es­
timation we obtain almost the same performance. This fact has been ob­
served in other experiments as well and can give us these points:
(a) The distance measurement Li, calculated in ECOC (section 4.2) has 
a simple linear relationship with probability estimated in analytic ap­
proach qi (section 4.5). So in fact there is same classification procedure 
in these two frameworks.
(b) Least squares method can reach the performance of other methods 
when it minimise the least squares of q, (equi-distance codes) but not 
in other cases.
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
Code ECOC Cent. L. Squares Analytic Linear estim. Demps.
C l 56.98 47.44 57.22 56.92 57.22 53.88
C2 64.52 63.20 59.30 61.02 55.84 57.54
C3 65.46 61.54 55.04 58.58 64.76 57.50
C4 69.30 66.58 69.22 69.30 69.32 62.30
C5 77.84 75.24 75.28 74.18 76.58 53.20
C6 80.80 77.78 80.80 80.80 80.80 51.60
C7 89.54 87.34 89.54 89.54 89.54 37.04
Table 5.5: matching rate (%) of different methods with Bayesian classifier in the 
presence of Gaussian noise with the mean of . 2  and the variance of .5
2. With the same number of columns, equi-distance codes have better perfor­
mance (comparison of C2,C3and C4, orC5 and C6 ) in all these techniques. 
It seems that in this problem, equi-distance codes provide more separable 
transformation for classes.
3. For a 5 class problem, there are 25 =  32 different cases, removing the all 
“1” and all “1” cases and considering 14 pairs of complementary sequences, 
the number of independent columns which can be used in classifier training 
is 14. Although the number of independent columns in C6  and C7 are the 
same, the results of C7 are significantly better than C6  in all cases(except 
Dempster-Shafer). This fact can be explained as a result of variance re­
duction in averaging. For Dempster-Shafer method the complementary 
columns provide opposite evidences so they can not be useful.
5.2 .1 . 6  General cases
As the last example consider the case that noise is Gaussian with mean of .2 and 
variance of .5. The rate of Bayesian classifier is 71.88% and the matching rates 
of different methods are shown in table 5.5
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C h a p t e r  5 . S o m e  E x p e r i m e n t a l  E x a m p l e s
o C l C2 C3 C4 C5 C6 C7
0 94.00
96.60
91.60
99.00
87.20
99.00
97.80
98.80
94.60
97.80
97.20
98.80
99.20
98.80
.25 66.80
94.00
83.60
96.60
82.00
97.80
87.20
97.00
88.80
96.40
92.60
98.20
92.80
97.60
.5 49.60
93.40
60.20
95.80
60.80
97.80
61.40
96.60
72.60
96.40
77.20
98.00
86.80
98.60
.75 36.80
84.80
47.00
94.00
45.60
90.80
50.80
92.80
59.60
96.20
62.80
96.60
77.00
95.60
Table 5.6: Comparison of Centroid and circular centroid (second rows) in the 
presence of Gaussian noise (a=.5, mean of .2)
5.2.1.7 Circular ECOC
As noted before for distance based methods(ECOC and Centroid), circular per­
turbing can lead to better error reduction by reducing the sensitivity to the code 
word selection and providing the possibility to repeat the training procedure re­
sulting in lower variance.
To investigate this concept we applied this algorithm to 10000 samples of this 
problem. The noise which is added to the outputs is kept fixed in all steps of the 
algorithm so error reduction can not be due to simple repeating.
The rate of matching the result of Centroid and circular Centroid are given in 
table 5.6. and for ECOC and circular ECOC in table 5.7.
As it has been shown clearly this perturbing can improve the performance signif­
icantly.
Probability based methods can not benefit for this algorithm as it has been shown 
in table 5.8 for least squares method as an example.
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
cr C l C2 C3 C4 C5 C6 C7
0 1 0 0 . 0 0
1 0 0 . 0 0
91.80
99.00
92.60
99.80
1 0 0 . 0 0
1 0 0 . 0 0
0.97.20
0.99.80
1 .0 0 . 0 0
1 .0 0 . 0 0
1 .0 0 . 0 0
1 .0 0 . 0 0
.25 8.560
1 0 0 . 0 0
83.80
98.40
85.40
99.40
91.00
1 0 0 . 0 0
91.20
99.40
93.40
1 0 0 . 0 0
95.80
99.80
.5 59.80
99.80
63.80
99.40
63.60
99.20
6 6 . 2 0
99.80
77.00
99.80
81.00
99.80
89.80
1 0 0 . 0 0
.75 46.60
99.80
48.60
99.20
48.60
99.00
54.60
99.20
60.40
99.20
64.80
99.40
79.20
99.00
Table 5.7: Comparison of ECOC and circular ECOC(second rows) in the presence 
of Gaussian noise (<r=.5, mean of .2 )
5.3 Variance reduction
The aim of this experiment is to exhibit the application of variance analysis (sec­
tion 4.2, equation 4.5). To show the effect of ECOC on final variance, we have 
considered an ECOC framework using an equi-distance code (C4) in decomposi­
tion stage:
1 1 1 0 0 1 0
1 1 0 0 1 0 1
0 0 1 0 1 1 1
0 1 1 1 0 0 1
1 0 0 1 0 1 1
In this code the number of columns (b) is 7 and Hamming distance between any 
pair of rows is 4. In this experiment, we apply 100 patterns from each class 
to Bayesian binary experts; and add Gaussian noise with zero mean and fixed 
variance.
The variance of soft-level error of base classifiers are:
ov =  [.029 .0263 .0293 .0273 .0230 .0205], dy = .028
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
<T C l C2 C3 C4 C5 C6 C7
0 1 0 0 . 0 0
1 0 0 . 0 0
94.44
90.84
99.10
99.48
1 0 0 . 0 0
0 0 . 0 0
97.74
97.68
1 0 0 . 0 0
1 0 0 . 0 0
1 0 0 . 0 0
1 0 0 . 0 0
.25 83.54
83.88
23.76
23.76
86.18
87.68
90.60
90.76
92.40
91.88
94.18
94.12
95.94
96.50
.5 56.28
57.26
50.38
52.74
62.80
62.76
69.00
69.90
75.18
71.96
80.96
82.16
89.96
89.08
.75 43.62
44.12
41.92
41.66
49.00
49.06
52.66
52.84
60.88
56.40
65.56
65.36
79.06
78.68
Table 5.8: Comparison of least squares and circular least squares (second rows) 
in the presence of Gaussian noise (cr—.5, mean of .2 )
First let us estimate the final variance using the equation 4.5:
olcoc -  +  (b ~  fa p )
Considering the fact that the covariance of error between any two columns is zero 
make p — 0, and cr|C0C =  ^.0283 =  .0123.
Now we can find the distance measurements, and estimate the posterior proba­
bility:
Lj =  M.(l -  qi) or qi = 1 -
Comparing this output with the precise values of posterior probabilities we can 
find the real value of variance:
flcoc = [-0132 .0113 .0111 .0139 .0132] ofcoc =  .0125 
which is very close to the estimated value.
In practical cases the problem is to estimate the covariance between the error of 
base classifiers.
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5.4 Visualising decision boundaries
Visualising decision boundaries has been our main motivation to design this 
benchmark because it can show the behaviour of classifier in different parts of 
input space.
For understanding the difference between one-per-class and ECOC in decompo­
sition we consider C l and C4 codes and decision boundaries of super classes 
defined by them which are shown in figure 5.2(a) and 5.3(a) respectively.
Comparing these figures with figure 5.1, boundary provided by a multi-class clas­
sifier we can extract the following points:
1. In multi-class classifier, all the boundaries should be learned at once. But 
when the problem is decomposed, some parts of boundaries should be 
learned by individual classifiers. Figure 5.2(a) and 5.3(a) show that the 
decision boundaries in the latter case is simpler.
2. In one-per-class (Figure 5.2) each part of boundary is learned twice but 
in distributed code with higher number of columns (like ECOC) each part 
may be learned more times as it is shown in figure 5.3.
3. Figures 5.2(b) and 5.3(b) shows the mechanism of reconstruction in ECOC 
for no noise condition. It seems that lower number of columns can con­
struct the whole decision boundary. In fact for a 5 class problem it can be 
accomplished by just 3 bits. But in the presence of noise (figures 5.4(a) and 
5.4(b)) more columns provide better performance.
4. Figure 5.5 compares the boundaries of ECOC and circular ECOC. in which 
the boundary made by circular ECOC seems much more precise than ECOC. 
It is completely with agreement with the the results of table 5.7.
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(a)
-2 0  0 20 -2 0  0 20 -2 0  0 20
(b)
Figure 5.2: Decision boundaries of Cl (a) individual boundaries (b) composite 
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(a)
(b)
Figure 5.3: Decision boundaries of C4 (a) individual boundaries (b) composite 
boundaries
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Figure 5.4: Decision boundaries of ECOC in the presence of Gaussian noise with 
sigma=.25 (a) Cl (b) C4
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E C O C  sigma=.25
(a)
circu lar E C O C  sigma=.25
(b)
Figure 5.5: Decision boundaries in the presence of Gaussian noise with sigma—.25
(a) ECOC (b) circular ECOC
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5.5 Experiments with real problems with MLP
Feed-forward neural networks such as multi layer perception and Radial basis 
functions have exhibited the following characteristics in many classification appli­
cations. They are not sensitive to noise, have the capability of parallel processing 
and do not need many different kinds of pre processing stages. Furthermore in 
many cases complex networks can exhibit a generalisation which can hardly be 
bettered by combining. The only unsolved problems are selecting the parameters 
and regularisation particularly for problems which need complex network. Using 
simpler network in a composite system is an alternative approach .
For practical experiments, we have used simple multi layer perceptron with one 
hidden layer including very low number of nodes to solve some popular classifi­
cation problems The specification of problems can be found in table 5.9. At first 
each problem is solved by direct method( using a single network with multi-class 
output). Because of shortage in number of samples each problem has been solve 
with different splits and the mean and standard deviation of correct classification 
rates are presented in table 5.10(6 th column). The results of ECOC with differ­
ent code and combining methods can be found in tables which mentioned in 7th 
column 1).
5 .5 .1  R an d om  C odes perform an ce
In long random codes the average distance between codewords which provides the 
error correcting capability is increased. On the other hand in this case codeword 
length can have any value. Here we are going to find the performance of ECOC 
with random codes over these data bases. To show the effect of experts, their 
performance over binary sub-problems (standard deviation of correct classifica­
tion rates) and final performance of ECOC and circular ECOC are presented in 
table 5.17. each problem has been solved 10 time to get more reliable results.
1 Thanks to UCI Machine Learning repository
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data base tot. samp. Features classes
car 1728 6 4
cmc 1473 9 3
gaus5 1 0 0 0 2 5
glass 214 9 6
iris 150 4 3
segment. 2310 19 7
vehicle 846 18 4
zoo 1 0 1 18 7
Table 5.9: Databases used in this experiment
Data classes tr. samp. ts. samp. hid. nods S. net rate/std(%) table
zoo 7 50 51 1 49.02/7.07 5.11
car 4 50 1678 1 69.98/.19 5.12
vehicle 4 350 496 5 23.45/1.54 5.13
glass 6 1 0 0 114 2 31.58/3.16 5.14
satel. 6 1 0 0 0 5435 2 22.53/17 .27 5.15
gaus5 5 2 0 0 800 2 46.4/28.46 5.16
Table 5.10: Specification of problems
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C h a p t e r  5 .  S o m e  E x p e r i m e n t a l  E x a m p l e s
code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 7 89.54
5.9903
89.54
5.9903
89.54
5.9903
89.54
5.9903
89.54
5.9903
89.54
5.9903
random 7 77.78
13.9110
77.78
13.9110
75.82
13.7721
43.14
6.7924
46.41
4.5282
77.12
11.8190
BCH 7 88.89
6.3030
88.89
6.3030
86.27
5.1877
84.97
2.2641
88.89
6.3030
88.89
6.8860
eq-BCH 7 86.27
8.9854
86.27
8.9854
86.27
8.9854
86.27
8.9854
86.27
8.9854
84.97
10.7992
random 15 94.77
2.9951
94.77
2.9951
94.12
3.3962
94.12
3.3962
77.12
9.6723
94.77
2.9951
eq-BCH 15 93.46
2.9951
93.46
2.9951
93.46
2.9951
93.46
2.9951
93.46
2.9951
92.81
4.0817
Table 5.11: Results (average classification rate on 10 independent run and stan­
dard deviation) of different methods of reconstruction and different codes over 
“zoo” data base.
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code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 4 72.15
4.83
72.15
4.83
72.15
4.83
72.15
4.83
72.15
4.83
72.15
4.83
random 7 73.60
0.93
73.60
0.93
73.14
0.84
72.63
1.21
38.99
27.42
73.60
0.70
BCH 7 72.96
3.62
72.96
3.62
72.11
2.86
71.99
2.79
72.96
3.70
73.00
3.69
eq-BCH 7 74.16
3.70
74.16
3.70
74.16
3.70
74.16
3.70
74.16
3.70
74.06
3.32
random 15 74.33
2.35
74.33
2.35
74.41
2.31
74.55
2.39
71.22
0.81
74.24
1.52
eq-BCH 15 72.79
2.65
72.79
2.65
72.79
2.65
72.79
2.65
72.79
2.65
74.81
2.78
Table 5.12: Results (average classification rate on 10 independent run and stan­
dard deviation)of different methods of reconstruction and different codes over 
“car” data base.
code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 4 62.77
8.65
62.77
8.65
62.77
8.65
62.77
8.65
62.77
8.65
62.77
8.65
random 7 66.94
4.42
66.94
4.42
67.41
4.86
61.22
5.54
67.20
3.44
68-35
2.33
BCH 7 53.02
14.90
53.02
14.90
58.74
13.99
57.12
15.33
54.23
16.97
51.88
21.90
eq-BCH 7 69.15
5.62
69.15
5.62
69.15
5.62
69.15
5.62
69.15
5.62
68.48
4.96
random 15 73.32
2.78
73.32
2.78
73.72
2.92
73.72
3.82
68.88
4.51
73.86
2.52
eq-BCH 15 75.34
1.81
75.34
1.81
75.34
1.81
75.34
1.81
75.34
1.81
76.21
1.65
Table 5.13: Results (average classification rate on 10 independent run and stan­
dard deviation)of different methods of reconstruction and different codes over 
“vehicle” data base.
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code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 7 58.77
11.40
58.77
11.40
58.77
11.40
58.77
11.40
58.77
11.40
58.77
11.40
random 7 48.54
11.90
48.54
11.90
47.08
13.93
30.41
13.3
19.01
9.64
48.83
13.16
BCH 7 38.30
6.22
38.30
6.22
39.18
3.51
39.18
3.54
37.13
6.22
38.30
6.22
eq-BCH 7 52.63
9.48
52.63
9.48
5263
9.48
52.63
9.48
52.63
9.48
53.22
10.24
random 15 59.94
4.83
59.94
4.83
60.53
4.01
59.94
2.53
59.65
4.64
58.77
3.16
eq-BCH 15 52.92
4.14
52.92
4.14
52.92
4.14
52.92
4.14
52.92
4.14
59.65
3.16
Table 5.14: Results (average and standard deviation of classification rate on 10 
independent run) of different methods of reconstruction and different codes over 
“glass” data base.
code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 7 65.05
17.29
65.05
17.29
65.05
17.29
65.05
17.29
65.05
17.29
65.05
17.29
random 7 80.29
6.915
80.29
6.915
48.73
4.88
23.91
2.30
41.67
7.77
79.85
1.27
BCH 7 70.06
10.42
70.06
10.42
68.94
10.92
62.67
6.96
65.48
10.71
73.39
8.08
eq-BCH 7 69.48
3.88
69.48
3.88
69.48
3.88
69.48
3.88
69.48
3.88
72.33
4.01
random 15 77.74
4.31
77.74
4.31
77.56
5.04
77.74
4.98
76.94
2.08
78.17
3.98
eq-BCH 15 80.43
1.73
80.43
1.73
80.43
1.73
80.43
1.73
80.43
1.73
80.64
1.67
Table 5.15: Results (average and standard deviation of classification rate on 10 
independent run) of different methods of reconstruction and different codes over 
“satellite” data base.
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code bit number ECOC Cent. Analytic L. sqrs Linear Demsp.
O-P-C 7 65.47
1.70
65.47
1.70
65.47
1.70
65.47
1.70
65.47
1.70
65.47
1.70
random 7 61.90
8.64
61.90
8.64
64.15
5.34
61.76
3.63
52.96
5.47
62.42
5.61
BCH 7 63.10
6.6851
63.10
6.6851
62.28
7.0741
62.56
5.8713
61.03
5.6883
63.07
6.7900
eq-BCH 7 65.22
1.46
65.22
1.468
65.22
1.46
65.22
1.46
65.22
1.46
65.15
0.63
random 15 62.92
4.66
62.92
4.66
62.76
5.57
63.13
5.39
64.47
5.02
62.99
4.15
eq-BCH 15 68.41
1.73
68.41
1.73
68.41
1.73
68.41
1.73
68.41
1.73
68.24
1.33
Table 5.16: Results (average and standard deviation of classification rate on 10 
independent run)of different methods of reconstruction and different codes over 
“Ganssian5” data base.
Results in table 5.9 and 5.17 clearly show that both original and circular algo­
rithm can improve the performance of classification. This improvement in circular 
ECOC is significantly greater in all cases (significance test given in section 5.1.1 
thresholds are(%): car 77.67; cmc 51.08; gaus5 67.6 ; glass 54.6 ; iris 85.41; 
segmentation 79.13; vehicle 71.44; zoo 92.58). On the other hand in original 
ECOC performance is more sensitive to the code matrix (compare the results in 
each row in table 5.9). Furthermore, using a simple network in this framework, 
instead of a single but more complex network which perhaps can exhibit compa­
rable performance, we have by-passed the problems of parameter selection and 
regularisation. This is critical particularly in automatic algorithms where less 
interaction with designer is important.
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data base tr. samp h.nds cols. single Orig. Circ
car 1 0 0 1 15 75.43
4.82
77.25
3.98
78.37
3.43
cmc 1 0 0 1 15 44.8
7.37
49.5
4.3
51.5
4.15
gaus5 2 0 0 2 15 62.95
7
67.27
1.37
67.9
1.24
glass 1 0 0 2 15 47.37
11.27
53.56
2.03
56.14
4.18
iris 50 1 15 79.8
27.88
84.9
14.45
95.4
2.27
segment. 2 0 0 1 50 44.12
19.33
78.84
5.84
85.15
2.92
vehicle 350 5 15 56.82
9.94
70.67
4.83
74.17
4.01
zoo 51 1 15 70.4
14.01
92.2
4.26
94.4
2.95
Table 5.17: Mean and standard devision of correct classification rate of MLP 
with given number of hidden nodes with ECOC and circular ECOC
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5.6 Summary of chapter
In this chapter using some real and artificial benchmarks, we have proposed to 
investigate three subjects:
1. Behaviour of ECOC in decomposition and reconstruction with various code 
matrices, with different levels of bias and variance
2 . Comparison of original ECOC with ECOC using other combining methods 
introduced in sections 4.3,4.4,4.5,4.6  and 4.7.
3. Evaluating our variance analysis (section 5.3)
We have designed an artificial problem in which it is possible to find the behaviour 
of Bayesian classifier and other classifiers both in performance and visualising 
the decision boundaries. Such a problem gives us the opportunity to decompose 
different parts of error and investigate the effect of different combining methods 
and code matrices.
The results on some popular real classification data bases as well as our artificial 
benchmark indicate that:
1. For original ECOC using an equi-distance matrix can minimise the re­
construction error (table 5.2) and the effect of biased distance measure­
ment (table 5.3).
For least-square method, equi-distance code can provide better performance 
as well (tables 5.2, 5.3, 5.4 and 5.5).
2 . Circular ECOC, a novel technique introduced in section 4.2.6, can improve 
the performance of distance based methods like original and centroid ECOC 
(table 5.7).
3. The final variance in original ECOC with equi-distance code is function of 
codeword separation and column selection(section 5.3). So the next step
1 1 8
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to improve code selection is to investigate the effect of columns on the 
covariance of their error.
4. Estimation of final scores (probabilities) can provide acceptable performance 
(tables 5.2, 5.3 5.4 and 5.5). So they can be considered as alternatives of 
original distance based method.
5. Dempster-Shafer mechanism can be used to combine the results of local ex­
perts (tables 5.2, 5.3 5.4 and 5.5). This technique opens up a new possibility 
to solve multi-class problems involving uncertainty.
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C hapter 6
Fusing E C O C  w ith  oth er  
m eth od s
6.1 Introduction
In chapters 3 and 4 we have explained ECOC concept and its source of effective­
ness in improving the performance of classification. In chapter 5 we demonstrated 
experimentally on artificial and real data that theoretical points in chapter 4 are 
effective. However the data sets in chapter 5 are relatively small. Now we consider 
a more realistic problem with huge data set. There are some problems which are 
not suitable for ECOC:
1. ECOC can not improve the performance of dichotomons problems. In other 
words, binary classifiers can not be improved by this algorithm. This is 
because of the fact that the main procedure of this algorithm is to reduce 
the complexity of learning by mapping the multi-class problem into a few 
binary sub-problems and this can not happen for binary problems.
2. If the complexity of problem is not due to number of classes (for example 
involve large feature set), it is hardly possible to improve the performance 
significantly by converting it into a few dichotomous sub-problems.
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On the other hand, one of the main advantages of ECOC is the fact that it does 
not need high number of training samples. This is because:
1. Subproblems in ECOC are less complex, and usually the learning machine 
has lower number of free parameters to set in training. As an example 
in neural networks, based on experimental criteria it is desirable that the 
number of training samples be ten times number of inner connections [28]. 
Fewer output nodes causes fewer connections and fewer required training 
samples.
2. While in many combining methods the use of different samples in training 
set is the main technique to make diverse experts, subproblems in ECOC 
use the same training set.
These points indicate that the shortcomings of ECOC can be compensated by 
adopting an appropriate procedure for designing the binary experts by:
1 . Input decomposition for lowering the required complexity of experts.
Representing a pattern with a high number of features will cause problems 
such as curse of dimensionality. There are few methods to escape such a 
trap by manipulating the input features:
(a) Selecting more important patterns for a single classifier (feature se­
lection). The main weak point of this method is the fact that some 
valuable parts of information can be missed by removing some features.
(b) Using an ensemble of experts each one using different feature sets and 
trained individually, then combining the results (for example [71]). 
The main problem of this approach is the fact that there is no guar­
antee that sub-sets can provide acceptable and diverse results.
(c) Decomposing the feature set and using them as input to local experts 
but they will be trained together.
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We concentrate on decomposition of feature set for use in a multi-net sys­
tem. The main idea is to train local networks as the component of a modular 
composite system simultaneously. This idea has been used in some methods 
which are based on divide and conquer strategy. For example in “mixture 
of experts” [35] local experts are trained together but with different sam­
ples. Here all the experts use the same training samples but with different 
representation. Introducing a multi-network system with local back propa­
gation algorithm we will show that this system can be useful in learning of 
problems involving huge feature sets.
2. Improving the performance of binary classifiers can be achieved by using 
ensemble methods especially Boosting.
In [62] Schapire explain that one of the difficulties of AdaBoost is the fact 
that this algorithm is essentially designed for binary systems. Although 
methods have been introduce to use this algorithm for multi-class systems, 
Schapire believes that “the hybrid system he suggest (a fusion between 
ECOC and AdaBoost) may be significantly faster and require less pro­
gramming efforts in creating the base learning algorithm”. In this new 
algorithm in each iteration, both training set and defined super classes will 
be changed. One possible short coming of this suggestion is the fact that in 
this way, it is possible that the number of training samples is not enough 
to train base classifiers. We have suggest an algorithm in which for a cer­
tain defined super classes (any column in code matrix) AdaBoost is used 
to reinforced the local experts learning.
In this chapter first we will explain these ideas and then will provide some exper­
imental evidence to show effectiveness of these methods for a complex problem 
with a huge feature set.
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6.2 Input decomposition
From the viewpoint of neural networks, relationship between desired output and 
input (features), should be learned and recorded as connection weights in training 
phase. In this viewpoint training is a search in the space of weights. Higher 
number of connections means more difficult search.
If some features have a special relation together and have some common prop­
erties that the others do not, it means some information can be extracted from 
these features (and not necessarily from all). So only a certain part of feature 
set is needed to train the network in training phase or provide the output in test 
phase. Otherwise the whole set is needed but if the features includes relatively 
independent information, for example they are from different position of an im­
age, some weights which connect them to next layer will be negligible or zero. 
Although for a network with high number of nodes and good learning procedure 
theoretically we suppose that the network will find all relations and record them 
in their weights (even those which are zero), in practice training such a network 
is not easy. In these circumstances focusing on local relationship between fea­
tures which means ignoring some connections in advance, can be more effective, 
because:
1. For quadratic problems the derivation of cost function with respect to the 
weight vector will be too complex (other kinds of search like Genetic search 
or exhaustive search will have their difficulties as well).
2 . A complex relation between cost function and weights vector may cause 
many local minima which causes difficulties in training. It needs more care 
in choosing learning parameters.
3. The required number of training example will increase as a function of 
number of connections. For example an experimental heuristic suggests a 
ten fold value for back propagation [28].
These facts led us to use a feature set decomposition in order to reduce the
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number of inner connections. The problem we may face comes from the fact 
that in general the output of each local network is insufficient for solving the 
original problem. Using simple combining methods such as order statistics, linear 
combining and voting hardly benefits us, because the outputs are essentially from 
different types. Combining the output from different types could possible use 
ranked based methods ( [30]), only if each output were capable for giving the final 
answer.
6.2 .1  L ocal error back p rop agation
The approach we suggest to solve such a problem is to use a network in which the 
values of some weights have been chosen in advance (say zero for example), so 
the search problem in training is simpler. Such a technique is shown in figure 6.1. 
In such a structure the original feature set X  is divided into three subsets 51,52  
and 53 each one is applied to one of local networks, N1,N2 or N3. The outputs 
of these networks will combined in a weighted averaging structure to provide the 
final output. The local weights as well as weighting factors which are used in 
combining can be found by methods like error back propagation.
To show this method we have used a data set(“optdigits”) with feature set of 64 
features that is divided into 4 groups. From 3741 samples, 741 sample are used as 
training set and others for test set. Once a single network with 70 hidden nodes 
is used and another time a composite multi-net system (figure 6 .1 ).
The learning parameters (learning rate, and momentum constant) have been 
chosen in such a way that the best possible training will occur for the single 
network.
The sum square error of two systems are shown in figure 6.2. The rate of correct 
classification for single network is 91.4%, and for composite system it is 94.2%.
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Figure 6.1: Block diagram of a composite network using separation of feature set
6.3 Boosting Binary classifiers
Boosting refers to a general idea of producing an accurate prediction rule by 
combining rough and moderately inaccurate rules.
The essential question is whether a “weak” learner, which can performs just 
slightly better than random guessing, can be “boosted” into a strong learner.
As noted, training samples have a critical role in automatic classification systems. 
The assumption of some similarities between training samples and test samples 
is the base motivation of learning. The system is expected to extract the rules to 
distinguish between members of different classes, but because of the existence of 
some “private properties which separate the members of a certain class, it is not 
so easy. In learning tasks there are important phrases such as “enough examples” 
and “sufficiently many examples”, but they are not quantitatively defined.
Having a set of examples <S =  {(&T, yi), (£2 , 112)1 • ••> (a*n, yn)} and a certain learning 
machine CTZ we need a good generalise!’. The point is, our learning machine can
125
C h a p t e r  6 . F u s i n g  E C O C  w i t h  o t h e r  m e t h o d s
sum squer error reduction in single network with 70 hidden nodes 
learning rate=.0015. mumentum constant=,35
(a)
sum squer error reduction in multi network with 4*10 hidden nodes 
learning rate=.0015, mumentum constant=.35
(b)
Figure 6.2: Error reduction in learning (a) single net. with 70 hidden nodes (b) 
4 net. with 10 hidden nodes
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not extract all needed information for good generalisation. The main idea is 
the fact that if learning machine concentrates on difficult patterns it will learn 
to classify them. Boosting tries to implement such a strategy by answering two 
questions:
• To make each classifier, which samples should be picked?
• How should the result of each classifier be weighted in final decision making?
6 .3 .1  T rad itional B o o stin g
Drucker and Schapire in 1993 bad suggested the first version of Boosting as 
follows [17, 61]:
Ensemble is made by three classifiers. The first one is supposed to classify normal 
patterns but obviously it will fail on some patterns. The second one is expert 
on patterns the first one has failed over them, and the third classifier will judge 
between the two first.
To make such an ensemble, first we use a training set with the distribution of 
the whole data to train the first expert. Then we use some data to test this 
classifier. The error cases are used to train the second classifier but to avoid 
inverse correlation the training set of second expert includes 50% of original 
distribution and 50% of error cases. Some other samples should be used to test 
these two classifiers and then the third training set will contain 50% of original 
data and 50% patterns two previous experts did not agree over them.
This technique needs high number of training patterns and in many cases it causes 
some improvement in performance.
6 .3 .2  A d a p tiv e  B o o stin g
One main point in the Boosting described here is the fact that different examples 
have not the same effect in learning. For example we can divide patterns into
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easy and hard to distinguish. From the practical viewpoint of classification, noise 
can affect the points near decision boundary seriously. It led us to pay more 
attention on hard points in training. In Boosting it has been done by providing 
more probability in appearance of error cases in second and third experts.
From this discussion we can conclude that the weights of different patterns in 
training should be different.
Here there are three main items in this kind of ensemble:
1. Finding appropriate weight for each pattern in training The only 
way to find appropriate weight of each sample is to repeat serial training. 
This is because we have no information about their importance in training 
in advance, but after looking at the behaviour of the trained expert we can 
find that they are “easy” or “hard”.
In practice in first iteration all patterns are hard so they have the same 
weight of importance, but after making the first trained expert, we can find 
which one is “easy” and reduce its weight and increase the weight of “hard” 
samples.
2 . A pplying the weight o f sam ples in training Given a weight vector of 
samples wj — {wSl,wS2, ...wSN}, there are two ways to apply it in training 
of the next expert;
(a) In some learning machines like back propagation neural networks, a 
cost function is used to change the inner weights and behaviour of the 
network which mostly is sum squares of error of samples, (say SSE — 
FiLi(Vi ~ Vdi)2) where yi is the output of network given Xi and yy is 
the desired output of this pattern. Since this cost function is the only 
way different patterns can change the direction of learning in train­
ing phase, when the cost function is simply related with the effect of 
input (pi), we can change the effect of each sample by just adding a 
weight in this cost function: WSSE = f2iLi Ws-iVi ~ Vdi)2)'
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(b) The second way to change the direction of training with this vector is 
to change the distribution of training set by resampling with replace­
ment. In this way we increase the probability of appearance of more 
important samples.. This technique has some advantage in comparison 
with the first one:
i. In many learning machines the relation between the effect of inputs 
and cost function is not so simple so the first technique is not 
applicable.
ii. This method changes the effect of more important samples both 
with the presence in training of next expert and the appearance 
in other experts. In fact because of voting regime, the effect of 
hard sample will be duplicated.
iii. Resampling with replacement can make improvement by itself. 
For example in Bagging the weight of all samples is equal but 
because of resampling with replacement, any two sets have 63.2% 
overlap. It means that they can make different experts. If we have 
used the previous method in Bagging no improvement would be 
achieved.
3. W eighted averaging or voting The third main fact in such a composite 
system is the fact that the effect of different experts in final decision is not 
the same.
6 .3 .3  A  quick S u m m ary  o f  A d a B o o st
notations: D  the training set(original) with N1 sample
D 3 the training set of ith iteration which is the original at first for other iterations 
the samples are picked up by resampling from the original patterns weighted by 
Pj
p 3 the vector including probability of occurrence of each pattern in D 3 
jC(D3) the learning machine (expert) that is trained by D 3
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U hypothesis (decision) made by j  th expert 
© combined hypothesis of first jfth experts 
c(i) correct decision about ith input pattern
A daB oost Algorithm
Initialisation:
p l ( i )  =  m  for * =  i ,  — N i  
FOR j= l to Nexp
hP = C(Di)
£ i = E£\ I - c(*)iy (*)
wi+1 (i)
h ^ (i)  =
£3
wi(i)./3i if hi(i)=c(i)
vji(i) otherwise
pi+1 — normalise(wi+1)
1  i f  T.Jm=i(l°9jfc)hj (i) >
0  otherwise
BND-FOR
Each iteration of this algorithm can be separated into two main parts:
• updating in which learning machine (C ) is trained on a new training set 
(_DJ) following by changing p i  according to the decision of C ( D i )  in current 
iteration.
• decision m aking in which each classifier £(ZL) has an associated weight 
based on the rate of correct classification , we call this a weighting factor to 
distinguish it from the weights of pattern in updating phase and the final 
decision is made by weighted voting.
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6 .3 .4  Som e N o te s  a b o u t A d a B o o st
1 . Learmng-generalisation trade off
AdaBoost is designed to make a strong learner from weak learners. A learn­
ing machine is weak either because there are not enough free parameters 
to capture the essential properties or the search procedure in free parame­
ter space (learning algorithm) fails to fit the samples. In other words the 
capability of weak learner is low and it can provide only simple hypothesis.
AdaBoost adds some complexity to system by using multi weak learners 
with different weighting factors, each of them is specialised on some set 
of patterns so the composite learner can fit to a complex distribution of 
data in training set by making a complex hypothesis. Two main rules in 
AdaBoost are:
(a) More chance to appear in training set for “ difficult” patterns
(b) More weight in voting for successful experts
There are some comments about the way AdaBoost applies these rules:
• The influence of difficult patterns in final decision making is much more 
than normal patterns and the composite classifiers will be suitable for 
them, so it can destroy its performance over normal patterns. This is 
why a penalty term has been suggested to regularize the algorithm by 
preventing too much influence of difficult patterns[54],
• When an expert exhibits low error in updating mode, it will find a 
heavy weighting factor for all patterns. It seems that using a dynamic 
weighting can lead to better performance[75].
• Even when we use an alternative framework instead of logarithmic 
weighting factors, the generalisation improvement is not as good as 
expected; it means that the correlation reduction between experts is 
not successful in these circumstances, and so choosing the training set 
based on correlation between experts can be useful[75].
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• In some cases when the error reaches to a certain bound such as zero 
(i.e. complete fitness), algorithm will terminate, blit it is observed 
that carrying on the procedure will improve the generalisation in some 
cases[63].
• In some cases overfitting occurs with high error on training set,[53, 54], 
and it seems that it is an open area for investigation particularly in 
more complex experts like neural networks .
2. Using other combining frameworks
Other combining frame works such as median, max and mean combiner 
exhibit better performance than weighted averaging in some applications, 
so it is well worth comparing the result of combining these methods with 
AdaBoost.
In updating phase AdaBoost tries to adapt each pattern individually and 
this is why each pattern has an independent weight, but in combining, each 
expert has a weighting factor which is fixed for all patterns. It seems that 
if the weighting factors of experts also adapt, perhaps performance of the 
system will improve. Dynamic weighting factors introduced in [74] is such 
an approach.
6 .3 .5  E xam p les  o f  d yn a m ic  w eig h tin g
To show the idea we have used two artificial examples:
1. For traditional Boosting, we use a problem involving the classification of 
five groups of two dimensional random vectors (as in previous chapter) with 
following distribution parameters[74]:
The performance of Bayesian classifier is about 55.75%. Three MLP with 
4 hidden nodes made by Boosting algorithm trained over different number 
of training samples (10% for training the first experts, 30% filtered by first 
expert to be used in training of second one, 60% filtered by theses two to 
be used in training of the third one).
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class cl c2 c3 c4 c5
mean [0 ,0 ]’ [0 ,2 ]’ [2 ,0 ]’ [4,0]’ [0,4]’
var. 1 4 9 16 25
Table 6.1: distribution parameter of five group of data used in training and test 
set
A weighted averaging framework is used to combine the results. First an 
exhaustive search is used to find the optimum weighting factors and in the 
second approach a neural network “oracle” dictates the dynamic weighting 
factors. The rate of classification for experts and composite classifiers over 
5000 test patterns are shown in table 6.2.
perf. cl c2 c3 cfix cdyn
mean 29.9 30.3 22.7 38.4 41.5
std .359 .564 .385 .382 .189
mean 32.3 32.2 18.7 40.7 43.6
std .617 .628 .486 .334 .235
mean 38.5 32.3 18.3 44.0 47.6
std .42 .51 .385 .33 .19
Table 6 .2 : classification rates (%) for 300,500 and 1000 pattern in training set
Although as it is shown in figures 6.3 and table 6.2 Dynamic weighting 
improves performance, using more accurate and powerful networks, this 
improvement will stop. In fact it is not hard to find a single network (more 
complex) that outperforms such a composite system.
2 . For AdaBoost a problem including artificial set of two groups of two dimen­
sional random vectors with Gaussian distribution ( mean [0,0], variance 1 
and mean [2,0], variance 4) [79] has been used.
Figure 6.4 shows decision boundaries of first expert, Bayesian classifier as
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(a)
(b) (c)
Figure 6.3: Decision boundaries: a) individual experts b) composite classifier 
with optimum fixed weighting factors c) composite classifier with dynamic 
weighting factors
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centres single H-log S-log median min/max dynamic
2 61.33 74.04 72.06 61.99 60.24 73.48
5 69.11 72.52 74.27 72.63 72.24 73.81
1 0 78.89 73.10 74.61 70.16 68.77 72.9
Table 6.3: Classification rate (%) on artificial database 20 independent run and 
10 experts -100 sample for training and 900 sample for test set
Figure 6.4: Comparison between decision boundaries of AdaBoost and Dynamic- 
AdaBoost
reference, AdaBoost and Dynamic weighting factors combiner, when RBF 
with different number of centres that are randomly chosen, is used as learn­
ing machine and 2 0  experts are produced by AdaBoost.
It is shown that although both AdaBoost and dynamic weighting combiner 
successfully mimic the Bayesian classifiers decision ( central circle) specially 
where the number of patterns is high, dynamic weighting is closer to the 
Bayesian classifier.
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^centres single H-log S-log median min/max dynamic
5 65.66 66.92 67.74 6 8 . 1 2 69.26 70.39
2 0 73.23 6 8 . 8 68.18 6 6 . 1 69.99 67.61
30 73.23 73.18 73.12 72.39 71.60 73.11
Table 6.4: Classification rate (%) 011 diabetic database 20 independent run and 
10 experts -570 sample for training and 214 sample for test set
single H-Boost S-Boost median min/max dynamic
mean 66.41 67.27 67.9 68.14 66.24 87.67
std 8.46 7.25 7.35 7.52 8 . 8 6 8.03
Table 6.5: Classification rate of combining experts made by Boosting
As another example we have considered a popular classification data base (“dia­
betics”1) on which AdaBoost has shown relatively weak performance.
A comparison between tables 6.4 and 6.5 shows that the problem is in the way 
we have used to make the experts. This leads us to the idea that rather than 
focusing on the combining framework to improve the AdaBoost, we better find 
a way to reduce correlation between experts as much as possible. The idea of 
ECOC can be helpful in this manner in multi-class problems.
6.4 Experimental results on fusion of these methods
As mentioned before (section 6 .1 ), ECOC has two main shortcomings:
1 . Although ECOC can reduce the complexity of problem related to high 
number of classes, for problems with huge feature sets, there is not much 
gain to be achieved by ECOC. This is because the binary classifiers can not 
provide an output with desired precision.
1 T hanks to  UCL M achine Learning repository
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2 . For binary classifiers ECOC can not do anything to improve the perfor­
mance.
On the other hand, one interesting property of ECOC is the fact that this frame­
work is independent of the inner works of its binary experts. So it seems that 
the first shortcoming can be solved in binary experts designing stage. To show 
these ideas we have introduced in the previous chapter, we solve a relatively com­
plex problem in which such difficulties exist. The databases were chosen so that 
experiments which shows aspects mentioned here.
6 .4 .1  E x p er im en ts  on  Face4 face d a ta  base
We have developed our system on small Face4 face data base.2. The task here 
involves classifying camera images of faces of various people in various poses. 
Images of 20 different people were collected, including approximately 32 images 
per person, varying the person’s expression (happy, sad, angry, neutral), the di­
rection in which they are looking(left, right, straight ahead, up), and whether or 
not they were wearing sunglasses. There is also variation in background behind 
the person, the clothing worn by the person and the position of the person’s face 
within the image.
In total,there are 624 grey scale images with a resolution of 120x128, with 
each image pixel described by a grey scale intensity value between O(black) and 
255 (white).
6 .4.1.1 Preprocessing
We have intended not to use any preprocessing stages which can affect the neural
networks. However to reduce the volume of calculations we have reduced the size
of images to 28 x 28. Resampling was based on nearest neighbours interpolation
and no filter has been used to reduce the effects of aliasing during resampling.
The resulting gray levels are directly applied to neural network as features.
2used in [50] available in h ttp ://W W W .c s .c m u .e d u / to m /m lb o o k .h tm l
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Figure 6.5: images of a subject from “Face4” face data base 
Images of a subject have been shown in figure 6.5 as example.
6.4.1.2 System description
The reported result of a neural network with 30 hidden nodes on images with 
the size of 32x30 to recognise face pose (left, straight right, up) , a four class 
problem, has been 93% [50]. For face recognition, we used a single net with 550 
hidden node which results in 45% correct recognition (higher number of nodes 
does not lead to better performance).
We have used a multi-network system with 30 hidden nodes boosted by AdaBoost 
in 5 iterations, as binary classifier in an ECOC framework with a random 20 x 100 
code matrix. The multi-networks are trained by local back propagation algorithm 
with 100 epoch, and learning rate of 0.0001 with momentum of .5. The final result 
of the system is more than 99%.
The increase in performance as a function of number of columns is shown in 
figure 6 . 6  for normal ECOC and ECOC with binary experts using 5 iterations of
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Figure 6 .6 : The rise of performance in “Face4” face data base 
AdaBoost.
6.4.1.3 Discussion
In figure 6 . 6  we witness two different cases:
1. The area in which the number of local experts is under 20. In this area 
adding a new binary expert cause a considerable improvement in perfor­
mance.
2. The second area (after about 20 experts) the improvement of performance 
is less.
To explain this, we should consider that ECOC decomposition is a technique 
to control the injection of label (class) information to the system. In fact since 
our system can handle all the class information, we divide this information and 
provide different parts in different iterations.
In the first area( when the number of experts is less than 20), the provided 
class information is not enough to solve the final problem (even if we use perfect
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experts), this is why adding a single column of code matrix can improving the 
performance so dramatically.
In the second part on the other hand, all class information needed for classification 
has been provided but the effect of imperfect experts causes some error which 
should be removed by adding redundancy (more columns).
For longer code matrices the effect of code selection will decrease because even 
for a random code all information will be given sooner or later.
6 .4 .2  T h e  O RL face d a ta  base
A second set of experiments were carried out using the “Olivetti Research Ltd 
(ORL) face data base ” [60](figure 6.7. The database consists of 400 images, 
10 each of 40 different subjects. The subjects are either Olivetti employees or 
Cambridge University students. The age of the subjects ranges from 18 to 81, 
with the majority subjects being aged between 20 and 35. There are 4 female 
and 36 male subjects. Subjects were asked to face the camera and no restrictions 
were imposed on expression; only limited side movement and limited tilth were 
tolerated. For most subjects tlie images were shot at different times and with dif­
ferent lightning conditions, but always against a dark background. Some subjects 
are captured with and without glasses. The images were manually cropped and 
rescaled to a resolution of 92x112, 8 -bit grey levels. Five images of each subject 
were selected randomly for use in training and five for testing which means a total 
200 training and 200 test images. This database has been used in experiments 
reported in [60] with HMM with an identification rate between 97% to 98.5%.
Like the previous experiment the only pre processing stage includes a resampling 
based on nearest neighbours interpolation to reduce the size of images, and the 
resulting gray levels are directly applied to neural network as features. Four 
different systems are compared on this data base:
1. A single network to solve multi-class problem. Back propagation algorithm 
with constant learning rate (.00001) and momentum/.85) with 500 epochs
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Figure 6.7: OLR face data base at a glance
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is used to train the network which includes an input layer consisting of 
64 units ( for the image with size of 8 x 8 ); a hidden layer with 1500 units 
and the output layer with 40 units. The mentioned parameters have been 
chosen by a trial and error procedure to get the best result. The rate of 
correct classification in this method is 17%. Although this performance is 
much better free guess (5%) it can not be acceptable for many applications.
For lower number of hidden nodes, network error will remain high, and we 
checked that higher number of nodes does not lead to better performance.
It seems that the existence of high number of local minima in error surface 
lias caused serious difficulties for the search procedure of back propagation.
2 . A single multi-network consist of four sub-networks to solve multi-class 
problem as describe in chapter 6 (figure 6.1). The number of hidden nodes 
for sub-networks is 250, having the same learning parameters, the correct 
classification rate will increase to 31.5%.
3. An ECOC structure consists of local binary experts made by multi-networks (figure 
6 .1 ).
4. An ECOC structure in which binary experts are reinforced by AdaBoost 
with 1 0  iterations as described in previous example.
The results of the third and the fourth cases (ECOC and ECOC with boosted 
binary experts) for different size of images and learning parameters are repeated 
in table 6 .6 . These results clearly show that with relatively simple networks 
which are appropriately arranged to we can outperform much more complex 
single networks. Although we cannot say that there is not a single network that 
outperforms this composite system, finding such a network is a real problem.
1. The role of more experts
To have a better understanding, it is worth looking at the increasing perfor­
mance when we add binary classifiers (figures 6 . 8  and 6.9). Theses figures 
indicate that:
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(a)
(b)
Figure 6 .8 : The rise of performance by increasing the number of binary classifiers 
in ECOC and AdaBoost+ECOC a) for images with size of 8 x 8  b) for images 
with size of 1 2 x 1 2
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(a)
(b)
Figure 6.9: The rise of performance by increasing the number of binary classifiers 
in ECOC and AdaBoost+ECOC a) for images with size of 24x24 b) for images 
with size of 32x32
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size h-nod lr/mum epochs ECOC ECOC+AdBst
8  x 8 2 0 .002/.65 130 79 82.5
1 2  x l 2 2 0 .0007/.85 400 88.5 90.5
24 x24 25 .0002/.85 400 94.5 94.5
32 x32 25 .005/.5 30 94.5 97
Table 6 .6 : correct classification rate of ECOC on ORL face data base.
(a) At first the performance is not much better than free guess, which 
indicates that too few experts cause increases in classification error. 
This is due to lack of class information in system as discussed in pre­
vious experiment. This is why we see a rapid increase in performance 
when the number of experts is between 1 and 2 0 .
(b) Above 20 binary experts, improvement of performance levels off.
2. The role of experts’ precision 
One main question here is:
Can more precise local classifiers guarantee better performance in final clas­
sification?
To discuss this question we should note that in ECOC, class information 
(learning the super-class labels) is not the only information the binary ex­
perts provide. In fact since ECOC uses a soft-level combining, the ability of 
experts to achieve better performance in sub-problems ( indicative of good 
hard-level information) does not necessarily lead to better performance of 
composite system.
For example for lower resolution images, it is possible to get better perfor­
mance in binary classifiers by using more complex sub-networks or to boost 
them. The precision of local experts for each case are shown in table 6.7. 
This table indicates that for the experiments on resolution of 24 x 24, base 
classifiers have better performance than the case of 32x32. But the final 
performance in latter case is much better (table 6 .6 ).
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This shows that the decomposing procedure helps to extract more informa­
tion from the original problem in this case.
3. Error reduction of ECOC
Although ECOC with boosted binary experts exhibits better performance, 
it seems the difference between two cases ( without and with boosting) 
decreases for more experts. It means that the procedure of decreasing the 
variance in boosting can be replaced by ECOC if we increase the number 
of columns in code matrix. So when we are using a random code and there 
is no problem in finding new columns can we ignore fusion of ECOC with 
Boosting?
Answering this question is not easy in general. But in some cases, when the 
number of classes is not too high we have a limitation in increasing the num­
ber of columns. The maximum number of independent columns (different, 
not complementary and not all “0 ” or all “1 ” columns) for a k class problem 
is 2k — 2 . Now for lower values oik, if the learning machine can not provide 
a precise base classifier sometimes the variance reduction of ECOC for this 
number of columns does not satisfy us. For example for an equi-distance 
code we showed that the final variance will be:
olcoc =  j^ 2 ° r y ( 1 +  (b -  1 )P)
if we cannot provide a code matrix with lower jff, an alternative way to 
reduce the variance is to lower oy. Using Boosting can be suggested in 
these circumstances.
6.5 Summary of chapter
In this chapter we have considered the application of ECOC technique to a more
realistic problem than those reported in chapter 5.
Two main weak points of ECOC are:
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size ECOC(mean) ECOC(std) ECOC+AdBst(mean) ECOC+AdBst(std)
8  x 8 73.06 4.44 79.14 3.56
1 2  x l 2 80.64 3.36 86.29 2.99
24 x24 83.57 4.33 88.89 2.63
32 x32 81.71 4.81 88.05 3.74
Table 6.7: correct classification rate of local experts of ECOC on ORL face data 
base.
1. ECOC can not reduce the complexity of pattern representation (feature 
set). This is a critical shortcoming when patterns did not pass a pre­
processing stage and a multi-network structure lias been suggested to build 
the binary experts. A local back propagation algorithm can be used to 
train this system. An example shows that this multi-net can outperform a 
much more complex single network under certain conditions (section 6 .2 . 2  
and tables 6 . 6  and 6.7).
2. This algorithm can not improve the performance of binary classifiers. To 
overcome this, fusion with ensemble methods particularly Boosting is sug­
gested (table 6.7).
Providing some experiments (section 6.4) it has been shown that multi-net sys­
tem can improve the performance of a direct classification system( multi-class 
classifier), for example from 2.5% to 17% on ORL data base. But much greater 
improvement will be achieved when it is fused with ECOC( about 80%). This 
technique is useful only if the feature set can be divided into sub-sets with com­
mon properties. AdaBoost can improve the performance of ECOC particularly 
when we use simpler binary classifiers and shorter codes (figures 6 . 8  and 6 . 9  and 
table 6 .6 ).
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C hapter 7
Summary and Conclusion
7.1 Introduction
Although in any research some results will be found, in many cases the way the 
researcher has carried out the work, can be more important than the results 
themselves. In fact in this way we can answer this essential question:
W h a t  w a s  th e  m o t iv a t io n  o f  t h e s e  w o r k s ?
The work described in this thesis started with the problem of finding the optimum 
set of weights for linearly combining the outputs of a set of neural networks. The 
main problem here is that when the networks have the same structure, with the 
same presentation of patterns and same training set, they will be correlated so 
the classical quadratic methods (like least squares) can not be used. Other search 
methods like exhaustive or genetic search have their own difficulties such as high 
calculation cost.
Although the idea of dynamic weighting ( section 6.3.4) outperforms other meth­
ods in many situations, it was realised that in most cases, the way we have cho­
sen to make independent networks is more important than the way we combine 
their results. [74, 23]. The Boosting method (particularly AdaBoost) provides 
a solution to both the problems of correlation reduction and weighting in linear 
combining. But still there were a few difficulties:
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1. In weighting the outputs, AdaBoost uses logarithmic weights which can be 
proved to converge to the optimum set for infinite number of iterations. 
In most reported works improvement can be achieved in this manner. But 
for neural networks which are powerful learning machines themselves, using 
high number of experts does not seem efficient. Modifying AdaBoost with 
dynamic weighting factor which results in lower number of required experts 
can solve such the problem in some cases as we have shown in [75].
2. For correlation reduction it is hardly possible to find a large set of inde­
pendent networks by the weighted resampling of patterns. Although neural 
network classifiers are categorised as “unstable” classifiers, which means a 
small change in their parameters leads to large change in outputs, any at­
tempt to increase tlie precision of networks like higher number of epochs, or 
bidden nodes ( which could be necessary to satisfy conditions in Boosting 
), can lead to relatively stable networks. So small changes in some patterns 
may not change the behaviour of networks. This is why as it has been re­
ported that traditional Boosting has been more successful than AdaBoost 
in some cases [75] .
For neural networks, the problem is mainly due to the fact that most correlation 
reduction techniques are based on changing “the feature set”, “tlie training sam­
ples” or “the learning algorithm”. But because of lack of understanding of the 
inner workings of neural networks, the effect of these attempts on the output of 
network is not known well.
The ECOC concept has opened up a new possibility to make a large number of 
diverse networks with certain structure and training set. The idea is to decompose 
a complex problem into many sub-problems( mostly binary sub-problems). Even 
if we use the same feature set, training set and network structure, diverse networks 
can be made, each one is trained to solve one of several sub-problems. In other 
words, different labelling in ECOC can improve the performance by decomposing 
the problem into binary classification [77, 25, 76, 76] (sections 3 and 4). In fact 
the source of effectiveness of ECOC can be stated as:
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1. It can provide the possibility of producing several independent classifier 
with the same feature set, training set and learning algorithm.
2 . It can provide more accurate inferring by simplification of a complex prob­
lem. In other words binary sub-problems produced by ECOC are supposed 
to be simpler than the original multi-class problem.
3. It can provide more accurate assigning, by correcting some parts of error.
Although some points have been investigated experimentally by others, there 
has been a lack of theoretical explanation for them. For example in [16] using 
code with separated rows and column has been suggested, but the effect of row 
separation is not theoretically explained.
7.2 Contributions
The main weak point in previous works on ECOC has been the fact that the 
relationship between soft-level score needed for classification and distance mea­
surements used in ECOC decision making, is not clear(section 4.1). This caused 
some shortcomings in:
1. Code selection; In which main previous works were dependent on informa­
tion theoretic concepts ([16]) or using random codes ([37]).
2. Label selection for different classes; which was not discussed before.
3. Finding alternative frameworks in reconstruction; The main previous meth­
ods were least squares [44] and substitution [37]
4. Error analysis; which was limited to:
(a) Experimental analysis (without theoretical explanation) based on bias 
variance decomposition for 1/0 loss function [43]
(b) An error analysis of substitution [37] assuming that it is an asymp- 
toticly equivalent to ECOC.
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In this thesis we have provided such a framework, leading to the following con­
tributions:
1 . New condition set and practical considerations for code generation (using 
equi-distance code for ECOC) (section 4.2).
2. A new algorithm (circular ECOC) which is a solution to the problem of label 
selection and shown to have superior performance to the original ECOC 
(section 5.2.1.7).
3. Introduction of the concepts of “reconstruction error” and “biased distance 
measurement” and their effects on final performance [77, 25, 76] (section 
4.2).
4. Bias-variance decomposition to explain the roots of effectiveness of distance- 
based ECOC particularly for the equi-distance code (section 4.2.3).
5. For least squares method, the equi-distance code for minimising the least 
squares error of both the binary experts output and the final output simul­
taneously (section 4.4).
6 . Two new frameworks to combine the results of binary experts in ECOC
(a) An analytic approach to find the probabilities from distance measure­
ments (section 4.5)
(b) Dempster-Shafer mechanism to combine the output of binary experts 
as evidences (section 4.7)
7. Fusing ECOC with other frameworks to overcome the shortcomings of 
ECOC. As an example we tried to solve the face recognition problem using 
relatively simple NNs without any preprocessing stage (section 6.4).
7.3 Summaries of chapters
This thesis has been organised as follows:
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• Chapter 1 introduce the application of NNs in classification task and the 
motivations to use homogeneous classifiers combining methods, particularly 
ECOC technique.
• Chapter 2 includes a literature review of the most general reported works 
in the field of combining classifiers. In this chapter we have introduced the 
main quests of a combining task and popular techniques to satisfy them. 
The theoretical frameworks to explain how combining can be effective (eval­
uation frameworks) are presented as well.
• Chapter 3 deals with decomposition of multi-class problems into two class 
sub-problems. The main ideas of error detection and correction as well as 
popular method to generate ECOC codes are introduced in this chapter. 
The main shortcomings of these methods is the fact that they came from 
information theory where hard-level information is the only valuable infor­
mation. This leads to them to ignore the reconstruction of soft-level class 
scores.
• Chapter 4 Starts with a discussion on the previous works on ECOC classi­
fiers and concludes that lack of understanding on the relationship between 
the output of components and class scores is the main shortcoming of pre­
vious works. Providing such a framework leads us to suggest:
1 . For original ECOC, equi-distance code provides
(a) zero reconstruction error
(b) minimum bias
(c) framework for variance analysis
2. For original ECOC, circular perturbing can improve the performance 
of any code
3. For least-squares, equi-distance code provides better performance
4. Class score can be found by solving matrix equations
5. Dempster-Shafer mechanism can be used to combine the output of 
local experts
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• Chapter 5 provides experimental evidence for strategies and perditions 
made in chapter 4 on:
1 . effectiveness of equi-distance codes
2 . circular perturbing in ECOC
3. variance analysis
4. alternative combining frameworks
• Chapter 6  deals with main shortcomings of ECOC in more realistic prob­
lems. The problem of input complexity is suggested to be solved by multi- 
net local back propagation technique and AdaBoost for improving the per­
formance of local binary classifiers in ECOC. Then a more realistic problem 
(face recognition) is chosen to be solved. Results indicate that simple sub­
networks can be organised based on ECOC framework fused with feature 
decomposition and AdaBoost to solve the face recognition problem which 
normally needs much more complex network.
7.4 Conclusion and recommendations on future works
The main point of our investigation on ECOC is to find the relationship between 
scores of sub-problems produced by decomposition stage and the scores of original 
classes. This fact gives us the viewpoint of decomposition/reconstruction of these 
scores to this algorithm. In this way we have performed the following tasks not 
reported in previous works :
1 . We introduce the concept of reconstruction error (section 4.2) which is the 
source of some parts of error which is not due to imperfect learning. To 
remove this error in ECOC we have to use a code with equal Hamming 
distance between all rows(labels).
2. Having a certain code (non equi-distant) we find that with a circular per­
turbing, not only the effect of non optimal code is reduced and label selec­
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tion dilemma is solved, but also the opportunity of repeating the training 
phase can provide better performance (sections 5.2.1.7 and 4.2).
3. We have shown that for equi-distance code, the effect of bias in final as­
signing will be minimised (section 4.2).
4. We have shown how the variance of original scores is related to:
(a) Variance of local scores
(b) Hamming distance between code words (labels)
(c) Correlation between local errors
In other words, we have provide a theoretical explanation of “error correc­
tion” in classification task and the effect of row and column separation in 
ECCC (section 4.2.3).
5. We have investigated the effect of code selection in least-squares method 
and found that equi-distance code provides the minimum squares error not 
only in local(sub-problem) scores but also in original (class) scores (section
4.4).
6 . We have provided new combining frameworks( analytic solution(section
4.5), linear estimation (section 4.6) and Dempster-Shafer mechanism (section 
4.7)) to reconstruct original scores from the results of sub-problems.
7. We have pointed to ECOC shortcomings and suggest methods to overcome 
them in certain circumstances (section 6 ).
Furthermore our works have opened up new research areas:
1. Error analysis
Although we have found a formula to predict the final variance (section 
4.2.3) for equi-distance code, work can be carried out in following directions:
(a) Investigating the effect of column selection on correlation of local errors
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(b) Using bias-variance decomposition for other combining frameworks of 
ECOC
(c) Applying different definition of bias and variance in classification task 
(“1” / ”0” loss functions) in ECOC
2 . As noted before one weak point of ECOC is the fact that for problems with 
bigli number of classes the decision boundary of binary sub-problems can 
still be complex. Methods based on pairwise coupling do not suffer this 
weakness. This is because of the fact that in any sub-problem just two 
classes will be considered. The main practical difficulty of this method in 
training is the patterns which do not belong to any of classes. It seems that 
Demptster-shafer structure can be used in these problems.
3. In ECOC the way we decompose the original problem ( code matrix) is 
completely independent of the problem. Even in equi-distance codes, we 
do not consider the existence of different level of error in different pairs of 
classes. It seems that if we can choose the code words based on the classes 
of the problem at hand, it can improve the performance.
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