T ime series analysis is a complex, multi-step process. In general it comprises four main stages described below. 1. Choice of time series analysis method (frequencydomain and time-domain methods [1] ; parametric and non-parametric methods [2] ; linear and nonlinear methods; univariate and multivariate ones). 2. Research analysis of time series data (autocorrelation analysis to examine serial dependence [3] ; spectral analysis to examine cyclic behavior which need not be related to seasonality [4] ; separation into components representing trend, seasonality, slow and fast variation, and cyclical irregularity). 3. Curve fitting, which is the process of constructing a curve or mathematical function that has the best fit to a series of data points. At this stage a researcher may choose a model for time series data. Time series models appear in many forms and represent various random processes. When modeling variations in the level of a process, their three main classes can be singled out: autoregressive (AR) models, integrated (I) models and moving average (MA) models. These three classes are linearly dependent on previous data points. Combinations of these models provide autoregressive moving average (ARMA) and autoregressive integrated moving average (ARIMA) models. Autoregressive fractional integrated moving average (ARFIMA) model generalizes the three above mentioned classes. Nonlinear dependence of the level of a time series on previous data points is of interest, to some extent due to the possibility of creating a chaotic time series (ARCH, GARCH, TARCH, EGARCH, FIGARCH, CGARCH, etc.) [5];
4. Forecasting, which involves achieving the ultimate goal of time series analysis -forecasting [6] . Another important question which should be considered concerns choosing a proper computer program for time series analysis and forecasting.
The article deals with some problems of the aforementioned stages of time series analysis. As an example, the authors propose to consider modeling and forecasting the population of Ukraine by time series. The population data are presented as a univariate nonstationary time series. The next section of the article gives a review of the literature on the issue under study.
Currently, Ukraine is experiencing demographic decline. According to the State Statistics Service, during a ten month period of 2018, the population of Ukraine decreased by 166.3 thousand people [7] . This indicator is 18 % higher than that for the same period of 2017. The situation may be related to the migration outflow of the population and its natural decline. In view of the critical demographic situation, the authors propose using time series analysis to describe the population dynamics, for relevant authorities to promptly respond to challenges in this sphere.
Many modern scientists study demographic issues. The problem of the decrease in the working population (mostly through migration) and different ways to solve it are covered in articles [8] , [9] , and [10] . Statistical approaches to the analysis and forecasting of demographic data are also considered in the literature. For example, [11] presents new APC (age, period and cohort effects) models, methods, and empirical applications which are based on [1 -6] fundamental works. Article [12] presents approaches of time series analysis for understanding the demographics of users of online social networks. The article highlights the digital aspect of demographic issues: social networks occupy an important place in the modern world of digital technologies and apply time series as a modeling and forecasting tool. Models and methods of [12] are also based on works [1 -6] .
There are a great number of computer programs for implementing analysis of time series. Their detailed consideration is presented in early fundamental works [1 -6] and in the modern ones published in the heyday of software [8 -12] . At first glance, the market for time series software does not seem to be underdeveloped, but with a more detailed analysis it becomes clear that there is definitely not enough available and high-quality software for analyzing time series. Professional software requires large financial expenditures. Professional statistical and mathematical software programs (SAS, Statistica, MATLAB) were used in articles [8 -10] , with MATLAB being employed even in earlier works [1 -4] . Among free software packages, GRETL, TISEAN, and R (used in [11] , [12] ) are worth mentioning. Thus, it can be concluded that the distinguished leaders among the software used in this field are MATLAB, R.
MATLAB Econometrics Toolbox includes univariate Bayesian linear regression, univariate ARIMAX/GARCH composite models with several GARCH variants, multivariate VARX models and cointegration analysis for time series modeling and analysis. Considering the above mentioned, the authors chose MATLAB as the best program to fit the purpose of the study.
The next part of the article presents a step-by-step building of a time series model of Ukraine's population using MATLAB Econometrics Toolbox.
The statistics on the population of Ukraine are available at http://www.ereport.ru. The data are stored in the "population" array. The measurements are made at one year intervals which are stored in the "years" array. The statistics were used by the authors to develop a time series model. The MATLAB code for plotting the initial data is given below and the result of running the program segment is shown in Fig. 1 . According to Fig. 2 , b, autocorrelation coefficients are more than 1. It seems that in the MATLAB parcorr function gives wrong results. The phenomenon can be explained. This is not a bug but rather a result of different algorithms used to compute the PACF. For reference, the PACF is computed by fitting successive order AR models by OLS, retaining the last coefficient of each regression. This is an approximation of the Yule-Walker equations' solution, but it should be suitable for reasonable sample sizes. These data are short (only 30 observations) and if (par1 == 'Default') { par1 = 10*log10(length(x)) } else { par1 <-as.numeric(par1) } par2 <-as.numeric(par2) par3 <-as.numeric(par3) par4 <-as.numeric(par4) par5 <-as.numeric(par5) if (par6 == 'White Noise') par6 <-'white' else
The result of the running of the program segment is shown in Fig. 3. A ccording to Fig. 3 , a, the autocorrelation plot shows that the time series is not random but rather has a high degree of autocorrelation between adjacent and near-adjacent observations. Also, as seen from Figure  3 We considered the ACF and PACF values up to lag 12, i.e., one-third of the data and 95 % confidence level. From these plots we can determine the type and order of the adequate model required to fit the series. Moreover, as the ACF values damp out rapidly for increasing lags, we can assume that the data series is stationary. The ACF and PACF plots indicate that an ARIMA model is appropriate.
T he built-in ARIMA(p, D, q) function creates model objects for a stationary or unit root nonstationary linear time series model [13] . This includes moving average (MA), autoregressive (AR), mixed autoregressive and moving average (ARMA), integrated (ARIMA), multiplicative seasonal, and linear time series models which include a regression component (ARIMAX).
The input arguments of the built-in ARIMA function are shown in Table 1 . The mathematical formulation of the ARIMA(p, D, q) model using lag polynomials is given below:
Since the series used in this article are already transformed to log-returns, any further differentiation is not needed, and thus we may set d = 0. In this case the ARIMA(p, 0, q) turns into the ARMA(p, q) model. ARIMA has also a more complicated variant which allows to capture seasonality. Though it is available, we will not use it here (demographical data are nonseasonal). Mathematically the ARMA(p, q) model can be represented as Table 1 Name of parameters Description 
, . . 1
Since the MATLAB built-in function allows to estimate ARMA, from a technical point of view, it will be estimated further as the ARIMA(p, 0, q) model. But since there is no need to differentiate the dependent variable, this will be ARMA (p, q) specifications. The next MATLAB program code identifies the best fit ARIMA(p, 0, q) model. The following is the code for the same: A step-by-step run of the program code is presented below: www.business-inform.net C hoosing the best ARIMA model is based on Akaike or Bayesian information criteria. The best fit model selected is ARIMA(2,0,1). It means that the degree of the nonseasonal autoregressive polynomial is two, the degree of nonseasonal integration in the linear time series is zero, the degree of the nonseasonal moving average polynomial is one. Mathematically, the resulting model can be presented as follows:
. (1 ) (1 )
We are going to apply the ARIMA model with wellchosen parameters for time-series forecasting. This process includes two stages: estimating and forecasting. The following is the MATLAB code to estimate ARIMA model parameters using initial values and to forecast the population of Ukraine for the next 3 years (2017, 2018, and 2019) applying the above mentioned model. Since the forecast includes the year of 2016, it allows us to compare the past data with the reproduced forecast results. The result of the program fragment is shown below. The graph of the generated forecast is presented in Fig. 4 . Particular attention should be paid to quality of the forecast. The automatically calculated mean-square error values (YMSE array) are close to zero, which indicates a good fit of the selected model.
Unfortunately, the forecast trend shows that there may be a shortage of skilled labor in Ukraine within 10 years. 
CONCLUSIONS
In the course of the research, different methods of and approaches to time series analysis were considered. Unfortunately, a universal approach for addressing problems in this field has not been found yet. The methods developed in the 60s of the last century (and some at the beginning of the 19 th century) are still popular along with the MATLAB Econometrics Toolbox which is considered in the article. This is partly due to the fact that the task of forecasting, like any other task arising in the process of working with data, is in many ways a creative and certainly research. Despite a great number of formal quality metrics and methods for estimating parameters, for each time series it is often necessary to select and try something different: e.g., you can get correlation coefficients greater than 1 or thoughtlessly choose the parameters of the ARIMA model.
To find balance between quality and labor costs is also of importance. The MATLAB Econometrics Toolbox demonstrates outstanding results with proper tuning, may require more than one hour of manipulations with the programming and additional settings, while a simple linear regression can be built in 10 minutes with more or less comparable results.
The time series of the population of Ukraine were modeled as one-dimensional time series with nonstationary data using the ARIMA model. Thus, the authors recommend to apply the approaches and methods used in the article, as well as the developed algorithms only for time series of the kind.  LITERATURE
