A mathematically exact method is presented for sampling conformations of polymer molecules in an external field with fixed energy or energy range in accord with the formulation of statistical mechanics for a microcanonical ensemble. As a consequence, conformations of negligible Boltzmann weight can be selectively eliminated from simulations for efficient calculation of macroscopic polymer properties. The method is applicable for conformations that are described by a stochastic differential equation along the contour length in the field-free situation. It is based on the concept of a stochastic bridge process for which a new stochastic differential equation is derived that has stipulations at both ends of the process. This idea is exploited on a pair of stochastic differential equations in the conformation vector X and an augmented variable Z which represents the running Boltzmann weight in the given field, transforming to a new pair of equations for which the terminal Boltzmann weight can be arbitrarily stipulated. The stochastic equation for the bridge involves solving the Fokker-Planck equation for the original stochastic pair. We demonstrate the method on the conformation of a ''Brownian'' polymer in a quadratic external field of varying strength. The stochastic differential equations for the bridge process in this case can be derived analytically. Sample conformations are displayed that satisfy exactly energy constraints either at fixed values or within a stipulated range. It is shown that polymer properties can be computed more efficiently and accurately with the bridge process simulations than by unconstrained process simulations. The bridge process approach presented here must be distinguished from other approaches such as umbrella sampling methods because of the former's ability to sample conformations exactly with stipulated energy constraints.
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I. INTRODUCTION
The equilibrium conformation of polymer molecules in an external field ͑of either mechanical or electromagnetic origin͒ is of fundamental interest to the calculation of properties of polymer solutions. The statistical mechanical theory for this equilibrium conformation ͑at any temperature T͒ is well established in that it is determined by the reciprocal exponential of the energy associated with the conformation of the entire molecule relative to kT. The polymer molecule is viewed as being composed of a large number N of segments of length l constituting a total length LϵNl. Thus the description of the conformation of an entire polymer molecule consists of the orientations of all the N discrete segments. In the limit of infinite N we have the well-known continuous ''wormlike'' chain. Our focus in this paper will be on this extreme limit since, in a sense, it is a model with the finest detail; besides most numerical methods for the continuous framework rely on discretization procedures that can also address the intrinsically discrete polymer models. Although for the continuous chain of fixed length L, the number of discrete segments would be infinity and the segment length l zero, we shall retain the parameter l as a short range parameter characterizing the polymer curve.
Consequently, the conformation of a polymer molecule is described by a space curve ͕R(s);0ϽsϽ1͖, where s is the contour length along the curve measured from its origin at sϭ0 nondimensionalized by scaling with respect to the total length L of the polymer, and R(s) is the position vector ͑in terms of spatial coordinates made dimensionless by scaling with respect to the length scale ͱlL/3͒ of the point on the curve at any s relative to the origin of the chosen coordinate axes which may be assumed to be at the starting end of the polymer. This curve is characteristically stochastic; in particular, Flory's view of the polymer molecule is the so-called ''Brownian'' process. Mathematically, the scaling allows Flory's model of the conformation curve R(s) to be identified simply in terms of the standard Wiener process W(s). We return therefore to a consideration of Eq. ͑1.6͒. The vector X must have initial values applicable to the beginning end of the polymer at sϭ0. We let this location be given by X(0)ϭx 0 somewhere in the domain of the conformation vector which is denoted by R. The random solution of the differential equation ͑1.6͒, X(s), has a probability density function p x (x,s͉x 0 ,0) which displays lower case letters for the position vector consistent with the normal notation for specific values that random quantities can assume. This conditional probability density function must satisfy a partial differential equation called the Fokker-Planck equation,
where ٌ x is the gradient operator in the vector space of the conformation vector X, the matrix B(x,s) T is the transpose of B(x,s) and the double dot is the usual notation for contracting dyadics in vector analysis. The initial condition for the probability function is given by p x ͑ x,0͉x 0 ,0͒ϭ␦͑xϪx 0 ͒.
͑1.8͒
A particular polymer conformation is now generated by tracing the process X(s) through space from its initial point x 0 . This process is Markovian in the sense that the statistics of continuation from any point is independent of how that point was reached. Thus the probability distribution for the entire conformation ͕X(s):0ϽsϽ1͖ or simply ͕X͖ may be created from the probability distribution p x (x,s͉x 0 ,0) by discretizing the curve into several successive points. The details are clearly outside the scope of such an article as this, and the reader is referred to Freed 4 or Doi and Edwards. 5 We denote the differential probability measure for conformations in the ''small neighborhood'' of a specific conformation ͕x(s):0ϽsϽ1͖ or simply ͕x͖ by ␦P x ,0 ͕x͖. This probability applies in the absence of an external field. If we denote the set of all possible conformations by N then we may write
From the point of view of statistical mechanics, the presence of an external field is characterized by a potential energy function associated with each conformation. It is convenient to momentarily return to dimensional variables which may be distinguished by using primes. Accordingly, we denote the polymer conformation by ͕xЈ(sЈ): 0 Ͻ sЈ Ͻ L͖ or simply ͕xЈ͖, and the potential energy per unit length along the polymer curve at sЈ by VЈ"xЈ(sЈ)… so that the potential energy of the whole conformation of length is calculated to be
͑1.9͒
We define the dimensionless counterparts VϵVЈ/V 0 Ј , E ϵEЈ/kT, and ␣ϵV 0 ЈL/kT where V 0 Ј is a characteristic value of the potential such as its value at a particular point in space. We then obtain the following dimensionless version of Eq. ͑1.9͒
The partition function Q may then be evaluated as
ϪE͕x͖ ␦P x ,0 ͕x͖.
͑1.10͒
According to statistical mechanics, the probability measure for conformation in the presence of the external field, denoted ␦P x ͕x͖, is given by
The probability distribution for the polymer conformation above provides the basis for calculation of all the polymer properties that depend on the conformation. Thus if F͕x͖ represents a property of the polymer molecular with dimensionless conformation ͕x͖, then the average of the property is given by
͑1.12͒
The problem we now wish to address is the actual calculation of the average properties from ͑1.12͒ and its attendant difficulties. In particular, we define a region N of the conformation space of very high energy which the polymer will frequent only with negligible likelihood. From a physical viewpoint, N consists of polymer conformations almost forbidden by the prevailing external field. For very strong fields highly ͑but not entirely͒ forbidding large regions of physical space N can form a substantial portion of the total conformation space N. Mathematically, this implies that
In interpreting the approximate equalities above, the first must clearly be less than 1, while the second must be positive. Under these circumstances, we have the approximate relation
where N Ј, the complement of N , consists of conformations which are more likely in the presence of the given external field, i.e., those of small energy. Furthermore, the calculation of the average polymer property ͗F͘ from ͑1.12͒ may be modified to read
where ͑1.14͒ provides the source of the partition function Q. For ͑1.15͒ to be a reasonable approximation, the selected space of conformations N may depend upon the specific polymer property of interest but such a criterion may be deemed to have been used in defining N . Equation ͑1.15͒ would appear to be an efficient route to the calculation of the polymer property because only the conformation space N Ј need be sampled. It is here, however, that one confronts an inherent constraint in the realization of the statistical mechanical framework for the conformation of large molecules because there has existed no exact method for selective sampling of the conformation space. Generation of the conformation of these molecules with innumerable degrees of freedom is necessarily a tedious process. Moreover, realization of a sample conformation from its beginning to the end is most conveniently accomplished with a Markov process, such as the solution to Eq. ͑1.6͒, in which continuation at any stage does not depend on the amount traced. Since selective sampling is based on a specified likelihood for conformations in the presence of the external field, the dependence of each likelihood on the entire conformation disallows its generation as a Markovian curve in physical space. Thus the conformation of a polymer in an external field is necessarily a non-Markovian process making it seem impossible to generate one that will have a specified likelihood.
The chief objective of this paper is to dispel the foregoing conclusion by producing a methodology that will generate a conformation ͑in an external field͒ with a specified probability. It is in this sense that we have termed the method statistical-mechanically exact. The approach is predicated on the concept that a non-Markovian process in a given space can be imbedded in a higher dimensional space in which it becomes Markovian. It turns out that this can be accomplished simply by appending to the conformation vector a variable that is related in a natural manner to the partition function. We shall in subsequent sections present the development of this new perspective. The methodology will be demonstrated in a relatively simple example in order that comparisons are possible with results that can be obtained otherwise.
II. A NEW PERSPECTIVE OF POLYMER CONFORMATION IN AN EXTERNAL FIELD
We grant that the conformation of the polymer in the absence of an external field is given by the stochastic differential system ͑1.16͒. To account for the external field specified by the dimensionless potential function V(x), we define a stochastic process Z(s) as follows:
͑2.1͒
where X(s) is the solution process of Eq. ͑1.16͒. Z(s) may be referred to as the Boltzmann weight of the conformation between 0 and s. Clearly Z(0)ϭ1, and Z(1) is given by Z͑1 ͒ϭe ϪE͕X͖ .
͑2.2͒
It is also readily seen that Z(s) must satisfy the stochastic differential equation
which is coupled to Eq. ͑1.6͒ but not vice-versa. We have now the augmented stochastic system in the variables ͓X,Z͔ which describe a Markov process in the higher dimensional space of and X and Z. We shall refer to this as the augmented conformation problem. The probability density for the process, denoted p xz (x,z,s͉x 0 ,1,0), must satisfy the Fokker-Planck equation
with the initial condition
An interesting interpretation of the well-known Green's function in polymer science now becomes available by multiplying the function p xz (x,z,s͉x 0 ,1,0) by z and integrating with respect to z over the range ͓0,1͔. Thus
In other words, the Green's function may be viewed as the ͑unconditional͒ probability distribution for the position vector multiplied by the average Boltzmann weight at s conditional on the position vector. The equation in G(x,s͉x 0 ,0) can be obtained directly from Eq. ͑2.4͒ by first multiplying the latter by z and integrating over the interval ͓0,1͔ which yields
On recognition of the fact that no probability flux can exist at the ends of the z coordinate, we obtain the proper equation in the Green's function
From Eq. ͑2.5͒ it readily follows that the Green's function also satisfies Eq. ͑1.8͒ at sϭ0. Further, we expect every realization ͕z(s):0ϽsϽ1͖ or simply ͕z͖ of the stochastic process ͕Z͖ to be a continuous function contained in a set which we denote by ⍀. Thus realizations of the coupled processes ͕͓X,Z͔͖ must lie in Nϫ⍀.
Finally, we may denote the differential probability measure for the augmented conformation ͕͓X,Z͔͖ by ␦P xz (͕͓x,z͔͖) which must satisfy the normalization relation
␦P xz ͕͓͑x,z͔͖͒ϭ1.
͑2.9͒
Comparison of Eq. ͑2.2͒ with ͑1.10͒, which defines the partition function, shows that ͗Z͑1͒͘ϭ ͵ ͕x͖N,͕z͖⍀ z͑1 ͒␦ P xz ͕͓͑x,z͔͖͒ϭQ.
͑2.10͒
We may now reinterpret the formulation of statistical mechanics for the average polymer property ͗F͘ as
͑2.11͒
We have thus recast the results of statistical mechanics completely in terms of a Markovian process. In Eq. ͑2.11͒ above we must view the product z(1)F͕x͖ as a functional of a specific realization ͕͓x,z͔͖ of the stochastic augmented conformation ͕͓X,Z͔͖.
The foregoing development represents a reorientation of the well-known formulation of statistical mechanics, in that the averages have now been cast in terms of the Markovian augmented process ͕͓X,Z͔͖. It will now be fruitful to recast the approximate result ͑1.14͒ for strong external fields in terms of the augmented conformation vector. Indeed, since the potential function is positive, 0ϽZ(1)Ͻ1. Consider the set of conformations defined by
͑2.12͒
which ignores those such that each has energy greater than kT ln(1/⑀); if ⑀ϭ10 Ϫ3 , this energy cutoff occurs at approximately 7kT. The set N ⑀ exemplifies N since inequalities ͑1.13͒ are valid to an ⑀ approximation. We can thus write the average property of the polymer as given by
where ⍀ ⑀ ϭ͓͕z͖⍀:z(1)Ͻ⑀͔ in the region of integration is somewhat redundant because it is automatically implied by the restriction of ͕x͖ to ⍀ ⑀ . However, there has emerged no methodology as yet in this development to confront the problem of generating conformations in an external field with specified likelihoods. In other words there is no mechanism to obtain a realization of the polymer conformation such that ͕x͖ lies in the set N ⑀ . While it will be the task of the next section to address this issue in depth, we shall disperse with the reminder that the original non-Markovian conformation problem has been converted to a Markovian augmented conformation problem.
III. THE BRIDGE PROCESS CONCEPT
We are concerned with a stochastic process over some finite period, say ͓0,1͔, whose initial and terminal states have both been specified in some way. The process ͑which may be a scalar or a vector͒ must also remain Markovian so that it can be traced conveniently from beginning to end by a suitable simulation process. A known example of this is the Brownian bridge process. 6 The process is called a bridge because there are stipulations at the beginning and end of the process.
Consider a scalar process X(s) whose end points at s ϭ0 and sϭ1 are both located at 0, i.e., X(0)ϭX(1)ϭ0. In between, the process is to be Brownian in nature. Such a process can be shown to satisfy the stochastic differential equation 6 dX͑s͒ϭϪ X͑s͒ 1Ϫs dsϩdW͑s͒.
͑3.1͒
The process is now in possession of a ''drift'' term which steers it at a rate depending on the distance from the end point ͑in space as well as time͒ so that the terminal constraint will be met. The case of the end point being different, say a, from the starting point is accommodated by the equation
Note that the basic stochastic characteristics 7 of the Wiener process are shared by X(s) from both Eqs. ͑3.1͒ and ͑3.2͒. In other words, the drift terms in these equations provide for the ''proper'' selection of the sample paths of the unconstrained process ͑i.e., the Wiener process in this case͒ which will satisfy the terminal constraint.
What is of interest to us is the generalization of the bridge for stochastic processes of the type ͑1.6͒. Furthermore, it will be of interest to consider the bridge between a specific starting point, say x 0 , and a specified domain, say B of X space for the terminus, i.e., X(1)B. While the details of this generalization are presented elsewhere 8 ͑see also Appendix A͒ broadly the derivation is based on the following considerations. We first obtain the probability distribution, conditional on the terminus of the polymer being in the desired domain, for the ͑simulative͒ progression of the polymer with contour length. From this probability we obtain the mean displacement ͑the first moment͒ as well as the diffusion ͑second central moment͒ which provide the drift and diffusion terms in the stochastic differential equation for the bridge process. It turns out that the diffusion terms remain the same as in Eq. ͑1.6͒, a consequence of significance in that the ''stochastic'' part of the conformation process has been preserved. The drift term, which is suitably modified to meet the constraint at the end, features the probability that the terminal constraint is met conditional on prescribed polymer coordinates at a given intermediate length.
Thus letting Prob͕X͑1 ͒B͉X͑ s ͒ϭx͖ϵ⌸͑x,s͒.
We present the stochastic differential equation for the required bridge process as dXϭA*͑X,s ͒dsϩB͑X,s͒dW͑s͒, ͑3.3͒
where
In considering the solution of ͑3.3͒, one must adopt the initial condition X(0)ϭx 0 . The implication of the foregoing analysis is that the sample path generated of the solution to the differential equation ͑3.3͒ will automatically end in the region B. If it is of interest to consider a bridge between X(0)A ͑where A is arbitrarily chosen in X space͒ and X(1)B, then the initial condition for the solution of ͑3.3͒ must be generated by using the probability distribution for the starting point to originate from A. It now remains to identify the function ⌸(x,s) so that ͑3.3͒ is completely determined. Because it represents the probability that X(1)B given that X(s)ϭx, it must clearly be obtained by integrating the probability function p x (y,1͉x,s) with respect to y over the domain B. Thus ⌸͑x,s ͒ϭ ͵ yB p x ͑ y,1͉x,s ͒dy.
͑3.5͒
Hence the calculation of ⌸(x,s) involves the calculation of the probability function p x (y,1͉x,s) through the solution of the Fokker-Planck equation ͑1.7͒ for the stochastic differential equation ͑1.6͒. We have thus accomplished the construction of the bridge process for an arbitrary stochastic process of the type given by Eq. ͑1.6͒. The methodology is thus immediately extended to the augmented conformation process presented in Sec. II so that a mechanism is now available for generating energy-specific polymer conformations. The details are discussed in the next section.
IV. EXACT SIMULATION OF ENERGY-SPECIFIC POLYMER CONFORMATIONS IN AN EXTERNAL FIELD
The results of the previous section are readily applied to the augmented conformation problem. It is important to note that without the augmentation of the conformation vector with the running Boltzmann weight Z(s), stipulation of the polymer's total energy does not translate to a terminal constraint. Thus the set B to which the end of the process X(s) ͓i.e., X(1)͔ was constrained in the previous section is identified in the present context as Bϭ͕͓x͑1 ͒,z͑ 1 ͔͒: x͑1 ͒R; ⑀Ͻz͑1͒Ͻ1͖.
͑4.1͒
In particular no stipulation is made on the end of the polymer itself since only the energy is of concern here. Of course it is also possible to explicitly constrain the polymer end in addition if it were so desired. Following the development of the previous section, the bridge process of interest is represented by the pair of stochastic differential equations dXϭA͑X,s ͒dsϩ͓B͑X,s͒B T ͑X,s͔͒•ٌ x ln ⌸͑X,Z,s ͒ds
where the function ⌸(x,z,s), by the application of Eq. ͑3.5͒, is obtained as
The integrand, p xz (x,z,1͉x,z,s), in the above equation must be obtained by solving the Fokker-Planck equation ͑2.4͒. We have thus a statistical mechanically exact simulation technique in the sense that an energy-specific conformation can be generated by solving the stochastic differential equations ͑4.2͒ and ͑4.3͒. The solution of stochastic differential equations by numerical algorithms is a relatively well-known procedure. [9] [10] [11] The discretized algorithms for the same feature random variables that are readily generated on a digital computer for discretized sample path solutions. One therefore obtains from such computations the kth realization of the augmented conformation ͕͓X,Z͔͖ of the polymer in its discretized form ͕͓X i ,Z i ͔ (k) ;iϭ1,2,...,N͖. The macroscopic properties of the polymer can be calculated by replacing ͑2.11͒ by its discrete version
The most difficult aspect of this exact approach lies in the appearance of the function ⌸(x,z,s) in the stochastic differential equation ͑4.2͒, because its calculation from Eq. ͑4.4͒ requires the solution to the Fokker-Planck equation ͑2.4͒. The difficulty of solving the Fokker-Planck equation would seem to parallel that of solving the partial differential equation ͑2.8͒ for obtaining the Green's function ͑2.6͒. Since the Green's function can lead to the calculation of the average polymer properties, it is essential to examine this alternative in some detail relative to the approach that has emerged in this work.
First, the Green's function is a convenient implement to calculate properties that are obtained from the polymer extremities such as end-to-end distance square. For such properties, the current approach has clearly little to offer. On the other hand, properties that scope the polymer's anatomy to any extent, such as the radius of gyration, various scattering functions, and so on require multiple integrations over the range of the intermediate conformation vectors which make the combinatorial calculations extremely elaborate. Thus the basic advantage of a simulation procedure which is to exclude generation of the noncontributory components to the calculations is denied in the Green's function approach.
Of course, an important issue of the current approach is the ease with which solutions can be obtained for the Fokker-Planck equation ͑2.4͒. While an answer to this question has not evolved fully, some promising possibilities are currently under development. As stated earlier, the focus of this paper is to demonstrate proof of the main concepts that we hold to be of fundamental value to polymer science. We shall therefore limit ourselves to an example sufficiently simple to obtain analytical solutions for the Green's function from Eq. ͑2.8͒ as well as for the Fokker-Planck equation ͑2.4͒ so that comparisons are facilitated.
V. CONFORMATION IN A QUADRATIC EXTERNAL POTENTIAL
We will restrict consideration to a polymer whose conformation in the absence of the field is described by a Brownian process, i.e., Eq. ͑1.1͒. The external field will be assumed to be a symmetric quadratic field along one of the coordinate directions, say x. It is of interest only to follow this specific coordinate of the polymer conformation so that we may write dXϭdW͑s͒.
͑5.1͒
If we let the dimensional external field be given by
VЈ͑xЈ͒ϭ cЈxЈ
2 kT and the dimensionless external field be defined with respect to V 0 ЈϭcЈLl/3kT, then we have
͑5.2͒
The 
͑5.11͒
The forgoing problem in the transform can be solved in terms of the spectral representation of the differential operator 
͑5.12͒
which features the modified Hermite polynomials
where ͓n/2͔ϭn/2 for n even and ͓n/2͔ϭ(nϩ1)/2 for n odd. The modified Hermite functions have the property of being orthogonal in the infinite interval.
Rather than evaluate the function P XZ (x,,s͉x,0,s) by inverting its Laplace transform for the calculation of ⌸(x,z,s) we take the route of calculating the transform of the latter and inverting the same. We consider two bridge processes; ͑i͒ in which the Boltzman weight has a fixed value Z(1)ϭz 1 , and ͑ii͒ where the total Boltzmann weight lies in the range z 1 ϽZ(1)Ͻ1. Distinguishing the ⌸ functions for the two processes by subscripts we write
and
where 1 ϵln(z/z 1 ). As observed earlier, we substitute the Laplace transform of the integrand in Eqs. ͑5.14͒ and ͑5.15͒ and invert after the integration to calculate the left-hand sides. The results after some tedious ͑but not particularly difficult͒ use of standard inversion tables are given by
;1 ͪ
͑5.16͒
͑5.17͒
In accord with the requirements of Eq. ͑4.2͒, the respective functions on the left-hand sides of Eqs. ͑5.16͒ and ͑5.17͒ must be differentiated partially with respect to x in order that the stochastic differential equation for the bridge process is completely defined. 
VI. RESULTS OF COMPUTATION
The computational results to be presented are organized as follows. First, sample path simulations of the bridge process for case ͑i͒ for which the energy of the conformation is fixed, and case ͑ii͒ for which the energy falls in a stipulated range are presented which demonstrate the exactness attributed to the concept of the bridge process. This demonstration is made for fields of varying strength as measured by the dimensionless parameter c. The results are presented both by directly displaying the conformation in the background of the potential well as well as by plotting the Boltzmann weight function Z(s). Next, the size-related properties of the polymer, end-to-end distance square, the radius of gyration, and the average energy are presented for the bridge process for comparison with results from the Green's function. Comparison is also made with results from the unconstrained simulation procedure obtained by solving the conformation equation, i.e., the Brownian process. The error bounds for the bridge process simulation are compared with those of the unconstrained process simulation as a measure of the effectiveness of the former. Finally the speed of convergence is studied numerically of the bridge process simulations in calculating the polymer properties.
A. Bridge process simulations of polymer conformations with fixed Z"1…
The strength of the external field is governed by the numerical values of the parameter c relative to 1. Thus c ϭ5 will represent a relatively weak field while cϭ15, a strong field. We present simulations of the conformation in the X-Z plane, as well as in the Z-s plane for the bridge process with fixed Z(1) in Fig. 1. Figures 1͑a͒ and 1͑b͒ show five different conformations all terminating exactly at Z(1) ϭ0.1 in a weak field with cϭ5. While the terminal con- straint is explicitly shown by both Figures 1͑a͒ and 1͑b͒ , the former shows the polymer's tendency to steer clear of the regions of high potential gradients. Figures 1͑c͒ and 1͑d͒ show similar sample conformations for Z(1)ϭ0.5 in a relatively strong field of cϭ15 selecting out conformations that are even more difficult to generate by methods that do not account for the potential field in an exact way. The evasion of high potential gradient areas by the polymer is even more dramatically seen in these conformations.
B. Bridge process simulations of polymer conformations with fixed range of Z"1…
From the point of view of calculation of polymer properties, it is not essential to impose a specific value of Z(1) at the end of the polymer. Figures 2͑a͒-2͑d͒ show the results of simulations for the bridge process with the constraint z 1 ϽZ(1)Ͻ1 for z 1 ϭ0.1 ͓͑a͒ and ͑b͔͒ and z 1 ϭ0.5 ͓͑c͒ and ͑d͔͒. Figures 2͑b͒ and 2͑d͒ vividly show how the bridge constraints are met at the terminal end of the polymer, while 2͑a͒ and 2͑c͒ display the actual polymer conformations. As in Fig. 1 we observe that here too, as the value of z 1 is increased, the polymer tends to evade the high potential gradient areas particularly for strong fields in 2͑c͒.
C. Calculation of average polymer properties
The calculations presented in Secs. VI A and VI B arbitrarily selected the bridge constraints. However, calculation of the average properties must be guided by a bridge constraint that represents a judicious balance between the degree of approximation that is acceptable and the speed of computation, thus a conservative choice of the range of Z(1), i.e., a low enough value of z 1 will increase the accuracy of the computed property but with an accompanying increase in computation time.
The properties chosen for computation were ͑i͒ end-toend distance square that could be analytically calculated from the Green's function for ready comparison, ͑ii͒ radius of gyration, and ͑iii͒ conformational energy. For the sake of comparison, calculations were also made of the above by performing simulations of the unconstrained process and computing the average by weighting with the partition function. The error bounds on the calculated properties provide a measure of the effectiveness of the bridge process simulation over the unconstrained process. All calculations were made for a relatively strong quadratic external field of cϭ20. Figure 3͑a͒ compares the end-to-end distance square as a function of the location of the leading end of the polymer. Exact calculations wherever possible using the Green's function are compared with those obtained using the bridge process simulation for the fixed range 10 Ϫ15 ϽZ(1)Ͻ1 along with error bounds. As the leading end of the polymer is placed in regions of high potential gradients, the error bounds increase somewhat. In Fig. 3͑b͒ calculations are shown of the unconstrained process and it is clear that the error bounds are considerably higher than those for the bridge process simulations. Figure 3͑c͒ shows the results for the radius of gyration as calculated by the bridge process. The error bounds for the bridge process simulation ͓10 Ϫ15 ϽZ(1)Ͻ1͔ are again higher when the leading end of the polymer is in the region of high potential gradients. However, Fig. 3͑d͒ shows a substantially larger error bound for the unconstrained process simulation demonstrating that the procedure does not sample conformations sufficiently to calculate an average without substantial error.
The average configurational energy is shown in Fig. 3͑e͒ for the bridge process and in 3͑f͒ for the unconstrained process. Indeed the fluctuations in the average in 3͑e͒ are considerably less than those in 3͑f͒.
D. Rate of convergence of simulations
The strength of the current technique lies in eliminating conformations with negligible Boltzmann weight. Thus the effectiveness of the technique must be measured by the rate at which convergence of the simulations is obtained ͑in the calculation of the average properties͒ relative to that obtained in the unconstrained simulation process. We have thus adopted the following measure. Suppose the property of interest is F͕x͖ and the ith simulation produces a value of F i . We let n represent the number of simulations and formulate the average of n simulations by
Of course ͗F͘ n is itself a random quantity. Its average can be found by multiple sets of n simulations each and finding the average to get ͗͗F͘ n ͘. As n assumes large values, say of the order of N(Nӷn), ͗͗F͘ n ͘ must lead to a limit we shall denote by ͗͗F͘ N ͘ about which it will be of interest to define the ͑random͒ fluctuation of the quantity ͗F͘ n by ͗F͘ n Ϫ ͗͗F͘ N ͘. The average fluctuation will then approach zero as the number of simulations n is increased towards the value of N but we may measure the variance of ͗F͘ n by calculating the quantity
.1͒ for progressively large values of n. As n approaches N, the variance above approaches the value ͗͗F͘ N 2 ͘Ϫ͗͗F͘ N ͘ 2 which may be small but not necessarily zero. The measure of the speed of convergence lies in the rate at which the expression in ͑6.1͒ decays to its limiting value. Besides the rate of convergence, the smallness of ͗(͗F͘ n Ϫ͗͗F͘ N ͘) 2 ͘ in itself provides an indication of the effectiveness of the procedure. We shall thus compare below the results of our simulations for the bridge as well as unconstrained processes with respect to the magnitude of the mean fluctuation as well as the speed with which it decays to its limiting value. Figure 4͑a͒ shows the result of computations on the mean-square fluctuation ͑6.1͒ for the end-to-end distance square for the bridge process with 10 Ϫ15 ϽZ(1)Ͻ1 and for the unconstrained process. The polymer is assumed to be in a strong gradient area by locating its leading end at X(0)ϭ2. The figure clearly shows the advantage of the bridge process simulation as the mean-square fluctuation is nearly 100 times larger for the unconstrained process and becomes even worse as the number of simulations is increased progressively.
The very same trends can be seen in Fig. 4͑b͒ for the average radius of gyration square, ͗R g 2 ͘ n ͑computed only for the direction of the external field͒ and in Fig. 4͑c͒ for the average configurational energy of the polymer. Another issue that governs the rate of convergence is the range of Z(1) in the bridge process, i.e., the value of z 1 in the range z 1 ϽZ(1)Ͻ1. Figures 5͑a͒-5͑c͒ show calculations of the average end-end-distance square, the average radius of gyration, and the average configurational energy in which z 1 is varied between 10 Ϫ3 and 10
Ϫ15
. At large gradients of the external potential, smaller values of z 1 seem desirable although the value of z 1 ϭ10 Ϫ10 appeared as a reasonable compromise between accuracy and speed of computation.
E. The energy distribution
It is of interest to verify whether the energy distribution for the polymer in the external field is calculated properly by the bridge process simulations. The energy distribution, say f (E), is of course given by
where Q is determined by ͑1.14͒. In what follows we shall bear in mind that the energy of the conformation Eϭ Ϫln"Z(1)…. Define an energy distribution f 0 (E) not involving the Boltzmann weight given by
͑6.3͒
It is interesting to compare the two energy distributions ͑6.2͒ and ͑6.3͒ obtained by performing an unconstrained simulation process; since generation of the conformation by this process cannot envisage a priori the Boltzmann weight to be applied, all simulations ͑even those that prove eventually to be of negligible Boltzmann weight͒ must be completed. However, the fraction of wasteful simulations must emerge from such a calculation as judged by the Boltzmann weight   FIG. 3 . Simulations of end-to-end distance square, radius of gyration square, and configurational energy in a strong quadratic external field (cϭ20). End-to-end distance square: ͑a͒ bridge process, ͑b͒ unconstrained process ͑solid line is the Green's function prediction͒. Radius of gyration square: ͑c͒ bridge process, ͑d͒ unconstrained process. Configurational energy: ͑e͒ bridge process, ͑f͒ unconstrained process. of each conformation. Alternatively, an energy ''cutoff'' may be devised that distinguishes the essential simulations from those that are wasteful. Figure 6͑a͒ presents the energy distributions ͑6.2͒ and ͑6.3͒ from the unconstrained simulation process for a strong field with ''high'' gradient ͓X(1)ϭ2͔. Thus Fig. 6͑a͒ shows almost no overlap ͑1.3%͒ between the areas under f 0 (E) and f (E) so that the unconstrained process simulations are mostly wasted. The energy cutoff occurs at 18.4kT corresponding to Z(1)ϭ10
Ϫ8 . The bridge process simulation with z 1 ϭ10 Ϫ8 is compared ͑very favorably͒ with the unconstrained process simulation for f 0 (E) in Fig. 6͑b͒ and for f (E) in Fig. 6͑c͒. 
F. Computational features
The algorithm used for solving the differential equation for the bridge process, among others, is presented in Appendix B. Basically the strategy has been to use the Euler scheme for the X variable while the Z variable is obtained by approximating as
͑6.4͒
The bridge process simulation for a fixed end point occasionally showed inexact ending which was corrected by adjustment of the discretization interval ⌬s. The computations for the fixed range bridge process showed no errant conformations.
The simulation of the bridge process is more efficient than that of the unconstrained process since it requires a smaller number of simulations to attain a given level of convergence. However, the computation of each sample path of the bridge process involves more time as the equation involves additional terms to be calculated. Figures 7͑a͒ and  7͑b͒ show a plot of the CPU time for simulations against FIG. 4 . Convergence of the bridge ͑⌬͒ and unconstrained ͑᭺͒ process simulations with X(0)ϭ2 ͑polymer in a strong gradient field͒. ͑a͒ End-to-end distance square; ͑b͒ radius of gyration square; ͑c͒ configurational energy. error ͑i.e., a given level of convergence͒ for both the bridge and unconstrained processes. Figure 7͑a͒ shows both bridge and unconstrained process simulations of the end-to-end distance square ͑solid line͒, the conformational energy ͑dashed line͒, and the radius of gyration ͑dotted line͒. The computation time increases with smaller error requirements for both processes. However, an extrapolation to a 1% error in Fig.  7͑a͒ shows how, in a strong field, the computation time for simulation of conformations starting in a high gradient zone for the unconstrained process is several orders of magnitude over that of the bridge process simulation in all cases. On the other hand, Fig. 7͑b͒ shows that for a weaker field ͑and a low gradient zone͒, the advantage of using the bridge process is not as spectacular.
VII. DISCUSSION AND CONCLUSIONS
It is now of interest to examine the bridge process within the general perspective of methods that have been devised in statistical mechanics for generating molecular conformations. A popular procedure to overcome the problems associated with unconstrained sampling of the conformation space is known as ''umbrella sampling.'' 12 The umbrella sampling method employs an auxiliary or ''umbrella'' potential added to the potential energy to hold the conformations in the neighborhood of a chosen conformation. There are several variations in the literature [13] [14] [15] [16] of the method which cannot obviously be described as an exact procedure. In this regard, it is of interest to recount the observations of Valleau and Torrie. 16 ''...The major shortcoming of the ͑umbrella sampling͒ method at present is the lack of satisfactory choices for choosing the weighting function ͑auxiliary potential͒. In practice satisfactory choices can be efficiently obtained by trial and error. Attempts to predict reliable general analytic forms for w have been a failure. This is not surprising, since knowledge of such forms would imply solution of the general problem of evaluating statistical mechanical partition functions!...' ' The items in parentheses in the above quote are our own. It is significant that the concluding statement in the foregoing paragraph is suggestive of resignation to the virtual impossibility of an exact procedure. In the light of this viewpoint, the contribution in this paper has claims to being a ''breakthrough'' because the sampling is indeed mathematically exact. Whether or not efficient numerical solutions of the stochastic bridge equations can be obtained in the general case represented by the pair of equations ͑4.2͒ and ͑4.3͒ is an issue to be resolved in the future. However, it must be evident that there is here an exact framework whose potential to solve more general problems depends on the availability of methods to calculate the function ⌸(x,z,s) by solving the Fokker-Planck equation ͑2.4͒. Of course the framework is established only for situations in which conformations are described by the stochastic differential equation ͑1.6͒ but all the continuous models that have been of interest in the literature are describable by this equation. Indeed the considerations in this paper do not include the issue of excluded volume which will necessarily involve additional features.
In solving Eq. ͑2.4͒ for the general case, an appealing approach seems to be one of finding an orthogonal basis set of functions in conformation space ͑i.e., functions of the conformation vector x͒ and seeking the matrix representation of the diffusion operator in the Fokker-Planck equation in terms of a finite number, say of the basis functions. Thus the Fokker-Planck density p xz (x,z,s͉x 0 ,1,0) will be expressed as a linear combination of the basis functions with coefficients that will satisfy coupled first-order partial differential equations in the variables z and s which can be solved by the method of characteristics. If accurate solutions can be obtained by this method, the function ⌸(x,z,s) becomes immediately available. The method is currently under investigation.
APPENDIX A: DERIVATION OF THE BRIDGE PROCESS
Consider the stochastic differential equation dXϭA͑X,s ͒dsϩB͑X,s͒dW͑s͒ ͑A1͒
with the conditional probability density for the process denoted p(xЈ,sЈ͉x,s). We are interested in deriving the bridge for the above process spanning a specific X͑0͒ and the set X(1)B. We define the following events for consideration of their probabilities.
A: X͑1 ͒B, B: X͑t ͒ϭy, C: X͑s ͒ϭx ͑ tϾs ͒.
Denoting the probability density of the bridge process by p*(y,t͉x,s;A) we may write ͑somewhat carelessly about the differential nature of the continuous probability measures͒ where basic rules of probability have been used in arriving at the expressions towards the right along with the fact that the Markov process at hand remembers only the latest information about the process. By letting the probability of event A conditional on the process at a prior stage characterized by position ͑x͒ and contour length (s) depend explicitly on x and s through the function ⌸(x,s), we may write 
͑A4͒
The drift term A* is defined by A*ϭ lim 
͑A6͒
Substituting Eq. ͑A4͒ into Eqs. ͑A5͒ and ͑A6͒ one obtains the required result A*ϭAϩBB T
•ٌ x ⌸͑x,s ͒, BϭB*. The bridge process is thus completely defined.
APPENDIX B
We present algorithms for the evaluation of sample paths of the solution to a stochastic differential equation of the type ͑1.6͒. We consider the scalar case first. Thus the differential equation of interest is given by dXϭA͑X,s͒dsϩB͑X,s͒dW͑s͒. ͑B1͒
Integrating the foregoing equation over the interval (s nϪ1 ,s n ), we obtain
