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 HEMODYNAMIC DESIGN OPTIMIZATION OF A VENTRICULAR CANNULA: 
EVALUATION AND IMPLEMENTATION OF OBJECTIVE FUNCTIONS 
 Samuel J. Hund, M.S. 
University of Pittsburgh, 2006
Shape optimization has been used for decades to improve the aerodynamic performance of 
automobiles and aircraft. The application of this technology to blood-wetted medical devices 
have been limited, in part, due to the ambiguity of hemodynamic variables associated with 
biocompatibility – specifically hemolysis, platelet activation, and thrombus formation. This 
study undertook a systematic evaluation of several objective functions derived directly from the 
flow field. We specifically focused on the optimization of a two-dimensional blood conduit 
(cannula) by allowing free variation of the centerline and cross-sectional area. The flow was 
simulated using computational fluid dynamics (CFD) at a nominal flow rate of 6 lpm and 
boundary conditions consistent with an abdominally positioned left-ventricular-assist device 
(LVAD). The objectives were evaluated both locally and globally. The results demonstrated 
similarities between four of the functions: vorticity, viscous dissipation, principal shear stress, 
and power-law (PL) blood damage models based on shear history. Of the functions analyzed, 
those found to be most indicative of flow separation and clearance were flow deviation index and 
the Peclet Number. The conclusions from these studies will be applied to ongoing development 
of algorithms for optimizing the flow path of rotary blood pumps, cannula, and other blood 
contacting devices. 
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1.0  INTRODUCTION AND BACKGROUND 
The development of blood-wetted medical devices is very difficult and ill posed. The complex 
nature of blood makes it difficult to completely simulate the biocompatibility of these devices. 
Even when a suitable design is found, the results may not scale from one application to the next, 
necessitating a redesign for each case. Despite these challenges, computer simulations and 
numerical optimization provide practical and cost-effective methods for the design and 
evaluation of these devices. The aerospace and automotive industries have used shape 
optimization (SO) for several decades to improve their products. The biomedical industry has 
seen an increase in the use computational fluid dynamics (CFD), but it is lagging behind other 
major industries in its implementation; and has not adopted SO in any meaningfully way. One of 
the challenges to implementing optimization into the biomedical industry is relating simulation 
results to biocompatibility or biological performance. For example, Giersiepen (1) developed a 
power-law model for blood trauma that was based on highly restricted conditions. Investigators 
have attempted to apply it blindly to CFD analyses, but its validity under generalized conditions 
has never been validated; hence its utility as a predictive tool is questioned(2, 3). Other 
simulations of flow-related blood trauma, such as platelet deposition models presented by 
Sorensen et al. (4, 5), have yet to be expanded to complex flow patterns similar to those found in 
medical devices. The goal of this thesis is to carry out a systematic analysis of the most 
commonly used macroscopic models (reduced order) for blood damage to predict microscopic 
phenomena. Additional models were introduced to fill gaps that were perceived in describing the 
relevant hemodynamic phenomena for biocompatibility.  
The first section describes a detailed study leading to the selection of several key 
functions representing blood damage, suitable for use as objective functions for blood-wetted 
medical devices. The second section of this thesis involves applying these functions to a 
benchmark problem, namely the ventricular cannula for a left ventricular assist device (LVAD), 
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such as the Streamliner VAD. This benchmark case was chosen for several reasons. Cannulae 
have generally not been studied to the same extent as other hemodynamic problems – such as 
end-to-side anastomosis. Of the few studies that have been performed on cannulae, most involve 
material properties, while very little work has been done on the flow path(6-12). Secondly flow 
through curved tubes, including cannula, is not trivial. The flow exhibits several interacting 
phenomena such as separation and Dean Vortices. Finally, the flow profile exiting the cannula 
can dramatically affect the performance of the VAD to which it is attached. In summary, the 
study of flow in a cannula strikes a balance between simplicity and non-triviality: the problem is 
simple enough to be tractable, yet complex enough so that the results are neither trivial nor 
intuitive, but useful. 
This thesis is organized in a logical fashion, beginning with an overview of the basics of 
blood rheology and trauma. The following introductory sections describe some of the common 
methods by which CFD is used to estimate blood damage, and introduces optimization in the 
context of the finite element method (FEM). The Methods sections provides a more detailed 
description of the specific methods and approaches employed n this study, including the blood 
damage indicators chosen. The Results section describes the implementation of the objective 
functions into the design of the cannula. The thesis concludes with a discussion of the results and 
future work. 
1.1 BLOOD DAMAGE 
The design goal of any medical device is to maximize safety and efficacy. In this respect, blood 
damage is one of the most important issues for blood-wetted devices. Blood damage refers to a 
physiological and morphological change that occurs to any component of the blood, and can take 
on several forms. The most traditional analysis of blood damage is hemolysis: the rupture of red 
blood cells. Hemolysis can lead to hemoglobinemia or anemia. A second indicator of blood 
damage is thrombosis, which is the leading cause of device failure and device related 
complications (13). A third indicator is shear induced white blood cell and platelet activation, but 
the underlying physics are similar to those behind hemolysis. It is important to have a basic 
understanding of blood in order to understand how it is damaged, so a brief summary of blood is 
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provided in the following section, followed by a detailed discussion of how blood is damaged by 
surface contact and flow conditions.  
1.1.1 Composition and Rheology of Blood 
Blood is an important biological fluid and has always had a mystical significance to man (14). 
Blood is responsible for transporting oxygen, nutrients, and hormones to other tissues in the 
body. It is also responsible for removing carbon dioxide and other waste products produced by 
tissues. It is also important in regulating fluid, electrolyte, and pH balances. Finally it is integral 
in maintaining homeostasis, modulating inflammation, and fighting disease. Blood is a complex 
mixture of ions, proteins, and formed elements. The formed elements float in a fluid mixture 
known as plasma, which contains water, proteins, lipids, vitamins, and other compounds. 
Although, most of the components of the plasma are important in sustaining life, the proteins that 
are crucial to this discussion are fibrinogen, von Willebrand factor, and various coagulation 
factors.  
 There are three divisions of formed elements. The first and most abundant are called 
Erythrocytes, which are better known as red blood cells (RBCs). The second type known as 
platelets (Plts), are the formed elements primarily responsible for hemostasis. The third set of 
formed elements is composed of several different types of cells collectively know as Leukocytes, 
or white blood cells (WBCs). These relatively large cells are responsible for producing 
antibodies, destroying bacteria and viruses, and neutralizing toxins. WBCs are also responsible 
for the inflammatory response. The relative proportion of blood volume comprised of formed 
elements is approximately 35-50% RBCs, and less than 1% Plts and WBCs (14, 15). The 
remaining 64-49% is comprised of plasma. The plasma has a density of 1.03 g/cm3 and that of 
the RBCs is 1.10 g/cm3. The density of the slurry is typically 1.05 g/cm3. 
 The complex composition of blood is responsible for its non-Newtonian rheological 
behavior. The formed elements cause the blood to exhibit shear-thinning behavior, meaning its 
viscosity drops over a range of increasing shear rate. At low strain rates, blood has an apparent 
viscosity of about 135 cP and decreases down to an asymptotic value of about 3.5 cP at around 
100 s-1 (16). Hematocrit, temperature (17), red blood cell deformability, and protein 
concentration can drastically change the value of the blood viscosity (18). Blood also shows 
 3 
some viscoelastic behavior (19), but the most significant signs of this phenomenon require the 
blood to be motionless for upwards of 10 minutes (20). Sharp et al. and others show that 
viscoelastic models of blood only show a 2% change in the peak velocity and a 3% change in 
wall shear stress when viscoelastic models were employed for flow in a tube (21). This was 
illustrated by a study of Mann et al. who showed that a solutions separan and xantham gum, 
which exhibits viscoelastic and shear-thinning behavior, approximated the shear stress profiles of 
blood in an experimental VAD better than a pure Newtonian fluid (22, 23). 
1.1.2 Hemolysis 
Hemolysis, or blood cell lysis, typically refers to the rupture of the membrane of the red blood 
cell and liberation of its contents, primarily hemoglobin. Although research of mechanical 
trauma to blood has been studied for decades, investigation into the microscopic mechanisms of 
shear induced hemolysis is still in its infancy (24). It is known that red blood cells are resistant to 
large compressive pressures up 2000 mmHg, but can easily be ruptured by exposure to small 
shearing forces around 200 mmHg (25-28). There is also a complex shear-exposure relationship, 
where a red blood cell can survive large stresses (1.5-3000 mmHg) for short periods of time (1, 
28). Pressure gradients and fluctuations have been shown to cause hemolysis (29-32). Kuchar 
and Sutera predicted that flow features that cause hemolysis are turbulence, geometries that 
produce high-shear stresses, sharp corners, stagnation regions, and flow separation, but Sutera 
showed that turbulence only increased hemolysis near walls (33, 34).  
If a large number of RBCs are destroyed over a short period of time, a lethal level 
(approximately 160 mg/dL) of hemoglobin can develop in the blood stream causing renal failure 
and possibly death (35-37). Several steps are required to remove hemoglobin from the free 
stream (14). First it is picked up by Macrophages, then its iron is stripped and the protein 
digested. The iron is then bound to a protein called transferrin and is released back into the blood 
stream where it can be used just like dietary iron (14).  
 Even if hemolysis is not high enough to cause hemoglobinemia, it may still pose a danger 
because of anemia. Although not a fatal condition anemia caused by long term blood cell 
destruction can results in weakness, slower healing, lower exercise tolerance, and a lower quality 
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of life. Hemolysis is also an indicator of a more dangerous, but less easily detected phenomena 
of platelet activation, describe below.  
1.1.3 Platelet Activation  
Platelets activation can be accomplished through several mechanisms. The platelet acts as the 
first line of defense in blood clotting by activating when contacting a foreign surface, which 
forms a “plug” when collagen is exposed by damaged tissue. Platelets can also activate when 
coming into contact with certain chemicals, known as agonists, such as adenosine-diphosphate 
(ADP), thrombin, and Thromboxane A2 (TxA2) (38). Surface and chemical activation of 
platelets is irreversible and results in the release of agonists, an inversion of the membrane, 
receptor activation, and other conformal changes. Activated platelets that remain in the blood 
stream are usually cleared from the circulation in the spleen. Shear stress can also activate 
platelets directly, but this can be either reversible or irreversible (39). Reversible activation only 
results in changes in fibrinogen receptor that increases the likelihood of aggregates forming. 
Activated platelets are also more likely to stick to the surface and other activated platelets. The 
deleterious consequences of platelet activation in prosthetic blood-wetted devices can be quite 
catastrophic. 
1.1.4 Thrombosis and the Coagulation Cascade 
Blood loss can be life threatening, so all of the components necessary to stop bleeding are 
actively floating through the body in an inert state. If a blood vessel is ruptured exposing the 
underlying collagen, the body can almost instantaneously start the process to clot through platelet 
adhesion and the coagulation cascade. Unfortunately, artificial surfaces can activate the same 
mechanisms, which could lead to device failure or injury to the patients. 
Virchow’s triad elegantly ties thrombosis to the contacting surface, the blood properties, 
and the fluid flow. The surface effects and methods of mitigating them are beyond the scope of 
this work, so only the basic principals will be discussed here. Coagulation involves the activation 
of platelets and a complex cascade of protein reaction that results in a solid thrombus. Major 
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flow features that are known to contribute to this process includes recirculation regions, 
stagnation zones, large eddies, and low bulk rate.  
 Device related thrombosis starts when plasma proteins adsorb to a foreign surface (40). 
Thrombin is cleaved from prothrombin through a complex set of protein reactions starting when 
factor XII adheres to a foreign surface with prekallikrein and high-molecular-weight kinase. 
Thrombin is responsible for breaking fibrinogen down into fibrin monomers and activating factor 
XIII. The fibrin monomers self-polymerize into fibrin and are cross-linked into a stable mesh by 
factor XIIIa.  
 Device-related thrombosis is a serious cause for concern. First, the cannula or other 
medical device can be occluded by an excessive amount of thrombus causing interruption of vital 
flow. Secondly, emboli can break off of a large thrombus formation and lodge in distal tissue 
cause an infarction. The patient could suffer from stroke, heart attack, or other organ failure (13). 
Thrombosis is a major cause of device failure in stents (41-46), prosthetic heart valves (47-52), 
ventricular assist devices (53-55), fistula (56-58), and small diameter vascular grafts (59-62). 
1.2 CURRENT METHODS FOR ANALYZING BLOOD DAMAGE 
Blood damage can be categorized as hemolysis, platelet activation, and the formation of 
thrombus. Several methods are commonly used to predict blood damage in medical devices and 
several others could possibly contribute to it. (See Table 1) It is more convenient to break these 
functions down into two main categories. The first are those that predict hemolysis or shear 
induced platelet activation. These functions include vorticity, viscous dissipation, power-law 
(PL) blood damage models, elongation, shear stress, and acceleration force. The second group 
contains those that determine areas of recirculation and stagnation, where agonists and activated 
platelets can build up or where surface adhesion is likely. The functions in this group include 
confluency (the divergence of flow velocity) stagnation area, residence time, the Peclet Number, 
and the Damkohler Number. These will be further detailed in subsequent sections. 
 6 
Table 1: List of quantities that can estimate blood damage 
Function Expression Brief Summary 
Vorticity 2ω  Measurement of Local Fluid Rotation 
Viscous Dissipation 2γμ &  Measure of viscous energy loss 
Principal Shear 
Stress xyyyxx ττττ +−= 2/)( 2max  Shear stress in the principal frame 
Power-Law 
Damage Model βατ tA  Mathematical model fitted to blood damage curves 
Acceleration ( )2Uua vr⋅  Acceleration experienced by a particle following streamlines 
Gradient of 
Acceleration ( )2a∇  Gradient of previous quantity 
Elongation ∑
=
=
N
i
iiD
1
22ε  Normal rate of strain 
Confluency )tan(a2 uf
uf vv
vv
⋅
×=φ  Devation of flow from a desired 
direction 
Stagnation Area 2/)))*05.0(tanh(1( uUA −−= α  Area of Low Flow 
Residence Time 
U
ht =
 
Average time taken 
for flow to cross an 
element 
Peclet Number 
D
UdPc =  Ratio of convection to diffusion 
Damkohler Number 
U
kdDa =  Ratio of reaction rate to convection 
1.2.1 Indices for Estimating Hemolysis 
Viscous dissipation and shear stress have typically been linked to blood damage (11, 63, 64). 
Viscous dissipation is the rate at which kinetic energy is lost due to viscous friction, or the power 
(stress times strain) lost due to the friction in the flow. It can also be considered a scalar 
interpretation of the shear stress, since the shear stress is proportional to the strain rate, for a 
Newtonian fluid.  
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 Most research into hemolysis directly relates it to shear stress (11, 25-28, 63-65). Shear 
stress is a difficult parameter to examine because it is a tensor quantity. The most common 
methods for analyzing stress is to calculate the norm of the tensor. The simplest form for two and 
three-dimensional flow is the product of viscosity and shear rate: γμ & , or alternatively the 
maximum principal stress: maxτ . Only the maximum principal shear stress will be analyzed, since 
viscous dissipation is proportional to the square of the first method. Yeleswarapu et al. (66) 
developed a model for blood damage: 
( ) [ ]krt tDiD o )(1 1)( −= σσ& . 
According to this hemolysis model, it is possible to minimize the rate of damage by minimizing 
the shear stress history.  
Vorticity is a measure of circulation and rotation in a fluid, and is twice the average shear 
rate of a fluid element. Only one group has used vorticity as an objective function for hemolysis 
(11, 63), but vorticity can indicate boundary layers where there is high shear stresses and 
turbulence. Vorticity is also prevalent in turbulent flow. 
 Hemolysis is a complex relationship between shear stress and exposure time. 
Experiments in simple flow fields have been used to determine typical stress-time exposure 
relationships for blood. In 1990 Giersiepen fit in-vitro experimental data to a power-law equation 
using the shear stress, τ, and exposure time, t. He used it to measure both blood damage though 
hemolysis and the change in LDH, a platelet released agonist. Mitsamura recently refit the 
parameters because the original model over predicted hemolysis in some devices (67). Boreda et 
al. developed a platelet stimulation function (PSF) using the same model (68, 69). Platelets are 
presumed to activate when the value of the PSF reaches 1000.  
The PL models, summarized in Table 2, are based in the Lagrangian frame of reference. 
The most common way of evaluating these damage indices (Di) is to integrate the value over the 
streamline, using one of the following forms: 
( )dtutADi
dtAdttADi
dttADi
T
T
T
∫
∫∫
∫
⋅∇+=
+=
=
−−
−−
−
vτατβτ
τατβτ
βτ
αβα
τ
βαβα
βα
11
11
1
.  
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 Table 2: Fitted values for various power-law models for blood damage. 
Reference: 
Model Type 
A α β 
Giersiepen: Hemolysis 3.62e-5 2.416 0.785 
Giersiepen: LDH 3.31e-6 3.075 0.77 
Mitamura: Hemolysis 1.8e-6 1.99 0.765 
Boreda et al.: PSF 1 1 0.452 
Approximation: Hemolysis 1* 2 1 
 
There are two problems with this approach. The first is that it assumes that RBCs do not 
disturb the flow and that they always follow the path-lines. An extensive amount of research has 
gone into fluid-particle flow and it is unlikely that the RBCs can be treated in this manner (70, 
71). In fact, Karino and Goldsmith reported seeing platelets and RBCs migrating out of the 
recirculation zone of a sudden expansion. The second problem with using streamlines is that the 
results depend on the starting point of the particle. A large number of path-lines must be used in 
order to get a statistically accurate measure of blood damage. Also, particles will not enter 
stagnation zones without some form of stochastic modeling, or unless they a driven into it by 
momentum. 
 An improvement to this would be to solve the flow in the Lagrangian frame of reference, 
where the Di becomes a time varying parameter attached to each node of a FEM problem. This is 
often difficult to do because it requires careful handling of the mesh in order to avoid element 
inversion, low quality elements, and overly coarse meshes (72, 73). 
 Due to the current challenge in calculating the PL damage models; this thesis will adopt 
an Eulerian frame of reference. This could be seen as a loss of accuracy, but it is also a way of 
minimizing the Di over the whole fluid. Secondly, the shear stress tensor must be converted to a 
scalar quantity, such as γμ &  or maximum principal shear, as suggested previously. There are 
other matrix norms such as the von Mises stresses, the octahedral stresses, wall shear stress, and 
the Tresca criterion. But γμ &  and the maximum principal shear are the two most commonly used 
ones in fluid dynamics. Finally, the temporal component of shear history is estimated using the 
residence time, which is the time required to traverse an specific distance along the flow 
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pathline.  It may be evaluated locally in each element using CFD, in which case it is taken as the 
ratio of element diameter to the particle speed. Unfortunately this method loses the directional 
sense, meaning reverse flow and recirculation, will give the same results as forward flow. 
 There are several sets of parameters that have been suggested for the PL model. Since the 
model of Mitamura et al. has the smallest difference between α and β it should give the best 
balance between shear and velocity (67). The model will be approximated using α equal to two 
and β equal to one as well as the values originally suggested by Wurzinger. This set of 
parameters was chosen for several reasons. Firstly, the fit of Mitamura et al, showed α to be 
almost 2 and β to be almost 0.75. Secondly, other models tend to favor shear stress to a greater 
extent than Mitamura. The fit of Giersiepen et al. was closer to 2.4 and 0.785 respectively for 
hemolysis, and 3.0 and 0.77 respectively for LDL. Using a lower value of α and the higher value 
of β, gives a greater balance between the two terms, where using a high value of α would allow 
shear stress to dominate over residence time. This study also evaluated the PSF, which uses an α 
equal to 1 and a β equal to 0.5.  
 Burgreen proposed that acceleration forces contributed to blood damage (74). 
Acceleration can be determined in both the Lagrangian and the Eulerian frame of reference. The 
Lagrangian approach involves calculating the acceleration experience by a particle, or packet of 
fluid, as it moves through the flow domain. Determining the acceleration in the Lagrangian 
frame has the same drawbacks as calculating the power-law blood damage models in a 
Lagrangian frame. It also suffers from the same drawbacks as the Lagrangian formulation of the 
PL blood models. The Eulerian frame has components that take into account the acceleration in 
terms of both time ( )tu∂∂v  and location ( )uu vv ∇⋅ , therefore the acceleration force was only measured 
along in the stream-wise direction. 
 If the acceleration changes drastically over the length of the cell, the one end of the cell 
will be accelerating with respect to the other points. This would result in the cell stretching and 
could possibly cause cell rupture. If a particle experiences vastly different acceleration across its 
surface, it may undergo critical deformation. It is therefore reasonable to include the gradient of 
acceleration to the list of objective functions. The gradient was only used in the stream-wise 
direction. 
 The final perspective we wish to investigate is extensional strain. By virtue of Umezu’s 
studies of hemolysis in stenotic nozzles, it is known that hemolysis is strongly affected by the 
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nature of the flow at the entrance of a contraction (31). In Umezu’s studies, the hemolysis was 
significantly reduced (40%) by making only slight modifications to the contraction geometry, 
like tapering or rounding. Such modifications did not necessarily decrease the shear stress 
exposure, indicating that a different field variable is more likely responsible for a significant 
portion of hemolysis. One of the proposed causes is extensional strain rate (a.k.a. elongation). 
This variable is commonly studied in the context of polymer flow where it is calculated using the 
diagonal components of the shear rate tensor, D (75). 
1.2.2 Estimators of Recirculation and Stagnation 
The second class of functions aims to quantify the recirculation and stagnation of the flow. 
Recirculation zones and stagnation areas have long been considered points of platelet adhesion 
and thrombus formation (76-78). Several authors have recommended using confluency, or the 
flow deviation angle, and stagnation area as design objectives, but there are various ways of 
defining confluency (63, 79). This prompted us to independently develop our own indices that 
are specifically appropriate for the current application. Residence time, Peclet Number, and 
Damkohler Number were also analyzed because of their relevance to convection-diffusion-
reaction equations.  
 To compute confluency using flow deviation requires the identification of a desired flow 
direction (79). For a cannula, this was selected to be the unit vector normal to the local cross 
section. (This is not to be confused with the desired flow field, which is left to the preference of 
the designer.) Another possible method of determining preferred direction would be to reference 
the potential flow solution. Similarly, the Stokes flow solution would be another possible choice 
for the preferred direction, but this could create problems in a 3D cannula design. These methods 
would remove any bias from the user, and makes it possible to define flow for a wide array of 
shapes. Once the desired flow direction is established, the confluency can be computed from the 
deviation angle between the desired flow path and the simulated flow field. 
 Stagnation area is another common objective function that is usually not well defined 
(79). We will however consider stagnation as points where the flow speed drops below 5% of the 
mean flow. The area can be found by integrating a level-set function, which is 1 if the flow is 
below threshold and zero elsewhere (80). 
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 Residence time is another factor that can be linked to thrombus deposition. A flow 
region that is well “washed” will have low residence times and high clearance, while 
recirculation zones will lead to infinite residence times and poor clearance. The residence time is 
a Lagrangian variable, but will be estimated in the Eulerian frame of reference as the reciprocal 
of fluid speed divided by characteristic length (e.g. element diameter). This approximation 
eliminates directional dependence from the objective function.  
 Two common non-dimensional numbers, Peclet Number and Damkohler Number, 
complete the set of objective functions studied in this research. These have not been used in the 
literature for the optimization of blood-wetted devices. The Peclet Number is used in convection-
diffusion problems to measure the ratio of convection to diffusion. The Damkohler Number is 
used in chemical processes to compare the rate at which reactions are occurring with the rate at 
which the reactance are being removed from the area by convection, diffusion, or both. 
Optimization of the flow path can only change the removal of reactants, so clearance caused by 
diffusion is not used. These two indices naturally fit into the study of agonist-induced platelet 
activation, platelet aggregation, and thrombus formation because all three phenomena have been 
modeled as convection-diffusion based chemical reactions (4, 5, 81).  
1.3 NUMERICAL METHODS FOR SOLVING PARTIAL DIFFERENTIAL 
EQUATIONS 
Conventional testing is time consuming and requires the construction of a prototype device, 
which can be costly. It is possible to substitute live testing with numerical simulation in order to 
avoid the construction of a prototype. Numerical simulations have been developed for 
electromagnetics, fluid flow problems, structural analysis, convection-diffusion-reactions, heat 
conduction, and other physical phenomena. 
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1.3.1 Finite Element Method 
Shape optimization involves linking a numerical optimization algorithm with a partial 
differential equation (PDE) solver. There are several methods for solving PDEs, but the most 
popular methods are the Finite Difference Method (FDM), the Finite Volume Method (FVM), 
and the Finite Element Method (FEM). Each method has its advantages and disadvantages, but a 
detailed discussion of each method is beyond the scope of this work. The FDM is the simplest to 
implement, but is not flexible enough for shape optimization since it does not readily conform to 
curved boundaries. The FVM is more flexible, but has not gained wide field acceptance because 
boundary condition can be difficult to implement. The FEM enjoys extensive use in most areas 
including fluid dynamics, solid mechanics, and electromagnetism. FEM is also proven to be 
efficient and accurate for solving fluid flows (82). Not only can the FEM conform to complex 
boundaries, but FEM can also handle various boundary conditions.  
1.3.2 FEM for Fluid Flow 
The solution of fluid flow equation, particularly the NS equation, has been studied in great detail 
(82). When solving NS-like equations including viscoelastic fluids, a mixed order Petrov-
Galerkin Method should be used for stability. To do this, the elements for velocity must be at 
least one order higher than those for the pressure. If not, the method will not satisfy the 
Ladyzhenskaya-Babuska-Brezzi (LBB) condition for stability.  The standard Galerkin 
method must be further stabilized, hence Petrov-Galerkin, in order to eliminate oscillation in 
areas where the flow changes rapidly. This can be done using artificial viscosity as is done in the 
FDM. The problem with this technique is that the actual equation is altered (82). Accuracy is 
traded for stability. Stream-wise Diffusion Method (SWD) is better because it only increases the 
viscosity along the streamline and not over the whole field. This does not smear the information 
across the stream-lines where the gradients are usually highest as the AVM does (83, 84). 
Unfortunately solution still may not be consistent with the original PDE, although it is more 
accurate than the artificial viscosity method. 
 The concept of the SWD led to the Galerkin-Least-Squared Method (GLSM), which is 
more precise (85, 86), and derived so that the FEM solution is consistent with the PDE. The 
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GLSM also includes variational terms relating to the pressure so the LBB condition is satisfied 
automatically and equal order elements can be used to approximate the PDE. The drawback of 
the GLSM is that it requires several adjustable parameters that are element-dependent and whose 
physical meaning has not been determined.  
 Other methods try to decouple the pressure and velocity terms on order to satisfy the 
LBB condition. The most popular approach is the Penalty Method (PM), which relaxes the 
incompressibility condition, and replaces pressure with a penalty function of the divergence of 
the velocity (82, 87). This method reduces number of unknowns down to just the velocity terms. 
The PM does have several drawbacks. The first is that there is no accurate method for 
determining the penalty function. This method does not calculate the pressure to the same 
accuracy as the other methods. Finally, the coefficient matrix is nonsymmetrical and ill-
conditioned, which could lead to yet more errors and/or failure to converge to a solution (88, 89). 
1.4 SHAPE OPTIMIZATION 
Analyzing and entire design space in a systematic fashion would be difficult and time consuming 
and costly to do with conventional prototyping or simulation. Design time can be reduced by 
coupling numerical simulation to numerical optimization routines. This also allows for an 
efficient search of the design space in order to find the best possible solution, assuming that the 
goal or best design qualities is easily defined. 
1.4.1 General Topics in Optimization 
Optimization refers to a collection of methods for finding a set of parameters of a system that in 
some way can be defined as optimal. Usually the parameters are determined by minimizing or 
maximizing a function, called the objective function, which is some mathematical way of 
measuring a goal, a value system, or desired design quality. One of the simplest examples of an 
optimization technique is the least-square fitting. The objective function is the root mean square 
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of the difference between the data and the function being fitted, and the optimal parameters lead 
to the best approximation. The standard form of an optimization problem is: 
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Most of the information presented in this section can be found in a standard text book on 
optimization (90, 91), but specific references are places where they are needed or where they can 
help clarify a technique. 
Obtaining a solution efficiently and accurately depends on several factors, such as the 
number of constraints, the number of design parameters, as well as the behavior of the objective 
function and constraints. Finding the optima of linear and quadratic problem is uses well-
established methods. For non-linear or higher order problems (NLP) iterative techniques must be 
implemented to find the optimum. Optimization routines are also broken down into 
unconstrained and constrained optimization. Most techniques have been developed to deal with 
unconstrained problems, so various methods are used to combine the constraints and the 
objective function into a new objective function.  
 Several steps generally describe the standard optimization algorithms for the NLP. These 
steps are determining a search direction, a line search, and evaluating the optimality of the new 
point. These steps are repeated until the minimum or maximum are found. Most of the methods 
for determining the search direction and doing the line search are LP or QP problems. The 
following sections will discuss some of the most common algorithms for doing these sub-
problems, as well as the commonly used overall methods for optimization. 
 Converging to a global optimal point is difficult. Most routines will only find the global 
minimum if the objective function and constraints are concave throughout the entire domain, or 
if the initial conditions are specified close enough to the global minimum. Therefore, it is 
common repeat the optimization several starting points. This usually allows the solver to find a 
global optimum, although there are no guarantees that this is the case. 
 The final topics that will be discussed are common methodologies for dealing with 
constraints, multi-objective optimization, and the formulation of the optimization for PDE 
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constrained problems. For the interest of space, optimization topics that are not relevant to the 
current project will be omitted here, including genetic algorithms and discrete point optimization 
methods. The ensuing optimization methods will be discussed in terms of a minimization 
problem, which tends to be standard procedure. Maximization routines can apply the same 
techniques with slight modifications, but a maximum can be determined by minimizing the 
negative of the objective function\ 
1.4.1.1 Determining the Search Direction 
The first step in most optimization routines is to determine a search direction. These 
algorithms use gradient information to determine the general direction toward the minimum. The 
simplest gradient-based method that is commonly used to find the search direction is called the 
steepest decent. The search direction, p, is the negative of the gradient, since the gradient points 
in the direction of maximum increase. This algorithm is guaranteed to converge and does so 
linearly. However, in the case that an objective function is elongated in a particular parameter 
direction the convergence is slow, and can take a large number of iterations to converge. 
 A more sophisticated method for determining the search direction is based on Newton’s 
Method for root finding. The optimal point of a function f is defined as where the gradient is 
zero, and so Newton’s equation, given by 
pHf v=∇− , 
where H is the Hessian matrix, and p is the search direction. This method has the advantage that 
it shows quadratic convergence around the optimal point yet does not suffer the problems 
associated with steepest descent. But, unlike the steepest descent method, the Newton’s method 
is not guaranteed to converge. This method will find a search direction toward the nearest 
optima, whether it is a minimum, a maximum, or a saddle point. If the Hessian matrix, H, is 
positive definite, then the routine will head in the direction of a local minima. Positive 
definiteness implies that: 
00 ≠∈∀> nT RxAxx . 
Several techniques have been developed in order to deal with situations where the 
Hessian is not positive definite. The simples method is to use the steepest descent until the 
Hessian becomes positive definite. This method gives rapid convergence near the optimum, but 
has all of the drawbacks of the steepest descent method. The second method is called the Picard 
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Method, where the Hessian is only approximated. Components of the Hessian that could lead to 
it becoming negative or indefinite are dropped. This method does not show the quadratic 
convergence as Newton’s Method, but it does not suffer the drawbacks of the steepest descent 
method. However, Picard's method requires that the Hessian be calculated mathematically which 
is not always possible. Other methods for approximating the Hessian in a manner that keeps it 
positive definite can also be used. These will be discussed a little later in more detail. 
 The preceding discussion has not mentioned how the gradients and Hessian are obtained. 
Ideally, the best results occur if the gradients can be calculated directly through differentiation or 
variational calculus, but most practical problems do not lend themselves readily to 
differentiation. In this case the derivative can be calculated using finite differences, which 
involves perturbing each optimization parameter slightly. This can be difficult because the 
truncation error can adversely affect the optimizer. In some cases the numerical noise can set up 
local minima or numerical oscillations, which cause difficulties in convergence. Also, 
numerically calculating the derivative can be computationally expensive for large problems such 
as those using CFD or other PDEs. 
 The Hessian matrix would require additional function evaluations in order to use finite 
differences to determine its values (92). The problem with numerical differentiation is that it 
quickly becomes noisy and so higher derivatives become less and less accurate. Even if the 
Hessian is reasonably approximated using finite differences, there is no guarantee that the matrix 
will be positive definite. Therefore the Hessian is usually approximated using more sophisticated 
the methods described by Broyden (93), Fletcher (94), Goldfarb (95), and Shanno (96) called 
BFGS. This method uses the values of the function, as well as the derivative information (either 
exact or approximated), to build up the curvature information. The Hessian is initially set to a 
positive definite matrix, such as the identity matrix, and is updated at each iteration using the 
equation:  
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This method guarantees that the Hessian will remain positive definite. It is also possible to 
update the inverse of the Hessian using a similar method so that the search direction can be 
found without a matrix inversion (97, 98).  
 The Newton-based methods usually involve finding the search direction using an iterative 
method. It is often the case, that only a few iterations are used to determine p, to reduce 
computational time. 
1.4.1.2 The Line Search 
A line search takes place once an appropriate search path is found in order to determine 
how far to move along the search direction. It is another minimization sub-problem, except that 
the function is only minimized along a single direction in the form:  
)( pxF vv α+  
where α is a constant chosen to strike a balance between convergence and stability. 
Several methods are used that reduce the time spent in this subroutine; just as the search 
direction was modified to save time. The first method is an interval halving method, where α is 
set to 1 for the initial step. The function is evaluated and checked to see if it decreased a 
sufficient amount. If the function does not decrease sufficiently, the step size is halved until the 
required reduction occurs. If the step-size becomes too small, the routine fails. This commonly 
occurs if the angle between the search direction and the contour line is small. More advanced 
methods use quadratic approximations, cubic approximations, or a mixture of both to find a 
minimum faster. The minima of these functions can be found analytically, and allow for α to be 
extrapolated beyond 1. Normally, extrapolation is numerically undesirable, but if the 
extrapolated point does not reduce the function, it increases the range over which alpha can be 
interpolated.  
1.4.1.3 Evaluating Optimality 
The optimality condition is ultimately defined where the gradient of the objective 
function is zero or at the lowest value along in the domain. In practice, an optimality condition 
may be defined by the gradient below a small threshold value. This is a relatively straightforward 
calculation. First, the gradient of the new point is calculated, which will also be used in the next 
Newton step if the point is not optimal. The second step is to evaluate the norm of the gradient, 
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which should be zero at the optimum. For a constrained problem, the minimum might be outside 
of the allowable parameter range. In this instance the point along the boundary with the lowest 
value is the minimum.  
1.4.1.4 Handling Constraints in Optimization Problems 
The routines for finding optimal values are developed for unconstrained problems, but 
most problems are constrained in some fashion. A problem is constrained if there are restrictions 
on the values that the optimization parameters can assume. Most engineering problems are 
constrained by logic, user requirements, physical principles or limits, or other practical issues. 
Constraints can take on various forms such as bounds on certain parameters or nonlinear and 
linear relationships – often represented by auxiliary equations. Equality constraints actually 
reduce the size of the problem, since one parameter can always be expressed in terms of the 
others. Constraints also help improve the convergence qualities of the optimization routines. 
In constrained optimization, the problem must be transformed into a new unconstrained 
formulation using various methods. Early methods involved developing penalty functions that 
would increase rapidly as the parameters came close to violating the constraints. More modern 
methods have been developed using Lagrange multipliers, since these early methods were 
inefficient, difficult to implement, and altered the design space. The problem would now be 
considered unconstrained, but with steep penalties for violating the constraints, hence driving the 
solution back into the feasible region. 
1.4.2 The Sequential Quadratic Programming Method for Optimization 
The favored gradient-based method for unconstrained optimization is the Quasi-Newton method. 
This method builds up the curvature information at each step, and uses it to approximate the 
objective as:  
)(xFcxfHxx TT v=+∇+ .  
The method typically uses the BFGS to update the Hessian, but other methods can also be used. 
The line search is done using a mixed quadratic and cubic line search method.  
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SQP is the most efficient, accurate, and successful version of constrained optimization 
routines (99). This method closely follows the Newton’s method for constrained problems (100-
102). The SQP method rewrites the constrained problem into the form:  
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using the Lagrange multiplier method. The Hessian for L is updated using the quasi-Newton 
approach.  
1.4.3 Multi-Objective Optimization 
Although single objective optimization can produce good working models, it is often impractical. 
Real-life design problems almost always involve multiple and competing goals, such as the 
present study wherein several indices are used to evaluate blood damage. Usually the objective 
function is represented by a vector of objectives, but the problem with this formulation is that the 
tradeoff between each objective function is not known a priori. In fact, no unique solution can be 
found for MOO; only a range of solutions can be determined, depending on the weighting 
applied to each function.  
 The MOO problem can be stated in the same fashion as the unconstrained problem, 
except now the objective function is a vector. When there is not a unique solution to the MOO 
the objective function should be analyzed using Pareto optimality (103, 104). Here the MOF 
refers to the combination of all objective function, while OF will refer to each individual 
function. Strong Pareto optimality occurs when at least one OF is at a minimum when the MOF 
is at a minimum. Weak Pareto optimization is where the MOF is at a minimum, but none of the 
OFs are actually at a minimum (105). Pareto optimality is characterized by the concept of 
noninferiority. A noninferior solution is where improvements to one OF requires a degradation 
of another function (103, 104).  
The first step in MOO is to transform the OF through normalization. This prevents any 
single function from dominating the others based only on its magnitude. The simplest 
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transformation, which will be referred to as KS transformation in this thesis, was presented by 
Koski and Silvenoinen (106): 
minF
FF inormi = , 
which normalizes the OFs so that their value reaches unity at their optimal points. Koski 
previously presented a second method (106, 107): 
minmax
min
ii
iinorm
i FF
FF
F −
−= ,  
which normalizes for both magnitude and variation. This transformation, referred to in this thesis 
as the Koski transformation, is normalized from 0 to 1. These second step is to determine the 
relationship between the OFs. The MOF can formed using numerous techniques, but the most 
basic is the weighted sum method (105): 
∑=
N
norm
iiFwMOF . 
There are many methods for the selection of the weights in order to avoid arbitrary selection 
(105). Most of these methods involve ranking the OFs in order of their importance, but for this 
thesis each form of blood damage will be given a weight of 1, meaning none has a higher priority 
than the next. After the MOF is determined, the problem is ready for any standard optimization 
routine.  
1.4.4 Shape Optimization in Fluid Dynamics 
Shape optimization of a PDE problem has a similar structure to a standard optimization problem. 
The general form the problem is given by: 
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Here the weak form of the PDE is treated as an additional constraint on the problem, and uv  
refers to the solution of that PDE. The PDE is solved for a given set of shape parameters and the 
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solution is used to calculate the OF. Since a PDE is a spatial problem, the OF will be calculated 
as the norm of the function relating to blood damage. Three norms will be considered for this 
study and are defined as: 
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Derivatives for the PDE constrained problem are not well defined. Most algorithms rely on finite 
difference approximations of gradients, and use an approximate Hessian using BFGS or the like. 
Two other methods are for determining the gradients are sensitivity analysis. Sensitivity analysis 
use calculus of variations for determine the sensitivity of the OF to a design variable, which 
includes a sensitivity of the flow variables to the design variable. The sensitivity analysis of the 
weak form of the PDE is used to find the sensitivity of the flow variables. This method is faster 
that a finite difference method because the sensitivity equations are linear, where the NS 
equations are non-linear. Unfortunately this technique requires some method of determining the 
sensitivity of the PDE to the shape parameter, which may be difficult to define.  
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2.0  METHODS 
This study focused on the optimization of a two-dimensional fluid dynamic domain 
representative of a blood conduit, or cannula. The domain was comprised of a 90 degree arc (or 
“elbow”) with prescribed boundary conditions, including a flow rate requirement of 6 liters per 
minute. 
2.1 NUMERICAL METHODS 
2.1.1 Computational Fluid Dynamics Using FEMLAB 
All simulations in this study were performed using FEMLAB (COMSOL, Inc.), a multiphysics 
finite element analysis package. The simulations were run with Taylor-Hood finite elements: 
quadratic in velocity and linear in pressure. The mesh elements were triangular in 2-D and 
tetrahedral for 3D. The mesh was refined until it was fairly dense, approximately 4,000-5,000 
elements. A continuation method for flow rates starting at zero and increasing up to 6 L/min was 
used to ensure stable conversion. The non-linear tolerance was of the order –4 for the early 
continuation steps, but was increases to –7 for the final step. This helped to reduce the 
computational time, without decreasing the accuracy of the scheme. 
The inlet boundary condition was prescribed by an uniform velocity profile, indicative of 
the entrance flow from the heart. The outlet condition was set to zero traction (pressure of 0 
dynes/cm2) and with a tangent constrained normal to the exit plane. The blood was treated as a 
Newtonian fluid with a viscosity of 3.5 cP and a density of 1.05 g/cm2. This is the commonly 
used asymptotic value for blood at room temperature. It has been shown that simulations using a 
Newtonian approximation can be quite accurate when the Reynold’s number is sufficiently large 
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and the blood viscosity is taken at an average shear rate for the flow (74). The viscoelastic 
properties of blood were ignored because they usually occur at very low shear rate (<2/s) and the 
shear rate of this study was several orders higher (> 200/s). 
 
2.1.2 Optimization Using the SQP Method 
The optimization was performed in several steps. The first step was to minimize and maximize 
each of the individual objective functions for the 2-D cannula. Two multi-objective optimization 
methods were then evaluated in order to determine the best method to combine the objective 
functions. The optimization was done using the SQP method, which is built into the optimization 
toolbox of MATLAB (by Mathworks). When needed, the maximum was found by minimizing 
the negative of the objective function, since the SQP method only solves for minimums. The 
optimization routine was started at several different points in order to find the global minimum. 
These starting points included the minimum and maximum values from the design space analysis 
in 2-D. The convergence rate, optimum values, and shapes were analyzed for design 
characteristics. 
 
2.2 ANALYZING OBJECTIVE FUNCTIONS 
2.2.1 Qualitative Analysis of Objective Functions 
Prior to performing the actual shape optimization, a rigorous evaluation and comparison of the 
objective functions was performed by simulating flow in two-dimensional channels that have 
been selected for particular flow behavior. Although it is possible to get a numerical comparison 
of each shape, the primary focus will be to observe behavior of the blood damage functions in 
each flow field. Both good quality (low shear and no recirculation) and bad quality designs were 
selected (Figure 1). The first good cannula was designed using the upper right quadrant of a ring, 
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while the second came from the preliminary results of the 2-D optimization for the Peclet 
Number.  
 
Figure 1: Flow through selected cannula plotted with pressure contours and velocity vectors. 
 
Several other designs were chosen because of the poor flow features that they generate, 
such as zones of high stress and recirculation. The most obvious of the bad designs, was a 
cannula that has been “pinched off” at its center, thereby throttling the flow. Figure 2 shows the 
recirculation zones in the bad cannula designs. The flow of blood in a stenosis has been studied 
extensively (108-111), and it is known to cause a high rate hemolysis at the throat and thrombus 
formation downstream of the contraction where a recirculation region forms. A pinched cannula 
behaves in a similar manner as a stenosis. The 90o cannula develops two recirculation regions. 
The first is in the upper right corner and the second one is located on the inner wall just distal to 
the turn. These two recirculation zones act to constrict the flow through this section and cause a 
jet similar like the stenosis, but weaker. Another poor feature of the square cannula is that there 
is a zone of high stress that forms just before the turn on the lower wall.  
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Figure 2: Recirculation regions of bad cannula designs 
 
The two more bad designs were analyzed in this part of the study. The third bad cannula 
design is based on the preliminary optimization results for vorticity. In order to reduce the 
vorticity, the walls expand to reduce velocity, which produces a large recirculation zone along 
the inner wall. The final bad design is not physically accurate, but is a purely mathematical 
model that provides useful intuition into the objective functions. The inlet and outlet are placed 
in position for the inflow cannula of the Streamliner VAD, and the walls were composed of 
straight lines. The flow is forced to turn quickly upon entering and exiting the cannula, which 
results in high shear stresses along the walls. 
 The flow field was calculated for each cannula using CFD. The velocity vector field and 
the pressure field of each flow were plotted in order to verify the flow each channel. Once this 
was done, the objective functions were analyzed in several ways. The damage functions were 
plotted over the entire domain and visually compared to see how they identified important flow 
features. Secondly the objective functions were analyzed using all three norms and the results 
were tabulated and compared by ranking the designs.  
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2.2.2 Quantitative Analysis of Objective Functions 
Although the qualitative analysis of objective function is insightful, it is more desirable to do a 
more rigorous mathematical comparison of the objective functions. This was done in several 
steps. The first step was to analyze the design space that was selected for the optimization of the 
2-D cannula. The correlation between various objective functions can then be made using the 
resulting data set. It is possible to determine whether objective functions are independent, by 
studying the correlation matrix. The second step was to use principal component analysis to 
determine the number of objective functions that are necessary to reasonable describe all modes 
of blood damage. Statistical analysis was used to mathematically analyze the behavior of the 
objective functions, in order to determine the variance over the design space and to estimate 
robustness of the function. Calculus of variations was used to determine the convergence 
characteristics of some of the objective functions in order to determine if they would be suitable 
to use in standard optimization routines. 
In order to compare the objective functions in a more mathematical way, we examined 
the design space for the 2-D cannula. The design-space is composed of all possible 
conformations that the shape can assume. In this analysis we discretized the design space into 
select points spanning the allowable ranges.  Figure 3 shows the 2-D cannula and its design 
space. The design has a fixed inlet and outlet at the approximate location for the placement of the 
Streamliner cannula. 3rd degree Bezier-Curves are used to describe the side walls of the cannula. 
The end points of the Bezier curves are fixed at the inlet and outlet, and the interior-Bezier points 
are constrained to ensure the tangency of the cannula walls at its attachment points. Each point 
was given an upper and lower bound to keep the points from overlapping, which would cause a 
singularity in the shape. An additional inequality constraint was applied to prevent the upper and 
lower curves from overlapping. This geometry allows for a flexible design, yet maintains a 
realistic boundary for the cannula. 
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Figure 3: Design space for the 2-D cannula. 
 
The design space was discretized by dividing the range for each parameter into six points 
and removing any point combination that violates the inequality constraint. The flow was solved 
for each set of discrete points. MATLAB was then used to determine the correlation between 
each objective function and to do the principal component analysis (PCA). The eigenvalues of 
PCA can help determine how many function provide distinct information to a system. If two 
functions are highly correlated, then one function can be used to represent the other so one 
function can be dropped. MATLAB was also used to calculate the statistics: mean, median, 
maximum, minimum, and the variation; and to plot the histogram for each objective. The 
histograms will tend to be skewed left or right if there is a large difference between the mean and 
the median. The skew is indicative of the curvature of the objective function around the optimal 
value. For example if the distribution is skewed toward the optimal value; that point is relatively 
flat and robust. If the distribution is skewed away from the optimal point; that point is sharply 
curved and very sensitive to small design changes. 
2.3 OPTIMIZATION OF A 2-D CANNULA 
While it is the ultimate objective to optimize the design of a blood cannula in three-dimensions, 
this study adopted a two-dimensional simplification for several reasons. The most obvious 
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motivation is because of dramatically reduced computational time thereby allowing more 
simulations to be performed in a practical span of several months. The additional speed also 
enables insight to the sensitivities and behaviors of the objective functions upon the optimum 
shape. The methods that were developed and refined in this two-dimensional analysis can be 
readily expanded to 3D. 
 The characterization of the geometry is crucial for determining the best design. Although 
the method for describing the 2-D geometry described in the previous section only has four 
degrees of freedom, this should be sufficient for this problem. The SQP method (described in 
4.3.3) was used to perform both the single-objective optimization and the multi-objective 
optimization. Each objective function was individually optimized in order to analyze its effect on 
the geometry, but also so that these values could be used in the multi-objective optimization 
problem. The Koski approach was applied to the multi-objective optimization because it 
normalized both the magnitude and variation of the function, which gives each objective function 
equal footing.  
 The optimal designs were analyzed visually by observing the general trend in the shape. 
The flow within the cannula was also checked for flow features, but also by examining the other 
objective functions. The multi-objective design was also analyzed in order to find out the percent 
difference between the optimal design and the MOO design. This is an estimate of how much 
performance is “lost” from each objective in order to accomplish the multi-objective 
optimization. 
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3.0  RESULTS OF OBJECTIVE FUNCTION ANALYSIS 
It is important to understand the behavior of each function as it pertains to quality and low 
quality designs. It is also important to have and indication of the ability of each function to 
indicate flow regions that would cause increased blood damage. The following experiments 
determine which functions provide the best information for use in a multi-objective optimization 
problem. 
3.1 QUALITATIVE ANALYSIS OF OBJECTIVE FUNCTIONS 
The CFD solutions for the flow fields provide good insight into the flow through each cannula. 
Figure 1 shows the flow features for each cannula. The CFD results confirm that there are 
recirculation regions in the 90o turn, the minimum-vorticity cannula, and the pinched cannula. 
The elevated shear stress can be seen in the straight cannula, the 90o turn, and the pinched 
cannula. The jet regions are also apparent in the pinched cannula and the 90o turn. There are also 
high stress regions at the inlets, which are a result of the rapid deceleration of the flow at the 
inlet. This indicates that a better boundary condition would be advisable, but the inlet flow for a 
cannula is typically blunted and not fully developed. 
 The features found when plotting the objective functions describing hemolysis and shear 
induced platelet activation had similar features. The actual magnitude of the plots varied, but the 
similarities were distinctive. Figure 4 shows six of these functions, plotted in the 90o cannula. 
Some of the features that are prominent are the contracted regions showing the boundary layer 
formation and the boundaries of the recirculation regions.  
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Figure 4: Field plot of the several functions that represent shear induced hemolysis.  
 
 Most of the functions relating to recirculation and stagnation failed to catch all of these 
features, particularly those just distal to the contraction in the pinched cannula and the inner wall 
of the square cannula. (See Figure 5) The flow angle clearly shows the presence of all of the 
recirculation zones. Peclet number, residence time, and stagnation area all fail to identify these 
recirculation zones because the speed of the recirculation is high in these two regions. The 
residence time is slightly larger in the recirculation zone (100.75), but is not very distinct when 
compared to the boundary layer (104). Stagnation area only shows the regions where there is a 
boundary between forward and backwards flow. At best, these functions show the boundary 
between forward and backwards flow, but they do not show the entire area as well as the 
deviation angle. The vorticity function can pick up these high-speed zones, but fails to pick up 
slow recirculation cells, like the one that forms in the minimum-vorticity cannula. 
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Figure 5: Plot of function that relate to stagnation. The color is plotted logarithmically.  
 
 The effect of area on the objective function is another important issue that is raised by the 
qualitative analysis. The maximum-Peclet Number cannula had a lower optimal value (cm2) for 
the Peclet objective function than the squared cannula. There are two reasons for this. The first is 
that the geometric flexibility of the design does not allow for the cannula to take on that 
particular shape. The second is that for a given flow rate, the longer cannula flow path, the higher 
integral norm. In this case, the average norm is a better selection. 
 
Table 3 shows the values of each objective function using the integration norm. The yellow 
highlights indicate the best value in each category, while the red type indicates the worst value. 
The best overall design is the maximum-Peclet Number cannula. It had the lowest viscous 
dissipation, PL damage model, stagnation, and PSF values. The circular cannula had similar 
values to the minimum-vorticity cannula. The worst design was clearly the pinched cannula, 
which does show that most of the objective functions would prevent this type of design. 
Stagnation area and flow deviation angle both found the large recirculation zone in the 
minimum-vorticity cannula, and consequently hurt its ranking. The infinity norm does not 
provide much in terms of useful information, particularly since most of the functions do not 
physically justify this norm. The minimum Peclet number is always zero at the wall, while 
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maximum stagnation is always one when flow is below threshold. The infinity norm can be used 
for the shear dependent objective functions. 
 
Table 3: The evaluation of each objective function in the selected designs.  
 
Cannula Selections 
Objective Function 
Good 
Cannula 
Direct 
Cannula 
Squared 
Cannula 
Minimum
Vorticity 
Pinched 
Cannula 
Maximum 
Peclet # 
Vorticity 4.16E+05 1.59E+06 8.66E+05 2.78E+05 1.68E+07 9.39E+05 
Viscous Dissipation 9.61E+04 1.44E+06 1.54E+05 5.59E+04 4.96E+06 1.91E+04 
Damage Function 1 6.43E+07 1.60E+09 5.88E+07 2.57E+07 2.35E+09 1.02E+06 
Damage Function 2 1.28E+08 3.19E+09 1.17E+08 5.12E+07 4.71E+09 2.04E+06 
Damage Function 3 1.22E+7 2.93E+08 1.11E+07 4.84E+06 4.35E+08 1.96E+05 
Residence Time 3.32E+03 1.40E+03 2.35E+03 2.74E+03 1.19E+03 1.25E+03 
Acceleracton 5.41E+06 6.83E+08 2.36E+07 2.27E+07 1.18E+10 2.48E+07 
Gradient of 
Acceleration 1.84E+17 2.04E+25 3.13E+18 1.46E+20 6.42E+26 3.51E+20 
Stagnation Area 3.34E-01 1.41E-01 7.60E-01 1.01E+00 1.33E-01 1.25E-01 
Flow Direction 1.93E+01 4.42E+03 2.98E+04 3.63E+04 1.20E+04 1.55E+02 
Maximum Shear 
Stress 5.99E+05 2.86E+06 9.62E+05 3.46E+05 3.10E+07 1.17E+06 
Elongation 9.15E+04 6.35E+05 4.78E+04 3.43E+04 7.08E+06 1.15E+05 
Peclet Number 4.55E+11 4.17E+11 5.78E+11 4.80E+11 4.43E+11 4.76E+11 
Damkohler Number 8.26E+00 8.14E-02 6.30E+00 8.71E+00 5.65E-02 4.43E+00 
PSF 4.39E+03 1.06E+04 2.76E+03 1.72E+03 1.31E+04 2.83E+02 
3.2 QUALITATIVE ANALYSIS OF THE DESIGN SPACE 
3.2.1 Evaluation of the Design Space 
Table 4 shows the correlation matrix for the design space using the integral norm approach. 
Numbers in blue type indicate high correlation values, red type indicates moderately anti-
correlated values, and yellow highlights indicate the diagonal of the matrix.  1249 solutions were 
required to cover the entire space. The functions that have been linked to hemolysis did show 
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high correlation with each other (C>0.95). The platelet stimulation function also showed a 
reasonable correlation to the other power-law damage models (C>0.8). This was surprising since 
the PSF is approximately the square root of the hemolysis model. The correlation between the 
damage function using the maximum principal shear stress and the index based on viscous shear 
stress indicated that they were virtually equivalent. The acceleration force was found to correlate 
to the hemolysis models, but not as well as amongst each other (0.93>C>0.92 to >0.99). There 
were no anti-correlated functions (C<-0.75). This means that there are no one-to-one trade offs in 
the objective functions, so is possible to improve all of the objective functions to some extent. 
Peclet Number, stagnation area, confluence, and the Damkohler Number all appear to be 
independent of the each other and the other functions. The gradient of acceleration, although 
capable of determining jet flow, does not correlate with the various hemolysis models. This 
means that it is unlikely that this function actually contributes significantly to hemolysis. 
 
Table 4: Correlation table for the design space analysis.  
 
Ref. 
frame Vorticity 
Viscous 
Dissipation 
Damage 
Function 1 
Damage 
Function 2 
Damage 
Function 3 
Res. 
Time 
Vorticity Both 1.0000 0.9996 0.9981 0.9981 0.9981 -0.3948 
Viscous Dissipation Both 0.9996 1.0000 0.9979 0.9979 0.9977 -0.3924 
Damage F1 Lag 0.9981 0.9979 1.0000 1.0000 1.0000 -0.3759 
Damage F2 Lag 0.9981 0.9979 1.0000 1.0000 1.0000 -0.3759 
Damage F3 Lag 0.9981 0.9977 1.0000 1.0000 1.0000 -0.3770 
Residence Time Lag -0.3948 -0.3924 -0.3759 -0.3759 -0.3770 1.0000 
Acceleraction Both 0.9278 0.9359 0.9259 0.9258 0.9238 -0.3193 
Gradient of Accel Both 0.7298 0.7455 0.7259 0.7255 0.7220 -0.1879 
Stagnation Area Eul -0.1076 -0.1049 -0.0984 -0.0984 -0.0993 -0.0597 
Confluency Both 0.4360 0.4330 0.4472 0.4472 0.4478 -0.2814 
Principal Shear Stress Both 0.9996 1.0000 0.9979 0.9979 0.9978 -0.3925 
Elongation Both 0.9982 0.9995 0.9968 0.9968 0.9964 -0.3893 
Peclet Number Both 0.0926 0.0879 0.1120 0.1120 0.1117 0.3702 
Damkohler Number Both -0.2024 -0.1951 -0.1781 -0.1782 -0.1803 -0.1194 
Platelet Stim. Funct. Both 0.8178 0.8040 0.8063 0.8065 0.8099 -0.3408 
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Table 4 (continued from left side) 
Accel-
eration 
Gradient 
of Accel-
eration 
Stagnation 
Area 
Conflu-
ency 
Principa
l Shear 
Stress 
Elong-
ation 
Peclet 
Number 
Damkohle
r Number PSF 
0.9278 0.7298 -0.1076 0.4360 0.9996 0.9982 0.0926 -0.2024 0.8178
0.9359 0.7455 -0.1049 0.4330 1.0000 0.9995 0.0879 -0.1951 0.8040
0.9259 0.7259 -0.0984 0.4472 0.9979 0.9968 0.1120 -0.1781 0.8063
0.9258 0.7255 -0.0984 0.4472 0.9979 0.9968 0.1120 -0.1782 0.8065
0.9238 0.7220 -0.0993 0.4478 0.9978 0.9964 0.1117 -0.1803 0.8099
-0.3193 -0.1879 -0.0597 -0.2814 -0.3925 -0.3893 0.3702 -0.1194 -0.3408
1.0000 0.9030 -0.0562 0.3678 0.9353 0.9434 0.0650 -0.0867 0.5889
0.9030 1.0000 -0.0308 0.2222 0.7441 0.7605 0.0848 -0.0338 0.3286
-0.0562 -0.0308 1.0000 0.6913 -0.1051 -0.1020 -0.0476 0.6907 -0.2559
0.3678 0.2222 0.6913 1.0000 0.4331 0.4293 -0.0352 0.3848 0.3145
0.9353 0.7441 -0.1051 0.4331 1.0000 0.9995 0.0883 -0.1956 0.8047
0.9434 0.7605 -0.1020 0.4293 0.9995 1.0000 0.0829 -0.1873 0.7883
0.0650 0.0848 -0.0476 -0.0352 0.0883 0.0829 1.0000 0.0030 0.0643
-0.0867 -0.0338 0.6907 0.3848 -0.1956 -0.1873 0.0030 1.0000 -0.4925
0.5889 0.3286 -0.2559 0.3145 0.8047 0.7883 0.0643 -0.4925 1.0000
 
The principal component analysis yielded eigenvalues that were ranked from the lowest to 
highest as shown in Figure 6. The bottom half of the figure shows the individual percent in blue, 
and the cumulative percent in red.  The cumulative percentages indicate that only three to four of 
the objective functions represent more than 90% of the overall information represented by the 
correlation matrix. It is statistically acceptable to use only four out of 15 for the optimization 
method. Although four functions should be used to reach 90% of the information, three should 
be sufficient, since the gradient of acceleration does not appear to correlate with hemolysis. 
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Figure 6: Plot of the eigenvalues and their information percent.  
 
 The correlation matrix for the infinity norm and the average norm were also evaluated. 
There were no strong correlations among the objective functions evaluated by the infinity norm, 
except for the PL models. They also showed little correlation to the equivalent function 
evaluated with the integral norm. This is most likely because these are evaluated at a single point 
in the flow field, where the integral and average norms are evaluated over the entire flow field. 
Integrals tend to smooth out noisy data. The correlation matrix for the average norm showed 
similarities to that of the integral norm. This is because the ratio between each function does not 
change with the norm.  
 More statistical information can be gathered from the design space study. Table 5 shows 
the minimum and maximum of the integral norm, the mean and medium of integral norm, and 
the variance of the design space. Almost all of the functions had a variance of 4-6% and several 
orders of magnitude difference between their max and min values. The only objective functions 
that had a lower variance were residence time (0.13%), stagnation area (1.37%), Peclet Number 
(0.06%), Damkohler Number (2.22%), and the PSF (1.43%). The acceleration force and the 
gradient of acceleration both had high variances, 17.03% and 65.9% respectively.  
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Table 5: Statistical evaluation of the objective functions.  
Min Mean Median Max Varience Histogram
Vorticity 7.03E+05 2.23E+06 1.35E+06 7.50E+07 4.81% Skew Left
Viscous Dissipation 2.41E+05 9.41E+05 5.34E+05 3.66E+07 5.48% Skew Left
Damage F1 1.38E+08 6.98E+08 3.48E+08 3.14E+10 6.54% Skew Left
Damage F2 2.76E+08 1.40E+09 6.97E+08 6.28E+10 6.53% Skew Left
Damage F3 2.59E+07 1.29E+08 6.52E+07 5.71E+09 6.43% Skew Left
Residence Time 1.08E+03 1.40E+03 1.40E+03 1.62E+03 0.13% Bell Slight Left
Acceleraction 3.05E+07 6.06E+08 1.11E+08 9.00E+10 17.03% Skew Left
Gradient of Accel 4.58E+19 7.98E+23 3.04E+20 5.68E+26 65.89% Almost a Point
Stagnation Area 0.1091 0.1729 0.1461 0.6107 1.37% Skew Left
Confluency 44.0896 1.58E+03 5.12E+02 2.90E+04 5.65% Skew Left
Principal Shear Stress 9.20E+05 3.61E+06 2.05E+06 1.40E+08 5.47% Skew Left
Elongation 1.05E+05 6.90E+05 3.50E+05 3.25E+07 6.53% Skew Left
Peclet Number 6.71E+11 7.06E+11 7.06E+11 7.54E+11 0.06% Normal
Damkohler Number 0.104 0.7794 0.5193 2.9824 2.22% Skew Left
Platelet Stim. Funct. 3.09E+03 7.47E+03 6.73E+03 3.84E+04 1.43% Skew Left
 
 Functions, such as PL blood damage and Damkohler Number, that have a large gap 
between the mean and median also show skewed histograms. Table 5 shows the direction in 
which the value is skewed. The functions for Peclet Number and residence time both show 
histograms that are almost “normal” or Gaussian, which is why they have small variances.  
 The discrete optimums for the objective functions were also available through this study. 
All of the functions representing hemolysis or platelet activation had the same optimal point, 
except for the PSF. Since PSF is essentially the square root of the approximated power-law blood 
damage model, it should have the same optimal point. But, since time is inversely proportional to 
velocity, the factor epsilon had to be added to prevent a division by zero. This could be 
responsible for the slight mathematical variation in the functions. Residence time and stagnation 
area both shared their optimal point. Although most of the cannulae have different optimums, the 
functions representing clearance and recirculation tended toward narrow channels; while the 
hemolysis related function tend toward wider channels with low velocities. The acceleration 
channel tries to “square off” the turn. 
3.2.2 Summary of the Statistical Analysis 
Table 4 shows the correlation matrix for the design space using the integral norm approach. 1249 
solutions were required to cover the entire space. The functions that have been linked to 
hemolysis did show high correlation with each other (C>0.95). The platelet stimulation function 
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also showed a reasonable correlation to the other power-law damage models (C>0.8). This was 
surprising since the PSF is approximately the square root of the hemolysis model. The 
correlation between the damage function using the maximum principal shear stress and the index 
based on viscous shear stress indicated that they were virtually equivalent. The acceleration force 
was found to correlate to the hemolysis models, but not as well as amongst each other 
(0.93>C>0.92 to >0.99). There were no anti-correlated functions (C<-0.75). This means that 
there are no one-to-one trade offs in the objective functions, so is possible to improve all of the 
objective functions to some extent. Peclet Number, stagnation area, confluence, and the 
Damkohler Number all appear to be independent of the each other and the other functions. The 
gradient of acceleration, although capable of determining jet flow, does not correlate with the 
various hemolysis models. This means that it is unlikely that this function actually contributes 
significantly to hemolysis. 
 The principal component analysis yielded eigenvalues that were ranked from the lowest 
to highest as shown in Figure 6. The cumulative percentages indicate that only three to four of 
the objective functions represent more than 90% of the overall information represented by the 
correlation matrix. It is statistically acceptable to use only four out of 15 for the optimization 
method. Although four functions should be used to reach 90% of the information, three should 
be sufficient, since the gradient of acceleration does not appear to correlate with hemolysis. 
 The correlation matrix for the infinity norm and the average norm were also evaluated. 
There were no strong correlations among the objective functions evaluated by the infinity norm, 
except for the PL models. They also showed little correlation to the equivalent function 
evaluated with the integral norm. This is most likely because these are evaluated at a single point 
in the flow field, where the integral and average norms are evaluated over the entire flow field. 
Integrals tend to smooth out noisy data. The correlation matrix for the average norm showed 
similarities to that of the integral norm. This is because the ratio between each function does not 
change with the norm.  
 More statistical information can be gathered from the design space study. Table 5 shows 
the minimum and maximum of the integral norm, the mean and medium of integral norm, and 
the variance of the design space. Almost all of the functions had a variance of 4-6% and several 
orders of magnitude difference between their max and min values. The only objective functions 
that had a lower variance were residence time (0.13%), stagnation area (1.37%), Peclet Number 
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(0.06%), Damkohler Number (2.22%), and the PSF (1.43%). The acceleration force and the 
gradient of acceleration both had high variances, 17.03% and 65.9% respectively.  
 Functions, such as PL blood damage and Damkohler Number, that have a large gap 
between the mean and median also show skewed histograms. Table 5 shows the direction in 
which the value is skewed. The functions for Peclet Number and residence time both show 
histograms that are almost “normal” or Gaussian, which is why they have small variances.  
 The discrete optimums for the objective functions were also available through this study. 
All of the functions representing hemolysis or platelet activation had the same optimal point, 
except for the PSF. Since PSF is essentially the square root of the approximated power-law blood 
damage model, it should have the same optimal point. But, since time is inversely proportional to 
velocity, the factor epsilon had to be added to prevent a division by zero. This could be 
responsible for the slight mathematical variation in the functions. Residence time and stagnation 
area both shared their optimal point. Although most of the cannulae have different optimums, the 
functions representing clearance and recirculation tended toward narrow channels; while the 
hemolysis related function tend toward wider channels with low velocities. The acceleration 
channel tries to “square off” the turn. 
3.3 THE OPTIMIZED 2-D CANNULA 
The single objective optimization was successful and can be seen in Figure 7. Most of the runs 
took only a few iterations (about 5-10) to reach a minimum. The exception was the damage 
function, which took an average 50 iterations to reach its minimum. Table 7 shows the 
optimization results and compared the different objective functions. The minimum-stagnation 
area cannula was very similar to the pinched cannula from the qualitative analysis. The 
maximum-Peclet Number cannula exhibited a constriction, but it was not as pronounced at the 
one in the minimum stagnation area cannula. The Peclet Number was found to vary by less than 
10% between each design. Stagnation area was similar between the maximum-Peclet Number 
cannula, the minimum-confluence cannula, and the minimum-stagnation area cannula, but was 
almost 4 times as high in the minimum-viscous dissipation cannula. The hemolysis indicators 
increase as the cannula started to pinch off as expected.  
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Figure 7: The optimal 2-D cannulas corresponding to various objective functions.  
Table 6: Objective function values in each of the optimum cannula.  
 Minimum 
Viscous 
Dissipation 
Maximum 
Peclet 
Number 
Minimum 
Confluence
Minimum 
Stagnation 
Area 
MOO 
Cannula 
Viscous 
Dissipation 
2.41e5 1.10e6 4.39e5 1.315e7 1.24e6 
Confluence 18,600 491 44 12,525 947 
Peclet 
Number 
7.23e11 7.29e11 7.27e11 7.16e11 7.26e11 
Stagnation 
Area 
0.5509 0.1650 0.1472 0.1213 0.1805 
Damage 
Model 
1.48e12 7.75e12 2.92e12 1.18e14 9.33e12 
 
 Figure 8 shows that the MOO cannula using the Koski transformation was also slightly 
pinched. This means that the Peclet Number dominated the Koski transformation. The viscous 
dissipation and PL blood damage model increased by just under an order of magnitude over the 
SOO optimal point, while the confluence rose by almost 2 orders of magnitude. There was only a 
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50% increase in the value for the stagnation area, and slightly less than a half percent change in 
the Peclet Number.  
 
Figure 8: The objective functions of the multi-objective optimized cannula.  
 
 Figure 9 shows the MOO cannula using the KS transformation. This cannula seems to an 
improvement over the other designs. The viscous dissipation, PL damage model, and confluence 
increased by only 50%, as compared to 400%, 500%, and 20000% using the KS transformation. 
There was almost no change in the Peclet number between the two MOO cannulas. The 
stagnation area increased by 14.6% when using the second method. It should be noted that the 
KS transform does not normalize by the variance of the individual functions, which may allow a 
function with the greatest variance to dominate the MOF. Since both confluency and the shear 
damage functions increase rapidly when a constriction is developed, these functions tended to 
force the geometry toward a straighter configuration. 
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Figure 9: Second set of multi-objective optimized (MOO) cannulae. 
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4.0  DISCUSSION AND CONLUSIONS 
There are numerous possible choices for objective functions that represent blood damage. 
Viscous dissipation, confluency, stagnation area, and Peclet Number were all shown to have 
great promise in observing blood damage in its various forms. They were selected above the rest 
because they had better qualities than the other function. Viscous dissipation had a reasonable 
resemblance to the power-law blood damage models for shear induced hemolysis and platelet 
activation, but showed better mathematical behavior. Confluency, which is somewhat difficult to 
define, was very effective at penalizing designs with recirculation regions. Recirculation is 
typically linked with high shear rates and buildup of platelet agonist and coagulation factors. 
Stagnation area is a distant second to confluency, if an unacceptable reference flow field cannot 
be found. It has a decent variance over the design space, but cannot be used to penalize 
recirculation zones that have high velocities. Peclet Number is a good index for representing the 
clearance of agonists, coagulation factors, and active platelets. It suffers from a small variance in 
the design space, but also serves to balance the behavior of viscous dissipation. All three 
objective functions exhibited robust performance about their optimal points, and are therefore 
good selections. 
 This study illustrates the crucial importance of multi-objective optimization for designing 
blood-wetted medical devices, because the mechanism for various forms of blood damage 
compete with one another. For example, shear, which is a measure of hemolysis and platelet 
activation, competes with convection, which is a measure of agonist build up, platelet adhesion, 
and the build up of coagulation factors. Unfortunately, multi-objective optimization is still in its 
infancy and an ideal approach has not been fully developed. Currently, two popular and 
systematic methods were used based on normalizing the objective functions and do show 
reasonable results.  
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4.1 QUALITATIVE ANALYSIS OF OBJECTIVE FUNCTIONS 
The qualitative analysis gave great insight into the ability of several functions to evaluate blood 
damage. Several objective functions showed very similar patterns in the flow field, which would 
indicate that they are correlated with one another. The total area of the design was shown to 
contribute to the optimal point. This type of analysis extends beyond optimization and is suitable 
for analyzing CFD results in general. This allows for different design options or devices to be 
compared, using the user preferred CFD package.  
 This analysis also gives preliminary guidance into which objectives are appropriate for 
optimization. It is obvious that confluency is the only objective function that properly defines 
recirculation regions in an Eulerian frame of reference. The Peclet Number also provides a good 
indicator for the clearance in a device. The various functions that relate to shear induced 
hemolysis and platelet activation show similar features. This tends to indicate that they are 
interchangeable and that there is no preference in using one over the other, but further analysis is 
necessary in order to show that this correlation exists.  
4.2 QUANTITATIVE ANALYSIS OF OBJECTIVE FUNCTIONS 
A more mathematical analysis of the objective function validated some of the results from the 
qualitative analysis, but also gave more insight into the behavior of the objective functions. The 
blood damage models have been reduced to viscous dissipation, or elongation in the principal 
frame, the confluency or stagnation area, and Peclet Number. These functions are not correlated 
with each other and provide a good basis for multi-objective optimization.  
Several objective functions were eliminated out of mathematical preference, first through 
logical deduction and secondly by examining their Hessian matrix. The first function that was 
eliminated was vorticity since it only correlates to shear stress (a known cause of hemolysis) but 
does not have its own mechanism for destroying blood cells. Unlike viscous dissipation and 
shear stress, which are linked to blood damage through mechanistic means, flows with high 
shear, especially turbulent flow, generally have high vorticity, but vorticity can occur where 
there is no shear. Blackshear suggests that turbulent eddies on the scale of the RBC cause 
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hemolysis, but the means of damage is not clear. The second problem with this reasoning is that 
our current modes of simulation cannot simulate eddies of this size. But, consider solid body 
rotation of a fluid with the same density of a red blood cell. This is a flow that has vorticity 
(twice the rotational rate) but no shear stress. Logically, one would expect that there would be no 
hemolysis in the solid body rotation since there is no deformation of the cells. The work of 
Sutera et al. (33) seems to support this hypothesis. They measured the effect of turbulence on 
hemolysis, and showed that free turbulence did not raise the level of hemolysis. The turbulence 
does increase hemolysis when in the presence of a wall because it increases the shear stress at the 
wall. Currently we are discussing several experiments in order to investigate this hypothesis, but 
for now it will be dropped until further study can be made.  
 The second function that should be dropped is the elongation. Elongation is commonly 
used in chemical engineering for studying polymer flows. As mention above, it is the RMS value 
of the normal components of the strain rate tensor, D. There is a debate as to what frame of 
reference should be used to determine the elongation of a cell. Four frames are important to 
consider. The first is the Eulerian fixed frame, which simplifies the problem considerable since 
no transformations are necessary to calculate the function. The second frame is the local flow 
frame, where the elongation is calculated along the streamline. This is how polymers usually 
align themselves in the flow field. Thirdly, there is the principal frame where the elongation 
should be at its maximum. The forth is based off of experimental results.  
 Normally, we would expect the greatest deformation in the principal axis, but this is not 
what is seen experimentally. For Couette flow, the principal axis is aligned at 45o but 
experimental results show that the red blood cells align at approximately 20o with some variance 
due to flow and hematocrit. This would indicate that the frame should be rotated 20o for Couette 
flow, but it the angle of alignment is different for various flows. There is thus a large uncertainty 
as to the frame in which elongation should be calculated. In the principal frame elongation 
becomes the strain rate, meaning that ε2 is proportional to viscous dissipation. All the analysis for 
viscous dissipation would then hold for principal elongation. 
 The second variations of select objective functions were evaluated for positive 
definiteness in order to further reduce the number of objective functions. Normally, the second 
variation would require the solution of the sensitivity of the PDE to the design parameter, but 
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this value is independent of the objective functions, so we will only worry about the behavior of 
the objective functions themselves.  
 The convergence of an objective function is directly tied to its Hessian matrix. If the 
matrix is positive definite, then the convergence to a minima is guaranteed and should be 
relatively fast. If the matrix is not positive definite, then the optimization routine can be attracted 
to a saddle point or a maximum. Convergence for functions that do not have positive definite 
Hessians depends on the nearness of the guess to the initial point. The Hessian is related to the 
second variation of the objective function found using calculus of variations. Variations were 
calculated for viscous dissipation, the power-law blood damage models, residence time, and 
Peclet Number (Table 7). The symbol “^” implies the first variation, while the symbol “~” 
implies the second variation of the function.  The second variation of the residence time and that 
of the power-law damage functions have negative components, which indicate that the Hessian 
may not be positive definite at all points. The second variations of viscous dissipation and the 
Peclet Number are always positive definite which make them suitable for optimization.  
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Table 7: First and second variations of selected objective functions.  
Function Variation 
Order 
Variational Form 
Viscous 
Dissipation 
1st ( )∫
Ω
Ω++++ dvvvuvuuu yyxyxyxx ˆ2)ˆˆ)((ˆ22μ  
 2nd ( )∫
Ω
Ω++++ dvvvuvuuu yyxyxyxx ˆ~2)ˆˆ)(~~(ˆ~22μ  
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4.3 OPTIMIZATION OF A 2-D CANNULA 
There were several interesting results from this study. The first is that the power-law objective 
function did indeed behave poorly, just as predicted by the mathematical analysis. 
Approximation methods, like the Picard Method, must be used if the power-law models are to be 
implemented. This means that the user must use more advanced optimization techniques, and 
cannot use the common canned methods. The other option is to use viscous dissipation. The two 
did reach the same optimal point, and no special method would be required for the convergence. 
The optimal shapes for these types of functions were used in section 4, and shows that the 
damage function is dominated by the shear stress. Since the flow is low enough, the stress caused 
by the recirculation zone is not large enough to impact the value of the objective function. The 
cannula increased its size in order to reduce the flow rate and the resulting stresses, until it 
reached the pre-described limits of the shape (6.2). It is possible that there is a point, where flow 
rate decreased enough to where the velocity term would dominate, but the constraints prevented 
this. 
 The Peclet Number was optimized and the cannula appeared to have a slight constriction 
in its side. The size of the cannula decreases in order to increase the flow speed through the 
cannula. This makes sense, since the Peclet number is the balance of convection to diffusion. The 
cannula must increase the velocity, since the diffusion term is constant. The value seems to reach 
a balance at the point where flow would start to separate and cause a low velocity recirculation 
region at the distal end. 
 The cannula generated by the confluence objective function was nearly circular, and if 
weighted Bezier curves had been used to describe the geometry, it would probably be completely 
circular. This again makes sense because the desired flow angle was selected to a circular path. 
This however implies that the use of the confluency objective is fairly limited to the user’s a-
priori definition of the desired flow path. In some circumstances this would be desirable; 
however for complex flow, it would be more advantageous to use the Stokes flow solution (low 
Reynolds Number) to prescribe the desired path. Stokes flows are dominated by viscosity, as 
opposed to momentum, and will typically not exhibit recirculation zones. Any recirculation 
zones that appear at higher Reynolds numbers will show a significant deviation from the Stokes 
flow. This method also solves the problem of more complex geometries.  
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This thesis has lead to a novel and innovative design of ventricular cannula that shows 
numerical improvements over the previous design. The cannula has a larger upper portion, which 
tapers down as it approaches the device. This reduces shear, since the initial flow is lower. It also 
reduces the “sloshing” of blood toward the outer portion of the pipe. This phenomenon is 
momentum related, and is reduced by having a lower momentum going into the turn. This also 
decreases the high shear stress that forms when the fluid from the central core contacts the outer 
wall. Finally, this design reduces the strength of the Dean vortices, which improves the blood 
damage as well as the efficiency of the VAD to which it is connected. The new cannula then 
tapers, causing the flow to accelerate. This increases the shear rate, but also increases the 
convection of the undesirable chemicals and platelets. Another important result is that the 
velocity profile is more uniform than the previous one. This also helps to improve the efficiency 
of the VAD. 
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5.0  FUTURE WORK 
This thesis had two goals. The first was to advance the understanding of current methods for 
relating CFD results to blood damage. The objective functions that were chosen represent either 
common methods of determining blood damage or other functions that seem to fit well with 
concepts of blood damage. Although this list was comprehensive there are certainly other 
methods that could be examined. It is also desirable to combine CFD with other simulation 
techniques, such as the convection-diffusion (C-D) equation, which could be used to explicitly 
compute clearance (wash out.) Even more complex than the C-D equation are various models of 
platelet aggregation. Another area of future work also includes modeling actual blood cell 
rupture. Finally, the power-law blood damage models can be evaluated in a Lagrangian frame of 
reference. All three of these areas require more work in order to have a better understanding of 
blood damage on both a macroscopic and microscopic level. 
 Besides examining new methods for describing blood damage, the current models were 
only examined in a simple 2-D flow. More work should be done in order to compare these 
objectives in more complex flows, for example through a blade path of a ventricular assist 
device, or in 3D flow cases. For this thesis, it was assumed that the results would be the same as 
in the 3D case. Verification would still be necessary to prove this hypothesis. Other variations 
that must be analyzed involve other flow equations, such as turbulent flow, non-Newtonian flow, 
and visco-elastic flows.  
 Future continuation of this research should also consider the use of more robust methods 
of optimization. The description of the geometry, for example should be refined to minimize the 
curvature and thus be less sensitive to errors in manufacturing or other factors that were not 
taken into account in simulation or optimization routine. These factors can include changes in 
viscosity or other alteration in the blood flow, defects in cannula, and changes caused by 
implantation. 
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 The second goal of this thesis was to improve the design of a specific flow path, 
representative of a ventricular cannula. The new cannula resulting from this optimization 
exercise would benefit from experimental validation for its superiority to be definitively 
convincing. This will help verify that the selected objective functions are acceptable, and more 
importantly demonstrate that there is significant room for improvement in the design of cannula.  
 Future extension of this research should also consider the design over a range of 
operating conditions. Flow in the cardiovascular system is not constant and should be taken into 
account in the optimization routine. Several methods could be used, including pulsatile flow and 
optimization in unsteady flow. This is very difficult and computationally expensive, and still 
assumes a flow regime that might not be ideal. Another method that could possibly help deal 
with this is to run multi-objective optimization of a range of flow conditions with, but weight the 
desired flow regime higher than the outliers. VADs sometime allow for the heart of the patient to 
recover, in which case the patient is weaned off of the device. This means that the Cannula and 
VADs must be designed to operate at lower flow rates than normal to accommodate weaning of 
patients. This can likewise be accommodated with a time varying flow that is either ramped up to 
nominal or vice versa, or by using a weighted function over the flow regime. 
 Finally, the optimal design of the cannula tip is important. Carefully consideration must 
be taken to account for the heart-cannula interaction. Thrombosis commonly occurs at the area 
where the cannula is placed into the heart. Another challenge is that the blood can be damaged at 
the entrance to the cannula, so hemolysis could potentially be decreased by shape optimization. 
Also, the exact placement of the cannula within the ventricle is impossible since it is not possible 
to see inside the ventricle during implantation and each heart is unique. Multi-objective 
optimization could also be implemented to reduce the effects of less than ideal placement using 
similar weighting methods as described above. 
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