ABSTRACT Existing clustering algorithms for directional sensor networks mainly focused on maximizing network lifetime and/or data delivery performances. A distributed clustering algorithm named TRACE considering target coverage is proposed in this paper that improves the clustering performances, as well as, the sensing coverage in the network. TRACE is designed to operate in a fully distributed manner. It is also a light-weight clustering algorithm based on coverage and connectivity, where only single-hop neighborhood information is exploited by the nodes to determine cluster heads (CHs) and two-hop neighborhood messages for gateways. Moreover, a target-coverage algorithm is proposed, where the TRACE CHs try to activate the minimum number of sensor nodes in the network, as well as, greedily maximize the number of covered targets. To measure the performances, the TRACE system is implemented in Network Simulator version 3 (NS-3) and the simulation outcomes depict that the proposed TRACE performs better than the state-of-the-art work in terms of cluster-coverage ratio, network lifetime, and overhead.
I. INTRODUCTION
Recently, the idea of Smart City has taken a great attraction to the research community as it utilizes the digital technologies or information and communication technologies (ICT) to improve the quality and performance of urban services that make the lives of citizens better. To develop various Smart City applications such as Smart health-care system, infrastructure monitoring, Smart transportation and Smart community system, Directional Sensor Networks (DSNs) [1] - [3] can be employed. Different types of directional sensors like video, infrared and ultrasound sensors are mainly used to build Directional Sensor Networks (DSNs) [4] , [5] . In contrast to omni-directional sensors, a directional sensor has particular direction and at a time it can focus only in a specific direction. For this directionality feature, it offers better quality of sensing coverage and extended lifetime of the network compare to its omni-directional counterpart. Moreover, directional transmission and reception of sensor
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From various research areas of DSNs, target coverage is one of the very basic and vital research problem [5] , [10] , [11] . Target coverage refers to provide sensing coverage to the targets and report event informations to the base station by the sensor nodes. Normally, the sensor nodes need to be self-configured as the sensor networks do not follow any rigid deployment pattern i.e. nodes are distributed randomly. To convey event reports to the sink and communicate in the network, usually, nodes employ multi-hop communication facility. For this, maintaining hierarchical structure by forming clusters, can boost up the adaptability and connectivity across the network. Besides, clustering also assist to conserve energy in the network. However, directional sensor nodes have some special characteristics like narrow angle of view, working directions, line-of-sight feature and hence the existing clustering methods for omni-directional sensor nodes may not be applicable to provide effective coverage to the targets in DSNs [9] , [12] - [14] . Again, selection of CHs, choosing the proper communication sector, managing the communication between the nodes within a cluster or within the clusters, are also some major issues in DSNs.
In the state-of-the art works, few papers focus on developing clustering algorithm for DSNs [15] , [16] . One of the pioneer work is autonomous clustering algorithm (ACDA) [16] , where to select cluster heads and gateways, each node interchanges messages selecting a random waiting time. However, at the initialization phase, ACDA selects CHs without considering the energy-level of the nodes, but in later phases it renew the CHs and gateways counting the residual energy level. In TCDC [15] , to select CHs, the authors calculate a priority value allowing more weight to the surrounding number of neighbor nodes, residual energy value and range from node to sink. Here, the renew process of CHs and gateways is started if the energy levels of CHs is less than a threshold value. Nevertheless, many applications of DSNs are developed focusing on target coverage, that drive us to build a clustering algorithm encompassing the targets. Moreover, we observe that, the computation and communication overheads can be greatly reduced, if it is possible to consider the sectors directed toward the sink while selecting the CH, unlike the conventional clustering methods for DSNs [15] , [16] . Besides, it incurs a huge propagation burden, when we need to flood the information of the most distance node form the sink to every other nodes as outlined in TCDC [15] .
Observing the above facts, we have proposed a distributed target coverage-aware clustering algorithm, TRACE, for DSNs. Our main contributions are listed below,
• In this work, a clustering algorithms is developed for directional sensor networks evenly considering the targets and member sensor nodes in a communication sector.
• A target-coverage algorithm is also proposed to observe the effectiveness of the TRACE algorithm.
• Cluster formation and target coverage decisions in TRACE exploit only single hop neighborhood informations, offering a fairly distributed and scalable system.
• By selecting only the communication sectors directing toward the sink, the TRACE algorithm reduces the computation and communication overheads.
• Finally, we have implemented our work in network-simulator, version 3 (NS-3) [17] to observe its performance and the results show that our TRACE outperforms the TCDC [15] in terms of coverage cluster ratio, network lifetime, percentage of active sensor nodes, operation overhead and average count of hop-distance from sources to sink. The rest of this paper is organized as follows. In Section II, literature study of previous works has been discovered. The network model and presumptions are presented in Section III. We have elaborated the design components of TRACE system in Section IV. The simulation results are given and discussed in Section V and the conclusion of the paper is presented in Section VI.
II. RELATED WORK
In the literature, clustering of omni-directional sensors has widely been studied [18] - [22] , where the researchers utilize diverse methods to form clusters and minimize the number of clusters in the network. Many of these algorithms employ heuristic solution. One of the primitive clustering work is Linked Cluster Algorithm (LCA) [19] that use identifier-based heuristic method. Here, a sensor with the highest identification number among others, one hop of neighbors is elected as cluster head. On the other hand, the connectivity-based heuristic in [21] sets a sensor as a cluster head that has maximum number of 1-hop neighbors (i.e. highest degree).
In the Weighted Clustering Algorithm (WCA) [22] several parameters are considered for picking a cluster head such as the number of neighbors, transmission power, mobility, and battery usage. Moreover, the WCA applies policy to keep the number of sensors in a cluster within a limit so as to handle the load without degradating the performance. In the Low-Energy Adaptive Clustering Hierarchy (LEACH) [23] , the responsibility of being cluster heads are rotated among the sensors, that results energy load balancing in the network.
In the literary works, some research approaches jointly consider network clustering and sensor scheduling to achieve better coverage. In [24] , Chamam et al. formulates the maximizing network coverage lifetime problem assigning different roles to distinct nodes (e.g. cluster heads (CH)\cluster member (CM), active\sleep) each with a specified working period of time. They also prove the NP-completeness of the problem and provide a centralized Tabu search based heuristic for approximate solutions.
To form clusters, the authors Soro et al. [25] come up with the idea to combine some metrics of cost such as the remaining energy of a node with its contribution to the network coverage. However, in this method, it is difficult to minimize the redundant area in each round of cluster formation along with increasing computational complexity. In [26] , the authors propose a cost metric for cluster head selection that is proportional to the product between the expected coverage and the residual energy. The expected coverage is measured by taking the coverable area due to a node broadcast excluding the areas already covered by other nodes' broadcasts. However, this cannot reflect the sensing coverage contribution of each node. Focusing on both coverage and clustering, a coverage-aware clustering protocol is proposed in [27] , where the authors define a cost metric that favors those nodes that are more energy-redundantly covered as better candidates for cluster heads. The protocol also selects active nodes that can give efficient area-coverage.
Though a lot of clustering schemes have been developed, not many focus to develop clustering schemes for directional sensor networks. The authors Chen et al. [16] design an autonomous cluster algorithm (ACDA) addressing both connectivity and sufficient coverage for directional sensor networks. For selecting cluster heads and gateway nodes, nodes interchange messages using a random waiting timer. The process is completed in four phases by taking different random values like random sector waiting time (SWT), cluster waiting timer (CWT), random gateway waiting time (GWT). The last phase here is used for re-clustering mechanism where new waiting times are used when the cluster heads energy is below a particular threshold value. However we have noticed that at the initialization phase, ACDA selects CHs without considering the residual energy levels of nodes; and, in the next phases, the process continues to select the cluster heads and gateways taking into account the residual energy levels. For renewing of the cluster head and gateway, randomly selected waiting time is employed, that sometimes may further increase the waiting time. Moreover, the frequency of message passing is large here which drains the energy of the limited battery powered nodes more swiftly.
The authors in [15] select a node as cluster head (or gateway) looking at its residual energy level, the amount of neighbor nodes and its range from the sink. Calculating a cluster selection priority value (CSP) at first they form clusters to facilitates a data communication backbone. Using the metrics, the CSP is determined and node that has highest CSP declares itself as cluster head and selects its communication sector. Again, when their energy levels reach to under a threshold, the renewal method is carried out by the existing CHs and gateways. To renew cluster head and gateways, a priority value is calculated by the existing cluster heads. Utilization of this method reduce the frequency of message passing with respect to the autonomous cluster algorithm (ACDA). Later, each CH executes an algorithm for selecting active sensor nodes with directions to provide coverage to the targets. However, in TCDC, clusters are formed without giving importance to the targets. We observed that, a target-aware clustering algorithm can boost the target coverage probability to a great extent, that in turn minimizes the amount of active sensor nodes along with enhances the lifetime of the network respectively. Also, in TCDC, in picking cluster head and gateways, a sensor node always calculates the metric values for all the sectors, that can enhance the computation and communication cost to a great extent.
Based on this observations, a clustering method (TRACE) emphasizing on the coverage of targets, is designed here giving importance to the targets. A preliminary idea of the proposed system is outlined in [28] . Existing clustering methods [15] , [16] , consider only connectivity where our proposed TRACE forms cluster in the network considering both coverage and connectivity. To form clusters in DSN, [15] , [16] check all the sectors of member nodes, however TRACE uses intelligent techniques that can mitigate the computation and communication cost by selecting the sectors that are facing toward the sink. As a result TRACE offers light-weight and scalable clustering system compared to others. A target coverage algorithm is also proposed that runs inside the cluster head nodes, aims to activate as less amount of sensor nodes as attainable as well as extent the number of covered targets. The target coverage-aware clustering method also assist to achieve better coverage with less computation and complexity compared to the target-coverage algorithm proposed in [15] .
III. NETWORK MODEL AND ASSUMPTION
We assume, a set N of sensor nodes as well as a set T of targets are deployed randomly in a two-dimensional Euclidean field forming a directional sensor network (DSN). Both the sensor nodes and targets know their locations where (X sink , Y sink ) and (X i , Y i ) are the Cartesian co-ordinates of sink and a sensor node i (i ∈ N ), respectively ( Figure 1 ). Throughout the network, we consider that the initial energy E o , the sensing and communication sectors and the radius are identical for all the sensor nodes.
In the network, at a time a sensor node can active only in a particular directions termed working directions though it has several directions. We characterize the communication sectors of a node using the following attributes: (Figure 1(a) ).
• The communication radius is R c , beyond which a sensor cannot communicate and it is fixed (Figure 1(a) ).
• A directional vector
, is the middle edge of a communication sector i, c . Z i,c is the intersection point between the arc of the sector c and the directional vector − → V i,c .
• Likewise the communication model, sensor nodes have several sensing sectors ( s ). Each node has sensing radius R s as shown in Figure 1(b) . The center line of a sensing sector i, s is a directional vector, − → V i,s .
• The area of a sensing sector is termed as Field of View (FoV). Identical to communication model, the sensing sectors do not overlap, however the working communication sector and sensing sector may be different. Usually, the length of sensing radius is half of the length of communication radius [15] , [12] . In the literature several sensing models are already existed [1] , [12] , here, binary disk model [12] , is considered. The binary disk model [1] assumes a target is covered, when a sensor node is active and the distance between the sensing node and the target is less than or equal to R s . Notations adopted in the paper are summarized in Table. 1.
IV. PROPOSED TRACE ARCHITECTURE
We have designed our TRACE clustering algorithm with the aim to give importance to the covered targets as well as other parameters. The proposed TRACE offers a distributed light-weight cluster formulation. The cluster formation of TRACE requires three phases (A) Determining cluster heads and members (B) Gateways selection and (C) Renewing of cluster heads and gateways. In fact, a data delivery backbone network is formed in the network using TRACE. In the following sub-sections we have illustrated the components of the TRACE system.
A. DETERMINING CLUSTER HEADS AND MEMBERS
At the initialization phase of cluster formation, individual sensor node i ∈ N figures the communication sectors that are feasible to join in the cluster formation from all its directions. Sectors, directed to the sink node are considered as the feasible sectors. To find a sector c of a sensor i, i.e., i, c is straight toward the sink or not we use a boolean variable b i,c whose value can be determine as follows:
Notice that, determination of the feasible sectors which are faced to the sink assist faster movement of the data packets to the sink node, comparatively using less amount of hops.
In the network sensor nodes (i ∈ N ) can easily find the sectors that are straight to the sink by applying some easy geometric calculations. We assume, O(X i , Y i ) and S(X sink , Y sink ) is the Cartesian co-ordinate of node i and sink S and SOF c and SOF (c+1)%| c | is the angle between the two ends of a sector c ∈ c and the sink S respectively (Figure 2(a) ). The true values of the conditions 2, 3 and 4, help us to find the sectors faced to the sink.
Literally, end point of the feasible sectors will make either both angles or at least one less than 90 o . For example, the sec- From the feasible sectors a priority metric P i,c is calculated to give different importance to each individual feasible sectors. For example, in figure 2(b) , not all the feasible sectors incur the same communication cost to send data packets to the sink for their variant directions. Therefore, a priority metric P i,c is assigned to each feasible sector calculated as follows, (n i,1 , . . . , n i,c ), (T i,1 , . . . , T i,c ), (b i,1 , . . . , b i,c ) , 1 , P i,2 , . . . , P i,c )}. Receiving the information from neighbors, using Eq. 6, a node i compute the value Q i,c for it's own and neighbor's sectors c that have the value b i,c = 1. (7), (8) and (9,) respectively
Note that, the metric Q i,c is measured by applying a weighted linear aggregation of five sub-metrics, emphasizing to the value of targets, number of neighbor nodes, range between the sink and a node and the node's residual energy value. The metric Q i,c is used by a sensor node i ∈ N to test the condition 10 for selecting a CH.
Depending on the result of the condition (10), a node (i ∈ N ) apply one of the following actions:
• For the true value of Eq. (10), a node i ∈ N , announces itself as a CH, chooses a sector c as its working communication sector, forward messages containing the id of CH, the value of c and the set of neighbors in the working sector to its neighbor nodes.
• Whenever, a node j ∈ n i,c gets cluster head announce from a neighbor i, it checks, if it resides in the active sector of CH i or not. For a true checking result node j decides itself as a member of i, elects the working communication sector facing to the CH i. j advances the cluster membership message to all of its single hop neighbors too. For a negative result, node j simply renews its Q j,c value and forward the information to its neighbors.
After forming the clusters, nodes can communicate with their corresponding CHs. However, in order to forward traffic, two neighboring CH nodes require to communicate with each other which is done through gateway nodes. Therefore, in the following section, we discuss about the gateway node selection process among the nearby CHs so that a network backbone can be formed inside the network.
B. GATEWAY SELECTION
In TRACE, by using their working communication sectors, gateway nodes can act as a bridge in between two CHs. At first, a CH k apply Eq. (11) to find the candidate gateway nodes.
where, ξ k is used to hold nodes that are member nodes of CH k as well as neighbors of any of the member nodes of a neighbor cluster head . Finding the candidate gateway nodes, a priority metric for the nodes i ∈ ξ k is calculated as follows,
Finally, the node which has the highest G i,c value, is greedily selected as a gateway node by the CH.
C. RENEWING OF CLUSTER HEADS AND GATEWAYS
In the proposed TRACE, the CHs and the gateways have the responsibility to forward the data packets that are generated by the sensing nodes into the sink. As a result, compare to other nodes, the energy of CHs and gateways will be drained rapidly that results unequal distribution of energy and shortened lifetime of the network. In TRACE, to balance the network burden and to enhance the lifetime of the network, the charge of CHs and gateways are shifted to alternate nodes. When the residual energy E k of a CH k becomes lower than a certain threshold value E th , i.e., E k ≤ E th , the CH starts the renew process of cluster formation. CH k broadcasts messages to its member nodes M k informing the renew process of CHs and using Eq. (10) member nodes start over the renewal process. The energy threshold E th is dynamically changed to new threshold E th by setting E th = ζ ×E th (0 < ζ < 1) rather than keeping it fixed. Dynamically setting the value actually admits new nodes to compete in the clustering competition as over the course of time nodes' energy are exhausted. Likely, whenever the energy value of the gateway nodes fall below than a threshold, CHs renew the gateway nodes. Thus, TRACE system attains better network lifetime by utilizing the dynamic update of the threshold values.
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Algorithm 1 Algorithm for Providing Coverage to the Targets Running at Each CH k INPUT: M k , T a j , ϒ j ,Cluster member nodes, covered target by other CH j, active member node list of j OUTPUT: ϒ k , a set of active member sensor nodes of CH k with their sensing direction.
A CH k gets message from the neighbor CHs
We have designed the proposed TRACE giving importance to the targets in the region that differentiate our TRACE with the existing clustering approaches. Hence, to observe the effectiveness of the proposed TRACE, a target coverage algorithm (Algorithm 1), is also developed here. The main idea of the algorithm (Algorithm 1) is to enhance the sum of covered targets by greedily activating as less amount of sensor nodes as feasible. The algorithm works as follows: A CH k gets messages from its neighbor CH nodes j (j ∈ n k,c ) containing the list of active member sensor nodes (ϒ j ) and target list (T a j ) that are covered by the member nodes of j. Using the information, CH k, determines all the targets (line 2) that are already covered by all the neighbor CH nodes j (j ∈ n k,c ). It also figures the targets that can be covered by it's member nodes M k (line 3). Line 4 works as a coveragecompleteness-check that is used to check whether each of the targets that reside in the whole communication sector of CH k are already covered or not by the other member nodes of neighbor CHs. A true value of the coverage-completenesscheck (line 4) indicates, CH k have already covered the targets that are inside its communication area and there is no need to activate any member sensor nodes of CH k (line 5). A false value, indicates some targets are still uncovered and hence CH k finds the uncovered targets (line 7 ∼ 8). Determining the uncovered targets, CH k greedily selects the member nodes that can cover the targets and activate them (line 11 ∼ 15). The loop continues until the targets are covered or all the member nodes are checked. The complexity of the Algorithm 1 is easy and straight forward to find. The statements 1 ∼ 10 have constant time complexities. The statements 11 ∼ 15 are enclosed in a while loop that can iterate maximum |N | or |T | times. Normally the amount of nodes are larger than the amount of targets. Hence, O(|N |) is the worst-case computational complexity of the proposed target-coverage algorithm.
E. DISCUSSION
In the TRACE system, variable ζ is used for renewing the threshold value for energy, that aids extra nodes to compete in the clustering process as well as prolong the network lifetime. However, eventually, the residual energy of nodes lessen evenly, and fixing the energy threshold (E th ) at a particular value, resist renewing of clustering process. Nevertheless, the determination of the value of ζ guide us to a new research area. Again, in Eq. 6 and Eq. 12, some weighting parameters w 1 , w 2 , w 3 and w 4 are used that actually correspond to complex multi-variable functions. In our simulation experiments, numerous simulation experiments are conducted varying the size and shape of the network, density of the deployed nodes, and fixed the parameter values, that is our one key constraints. By setting w 1 = 0.33, w 2 = 0.30, w 3 = 0.22, w 4 = 0.15 and ζ = 0.5, we conduct our simulations.
V. PERFORMANCE EVALUATION
In this part, the performances of the proposed TRACE along with the state-of-the-art work TCDC [15] is evaluated in NS-3 [17] a discrete-event network simulator and presented the discussions on their comparative performances.
A. SIMULATION ENVIRONMENT
To evaluate the effectiveness of our proposed TRACE approach in all simulation experiments, we consider a static wireless directional sensor networks with sensor nodes and targets, deployed uniformly in an area of 1000 × 1000m 2 . For the investigations, the amount of sensors are altered from 200 to 1000 and targets from 50 to 200. To adjust the properties of the channel i.e., propagation delay, data rate, delay loss and different channel characteristics, YansWifi model is used. The initial energy of each node is set to E o = 6J . The sensing and communication radius is set at 50m and 100m, respectively. The simulations are conducted for 1000 seconds. To generate each graph, we have taken data points from the average result of 20 simulation varying the random seed values. We have also shown the confidence intervals for the obtained results. The values of the parameters used in the simulation are shown in Table 2 .
B. PERFORMANCE METRICS
• Coverage-cluster ratio: The primary performance metric is the coverage-cluster ratio that is defined as the ratio between the percentage of covered targets with the number of clusters formed in the network. This percentile represents the part of targets covered by the sensing nodes to the total number of targets. Higher value of cluster-coverage ratio is expected as it indicates better coverage is achieved using less communication burden inside the network. • Network lifetime: The lifetime of the network is observed by taking the time duration from the network nodes' deployment time to the time when the first node expires due to energy insufficiency [1] , [29] . For sensor networks this is a feasible assumption as it is conventional that the energy of other sensor nodes will be exhausted soon after the first node too.
• Percentage of active sensor nodes: This value is calculated by taking the proportion of the activated number of sensor nodes in a system to the total amount of sensor nodes in the network. Less value of active sensor nodes allows more energy conservation in the network as additional sensor nodes can be kept in sleep mode.
• Operational overhead: We have also observe the operation overhead by analyzing the count of transmitted control bytes for successful transmission of each byte of user data to the sink [30] in the course of entire simulation cycle. Efficient performance is achieved for lower value of operation overhead.
• Average number of hops from source to sink: Hop count refers to the number of hops required to send one packet from source to destination in a data delivery network [31] . In wireless sensor networks hop count is an important design and performance parameter. Normally average value is considered and small number indicates good performance.
C. SIMULATION RESULTS

1) IMPACTS OF VARYING NUMBER OF SENSOR NODES
We have varied the number of sensor nodes from 200 to 1000 in the network to explore the scalability of our proposed TRACE algorithm. The number of targets, sectors and the sensing radius are kept fix at 125, 4, 50m, respectively. The curves of Fig. 3(a) depict the coverage-cluster ratio decreases for changing number of sensor nodes. Initially, the target coverage percentage as well as the number of formed clusters are small for small amount of sensor nodes. However, for increasing value of sensor nodes, both formed clusters and coverage percentage increase, but for fixed number of targets, coverage percentage increases to its maximum. As a result the coverage-cluster ratio lessens for the rising number of sensor nodes. Nevertheless, comparing with TCDC, the proposed TRACE offers better result. Here, the intelligent technique of excluding some sectors i.e., considering only the feasible sectors to compete for the cluster heads, prioritizing the nodes as CHs assist TRACE to form less number of clusters compared to TCDC. On the other hand, TRACE can provide better coverage for its target-aware clustering method, intelligent selection of nodes using the target coverage algorithm. As a result, proposed TRACE, offers better coverage-cluster ratio compared to TCDC. The network lifetime behaviors for the studied approaches are portrayed in Fig. 3(b) . For all the approaches, the network lifetime upsurges linearly with added nodes which is coherent with the theory. However, proposed TRACE entails higher network lifetime compare to TCDC. Here, the targetoriented and feasible sector oriented CH selection and target specific node activation, minimize the number of active nodes significantly enhances the lifetime of the network compared to that in TCDC. VOLUME 7, 2019 The Fig. 3(c) , reveals that the percentage value for active sensing nodes lessen in the TRACE and TCDC systems for large value of nodes with fixed number of targets as desired theoretically. However, TRACE has been able to reduce more active nodes than that of TCDC as it ensures of covering more targets by activating less number of nodes while cluster formation. Moreover, the active node selection policy of the proposed target-coverage algorithm collaboratively contribute to minimize the number of active nodes compared to TCDC.
2) EFFECTS OF DIFFERENT AMOUNT OF TARGETS
We evaluate the efficiency of the systems by gradually upsurging the number of targets in the network. Robustness and scalability of the proposed system can be viewed by exploiting the studied systems for various targets. To observe the performances, we have varied the number of targets are from 60 to 200 and fixed sensing radius, sensor nodes and sensing sectors at 50m, 600 and 4 respectively.
From the Fig. 4 (a) it is understandable that, the lifetime of the network value gradually decreases for both the systems, TRACE and TCDC. Again, designed TRACE has the capability to accomplish improved lifetime compared to TCDC. Normally, for the rising value of targets the demand for extra node activation increases, at the same time the probability to provide coverage to more number targets enhances with fixed sensor nodes. As a result, the lifetime decreases slowly. For the similar reason, for large number of targets the percentage value for active sensor nodes (Fig. 4(b) ) rises moderately for TCDC as well as TRACE. Again the graphs 4(c), revel that, for enhancing the amount of targets, the target coverage percentage increases very slightly for all the studied systems. Although, the amount of targets are becoming larger, the number of sensor nodes are fixed, that in turn facilitates to accommodate more targets, resulting coverage enhancement. Nevertheless, our proposed TRACE is able to explore more coverage due to its coverage-aware CH selection policy, smart choice of targets in the target-coverage algorithm.
3) IMPACTS OF VARYING THE AMOUNT OF SECTORS
Here, we study the influence of the number of sensing and communication sectors (varying from sectors 2 to 6) of the sensor nodes on the efficiencies of the analyzed systems. In the environment, the number of sensor nodes, number of targets and the sensing radius are kept at 600, 125, and 50m respectively.
We observe that, the cluster-coverage ratio upsurges for varying number of sectors for all the analyzed systems ( Fig. 5(a) . Upsurging the number of sectors, reduces the field of view (FOV) of a sensor, that rises the chance to scale more number of clusters. Normally, for increased number of sectors, the ratio of covered targets lessen (as for the limited view of the angle), i.e., for the whole network, the overall number of covered targets by a sensor node is declined. As a result, it also reduces the probability to cover a target by at least one node sensor in the network. Form the graphs, it is also observed that proposed TRACE achieve superior performances compared to the TCDC algorithm in spite of the enhancing value of sectors. In the TRACE, the CHs finds the active sensor nodes and their sensing directions by running the target coverage algorithm accomplishing a near optimal cover set for target coverage. Although both the outcomes are too near, a closer look at the simulation trace files, reveals that, the communication overhead for clustering process and data forwarding cost to the sink is much less in our TRACE system.
The offered network lifetime for all the systems enhances with the growing number of sectors as shown in Fig. 5(b) . The result is consistent with the theory, as enhancing the number of sectors actually raises the options to choose sensor nodes in more optimal way.
The percentage of active sensor nodes is growing for the increasing value of sectors, as shown in Fig. 5(c) . However, compared to the TCDC small number of nodes remain active in our TRACE, respectively. Again, by selecting the communication sectors precisely, calculating the CH priority considering targets along with other factors, boost up the performance of our proposed algorithm with respect to TCDC.
4) ANALYSIS OF OPERATION OVERHEAD PERFORMANCE
The operation overhead analysis is also conducted here, by altering the amount of deployed nodes and their sectors.
The graphs in the Fig. 6 (a) reveal that proposed TRACE outperforms as it can minimize the message passing frequency by utilizing the feasible sector concept compared to TCDC. TCDC incurs more computational and communication cost as it considers all the sectors for cluster head selection. For the same reason, the message passing cost also enhances. On the other hand, introducing feasible sector, computing priority metric for less number of sectors, target-aware selection of CHs, assist our TRACE to offer less operation overhead compared to TCDC. Also, for varying number of sectors TRACE performs better than TCDC (Fig. 6(b) ) for the reason as stated in the previous sections.
5) HOP COUNT ANALYSIS
We also observe the average number of hop count to analyze the efficiency of the systems by changing the density of node and the sector number.
The graphs in the Fig. 7 (a) reveal that at low node densities (node number 200 ∼ 600) the hop count results high that affects network connectivity for both the systems. However, a closer look at the details of the progress path, it can be seen that for high density, both the systems performs very close. Nevertheless, the selection strategy of sectors that are facing toward the sink, benefits the TRACE system to employ less number of hops, that in turn offers less communication burden compare to that in TCDC. Again, increasing the number of sectors actually reduces the Field of View (FoV), that in turn limits the visuality among the neighbor sectors. As a result, the number of hop count increases for large number of sectors compared to less number of sectors for both the system as shown in Fig. 7(b) . Yet TRACE offers improved results than that of TCDC.
VI. CONCLUSION
In this paper, we addressed the clustering problem as well as target coverage for DSNs. To the best of our knowledge, this is the first one that developed a clustering algorithm for DSNs considering target coverage that could be applicable for many target specific applications. More specifically, the effectiveness of target coverage-aware clustering has been explored and evaluated in this work. The proposed TRACE system increased the network lifetime and target-coverage ratio, compare to the state-of-the art work for varying number of sensors and targets deployed in the network. The results also reveal that, the aforementioned excellent performance was achieved by the TRACE in cost of zero or negative operation overhead. Theoretical analysis on optimal values of weight parameters used in Eqs (5) and (12) , can be carried out in a future work.
