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Abstract
Controllability of multi-agent systems is determined by the interconnection topologies. In practice,
losing agents can change the topologies of multi-agent systems, which may affect the controllability.
This paper studies non-fragility of controllability influenced by losing agents. In virtue of the concept
of cutsets, necessary and sufficient conditions are established from a graphic perspective, for strong
non-fragility and weak non-fragility of controllability, respectively. For multi-agent systems which
contain important agents, partial controllability is proposed in terms of the concept of controllable node
groups, and necessary and sufficient criteria are established for partial controllability. Moreover, partial
controllability preserving problem is proposed. Utilizing the concept of compressed graphs, this problem
is transformed into finding the the minimal 〈s, t〉 vertex cutsets of the interconnection graph, which has
a polynomial-time complexity algorithm for the solution. Several constructive examples illuminate the
theoretical results.
Index Terms
Non-fragility, cutset, compressed graph, controllable node group, partial controllability.
I. Introduction
In recent years, distributed coordination control of multi-agent systems (MASs) has become an
important topic due to the wide connections between MASs and numerous subjects. Researches
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2in this area include consensus problem [1], [2], formation control [3], flocking [4], controllability
and stabilizability [5], [6], etc.
Controllability of MASs was proposed by Tanner for the first time in [7], where a necessary
and sufficient condition was presented through the Laplacian matrix and the corresponding
eigenvalues. Wang et al. studied controllability of MASs with high-order dynamics and generic
linear dynamics, and showed that controllability is congruously determined by the interconnection
topology [10]. Afterwards, researchers attempted to investigate controllability of MASs from
algebraic point of view and graphic perspective. For example, Zhao et al. designed a leader
selection algorithm using the algebraic properties of the Laplacian matrix [11]; Ji et al. proposed
a construction procedure for uncontrollable topologies [9]; and Rahmani et al. provided some
necessary conditions for controllability utilizing the equitable partition of the interconnection
topology [8]. In addition, interesting methods were developed for controllability of some special
graphs, e.g., tree graphs via analysing the leaders’ role with downer branches [13]; paths, cycles
and grid graphs via simple rules from number theory [12], [14], etc. A parallel research line
in this field is structural controllability of MASs, which was investigated under various models
[18], [17], etc. The relationship between controllability and structural controllability was studied
in [16], and controllability improvement for structurally controllable systems was discussed in
[11].
However, the previous results only consider necessary and/or sufficient conditions for con-
trollability. In practice, for MASs, losing agents is a common phenomenon. For example, in
robot systems and vehicle systems, malfunction of some units may appear during the formation
process; in biological systems, individuals of a species might be dead during the migration;
and in social groups, members of an organization may quit at any time. On the one hand,
losing agents and failure of communication links may influence controllability and structural
controllability of MASs. Therefore, in [20], an optimal selection of the fewest leaders was
shown to improve the reliability of MASs in terms of controllability. In [21], the robustness
of structural controllability was investigated against the failure of agents and communication
links simultaneously. On the other hand, many MASs contain important agents, whose dynamic
behavior needs to be controlled properly (e.g., in ant groups, only queens and males have the
ability to breed offspring, which are the core parts of the colony, while the ergates are of less
importance [26]). For an MAS consisting of core agents and less important ones, if we intend to
3control the important part, it is not essential that all the agents in the system being controllable
simultaneously, which derives the concept of partial controllability. Considering of the influence
of losing agents, how to preserve partial controllability of MASs becomes a meaningful issue.
Motivated by the above analysis, this paper studies non-fragility of controllability and partial
controllability of MASs. The main contributions of this paper are threefold:
i) The concept of non-fragility is proposed for controllability. Utilizing the notion of cutsets,
necessary and sufficient graphic conditions of strong non-fragility and weak non-fragility of
MASs are established, respectively. The difference between structural controllability and non-
fragility of controllability is clarified.
ii) The concept of controllable node groups is proposed for partial controllability of MASs.
Basic criteria of partial controllability are provided. Especially, the correspondence between the
controllable node groups in the system and the linearly independent rows of the controllability
matrix is clearly revealed, which lays the foundation for the research of partial controllability.
iii) The problem of preserving partial controllability against losing agents is proposed. Utilizing
the concept of compressed graphs, the problem is equivalently converted into finding the minimal
〈s, t〉 vertex cutsets of the interconnection graph, which has been proved to have a polynomial-
time complexity algorithm for the solution.
Notations : ||·|| represents the Euclidean 2-norm of a vector. diag(a1, a2, · · · , an) is the diagonal
matrix with principal diagonals a1, a2, · · · , an. The set of n-dimensional real vectors is denoted
by Rn. |S | represents the cardinality of set S . Cpn denotes the combination number, selecting p
items from n item. S/T means the set of all the elements in S but not in T .
II. Preliminaries
A. Graph theory
An undirected graph G = (V,E) consists of a vertex set V = {v1, v2, · · · , vn}, and an edge
set E ⊆ V × V. In graph G, ei j ∈ E if and only if e ji ∈ E, and vi, v j are said to be adjacent
with each other. The neighbor set of v j is denoted by N j = {vi ∈ V|(vi, v j) ∈ E}. The adjacency
matrix of G is A(G) = [ai j] ∈ Rn×n, where ai j > 0 is the weight of edge e ji (as well as ei j), and
ai j = 0 if (v j, vi) < E. The Laplacian matrix of G is L(G) = D−A, D = diag(d1, d2, · · · , dn) where
dk =
n∑
i=1,i,k
aki, k = 1, 2, · · · , n. Graph G′ = (V′,E′) is called a subgraph of G if V′ ⊆ V,E′ ⊆ E.
Removing a vertex v from G means deleting v and all the edges connected with v in G, and the
4Fig. 1. A graph consists of 7 nodes. Fig. 2. The compressed graph of Fig. 1.
remaining subgraph is denoted as G − v. Removing a vertex set V′ from G means deleting all
the vertexes in V′ and all the edges connected with any vertex in V′, and denote the remaining
subgraph as G−V′. G′ = (V′,E′) is said to be the induced subgraph of G by V′, if G′ = G−V/V′.
A path between vi and v j is a subgraph of G, whose vertex set is {vi, vk1 , · · · , vkr , v j} and the
edge set is {(vi, vk1), (vk1 , vk2), · · · , (vkr−1 , vkr ), (vkr , v j)}, where 0 ≤ r, 1 ≤ i, j, k1, · · · , kr ≤ n, and
no two nodes in {vi, vk1 , · · · , vkr , v j} are same. For two vertexes vi , v j, we say they are in the
same connected component if there exists a path between them, otherwise, they are in different
connected components. The number of connected components of G is denoted as p(G). G is
said to be connected if p(G) = 1.
Definition 1: [15] The distance partition of a connected graph G relative to node v consists
of a series of node sets D0, D1, D2, · · · , Dl, where D0 = {v}, Di = {w ∈ V| w is adjacent with
some node in Di−1, but not adjacent with any node in D0, · · · , Di−2}. ⋃
i
Di = V, i = 0, 1, 2, · · · , l.
Especially, for a connected graph, the minimal s such that
s⋃
i=1
Di = V is said to be the length of
the graph (relative to v).
Definition 2: [23] For a graph G = (V,E), vertex set V′ ⊂ V is said to be a cutset of G, if
when all the nodes in V′ are removed, the subgraph G−V′ contains more connected components
than G, i.e., p(G − V′) > p(G), whereas removing any proper subset V′′ ⊂ V′ will not increase
the connected components of G. The minimal cutset is a cutset of G that contains the fewest
vertexes. If a cutset contains only one vertex v, we call v a cut vertex.
Generally speaking, a cutset is a set of nodes, when removed, will lead to more connected
components than in the original graph. For example, in Fig. 1, removing a single vertex v3 will
break the connectivity, therefore v3 is a cut vertex of Fig. 1. Apparently, neither of v5, v6 is a cut
5vertex, however, removing vertex set {v5, v6} makes v7 separated from the other nodes, which
means v5 and v6 form a cutset of Fig. 1.
Definition 3: [24] An 〈s, t〉 vertex cutset is a set of vertexes excluding s and t, that all paths
connecting s and t pass through at least one vertex in this set. The set is said to be minimal if
it contains the fewest vertexes among all the possible 〈s, t〉 vertex cutsets.
Remark 1: In Fig. 1, sets {v2, v3} and {v2, v3, v7} are both 〈v1, v4〉 vertex cutsets of the graph,
while {v2, v3} is a minimal one. Obviously, if a node set V˜ forms an 〈s, t〉 vertex cutset of graph
G, V˜ must also contain a cutset of G; conversely, a cutset must be an 〈s, t〉 vertex cutset for some
s and t. A detailed difference between Definition 2 and 3 is, a cutset requires that no proper
subset of it being a cutset, but an 〈s, t〉 vertex cutset does not require that.
Definition 4: For a vertex subset Vq ⊂ V, if the induced subgraph by Vq is connected,
following the next two steps gets the compressed graph of G by Vq, denoted as GVq .
1. Remove Vq from G, add a new vertex v into G − Vq;
2. For any vertex v˜ ∈ G − Vq, if v˜ is adjacent with at least one vertex in Vq, connect v˜ with v.
Here we say Vq compresses to node v.
For Fig. 1, compressing {v3, v5, v6, v7} yields Fig. 2.
B. Model formulation
Consider an MAS consisting of n agents with single-integrator dynamics:
x˙i = ui, i = 1, 2, · · · , n, (1)
where xi, ui ∈ R represent the state and the control input of agent vi, respectively. Without loss
of generality, the leader which can be actuated by external inputs is supposed to be v1. The set
of the rest agents, i.e., followers, are denoted as V f = {v2, · · · , vn}. The interconnection graph of
system (1) is denoted by G, and G − v1 is said to be the follower subgraph. The control inputs
obey the consensus-based protocol: ui =
∑
j∈Ni
ai j(x j − xi) + uo, where uo ∈ R is the external control
on the leader agent v1, and uo = 0 when i = 2, 3, · · · , n.
The compact form of system (1) under the protocol is summarized as (2):
x˙ = −Lx + bu, (2)
where x = (x1, x2, · · · , xn)T ∈ Rn and u = u0 ∈ R is the external control. L is the Laplacian matrix
of G and b = (1, 0, · · · , 0)T ∈ Rn. System (2) is said to be controllable if for any initial states
6Fig. 3. A weighted graph with 4 nodes. Fig. 4. A weighted graph with 5 nodes.
x(0) = x0 ∈ Rn and any target states x∗ ∈ Rn, there exists a u = u(t) and a finite time instant
T ≥ 0, such that x(T ) = x∗. In the following, we call [b,−Lb, · · · , (−L)n−1b] the controllability
matrix of system (2).
Definition 5: If MAS (2) is controllable, for any removal of p followers (1 ≤ p ≤ n − 1), let
rp be the minimal rank of the controllability matrix of the remaining subsystem. If rp = n − p,
the controllability of the original system is said to be p-nodes non-fragile (p-nodes NF). If for
all 1 ≤ p ≤ n− 1, the controllability of system (2) is p-nodes NF, we then say the controllability
is strongly non-fragile (SNF). Otherwise, if it is p-nodes NF for all 1 ≤ p ≤ k, but is not
(k + 1)-nodes NF, we say the controllability is k-weakly non-fragile (k-WNF). Especially, if the
controllability is not 1-node NF, it is said to be fragile.
In this paper, we assume that the leader can not be removed. Without causing misunderstand-
ing, we say system (2) is SNF or k-WNF in the following if the controllability of system (2) is
SNF or k-WNF, respectively. Clearly, SNF is another equivalent expression of (n−1)-WNF, and
fragile can be treated as 0-WNF. Be worth mentioning, non-fragility is discussed for controllable
MASs. Besides, if an MAS is k-WNF, it does not mean that the controllability is not p-nodes
NF for all p ≥ k + 1, see Example 1.
Example 1: With the interconnection topology depicted in Fig. 3, system (2) is controllable.
Since the system will become uncontrollable if v4 is removed, the controllability is fragile.
However, removing any two nodes in {v2, v3, v4} will make the remaining subsystem controllable.
7III. Main results on fragility of the controllability
A. Non-fragility of the controllability
As defined in Definition 5, non-fragility is a measure of controllability that how difficult it
would be broken. Intuitively, the most non-fragile MAS is an SNF system, i.e., no matter how
many followers are removed, the remaining subsystem is still controllable. Next we show the
condition of MASs to be SNF. A basic lemma is needed.
Lemma 1: For system (2), if the length of G (relative to the leader) is 1, and the edges
connected with the leader share different weights, then, there exists an M > 0, such that when
the weights of the edges in the follower subgraph are not larger than M, the system is controllable.
Proof: Suppose there are s ≥ 0 edges in the follower subgraph, with the weights w1,w2, · · · ,ws.
The determinant of the controllability matrix is mathematically a function of w1, · · · ,ws, denoted
as f (w1, · · · ,ws). Since the weights of the edges connected with the leader are all different, we
get lim
w1,··· ,ws→0+
f (w1, · · · ,ws) = ∆ , 0 (without loss of generality, assume ∆ > 0 in the following).
Therefore, there exists an M > 0, such that when wi > 0, i = 1, 2, · · · , s, f (w1, · · · ,ws) > 0, i.e.,
the system is controllable for these choices of edge weights.
Theorem 1: For system (2), there exist a set of edge weights to make the system SNF if and
only if the length of G (relative to the leader) is 1.
Proof: Necessity: If the length of G is not 1, there exists a follower node v which is not
a neighbor of the leader. When all the followers are removed except v, node v can not get
information from the leader, which obviously makes the system uncontrollable.
Sufficiency: Considering that each follower is adjacent with the leader, assign different weights
on e12, · · · , e1n. According to Lemma 1, each subgraph Gi corresponds to an Mi > 0, such
that when all the weights of the edges connecting two followers are not larger than Mi, the
subsystem with the interconnection topology Gi is controllable, i = 1, 2, · · · , 2n−1. Let M =
min{M1, M2, · · · , M2n−1}, it is obvious that after removing any group of followers, the remaining
subsystem is still controllable. This means system (2) is SNF.
Theorem 1 provides a necessary and sufficient graphic condition for the existence of weight
assignments to make system (2) SNF. It can be further proved, there exist a set of edge weights
for the follower subgraph to make the system SNF, when and only when the edges share different
weights if they are connected with the leader. For the graphs whose length is more than 1, we
8generalize the result to WNF controllability, and a property of minimal cutsets is shown in
advance. Especially, the concept of (minimal) cutset(s) in the following should not contain the
leader. For example, the minimal cutsets in Fig. 2 are {v1, v4} and {v2, v3}. However, if system
(2) is with the interconnection topology depicted as Fig. 2, the minimal cutset of the topology
is only {v2, v3}. For simplicity, the (minimal) cutset(s) of the topology is still said to be the
(minimal) cutset(s) of G.
Lemma 2: For system (2), if the minimal cutset(s) of G contains k + 1 followers, then, there
exist a set of edge weights such that the system is k-WNF.
Proof: If the minimal cutset(s) of G contains k + 1 followers, for any 0 ≤ p ≤ k, any
choice of p followers removed from G, the remaining subgraph is connected. According to [16],
for the remaining subgraph, the set of edge weights those make the subsystem uncontrollable
has Lebesgue measure zero in R|E|−p. Therefore, for the original graph, the set of edge weights
to make the subsystem uncontrollable, denoted as Wi, also has Lebesgue measure zero in R|E|,
i = 1, 2, · · · ,Cpn . Since
k∑
p=1
Cpn < 2|E| < +∞, we get the set Wu =
k⋃
p=1
Cpn⋃
i=1
Wi has Lebesgue measure
zero in R|E|, where Wu is the set of edge weights to make the system uncontrollable by removing
any choice of no more than k followers. This implies that the system is k-WNF.
Corollary 1: For system (2), the next two statements hold for almost all sets of edge weights1:
1. The system is controllable.
2. The system remains controllable after removing any set of followers, unless the removed
followers contain a cutset of G.
Proof: The result can be derived directly from Theorem 3 in [16].
Theorem 2: There exist a set of edge weights to make system (2) k-WNF if and only if the
minimal cutset(s) of G contains k + 1 followers.
Proof: Necessity: If the minimal cutset(s) of G contains k + 2 (or more) followers, by
Lemma 2, the system is (at least) (k + 1)-WNF, which contradicts the k-WNF controllability. If
the minimal cutset of G only contains k (or less) followers, by Lemma 2, the system is (at most)
(k−1)-WNF, which also contradicts the k-WNF controllability. This means the minimal cutset(s)
of the interconnection topology contains exactly k + 1 followers for a k-WNF controllable MAS.
Sufficiency: This can be directly derived from Lemma 2.
1The edge weight sets have Lebesgue measure 1 in R|E|.
9Corollary 2: The following assertions hold:
1. System (2) is fragile for all sets of edge weights if and only if the interconnection topology
contains at least one cut vertex as a follower.
2. If system (2) is k-WNF, D1 of the distance partition of G (relative to the leader) contains at
least k + 1 followers.
Proof: 1. The first assertion follows directly from Definition 5 and Theorem 2.
2. According to Theorem 2, the minimal cutset(s) of G contains k+1 followers. If there exist only
k (or less) followers adjacent with the leader, when these nodes are removed, the rest followers
will not be able to recieve information from the leader, which means the remaining subsystem
is not controllable. This contradicts the assumption that the system is k-WNF.
Apparently, to discuss non-fragility of controllability, system (2) is required to be structurally
controllable, i.e., the interconnection topology is connected. However, even if the system is
strongly structurally controllable (which means the system is controllable for all sets of edge
weights [19]), the controllability may also be fragile. For example, system (2) with a path
topology is strongly structurally controllable if a terminal node is selected as the leader, whereas
removing any node between the terminal nodes breaks the connectedness of the graph.
B. Partial controllability
Many MASs contain important agents, which should be controlled properly. For an uncontrol-
lable MAS, how to ensure the important part be controllable derives the Partial Controllability
Problem. In this subsection, we provide criteria for partial controllability, and analyse the
influence of losing agents on partial controllability via the concept of 〈s, t〉 vertex cutsets in
graph theory. The investigation starts with the definition of controllable node groups.
Definition 6: A group of agents i1, i2, · · · , ir in system (2) are said to be partially controllable
if for any initial states xi1(t0), xi2(t0), · · · , xir (t0) and target states x∗i1 , x∗i2 , · · · , x∗ir , there exists an
external input u(t) on the leader and a finite time t1 > t0, such that xi1(t1) = x
∗
i1 , xi2(t1) =
x∗i2 , · · · , xir (t1) = x∗ir . Agents i1, i2, · · · , ir are said to form a controllable node group if they are
partially controllable. Moreover, the group is said to be maximal if adding any other agent into
this group breaks its partial controllability.
Apparently, system (2) is controllable if and only if all the nodes in V are partially controllable.
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Theorem 3: In system (2), nodes in the same group V˜ = {vi1 , vi2 , · · · , vir} are partially control-
lable if and only if the principal minor formulated by the i1, i2, · · · , ir-th rows and columns of
the Grammian matrix Wc(t0, t1), denoted as W˜, is invertible, where
Wc(t0, t1) =
∫ t1
t0
e−L(t1−t)bbT e−L
T (t1−t)dt.
Proof: Without loss of generality, suppose i1 = 1, i2 = 2, · · · , ir = r.
Sufficiency: Let x˜(t0) = (x1(t0), x2(t0), · · · , xr(t0))T ∈ Rr and x˜∗ = (x∗1, x∗2, · · · , x∗r)T ∈ Rr be the
initial states and target states of agents v1, v2, · · · , vr, respectively. Denote x∗ = (x˜∗T , 0, · · · , 0)T ∈
Rn, and the initial state of the whole system is x(t0) ∈ Rn. Next we prove that there exists a
z˜ ∈ Rr such that when u = −bT e−LT (t1−t)z, the states of agents v1, v2, · · · , vr at t1 are x∗1, x∗2, · · · , x∗r ,
respectively, where z = (z˜T , 0, · · · , 0)T ∈ Rn. The trajectory of system (2) is
x(t1) = e−Lt1 x(t0) +
∫ t1
t0
e−L(t1−t)bu(t)dt
= e−Lt1 x(t0) +
∫ t1
t0
e−L(t1−t)b(−bT e−LT (t1−t))zdt
= e−Lt1 x(t0) −Wc(t0, t1)z.
(3)
Denote y˜ as the first r entries of e−Lt1 x(t0), let z˜ = W˜−1(y˜ − x˜∗), the first r entries of Wc(t0, t1)z
will be x˜∗ − y˜. This ensures that xi(t1) = x∗i , i = 1, 2, · · · , r, which means agents v1, v2, · · · , vr are
partially controllable.
Necessity: If W˜ is not invertible, there exists a w˜ , 0 ∈ Rr such that W˜w˜ = 0. Let w =
(w˜T , 0, · · · , 0)T ∈ Rn, it is not difficult to check that wT Wc(t0, t1)w = 0. Since agents v1, v2, · · · , vr
are partially controllable, there exist u(t) and t1 > t0 such that
x(t1) = e−Lt1 x(t0) +
∫ t1
t0
e−L(t1−t)bu(t)dt
holds for any x˜(t0) and any x˜(t1), regardless of the states of the other agents. As w , 0, select
x(t0) and x(t1) such that wT (x(t1) − e−Lt1 x(t0)) , 0, and this yields
wT
∫ t1
0
e−L(t1−t)bu(t)dt , 0.
However,
wT Wcw =
∫ t1
t0
||wT e−L(t1−t)b||2dt = 0
yields
wT e−L(t1−t)b = 0, t0 < t ≤ t1.
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Therefore ∫ t1
t0
wT e−L(t1−t)bu(t)dt = 0,
which makes a contradiction, thus W˜ is invertible.
Theorem 4: In system (2), nodes in the same group V˜ = {vi1 , vi2 , · · · , vir} are partially control-
lable if and only if the i1, i2, · · · , ir-th rows of the controllability matrix Q = [b,−Lb, · · · , (−L)n−1b]
are linearly independent.
Proof: Without loss of generality, suppose i1 = 1, i2 = 2, · · · , ir = r.
Sufficiency: The first r rows of Q are linearly independent. If agents v1, v2, · · · , vr are not partially
controllable, according to Theorem 3, W˜ is not invertible for all t1 > t0, which means there exists
a w˜ , 0 ∈ Rr such that w˜T W˜w˜ = 0. Let w = (w˜T , 0, · · · , 0)T , we get
0 = wT Wc(t0, t1)w =
∫ t1
t0
(wT e−L(t1−t)b)(wT e−L(t1−t)b)T dt.
Therefore wT e−L(t1−t)b = 0 holds for all t0 < t ≤ t1, thus wT Lkb = 0, k = 0, 1, 2, · · · , n−1 (actually
it holds for all k ≥ 0). Take the first r rows of Q, denoted as Q˜, since w˜ , 0 and w˜T Q˜ = 0, these
rows must be linearly dependent, which makes a contradiction.
Necessity: If rank(Q˜) < r, there exists a w˜ , 0 ∈ Rr such that w˜T Q˜ = 0. Let w = (w˜T , 0, · · · , 0)T ∈
Rn, according to Hamilton-Cayley Theorem, wT Lkb = 0 holds for all k = 0, 1, 2, · · · , thus
wT e−L(t1−t)b = 0, t0 < t ≤ t1. Since wT Wc(t0, t1)w = 0 = w˜T W˜w˜, we declare that W˜ is not
invertible, i.e., agents v1, v2, · · · , vr are not partially controllable. This is a contradiction.
Corollary 3: The following assertions hold:
1. If the rank of the controllability matrix is r, then there are at most r agents in system (2) can
be partially controllable.
2. If some rows of the controllability matrix are linearly dependent, then, the agents corresponding
to these rows are not partially controllable.
3. Each set of maximal linearly independent rows of the controllability matrix corresponds to a
maximal controllable node group.
Proof: These assertions can be obtained directly from Theorem 4.
Based on the concept of partial controllability, we should consider whether we can make
the nodes in a controllable node group be still partially controllable after removing some other
followers, which is called Partial Controllability Preserving Problem. Similar to the effect of
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cutsets on non-fragility of controllability, the concept of 〈s, t〉 vertex cutsets plays a critical roll
in preserving partial controllability.
Lemma 3: For any weights of the edges in G, follower q is partially controllable after removing
a node set V′ if and only if V′ is not a 〈v1, q〉 vertex cutset.
Proof: Necessity: If V′ is a 〈v1, q〉 vertex cutset, according to Definition 3, removing V′
makes q not able to receive information from v1, therefore q is not partially controllable, which
contradicts the assumption.
Sufficiency: Consider the subsystem generated by removing V′, since V′ is not a 〈v1, q〉 vertex
cutset, there exists a path from the leader to q in G − V′. By Theorem 4, since the row of the
controllability matrix corresponding to q remains not all-zero, q is controllable.
This lemma shows that a specific follower is always partially controllable for any weight
assignments, unless the removed followers form a 〈v1, q〉 vertex cutset. Usually, the important
agent group of an MAS consists of not only a single agent. To ensure all the agents in the group
be partially controllable, the concept of “compressed graph” is needed. Refer to Definition 4,
suppose the induced subgraph by Vq is connected, and GVq is the compressed graph of G by
Vq.
Theorem 5: For any weights of the edges in G − Vq, there exist a set of weights for the
other edges in G, such that nodes in Vq are partially controllable after removing a node set V′
(Vq
⋂
V′ = ∅) if and only if V′ is not a 〈v1, q〉 vertex cutset of GVq , where q is the node that Vq
compresses to.
Proof: Necessity: If V′ is a 〈v1, q〉 vertex cutset of GVq , by Definition 3, none of the
nodes in Vq receives information from the leader v1, which makes the nodes in Vq not partially
controllable.
Sufficiency: Consider the subgraph GVq , by Lemma 3, q is controllable for any set of edge
weights in G − Vq (which is also GVq − q). Obviously, there exist a set of edge weights for the
induced graph of Vq such that nodes in Vq are partially controllable. Similar to the sufficiency
proof of Theorem 1, assign weights small enough to the edges between G−Vq and Vq, the rows
of the controllability matrix corresponding to Vq remains linearly independent if Vq
⋂
V′ = ∅,
i.e., the partial controllability of Vq is preserved.
For Theorem 5, not all choices of edge weights could guarantee that the partial controllability
be preserved (see Example 2). However, it can be proved, the set of weights has Lebesgue
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Fig. 5. A graph consists of 8 nodes.
measure zero in R|E|, for the edges removing whom will make Vq not partially controllable.
Meanwhile, in Definition 4, the induced subgraph by Vq being connected should not be ignored.
If it is not connected, Vq can not compress to a single node, otherwise, the sufficiency of Theorem
5 no longer holds, see Example 3.
Example 2: The interconnection topology of system (2) is depicted as Fig. 4, and the system
is controllable. Compressing {v4, v5} yields Fig. 2 (whose edge weights are not of importance
and are omitted). Obviously, v3 does not form a 〈v1, v4〉 vertex cutset of Fig. 2. However, if v3
is removed, the remaining subsystem is not controllable.
Example 3: The interconnection topology of system (2) is depicted as Fig. 5, and the system
is structurally controllable. The induced subgraph by {v4, v5, v6, v7, v8} is not connected, and the
compressed graph is not Fig. 2. Otherwise, when v3 is removed, the remaining subsystem should
be also structurally controllable by Theorem 5. However, removing v3 makes {v6, v7, v8} separated
from the leader, i.e., they are not partially controllable for any weight assignments.
When the induced subgraph by Vq is not connected, the result is as follows. Suppose that the
connected components Vq1 , · · · ,Vqs , compress to q1, · · · , qs, respectively.
Theorem 6: For any weights of the edges in G − Vq, there exist a set of weights for the
other edges in G, such that nodes in Vq are partially controllable after removing a node set V′
(Vq
⋂
V′ = ∅) if and only if V′ is not a 〈v1, qi〉 vertex cutset of GVq for any i = 1, · · · , s, where
qi is the node that Vqi compresses to.
Proof: Necessity is obvious. Sufficiency proof can be derived from the proof of Theorem
5 by mathematical induction, and is omitted here.
Corollary 4: There exist a set of edge weights for system (2), such that nodes in Vq are
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partially controllable after removing a node set V′ (Vq
⋂
V′ = ∅) if and only if V′ is not any
〈v1, v˜〉 vertex cutset of G for all v˜ ∈ Vq.
Proof: Consider every single node in Vq as the node compressed from itself, the result is
followed directly from Theorem 6.
Remark 2: In summary, the problem of preserving partial controllability is equivalently trans-
formed into the problem of finding the the minimal 〈s, t〉 vertex cutsets of the compressed
interconnection graph. For any graph G, time complexity of the search algorithm for all the
minimal 〈s, t〉 vertex cutsets is O(|V| + |E|) [25]. Therefore, partial controllability preserving
problem has a polynomial-time complexity algorithm for the solution.
IV. Conclusions
Non-fragility of MASs was investigated under undirected interconnection topologies. It was
proved that there exist a set of edge weights to make the system SNF if and only if each
follower is directly adjacent with the leader. The necessary and sufficient condition of k-WNF
controllability is the minimal cutset(s) of the interconnection graph contains k + 1 followers. For
partial controllability, a group of nodes are partially controllable if and only if the corresponding
rows of the Grammian matrix, as well as the controllability matrix, are linearly independent.
The existence of edge weights preserving partial controllability is equivalent to that the removed
node set does not form any 〈s, t〉 vertex cutset, where s, t represent the leader agent and the
followers in the controllable node group, respectively.
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