In a Nutshell
We compare different ways of predicting RTDs
We propose DistNet, which can be trained using the loss function of interest and jointly predicts parameters of RTDs DistNet can be trained with less data than previous methods
Clasp-factoring
YalSAT-QCP
Advantages and Limitations
DistNet jointly learns distribution parameters and directly optimizes the loss function of interest
DistNet can learn from only a few samples per instance
We assume homogeneous instance sets
We need to know beforehand which distribution family to use
Problem
Algorithms often rely on random choices and decisions, hence their runtime can be described by a runtime distribution (RTD). In this work we study how to predict parametric RTDs for unseen instances:
obtained by executing A on with different seeds, the goal is to learn a model that can predict 's RTD well for unseen instances +1 with given features We use neural networks to predict the distribution parameters, e.g. with two hidden layers:
We use stochastic gradient descent to directly optimize the negative loglikelihood of the predicted parameters given our observed runtimes: 
