Abstract. Elliptic Bellman equations with coefficients independent of the variable x are considered. Error bounds for certain types of finite-difference schemes are obtained. These estimates are sharper than the earlier results in Krylov's article of 1997. §1. Introduction
§1. Introduction
Our main purpose in this paper is to present some new estimates for the rate of convergence of finite-difference approximations in the problem of finding viscosity or probabilistic solutions of degenerate elliptic Bellman equations. Historically, the first estimates were obtained in [8] for the equations with "constant" coefficients. There, the convergence rate of order h 1/3 , where h is the mesh size, was established in the case where the "free" term is Lipschitz continuous and the finite-difference approximations are monotone, translation invariant, and apart from that, almost arbitrary with the order of consistency h. It was also shown in [8] that in the general framework the order of accuracy cannot be better than h 1/2 . After that, in [9] the results were extended to parabolic degenerate Bellman equations with variable coefficients. It was proved that if the data are Hölder 1/2 continuous in the time variable and Lipschitz continuous in the space variables, then, again, the approximation error for quite arbitrary finite-difference approximations admits an estimate of order of accuracy h 1/3 from one side and of order of accuracy h 1/21 from the other. Also in [9] , some approximations similar to finitedifference ones were suggested with the order of accuracy not less than h 1/3 ; see, e.g., Theorem 5.7 in [9] . This theorem is close to Theorem 3.5 in [1] , where in a particular elliptic situation the error bound of order of accuracy h 1/2 was obtained on the account of a special approximation. The authors of [1] and [2] did a very good job of surveying the literature related to finite-difference approximations for the Hamilton-Jacobi and Bellman equations; instead of copying their comments, we allow ourselves to refer the interested reader to [1] and [2] for that information.
One of the purposes in the papers [9] and [10] (the latter is the basis for the former) was not only to give the rates of convergence, but also prove the convergence itself. In a subsequent paper, the second author intends to establish such convergence for general approximation schemes in the case where the limit function is not a viscosity solution of the corresponding Bellman equation.
One of the main ideas in [8, 9] is that the original Bellman equation and the approximate finite-difference one should play symmetric roles. Another idea is to "shake" the coefficients if they depend on x in both the approximate finite-difference equation and the Bellman equation. Both ideas were also used in the elliptic case in [1, 2] , and better results than those in [8, 9] were obtained for special finite-difference schemes. One of the main results of [2] is that the order of approximation is not less than h 1/5 . In this paper we also investigate what happens if instead of general consistent finitedifference approximations as in [8, 9] , where we were partly aimed at proving mere convergence, we take those that better suit finding solutions numerically. In our view, the first natural step in this direction is to investigate equations with "constant" coefficients. We use the standard symmetric approximation for the second-order derivatives and two approximations for the first derivative: the monotone one, which depends on the sign of the coefficient of the derivative, and the symmetric one such as [u(
We also assume better regularity, namely, the C 1,1 -regularity of the free terms, and prove that, with monotone approximation of the first-order term, the error bound is of order of accuracy h (Theorem 2.8) and not better (Example 3.2).
Our methods are very different from those in [1, 2] , which are based on the theory of viscosity solutions, and it would be very interesting to understand whether our results can be obtained on the basis of that theory. In Example 3.2 the proof of the sharpness of Theorem 2.8 is based on the fact that the first-order coefficient is not zero. We do not know anything about sharpness if it is identically zero; probably yet other methods are needed to clarify the situation.
By assuming more structure on the equation and using the symmetric approximation of the first derivatives we obtain the error bound of order of accuracy h 2 (Theorem 2.11) and show that it is sharp (Example 3.5).
As far as we understand, our results are stronger than those in [1, 2] ; however, they are only proved for equations with constant "coefficients". It should also be noted that our Theorem 2.9 may look like Theorem 3.5 in [1] . Yet the latter treats a different kind of approximations, such as Theorem 5.7 in [9] .
All our main results (mentioned above) are stated in §2. We discuss them in §3. §4 contains general auxiliary results, part of which shows that the second-order differences of generally not very smooth functions interact with mollification much like the secondorder derivatives do. The proof of Theorem 2.8 is given in §5 and Theorems 2.9 and 2.11 are proved in the final §6.
To conclude the Introduction, we set up some notation: Let A be a separable metric space (the set of all admissible controls), let d 1 , d ≥ 1 be integers, and let 1 , . . . , d 1 be nonzero vectors in R d . Let (Ω, F, P ) be a complete probability space, and let {F t ; t ≥ 0} be an increasing filtration of σ-algebras F t ⊂ F that are complete with respect to F, P . We denote by A the set of all A-valued F t -adapted processes measurable with respect to the product of the Borel σ-algebra on (0, ∞) and F. Assume that a d 1 -dimensional Wiener process w t is defined on (Ω, F, P ) for t ≥ 0. We suppose that w t is a Wiener process with respect to F t . 
and denote by C 0,γ (G) the space of functions with finite norm | · | 0,γ,G . For any integer n ≥ 1, we let C n (G) and C n,γ (G) be the spaces of n times continuously differentiable functions g on G with finite norms |g| n,G and |g| n,γ,G , respectively, where
we drop the symbol G in the notation of spaces and norms, so that, for instance, 
so that L α may appear to have a very special form. The fact that, actually, L α is a more or less general operator is explained in Remark 3.1.
We are interested in the following Bellman equation:
One of the revelations of (2.4) is the following system characterizing an obstacle problem:
Indeed, the above system is equivalent to one equation:
Therefore, if |g| 1,1 < ∞, then all the results below are applicable. We know (see, e.g., [3] ) that under the above conditions there is a unique bounded viscosity solution v of (2.4), which coincides with the probabilistic one given by
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Finding v is one of the optimization problems in the theory of controlled diffusion processes. By Assumption 2.1, we have
We do not want to allow our controlled process to drift in some directions without diffusion along the same directions. Therefore, we make the following assumption, which is automatically satisfied if b ≡ 0.
In Theorems 2.8 and 2.9 we use the following finite-difference approximations. For every h > 0 and l ∈ R d , we define the first-order and the second-order differences in the direction l with step size h:
The finite-difference approximations of v which we have in mind will be introduced by means of the equation
Few straightforward properties of the above objects will be used.
Lemma 2.3. For any h > 0 and any
Next, we restate some results of [8] in the following three lemmas based on Lemma 2.3. The first one gives the existence and uniqueness of solutions of (2.7). The second plays the role of the comparison principle for finite-difference schemes. 
Lemma 2.5. (i) If ϕ(x) is a bounded function and
, u 1 , and u 2 are bounded functions, C is a constant, and
Remark 2.6. Obviously, we have 
Here are two main results of this paper. 
In the case where F is smooth we have a better estimate. To state the result we need an assumption stronger than Assumption 2.2, and we change our notation somewhat. 
Assumption 2.10. We have |b
k (α)| ≤ Ka k (α) for all α ∈ A and k = 1, . . . , d 1 .
This time we introduce the operators
Then there is a constant N such that 
for some a l ≥ 0 and b l ∈ R.
To be more precise, assume that for any smooth u(x) we have
and 
In particular, for u(x) = |x| 2 ,
Also, obviously, the terms h 2 p h (l k )p h are bounded in h, and along a sequence h n ↓ 0 they converge to someā k ≥ 0. Thus, we see that
which proves the claim. 
, 
Indeed,
In Example 3.8 we shall see that, sometimes, Theorem 2.11 is still applicable even if condition (3.2) is violated. 
We immediately get |v(0) − v h (0)| ∼ h 2 /48 as h ↓ 0, which shows that Theorem 2.11 is sharp indeed. Remark 3.6. Example 3.5 and Remark 3.1 basically show that approximations of order higher than h 2 cannot be obtained by using monotone schemes.
Before passing to the next example, we state and prove the following lemma, in which assertion (i) is a very particular case of some results in [7] . 
where
Proof. (i) Relation (3.3) can be written as
It is well known that the latter equation is equivalent to
which is (3.4).
(ii) Statement (ii) is proved by approximating f and g with positive functions f n , g n ∈ C 2 and by obtaining uniform estimates of the
The latter is done by straightforward differentiating, with the use of the well-known pointwise inequality
which is valid for nonnegative functions in C
2 . The lemma is proved.
Example 3.8. We give an example of using Theorem 2.11, which shows the advantage of imposing condition (2.17) only on Γ ∩ G R . For d = 2, consider the following equation, which is similar to one in a series of Monge-Ampère equations:
We seek a solution of (3.5) in the class of functions v ∈ C 1,1 such that v x i x i − v ≥ g a.e., i = 1, 2, assuming that f, g ∈ C 1,1 , f, g ≥ 0. Then Lemma 3.7 and our previous results (see, in particular, Remark 2.12) guarantee that such a solution exists and is unique; furthermore, for any h > 0 the finite-difference equation |v − v h | 0 ≤ Nh for any h > 0. Now assume that for some constants γ, ε ∈ (0, 1) we have
We introduce
Then, obviously, assumptions (i)-(iii) of Theorem 2.11 are satisfied. To check the remaining assumption (iv), observe that
As was mentioned above, on Γ we have
Moreover, if (u ij , u i , u) ∈ U R , then |u ii − u − g| ≤ 2R + |g| 0 , and the above relations imply that
It follows that
so that assumption (iv) of Theorem 2.11 is satisfied with µ(R) = ε/(2R + |g| 0 ), and this theorem yields
We emphasize that (3.8) is false for very many (u ij , u i , u, x) outside of Γ ∩ G R .
Remark 3.9. Example 3.12 in [7] treats equation with g ≡ 0 for d ≥ 2, and estimate (3.7) is asserted for f ∈ C 0,1 , f ≥ 0. However, there is an arithmetical error in the argument in that example, so that, actually, h in the corresponding version of (3.7) in [7] should be replaced with h 1/2 . It is still better than the typical h 1/3 of [7] and agrees well with Theorem 2.9. §4. Some auxiliary results
Let S denote the set of real-valued infinitely differentiable functions ζ(x) on R d that tend to zero together with each derivative as |x| → ∞ faster than |x| −n for any n ≥ 0. For ζ ∈ S, a bounded function u, and ε > 0, we define the mollification of u by 
Estimates (4.1) are also true if we drop γ and assume that u ∈ C n . Furthermore, if ζ has unit integral and u ∈ C 0,1 , then
Finally, if ζ is even and has unit integral, and u ∈ C 1,1 , then
The second inequality in (4.1) follows from the first once we bring all derivatives up to the order m to ζ ε . To prove (4.3) for u ∈ C 2 , it suffices to observe that, by the symmetry of ζ,
where the integrand is dominated by N |y| 2 ε 2 |u| 1,1 . After that, (4.3) is carried over to all u ∈ C 1,1 by using an obvious extra mollification. Estimate (4.2) is proved similarly by using the inequality |u(x − εy) − u(x)| ≤ ε|y|.
Then for any r > 0 we have (4.6) where N = N (d, η, ζ) .
Proof. Formula (4.4) is an immediate consequence of the following result of application of Taylor's formula:
Next,
Also, observe that changing variables shows that the operator ∆
is selfadjoint. It can easily be checked that, for r = h/ε, the result of application of the operator ∆ 2 r,l with respect to y to the function
Now (4.4) implies that
This proves (4.5). To prove (4.6), it suffices to note that D
The lemma is proved. 
Proof. Our particular ζ is well related to the heat semigroup T t , namely, u (ε) = T ε 2 u. For any t > s > 0 we have
where, by (4.6) with n = 0 and √ r in place of ε,
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Consequently,
It only remains to take t = ε 2 and s = h 2 . The lemma is proved.
Remark 4.5. In fact, (4.8) with N (ζ) in place of N (d) is true for any even ζ ∈ S with unit integral. Indeed, let P t u = u ( √ t) . Then for smooth u we have
The expression on the right in (4.10) is estimated by the right-hand side of (4.9) as before, and we get the result by following the same lines as in the proof of the lemma.
The last auxiliary result we need is obtained by using (2.3), the mean value theorem, and straightforward inspection.
Lemma 4.6. For any u ∈ C
4 and h > 0 we have (2.6) , and 
, where x ∈ L and x ∈ M, and since the operators L and L h only affect the variable x , we can regard x as a parameter appearing in f (α, x) and prove (2.13) for each particular value of this parameter.
Also, we note that inf
and for each k,
which is impossible for a unit l ∈ L. Taking all these into account and passing from R d to L if necessary, we see that without losing generality we may assume that the following is true. 
We shall see that under this assumption the constant N in (2.13) depends only on d, d 1 , K, κ, δ, and k . By the way, (5.1) is a condition on F (u ij , u i , u, x) rather than on its particular representation (2.2), because 
Let l 1 be a unit in R d perpendicular to k 2 , . . . , k d , and let α 1 ∈ A be such that
Then we can findk 1 satisfying
This and the fact that By relabeling if needed, we may assume that
It turns out that a linear transformation allows us to further reduce the general situation to that with
Consequently, the functionṽ is associated with the Bellman equation
Moreover, for the functionṽ h (x) := v h (Qx) we have
Since |v h − v| 0 = |ṽ h −ṽ| 0 , it suffices to estimate |ṽ h −ṽ| 0 , and since always there exists Q such that˜ i = Q
, we see that indeed assuming (5.3) does not restrict generality. Actually, the chain rule and the fact that the ith column of Q is exactly k show that Assumption 2.1 is satisfied for our new equation with˜ k ,f , and K =K (K, 1 , . . . , d ) in place of k , f , and K, respectively. All other assumptions are satisfied automatically.
Everywhere below in this section we assume that (5.3) is fulfilled. First, we prove that v and v h possess some regularity.
Lemma 5.3. There is a constant
Moreover, v h (x) + N |x| 2 is convex and, for any ζ ∈ S and any unit l ∈ R d and ε > 0, we have
Proof. To prove (5.4) we follow the same ideas as in [5] . First, observe that
by the definition of v h . Let γ > 0 be a number, and let l be a unit vector in R d . Taking the symmetric second-order difference ∆ After that, coming back to (5.6) and using Lemma 2.5 and Remark 2.12, we conclude that
To derive an upper bound for ∆ 2 h, k v h , we note that h (x) + κ −1 K|x| 2 is also convex and smooth. In that case, by (5.3), for any unit l ∈ R d we have
Now, to prove (5.5) for ζ ≥ 0, it only remains to use (4.6). The general case is reduced to the above one by representing an arbitrary ζ as the difference of two nonnegative elements of S. The lemma is proved. Proof. Actually, the lemma is a very particular case of the results in [5] . However, a direct reference may be harder to follow than a sequence of references to easier facts presented in [5] . We prefer to give more details. First, assume that f (α, ·) ∈ C 2 . 
