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The actual science of logic is conversant at present only with things
either certain, impossible, or entirely doubtful, none of which (fortu-
nately) we have to reason on. Therefore the true logic for this world
is the calculus of Probabilities, which takes account of the magnitude
of the probability which is, or ought to be, in a reasonable man’s
mind.
James Clerk Maxwell [1850]
Abstract
In river and tidal stream power assessment, uncertainties arise from model
assumptions and the inexact specification of physical and numerical model pa-
rameters. Combined, such uncertainties can greatly affect power estimates for
a given site. The thesis examines the effects of bed roughness and turbine drag
uncertainties on turbine power estimates.
An analytic model is developed for transfer of bed friction uncertainty to
power extracted from turbines in a strait, representative of a river. A validated
finite volume solver of the shallow water equations is developed and applied to
simulate flow driven by a constant head difference through a one-dimensional
strait. The presence of a turbine fence is included using enhanced bed friction.
A parameter study examines the effect of uncertainty propagation from bed
friction to power. Excellent agreement is obtained between the analytic and
numerical power uncertainty estimates for a given input bed friction PDF.
Perturbation methods are used to determine the leading-order effect of bot-
tom friction uncertainty in tidal stream power assessment. The theoretical
models consider quasi-steady flow in a channel completely spanned by tidal tur-
bines, a similar channel but retaining the inertial term, and a circular turbine
farm in laterally unconfined flow. It is found that changes to expected power
depend on the dynamic balance in the channel, the turbine configuration, and
the geometry of the site considered. Bottom friction uncertainty increases esti-
mates of expected power in a fully-spanned channel, but has the reverse effect
in laterally unconfined farms. The optimal number of turbines under bottom
friction uncertainty is lower for a fully-spanned channel and higher in laterally
unconfined farms. The effect of uncertainty in turbine drag is also considered.
A standard methodology is presented for uncertainty propagation using gen-
eral computational models. The methodology is tested using a shallow flow
model of the Pentland Firth, where power statistics are determined according
to input bed friction probability distribution, and the results compared against
those from the (simplified) analytic perturbation approaches. Although the an-
alytic models for channels perform reasonably well regarding the estimate of
expected power, the predictions from the unconfined analytic model were not
so satisfactory owing to the model assumptions.
The methods for uncertainty transfer presented in the thesis could readily
be applied to many other problems encountered in hydraulic engineering, such
as river flow routing, urban flood risk, reservoir sedimentation, etc.
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A Channel cross-sectional area
a Amplitude of sinusoidal tide
Aturb Turbine frontal area
C Chézy friction coefficient
Cd Quadratic bed roughness coefficient
Ct Turbine drag coefficient
E[x] Expectation operator applied to x
f Coriolis parameter due to Earth’s rotation
fx(x) Probability density function for random variable x
Fturb drag force due to presence of turbine
g Acceleration due to gravity
h Total water depth
λ0 Non-dimensional bed roughness parameter and measure of the dynamic
balance between natural friction and inertial forces acting in a channel.
λT Non-dimensional equivalent drag force produced by the presence of
turbines in a channel.
L Channel length
µ Dynamic viscosity
µx Arithmetic mean of random variable x
νT Depth-scaled turbulent eddy viscosity
νt Turbulent eddy viscosity
n Manning friction coefficient
viii
ω Angular frequency of sinusoidal tide
ΩE Angular frequency of rotation of the Earth
φ Angle of latitude
p Pressure
pa Atmospheric pressure at free surface z = ζ
Pmax Maximum average power over a tidal cycle
PKE Kinetic energy flux
Q Volume flux along channel, Q = Au
Q0 Undisturbed volumetric flow rate
ρ Fluid density
σ̂x Relative standard deviation of random variable x, σ̂x = σx/µx
σx Standard deviation of random variable x
τb Bed stress
u Depth averaged velocity vector, u = (u, v, w)T
u∗ Instantaneous flow velocity vector, u∗ = (u∗, v∗, w∗)T
u0, ue Flow velocity at channel entrance and exit respectively
W Channel width
x Cartesian coordinate system
ζ Free surface elevation over still water level
zb Location of sea bed
z0, Z0 Roughness length. Capital refers to random variable, lowercase to
realisation of random variable.
ẑ0, Ẑ0 Ratio of roughness length to flow depth. Capital refers to random
variable, lowercase to realisation of random variable.
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“We demand rigidly defined areas of doubt and
uncertainty!”
— Douglas Adams,
The Hitchhiker’s Guide to the Galaxy
Chapter 1
Introduction and literature review
Tides are extremely long ocean waves driven by the net force produced by
gravitational attraction between sea water, the Earth, Moon, Sun, and other
celestial bodies. As gravitational tides sweep across the surface of the Earth,
the associated currents are altered by the effects of the Coriolis force, bed fric-
tion, and bathymetric features (Pugh, 1996). Acceleration of currents occurs
at constrictions, such as in narrowing channels and around headlands (Draper,
2011). In these localised, accelerated flows, the energy flux is often sufficiently
large to allow economically viable extraction of energy from tidal currents using
hydro-electric turbines.
1.1 Tidal stream power assessment
Tidal power has a long history, particularly along the western seaboard of Eu-
rope where many tidal mills (essentially water wheels driven by a tidal head
difference between ocean and mill pond) were installed from Roman times on-
ward (Cartwright, 2000). Perhaps the first reference in the literature to tidal
stream power generation by turbines is by Sir Robert Kane in 1844 (Kane,
1844), who wrote of the tides at the coasts of Ireland that
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“...the motion of the tide becomes a source of power, and tide mills
form an important variety of water mills. In England they are
scarcely used, coals being so cheap, but to us, by proper application,
I am convinced they may become an important basis of industry.”
and further
“The turbine is, therefore, peculiarly the machine for economizing
tidal power. For each acre of reservoir it may be expected to give at
least three horse-power working twenty hours out of the twenty-four.”
In more recent years, concerns about the impact of increasing greenhouse
gas emissions from fossil fuels have driven research into technologies for the
exploitation of alternative, less carbon-intensive energy sources. Tidal energy
is of particular interest because it is, at least theoretically, predictable (Adcock
et al., 2015) and, despite being intermittent and localised, offers a reliable energy
source. The mechanisms of the origin of the tides are very well established. Tidal
prediction algorithms were developed as early as the late 19th century, which
informed mechanical devices that calculated tidal elevations using 10 or more
harmonic constituents of the tidal forcing (see Figure 1.1).
Tidal energy may be split into two categories depending on origin of energy
extracted: tidal stream, where power is extracted from the motion of tidally
driven flow, and tidal range, where power is generated from the head difference
produced by tidal elevation changes. Over the last decade, there has been rapid
development of techniques aimed towards assessment of available tidal stream
resource, both in industry and academia. Early attempts to assess tidal stream
power were based on the undisturbed kinetic flux through the area swept by a
turbine farm, PKE = 1/2Aturbρu3, where Aturb is the frontal area of the turbine
farm, ρ is the density of water and u is the undisturbed flow velocity (Hammons,
1993). Examples include surveys by Black & Veatch Consulting Ltd (2005)
for the Pentland Firth, United Kingdom, Triton Consultants Ltd (2006) for
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Figure 1.1: First tide-predicting machine, accounting for 10 constituents, orig-
inally exhibited at the British Association meeting in 1873. Conceived and
designed by Sir William Thomson (later Lord Kelvin) and Edward Roberts in
1872, and constructed by Alexander Légé. (Author’s own image.)
the Minas Passage, Canada, and Hagerman and Polagye (2006) for the eastern
coasts of North America. The kinetic flux approach for estimating the power
potential at basin scale has been shown to be flawed because the power in tidal
waves is not given simply by the kinetic energy flux across a plane (MacKay,
2007). This approach neglects the contribution from the static energy in the
system resulting from the potential head difference. Furthermore, energy is
dissipated as heat due to turbulent interactions which is also not accounted
for. Garrett and Cummins (2005) showed that there is no simple relationship
between the undisturbed kinetic flux in a tide-driven channel and the maximum
power that may be extracted from the flow because the undisturbed kinetic flux
does not account for the feedback effect of energy extraction on flow velocities
(Garrett and Cummins, 2008). At very low levels of turbine deployment (i.e.
drag on the flow), very little power is extracted. This power increases as further
turbines are added and drag on flow is increased, provided the feedback effect on
the flow remains negligible. On the other hand, at very high levels of drag on the
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flow due to the presence a large number of turbines, the flow speed is reduced to
such an extent that almost no power is extracted because the flow has become
‘choked’. Hence, there exists an optimum turbine deployment that maximises
the power extracted by the turbines through balancing the flow deceleration
and drag deployed. Three approaches have been suggested to account for the
presence of tidal turbines in shallow water basin models: enhanced roughness;
linear momentum actuator disc theory; and an electrical analogy. Each of these
is examined in turn below.
The first approach considers enhanced bed roughness to represent the effect
of the tidal turbines whereby the power dissipated by the additional resistance
equates to the power removed by the turbines. Garrett and Cummins (2005)
found that the maximum average power over a tidal cycle in a channel connect-
ing two infinitely large basins (such that energy extraction does not affect water
levels in the basins) is given by
Pmax = γρgaQ0, (1.1)
where γ is a non-dimensional multiplier whose value depends on the dynamic
balance of the flow in the channel, from γ = 0.21 for inertia and γ = 0.24 for
friction-dominated flows, ρ is water density, g is acceleration due to gravity,
a is the amplitude of the head difference either end of the channel, and Q0
is the amplitude of the undisturbed (i.e. without turbines present) flow rate.
Here, the presence of the turbines is modelled as a patch of enhanced friction
uniformly distributed throughout the channel, as the turbines are assumed to
fully span the width of the channel. Consequently, this approach is not able
to take into account energy losses due to wake mixing, i.e. turbulent energy
mixing losses due to pressure gradients as the by-pass flow around the turbines
recombines with the slower wake flow.
The second approach involves representing turbines as porous discs and us-
ing linear momentum actuator disc theory (LMADT) to determine the head
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loss across the turbines and hence the power extracted. LMADT originated
from analysis of thrust on ship propellors in the late 19th century and was later
applied to determine power extracted by wind turbines in the early 20th cen-
tury (Lanchester, 1915; Betz, 1920; Joukowsky, 1920). More recently it has
been applied for tidal stream turbines in the early 21st century. For wind, wa-
ter stream, and tidal flow turbines, principles of mass, momentum, and energy
conservation are selectively applied across control volumes, with turbines in-
troduced as line sinks of momentum in the flow. The head difference across
the momentum sink is evaluated, and energy extracted determined. In the
context of tidal stream turbines, Garrett and Cummins (2007) calculated the
power from turbines in a channel with low Froude number, necessitated by con-
sidering a volume-constrained channel subject to the rigid-lid approximation.
This model was extended by Vennell (2010, 2011a) by combining it with the
one-dimensional model of Garrett and Cummins (2005) to determine optimal
turbine tuning (flow velocity through a turbine) and farm efficiency. By using a
method of scale separation to decompose the flow structures around individual
turbines and the fence of turbines as a whole, Nishino and Willden (2012, 2013)
extended the volume-constrained model to determine power extracted by a fence
only partially spanning a channel. Similarly, Whelan et al. (2007, 2009) applied
actuator disc models to model power from an infinite row of turbines in an open
channel which allowed for free surface deformation. Houlsby et al. (2008) and
Houlsby and Vogel (2017) extended this theory to include wake mixing. Using
this approach, the available power (i.e. for electricity generation) rather than
extractable power (power removed from the channel), can be distinguished.
A third approach for determining power from a channel, which allows for
sub-channels, is by using an analogy with a electrical circuit, (Miles, 1971;
Prandle, 1980; Rainey, 2009). In this analogy, the multiply connected channel
network is replaced by an equivalent circuit where driving head is represented
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by an alternating voltage (i.e. a potential difference), flow rate by an alternat-
ing current, water mass by inductance, and energy dissipation due to natural
bed roughness or the energy extraction by turbines as a resistance. Using this
approach Draper et al. (2013) produced an equivalent circuit for the Pentland
Firth, which provided quick assessments of tidal power for different device con-
figurations.
These approaches have been applied to numerous sites throughout the world
to assess numerically the power available from tidal flows and the impact on
the existing flow regime. Examples include assessment for the Pentland Firth,
U.K. (Adcock et al., 2013; Draper et al., 2013, 2014; Martin-Short et al., 2015;
O’Hara Murray and Gallego, 2017), the Anglesey Skerries, U.K. (Serhadlioǧlu
et al., 2013), Johnstone Strait, Canada (Sutherland et al., 2007), the Bay of
Fundy, Canada (Karsten et al., 2013), the Malacca Strait, Malaysia (Bonar
et al., 2018), the Alas Strait, Indonesia (Blunden et al., 2013), the Shannon
Estuary, Ireland (Fallon et al., 2014; Nash et al., 2014), and São Marco Bay,
Brazil (González-Gorbeña et al., 2015).
The forgone discussion has focused chiefly on the modelling of tidal stream
energy extraction at basin scale. However, a major challenge of tidal stream
resource assessment is that hydrodynamic interactions take place across a large
range of scales, from the blade scale (on the order of a few centimeters), over
device scale (tens of metres), to basin, and finally regional and far-field scale
(hundreds of kilometres) (Adcock et al., 2015). Blade scale modelling requires
high fidelity computational fluid dynamics (CFD) approaches in order to model
correctly boundary layers on the blades, lift and drag forces, and, consequently,
structural loading and fatigue. At the turbine scale, methods range from ac-
tuator disk approaches (where the turbine is represented by a single disk of
momentum sink, e.g. Houlsby et al. (2008)), blade element momentum (BEM)
methods (where the rotor disk is split into annular rings to account for the
change in velocity from blade root to tip, e.g. Olczak et al. (2016); Vogel et al.
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(2018)), and actuator line approaches (blades are resolved individually as lines
of momentum sink with particular angular velocities, e.g. Creech et al. (2017);
Apsley et al. (2018)).
While no fully commercial tidal stream power farms exists at the time of
writing, important steps have been taken in developing the nascent tidal stream
industry. Testing and demonstration sites, such as the grid-connected European
Marine Energy Centre (EMEC) site in the Orkney Isles or the FORCE site in the
Bay of Fundy, exist to test and demonstrate in situ the readiness of turbines
and determine behavioural characteristics. The first large-scale tidal energy
site has been deployed as part of the MeyGen tidal energy project, the first
phase of which consists of four 1.5 MW turbines installed in the Pentland Firth
(completed in 2018), delivering power to the mainland grid (SIMEC Atlantis
Energy, 2018).
As noted above, an alternative method to tidal stream energy extraction
to harness energy from tides is by exploiting tidal range through using tidal
barrages. These utilise the head difference between high and low tide to drive
turbines situated within barriers separating a body of water from the remainder
of the ocean. By strategically closing and opening gates and allowing water to
flow past turbines, tidal barrages produce energy at either flood, or ebb, or both
flood and ebb in the tidal cycle, thereby providing highly predictable power. An
example is the La Rance tidal power station in France, which has a rated capac-
ity of 240 MW. However, high capital investment costs and significant ecological
impacts (Baker, 1991) have meant that proposals for tidal range projects are
often turned down, as has been the case for the Severn Barrage and Swansea
lagoon in the UK. While outwith the scope of the present thesis, the study of
the environmental impacts and power potential of tidal barrages is a field of
ongoing research (see for example Neill et al. (2018)).
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1.2 Uncertainty in environmental flows
Uncertainty (1350–1400 Middle English uncerteynte) involves a state of limited
knowledge or inherent randomness where it is impossible exactly to describe the
present state and future outcome(s). The following poem encapsulates uncer-
tainty and its gradations as perhaps understood in medieval times:
One who knows and knows that he knows. . .
His horse of wisdom will reach the skies
One who knows, but doesn’t know that he knows. . .
He is fast asleep, so you should wake him up!
One who doesn’t know, but knows that he doesn’t know. . .
His limping mule will eventually get him home.
One who doesn’t know and doesn’t know that he doesn’t know. . .
He will be eternally lost in his hopeless oblivion!
Four types of men, Ibn Yamin
Persia, 13th century
The sentiment of the poem is echoed 700 years later in a 2002 speech by the
then U.S. Secretary of Defense, Donald Rumsfeld:
“...as we know, there are known knowns; there are things we know
we know. We also know there are known unknowns; that is to say
we know there are some things we do not know. But there are also
unknown unknowns – the ones we don’t know we don’t know. And
if one looks throughout the history of our country and other free
countries, it is the latter category that tend to be the difficult ones.”
Evidently, uncertainty is ubiquitous both in the political and the physical realms.
While it can never be entirely eliminated, it is possible to ascend from ‘unknown
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unknowns’ to ‘known unknowns’ by carefully cataloguing and quantifying the
uncertainty associated with our predictions of the world around us.
In the context of modelling, uncertainty is often sorted into one of two cat-
egories (Kiureghian and Ditlevsen, 2009). The first is aleatory uncertainty,
and it arises from the intrinsic randomness of the physical world. The word
‘aleatory’ stems from the Latin alea, which means games of chance or rolling of
dice—one may remember the phrase attributed to Julius Caesar upon his cross-
ing of the Rubicon river: alea iacta est : the die is cast. The second category is
epistemic uncertainty, which originates from a lack of knowledge or data con-
cerning the physical system being considered. The word comes from the Greek
επιστηµη (episteme), meaning ‘good knowledge’ (but can also refer to ‘science’
and ‘understanding’). The sources of uncertainty outlined in the next subsec-
tion for numerical simulations, fall predominantly into the realm of epistemic
uncertainty and can, as such, be reduced as information becomes available and
measuring techniques improve.
1.2.1 Sources of uncertainty
Numerical simulations of a physical system will inevitably give predictions that
differ from observations. The discrepancy arises from fundamental limitations
in a model’s ability to describe perfectly all characteristics of the system that
is being modelled. These limitations are manifested as errors and uncertainties
and may be grouped into three main types, following Le Mâıtre and Knio (2010):
I - Model Error In expressing the physics of a system in a mathematical
form, it is often necessary to apply simplifying assumptions to make a problem
tractable. The assumption result in loss of information such that the model
will not perfectly reproduce the behaviour exhibited in the real world, leading
to errors and uncertainty in the model predictions. In the context of tidal flow
modelling, an example of this occurs in the derivation of the shallow water
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equations where a reduction in dimensionality of the system takes place due to
integration over the depth of the flow, such that the complexity of the three-
dimensional coordinate system is projected onto a more readily solvable (as well
as computationally less intensive) two-dimensional coordinate system.
II - Numerical error In order to solve a mathematical model numerically,
governing equations are discretised and resolved on a computational mesh. This
approximation of continuously-valued functions at a finite number of discrete
points introduces ‘discretisation’ or ‘truncation’ error. Reduction of this error
may be achieved by computational mesh refinement (both spatial and temporal),
albeit at the expense of increased computing time. Moreover, due to the finite
memory space of the computer used for the numerical solution, the number of
digits to which data may be represented is finite, and so any exact mathematical
value, which theoretically has infinitely many digits, is rounded. Designs of
effective numerical methods specifically aim to reduce such round-off errors, for
example through ensuring convergence of the mathematical model.
III - Data error To make predictions site specific, the mathematical model
requires input data such as system geometry (in the case of oceanographic mod-
elling, bathymetric data and geometry of coastal features), boundary and initial
conditions (flow velocities, water depth, etc.) and other physical parameters or
model constants (bed roughness, gravitational acceleration, etc.). To obtain
these, field measurements need to be collected for the system of interest. In a
marine environment, acquisition of such measurements is notoriously difficult,
particularly within the context of tidal stream energy conversion because the
very attribute that makes a site a candidate for development, namely fast flow
speed, creates rough, turbulent flow which impedes characterisation of neces-
sary input data. Compounding this problem is the inherent uncertainty of the
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system: nonlinear interactions of tidally driven flow with domain boundaries
can produce turbulent flow structures and chaotic responses.
1.2.2 Uncertainty in tidal models
At coastal-scale, most tide hydrodynamic models are based on the nonlinear
shallow water equations. Specific to these models, uncertainties arise from
several sources, including the inexact specification of the natural environment
(due to lack of accurate field data on the tidal velocity field, turbulence, large-
scale eddying motions, etc.), the physical model parameters (bed roughness,
bathymetry, boundary and initial conditions, etc.), model assumptions, and
numerical parameters (grid resolution, time step, etc.). Combined, these uncer-
tainties can give rise to considerable discrepancy between different power esti-
mates for a given site. For example, predictions of the average power available
from the Pentland Firth, UK, one of the most promising sites for tidal stream
energy extraction in the world, span more than an order of magnitude (from
0.62 GW ABPmer (2007) to 9 GW MacKay (2008)), with little consensus as to
the true power potential Draper et al. (2014). Table 1.1 provides a summary
of power values quoted in the literature. It should be noted that the estimates
quoted were made using different methodologies and survey scopes, which act
to contribute significant levels of uncertainty (see Model error, in Section 1.2.1
above). The variation apparent in the power estimates is due to the fact that
tidal stream energy is still in the early stages of development, and standardised
methods do not yet exist for establishing the power potential of a site.
Of the sources of uncertainty listed above, the bed friction coefficient Cd
is particularly important. In practice, this parameter is often used to tune
numerical models based on the shallow water equations, so that they predict
water levels and velocity vectors in agreement with observations at relatively
sparse spatial locations. Various researchers have carried out sensitivity analyses





Black & Veatch Con-
sulting Ltd (2005)
1 - Undisturbed flux.
MacKay (2007) 9 -
Adcock et al. (2013) 1.9 0.005 LMADT approach. Spring-neap
average.
Draper et al. (2013) 3.4 - Electrical analogy
Draper et al. (2014) 4.2 0.005 Enhanced bed roughness approach
O’Hara Murray and
Gallego (2017)
5.3 - 3-D model with momentum sink
Peak power
(GW)
ABPmer (2007) 0.62 - “Exploitable” power
Salter and Taylor
(2007)
18 - Fraction of dissipation by natural
roughness
Vennell (2011b) 1.9 - LMADT, M2 tide forcing.
Table 1.1: Estimates of the maximum power potential of the Pentland Firth. ‘Average
power’ indicates power averaged over a tidal cycle.
For example, in a power resource assessment of the Pentland Firth, Adcock
et al. (2013) examined the sensitivity of tidal stream power estimates to the
value of bed friction coefficient Cd in the range [0.0025, 0.01], applied uniformly
through the flow domain. Adcock et al. found that the available power reduced
as Cd increased. However, the average power determined from the numerical
model over the range of values of Cd considered was greater than the power
calculated using the average value of Cd. That is, the dependence of power on
Cd is non-linear. In addition, Adcock et al. found that no single value of Cd
applied throughout the modelled domain produced results which matched the
field measurements of both tidal phase and current magnitude for the Pentland
Firth, and settled on a value of Cd = 0.005 in a compromise. In a similar study,
Gillibrand et al. (2016) varied Cd from 0.002 to 0.010 and found a constant
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value of Cd = 0.004 (again applied uniformly throughout the domain) gave
best agreement, while acknowledging the significant spatial heterogeneity of the
seabed. Furthermore, the appropriate value of Cd depends also on the extent
of the modelled domain and the location of the boundaries, with deeper flows
being modelled the further out the boundary is taken. To fully acknowledge the
spatially varying nature of the sea bed and account for effects due to domain
extent, a spatially varying bed roughness coefficient would be needed.
An alternative view is that the bed friction coefficient should be hydraulically
correct in terms of the boundary layer dynamics and not treated simply as a
tuning parameter (see Salter (2009)). Soulsby (1997) lists a range of values
(Cd ∈ [0.0011, 0.0043] for silt-sand to rippled sand) that could be applied to
different marine bed surfaces, and which deal with skin friction and form drag.
In short, there is a lack of agreement as to which bed friction values should
be applied. Culley et al. (2015) performed a sensitivity analysis of estimated
power from an optimised tidal farm in the Inner Sound of the Pentland Firth,
which highlighted the significant influence of the value of the bottom friction
coefficient on the numerical results. In the study, estimated values for power
reduced as the bed roughness increased near the farm, and, at sufficiently high
values of local bed friction, the flow began to bypass the farm along paths of
lower frictional resistance.
Given the various sources of uncertainty, it is important to ascertain how
these individually and collectively impact on tidal model predictions, as high-
lighted by the discrepancy exhibited in tidal power estimates in Table 1.1, for
example. Consequently, predictions should become more reliable, and the un-
certainty itself could play a useful role in optimising tidal turbine layouts.
1.2.3 Modelling uncertainty propagation
The ubiquity of uncertainty in the natural world and the need to design reli-
ably and robustly has generated a large body of work in the field of uncertainty
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propagation covering a wide range of applications (Lee and Chen, 2009). Meth-
ods for investigation of the impact that uncertain input parameters have on
the model output can be broadly classed into two categories: non-intrusive and
intrusive methods. This classification depends on how the method extracts the
stochastic nature of the system from the deterministic governing equations.
I - Non-intrusive methods These methods, also known as ‘simulation-
based’ or ‘sampling’ methods, retain the governing equations in deterministic
form that then function as a ‘black-box’ through which various samplings of the
stochastic parameter field are run (Le Mâıtre and Knio, 2010). An archetypal
example of this is provided by Monte Carlo (MC) simulations. Conceptually
straightforward, the MC approach generates a large number of realisations of
the random parameter field. Each realisation is then solved deterministically
(i.e. given as input to the black-box) and the results then post-analysed to
derive the statistical distribution of the model solution. The advantages of this
approach are its robustness and the ease of its application to both linear, non-
linear and even chaotic problems. However, in order to resolve adequately high
frequency spatio-temporal fluctuations in random parameters, MC simulations
often require fine numerical grids making the computational cost of each re-
alisation very high. Moreover, to ensure sufficient convergence of the output
moments to their theoretical ensemble values, a large number of realisations
needs to be performed (typically depending on the degree of heterogeneity of
the system). This leads to a significant computational burden that can be pro-
hibitive. Refinements to the MC approach have been developed to reduce this
problem of computational expense by applying the method to a finite subset of
realisations (Lu and Zhang, 2003). This subset needs to be chosen in such a
way as to ensure that the resulting predictions are representative of the global
behaviour of the model solution space.
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One such method is ‘adaptive sampling’ where the sampling choice of subse-
quent computer runs is iteratively guided by analysis, using statistical prediction
models, of the runs performed with the existing samples (Maljovec et al., 2013).
Another method, known as ‘importance sampling’, has been applied to flow and
transport in random porous media by Lu and Zhang (2003). Therein, values of
the random input variables that have greater impact on the model solution (as
determined by importance density functions) are sampled at greater frequency,
thus requiring fewer samples overall. The simulation outputs are then analysed
to eliminate bias introduced by the weighted sampling. With appropriately
chosen importance density functions, this technique can be several orders of
magnitude more efficient than conventional MC simulations.
II - Intrusive methods Also known as ‘analytic’ methods, intrusive methods
alter the nature of the governing equations to reflect the stochastic nature of
the system they describe through various decompositions of the stochastic parts
of the input variables and terms in the equations. These decompositions may
then be used to derive the statistical nature of the solution directly, instead of
having to analyse an ensemble of simulated output. The advantage of such tech-
niques over simulation-based ones is their computational efficiency. However,
these too suffer from the so-called "curse of dimensionality", coined by Bell-
man (1961), in that the computational complexity grows geometrically with
increasing numbers of stochastic parameters. These methods may be classed
into several subcategories:
Local expansion-based methods, which include Taylor series, perturba-
tion methods, etc. These methods are advantageous when dealing with rela-
tively small input variability and outputs that do not express high nonlinearity
but perform poorly against the large variability of inputs and nonlinearity of
performance functions (Lee and Chen, 2009). A method of this type was utilised
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by Horritt (2002) to investigate the impact of topographic uncertainty in one-
dimensional shallow water flow by applying a Taylor expansion to the governing
equations and truncating after the second-order term. The results were in good
agreement to those obtained from Monte Carlo simulations, and it was found
that higher-order terms remained negligible provided the bed perturbations were
small compared to the flow depth. It was noted, however, that the sufficiency
of second-order expansion was not confirmed for a two-dimensional model.
Functional expansion-based methods have enjoyed growing attention in
recent years. In particular the polynomial chaos expansion has become widely
used for uncertainty representations, stochastic mechanics, solution of stochastic
differential equations, etc. (Lee and Chen, 2009). First developed by Wiener
(1938) for Gaussian processes and generalised by Xiu and Karniadakis (2003) to
the most common statistical distributions, polynomial chaos expansion (PCE)
expresses the stochastic variables in the governing differential equations as a
combination of orthogonal polynomials and reduces the problem of propagating
uncertainties to the task of determining the expansion coefficients.
PCE has been applied to the shallow water equations and compared favourably
against MC simulations for simple scenarios of long-wave propagation over a
hump in one dimension (Ge et al., 2008). This offers a promising step towards
application of this method to more complicated scenarios. In oceanography,
PCE has been used by Thacker et al. (2012) to explore the propagation of un-
certainties in the boundary conditions in the flow from the Caribbean Sea into
the Gulf of Mexico and how these manifest themselves as uncertainties in the
surface elevation field. Due to absence of comprehensive data on both the open
boundary conditions and their uncertainties, Thacker et al. reduced the spa-
tially and temporally varying multivariate description of the inflow to a small
number of random variables. Thacker et al. concluded that a better approach
to dealing with lack of data would be to determine boundary conditions and
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associated uncertainty from a large ensemble of runs of an outer model, defin-
ing the input at the boundary. This, however, would be prohibitive in terms of
computational cost.
Finally, it should be noted that the calculation of solution statistics through
this technique can be significantly compromised by the presence of discontinu-
ities in random variable dimensions (Barth et al., 2013).
1.2.4 Concluding remarks
There exist many sources of uncertainty in tidal stream power assessment, of
which a very important and relatively under-researched source is bed roughness.
Uncertainty propagation in shallow flow models is an area of active research,
though primarily through local-expansion-based and MC methods applied to
flood risk rather than tidal stream power assessment, e.g. Ge et al. (2008);
Horritt (2006). To date, tidal stream resource assessment has received no formal
treatment using uncertainty propagation methods and there is clearly scope for
applying methods for uncertainty propagation within tidal stream assessment.
As the marine renewable energy sector develops, it may be of interest to look to
the wind energy sector for an established procedure for determining uncertainty
predictions on energy yield (Livermore, 2015)
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1.3 Aim and objectives
Aim
This thesis aims to quantify uncertainty propagation through the shallow water
equations with turbines represented through enhanced bed friction, using ana-
lytical and numerical techniques, and demonstrate application of the approach
to an idealised channel and the Pentland Firth.
Objectives
• To identify and quantify sources of uncertainty in tidal stream power as-
sessment.
• To develop analytical models for assessing the effect of bed roughness un-
certainty on hydropower estimates for steady and tidal oscillatory flow in
a one-dimensional channel, and tidal oscillatory flow in a two-dimensional
basin.
• To develop a validated Godunov-type finite volume solver of the one-
dimensional shallow water equations, and carry out a parameter study
of the effect of uncertainty in bed roughness on hydro-kinetic power in a
one-dimensional channel (for comparison against the analytical model).
• To use an industry standard open source continuous Galerkin solver, AD-
CIRC, to examine bed friction uncertainty on estimates of power extrac-
tion from the Pentland Firth, Scotland.
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1.4 Synopsis
Chapter 1 discusses the present state of knowledge regarding stream power as-
sessment in coastal waters, summarises methods available for uncertainty propa-
gation, and lists the main aim and objectives of the thesis. Chapter 2 presents a
brief derivation of the shallow water equations, which underpin the work under-
taken throughout the thesis, and are commonly used by engineers to predict free
surface flows in shallow lakes, rivers, and coastal basins. Chapter 3 outlines the
derivation for power from a fence of hydro-kinetic devices in steady flow (as in a
river) and describes a Godunov-type finite volume solver of the one-dimensional
shallow flow equations which is verified against standard benchmark tests. This
is subsequently used in a parameter study of the effect of uncertainty in bed fric-
tion on the expected power and its variance for hydro-kinetic turbines. Chapter
4 provides derivations of analytical formulae for assessment of uncertain power
for tidal stream turbines considering uncertainty in natural bed friction. Chap-
ter 5 extends the concept to consider the effect of uncertain drag on power.
Chapter 6 presents results from a numerical modelling study of the Pentland
Firth, where numerical predictions of power statistics are compared against esti-
mates from the simplified analytical tools derived in Chapter 4. Chapter 7 lists
the main findings of the thesis, and makes recommendations for future research.
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Derivation of the shallow water
equations
2.1 Introduction
This chapter presents a derivation of the shallow water equations, which de-
scribe flows where horizontal length-scales are much larger than the vertical.
This occurs when hydrodynamic processes are small in comparison to gravity
effects, and is therefore appropriate for tidal flows in channels where the tidal
wavelength λw is greater than the channel depth h, such that λw/h 2π.
The shallow water equations are commonly used in tidal hydrodynamic mod-
elling (Adcock et al., 2015) because they provide a greatly simplified set of gov-
erning equations, thereby improving ease of computation. This however comes
at the cost of accuracy as to the resolution of vertical flow features. Depth-
averaged models are unable to simulate secondary flows and shear stresses in
the water column as they do not model vertical momentum transfer and thus do
not account for phenomena resulting from these such as separation and horizon-
tal mixing of flow due to complex bathymetries or the presence of tidal turbines
(Draper, 2011; Stansby, 2006; Vogel, 2014). However, in the absence of extreme
stratification, bulk flow phenomena are well modelled and hence the shallow
water equations provide a good estimate for tidal power resource assessments
of large turbine arrays, for example, spanning the entire width of a channel
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because the power is dependent on bulk flow rather than local spatial gradients
(Adcock et al., 2015).
2.2 Shallow water equations
The shallow water equations may be derived by depth integrating the continuity
and Navier-Stokes equations (see for example Falconer (1993)) or from mass and
momentum conservation analysis applied to a control volume of infinitesimal
plan area extending through the whole depth of the fluid column (see Abbott
(1979)). The following is a brief presentation of the derivation following the
former approach.
For an incompressible and Newtonian fluid, the continuity equation ∂ρ/∂t+










where u∗ = (u∗, v∗, w∗)T is the three-dimensional instantaneous velocity vector
with components in the x = (x, y, z)T direction, and ρ is fluid density. This
equation describes the conservation of mass in a fluid of constant and uniform
density.
Conservation of momentum is commonly expressed by the Navier-Stokes


























































where t is time, p is pressure, µ the dynamic viscosity, and X = (X, Y, Z)T
represents the body force vector. The equations express the balance between
local and convective acceleration of a fluid parcel, body forces, pressure gradient,
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and viscous momentum diffusion. For examples of a detailed derivation of the
Navier-Stokes equations, see Hughes and Brighton (1967) and White (2006).
By multiplying the incompressible continuity equation (2.1) with u∗ and
adding the resulting expression to the x-momentum equation (2.2a), the con-





















Equivalent expressions may be obtained in the y- and z-directions.
The non-conservative momentum equations (2.2) are given in terms of prim-
itive variables (velocity components) which are not conserved across disconti-
nuities and do not hold in scenarios with discontinuous features. In contrast,
while mathematically equivalent, the conservative x-momentum equation (2.3)
(and equivalent expressions in the y- and z-directions) strictly adhere to the
conservation law of momentum and hence hold across discontinuities such as
hydraulic jumps. This makes the conservative formulation useful in numerical
schemes.
2.2.1 Reynolds-averaged Navier-Stokes equations (RANS)
Because the flow in coastal basins is often turbulent (see Taylor (1919)), the de-
pendent flow variables, u∗, v∗, w∗, and p, may be separated into a time-averaged
component and a randomly fluctuating component. This permits the equations
to be manipulated into a form that is more tractable, following Reynolds (1895).
For example, the velocity component in the x-direction u, may be written as
u∗ = u∗ + u
′











u′∗ dt = 0. The
time period ∆t is long compared to the timescale of the fluctuations but short
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compared to the tidal period. Inserting this decomposition into the continuity










Applying the same procedure to the conservative x-momentum equation (2.3),
noting that u∗ + u′∗ = u∗ and (u∗ + u′∗)(u∗ + u′∗) = u∗u∗ + u′∗u′∗, gives, after
some rearranging, the Reynolds-averaged Navier-Stokes (RANS) equation for



































− ρu′∗u′∗, τxy = µ
∂u∗
∂y




Here we observe Reynolds stress terms (second terms in (2.6)) that are quadratic
in the fluctuating velocity components which represent interactions between
the fluctuating turbulent quantities, in addition to the viscous stress terms
(first terms in (2.6)). In general, the dispersive momentum transport due to
turbulent eddies is much larger than due to laminar diffusion, such that the
molecular viscosity contributions may be neglected.
The time-averaged body force components per unit mass, X, Y , and Z are
given by combination of the Coriolis force acting in the xy-plane, and the effect















where ∧ is the cross product and f = 2ΩE sinφ is the Coriolis parameter result-
ing from the Earth’s rotation, with ΩE being the angular frequency of rotation
of the Earth and φ the angle of latitude.
The overbar notation is subsequently dropped to avoid clutter.
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2.2.2 Depth-integration
For shallow basins where the length scales are predominantly horizontal, and
particularly for tidal flows where the vertical velocity component w∗ is much
smaller than its horizontal counterparts u∗ and v∗, the Reynolds-averaged con-
tinuity and Navier-Stokes momentum equations may be integrated over the flow
depth to give a simpler system of equations whose solution yields the depth-
averaged velocity field and local water level in time and space.
Taking the bed to be at z = −zb and the free surface at z = ζ, where the
still water level is at z = 0 (see Fig. 2.1), integration of the Reynolds-averaged


































The following boundary conditions are applied. At z = −zb the bed is assumed
−zb(x, y)





Figure 2.1: Definition sketch for the shallow water equations.
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That is, there is no flow through the solid bed. Similarly, at z = ζ, the kinematic





























v∗ dz = 0, (2.11)
where h = ζ + zb. Defining the depth-averaged velocity components using the






















For a non-erodible bed, the position of the bed is constant with respect to time,










Next consider the pressure acting on the fluid column. Neglecting vertical
acceleration and shear stress terms, the z-component of the momentum conser-






+ g = 0. (2.15)
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Integration over the fluid depth gives the hydrostatic pressure distribution
p(z) = pa + ρg(ζ − z), (2.16)
where pa is the atmospheric pressure at the free surface z = ζ. Neglecting
atmospheric pressure gradients, the spatial derivatives of pressure may then be







Repeating the depth-averaging process for the Reynolds-averaged Navier-


















































Following a similar procedure as above, the application of Leibniz’s rule and






















































+ τxz|z=−zb , (2.21)
It should be noted that this derivation neglects form drag at the sea bed. A













































The multipliers βxx and βxy represent correction factors resulting from disper-
sive horizontal momentum exchanges due to the non-uniformity of the velocity
profiles over the depth of the fluid (see Falconer (1993) for details). In most
practical applications these multipliers are very close to unity and are hence
approximated as βxx = βxy = 1 in this thesis.
Using the Boussinesq eddy viscosity hypothesis, presented by Boussinesq
(1877), the Reynolds stresses from (2.6) may be expressed in terms of mean
velocity components:
σ′xx = −ρu′∗u′∗ = ρνt2
∂u∗
∂x









where νt is the turbulent eddy viscosity. The integrals of these terms may
be simplified by introducing a depth-scaled turbulent eddy viscosity νT which


































































For large tidal sites where currents vary smoothly over the spatial domain,
viscous and turbulence terms may be neglected as they involve second order
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derivatives in space of depth-averaged velocity. The two-dimensional shallow





























Here the left hand side expresses the local and convective acceleration of the
flow and the right hand side expresses Coriolis force acceleration, the pressure
head driving the flow, and the surface (wind) and bed friction stresses.
For the tidal flow applications considered in Chapter 3, we will consider
a reduced form of the above equations, written in one-spatial dimension, and

















The bed stress is calculated using the following (commonly employed) em-
pirical quadratic approach,
τbx = ρCd |u|u, (2.30)









where C is Chézy coefficient, and n is the Manning coefficient.
2.3 Conclusions
This chapter describes the derivation of the one-dimensional shallow water equa-
tions, in the form of (2.28) and (2.29). These equations constitute the governing
equations solved numerically, as described in Chapter 3, for flow in a strait con-
taining a fence of turbines. Further, the shallow water equations are used in
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Chapter 4 to derive analytic power models for flow through turbine farms mod-
elled as enhanced bed roughness.
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Chapter 3
Uncertain power from a
hydro-kinetic turbine in steady flow
3.1 Introduction
This chapter examines the influence of uncertainty in bed friction on hydro-
kinetic power extracted from steady flow through a strait represented by a
one-dimensional open channel in the stream-wise direction. The flow is driven
by a constant head difference between the channel ends. First, an analytic
closed-form solution for the power in terms of bed roughness coefficient Cd
from a steady one-dimensional model is derived. Next, three methods for the
propagation of uncertainty from bed friction to power estimates are compared.
The methods are: (1) the transfer of a probability density function (PDF) in Cd
through the closed-form solution for power; (2) the numerical equivalent PDF
transfer; and (3) an approximate, perturbative method where power is expressed
as a Taylor expansion, resulting in leading-order expressions for the statistical
moments for power. Further, a numerical model is presented, which is used
to determine the expected power and its standard deviation for steady, head-
driven flow in a one-dimensional channel. Results from the numerical model
are compared to those from the expansion method applied to the closed-form
solution to explore the impact of having only an approximate knowledge of the
functional dependence of power on bed roughness.
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3.2 Analytic static channel model
An analytic model is first derived for the hydro-kinetic power dissipated by
a fence of turbines in unidirectional steady flow in a one-dimensional channel
driven by a static head difference. Power is expressed in terms of the bed rough-
ness coefficient Cd and turbine drag coefficient Ct. Following the approach of
Garrett and Cummins (2005) (hereafter GC05), consider an approximation to
the one-dimensional shallow water momentum equation (2.29) with bed stress
that is quadratic in depth-averaged flow velocity and an additional term rep-
resenting momentum dissipation due to the presence of the turbines. In this
approach, equation (2.29) is amended to include an ad hoc turbine drag term
Fturb, representing the thrust on a turbine per unit mass of water. For flow in









− Cdu2 − Fturb, (3.1)
where u is streamwise depth-averaged flow velocity, h is local depth, t is time,
x is stream-wise distance, g is acceleration due to gravity, ζ is the free surface
displacement from still water level, and Cd is the natural bed friction coefficient.
Expanding this expression and subtracting the velocity multiplied by the depth-
averaged continuity equation, u(∂ζ/∂t + ∂(uh)/∂x) = 0, noting that, for a














This is equivalent to equation (2.1) in GC05. For a channel with a static head
difference, the free surface elevation does not vary with time, and the flow rate
per unit width q = uh is independent of along-channel distance x and the
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transient term dq/ dt disappears. Equation (3.2) may then be recast in terms






































where hin and hout are the water depths at the channel entrance and exit, and
ζin and ζout are the deviations of the free surface from still water level at channel
entrance and exit.
To incorporate the effect of the turbines, it is assumed that they act effec-
tively in the same way as bed roughness, but only over the length of the patch
from x = LT1 to x = LT2, the starting and end locations of the region of effect
of the tidal turbines, respectively, a total distance of LT = LT2 − LT1. The










where Ct is the turbine drag coefficient, and equation (3.4) is rewritten as
−g∆h = −(δ0 + δT )q2, (3.6)
where ∆h = ζin − ζout is the head difference between the ends of the channel,























For a static head difference ∆h is constant such that the steady state flow







Consequently, the instantaneous power dissipated by the turbines Pstat = ρq3δT
becomes
Pstat = ρ (g∆h)
3/2 δT
(δ0 + δT )
3/2
. (3.10)
In this static scenario, power has the same functional dependence on bed rough-
ness and turbine drag as for the quasi-steady case with a sinusoidal head dif-
ference derived by GC05. The result from GC05 for time-averaged power may
be recovered by allowing for a time-varying head difference ∆h = a cos(ωt) and
averaging over a tidal period.
Assuming the change in channel depth is small compared to the average
depth of the channel, i.e. ∆h/havg  1, where havg = (hin + hout)/2, the
functions of water depth may be expressed as a series expansion, e.g. 1/h3 =
1/h3avg[1 − 3∆h/havg + O ((∆h/havg)2)], and the roughness parameters (3.7)








Substituting these expressions into (3.10) gives










where Pstat,0 = ρ (g∆hhavg)
3/2 LT/L
3/2. The power is maximised at a turbine
drag coefficient of C∗t = 2CdL/LT .
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3.3 Uncertainty propagation methods
Considered in this thesis are three methods of uncertainty transfer for a power
surface defined by a known function of bed roughness coefficient, in terms of
expected power and its standard deviation. The first method uses the expression
for power to determine analytically the expression for the power PDF from
a defined input PDF in Cd, and to use this to calculate statistical moments
for power. The second transfers the PDF in Cd numerically to obtain a PDF
for power, and uses this to determine expected power E[P] and the standard
deviation in power σP . This method may also be used when the exact functional
dependence of the power on Cd is unknown, and only a power surface is available
(such as would be the case for power determined from a complex numerical
model). The third method performs a Taylor expansion on the known expression
for power in terms of a small, randomly fluctuating perturbation in Cd, and
determines analytic, leading-order expressions for E[P] and σP . These methods
are now compared against one another for the power surface in (Cd, Ct) defined
by (3.12).
To avoid negative bed roughness values being attributed a finite probabil-
ity, a truncated normal distribution is used as input distribution for Cd. The
truncation sets the probability density for values of Cd ≤ 0 to zero and, to
retain symmetry properties of a normal distribution, was also applied for values
Cd ≥ 2µCd . The PDF for the bed roughness coefficient is therefore given by
fCd(Cd;µCd , σCd) =














) , for 0 < Cd < 2µCd
0, for Cd ≥ 2µCd . (3.13)
Here µCd and σCd are the mean and standard deviation of the “parent” normal




−t2 dt is the error function. The resulting
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mean µ∗Cd and standard deviation σ
∗
Cd
of the symmetrically truncated distribu-
tion are given by


















As desired, the mean of the truncated distribution remains the same as that
of the parent normal. The standard deviation is reduced due to the cut-off
imposed on the tails of the PDF.
3.3.1 Analytic PDF transfer
The probability density function for power may be determined from standard
theory. That is, the PDF fP (P ) for a random variable P , where P is a function
of another random variable Cd with known PDF fCd(Cd), is given by




where i refers to the ith root of P (Cd) (see Papoulis (1991)). Application of
equation (3.15) to the expression for power (3.12) for a bed roughness coefficient
distributed according to the truncated normal distribution defined in (3.13)
gives
fP (P ) =





























)2/3 , for P (0 < Cd < 2µCd)
0, for P (Cd ≥ 2µCd).
(3.16)
This expression is shown plotted against the y-axis in Figure 3.1, along with
corresponding input distributions in Cd plotted against the x-axis, for a range
of values of input relative standard deviation.
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Figure 3.1: Transfer of PDFs in Cd (plotted along x-axis) through the deter-
ministic power curve at Cd = µCd = 0.0025 and Ct = C∗t to the corresponding
PDFs for power (y-axis), for truncated normal input distributions with standard
deviation values σ̂∗Cd = {0.200, 0.440, 0.531}. The heights of the distributions
have been scaled for ease of illustration.




P fP(P) dP, (3.17)




(P − E[P])2 fP (P ) dP, (3.18)
where Plow and Phigh are the lower and upper bounds of the truncated PDF in
P given by (3.12) evaluated at Cd = 2µCd and Cd = 0, respectively.
3.3.2 Numerical PDF transfer
In situations where the functional dependence of power on bed roughness co-
efficient is not known, it is useful to transfer the input PDF to the associated
PDF for power via numerical means, i.e. discretely transferring the probability
of a value in Cd through the power surface to the associated power value. The
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mathematics for this method is first expressed below, followed by the detailed
procedure. This is followed by a comparison of the power PDFs produced us-
ing the analytic PDF transfer from the previous subsection and the numerical
transfer.
The probability of a given value for bed roughness coefficient is assumed to
follow the normal distribution within the truncated region, N with mean µCd
and variance σCd2,










The corresponding cumulative distribution function (CDF), i.e. the probability
that the random variable Cd will take a value smaller than Cd,0, for a normally

























Hence, the probability that the value of a realisation of the random variable Cd
falls between the values Cd,A and Cd,B (where Cd,A < Cd,B) is given by
Pr(Cd,A ≤ Cd < Cd,B) =
∫ Cd,B
Cd,A




N (Cd | µCd , σ2Cd) dCd −
∫ Cd,A
−∞





















For sufficiently finely spaced Cd values, the likelihood of a value of Cd,i being
realised may be defined as the probability of the random variable falling within
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the interval bounded by Cd,i−1/2 and Cd,i+1/2. Using (3.22), this is given by

































Pi(Cd = Cd,i)Pr(Cd = Cd,i) (3.24)
and the variance as a function of Ct using
σ2P =
i∑
(Pi(Cd = Cd,i)− E[P ])2Pr(Cd = Cd,i). (3.25)
In summary, the procedure for calculating the statistical moments for power
P from a given distribution of bed roughness coefficient Cd is as follows:
• Create a computational model of one-dimensional flow in a strait spanned
by a fence of turbines where the bed friction is Cd and the turbine drag is
Ct.
• Run the model systematically for an array of different Cd and Ct values,
and record the power output in a look-up table.
• Use two-dimensional cubic spline to refine the look-up table.
• Define a probability density function for Cd with specified mean µCd and
variance σ2Cd .
• For each value of turbine drag Ct, subdivide the PDF into bins (see Figure
3.2), and calculate the probability of Cd within each bin by integrating













Figure 3.2: Probability density transfer from a PDF for Cd to a PDF in P
via a function P = f(Cd). The shaded regions represent the same area, by
conservation of probability.
• Having determined the probability associated with a given value of power









(Pi(Cd = Cd,i)− E[P ])2Pr(Cd = Cd,i). (3.27)




(Pi(Cd = Cd,i)− E[P ])nPr(Cd = Cd,i), (3.28)
where n = 3 gives the skewness of a distribution (a measure for asymme-
try) and µ4 gives the kurtosis (a measure for the “peakedness” or “tailed-
ness”).

















































0.05 Analytic, σ̂∗Cd = 0.200
Analytic, σ̂∗Cd = 0.440
Analytic, σ̂∗Cd = 0.530
Numerical, σ̂∗Cd = 0.200
Numerical, σ̂∗Cd = 0.440
Numerical, σ̂∗Cd = 0.530
Figure 3.3: (a) Input probability distribution function for Cd (truncated nor-
mal); and (b) corresponding PDF for power at Cd = µCd = 0.0025 and Ct = C∗t
for σ̂∗Cd = {0.200, 0.440, 0.531}.
Figure 3.3a shows the probability density distributions for Cd and Figure
3.3b the corresponding PDFs for power generated from the analytic expres-
sions (3.13) and (3.16) and using the numerical PDF transfer approach outlined
above. There is near perfect agreement between the results from the two meth-
ods for PDF transfer, with tiny differences occurring due to discretisation in
the numerical transfer. This indicates that use of the numerical PDF transfer
method is appropriate for a sufficiently finely resolved Cd grid. Consequently,
the results determined from the numerical transfer method may be viewed as
sufficiently accurate for comparison with the expansion method which is out-
lined next.
3.3.3 Expansion method
Uncertainty in Cd is introduced by expressing the coefficient in equation (3.12)
as a random variable with mean µCd , i.e. Cd = µCd + ∆Cd, where ∆Cd is a
zero-mean fluctuation. For a sufficiently small ∆Cd, the power (3.12) may be
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The series converges for sufficiently small ∆Cd, i.e. ∆Cd/µCd  1. Applying
the expectation operator to the expansion (3.29), the expected power for an








































where µCd,3 = E[∆Cd
3] is the skewness, and µCd,4 = E[∆Cd
4] is the kurtosis of
the input distribution for Cd. The first term corresponds to the deterministic
power at Cd = µCd while the second term represents a stochastic correction
resulting from the spread of Cd values about the mean, represented by the
variance σ2Cd . Higher order terms take into account asymmetry and “tailedness”
of the input PDF.
Similarly, the standard deviation in power is found by evaluating σP 2 =









































To test the effectiveness of the expansion method used to derive the expres-
sions (3.30) and (3.31), the results were compared to values of expected power
and standard deviation determined by using the numerical PDF transfer method
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above, at increasing values of standard deviation in bed roughness coefficient to
explore how the convergence of the series is affected by increasing uncertainty.
Figure 3.4 shows a comparison of the expected power and standard deviation
determined from the expansion method at 2nd and 4th order accuracy, against
that calculated from the PDF transfer method. As σ̂∗Cd increases, expected
power is still very well approximated by the 2nd order expansion, with the
increase to 4th order improving the estimate only marginally even at a significant
input distribution spread of σ̂∗Cd = 0.53 (Figure 3.4e).
Standard deviation in power is more sensitive to the accuracy of the expan-
sion. While underestimating the standard deviation for power at 2nd order, the
estimate of the expansion is improved by extension to the 4th order.
This shows, provided that power surface is sufficiently well captured by a
closed form solution, that the expansion technique set out in this section gives a
good, leading-order estimate for the effect of bed roughness uncertainty on power
estimates though a slightly less accurate estimate of the standard deviation.
3.4 Numerical model
In this section a numerical model is presented which is used to calculate numer-
ically the power extracted by turbines spanning a one-dimensional, head-driven
channel. The numerical model is then used to compare the expected power and
standard deviation determined using the power surface populated from runs of
the numerical model at different values of bed roughness coefficient and turbine
drag parameter, to those obtained using equations (3.30) and (3.31), respec-
tively.
3.4.1 Finite volume solver
The numerical model comprises a Godunov finite volume shock-capturing solver
of the one-dimensional shallow water equations in conservative form. The solver


















Numerical, σ̂∗Cd = 0.200
Expansion, 2nd order, σ̂∗Cd = 0.200
Expansion, 4th order, σ̂∗Cd = 0.200
(b)
Ct















Numerical, σ̂∗Cd = 0.200
Expansion, 2nd order, σ̂∗Cd = 0.200
Expansion, 4th order, σ̂∗Cd = 0.200
(c)
Ct














Numerical, σ̂∗Cd = 0.440
Expansion, 2nd order, σ̂∗Cd = 0.440
Expansion, 4th order, σ̂∗Cd = 0.440
(d)
Ct

















Numerical, σ̂∗Cd = 0.440
Expansion, 2nd order, σ̂∗Cd = 0.440
Expansion, 4th order, σ̂∗Cd = 0.440
(e)
Ct














Numerical, σ̂∗Cd = 0.530
Expansion, 2nd order, σ̂∗Cd = 0.530
Expansion, 4th order, σ̂∗Cd = 0.530
(f)
Ct














Numerical, σ̂∗Cd = 0.530
Expansion, 2nd order, σ̂∗Cd = 0.530
Expansion, 4th order, σ̂∗Cd = 0.530
Figure 3.4: Expected power (left-hand panels) and standard deviation in power (right-
hand panels) for the static channel model at input PDF standard deviation σ̂∗Cd =
{0.200, 0.440, 0.531}.
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and so performs reliably in the presence of discontinuities, such as a step change
in bed roughness experienced by flow due to the presence of an energy extraction
device. A balanced stage-discharge formulation of the shallow water equations
is chosen, following Liang and Borthwick (2009), because it utilises a fixed
horizontal datum when evaluating free surface flow behaviour and thus avoids
generation of unphysical fluxes over non-uniform bathymetry (see Rogers et al.
(2001, 2003) for an explanation of such fluxes). The numerical model uses a
Harten Lax van Leer contact scheme to solve the hyperbolic equation system,
with MUSCL-Hancock second-order time integration. A brief outline of the
methodology is given below.
3.4.2 Balanced shallow water equations
The one-dimensional shallow water equations (SWEs) are given in conservative

















where h is the flow depth, u is the depth-averaged flow velocity, ζ is the deviation
of the free surface from the still water level (see Figure 3.5), x is the horizontal
distance, t is time, g is the acceleration due to gravity, and ρ is water density.
The bed stress is given by τb = ρCdu |u|, where Cd is the natural bed roughness
coefficient. By splitting the free surface gradient source term in (3.32b) into














where zb is the bed elevation above a fixed horizontal datum, the system of
conservation laws (3.32a) and (3.32b) can be rewritten in hyperbolic form∗ so
∗An m × m system of partial differential equations of the form of a conservation law
∂tq + ∂xf = s may be classified by considering the quasi-linear form ∂tq +A∂xq = s. Here
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Figure 3.5: Definition sketch for the stage-discharge formulation of the shallow
water equations.
that they can be solved numerically using a Godunov-type approximate Rie-
mann scheme (see Toro (2001)). However, this formulation is unbalanced when
solved within a Godunov-type scheme because non-physical numerical fluxes are
calculated and the resulting solutions are not physically meaningful (see Rogers
et al. (2001, 2003)).
The present solver is based on a balanced stage-discharge (η, q) formulation,
where η is the free surface elevation measured from a horizontal datum and q
is the flow rate per unit width, of the hyperbolic form that caters for multiple
water bodies with different still water levels as originally proposed by Liang and
















and, using the relation ∂h/∂t = ∂η/∂t for a fixed bed, the following system of























A is the Jacobian matrix A = ∂qf , with eigenvalues λi, i = 1, 2, . . . ,m. A 2 × 2 system
with two distinct and real eigenvalues is strictly hyperbolic and has two linearly independent
eigenvectors defining the characteristics of the system (see Toro (2009)).
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This formulation is discretised using the following finite volume Godunov-type
scheme.
3.4.3 Godunov-type scheme
In order to ensure conservation of mass and momentum, a finite volume discreti-
sation scheme is used which integrates the balanced shallow water equations
over control volumes which tile the computational domain. For steep-fronted
or transcritical flows, the flow discontinuity is modelled using a Godunov-type
scheme, where, following Godunov (1959), the continuous flow is discretised
onto a grid leading to a series of piece wise continuous data states connected
by discontinuities. Each of these is equivalent to a Riemann problem: an initial
value problem consisting of conservation equations with constant data states
connected by a single discontinuity. In the finite volume scheme, an approxi-
mate Riemann solver is invoked to solve this problem as follows.
First, the balanced one-dimensional shallow water equations (3.35) in stage-































By integrating over a control volume Ω, the conservation law (3.36) may be



























where S is a surface bounding the control volume Ω. Consequently, for the ith








fi dS + V si = −(fi+1/2 − fi−1/2) + V si, (3.40)
where V is the volume of the ith cell. Explicitly for the discretised grid, the






(fni−1/2 − fni+1/2) + ∆t si, (3.41)
where ∆x is the length of the cell and ∆t is the time step. In other words,
to determine the updated data state qn+1i the fluxes across the cell boundaries
fni±1/2 need to be computed, as shown in Figure 3.6. This is done using an HLLC
solver for the Riemann problem generated at each cell interface.
3.4.4 The HLLC solver
A Harten-Lax-van Leer with contact wave (HLLC) solver developed by Toro
et al. (1994) is used to determine the inter-cell fluxes fi±1/2. It should be noted
that a contact, or intermediate, wave can arise in the solution of the Riemann










Figure 3.6: One-dimensional computational mesh in the x − t plane. Fluxes
leaving one cell and entering the adjacent cell are identical, ensuring the scheme
is conservative. Adapted from Toro (1992).
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or 2D flow over a dry bed. Before outlining the numerical procedure, it is worth
pausing to consider the Riemann problem itself.
The Riemann problem
The one-dimensional Riemann problem involves solving a conservation law (ne-







where q is a vector of (otherwise continuous) conserved flow variables, and f(q)
a vector of the corresponding fluxes, at a discontinuity of the form
q =
{
qL for x ≤ 0,
qR for x > 0,
(3.43)
where qL and qR are the vectors of conserved flow variables either side of the
discontinuity interface, as illustrated in Fig 3.7a.
The conservation law (3.42) may be expressed in terms of the flux Jacobian




















(h∗L, u∗L) (h∗R, u∗R)
(hR, uR)
Figure 3.7: (a) Setup of a Riemann problem with left and right data states are
separated by a discontinuity at x = 0; and (b) HLLC solution structure of a
Riemann problem. Adapted from Liang and Borthwick (2009).
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This is of the form of a wave equation, with a wave structure solution where the
characteristic solutions propagate at wave speeds SL, SR, and S∗, as shown in
Figure 3.7b. Provided these wave speeds are known, then the numerical fluxes
can be calculated using
fi+1/2 =

fL if 0 ≤ SL,
f∗L if SL ≤ 0 ≤ S∗,
f∗R if S∗ ≤ 0 ≤ SR,
fR if 0 ≥ SR,
(3.45)
where
f∗L = fL + SL(q∗L − qL), (3.46)
f∗R = fR + SR(q∗R − qR) (3.47)
The right and left wave speeds for the two-wave Riemann problem are given






















gh∗) if hR > 0,
(3.49)
where uL,R and hL,R are the flow velocity and depth of the left and right constant
Riemann states of the initial boundary value problem, see Figure 3.7a. The flow



























For dry-bed problems, Toro (2001) suggests calculating the intermediate wave
speed using
S∗ =
SLhR(uR − SR)− SRhout(uL − SL)
hR(uR − SR)− hout(uL − SL)
. (3.52)
This constitutes the heart of the HLLC solver, whereby equations (3.45) to
(3.52) are computed at each cell interface. In the numerical model, the vectors
q and f are given in (3.37). Without further modification, the HLLC scheme is
formally first order accurate in time but may be improved to second order by
implementing a MUSCL-Hancock scheme which is outlined below.
3.4.5 MUSCL-Hancock scheme
The MUSCL-Hancock approximate Riemann solver is a predictor-corrector ap-
proach which improves the accuracy of a Godunov-type scheme to second order
by replacing the piece-wise constant approximation of the cell-states with states
reconstructed from a previous time step. The method consists of three main
steps:
(i) Reconstruction In the first step, the cell-averaged data states are re-
constructed as piece-wise linear functions through interpolation. As a result,
the interpolated data states at the west and east cell interfaces, denoted by






(qni − qni−1) and qni,E = qni +
1
2
(qni − qni−1). (3.53)
The piece-wise linear functions satisfy conservation in that they may be
averaged over the cell to give the piece-wise constant value that they replace.
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Slope limiting Application of a slope-limiter Φ(r) to the reconstructed
data states prevents the production of spurious oscillations which occur in high-
order schemes in regions of steep gradients. Using this, the reconstruction given






Φ(r)(qni − qni−1) (3.54)






0 ifqi = qi−1
(3.55)
The value of the slope limiter is given by
Φ(r) = max[0,min(β, r),min(1, βr)], (3.56)
which corresponds to the MINMOD limiter for β = 1 and the SUPERBEE for
β = 2, as described by Hirsch (2007).
(ii) Predictor step The reconstructed states at the cell interfaces are














(iii) Corrector step Finally, the predicted states at the interface are utilised
as initial data states of a conventional Riemann problem, using the HLLC solver
described above.
3.4.6 Boundary conditions
At the ends of the numerical domain, boundary conditions need to be imposed
to allow the numerical solver to access updated data beyond the computational
domain, which may be necessary to calculate gradients and fluxes at the edges of
the first and last cell. Boundary conditions used in this thesis are predominantly
extrapolated, transmissive or prescribed.
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Extrapolated and transmissive
Extrapolated and transmissive boundary conditions allow flow into and out of
the domain, by extrapolating the relevant variable. For a domain spanning from
i = 1 to i = imax, the end boundary conditions are given by
ηn+10 = 2η
n+1



























for the transmissive flow rate.
Prescribed
Prescribed, or clamped, boundary conditions specify the water depth or the flow















for the free surface elevation and equivalently for discharge.
3.4.7 Model verification tests
The shallow water solver was verified against several test cases with either an-
alytic solutions or predictions available from very high resolution numerical
models (such as that of Toro (2001)). The cases test the ability of the solver to
conserve mass and momentum. The first four tests, cases 1–4, are performed
within a domain of length xL = 50 m, with a flat and frictionless bed, and trans-
missive boundary conditions at both ends of the domain. After convergence
testing, the numerical parameters of these four cases were set to ∆t = 0.001 s
for the time step and to ∆x = 0.0625 m for the grid spacing. The fifth and final
test case, transcritical flow over a hump, is described in more detail below.
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Case 1 - Left critical rarefaction & right shock
This dam break problem over a frictionless, wet bed tests the ability of the
solver to capture adequately a right-propagating shock and the corresponding
left-propagating rarefaction wave. Initial conditions are given by water depths
of hout = 1.0 m and hR = 0.1 m to the left and right, respectively, of the location
of the discontinuity at x = 10 m. The corresponding flow velocities are uL = 2.5
ms−1 and uR = 0.0 ms−1. Figure 3.8 shows the free surface elevation and flow
velocity profiles along the channel at initial time t = 0.0 s and final time t =
7.0 s. The final profiles show that a bore has developed with an almost vertical
front (both in depth and velocity), there is a plateau region downstream of the
front, and an almost linearly changing rarefaction wave further downstream.
Neither the bore nor the rarefaction have reached the ends of the domain. The
profiles are in extremely close agreement with those obtained by Toro (2001)
and others. The present solver predicts a depth h∗ = 0.6116 m and flow velocity
u∗ = 3.865 ms−1 within the star region, which compare well to the very high
resolution values of h∗ = 0.611753 m and u∗ = 3.86398 ms−1 obtained by Toro
(a)
Position, x (m)









































Figure 3.8: Case 1: left critical rarefaction & right shock at initial conditions
and t = 7.0 s. (a) Free surface elevation profiles; (b) flow velocity profiles.
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(2001). The reverse simulation where a left-propagating bore was produced,
gave exactly mirror image results, as would be expected.
Case 2 - Two rarefactions & nearly dry bed
In this test case, the initial conditions are designed to generate two strong
rarefaction waves travelling in opposite directions, producing a nearly dry bed
at the centre of the modelled domain. The initial conditions are a water depth of
hout = hR = h = 1.0 m throughout the channel and two opposite flow velocities
of uL = −5.0 ms−1 and uR = 5.0 ms−1 to the left and the right, respectively, of
the location of the discontinuity x = 25 m. Figure 3.9 shows free surface and
flow velocity profiles at times t = 0.0 s and 2.5 s. Two rarefaction waves have
developed propagating in opposite directions from the centre of the channel,
with the depth dropping close to zero and velocity also close to zero at the
centre itself. These profiles are remarkably similar to those obtained by Toro
(2001). The present solver predicts a depth h∗ = 0.03907 m and particle velocity
u∗ = 0.0 ms−1 within the star region, in satisfactory agreement with the refined
values of h∗ = 0.040564 m and u∗ = 0.0 ms−1 given by Toro (2001).
(a)
Position, x (m)







































Figure 3.9: Case 2: two rarefactions & nearly dry bed at initial conditions and
t = 2.5 s. (a) Free surface elevation profiles; (b) flow velocity profiles.
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Case 3a & 3b - Right/Left dry bed Riemann problem
The solver is run for a right-propagating dam break wave over a dry bed, with
initial conditions such that the water depth to the left of the dam, located
at x = 20 m, is hout = 1.0 m and 0.0 m to the right. Initially, the water is
still. Unlike the wet bed case, a bore does not form; instead the free surface
tends gradually towards the bed, in accordance with theory (see Toro (2001)).
(a)
Position, x (m)

















































































Figure 3.10: Cases 3a & 3b: right and left dry bed Riemann problem at initial
conditions and t = 4.0 s. (a) and (c) free surface elevation profiles; (b) and (d)
flow velocity profiles.
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The final profiles of free surface elevation and flow velocity in Figure 3.10a and
Figure 3.10b are again almost identical to those obtained by Toro. Repeating
the simulation, but with a left-facing dam break, gives mirror image results,
shown in Figure 3.10c and Figure 3.10d, as would be expected.
Case 4 - Generation of dry bed
In this test, the left and right data states are chosen such that a dry bed is
generated at the centre of the numerical domain, with two rarefaction waves
travelling in opposite directions. The initial conditions are given by a water
depth of h = 0.1 m throughout the domain and flow velocities of uL = −3.0
ms−1 and uR = 3.0 ms−1 to the left and right, respectively, of the discontinuity
located at x = 25 m. Figure 3.11 presents the initial and final profiles along
the channel of free surface elevation and flow velocity. The results are again
in very satisfactory agreement with those of Toro (2001), except in the ‘dried
out’ region where Toro sets the depth and velocity to zero, whereas the present
results are given in their ‘raw’ form.
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Position, x (m)







































Figure 3.11: Case 4: generation of a dry bed at initial conditions and t = 5.0 s.
(a) Free surface elevation profiles; (b) flow velocity profiles.
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Case 5 - Transcritical flow over a fixed hump
This verification case tests the ability of the scheme to model the flow depth and
velocity discontinuities that occur as free surface flow passes over a fixed bed
hump, initially accelerating from subcritical (i.e. deep, slow) flow to become
supercritical (shallow, fast) flow where the local Froude number is greater than
unity, and then abruptly changing state back to subcritical flow by means of a
hydraulic jump.
The bed profile, in metres, is given by
zb(x) =
{
0.2− 0.05(x− 10)2 if 8 ≤ x ≤ 12,
0.0 otherwise.
(3.62)
The free surface elevation at the downstream boundary is set to η = 0.33 m and
the flow rate is allowed to vary using a transmissive boundary condition. At the
inlet, the discharge per unit width is prescribed as q = uh = 0.18 m2 s−1 and
the depth is extrapolated. The bed is frictionless. Numerical parameters were
set to ∆t = 0.01 s and ∆x = 0.1 m following convergence testing.
Figure 3.12 shows the bed elevation, free surface elevation, Froude number
and flow rate profiles along the channel at steady state. We can see the hy-
draulic jump immediately downstream of the hump, where the Froude number
becomes greater than unity. The results are in excellent agreement with the
analytic solution provided by Goutal and Maurel (1997), confirming that the
present Godunov-type shallow flow solver is able to reproduce transcritical flows
correctly.
Sampling of the results from the solver has a strong impact on the correct
representation of the discharge at the jump itself. As explained by Ying and
Wang (2008), sampling the solution from the updated state vector q results in
spurious values in the cells either side of the hydraulic jump. If, instead, the flux
vector f(q) is sampled, the result agrees with the theoretical value of q = 0.18
















































































Figure 3.12: Case 5: Hydraulic jump formation due to transcritical flow over a
fixed bed hump. (a) Free surface elevation profile; (b) Froude number; (c) flow
rate sampled from data state vector; (d) flow rate sampled from flux vector.
from the data vector and Figure 3.12d where the discharge is sampled from the
flux vector.
3.4.8 Power from a channel
The numerical solver is now used to simulate flow in a one-dimensional channel
from which energy is extracted by a patch of enhanced roughness. The power
P per unit width W dissipated by the patch, extending from x = x1 to x =
59
x2, is given by integrating, over the length of the patch, the additional force
experienced by the flow due to the presence of the turbines multiplied by the














ρ(Ci − Cd)ui3∆x (3.64)
where Ci is the total bed roughness coefficient applied within the ith cell and
Cd is the bed roughness coefficient of the natural channel.
3.4.9 Validation test
The model is validated against a steady-state unidirectional flow example pro-
posed by Bryden et al. (2004), which is used to simulate depth and velocity
profiles along an open channel in the absence of energy extraction from a patch.
The channel has a flat, horizontal bed, and the flow is driven by a fixed head
difference across the ends of the channel domain which is of length L = 4000 m.
Boundary conditions are such that the flow depth is prescribed as 39.5297686733
m at the inlet (left-hand) end, and 39.2 m at the exit (right-hand) end. The
value at the inlet was determined using the 40.0 m inlet value prescribed by Bry-
den et al. (2004) and deducting the head loss due to entry conditions specified
by Bryden et al. which was calculated iteratively. Transmissive flux conditions
are applied to the flow discharge at both ends. Initially, the flow discharge is set
to 0.0 m3s−1 per metre width throughout the computational domain, and the
flow depth set to vary linearly over the length of the channel. The bed roughness
is set using a Manning coefficient of n = 0.035 sm−1/3, as used by Bryden et al.
(2004), using the relationship Cd = gn2/h1/3 for a one-dimensional channel (i.e.
of infinite width such that the hydraulic radius R = A/Per → h as the width
W →∞, where Per is the wetted perimeter). This gives a value of Cd = 0.0035
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which is applied throughout the domain. Using a grid convergence test, it was
found that a grid spacing of ∆x = 1 m and a time step of ∆t = 0.02 s gave
converged results. Figure 3.13a shows the steady state depth and flow velocity
profiles along the channel. There is an almost linear reduction in depth, and a
corresponding monotonic increase in flow velocity in the downstream direction
from end to end of the channel, as would be expected from basic hydrodynamics.
Next, a fence of turbines representing a patch of enhanced roughness was
added in the middle of the channel, extending a total stream-wise distance
of 100 m from x1 = 1950 m to x2 = 2050 m. It was assumed that the head
difference across the ends of the channel was unchanged by the power extraction
and the same prescribed depth boundary conditions were utilised as for the
unexploited case. The additional roughness is expressed by raising the bed
roughness coefficient by an additional coefficient Ct representing the presence
of the turbines. The value of this additional coefficient is given by Ct = αCd,
where α is a multiplier. Hence, the total roughness coefficient at the patch
is Ctot = Cd + Ct. Figure 3.13b shows the steady state depth (solid lines)
and velocity profiles (dashed lines) with the enhanced roughness present, for
different values of α. In all cases, the effect of the local increase in roughness
is to cause a step drop in depth (representing the local head driving a turbine,
say) and a concomitant increase in flow velocity (accounting for conservation of
mass in a one-dimensional channel, where the turbines are effectively acting as
a fence across the channel).
Table 3.1 lists the power per unit channel width dissipated by the patch of en-
hanced roughness for natural bed roughness coefficient values of Cd = 0.001 and
Cd = 0.0035, as calculated using (3.64). These values are in excellent agreement
with power computations by Hammer (2018) and Cao (2015) using alternative















































































Figure 3.13: Water depth and flow velocity profiles at steady state for a one-
dimensional channel for: (a) no energy extraction; and (b) energy extraction
over a patch of enhanced roughness in the center of the domain for a channel
with natural bed roughness coefficient of Cd = 0.0035. The increase in roughness









Hammer (2018) (Cd = 0.001)
and Cao (2015) (Cd = 0.0035)
Cd = 0.001
65 2.6203× 105 -
70 2.6371× 105 2.77562× 105
75 2.6483× 105 -
80 2.6547× 105 2.81427× 105
85 2.6574× 105
Cd = 0.0035
70 1.4547× 105 -
75 1.4589× 105 -
80 1.4607× 105 1.4696× 105
85 1.4605× 105 -
Table 3.1: Power dissipation per unit width calculated from the one-dimensional
channel model for different bed roughness coefficients and different values of
roughness multiplier α, compared with relevant values calculated by Hammer
(2018) and Cao (2015).
3.5 Parameter study
A parameter study was carried out to examine the effect of uncertainty in nat-
ural bed roughness on the power extracted from a one-dimensional channel of
length L = 20 km, depth hin = 50 m and a flat, horizontal bed. The head drop
along the channel was calculated assuming an inlet velocity of 3 ms−1 giving a
head difference of ∆hchannel = −Cdu2L/(gh) = −2.75 m for a bed roughness
coefficient of Cd = 0.025 (i.e. the mean value assumed for Cd) and an average
velocity u = 5.2 ms−1. The upstream and downstream depths were prescribed
as 51.375 m and 48.625 m respectively, to give an average depth (for an undis-
turbed channel) of 50 m, and transmissive flow conditions were again applied.
Grid convergence tests were carried out, and the spatial increment and time step
set to ∆x = 2.5 m and ∆t = 0.05 s, respectively, achieving a balance between
accuracy of the solver and computational time.
For a given bed roughness coefficient Cd, the enhanced roughness of the
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patch Ct was varied and the instantaneous dissipated power calculated using
(3.64) once steady state had been reached, taken to be at tend = 50, 000 s. The
length of the patch was set to 1 km, with the patch located at the centre of
the numerical domain. The model was run for an array of values of Cd and
Ct covering the relevant solution space, and cubic spline interpolation used to
refine the resulting look-up table of power values.
Figures 3.14a and 3.14b show the power surface and associated contour plot
determined from the numerical model. For comparison, the equivalent analytic
power surface and contour plot are plotted in Figures 3.14c and 3.14d, using
(3.12). The peak in the analytic model has been curtailed for easier comparison
of the plots. The numerical and analytic plots agree well with one another, both
qualitatively and quantitatively. Figures 3.14e and 3.14f show the difference in
power calculated from the two different methods as a surface and a contour plot,
respectively. There is very good agreement for almost all values of Cd and Ct,
except for a small zone near the origin, as highlighted by the zoomed-in contour
plot in Figure 3.14f. It can be seen that discrepancies arise near the origin, in the
absence of bed roughness Cd = 0 where the analytic model exhibits a singularity
as Ct → 0 (but has been cut off in Figure 3.14c for ease of comparison to the
numerical results). This phenomenon is not exhibited by the numerical model
because it was run with non-zero values of natural bed roughness coefficient.
The location of the optimal turbine drag C∗t , shown as a dashed red line, is also
predicted well by the analytic model.
The truncated normal PDF described by (3.13) was used as input distri-
bution for the bed roughness coefficient, and the expected power has been cal-
culated using (3.30) to 2nd order, as well as using the numerical PDF transfer
method outlined in Section 3.3.2. Figures 3.15a, c and e show power dissi-
pated as a function of turbine drag at a value of bed roughness coefficient of
Cd = 0.0025, calculated from the numerical model and the analytic model using
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Figure 3.14: Power (in MW) dissipated by enhanced bed roughness in a one-
dimensional channel, forced by a static head difference as a function of natural
bed roughness Cd and additional turbine drag Ct as a surface (a) and (c) and
as contours (b) and (d) from the numerical and analytic models. The difference
between the two, Panalyt − Pnum is shown in panels (e) and (f).
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(a) σ̂∗Cd = 0.1
Ct













(b) σ̂∗Cd = 0.1
Ct/µCd

















(c) σ̂∗Cd = 0.4
Ct













(d) σ̂∗Cd = 0.4
Ct/µCd

















(e) σ̂∗Cd = 0.7
Ct













(f) σ̂∗Cd = 0.7
Ct/µCd


















Figure 3.15: Power and expected power (left-hand panels) and change in ex-
pected power as percentage of deterministic power Pdet (right-hand panels) de-
termined from the numerical simulations (black lines) and from the expansion
method applied to the analytic model (red lines) for a mean bed roughness
coefficient µCd = 0.0025 and σ̂Cd = {0.1, 0.4, 0.7}, i.e. σ̂∗Cd = {0.1, 0.382, 0.503}.
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(3.12). Alongside this, the expected power curves determined from the numer-
ical PDF transfer method are plotted (dashed curves) for a mean bed friction
coefficient µCd = 0.0025 and three values of relative standard deviation of the
input “parent” normal distribution, σ̂Cd = σCd/µCd = {0.1, 0.4, 0.7} with asso-
ciated truncated relative standard deviation values of σ̂∗Cd = {0.1, 0.382, 0.503}.
The truncated standard deviation values were used in the expansion method
to determine the expected power and also plotted in Figures 3.15a,c and e (red
dashed curves). It can be seen that uncertainty acts to increase the mean power,
and that the value for bed roughness coefficient that maximises the power yield
has shifted to a lower value of Ct. Slight discrepancies between the power val-
ues determined from the analytic and the numerical model can be observed,
particularly for small values of Ct, as noted previously.
Figures 3.15b, d, and f show the change in expected power as percentage
of deterministic power Pdet for the same scenarios. The expansion technique
again approximates well the effect of uncertainty on power though increasingly
less so with increasing standard deviation owing to the truncation of the series
after second order. In general, the expansion method slightly underestimates
the relative change in expected power, particularly at low values of turbine drag,
compared to the numerical results.
Figures 3.16a, c, and e show how the standard deviation in power changes
with deployed turbine drag Ct for the same value of mean bed roughness coeffi-
cient. Figures 3.16b, d, and f show the relative standard deviation as a function
of the scaled turbine drag. Again, a discrepancy between the expansion and
the numerical PDF transfer methods becomes noticeable at low values of Ct,
where the analytic model predicts a lower value of standard deviation than
the numerical model. It is evident that higher-order terms in the expansion
method become important for small Ct (and small µCd), as is evident from the
pronounced peak in the power surface (Figure 3.14a). However, the expansion
method is nonetheless able to capture trends in the impact of uncertainty in
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(b) σ̂∗Cd = 0.1
Ct/µCd





























(d) σ̂∗Cd = 0.7
Ct/µCd





























(f) σ̂∗Cd = 0.7
Ct/µCd














Figure 3.16: Standard deviation (left-hand panels) and percentage standard
deviation in power (right-hand panels) determined from the numerical simu-
lations (black lines) and from the expansion method applied to the analytic
model (red lines) for a mean bed roughness coefficient µCd = 0.0025 and
σ̂Cd = {0.1, 0.4, 0.7}, i.e. σ̂∗Cd = {0.1, 0.382, 0.503}.
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bed roughness coefficient on power, particularly for low values of input stan-
dard deviation.
3.6 Conclusions
This chapter has examined the effect of bed roughness uncertainty on power
estimates for a hydro-kinetic turbine in steady, one-dimensional flow in a strait,
modelled using the one-dimensional shallow water momentum equation. An
analytic model was derived for the power dissipated by a patch of enhanced
friction in a one-dimensional channel driven by a static head difference. This
model was used to compare three methods for uncertainty propagation from
an input probability density function in bed roughness coefficient to expected
power and the standard deviation in power. These methods are an analytic PDF
transfer, a numerical PDF transfer (which are shown to be largely equivalent),
and an expansion method applied to the closed-form solution for power. A
numerical model was developed, using a Godunov-type finite volume solver
validated against standard benchmark tests. This model was used to compare
the effectiveness of the expansion method to predict the leading-order effects of
bed roughness uncertainty in a scenario where an approximate expression for the
power in terms of bed roughness is available, as compared to power determined
from a numerical model. The expansion method is found to be effective for
approximating the effect of uncertainty, but is sensitive to ability of underlying
power models to accurately capture the gradients of power with Cd.
The methods introduced in this chapter should be applicable to hydro-kinetic
turbines placed in a steady stream, such as a natural river. Of the techniques
considered the numerical model approach should prove useful to engineers tasked
with power assessment in cases where the local bed conditions are poorly known.
The next chapter extends the uncertainty modelling from turbines in steady flow






In this chapter, the effect of uncertainty in the parameterisation of bed fric-
tion on estimates of extractable power is assessed in different analytic models
for tidal energy extraction in which turbines are represented as either local or
global enhanced bed roughness. Insight into the effect of the underlying physical
assumptions on uncertainty propagation is developed by considering closed-form
solutions for the power dissipated as predicted by three analytic models of tidal
power assessment. The first model is that of Garrett and Cummins (2005)
(henceforth GC05), who derive an analytic solution for quasi-steady flow in a
channel spanned completely by tidal turbines. Second, the impact of retaining
inertia is explored by examining the solution to the same governing equation by
Vennell (2010) (henceforth V10). V10 is able to include inertia in a closed-form
solution by making further approximations (see appendix of V10). Third and
finally, the effect of flow diversion around the turbines is examined by consid-
ering Garrett and Cummins (2013) (henceforth GC13), who consider a circular
turbine farm in laterally unconfined flow. Analytic solutions of these types have
∗An abridged version of this chapter has been published—see Kreitmair et al. (2019)
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been shown to give predictions in satisfactory agreement with results from nu-
merical models (Sutherland et al., 2007; Karsten et al., 2008). Uncertainty is
introduced to the value of background roughness coefficient Cd in these mod-
els and perturbation methods used to identify the leading-order effect of this
uncertainty on the expected power dissipated by the turbines and the optimal
channel design. Using the best estimate for the magnitude of the uncertainty
in background roughness coefficient, quantitative estimates are provided of the
effects of uncertainty on expected power dissipated and optimal channel design.
In section 4.2, after a brief review of each model, uncertainty is introduced
into the three theoretical models (GC05, V10 and GC13) and estimates ob-
tained of the effect of uncertainty using perturbation methods. In section 4.3,
a best estimate is made of the relative standard deviation of the bed roughness
coefficient (the ratio of the standard deviation in the value of Cd to its mean).
Using this calibration and the leading-order solutions, the effects of uncertainty
are investigated in section 4.5 and compare the three models. Conclusions are
drawn in section 4.6.
4.2 Uncertainty in theoretical models
Fully-spanned channel (GC05 and V10)
In the model of GC05 (Figure 4.1a) power is extracted from a channel of length
L and depth h connecting two large bodies of water by means of a fence of
turbines that fully spans the cross-section of the channel. The flow is driven in
the simplest case by a sinusoidal tide producing a head difference between the
ends of the channel, of amplitude a and angular frequency ω. Water is drawn in
smoothly at speed u0 at the entrance of the channel and exits as a jet at speed
ue. Furthermore, the channel is assumed sufficiently short compared to the
tidal wavelength that the volume flux Q = Au, (where A is the cross-sectional

















Figure 4.1: Definition sketches for (a) the fully-spanned channel models of GC05
and V10 (adapted from Garrett and Cummins (2005)) and (b) the laterally
unconfined model of GC13, where the shaded area is the region of increased
bed friction (Cd + Ct, in which Cd is the background friction) representing
the turbine farm of radius R with a uniform upstream velocity of u0 in the
x-direction. Streamlines are shown as blue dashed lines.





















































A−1 dx is a geometric factor taking into account the varying
cross-sectional area of the channel, t is time, the term ga cos(ωt) is the driv-





2)−1 dx + (1/2)AL
−2. The two terms comprising δ0 account for
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the friction due to a given bed roughness coefficient Cd along the channel and
the velocity head loss at the channel exit where the cross-sectional area is AL.
(The energy loss at the entrance is assumed to be negligible due to the slow
drawing in of water at this end.) Energy dissipated due to power extraction




2)−1 dx, with turbines represented by a distributed
roughness coefficient Ct. This coefficient represents the additional drag acting
on the flow equivalent to the presence of the turbines.
By introducing the non-dimensional variables t′ = ωt, Q′ = Qωγ/(ga),
λ0 = gaδ0/(γω)
2 and λT = gaδT/(γω)2, GC05 obtain the expression
dQ′
dt′
− cos(t′) = − (λ0 + λT ) |Q′|Q′. (4.4)
The value of the parameter λ0 determines the dynamic balance between natural
friction and inertial forces acting in the channel. It represents the ratio of
the combination of the natural drag losses and exit separation to acceleration,
normalised by the driving amplitude (Draper, 2011). Large values of λ0 describe
channels dominated by background friction and exit separation, i.e. shallow,
short channels in which the flow may be considered to be quasi-steady. Small
values of λ0 correspond to channels in the inertial limit as would be the case for
deep, long channels. The turbine drag parameter λT represents the equivalent
drag force produced by the presence of turbines. Hence power dissipated by the
turbines is given by multiplication of this drag term by the mass flow rate, i.e.
P = ρδT |Q|Q2, where ρ is the fluid density. The average power extracted by
the turbines over a tidal cycle is then P = ρδT |Q|Q2 = ρ(ga)2(γω)−1λT |Q′|Q′2,
where the overline notation indicates time-averaging over the tidal period. The
non-dimensional flow rate Q′ is found by solving (4.4) and is, for a given head
difference, a function of time and the total drag in the channel, i.e. Q′(t′, λ0 +
λT ).
73
The quasi-steady limit (GC05)
GC05 derive an analytical solution for the average power in the quasi-steady
state limit, i.e. for large values of λ0. In this limit the acceleration term in
(4.4) may be neglected and the non-dimensional volumetric flux may then be
approximated by |Q′| = (λ0 + λT )−1/2 |cos t′|1/2. The corresponding average
power produced by the turbines becomes
PGC05 = P0
λT
(λ0 + λT )
3/2
, (4.5)
where P0 = β2ρ(ga)2/(γω) is the dimensional multiplier for the power and β2 =
|cos t′|3/2 ≈ 0.56 accounts for time-varying head difference and the subscript 2
denotes quadratic friction.
To introduce uncertainty in background friction, λ0 is expressed as a random
variable with an expected value of µλ0 and random, zero-mean fluctuation ∆λ0
about this value, such that λ0 = µλ0 + ∆λ0. Provided the fluctuation is small
compared to the mean, the power produced by the turbines may be expressed in
terms of λ0 by expanding (4.5) as a Taylor series in ∆λ0 about the deterministic








































Higher-order terms are included in the series, which converges for sufficiently
small ∆λ0.
Expected power Applying the expectation operator, the expected power


















































Large channel, µλ0 = 1.0
σλ0 = 0.90; σ̂λ0 = 0.90
σλ0 = 0.50; σ̂λ0 = 0.50
Small channel, µλ0 = 4.5
σλ0 = 0.90; σ̂λ0 = 0.20
σλ0 = 2.25; σ̂λ0 = 0.50
Figure 4.2: Expected power produced by turbines in two fully-spanned tidal
channels (GC05) with mean background friction parameter values of µλ0 = 1.0
(representative of a large and deep channel) and µλ0 = 4.5 (representative of a
small channel). Power from equivalent deterministic channels is shown as solid
lines. The dashed lines show the expected power from the two channels at the
same value of standard deviation in background friction parameter σλ0 = 0.90.
The dot-dashed lines have the same value of relative standard deviation σ̂λ0 =
σλ0/µλ0 = 0.50.
where σλ02 = E[∆λ0
2] is the variance in background friction parameter, µλ0,3 =
E[∆λ0
3] the skewness, and µλ0,4 = E[∆λ0
4], is the kurtosis. The second term of
the series (4.6) vanishes as the random fluctuation ∆λ0 is symmetric about the
mean. The first term in the expansion is simply the deterministic power removed
by the turbines in a channel (4.5) at the mean background friction parameter
µλ0 . The second term is a stochastic correction to the power resulting from
considering a distribution of λ0 values that are spread about the mean µλ0 with
a standard deviation of σλ0 . Higher-order terms take account of corrections due
to further moments of the input probability density function, such as skewness
and kurtosis.
The expected power (4.7) truncated at second order is shown as a function of
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turbine drag parameter λT in Figure 4.2 for two channels with different values of
the mean background friction parameter µλ0 . The first channel, with µλ0 = 1.0,
corresponds to a large and deep channel, and the second, with µλ0 = 4.5, to
a small channel with a high flow velocity (Vennell et al., 2015). It is clear
that, regardless of the mean channel drag parameter or the value of turbine
drag, uncertainty in λ0 acts to increase expected power (dashed and dot-dashed
lines) from that calculated using the deterministic model (continuous lines) and
more so for greater σλ0 values. This effect is greatest for λT = 2µλ0/5, which
maximises the second term in (4.7), but remains positive for all values of λT ,
reducing in strength as λT increases (and the effect of background roughness
becomes less important).
This increase in expected power is a result of the inverse relationship between
power (4.5) and bed friction parameter λ0. Neglecting the inertial term in
(4.4) (by assumption of the quasi-steady limit) requires that the head difference
driving the flow is balanced solely by dissipation due to the total channel drag
λtot = λ0 + λT . Hence the flow rate Q is inversely proportional to λtot and,
for a given driving head, Q must grow increasingly fast as total channel drag
reduces, i.e. ∂2Q/∂λ2tot > 0. Consequently, a small reduction in bed roughness
parameter away from the mean ∆λ−0 < 0 results in dissipation of a greater
amount of power by the turbines, ∆P−GC05 > 0. Similarly, a small increase in
bed roughness parameter of the same magnitude ∆λ+0 > 0 yields reduction by





Assuming a symmetric probability density function for λ0, the expected power,




GC05)/2, is then necessarily
greater than the deterministic power. In other words, due to the dynamic
balance between driving head and channel drag, the power curve has a positive
second derivative with respect to the channel bed roughness λ0. This convexity
results in an asymmetric power dissipation for symmetric perturbations in λ0
and thus an increase in the expected power (cf. Jensen’s inequality, which states
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that a convex transformation of the mean of a random variable is less than the
mean of the convex transformation of the variable).
Optimal turbine drag In addition to a change in expected power, Figure
4.2 also shows a shift in optimal turbine drag due to uncertainty. In the absence
of uncertainty, this optimum occurs at a value of turbine drag that is twice the
mean background friction parameter, λT ∗det = 2µλ0. However, with increasing
σλ0 the maximum shifts to lower values of λT . An analytical expression for the
optimal turbine drag λT ∗stoch may be found by maximising (4.7) with respect to










where σ̂λ0 = σλ0/µλ0 is the relative standard deviation. The optimal turbine
drag reduces linearly with the variance of the bed friction parameter. This






T . Along the optimum, ∂E [PGC05] /∂λT = 0. Expanding this











where P corresponds to PGC05 and the subscripts denote differentiation. The
change in optimal turbine drag ∆λ∗T depends on the sign of Pλ0λ0λT (the change
in the convexity of the power curve with turbine drag) and the sign of PλTλT
(the convexity of the power with respect to turbine drag) calculated at the
deterministic optimum to leading-order of approximation. Here PλTλT < 0
because of the maximum. The effect of reducing λT is to lower the total channel
drag, making the flow rate and hence the power more sensitive to the bed friction
parameter. At lower values of λtot, the increase in power becomes relatively
larger than the decrease in power for a fluctuation ∆λ0, and the change in
the expected power increases (∂3P/∂λ3tot < 0). It is therefore optimal in the
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presence of background friction uncertainty to choose a lower value of λT in
order to harness better the uncertain power.
Uncertainty in power The variance in power, σP 2 = E [(P− E[P])2], may








(µλ0 + λT )
5σλ0
2 +O(E[∆λ03]) (4.10)







The greater the total mean drag in the channel µλ0+λT , the smaller the standard
deviation in power. This may be understood by considering the mapping of
the probability density function of the background friction parameter fλ0 to
the probability density function of power fP : fP (P ) = fλ0(λ0(P ))/|dP/dλ0|.
Figure 4.3 illustrates this mapping. Probability density functions are shown
for two different values of mean background friction, µλ0 = 1.0 and µλ0 = 5.0,
for the same standard deviation of σλ0 = 0.45 and at a turbine drag of λT =
3.0. The greater the value of µλ0 , the smaller the standard deviation in power,
due to the smaller gradient in the transfer function. Figure 4.3 shows that,
despite symmetric input probability density functions for λ0, the corresponding
probability density functions for the power values are asymmetric. Propagation
through the nonlinear transfer function has generated (positive) skewness in
power. It is worth further noting that the probability distribution of total
channel friction is technically not allowed to have zero negative values. Singular
or complex values of power implied by zero or negative values of total channel
friction are automatically avoided because the analysis is restricted to leading-
order terms in uncertainty.
The effect of inertia (V10)
The quasi-steady limit in the previous section applies to channels in which
friction dominates inertia in the dynamic balance of the channel, i.e. in the limit
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µλ0

















Figure 4.3: Mapping of uncertainty from background friction λ0 to power PGC05
via the transfer function of the power curve for a fully-spanned tidal channel
(GC05). For both values of the mean background friction µλ0 = 1.0 (represen-
tative of a large and deep channel) and µλ0 = 4.5 (representative of a small
channel) the standard deviation in λ0 is σλ0 = 0.45 and the turbine drag is
λT = 3.0.
of large λ0 values, and the inertial term in (4.4) may be neglected. Relaxation of
the quasi-steady assumption leads to a different behaviour of the power potential
of the channel under bed roughness uncertainty. The effect of retaining inertia
in the channel dynamics is explored by considering the solution presented in
the appendix of Vennell (2010) (V10). Therein an analytic solution is derived
to an approximation of (4.4) which retains the inertial term. Furthermore, the
quadratic drag term is replaced with a linear drag term which ensures the same
average power is dissipated by the turbines over a tidal cycle, a process known
as Lorentz linearisation (Zimmerman, 1982; Terra et al., 2005).
Following this approach, and assuming a sinusoidal driving tide of sin-
gle frequency ω as before, the drag term (λ0 + λT ) |Q′|Q′ in (4.4), where
Q′ is the non-dimensional flow rate, may be replaced with KQ′ such that
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(λ0 + λT )|Q′|Q′2 = KQ′2, where Q′ = Q′0 sin(t′ − φQ) and φQ is the phase
lag of the flow rate to the driving head difference between the ends of the chan-
nel. The coefficient K may be evaluated as K = 8(λ0 + λT )Q′0/(3π). The
resulting linearised governing equation gives (V10)
Q′0 cos(t
′ − φQ)− cos(t′) ≈
8
3π




sin(t′ − φQ), (4.12)
and may be solved to give the solutions (V10)
Q′0 =
(√










where the equivalent total friction parameter λeq ≡ 8(λ0 + λT )/(3π). Finally,




















As before, the magnitude of λ0 defines the dynamic balance in the channel: small
values indicate a channel that is dominated by inertia, whereas large values of
λ0 imply that background friction dominates. In the limit λ0 →∞ (the quasi-
steady limit) the same result as obtained by GC05 (4.5) is recovered, and in the
limit of λ0 → 0 (the inertial limit) the following expression is obtained for the










9π2 + 256λ2T − 3π
)3/2
λ2T
as λ0 → 0, (4.15)
which is independent of λ0.
Expected power The expected power for V10 is determined in the same way
as that for GC05. Power in V10 (4.14) is expanded as a Taylor series in ∆λ0
about the deterministic case λ0 = µλ0 , truncated to second order. Shorthand
λeq ≡ 8(λ0 + λT )/(3π) and µ̃ ≡
√
4µ2λeq + 1 are used to reduce clutter. The
Taylor expansion is performed in terms of λeq, i.e. λeq = µλeq + ∆λeq where
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µλeq = 8(µλ0 +λT )/(3π) and ∆λeq = 8∆λ0/(3π). Noting that the variance of the
equivalent channel drag is σ2λeq = (8σλ0/(3π))
2 due to the linear transformation,


















10µ4λeq (µ̃− 4) + µ
2
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The first term is simply the power calculated from the V10 model (4.14) at
a drag of λeq = µλeq . The second term indicates the leading-order response
of the model to uncertainty. The change in expected power as a fraction of
deterministic power (E[PV10]−Pdet)/Pdet changes sign from negative to positive
at a value of µλeq = 0.420, i.e. µλ0 + λT = 0.495.
Figure 4.4a shows the change in the expected power, correct to second order
in σλ0 , per unit relative variance σ2λ0 (also known as the coefficient of variation)
in λ0 as a function of the turbine drag scaled by the mean background friction
parameter. For increasing µλ0 , the effect of background friction uncertainty
approaches that of GC05, as illustrated by the different colour curves. Fur-
thermore, as the value of mean background friction µλ0 is reduced, the change
in expected power drops to zero (see the line for µλ0 = 0.1), reflecting the
independence of power from background friction in the limit of small λ0. In
short, Figure 4.4 indicates that inertia reduces the effect of uncertainty on ex-
pected power. The transition from the quasi-steady to the inertial limit can
be non-monotonic. For channels with background friction µλ0 > λtransition with
λtransition = 0.495, the change in expected power is positive for all values of λT
and the flow dynamics are dominated by the effect of the total channel drag
λtot = λ0 + λT . For values of µλ0 below λtransition, the change in expected power











































































































































































































































































































































































































may be seen from the curves with µλ0 = 0.1 and 0.3. This behaviour may be
understood by considering the flow rate Q′ as a function of bed friction param-
eter for an undisturbed channel, shown in the inset in Figure 4.4a. The singular
limit as λ0 → 0 in GC05, is avoided by inertia in V10. Due to the bounded
nature of the flow rate at low values of channel friction, a small decrease in
bed roughness ∆λ−0 will only slightly increase the flow rate because the chan-
nel is inertia-dominated (∆P > 0 but small). On the other hand, an increase
∆λ+0 will be less affected by inertia, as the move is towards the drag-dominated
regime (∆P < 0 and high). The expected power is therefore lower than in the
deterministic case for µλ0 < λtransition = 0.495, where λtransition demarcates the
transition between inertia-dominated and drag-dominated channels.
Optimal turbine drag In the V10 model, as for the GC05 model, the optimal
turbine tuning changes upon introduction of uncertainty in λ0. The turbine drag
which maximises the expected power (4.16) was found numerically by using a
Newton-Raphson algorithm to find the value of λT (in the limit of a small
standard deviation in λ0, to be consistent with the expansions in the other
sections) which satisfies ∂(4.16)/∂λT = 0 and gave a negative second derivative.
Figure 4.4b shows the relative change in the optimal turbine drag λ∗T per unit
variance in λ0, as a function of the mean bed friction coefficient. In the limit
of zero background friction µλ0 → 0, the optimal turbine drag is unaffected
because the flow behaviour is dominated by inertia. At very large values of the
mean bed friction coefficient, the system becomes dominated by friction and the
V10 model asymptotically approaches the quasi-steady limit of GC05.


















Compared to the quasi-steady limit (GC05), in which the relative standard devi-
ation in power as a fraction of the standard deviation in background friction is a
monotonically decreasing function of turbine drag scaled with mean background
friction (cf. (4.11)), inertia reduces the effect of uncertainty, as illustrated in
Figure 4.5. As the dependence of power on background friction is reduced in
the inertia-dominated regime, the resulting variance in power reduces also.
Laterally unconfined turbine farm (GC13)
For turbine farms that do not span the channel completely, not all of the flow
in the channel passes through the turbines, instead part of it is diverted around
the turbines as bypass flow. In such cases, bed friction acts not only to reduce
the flow speed in the channel, but also to funnel the flow through the turbine
farm by resisting the bypass flow. These competing effects are explored by
considering the model of Garrett and Cummins (2013) (GC13). In this model,
energy extraction by a tidal farm is represented by a localised increase in bed
λT /µλ0

























Figure 4.5: Relative standard deviation in power per unit relative standard
deviation in background friction σ̂λ0 as a function of the turbine drag scaled
with mean background friction. For the model retaining inertia (V10), this is a
function of mean background friction and has been plotted at different values
of µλ0 .
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roughness within a circular area of radius R in a steady flow of far-field current
of u0 in the x-direction and no lateral confinement by channel walls or similar




+ f × u + u · ∇u + g∇ζ = − Cd
h+ ζ
|u|u, (4.18)
where f is Coriolis frequency f multiplied by the unit vertical vector, h is
mean water depth, ζ is deviation of free surface from mean depth, and Cd is
bed-roughness coefficient associated with a quadratic drag law. If the rigid-lid
approximation is made, i.e. ζ  h, a very reasonable approximation given
the local spatial scale of the turbine compared to the tidal wave length, the
accompanying continuity equation reduces to ∇ · u = 0 and the Coriolis vector
vanishes from the vorticity equation (as follows). By subsequently linearising
the bottom friction, (Cd/(h + ζ)) |u|u → CL,du, and taking the curl of (4.18)
the resulting vorticity equation obtained in GC13 gives
∂∇2ψ
∂t
+ J(ψ,∇2ψ) = −CL∇2ψ −∇CL · ∇ψ, (4.19)
where ψ is the streamfunction defined as u = (−∂ψ/∂y, ∂ψ/∂x) and J is the
Jacobian. At steady-state, neglecting the nonlinear material derivative and










u0r sin θ, for r > R (4.20)
− 2CL,d
CL,T + 2CL,d
u0r sin θ, for r ≤ R. (4.21)
where CL,d denotes the linear background friction (CL = CL,d for r > R) and
CL,T is the additional friction associated with the turbine farm (CL = CL,d+CL,T
for r ≤ R), as illustrated in Figure 4.1b with streamlines shown as blue dashed
lines. The streamfunction within the farm (4.21) is equivalent to uniform flow
in the x-direction at constant speed, uT = 2u0CL,d/(CL,T + 2CL,d). Higher
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background friction CL,d invariably has the effect of directing a larger proportion
of the flow through the farm such that the flow velocity increases within the
farm (r ≤ R) with CL,d. Power dissipated by the turbines is given by the integral
over the fluid of the linear friction coefficient of the turbines CL,T multiplied by







where P0 = 4πC0,refρπR2u30, the non-dimensional background friction is λ0 =
CL,dh/C0,refu0, and the non-dimensional turbine friction is λT = CL,Th/C0,refu0.
These are analogous, but not equivalent, to their counterparts for GC05 and
V10. In order to facilitate comparison with the fully-spanned channel, λ0 and
λT are scaled by a non-stochastic reference drag coefficient C0,ref , so that typical
values of λ0 and λT are O(1). The deterministic power extracted is maximised
at a turbine drag of λ∗T = 2λ0.
As for the previous two models, uncertainty is introduced to background
friction by expressing λ0 as a normally distributed random variable with an
expected value of µλ0 and variance σ2λ0 . Provided the variation is small compared
to the mean, the power produced by the turbines may be expressed in terms
of λ0 by expanding (4.22) as a Taylor series in ∆λ0 = λ0 − µλ0 about the
deterministic case (∆λ0 = 0).
Expected power Performing the Taylor series expansion and evaluating the




















where the first term corresponds to the deterministic power (evaluated at mean
background friction) and the second term provides a correction resulting from
the background friction uncertainty. Figure 4.6 shows expected power as a
function of turbine friction λT for different values of mean background friction
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Pdet, µλ0 = 1.0
σλ0
= 0.90; σ̂λ0 = 0.90
σλ0
= 0.50; σ̂λ0 = 0.50
Pdet, µλ0 = 4.5
σλ0
= 0.90; σ̂λ0 = 0.20
σλ0
= 2.25; σ̂λ0 = 0.50
Figure 4.6: Expected power produced by a laterally unconfined turbine farm
(GC13) for two scenarios with mean background friction parameter values of
µλ0 = 1.0 and µλ0 = 4.5 . Deterministic power is indicated by solid lines.
The dashed lines show the expected power from the two channels at the same
value of standard deviation in the background friction parameter σλ0 = 0.90.
The dot-dashed lines have the same value of relative standard deviation σ̂λ0 =
σλ0/µλ0 = 0.50.
coefficient µλ0 and standard deviation σλ0 . Unlike the quasi-steady limit of the
fully-spanned channel (GC05), where the change in expected power from deter-
ministic power is positive regardless of turbine drag, the sign of the correction
term now depends on the relative magnitude of turbine drag and bed friction:
for λT < 4λ0 the expected power is reduced, and vice versa for λT > 4λ0.
This non-monotonicity can be explained as follows. For sufficiently small
values of background friction, power is approximately quadratic in λ0 (because
PGC13 ∝ uT 2 and uT ∝ λ0 for λ0  λT ) and a small increase λ+0 > 0 produces a
greater increase in power than the reduction in power resulting from a decrease
λ−0 < 0 of the same magnitude (i.e. PGC13 is a convex function of λ0). Hence
a net increase in expected power occurs as a result of uncertainty, as may be
seen in Figure 4.4a for large λT/µλ0 (corresponding to small µλ0). On the other
hand, at large values of λ0 a small increase in background friction has a relatively
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smaller effect on flow rate (cf. uT/u0 → 1 for λ0  λT ), and consequently power,
than a decrease in background friction of equal magnitude. As λ0 increases, the
flow speed initially increases, but then tends towards a constant value. The
decreasing rate of change of flow speed with λ0 results in a concave dependence
of power on λ0 (∂2PGC13/∂λ20 < 0) for sufficiently large λ0. This results in a net
decrease in expected power. The transition between the two regimes occurs at
λT = 4λ0, as is evident from (4.23).
In a completely-spanned channel (GC05), the flow rate decreases with in-
creasing background friction (cf. Q′ ∝ 1/
√
λ0 + λT ), and the decreasing rate
at which it does so (for increasing λ0), corresponding to the flow being com-
pletely blocked, leads to convexity and a corresponding increase in expected
power (∂2PGC05/∂λ20 > 0). For a laterally unconfined turbine (GC13), the flow
rate through the farm initially increases with increasing background friction (cf.
uT/u0 = 2λ0/(λT + 2λ0), but must do so at a decreasing rate (for increasing
λ0), because the flow through the farm cannot be stopped, leading to concavity
and a corresponding decrease in expected power (∂2PGC05/∂λ20 < 0). Examining
Figure 4.4b once more, as the number of turbines relative to the background fric-
tion (λT/λ0) is increased, a transition occurs from concavity (∂2PGC13/∂λ20 < 0),
associated with a reduction in expected power, to convexity (∂2PGC13/∂λ20 > 0),
associated with an increase in expected power. From now on, the thesis refers
to λT < 4λ0 as background friction dominated and λT > 4λ0 as turbine friction
dominated.
Optimal turbine drag An analytical expression for the optimal turbine drag
λT
∗














Compared to the downward shift in optimal turbine drag in response to back-
ground friction uncertainty for a fully-spanned channel (4.8) (GC05), which was
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only diminished in magnitude by the effect of inertia (V10), the optimal tur-
bine drag in a laterally unconfined channel is shifted upwards (see Figure 4.4b).
This can be explained by referring to (4.9), noting that PλTλT < 0 for opti-
mum power. From Figure 4.4a it is evident that at the deterministic optimum
λT/λ0 = 2 about which the perturbation is performed, increasing the number
of turbines (λT ) acts to reduce the concavity of the power with respect to back-
ground friction (Pλ0λ0λT > 0 at λT/λ0 = 2) and thus ∆λ∗T > 0 from (4.9). It is
optimal to move more into the turbine friction dominated regime.

























which is illustrated in Figure 4.5. As can be seen from this figure and (4.25),
increasing turbine drag as a share of mean background friction (λT/µλ0) in-
creases the variability in power, tending towards a constant multiple of σ̂λ0 as
λT/µλ0 →∞.
4.2.1 Comparison between models
Table 4.1 summarizes the effects of background friction uncertainty on expected
power, optimal turbine drag, and power uncertainty for a fully-spanned channel
in the quasi-steady limit (GC05) and with inertia (V10), and for a laterally
unconfined turbine farm (GC13). As may be seen, bottom friction uncertainty
acts to increase the expected power in a fully-spanned channel, but generally
has an opposite effect in laterally unconfined farms. The optimal number of
turbines with bottom friction uncertainty is lower in a fully-spanned channel
and higher in laterally unconfined farms. Bypass flow fundamentally changes
how the system behaves under uncertainty. In fully-spanned channels, inertia
















































































































































































































































































































































































































4.3 Calibration of bottom friction uncertainty
In order to quantify its effect on power, it is necessary to estimate the mag-
nitude of background friction uncertainty in the form of the relative standard
deviation σ̂λ0 = σλ0/µλ0 . In each of the foregoing models, λ0 is simply a linear
function of the respective bottom roughness coefficients, assuming the effect of
exit separation is negligible compared to that of bed roughness. This linearity
means that the mean and standard deviation of Cd are scaled by the same con-
stant to give the mean and standard deviation of λ0. Consequently, the relative
standard deviations may be set to be equal, i.e. σλ0/µλ0 = σCd/µCd , where µCd
is the mean and σCd the standard deviation of the bottom roughness coefficient.
With a priori knowledge of both the tidal elevation and flow rate of a channel,
the bed roughness coefficient could be relatively accurately determined from the
phase difference between the two. With the exception of measurement errors,
the uncertainty associated with background friction would be small, provided
the flow conditions and thus the background friction experienced are not sub-
stantially altered by the introduction of turbines. In the absence of knowledge
of both the tidal elevation and the flow rate, Cd is essentially unknown, as an
observed elevation may be the result of an enormous number of combinations of
bed roughness coefficients and flow rates. Equally, various values of tidal eleva-
tion and bed roughness may be combined to give an observed flow rate. Data on
tidal elevation are often available. However, volumetric flux is usually far more
difficult to determine. Point measurements of current velocities are sometimes
available from Acoustic Doppler current profiler (ADCP) deployments and help
confine the possible values of bed roughness coefficient to a region.
Two sources of background friction uncertainty are distinguished. First, the
roughness length parameter Z0 captures the magnitude of the friction coefficient
at a site, which is dependent on the bed material and type and may be unknown,
as well as varying across a given site. Z0 is defined as height above the sea bead
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at which the flow speed theoretically becomes zero and is used as input in (semi-
)empirical models to determine the bed roughness coefficient (see below). This
thesis refers to the probability that the roughness length Z0 is smaller than or
equal to a value z0, namely Pr (Z0 ≤ z0), as arising from parametric uncertainty.
Second, for a known value of the roughness length parameter z0, many different
models predict different friction coefficients Cd. The probability that the pre-
dicted friction coefficient Cd is smaller than or equal to a value cd for a known
value of the roughness length parameter z0, namely Pr (Cd ≤ cd|Z0 = z0), arises
from model uncertainty, which is conditional on parametric uncertainty. The
unconditional probability Pr (Cd ≤ cd) then describes the likelihood that a par-
ticular value of cd correctly captures the bed shear-stress due to the flow, and
results from the two underlying sources of uncertainty, which are estimated
separately below. In the following, capital variables refer to random variables,
while lower-case variables to specific values that the random variables may take.
4.3.1 Parametric uncertainty: Pr(Ẑ0 ≤ ẑ0)
The bed friction coefficient at a site is usually expressed as a function of rel-
ative roughness Ẑ0 = Z0/h, where Z0 is the roughness length associated with
a particular bed material and type and h is the water depth. Several phe-
nomena contribute to the roughness length. These are the skin friction, due
to the surface roughness of the sediment grains of the bed; the form drag,
caused by the pressure field due to the presence of larger bed features; and the
sediment-transport contribution, produced by momentum transfer of the flow
to mobilised sediment particles (Soulsby, 1997). An additional component re-
lating to vegetation contributes in cases where there is plant growth at the bed.
These components are commonly summed to give the total roughness length,
i.e. Ztot = Zskin +Zform +Zmom.trans.+Zveg (Soulsby, 1997). In absence of veloc-
ity profile measurements at a site, the bed roughness length may be estimated
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from knowledge of the bed conditions. The uncertainty in Z0, then, stems from
the difficulty in defining a single value for the roughness length due to spatial
heterogeneity of the seafloor, variation in bed-grain sizes, change of bedforms
with time (e.g. sand dunes travelling with the flow), as well as dependence of Z0
on the hydrodynamic regime (i.e. whether the flow is hydrodynamically rough,
smooth, or transitional).
In order to obtain an estimate for uncertainty in relative roughness Ẑ0, the
skin friction component of the bed roughness length is specifically considered.
Table 4.2 lists values for the roughness lengths, obtained by fitting logarithmic
velocity profiles for a range of different bed conditions, taken from Soulsby
(1983). For seven of the nine bed conditions listed, Soulsby (1983) reports the
geometric mean and variation factor obtained from a number of values reported













Mud 1 0.2 - - -
Mud/sand 3 0.7 4.1 1.8 2.5
Silt/sand 1 0.05 - - -
Unrippled sand 7 0.4 2.0 0.3 0.8
Rippled sand 6 6.0 1.3 1.6 0.3
Sand/shell 2 0.3 4.5 0.9 2.9
Sand/gravel 7 0.3 6.7 1.8 6.0
Mud/sand/gravel 2 0.3 3.0 0.5 1.5
Gravel 4 3 1.6 1.5 0.5
Table 4.2: Parametric uncertainty resulting from variation in bed roughness
length z0 for different bed conditions. The number of values reported for differ-
ent bed conditions and the resulting mean and variation factor are taken from
Soulsby (1983). The standard deviation of the natural logarithm of z0 is given
by the logarithm of the variation factor v.f. (σln z0 = ln(v.f.)). The (relative)
standard deviation of bed roughness length σ̂z0 (σz0/µz0) were computed from
these values and using the properties of the log-normal distribution.
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σz0 and the relative standard deviation σz0/µz0 are computed. It is evident, that
the uncertainty here is very considerable. Furthermore, the relative standard
deviation depends strongly on bed type and ranges from 0.5 for gravel to 6.0
for a sand/gravel mixture. Because finer grains fill gaps between coarser grains,
beds made up of a mixture of grain sizes have relatively low roughness lengths
(Soulsby, 1983), while also exhibiting a higher standard deviation because the
degree of filling will likely vary greatly according to the proportions of the
different grain sizes present. This may be seen from the values in Table 4.2,
where the relative standard deviation is typically larger for bed type mixtures
than for beds made up of a single type.
When considering how to apply results such as those shown in Table 4.2 to
a site, several scenarios in terms of available information and associated uncer-
tainty are possible. Two limiting scenarios of these are considered. The first
scenario is where accurate knowledge of the bed conditions exists, such that the
relevant value of relative standard deviation σz0/µz0 in the final column of Table
4.2 may be used. This presents a lower limit on uncertainty, identical to that
of conditional model uncertainty in section 4.4.1. In the second scenario, the
bed conditions may be entirely unknown or might vary across a site. Assuming
this latter limit, which forms a more realistic estimate, it is possible to proceed
in a somewhat ad hoc fashion and assign equal probabilities to each of the bed
conditions in Table 4.2 except for mud (only a single value reported), silt/sand
(only a single value reported) and rippled sand (includes components of form








where the subscript i corresponds to a row in Table 4.2, and weights are as-




iwi = 1. From this, a relatively large value of σ̂z0 = 1.6 is obtained,
which is used as the base case. Ignoring uncertainty in the water depth, the
relative standard deviation is set as σ̂ẑ0 = σ̂z0 = 1.6
4.4 Bed roughness coefficient models
Table 4.3 lists several commonly encountered formulae for bed roughness co-
efficients, derived from empirical and numerical experiments, as a function of
relative roughness length ẑ0. The formulae are shown in Figure 4.7 to illustrate
the spread in values of Cd for a given value of roughness length. The mean
bed roughness coefficient µCd and one standard deviation ±σCd either side are
superimposed onto the models.
















(2) - Colebrook and White (1937)
z0 = (ks/30) + (ν/9u∗)
κ = 0.405
B = 0.71










(4) - Manning-Strickler (Soulsby, 1990)
α = 0.0474
β = 1/3
(5) - Dawson-Johns (Dawson et al., 1983)
α = 0.0190
β = 0.208
(6) - Soulsby (1983)
α = 0.0415
β = 2/7
Table 4.3: Eight different formulae for calculating bed roughness coefficient
Cd, used to estimate model uncertainty for given relative roughness ẑ0 = z0/h,
taken from Soulsby (1990). Here κ is von Kármán’s constant and its values and
those of the parameters α, β and B have been obtained from experimental and
numerical data by different authors. The symbols used by Colebrook and White












(1) δ/h = 0.5
(1) δ/h = 1.0






Figure 4.7: Model uncertainty based on 8 different methods (numbered accord-
ing to Table 4.3) to determine the drag coefficient Cd as a function of relative
roughness ẑ0, showing the the average µCd(ẑ0) (continuous black) and one stan-
dard deviation either side µCd(ẑ0)± σCd(ẑ0) (dashed black) as a function of ẑ0.
Shaded regions denote values of relative roughness beyond the limits for ẑ0 rel-
evant for tidal energy, i.e. ẑ0 = 1 × 10−6 as lower and ẑ0 = 3 × 10−4 as upper
limit. Here h is the water depth and δ the boundary-layer thickness (see Table
4.3)
4.4.1 Model uncertainty: Pr(Cd ≤ cd|Ẑ0)
To estimate uncertainty resulting from the application of different friction co-
efficient models for a known value of the roughness length ẑ0, eight different
Cd-models summarised in Figure 13 of Soulsby (1990) (reproduced in Figure
4.8a) are considered. The eight empirical models are derived from fitting ex-
perimental data to either a power-law relationship of the form Cd = αẑβ0 or a
logarithmic law of the form Cd = [κ/ (B + ln ẑ0)]
2, where κ is von Kármán’s
constant. Table 4.3 lists these two commonly used, empirical formulae for es-
timating Cd (left-hand column) and the values of the parameters α, β, B and
96
κ fitted from experimental and numerical data by different authors. Taking
an agnostic approach, equal weights are assigned to each of the eight models
to determine the mean friction coefficient µCd and the standard deviation σCd
across a range of values for ẑ known with certainty. It is evident from Figure
4.8a that model uncertainty is considerable.
It is useful to focus on the behaviour of the relative standard deviation
across ẑ0 values that are appropriate for tidal stream energy assessments. A
lower bound on the ẑ0 range in tidal channels is found by dividing the smallest
roughness length, that for silt/sand (z0 = 5 × 10−5 m), by a value of water
depth typical for deep channels of approximately 50 m, giving a value of ẑlower ≈
1 × 10−6. An upper bound is found by dividing the largest value for z0 (that
for rippled sand, z0 = 6 × 10−3 m) by a typical lower value for water depth of
































1 Average σC0/µC0 within range
Figure 4.8: (a) Model uncertainty based on 8 different methods to determine the
drag coefficient Cd as a function of relative roughness ẑ0, showing the the average
µCd(ẑ0) (continuous black) and one standard deviation either side µCd(ẑ0) ±
σCd(ẑ0) (dashed black) as a function of ẑ0. (b) Relative standard deviation in
Cd as a function of ẑ0 (continuous) and the average (dashed line) for the range
of consideration. Shaded areas denote values of relative roughness beyond the
limits of ẑ0 relevant for tidal energy, i.e. ẑ0 = 1 × 10−6 as the lower limit and
ẑ0 = 3× 10−4 as the upper limit.
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relative standard deviation throughout this (unshaded) range in Figure 4.8b,
it can be shown that this property has a weak dependence on the value of
ẑ0. The relative standard deviation σ̂Cd ≡ σCd/µCd varies between a minimum
value of 0.21 and a maximum of 0.28, with an average value of 0.25 (indicated
as a dashed line in Figure 4.8b). At the midpoint of the range considered,
ẑ0 = 1.51 × 10−4, the value for the relative standard deviation is 0.22. A
normal, non-skewed, distribution is appropriate for model uncertainty, which
is evident from Figure 4.9a, which shows the empirical cumulative distribution
function. This distribution is estimated by creating a sample population from
selecting four (arbitrary, yet equally spaced) relative roughness values of ẑ =
[10−6, 10−5, 10−4, 10−3], scaled by their local means and standard deviations, as










































Figure 4.9: Empirical cumulative distribution function for conditional model
uncertainty (panel a) and variation of the relative standard deviation of the un-
conditional uncertainty in Cd with the relative standard deviation of parametric
uncertainty at a mean relative roughness of µẑ0 = 1.51× 10−4 (panel b).
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4.4.2 Unconditional uncertainty: Pr(Cd ≤ cd)
To address the scenario in which the bed conditions are not known or vary across
a site, parametric uncertainty is combined with conditional model uncertainty
from the previous sections, in order to obtain the unconditional uncertainty.
Motivated by Soulsby (1983), a log-normal probability distribution is used to
capture parametric uncertainty and set its mean µẑ0 equal to the average of
the lower and upper bounds for ẑ0 relevant to tidal energy determined earlier,
namely µẑ0 = 1.51×10−4, for different values of σ̂z0 . The log-normal parametric
uncertainty distribution is numerically convolved with the 8 equally weighted
Cd-models from the previous section and the statistical moments calculated.
Figure 4.9b shows the unconditional relative standard deviation σ̂Cd as a func-
tion of relative standard deviation of relative roughness length σ̂ẑ0 (continuous
black line), the latter as a measure of parametric uncertainty. The conditional
relative standard deviation σ̂Cd is shown as a horizontal dashed black line and
corresponds to the value of 0.22 obtained in the previous section.
In the case of a log-normal distribution for ẑ0 and for the Manning-Strickler
formula Cd = αẑβ0 (see Section 4.4), convolution may be achieved analytically.
Assuming that α and ẑ0 are independent random variables, the variance in Cd
is given generally by
Var[Cd] = Var[α]Var[ẑ
β
0 ] + Var[α]E[ẑ
β
0 ]
2 + E[α]2Var[ẑβ0 ], (4.27)





























where σ̂2Cd,uncond ≡ Var[Cd]/E[Cd]
2 denotes the unconditional variance of Cd,
σ̂2Cd,cond ≡ Var[α]/E[α]






2 is the relative variance of a power-law function of the uncertain
bottom friction parameter. For a log-normally distributed random variable ẑ0,
the nth-order moment is given by E[ẑn0] = exp(nµln ẑ0 + (1/2)n2σ2ln ẑ0), where
µln ẑ0 and σ2ln ẑ0 are the mean and variance of the logarithm of ẑ0, respec-





E[ẑ2β0 ]/E[ẑ0] = exp (β
2σ2ln ẑ0). The relative variances of a log-normally dis-






= (1 + σ̂2ẑ0)
β2 − 1. This expression is plotted in Figure 4.9b as a
continuous red line. It shows good agreement with the unconditional variance
from numerically exact convolution (continuous black line); apparent disagree-
ments are due to models of alternative form also being included in the curve
(cf. Section 4.4). For small values of uncertainty in ẑ0 (parametric uncertainty)




+ β2σ̂2ẑ0 , (4.30)
where only leading-order terms are considered in both relative variances and
their products are ignored. The dashed red line in Figure 4.9b shows that
(4.30) accurately represents (4.29), except for large values of σ̂ẑ0 .
At the base case value for parametric uncertainty of σ̂ẑ0 = 1.6 (derived from
(4.26) and Table 4.2), an estimate is obtained for the unconditional relative
standard deviation of σ̂Cd = 0.41 from Figure 4.9b. This value σ̂λ0 = σ̂Cd = 0.41
is used in the next section to estimate the quantitative impact of bed roughness
uncertainty. It should be emphasised that the estimates are indicative, not
definite.
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4.5 Quantitative estimates of the effect of uncer-
tainty
Expected power Figure 4.10a shows the change in expected power as a per-
centage of deterministic power for the base case value of relative background
friction uncertainty σ̂λ0 = 0.41. For a fully-spanned channel dominated by chan-
nel drag (GC05), such as a shallow, long channel with µλ0  1, the increase in
expected power can be as large as 30%. In fact, in the limit of very few turbines
(λT ), it is the case that (E[P ] − Pdet)/Pdet = (15/8)σ̂2λ0 ≈ 32% (cf. Table 4.1).
However, in a deeper channel representative of the Pentland Firth (µλ0 = 1.0,
see Vennell et al. (2015)) the increase in expected power would only be of the
order of a few percent (6%) and would tend to reduce as more turbines are
added. For laterally unconfined channels, the effects are negative and generally
small (less than 5-10%).
(a)
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Figure 4.10: Quantitative estimates of relative change in expected power due
to background friction (σ̂λ0 = 0.41) as a function of turbine drag scaled with
mean background friction at different values of µλ0 (a) and relative change in
optimal turbine friction in the presence of uncertainty in the background friction
parameter (b) for a fully-spanned tidal channel (GC05 and V10).
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Optimal turbine drag Figure 4.10b shows the change in optimal turbine
drag as a percentage of the deterministic optimum for σ̂λ0 = 0.41. The change
is between −14% for a drag-dominated fully-spanned channel (GC05) and +8%
for a laterally unconfined channel (GC13). Inertia acts to reduce the decrease
in optimal turbine drag for fully-spanned channels; a channel representative of
the Pentland Firth (µλ0 = 1.0), exhibits a reduction in the optimal turbine drag
of 5%.
Uncertainty in power Figure 4.11 shows the standard derivation of power
as a percentage of the deterministic power for σ̂λ0 = 0.41. For drag-dominated
fully-spanned channel (GC05) with few turbines, the relative standard deriva-
tion reaches 62%. Again, inertia reduces this. In a channel representative of
the Pentland Firth (µλ0 = 1.0), the relative standard deviation is estimated to
be 30%.
λT /µλ0























Figure 4.11: Quantitative estimates of relative standard deviation in power due
to background friction (σ̂λ0 = 0.41) as a function of turbine drag scaled mean




Estimates of the tidal power that can be extracted at a given site are subject to
significant uncertainty, with different estimates sometimes more than an order
of magnitude apart. Of the many sources of uncertainty, uncertainty in bed
friction can be considerable - both due to unknown and spatially-varying bed
conditions and variation in the predictions of different bed friction models. To
illustrate this, the parametric uncertainty is estimated resulting from lack of
knowledge of bed conditions at a particular site, to be associated with a relative
standard deviation of σ̂ẑ0 = 1.6, by assigning equal probabilities to a range of
commonly occurring bed types. Even with precise knowledge of the bed con-
ditions, a relative standard deviation is estimated of 0.22 associated with the
range of predictions for Cd from different models outlined in Table 4.3. These
uncertainties are combined to give an unconditional uncertainty in bed rough-
ness of σ̂Cd = 0.41 (one relative standard deviation) related to a typical site
for tidal turbine deployment. This estimate constitutes a lower limit for uncer-
tainty in the bed roughness coefficient at a particular site for the data presented
in Table 4.2, because it is assumed that the bed conditions (and their variabil-
ity) are known. In reality, this knowledge is unlikely, and so the uncertainty
in Cd is likely to be greater. Furthermore, spatio-temporal variability in bed
conditions, which is not discussed here, will act to increase the value for σ̂Cd .
For a given site, the uncertainty may be constrained by performing appropriate
seabed surveys and ADCP measurements such that a better estimate for bed
roughness coefficient may be found through additional data points being present
in the model calibration. The certainty of this calibration, however, is limited
because the spatial heterogeneity of the sea bed means that the application of
a single bed roughness coefficient will not be able to give complete agreement
with velocity vectors and sea level heights at all measurement locations.
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In order to make a quantitative assessment of the effect of background fric-
tion uncertainty on estimates of tidal power potential, such uncertainty has
been incorporated in three idealised models of tidal energy extraction, each of
which captures a different element of the key physics. In Garrett and Cummins
(2005) an analytic solution is derived for the power potential of a channel in the
drag-dominated limit and fully-spanned by turbines. Vennell (2010) relaxes this
limit by retaining inertia in the governing equation for a fully-spanned channel
and derives an analytic solution for power to an approximate form of the gov-
erning equation. Finally, Garrett and Cummins (2013) allow for bypass flows
by considering a laterally unconfined turbine farm. In particular, perturbation
methods have been used to derive leading-order estimates for the effect of un-
certainty in the value of bed roughness coefficient on three key quantities for
each of the models: expected power, standard deviation in power and optimal
turbine drag. In the presence of background friction uncertainty and nonlinear-
ity in the model, evaluating power for the expected value of background friction
does not give the same answer as evaluating the expectation of power for the
distribution of values of background friction (cf. Jensen’s inequality). It is the
difference between the two that is considered here when comparing expected
power with deterministic power (evaluated at the mean value of background
friction). A similar issue is encountered in wind energy assessment, where the
median is used as a measure of power under uncertainty because it is invariant
under monotonic nonlinear transformations. Evidently, power is now a random
variable and the standard deviation can be taken as a relevant measure of its
distribution to understand confidence in tidal resource estimates. Finally, the
turbine drag chosen to optimize expected power is different from that chosen to
optimize deterministic power.
Our conclusions are as follows. First, for fully-spanned channels (GC05 and
V10), two regimes can be identified. In the drag-dominated regime, the expected
power is larger than the deterministic power, whereas in the inertia-dominated
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regime the opposite is true. Inertia has the effect of bounding the flow rate at
low values of bed roughness, such that the increase in expected power is smaller
and even reversed at sufficiently low total channel drag (background + turbine).
For channels in which the flow may be diverted around the turbines (GC13),
the expected power always decreases, except for extremely large turbine drag
(i.e. very many turbines installed). Quantitatively, the analytic model shows
that expected power can increase by as much as 32% for drag-dominated, quasi-
steady channels, which are typically shallow and long, while reducing expected
power by only 6% in laterally unconfined flow. In a channel representative of
the Pentland Firth (µλ0 = 1.0), the increase in expected power may only be of
the order of a few percent.
Second, uncertainty in power is only enhanced compared to background
uncertainty for very drag-dominated fully-spanned channels (and for laterally-
unconfined channels with very large turbine drag). Inertia has the effect of re-
ducing power uncertainty, because power becomes less sensitive to bottom drag
in the presence of inertia, and variation in bed roughness produces a relatively
smaller variation in power. Laterally-unconfined channels behave in the oppo-
site way: for low values of turbine drag, less of the flow is diverted around the
farm, and the flow rate tends towards a constant, independent of bed rough-
ness. For a channel representative of the Pentland Firth, the uncertainty in
removable power may be as large as 30% (one relative standard deviation) for
small-scale turbine deployments. This value increases to over 50% for a small,
high flow-rate channel (µλ0 = 4.5), indicating that while the shift in expected
power resulting from considering uncertainty may be negligible, variation in this
power can be considerable. For example, the 95% confidence interval for the
power from the Pentland Firth due to uncertainty in bed roughness will be at
±2σ̂P = ±60% of the mean power value determined. For a mean power of 5
GW (the mean of the range 0.62–9 GW given in the Introduction), then the
range of likely values for power estimates from the Pentland Firth is 2–8 GW,
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spanning a significant portion of the range of reported values. However, it must
be emphasised that the reported estimates are taken from different models, with
different physical assumptions, containing sources of uncertainty other than bed
friction (the focus of the present thesis) and which may contribute to a greater
extent to the range of mean power estimates reported above.
Third, the turbine drag that maximises expected power in the presence
of background uncertainty is greater compared to its deterministic value for
laterally-unconfined channels (GC13) and smaller for fully-spanned channels
(GC05), with uncertainty reducing the size of this effect (V10). Generally,
however, this effect is small (between −8 and +14%).
There are a number of limitations to these findings. First, the models consid-
ered herein are idealised and do not take into account the complex bathymetry
of actual tidal sites and associated flow curvature, the complexity of the tidal
forcing components, or deformation of the free surface. This limits the extent
to which the findings from the models may be applied to real sites that exhibit
such features. Furthermore, the models used are depth-averaged and so pro-
vide suitable power estimates only for regional scale energy extraction by large
turbine deployments Adcock et al. (2015). To take these into account and vali-
date the predictions made in this chapter, Chapter 6 considers the effect of bed
roughness uncertainty in a numerical model applied to the Pentland Firth. Sec-
ond, this chapter has considered only the effect on removable power, which does
not take into account mixing in the wake of the turbines, instead of available
power. Future work, would apply the present methodology to linear momentum
actuator disk theory (Houlsby et al., 2008) to include the effect of wake mixing.
Third, the chapter has solely focused on uncertainty in background friction and
not turbine drag itself. Future work would consider uncertainty regarding the
correct value for enhanced bed roughness to use in a depth-averaged model to
capture accurately the thrust exerted by rows of turbines Kramer and Piggott
(2016); Vogel et al. (2013).
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Chapter 5
Uncertainty in turbine resistance
In order to incorporate the presence of tidal turbines, numerical models must
implement the proper thrust produced by the turbines to ensure that correct
amounts of momentum and energy are removed (Kramer and Piggott, 2016).
Several models (e.g. TELEMAC, MIKE 21, ROMS and FVCOM) incorporate
the thrust due to arrays of turbines at regional scale, informed by properties
determined from turbine-scale models, in terms of an equivalent drag term.
For depth-averaged models, this equates to enhanced bed roughness (Kramer
and Piggott, 2016). In practice, the force exerted by turbines is often assumed
to have quadratic dependence on the depth-averaged velocity. Within depth-
averaged numerical models, the presence of turbines may be represented by an
increase in the local bed friction coefficient at either a grid cell of similar size as
the physical turbine or else smeared out over a larger area. There is, however,
uncertainty in the correct value to use for this frictional increase. Arrange-
ment of the tidal devices, the presence of support structures, coastal geometry
surrounding the turbines (Adcock et al., 2015), and modelling of the upstream
velocity (dependent on numerical grid resolution) (Kramer and Piggott, 2016)
all affect the value used for the drag coefficient representing the turbine thrust.
This chapter examines the effect of uncertainty in turbine drag representa-
tion on the average extractable power from a channel and the standard deviation
of its distribution. The chapter also explores how the introduction of uncertainty
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alters the value of optimal turbine tuning used to maximise the expected power
removed. To this end, the three analytic models of tidal power extraction are
again considered (for further details see Chapter 4). A very brief recap fol-
lows. The first model is that of Garrett and Cummins (2005) (hereafter GC05)
wherein an analytic solution is derived for the power from a channel connecting
two large ocean basins in the quasi-steady limit. The second is that of Ven-
nell (2010) (hereafter V10) who relaxes the quasi-steady assumption necessary
for the analytic solution of GC05 and determines an approximate solution for
power from a channel by linearising the drag term in the governing equation. In
both cases, the channel is fully spanned by turbines. The third model is from
Garrett and Cummins (2013) (hereafter GC13) in which an expression for the
power from a circular turbine farm in unconfined flow is obtained. These mod-
els, despite idealisations, are nonetheless useful to understanding leading-order
trends in power extraction from a channel (Adcock et al., 2013). In the models,
solutions are derived in terms of a bed roughness parameter and a turbine drag
parameter. Following the approach taken in Chapter 4, uncertainty in the latter
is now introduced by performing a local expansion of the solution for power in
terms of a perturbation to the turbine drag around its mean value. The resulting
expression for expected power includes stochastic correction terms in addition
to the deterministic term, where the correction terms are proportional to the
statistical moments of the probability density function of the turbine drag.
5.1 Stochastic expansion
Uncertainty is introduced into the GC05, V10, and GC13 models by expressing
the turbine drag parameter as a random variable with a known mean value µλT
and a random fluctuation ∆λT about this mean, i.e. λT = µλT + ∆λT . For
fluctuations that are small compared to µλT , the above solutions for power may
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be expanded as a Taylor series in ∆λT about the mean turbine drag. For the
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From this expansion, and the equivalent for the models V10 and GC13, analytic
expressions for expected power, standard deviation, and optimum mean turbine
drag are determined in terms of the statistical moments of the turbine drag input
distribution.
Expected power Application of the expectation operator to (5.1) gives the















where σλT 2 = E[∆λT
2] is the variance in turbine drag parameter. The first
term in the expression is simply the power calculated at a turbine drag equal
to the mean, λT = µλT . The second term is a stochastic correction, taking into
account the spread of the turbine drag parameter values about the mean with
a standard deviation of σλT . Higher-order terms have been neglected here but
give further contributions that take into account e.g. asymmetry in the input
distribution of the turbine drag (i.e. the skewness) or its peakedness (kurtosis).













and the same procedure may be used to find the expected power from V10. The
expression for E[PV10] has not been given here due to its length.
The expected power under turbine drag uncertainty for the models GC05,
V10, and GC13 is plotted in Figure 5.1 for different channels, i.e. different
values of bed roughness parameter λ0, and at different values of turbine drag
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λT = 0.5 σλT = 0.9
Incl. inertia, V10 σ
λT = 0.5 σλT = 0.9
Unconfined farm, GC13 σ
λT = 0.5 σλT = 0.9
Figure 5.1: Expected power as a function of mean turbine drag for different
channels, λ0 = {0.5, 1.0, 2.0}, and different values of turbine drag standard de-
viation. Power from deterministic models is shown as a continuous line. Dashed
and dot-dashed lines represent expected power from stochastic expansions at
σλT = 0.5 and σλT = 0.9 respectively.
volatility σλT = 0.5 and σλT = 0.9. The value λ0 = 0.5 corresponds to a
very large and deep tidal strait where inertia makes a significant contribution
to the channel dynamics. A value of bed roughness parameter of λ0 = 1.0 is
representative of a channel similar to that of the Pentland Firth (Vennell et al.,
2015). The value λ0 = 2.0 indicates a small, shallow channel where natural bed
roughness becomes dominant in the dynamic balance.
Irrespective of channel or model, for small values of µλT , the effect of uncer-
tainty is to reduce the expected power relative to the deterministic solutions.
Furthermore, the greater the standard deviation in turbine drag, the greater
the reduction in expected power. However, as the value of µλT increases, a
changeover occurs and the expected power becomes enhanced compared to the
deterministic power. For the models of GC05 and GC13 this changeover occurs
at µλT = 4λ0. The magnitude of the increase is small at such high values of
turbine drag because power is increasingly insensitive to fluctuations in turbine
drag at large total channel drag. However, it may be noted that such a high
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value of bed roughness parameter corresponds to an feasibly large deployment
of turbines and is double the optimal turbine drag.
More generally, the stochastic correction terms in (5.2) and (5.3) arise from
the third term in the respective Taylor expansions, which in turn is given by the
second derivative of the solution for power. The leading-order change, therefore,
is dependent on the concavity of the power curve with respect to the turbine
drag. Near the optimum the second derivative of power with respect to tur-
bine drag is necessarily negative. Hence, the stochastic correction term also is
negative for sufficiently low values of turbine drag, µλT < 4λ0. That is, for low
turbine deployments, realistic for early stages of turbine deployment, the effect
of uncertainty in turbine drag will invariably be to decrease the expected power.
As the value of µλT increases with respect to the natural bed roughness, change
in expected power becomes positive as the power curve becomes convex.
The behaviour of the power can be observed more generally in response to
changes in turbine deployment relative to the natural bed roughness. Figure
5.2 shows the fractional change in expected power per unit relative variance in
λT as a function of the scaled mean turbine drag. For the models GC05 and
GC13, the curves collapse onto a single curve upon scaling. For the V10 model,
the behaviour of the expected power depends on the dynamic balance between
natural friction and inertia in the channel and thus the value of λ0, as shown
by the set of coloured curves. Channels which are more inertia dominated, i.e.
lower value of λ0, remain concave for greater values of µλT /λ0 than the quasi-
steady model of GC05 and hence show a decrease in expected power for a larger
range of turbine deployment. Furthermore, expected power is reduced by a
greater proportion in the V10 model than in the quasi-steady case as, while the
absolute change in power is very similar for all three models, the deterministic
power from V10 is significantly smaller than that of GC05.
Interesting to note is that the behaviour of the GC13 model under uncer-



























Figure 5.2: Fractional change in expected power per unit relative variance in
turbine drag as a function of mean turbine drag scaled by background friction.
Coloured lines correspond to the model V10 at different values of bed roughness
parameter λ0.
turbine layouts. This is because the dependence of the power on the turbine
drag is similar in all three models: there is a trade-off between the slowing of
the flow with increasing thrust exerted by the turbines and the increased power
extracted via the same thrust. As a result, any uncertainty in the turbine
drag will have similar qualitative effects in all three models. Further, because
the changeover of the power curve from concave to convex occurs at the same
relative turbine drag µλT /λ0 for both GC13 and GC05, the switch from a neg-
ative to a positive change in expected power coincides for the two models at
µλT /λ0 = 4. This similarity is in contrast to the effect on power due to un-
certain bed roughness, for which the channel models, GC05 and V10, give very
different results to the unconfined model of GC13 in Chapter 4. In GC13, the
natural bed roughness acts to funnel the flow through the farm in addition to
slowing it such that the effect of bed roughness uncertainty has the opposite
effect in GC13 compared to GC05 and V10.
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Standard deviation The spread of possible power values about the mean
power is given by the standard deviation σP and may be calculated from σP 2 =
E [(P− E[P])2]. To leading-order, for the GC05 model, the standard deviation
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Similarly, for GC13, the standard deviation is then
σPGC13 =







µλT (µλT + 2λ0)
σλT +O(E[∆λT
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The ratio of standard deviation in power to standard deviation in turbine
drag as a function of mean turbine drag is plotted in Figure 5.3 for the same set
of channels as Figure 5.1. This ratio σP/σλT is the amplification of the uncer-
tainty in λT to uncertainty in power. For almost all values of mean turbine drag
µλT









































Quasi-steady, GC05 Incl. inertia, V10 Unconfined farm, GC13
Figure 5.3: Amplification of uncertainty in turbine drag to uncertainty in power
measured by the ratio of standard deviation in power to standard deviation in
turbine drag as a function of mean turbine drag for different channels, λ0 =
{0.5, 1.0, 2.0}.
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the amplification is less than unity, i.e. the models act to decrease input uncer-
tainty. In the limit of very little turbine deployment µλT → 0, the amplification
factors for GC05 and GC13 tend to σPGC05/σλT → λ
−3/2
0 and σPGC13/σλT → 1/4
respectively. For the model of V10, the amplification in this limit depends on
the value of λ0 but tends to 4/(3π) as the inertia increases λ0 → 0 and falls off
with increasing bed roughness.
A general trend may be explored through considering the amplification of
standard deviation, that is, the ratio of the relative standard deviation in power
σ̂P = σP/Pdet to the relative standard deviation in turbine drag σ̂λT = σλT /µλT .
This has been plotted as a function of the mean turbine drag relative to bed
roughness parameter in Figure 5.4. For all models, the ratio drops to zero
for a particular value of µλT , corresponding to the optimum turbine drag of
the deterministic solution. The standard deviation in power is related to the
standard deviation in the uncertain turbine drag through the gradient in the
power curve as the probability density function (pdf) for λT is mapped through
this curve to produce the corresponding pdf for power. Consequently, a shallow
µλT
/λ0














Inertia incl., V10 λ0 = 0.1
Inertia incl., V10 λ0 = 0.3
Inertia incl., V10 λ0 = 0.5
Inertia incl., V10 λ0 = 1.0
Inertia incl., V10 λ0 = 5.0
Unconfined farm, GC13
Figure 5.4: Ratio of relative standard deviation in power to relative standard
deviation in turbine drag, as a function of mean turbine drag scaled by bed
roughness parameter.
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gradient produces a power pdf that is less spread out than a steeper gradient.
At the optimum, by definition, the gradient is zero and there exists only one
value that the expected power may take. The power from low friction channels
(λ0 is small) exhibits a greater sensitivity to the volatility in turbine drag as
changes is turbine drag have a greater effect on the channel’s dynamic balance.
As the deployment of turbines increases and µλT /λ0 → ∞, the ratio for the
channel models GC05 and V10 approaches 1/2 (uncertainty is reduced) while
for GC13 it approaches unity (unit transfer of uncertainty).
Optimal turbine drag Another effect of uncertainty is that the maximum of
expected power occurs at increasingly higher values of mean turbine drag upon
introduction of uncertainty. This may be seen in Figure 5.1 where the peak
power shifts with increasing σλT . The optimal value of turbine drag is altered
to maximise the expected power out. To first order, the optimal mean turbine
drag is
µλT ,GC05







Equivalently, for GC13, the optimal turbine drag is given by






The relative change in turbine drag, along with that of V10, has been plotted
in Figure 5.5.
A general trend in the change of optimum turbine drag may be found by con-
sidering the stochastic optimum as a perturbation from the deterministic one,
that is µ∗λT = µ
∗
λTdet
+ ∆µ∗λT . The perturbation may be found to leading-order
by expanding the expression defining the stochastic optimum, ∂E[P]/∂µλT = 0
about the deterministic value µ∗λTdet in order of the small perturbation. After







































Figure 5.5: Fractional change in optimal turbine drag scaled by turbine drag
volatility as a function of bed roughness parameter.
where subscripts denote differentiation. As it is evaluated at the maximum,
PλT ,λT is negative. More generally, the second derivative is in effect the respon-
siveness of power to uncertainty in λT and is plotted in Figure 5.6 for the three
models with respect to turbine drag. From the figure, it is clear that the third
derivative PλT ,λT ,λT is positive near the deterministic optimum. From 5.10, the
change in optimal turbine drag is thus positive.
An under-designed channel, one with turbine deployment less than the opti-
mum, is extremely sensitive to changes in µλT . The magnitude of the responsive-
ness reduces as more turbines are added. A channel with a greater deployment
of turbines exhibits a smaller response to turbine drag uncertainty. Hence the
optimal deployment of turbines, when the actual value of turbine drag is uncer-
tain, is greater than predicted by deterministic models as the responsiveness of
the power to volatility in turbine drag reduces. For very large values of µλT , the
gradient in Figure 5.6 becomes negative, however this is at turbine deployments
far beyond the optimum and likely to be unfeasible.
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Figure 5.6: Responsiveness of power to turbine drag uncertainty measured as
second derivative of power with respect to turbine drag as a function of mean
turbine drag uncertainty for a channel with λ0 = 1.0. For the GC05 and GC13
models, the optimum (deterministic) turbine drag is at µλT = 2λ0 = 2.0
5.2 Quantitative estimates
The effect of uncertain turbine drag is next determined in terms of the change
in power as a percentage of deterministic power and the percentage volatility
in the power. To do so, an estimate for the relative standard deviation σ̂λT is
required. In all models, λT is a linear multiple of the turbine drag coefficient Ct.
As a result, because the mean and the standard deviation of a random variable
scale the same way if this variable is multiplied, σλT /µλT = σCt/µCt . To a first
approximation, the uncertainty in turbine drag parameterisation is taken to be
equivalent to that in bed roughness. Following the argument in Chapter 4, this
is thus given by σ̂λ0 = 0.41.
Expected power Figure 5.7 shows the change in expected power as a per-
centage of the deterministic power for a relative turbine drag uncertainty of
σ̂λT = 0.41. The largest reduction occurs for inertia-dominated channels (λ0 =

























Figure 5.7: Percentage change in expected power as a function of the mean
turbine drag scaled by bed roughness parameter resulting from a turbine drag
uncertainty of σ̂λT = 0.41 and for different channel dynamics in the V10 model.
of up to 10% occur in the unconfined farm model. However, these occur at
infeasibly large turbine deployments µλT  λ0. For small values of µλT /λ0, the
reduction in expected power is on the order of 5%.
Standard deviation Figure 5.8 shows the standard deviation in power as
a percentage of deterministic power for a relative turbine drag uncertainty of
σ̂λT = 0.41. For all models, the volatility in power is at a maximum at the very
initial stages of turbine deployment where the relative standard deviation is as
high as 40%.
5.3 Conclusions
Uncertainty from several sources may affect the power estimates for a potential
site. This chapter has examined the effect of uncertainty in the correct repre-
sentation of turbines via an enhanced bed roughness parameterisation. Three
analytic solutions previously established in the literature and outlined in Chap-





















λ0 = 0.5λ0 = 1.0
λ0 = 5.0
Figure 5.8: Relative standard deviation in power due to turbine drag uncertainty
(σ̂λT = 0.41) as a function of scaled mean turbine drag at different values of λ0
for V10.
an analytic solution for the power removed by turbines fully spanning a channel
in the drag-dominated limit, Vennell (2010) (V10) who relaxes this limit by
retaining the inertial term in the governing equation and deriving an analytic
solution to an approximation of the governing equation by linearising the drag
term, and Garrett and Cummins (2013) (GC13) who consider a laterally uncon-
fined turbine farm which allows for bypass flow. By using perturbation methods
on the solutions presented in these models, leading-order expressions have been
obtained for the expected power, standard deviation in power, and optimal tur-
bine drag (which maximises expected power). By applying these expressions to
a quantitative estimate for turbine drag uncertainty, namely σ̂λT = 0.41, the fol-
lowing findings were made. First, for small-scale turbine deployment (µλT < λ0)
turbine drag uncertainty will invariably act to reduce expected power and can
do so by as much as −6% for small, friction dominated channels. Second, for
significantly underdesigned channels (µλT ≈ 0) power standard deviation may
be as high as 41%. This however drops off quickly as more turbines are added
and the deterministic optimum is approached, where the standard deviation in
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power drops to zero. Finally, the optimal deployment of turbines is greater than
predicted by deterministic models upon consideration of uncertainty. The value
for the fractional increase in optimum turbine drag is a function of the variance





The Pentland Firth is located at the northern end of Great Britain, separating
the Orkney Islands from the Scottish mainland (see Figure 6.1). It conveys
extremely fast tidal flows with velocities regularly exceeding 3 ms−1 making the
Pentland Firth a prime candidate for tidal stream energy extraction (Draper
et al., 2014). Currents through the strait are driven by head differences between
(a)
(b)
Figure 6.1: (a) Location of the Pentland Firth within the United Kingdom and
(b) close up. (Source: Wikipedia commons.)
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water levels in the Atlantic Ocean and the North Sea, resulting largely from the
phase difference of the tidal elevation between the two bodies of water as the
tide propagates around the Orkney Islands from one side to the other (Adcock
et al., 2013). The flow is further accelerated by the constriction of flow passages
due to the presence of landmasses.
Several assessments have been made of the power that may be extracted
from the Pentland Firth (see Table 1.1 in Chapter 1). There exists significant
discrepancy between the values obtained, largely due to uncertainty associated
with model choice, i.e. model assumptions, model setup, power metric used,
etc.. However, some of the discrepancy may be attributed to uncertainty arising
from other sources such aschoice of parameter values and boundary conditions
(see Chapter 1).
In this chapter, the numerical technique for probability distribution transfer
outlined in Chapter 3 and the analytic expansion method derived in Chapter 4
are applied to a case study of the Pentland Firth, modelled using ADCIRC-CG,
an open-source finite element solver of the shallow water equations (Luettich
et al., 1992; Kubatkoa et al., 2006; Kubatko et al., 2009). The effectiveness
of leading-order estimates of the expansion method is tested in terms of their
ability to capture the effect of bed roughness uncertainty on power from an
actual channel system with complex, coastal boundaries and bathymetry.
6.2 Numerical model
Numerical simulations for the Pentland Firth were performed using the Con-
tinuous Galerkin (CG) two-dimensional depth-integrated (2DDI) version of the
ADvanced CIRCulation model (ADCIRC). ADCIRC is an open-source finite
element solver which may be used to solve the shallow water equations, fol-
lowing Hesthaven and Warburton (2008), for application on boundary fitted,
unstructured triangular grids.
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The depth-averaged shallow water equations solved by 2DDI-ADCIRC may










where ζ is the free surface elevation, h = hs + ζ is the total depth, hs being
the still water depth, (u, v) are the depth-averaged velocity components in the x
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where f is the Coriolis parameter, with f = 2ΩE sin(φ) = 1 × 10−4 s−1 for
the Pentland Firth (ΩE = 7.29212 × 10−5 rad s−1 is the angular speed of the
Earth, and φ the degrees latitude), p is the free surface pressure, g = 9.80665
m s−2 is acceleration due to gravity, α = 0.69 is the Earth elasticity factor, η
is the Newtonian equilibrium tide potential, ρ is the density of water, Mx,y the
depth-integrated momentum diffusion, Dx,y the depth-integrated momentum
dispersion, Bx,y the depth-integrated baroclinic forcings, τsx,y is the applied free
surface stresses, and τbx,y the stresses at the sea bed (see Luettich et al. (1992)
for more details). The bed stresses are assumed to be quadratic in flow speed
and are be expressed by means of the (uncertain) bed roughness coefficient Cd
via τb = (1/2)Cdu
√
u2 + v2. In the derivation of these equations it has been
assumed that the flow is essentially horizontal (i.e. uniform through depth,
which is reasonable for a turbulent boundary layer), vertical acceleration can be
ignored, the pressure distribution is hydrostatic, the seabed slopes are relatively
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small, turbulent eddies across different scales can be modelled using a single
eddy viscosity coefficient, and tides may be modelled as long waves.
Figures 6.2a and 6.2b show the unstructured, triangular mesh that was fitted
to the Pentland Firth. The mesh extends westward as far as the edge of the con-
tinental shelf in order to limit tidal reflections at the driving boundary (Adcock
et al., 2011). The mesh was originally produced by Adcock et al. (2013), after
extensive convergence testing, with the size of the elements ranging from 300
m at the location of the turbine fences to 20 km far from the strait. The mesh
resolution was chosen in a compromise between computational performance and
accuracy.
The model was forced at the open boundary by prescribing time-varying
water levels with an M2 tide of angular frequency ω = 1.4052×10−4 s−1. While
(a) (b)
(c)
Figure 6.2: (a) Mesh used in numerical solver, and (b) close-up of mesh at
location of interest in the Pentland Firth overlaid onto a Google Earth image of
the site (both taken from Adcock et al. (2013)); (c) areas of enhanced roughness
designating turbine fences (taken from Draper et al. (2014)).
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this approach may give inaccurate results due to the incorrect calculation of
mass flux at the open boundary (Garrett and Greenberg, 1977), Draper et al.
(2014) showed that little change to the natural currents at the boundary occurs
upon introduction of power extraction indicating that the ‘clamped’ boundary
condition is appropriate. The model was run for two days, with a ramp-up 0.1
days before the average power over an M2 tidal cycle was calculated.
Turbine fence representation and configurations
Energy extraction by the turbines is modelled numerically using a local increase
in bed roughness coefficient, equal to Ct, over areas representing the turbine
fences. The areas considered are shown as strips labelled A-E in Figure 6.2c.
The increase in bed roughness is uniform over these areas, with each strip being
approximately 1.5 km in width, as the power potential was shown to be stable
for widths near near this value (Draper et al., 2014). Three fence configurations
are considered in this chapter: A ‘fully-spanned channel’ configuration that
deploys fences BCD, an ‘asymmetrically confined’ configuration that deploys
fence B, and a ‘laterally unconfined’ scenario that solely deploys fence C.
The average power removed from the flow by the turbine fences over a tidal
cycle is found by calculating the dissipation due to the increase in roughness











where ρ is water density (taken to be 1027 kg m−3), T = 2π/ω is the tidal
period, Aturb is the plan area of enhanced bed roughness, and u = (u, v)T is the
depth-averaged velocity vector.
6.3 Results
The numerical model was run systematically for a range of values of bed rough-
ness and turbine drag coefficients to create a matrix of the power removed by
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deployed fences for each of the different configurations outlined above. To ob-
tain a finer resolution for the PDF transfer, cubic splines were applied to the
power values for Cd and Ct, and the results interpolated onto a fine grid of
linearly spaced values.
Figure 6.3 shows a selection of the resulting power surfaces (left hand sub-
plots) and contour plots (right hand subplots) after application of the splines.
The locations of optimal turbine drag (i.e. value that maximises the power
dissipated for a given value of bed roughness coefficient), are indicated as a
red curve. From these curves, it is evident that channel configuration and ge-
ometry affects optimal turbine drag, with the largest value being exhibited by
the fully-spanned fence configuration. The plots show that the power peaks for
sub-channel deployments are steeper and exhibit larger gradients with respect
to Ct (Figures 6.3c and 6.3e) than power from a fully-spanned channel (Figure
6.3a). This in turn affects how the expected power changes with uncertainty
in Cd, because this change is, to leading order, dependent on gradients in the
power surface (see Chapter 4), as is explored in the next sections.
6.3.1 Statistical moments for power
To determine the expected power for a given probability density function (PDF)
of bed roughness coefficients with mean µCd and standard deviation σCd , the
methodology proposed in Chapter 3 was employed. In summary, the PDF in Cd
was transferred numerically through the power surface to determine the corre-
sponding distribution for power and hence calculate the statistical moments. As
before, the input distribution used is a symmetrically truncated normal distri-
bution, chosen to prevent negative values of Cd from being assigned a likelihood
of occurrence. The distribution was generated for different scenarios of mean
bed roughness coefficient, µCd = {0.0025, 0.005, 0.016}, termed low, medium,
and high channel drag scenario, respectively. The standard deviation of the
truncated distribution (not the untruncated ‘parent’ normal distribution) was
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Figure 6.3: Power extracted by fences BCD (panels a and b), fence B (panels c
and d), and fence C (panels e and f) as a function of bed roughness coefficient Cd
and turbine drag coefficient Ct. The red line indicates the location of maximum
power dissipation.
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set to σ̂Cd = σCd/µCd = 0.41, as in Chapter 4. For each of the three channel
drag scenarios, the values of expected power and standard deviation for a given
value of Ct were calculated. Figure 6.4 shows the results (as black curves) in
terms of normalised power statistics as a function of the ratio of turbine drag
to mean bed roughness coefficient. The left hand subplots show the change
in expected power as a percentage of the deterministic power, the right hand
subplots display the relative standard deviation in power. Each row of subplots
presents the results for a different value of mean bed roughness coefficient. The
locations of deterministic optima are indicated by open circles.
As may be seen from the figures, all fence configurations exhibit an increase
in expected power, particularly at low values of relative turbine drag. As the
turbine drag increases, the effect of uncertainty in bed roughness coefficient
becomes smaller. This is because the power dissipated becomes less sensitive to
the value of Cd, as indicated by the flattening of the power surfaces for all fence
configurations shown in Figure 6.3.
Of the three fence deployments, the asymmetrically confined fence config-
uration (black dashed curves) is most heavily impacted by uncertainty in Cd,
indicated by a larger relative change in expected power compared to the other
fence configurations for the low and medium channel drag scenarios. Moreover,
the relative standard deviation in power σP/Pdet is greatest for this deployment.
The laterally unconfined fence configuration (black dot-dashed curves, fence
C), appears to be most affected by the change in mean bed roughness coefficient,
first increasing by a factor of four as µCd doubles from the low (panel a) to the
medium (panel c) channel drag scenario and then more than tripling as the
mean bed roughness coefficient itself triples as we move to the high channel
drag scenario (panel e).
At high channel drag, the plots for percentage change and for relative stan-
dard deviation for all three fence configurations approximately collapse onto
each other. This indicates that the sensitivity of fence configurations, i.e. the
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(a) Low channel drag, µCd = 0.0025
Ct/µCd





















(b) Low channel drag, µCd = 0.0025
Ct/µCd




















(c) Medium channel drag, µCd = 0.005
Ct/µCd






















(d) Medium channel drag, µCd = 0.005
Ct/µCd



















(e) High channel drag, µCd = 0.016
Ct/µCd




















(f) High channel drag, µCd = 0.016
Ct/µCd





















Figure 6.4: Effect of bed roughness coefficient uncertainty on expected power
(left column of panels) and standard deviation in power (right column of panels)
for different turbine fence configurations (BCD is continuous, B is dashed, and
C is dot-dashed black lines) and values of mean bed roughness coefficient. The
locations of deterministic optima are indicated by open circles (location for BCD
in panel a is off the plotted axis). Red lines designate results calculated from
the expansion method for the models GC05 (dashed), V10 (continuous), and
GC13 (dot-dashed plots).
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gradient of power on Cd, becomes similar as we move to regions on the power
surfaces at high values of Cd. An interpretation of this is that, high chan-
nel drag, despite fluctuations, acts to confine flow and helps funnel it into the
turbine fences.
Comparison against simplified analytic models of Chapter 4
To test the ability of the analytic models to determine power from channels
with complex bathymetric features and sub-channels, the analytic models of
Chapter 4 are compared to the numerical results determined above. Overlaid
onto the numerical results (black lines) in Figure 6.4 are results calculated using
the expansion method from Chapter 4 (red lines) for the different models of
Garrett and Cummins (2005) (GC05, quasi-steady flow), Vennell (2010) (V10,
approximate solution with inertia retained), and Garrett and Cummins (2013)
(GC13, laterally unconfined flow). The values for µλ0 and and λT/µλ0 associated













































Figure 6.5: (a) λ0 as a function of phase difference in a channel (reproduced
from GC05), and (b) λ0 as a function of Cd.
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As shown by GC05, the phase lag of the peak volume flux behind the dy-
namic driving head difference along the length of the channel uniquely defines
the value of λ0 for this channel, owing to the relative strength of inertia and
bed roughness acting in the channel. Hence, for a known phase lag, λ0 can be
determined using Figure 4 in GC05, which has been replicated in this thesis as
Figure 6.5a. The phase lag for the Pentland Firth for a given value of Cd de-
termined by performing numerical simulations using the Pentland Firth model
without turbines and analysing the time series for the head difference across the
channel and the flow rate. The head difference across the Pentland Firth was
measured by subtracting the elevation time-series at point P1 (58◦44′31.82′′ N,
−3◦38′25.05′′ E) from that at point P2 (58◦39′39.53′′ N, −2◦41′28.21′′ E), see
Fig 6.2c. These points are sufficiently far outside the channel that the head
difference is no longer affected by either a jet exiting the channel or flow be-
ing ‘sucked’ into it. The flow rate was measured across a central transect of
the channel. The time series was least-squares fitted with a sine series and the
phase differences subtracted. Results are shown in Figure 6.5b, which shows
the dependence of λ0 on Cd for the present Pentland Firth case study. This plot
was used to determine the value of µλ0 for the three values of µCd correspond-
ing to the scenarios considered herein. Table 6.1 lists the mean and standard
deviation of λ0 for a given bed roughness coefficient scenario, determined as-
suming a linear relationship λ0 = αCd as in Chapter 4, and by transforming a
normally distributed PDF for Cd using the graph of Figure 6.5b. The values
determined using the two methods are very similar to one another, due to the
fact that the plot in Figure 6.5b is locally well-approximated by a linear fit and
the PDFs only sample a small portion of the graph at each Cd = µCd . As a
result the values used for mean bed roughness parameter in the analytic results
were µλ0 = {0.9, 1.2, 2.1}.
Using Figure 6.4, the leading order estimates from the expansion method
may be compared with results determined from the numerical PDF transfer
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Linear transfer Non-linear transfer
µλ0 σλ0 µλ0 σλ0
Low channel drag
µCd = 0.0025
0.90 0.12 0.90 0.12
Medium channel drag
µCd = 0.005
1.18 0.22 1.17 0.21
High channel drag
µCd = 0.016
2.06 0.42 2.02 0.45
Table 6.1: Value of mean channel drag parameter µλ0 for a given mean bed
roughness coefficient µCd and a relative standard deviation of σ̂Cd = σCd/µCd =
0.41.
method. It is worth noting that the analytic models of GC05, V10, and GC13
are derived for simplified geometries, and that the expansion method yields
only leading order estimates for the expected power and standard deviation.
Nonetheless, the approach yields results of the same order of magnitude as
the numerical results. In particular, the models of GC05 and V10, appear
to bound the change in expected power determined numerically for the low
channel drag scenario. V10 gives good agreement with most fence configurations
for large values of relative turbine drag Ct/µCd for low and high channel drag
scenarios, but not for the medium channel drag case. GC13, on the other
hand, does not give good estimates (predicting a decrease in expected power)
as it models a circular patch of roughness in fully unbounded flow, which is
a different geometry to that considered herein for the case of the Pentland
Firth. Discrepancies are particularly pronounced at low Ct/µCd values, and the
qualitative behaviour of the expansion method results for V10 also differs to
that from the numerical calculations. This indicates that the analytic models
are less adequate at estimating changes in power extracted at low turbine drag.
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6.4 Conclusions
This chapter has examined the effect of bed roughness uncertainty on power
estimates from a numerical model of the Pentland Firth, U.K. in terms of change
in expected power and standard deviation. These results were compared with
leading order estimates made using an expansion based method applied to closed
form solutions for power determined from three analytic models, GC05, V10,
and GC13, as introduced in Chapter 4. The numerical simulations of the effect of
bed roughness uncertainty show an increase in the expected power, particularly
for low values of turbine drag, which is also exhibited by two of the three
analytic models, GC05 and V10. The third model, GC13, however does not
capture the effects due to uncertainty, as it was derived for a different flow
geometry, indicating that the behaviour of sub-channel fence deployments is
still dominantly that of a closed channel rather than that of a free standing
turbine farm. Further work to explore the impact of bed roughness uncertainty
in multiply connected channels is therefore required and it might be useful
to incorporate uncertainty into the electrical analogy model of Draper et al.
(2013) which is able to take account of tidal fences within sub-channels. The
sensitivity of power, both in terms of change in expected power and magnitude
of standard deviation, increases with increasing mean bed roughness coefficient.
Finally, while the expansion model is able to estimate the magnitude of relative
change in expected power and relative standard deviation calculated by using
the numerical PDF transfer, it is not able to capture the trends in behaviour





In assessing the power available from rivers and tides, it is important to take into
account uncertainty that can affect the accuracy of resource estimates. Such
uncertainty can arise from inexact specification of physical parameters (such
as bed roughness, flow geometry, turbine drag, tidal components, etc.), math-
ematical modelling parameters (such as model assumptions, approximations,
boundary conditions), and numerical parameters (such as grid resolution, time
step). The thesis has focused on the effect of uncertainty in bed roughness coef-
ficient and turbine drag on stream power estimates. The effect was quantified in
terms of the expectation value and the standard deviation in power from fences
of turbines modelled as enhanced bed roughness. This chapter summarises the
main conclusions of the thesis and suggests avenues for further research.
7.2 Methodology for uncertainty transfer
Three methods were devised to study the effect of bed friction uncertainty in
river and tidal power assessment.
The first method involved the expansion of a functional expression for power
as a Taylor series in terms of small fluctuations in bed roughness coefficient,
resulting in leading order changes to the expected power in the deterministic
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state. This method is useful because only the statistical moments for the bed
roughness are required to determine the expected power and standard deviation
without exact knowledge of the PDF. In particular, analytic expressions were
obtained for the power statistics, commencing from existing non-dimensional
forms of the depth-integrated shallow water equations.
The second method involved the numerical transfer of the probability density
function (PDF) for the bed roughness coefficient through to a PDF for power.
This method can be applied where the functional dependence of power on bed
roughness is unknown. Potentially, this is a powerful technique that can be
applied as a ‘black box’ to a wide range of uncertainty propagation problems in
hydraulic engineering (e.g. tidal power assessment, urban flood risk, pollution of
water bodies, coastal flooding, sediment transport and morphological change).
The third method comprised an analytic PDF transfer which required knowl-
edge of both the input PDF and the functional dependence of power. For a given
input PDF and power function, this is mathematically the most exact of the
methods considered.
A study was undertaken of the effect of bed friction uncertainty on turbine
power assessment in steady, one-dimensional flow, representative of a river. An
analytic expression was derived for power extracted, and comparison under-
taken between results from the three uncertainty propagation methods. Excel-
lent agreement was achieved between the numerical and analytic PDF transfer
methods. The degree of agreement improved as the numerical mesh was pro-
gressively refined. Results from the expansion method were also in satisfactory
agreement with the predictions by the two PDF transfer methods. Here, the
agreement improved with increasingly higher orders included in the underlying
series.
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7.3 Effect of bed roughness uncertainty on tidal
power assessment
The effect of uncertainty in bed roughness coefficient was explored using the
expansion method applied to the following three analytic models available in
the literature for tidal stream resource assessment: (1) the quasi-steady state
channel model of Garrett and Cummins (2005) (GC05) where a fence of tidal
turbines completely spans the flow; (2) a relaxation of the steady-state assump-
tion of GC05 where the inertial term is retained in the governing equation and
an approximate solution found by Vennell (2010) (V10); and (3) the laterally
unconfined model of Garrett and Cummins (2013) (GC13) where a circular tidal
turbine farm in free shallow flow is modelled as a circular patch of enhanced
friction.
All three models exhibited an increase in standard deviation as well as a
shift in mean (expected) power upon introduction of uncertainty. In both the
channel models, GC05 and V10, the expected power increased, i.e. the average
power determined from a distribution of bed roughness coefficients was greater
than the power calculated using the average value of the bed roughness coef-
ficients; this was due to the nonlinear dependence of power on bed roughness.
However, the increase in expected power reduced with increasing inertia in the
channel; this was because bottom friction had less influence on the flow velocity
as inertia became more dominant in the dynamic balance for the channel. The
unconfined model of GC13, on the other hand, exhibited a decrease in expected
power because the dependence of flow velocity through the turbine farm on bed
roughness was fundamentally different to that of the channel models. In the
unconfined geometry of GC13, bed roughness did not act solely to decrease the
flow speed, but also to funnel the flow through the farm by impeding the by-pass
flow.
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A case study was undertaken for the Pentland Firth using numerical data
provided by an existing, validated depth-averaged shallow flow model (CG-
ADCIRC) fitted to the ocean around the north of Scotland. Expected power
values were calculated using the numerical PDF transfer method applied to
the power surface (linking bed friction to power estimates) obtained using the
numerical model. A comparison was made between these estimates and the
expected power determined using the expansion method applied to the three
analytic models. Close agreement in magnitude of expected power was achieved
between the numerical model, and GC05 and V10 analytic model results. How-
ever, the analytic models were unable to predict the general trends in the relative
change in expected power with varying turbine drag. Results from the GC13
model were not in good agreement with the numerical model, indicating that
the behaviour in a multiply connected channel corresponds more to flow in a
fully-spanned channel rather than a unconfined farm.
7.4 Effect of turbine drag uncertainty
In addition to uncertainty in bed roughness coefficient, the thesis has also as-
sessed the impact of uncertainty in correctly parameterising the turbine drag.
Essentially the same expansion technique as used previously for bed friction
uncertainty was applied, this time for turbine drag uncertainty, to the GC05,
V10, and GC13 analytic models. By considering small perturbations in turbine
drag, expressions for expected power and its standard deviation were derived.
From the expressions, the following conclusions can be drawn.
• For small-scale turbine deployment (i.e. mean turbine drag smaller than
bed friction), turbine drag uncertainty would reduce expected power and
could do so by as much as −6% for small, friction dominated channels.
• For significantly under-designed channels (mean turbine drag approaching
zero), the power standard deviation could reach 41%. This however would
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drop off rapidly as more turbines are added and the deterministic optimum
is approached, and the standard deviation in power drops to zero.
• The theory predicts that the optimal deployment of turbines should be
greater than predicted by deterministic models when turbine drag uncer-
tainty is considered. The fractional increase in optimum turbine drag is
a function of variance in turbine drag and the dynamic balance in the
channel.
7.5 Recommendations for further research
The following bullet points provide a non-exhaustive list of ideas for further
research that could be carried out as a result of the present work:
• The methods for uncertainty transfer outlined in this thesis could readily
be applied to other free surface flow problems such as river flow routing,
urban flooding, and debris flows, in each case accounting for uncertain
terrain and terrain cover.
• The models for tidal power assessment considered in the thesis are highly
idealised. More realistic models are worth investigation, such as linear mo-
mentum actuator disc models to represent the presence of tidal turbines.
Such models allow for by-pass flow and can distinguish between extracted
and available power, and could be used to track the effect of uncertainty
on the local flow field and changes to the local environment (including sed-
iment transport, bed morphological change, contaminant transport, water
quality, and other ecological indices).
• The comparison study for power uncertainty in the Pentland Firth showed
that analytic models do not accurately predict uncertain tidal stream
power extraction from multiply connected channels. By considering a
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power model that includes one or more sub-channel(s), such as the elec-
trical analogy model derived by Draper et al. (2013), the effect of uncer-
tainty at one tidal site on the power resource of another could be explored,
which could have important impacts of tidal site leasing strategies.
• One feature which has not been considered is the possibility of spatially
varying bed roughness coefficients and associated uncertainty. These could
be incorporated, with knowledge of the coefficient decreasing with distance
to a measuring point, by including a stochastic bed roughness coefficient
within the governing momentum balance of the shallow water equations.
• Further research is recommended into developing analytic models that
combine different sources of uncertainty (such as in bed roughness and
turbine drag) using a multi-dimensional Taylor expansion. This would
require knowledge of the correlations between the different random vari-
ables.
• The present work has considered forward propagation of uncertainty. It
would be of considerable use for risk and reliability analysis, to carry
out back-fitting exercises whereby the PDF of the ‘input variable’ (bed
roughness coefficient, say) is determined from the PDF of the ‘output
variable’ (power, say).
• As more data become available from satellite and field observation cam-
paigns, it should be possible to obtain better estimates for PDFs of bed
roughness coefficient in different rivers and coastal basins where stream
turbines may be sited. This should also enable better fitting of input prob-
ability density functions (contenders being truncated normal, lognormal,
etc.). This thesis has concentrated on the leading order statistical mo-
ments (i.e. expected value and variance). Future effort should be put into
evaluating higher order moments (e.g. skewness, kurtosis, etc.) that shed
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light on the changes occurring in probability distributions as uncertainty
propagates through the system being modelled.
• With the availability of increased computer power, more efficient com-
putational algorithms, and large data computing (perhaps exploiting the
cloud, GPUs, etc.), it is recommended that engineers develop similar ap-
proaches to those used herein but for spatially three-dimensional flows
past river and tidal turbines, perhaps using computational fluid dynam-
ics, blade element methods, etc., to improve local resolution. Such models
could generate petabytes of output, and so this would be an area ripe for
application of data analytics techniques (especially methods that extract
simple formulae to represent very complicated patterns of behaviour).
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of free surface proximity and wave induced velocities around a horizontal axis
tidal stream turbine. In Proceedings of the 7th European Wave and Tidal
Energy Conference, Porto, Portugal.
152
Whelan, J. I., Graham, J. M. R., and Pieró, J. (2009). Inertia Effects on
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