converges for xeE, where {Qf} is a basis for the spherical harmonics of a fixed degree mjgO, w#l when l^o;<2 and m=0 when p=\. Then with ß=[a] + \ -a, JBf£ TS+ g(x) for almost all xeE.
When sai, the hypothesis feTf(x) for xeE implies that fetl(x) and 7Ve t%(x) for almost all ref (') and Theorem 1 is a known result of Calderón and Zygmund [5] . Also, Theorem 2 for a= 1 is vacuous and a replacement result is the following. converges for xeE, where the £2, are as in Theorem 2, then f e rj(x) for almost all xeE.
Theorem 3 for £2=1 was proved independently by E. M. Stein. It turns out that for all 0 < a < 2 one can replace the condition / e 7^(x) of Theorem 2 by an apparently weaker condition. See the remark at the end of §4. Although we stated our theorems for n -2 they have analogues for n = 1 which are related to the results of [13] . In their present form, our results do not include those of Sagher [7] for hypersingular integrals with complex homogeneity.
We shall prove Theorem 1 in §2, Theorem 2 in §3 and Theorem 3 in §4. §4 also contains an apparent improvement of Theorem 2.
2. Proof of Theorem 1. We will use the method in [11] to prove Theorem 1. We need a long list of lemmas, and in order to shorten their presentation we will assume 1 < a < 2 whenever convenient. We also note that it suffices to prove Theorem 1 for p= 1 since we may assume E is bounded and/has compact support and since the condition fie Tg(x) for p> 1 implies fie T"(x).
We recall that/eLJ, 1 Sp«x>, «>0, iff=J"</> = Ga * <f> for <f> eU where Ga is a positive integrable function with the following properties (see e.g. Lemma 2. Given A>0, (a) \x\*=(l + \x\2r2dß(x), (b) (1 + \x\2Y'a = \x\h dâ(x)+df(x), where dß is the sum of I, a finite linear combination of terms ô2k, k=l,2,..., and the Fourier transform of a function with derivatives up to a preassigned order belonging to all V, lSpS&>, da is the sum of 1 and a finite linear combination of terms G2k, k= 1, 2,..., and Or is the Fourier transform of a function with derivatives up to a preassigned order belonging to all V, lSpS<x>.
Parts (a) and (b) of Lemma 2 are stated in [8] . The proof of the rest of the lemma is not difficult and we omit it.
Lemma 3. LetfeL1, 1 <<x<2, a+ß=2, F=JBf. Then for almost all x,
here Fff=F* da, FX=F* dr, do and dr being defined by Lemma 2 with A=ß. Each integral is easily seen to be Od^l"-1) and the lemma follows from Taylor's formula.
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The remaining lemmas are taken from [4].
Lemma 6. Let P be a closed subset of En and U be the neighborhood of P of all points whose distance from P is less than 1. Then there is a covering of U-P by nonoverlapping closed cubes Km with c~1S dm/em Sc,0<c<oo, where em is the edge length of Km and dm is the distance from Km to P.
See Lemma (3.1) of [4] . Lemma 7 . Let P be a compact set and 8(x) be the distance from x to P, with 8(x)=0
for large x. Given X > 0 (2.2) £ is finite for almost all xeP.
&(x+z) i_i.^> dz Lemma 8 . Let F e t\(x) for x e E, E a bounded measurable set. Given e > 0 there is a closed set P<=-E, \E-P\ <e, and a decomposition F=G + H where G has two continuous derivatives and compact support, H(x)=0for x e P and f \H(x+z)\ dz S Men+2 uniformly for xeP. Moreover, given 0 < A S 2, is finite for almost all xeP, 8(z) being the distance from z to P.
Integration in (2.3) is of course extended over the complement of P. Lemma 8 for A=2 is proved in [4, p. 189-190] , and the proof for 0 < A < 2 is similar.
Lemma 9. Let h e T¿(x), 1 < a < 2, uniformly for x in a closed set P, i.e.,
Jiii<«' ** ' for xeP. Then for x andx+z inP,
We can now prove Theorem 1 for l<a<2. Let/and F=Jefi ß=2 -oc, satisfy the hypothesis of Theorem 1 for p= 1. Let Fa and Fz be defined as in Lemma 3. Since FeL1 and Fz is a convolution of F with a function with bounded derivatives up to a preassigned order (Lemma 2), we may assume F, has bounded continuous second order derivatives everywhere. In particular,
for all x and z, M<cc. Since 1 < a < 2, converges absolutely everywhere. Since Û is orthogonal to polynomials of degree 1,
J\z\>e \z\ converges everywhere as e ->• 0. Hence, applying (2.1), it remains to prove the conclusion of Theorem 1 with/ replaced by
By (2.4) F, e T¿(x) everywhere and by (2.1) again, the same is true for x e E of (2.5). By Lemma 2, F" is the sum of F and a finite linear combination of terms J2kF, k ^ 1. It follows that F" e t\(x) for almost all xeE. Here we use first the fact, noted in §1, that T¿(x) and r2(x) are equivalent almost everywhere and next the fact that J2kF=J2k+"fe tlk+e(x) for almost all x (Lemma 4). Since Jfcfc 1, *»+«(*) c tl(x).
Collecting these facts, we see it is enough to prove Theorem 1 for fe T¿(x), xe E, of the form
where F e L\ and F e t2\x) for xeE. For such F, form the decomposition F= G+H of F relative to a closed set P<=E (Lemma 8). We may assume/e T¡¡(x) uniformly for x e P. Consider
where Gi=(8/8xj)G. At /=oo the integrated term is zero since a -2<0. At t=e it is 0(e«-i)=0(l). Hence (2.6)
By Lemma 5, g e T¿(x) uniformly in x for all x. Hence h-fi-g e Tl(x) uniformly for x e P. Moreover, for almost all xeP, the integral converging absolutely.
To prove Theorem 1, it suffices to show that both
J\z\>e \z\ converge for almost all xeP. Consider first ge. Since GeL2.=JaLj, it follows from (2.6) and Lemma 1 with Q= 1 that g e L% By Lemma 1 again, ge(x) converges for almost all x.
Turning to h~s, we have n e T¡(x), uniformly for xeP, i.e., for x e P \h(x+z)-h(x)-J zMx)\ dz S Men+a J|a|<« for certain h¡(x). We claim that (2. 8) hj(x) = j^H(x_z)^_^dz for almost all xeP. Observe that the integral in (2.8) converges absolutely for almost all x eP since <x> 1 (see (2.3) with A = 2). By Lemma 9, hf(x) is the derivative of n with respect to x¡ restricted to P, i.e., if e, -(0,..., 0, e, 0,..., 0) with e as they'th entry, then for almost all xeP. Since Q is bounded and orthogonal to polynomials of degree 1, lime_0 h~e(x) exists wherever (2.9) holds. If we assume that (2.7) and (2.8) hold for all x e P, it is enough to show that (2.9) holds for each point of density x of P at which (2.2) is finite for A = a and X=l and at which (2.3) is finite for A=a and A=2. Let x=0 be such a point. Then (2.9) for x=0 will follow if , fH(y) .
-C ) \y\» + ° 8(y)2-° dr < oeNow consider the part of (2.10) with integration extended over P'. For any z, write iu(z) = n(z)-n(0)-2 Zjh,(0). With the notation of Lemma 6, let pm e P be a point whose distance from each point of Km is less than a constant (independent of m) times dm. It is enough to show both is finite almost everywhere in P and need not require (1.1).
3. Proof of Theorem 2. We will prove Theorem 2 for 1 <a<2 and begin by recalling several lemmas. Lemma 2. Let FeL", \<p<co, and let F(x, e) be the Poisson integral of F.
Suppose (8r/Ber)F(x,e) has a nontangential limit at each xeE. Then given e>0 there is a closed F<=£, \E-P\ <c, and a splitting F=G + H such that G has an ordinary rth differential almost everywhere and H = 0 for x e P. Lemma 4 can be proved by the method of [4, pp. 195-197] . Take x0=0 and write
We claim that As before, A'c is bounded. To show B'e is bounded, we must estimate the first order derivatives of K(z, e) with respect to z. However, j/:\r) = -J" e-V+"+2Jm + y(s)ds.
By an argument like that used for Lemma (1.3) of [14] , (3.1) jrvW(r) = 0(l) + 0(r'), s > 0.
Hence the first order derivatives of K(z, e) are bounded by a constant times e»|z|-«-«-i-» for j = 0. This proves Lemma 6. In particular, if fie V, l^/><oo, and fie T%(x) and lim£^0/£(.v) exists and is finite for x e E, then fi(x, e) is bounded in each nontangential cone with vertex at a point of E. By a well-known theorem of Calderón (see [I] ), f(x, e) has a nontangential limit at almost every point of E. If F=Jsfi we claim this implies that (3.2) f F(x+z)[\z\2Q.(z')e-^T dz Je* has a nontangential limit almost everywhere in E. For iff is infinitely differentiable and has compact support, (3.2) is
by Lemma 2(a) of §2 with A=ß. The last integral is/(x, e) for the function/ =/* dfi, and the same is true for any fie V, 1 Sp< °o, by approximating. Hence (3.2) has a nontangential limit almost everywhere in E if both (a) fi=f* du. eT>(x) and (b) Jw>. [fi(x-z)-fi(x)](Ù(z')/\z\n+a) dz converges for almost all x e E.
(2) Since a> 1, (2) and (3) of Lemma 5 imply z¡K(z, e) is integrable.
proof is similar to that of Theorem 2, but we need a replacement for Lemma 6 of §3.
Hence let f eV, lSp< °o, and suppose
J\z\>e \Z\ converges at x=x0, where £2 is a spherical harmonic of degree mj= I, m=0 if p= 1. We claim that f(x0,e) = cm f f(x0 + z)[\z\Çl(z')e-^T dz By Lemma 2 of §3, there is for e>0 a closed F<=£, \E-P\ <e, and a splitting f=g+h such that ge /f(x) for almost all x and h=0 in P. Since/and g satisfy (4.1) so does h and Theorem 3 follows from Lemma 3 above.
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Finally, we remark that the proof just given can be modified to prove Theorem 2 under an apparently weaker hypothesis on/ In fact, the conclusion of Theorem 2 is valid if we replace the hypothesis that/e T%(x), x e £ by the condition (0 («"" j <s \f(x+z)+f(x-z)-2f(x)\" d2yP = 0(e") if0<a<l or
(ii) («-" j <e | f(x+z) -f(x-z) -2 2 a¿xyzt \* dz) ^ = 0(e") if 1<«<2, xe£.
We note here that Lemma 4 of §3 remains true if the hypothesis fe F£(x0) is replaced by (ii) above for x=x0. If instead (i) holds for x=x0 its analogue is («-» f \F(x+z) + F(x-z)-2F(x)\" dx) " = 0(e), F = y1"0/.
\ J|Z|<£ /
