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The goal of information extraction (IE) is to identify specific or useful text 
fragments from a textual document. The amount of information available 
electronically such as the World-Wide Web (WWW or Web), emails, and 
newsgroups has been growing tremendously in recent years. Much of the data 
available is in semi-structured format that cannot be queried using standard 
query languages. There has been much interest in Internet IE tasks and 
information integration systems. 
We have developed an information extraction system, known as RISER, 
to handle semi-structured documents. Based on a few user-labelled train-
ing examples, HISER can automatically learn a hierarchical record structure 
and extraction rules tailored to an information source. In hierarchical record 
structure learning, we try to automatically discover the record structure 
that represents the relationship among the attribute items for the records 
appeared in an information source. Extraction rules are then induced for 
iii 
each node in the hierarchical record structure to handle the extraction task. 
HISER can handle missing attribute items, multi-valued attribute items, 
and attribute items appearing in unrestricted orders. Experiments show 
that our HISER system is able to accurately extract information from semi-
structured documents without using sophisticated natural language process-
ing techniques. 
We also investigate the problem of adapting a learned wrapper to unseen 
information sources. To achieve this goal, we develop a technique to automate 
the process of annotating training instances for unseen information sources 
based on a machine learning technique, Support Vector Machines (SVM). 
Experiments show that it can accurately annotate the training examples of 
the target attribute items for unseen information sources. 
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This chapter gives a brief introduction of information extraction and brings 
out some key issues of information extraction from semi-structured docu-
ments. We have developed a novel framework, known as HISER (Hierarchical 
record Structure and Extraction Rule learning) [46] to handle semi-structured 
documents. The motivation and contributions of our research are discussed. 
1.1 Information Extraction 
The goal of information extraction (IE) is to identify specific or useful text 
fragments from a textual document such as a news wire article or a Web page 
17]. IE aims at transforming unstructured text or semi-structured text into 
structured data. The extracted data can be stored in a database. The in-
1 
formation can then be queried using standard database query languages or 
used for other intelligent processing without having to deal with the raw text 
documents. For example, extracting information from Web vendors allows 
online comparison-shopping agents to find the best bargain [18，69]. IE sys-
tems seem to be a promising way to handle different types of text documents 
ranging from highly structured text to free text [48]. A key element of such 
IE systems is a set of extraction rules or patterns, tailored to a particu-
lar document collection, that can identify the appropriate fragments of the 
document. 
For free text, a conventional IE problem is to fill template slots from 
natural language texts. A typical example of extraction from free text is 
the "Latin American terrorism" domain used in the Message Understanding 
Conferences (MUCs) [4，5]. The target fields in this domain are the perpe-
trator names, victim names, instruments and location of attack from a col-
lection of newswire articles on Latin American terrorism. Another example 
is the Question-Answering track in the Text REtrieval Conference (TREC) 
62，64] that aims at finding a short phrase or sentence that precisely answers 
a user's question from a text collection. To extract relevant information from 
free text, information retrieval and linguistic techniques are usually needed. 
For structured text, the information is organized in highly-structured and 
rigid format such as tabular form. The contents can be correctly extracted 
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based on a fixed ordering of the relevant contents and some uniform syntactic 
clues such as labels and mark-up tags that delimit the strings to be extracted 
13，30，40:. 
Unlike free text or structured text, semi-structured text is ungrammatical 
and does not follow any rigid format. An example of such kind of text is a 
Web page, for which grammar and good style are often sacrificed. In addition, 
the attribute items of interest may be missing, contain multiple values, or 
appear in unrestricted orders. These features make information extraction 
from semi-structured texts a challenging task. 
1.2 IE from Semi-structured Documents 
The amount of information available electronically such as the World-Wide 
Web (WWW or Web) has been growing dramatically in recent years. Inte-
grating data may significantly increase the utility of the Web and create many 
new applications. For examples, integrating information from Web vendors 
allows online comparison-shopping agents [18, 69] to find the best bargain 
for the users. Another example is the use of the information extracted from 
the Web to aid the discovery of prediction rules [26, 50] by using data-mining 
techniques and construct the schema for semi-structured data [27, 51 . 
Much of the data available is in the form of semi-structured documents 
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that cannot be queried using standard query languages and thus not ac-
cessed by other applications. There has been much interest on Internet IE 
tasks and information integration systems [3, 13，38，45]. Most documents 
on the Web can be regarded as semi-structured documents. For example, 
h t m l [66] documents contains mark-up tags and some content with free 
text between the tags. Moreover, the tag organization is usually structured, 
for example, in a hierarchical fashion. The structured tags together with free 
text constitute the essential content of semi-structured documents. A typical 
problem is that mark-up tags define how the content is to be displayed in 
a browser, but provide virtually no insight into their semantic meaning. It 
makes information extraction from semi-structured documents a challenging 
task. 
Browsing and keyword searching are two paradigms [8] for retrieving semi-
structured Web data. Despite the fact that they are intuitive, they present 
some limitations and restrictions. The major limitations of browsing as a 
search technique are that it is not cost-effective to follow huge amount of 
hyperlinks, and it is easy to get lost in the hyperspace. Keyword searching 
returns vast amount of data, which cannot be easily handled by the users. 
Although new standards such as Extensible Markup Language (XML) [65 
will simplify Internet information extraction tasks, the technique of wrap-
per induction will continue to play an important role. The reason is that 
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XML requires Web information sources to accept such standards. Still, large 
amount of data available electronically does not follow such standards. So, 
XML will make wrapper construction simpler but will not eliminate the need 
of wrappers. 
A number of different methods have been proposed to extract relevant 
information from semi-structured data such as Web documents. Unlike many 
natural language processing (NLP) systems, their works do not deal with in-
depth understanding of the content of the text-based information. These 
methods rely on the syntactic structure identification marked by mark-up 
tags. Many of these techniques make use of wrappers. A wrapper usually 
contains some rules or extraction patterns that are able to extract attribute 
items from a document collection written in a specific format. The extraction 
rules comprise some contextual patterns appearing just before and just after 
the target text field. 
Traditionally, wrappers are constructed manually [13, 30]. The disad-
vantages of hand-coded wrappers are many. They are tedious to create, 
costly and time-consuming to build and maintain, and they require high 
level of expertise. Nevertheless, wrappers have been constructed with some 
degree of automation [3, 6]. There has been substantial research on special-
ized programming languages and graphical user interface to assist manual 
construction of wrappers. Automatic wrapper can be constructed by using 
5 
machine learning techniques. In automatic wrapper construction, wrappers 
are learned from attribute annotations provided by users. These annotations 
are treated as training samples or examples. Wrapper induction generates 
delimiter-based extraction rules that do not rely on sophisticated NLP tech-
niques. 
A number of wrapper learning methods [31，40，49] have been proposed. 
However, many of them can only handle documents with simple structures. 
Some methods require the attribute items to be extracted be presented in 
a fixed order. Some methods cannot handle missing attribute items. Most 
methods would fail for attribute items organized in a hierarchical fashion. 
Existing wrapper learning methods need various forms of assumptions or 
description about the document structure. In reality, the internal structure 
and the record boundaries [22] of many semi-structured information sources 
such as Web documents are not known in advance. 
Although there has been some progress on wrapper induction recently, 
portability is another challenge to automated wrappers. Many semi-structured 
information sources, such as Internet sites, often have their own layout and 
formatting regularities. Furthermore, the layout may change from time to 
time. These factors lead to difficulties in maintaining and porting wrappers. 
Many existing works only tackle the problem of wrapper learning for informa-
tion extraction from the same source. Users are required to provide training 
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examples for each information source when the wrapper is constructed ini-
tially, or when the formatting regularities are altered. 
1.3 Thesis Contributions 
To cope with the above problems and minimize the user effort involved, we 
have developed a novel system, known as HISER (Hierarchical record Struc-
ture and Extraction Rule learning) [46]. Based on a few user-labelled train-
ing examples, HISER can automatically learn a hierarchical record structure 
and extraction rules tailored to an information source. To further reduce the 
user effort of providing training examples, HISER is able to adapt a learned 
wrapper to unseen information sources. 
For automatic wrapper construction, HISER employs a two-stage learn-
ing task, namely, hierarchical record structure learning and extraction rule 
induction. In hierarchical record structure learning, we try to automatically 
generate a representation of the relationship among the attribute items for 
the records appeared in an information source. Based on the learned struc-
ture, extraction rules will be induced for each node to handle the extraction 
task. Instead of constructing a single extraction rule that takes into accounts 
all possible attribute item orderings and arbitrary levels of embedded data, 
novel extraction rules are constructed to deal with the tasks of extracting 
( 
each attribute item from its parent in the hierarchical record structure. Our 
design can handle missing attribute items, multi-valued attribute items, and 
attribute items appearing in unrestricted orders. 
In the extraction rule induction process, HISER learns expressive ex-
traction rules that make use of limited syntactic and semantic information. 
We incorporate both syntactic generalization and semantic generalization so 
that highly accurate and more expressive rules can be learned. In most of 
the previous wrapper learning approaches, only the surrounding contexts of 
the target attribute items are considered when constructing the wrappers. 
In addition to the surrounding contexts, the content of the attribute item 
itself is considered to enrich the expressiveness of the rules. Our HISER 
system is able to accurately extract information from semi-structured docu-
ments without using sophisticated NLP techniques such as semantic tagging 
or part-of-speech tagging. While some of our description may use Web doc-
uments as examples, the technique does not confine to Web environment. It 
can be readily applied to other semi-structured information sources. 
Another feature of our HISER system is to adapt a learned wrapper to 
unseen information sources. To achieve this goal, we develop a wrapper adap-
tation approach based on a machine learning paradigm, known as Support 
Vector Machines (SVM). Novel feature selection and candidate seeking tech-
niques are developed to automate the process of annotating training instances 
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for unseen information sources. The layout and formatting of semi-structured 
documents differ among different information sources and thus the extraction 
rules of one information source usually cannot be applied to other informa-
tion sources. We observe that the semantic content of the attribute items 
of interest remains largely unchanged. In addition, the surrounding tags of 
some attribute items are often similar across different information sources. 
These regularities enable HISER to tackle the problem of wrapper mainte-
nance and adaptation because those previously-labelled training examples 
can be an approximation to the training examples that a user may provide 
for new unseen information sources. The patterns as well as the character-
istics of the surrounding contexts and the content of the previously-labelled 
training examples are learned. Eventually, the degree of confidence of the 
potential candidates being "good" positive training examples for unseen in-
formation sources can be predicted. We present encouraging experimental 
results of applying HISER to a range of semi-structured information sources 
for wrapper learning as well as wrapper adaptation. 
1.4 Thesis Organization 
The rest of this thesis is organized as follows. Chapter 2 reviews some related 
work on information extraction from semi-structured documents. Chapter 3 
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provides an overview of the proposed information extraction system, HISER. 
Chapter 4 describes the automatic hierarchical record structure construction. 
Chapter 5 describes the representation of extraction rule and the rule induc-
tion algorithm. Chapter 6 reports the experiments on the wrapper learning of 
HISER on three semi-structured document domains. Chapter 7 describes the 
methodology of adapting a learned wrapper to unseen information sources. 
Chapter 8 reports the experiments on the wrapper adaptation of HISER. 




This chapter reviews and discusses some related research work and similar 
systems on information extraction from semi-structured documents. With 
the tremendous amount of information that is now available, advanced tools 
or systems have been developed to extract relevant data from different kinds 
of information sources. 
2.1 Existing Approaches 
Information extraction systems seem to be a promising way to deal with 
certain types of text documents ranging from highly structured to free text. 
A key element of such IE systems is a set of extraction rules or patterns that 
identify relevant information to be extracted. However, IE systems are costly 
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and time-consuming to build and maintain. As an alternative, IE systems 
are constructed by employing machine learning methods [48 . 
To extract relevant information from free text as in the Message Under-
standing Conferences (MUCs) [4, 5] and handle Question-Answering prob-
lem in the Text REtrieval Conference (TREC) [64], natural-language pro-
cessing techniques are required. Natural-language processing (NLP) systems 
11，33, 37, 52，54，61, 62] apply linguistic techniques such as part-of-speech 
tagging, parsing, lexical semantic tagging and syntactic analysis. 
As the amount of information available on the World-Wide Web has been 
growing dramatically in recent years, there has been much interest on soft-
ware agents and information integration [1, 42，68]. Integrating the data 
from diverse sources may significantly increase the utility of the Web and 
create many new applications. For example, integrating information from 
Web vendors allows online comparison-shopping agents [18] to find the best 
bargain for the users. Much of the data available on the Web is in semi-
structured format that cannot be queried using standard query languages 
and thus the data is not easily accessible by other applications. There has 
been much interest in Internet IE tasks and information integration systems 
3, 13，38, 45；. 
A variety of research has been devoted to issues on directly querying 
semi-structured data from Web information sources in a database-like fashion 
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"2, 7, 9, 21, 41, 47]. These approaches are concerned with the development 
of data models like OEM (Object Exchange Model) and query languages for 
semi-structured data, defining formal semantics for such query languages, 
and efficiently implementing these languages. 
Many different methods have been proposed to extract relevant infor-
mation from semi-structured documents. Many of these techniques make 
use of wrappers [6, 13, 24, 31, 40, 53, 49]. A wrapper usually contains 
some rules or extraction patterns that are able to extract attribute items 
from a document collection. Traditionally, wrappers are constructed man-
ually [13，30]. There has been substantial research on specialized program-
ming languages and graphical user interface to assist manual construction of 
wrappers [3, 20, 28, 30, 32, 55, 59]. These methods rely on human experts 
rather than machine learning techniques to construct wrappers. But manual 
construction is costly, time-consuming, error-prone, and labor-intensive. Re-
cently, a number of different methods have been proposed to automatically 
construct wrappers for extracting relevant information from semi-structured 
Web documents. 
WIEN [40] is an extraction system which performs automatic wrapper 
induction by considering different wrapper classes using a machine learning 
technique. Compared to the manual wrapper construction, WIEN has the 
advantage of dramatically reducing both the time and effort required to build 
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a wrapper for an information source. But it uses only the delimiters that 
immediately preceding and following the actual data. It assumes that there 
is a unique multi-slot rule that can be applied for all documents in a given 
Web site, and does not allow the use of semantic classes. As a result, it fails 
to handle sites with missing attribute items, multiple attribute values, and 
different attribute item permutations commonly found in Web documents. 
Besides, WIEN learns the separators of the attribute items by searching 
common prefixes or suffixes at the character level, it needs quite a lot of 
training examples and the rule expressiveness is quite limited. 
Soft Mealy [31] uses a wrapper induction algorithm that expresses the 
extraction rules as finite transducers. The rules are more expressive than 
those of WIEN because they contain wild-cards and they can handle missing 
attribute items, multi-valued attribute items, and attribute items appear-
ing in unrestricted orders. In order to deal with missing attribute items, 
multi-valued attribute items, and attribute items appearing in unrestricted 
orders, Soft Mealy needs to have training examples that include all possible 
combinations of the attribute items. Another limitation is the inability to 
use delimiters that do not immediately precede and follow the relevant items. 
WHISK [60] is an information extraction system which can handle highly 
structured texts as well as free texts. Depending on the nature of the text, 
WHISK generates context-based patterns and delimiter-based patterns for 
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free text and structured texts respectively. WHISK allows the use of syntac-
tic analysis and semantic tagging and it is capable of using multiple land-
marks for multi-slot extraction rule. Thus the extraction rules are obviously 
more expressive than WIEN's. But extracting a particular attribute item is 
not independent of other relevant attribute items. As a result, the form of 
information it can handle is rather constrained. It fails to handle records 
with different number of attribute items or attribute items organized in hi-
erarchical structure. 
SRV [23] generates first-order logic extraction patterns based on attribute-
value tests and the relational structure of the documents. It does not require 
prior syntactic analysis. The rule representation is expressive and able to 
incorporate orthographic features and other information such as semantic 
class and part of speech when available. However, the rules are single-slot and 
applying an extraction rule to unseen documents would involve considering 
a huge number of candidate phrases. 
RAPIER [10] learns single-slot extraction pattern rules that use limited 
syntactic information and semantic class information. The extraction pattern 
consists of three distinct slots: the target phrase itself, a pre-filler pattern 
before the target phrase and a post-filler patterns after it. The pre-filler and 
post-filler play the role of left and right delimiters of the item, while the filler 
pattern of the target phrase describes the structure of the information to be 
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extracted. RAPIER'S rules specify an ordered list of items to be matched for 
each of these fields, with lexical constraints, semantic constraints, and part 
of speech constraints on each item. The main disadvantages are that the 
extraction rules are single-slot and it requires absolute orderings of tokens 
by using an ordered list of items for each field. 
In short, RAPIER and SRV can generate only single-slot rules, which is 
a serious limitation for a significant number of domains. They treat each 
attribute item as a separate task and target for learning, without addressing 
the problem of combining the attribute items to produce a complete record. 
Besides, they need huge amount of training examples. But RAPIER and 
SRV are capable of imposing a richer set of constraints than WHISK by 
using orthographic features, token length and link grammars. 
STALKER [49] is a wrapper learning method that can extract content 
from documents with hierarchical structure. The extraction rules are single-
slot. It uses the embedded content tree to group together the individual 
attribute items to assemble a multi-slot record. Besides, each item is ex-
tracted independently of its siblings in the embedded content tree. A major 
disadvantage is the requirement of providing a description of the structure 
of the document. 
Some methods focus on extracting information from tables in Web docu-
ments. Lim and Ng [44] constructed the content tree of the data contents in a 
16 
given HTML table without requiring the internal structure of the table to be 
known beforehand. The content tree captures the intended hierarchy of the 
data contents in the table. This approach can be used by existing wrappers 
and integrators for extracting hierarchical data from HTML tables. Wang et 
al. [67] proposed a semantic search approach capable of extracting informa-
tion from general tables. Semantic ontology allows it to read tables in the 
same knowledge domain with different layouts. In addition, a system of lay-
out syntax and a set of transformation rules are defined to transform tables 
into databases without losing their semantic meanings. The major disad-
vantage is that these approaches can only handle data formatted in HTML 
tables. 
Freitag introduced an approach, called BWI [24], to build a trainable 
information extraction system. Like many wrapper induction techniques, 
it learns relatively simple contextual patterns identifying the beginning and 
ending of relevant text fields. BWI makes use of boosting technique to im-
prove the performance of a simple machine learning algorithm. It repeatedly 
reweights the training examples so that subsequent patterns handle training 
examples missed by previous rules. 
Recently, some methods make use of the Hidden Markov models (HMMs) 
for information extraction tasks. Hidden Markov modeling is a statistical 
machine learning technique. Seymore et al. [58] explored the use of HMMs 
17 
to learn model structure from data and how to make the best use of labelled 
and unlabelled data. Freitag and McCallum [25] demonstrated the ability of 
shrinkage to improve the performance of HMMs for information extraction. 
Methods using HMMs need considerable amount of training examples, which 
may not be suitable for Web information extraction. 
Adaptability is another challenge to automatically building wrappers for 
Internet sites. Kushmerick introduced RAPTURE [39], a domain-independent 
and heuristic algorithm for solving the wrapper verification problem. It uses 
well-motivated heuristics to compute the similarity between a wrapper's ob-
served and expected output. This solution can partially solve the problem 
of wrapper maintenance. 
2.2 Limitations of Existing Approaches 
Existing wrapper learning methods need various forms of assumptions or 
description about the relationship among the attribute items of interest. In 
reality, the internal structure of many semi-structured information sources 
such as Web documents is not known in advance. In many existing methods, 
users are required to provide extra information about the document structure, 
which may not be effective. 
SRV and RAPIER generate single-slot extraction rules, but there is no 
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specific technique to group the individual attribute items together to produce 
a complete record, which is a serious limitation for a significant number of do-
mains. WIEN, SoftMealy and WHISK construct a single extraction rule that 
takes into accounts all possible attribute item orderings and arbitrary levels 
of embedded data. These methods can handle semi-structured documents 
with attribute items organized in a simple structure only. As a result, they 
are ineffective in handling missing attribute items, multiple attribute values, 
and various attribute item permutations commonly found in semi-structured 
documents. 
WIEN, SoftMealy, and approaches discussed in [12, 14，15, 21，29] specif-
ically focus on Web documents only. Some methods [44，67] just handle 
data formatted in HTML tables only. The extraction capability of all these 
methods is rather restricted. 
Many existing works only tackle the problem of wrapper learning for 
information extraction from the same source. Users are required to provide 
training examples for an information source when the wrapper is constructed, 
or when the formatting regularities are altered. Another limitation is that 
some existing approaches such as SRV, RAPIER and methods using HMMs, 
need huge amount of training examples, which may not be feasible and effi-
cient. 
19 
2.3 Our HISER Approach 
To cope with the above problems and minimize the burden of users, we de-
velop a novel system, known as HISER (Hierarchical record Structure and 
Extraction Rule learning) [46]. Based on a few user-labelled training ex-
amples, HISER can automatically learn a hierarchical record structure and 
highly accurate extraction rules tailored to an information source without any 
prior processing or post-processing. To further reduce the burden on users 
of providing training examples, HISER is able to adapt a learned wrapper to 
unseen information sources. 
Our HISER approach employs a two-stage learning task for wrapper 
learning, namely, hierarchical record structure learning and extraction rule 
induction. First, we try to automatically generate a representation of hier-
archical structure for the records appearing in an information source. Ex-
traction rules will then be induced for each node in the learned structure 
to handle the extraction task. Instead of constructing a single extraction 
rule that takes into account all possible attribute item orderings and arbi-
trary levels of embedded data, simpler extraction rules are constructed to 
deal with the tasks of extracting each attribute item from its parent in the 
hierarchical record structure. In the extraction rule induction process, we in-
corporate both syntactic generalization and semantic generalization so that 
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highly accurate and more expressive rules can be learned. In addition to the 
surrounding contexts, the content of the attribute item itself is considered to 
enrich the expressiveness of the rules. 
Our extraction rules are single-slot. Unlike SRV and RAPIER, the single-
slot nature of our extraction rules does not possess a limitation because 
HISER uses the hierarchical record structure to group individual attribute 
items together. HISER is capable of extracting data from documents that 
contain arbitrarily complex combinations of embedded lists and items. In 
addition, each attribute is extracted independently of its siblings in the hier-
archical record structure. The different orderings of the attribute items does 
not require one extraction rule for each existing permutation of the attribute 
items to be extracted. 
To further reduce the user effort of providing training examples, HISER 
is able to adapt a learned wrapper to unseen information sources. To achieve 
this goal, we develop a wrapper adaptation approach based on a machine 
learning paradigm, known as Support Vector Machines (SVM). Novel fea-
ture selection and candidate seeking techniques are developed to automate 
the process of annotating training examples for unseen information sources. 
The patterns as well as the characteristics of the surrounding contexts and 
the content of the attribute instances are learned. Eventually, the degree of 
confidence of the potential candidates being "good" positive training exam-
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pies for unseen information sources can be predicted. Experimental results 
show that HISER offers effective performance for automatic wrapper con-




The system framework of our HISER system (Hierarchical record Structure 
and Extraction Rule learning) [46] will be presented in this chapter. Illus-
trative examples will be also provided. 
3.1 Hierarchical record Structure and Extrac-
tion Rule learning (HISER) 
Our HISER framework has a wrapper learning component. The wrapper 
learning component is composed of two modules. The first module is to 
induce a hierarchical record structure for an information source automati-
cally. The second module is an extraction rule induction algorithm. Once a 
wrapper is learned, it can be used for extracting information for a particular 
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information source. Apart from the wrapper learning component, HISER 
has a wrapper adaptation component. This wrapper adaptation component 
is able to automatically annotate training examples for unseen information 
sources. This adaptation component will be invoked if we adapt a wrapper 
to unseen information sources. 
In order to extract the items of interest from a particular information 
source, our wrapper uses the hierarchical record structure and sets of extrac-
tion rules. For each node in the hierarchical record structure, our wrapper 
needs extraction rules to extract that particular node from its parent. For a 
list node, the extraction rules will be first applied iteratively to extract the 
list elements. After that, the extraction rules of the children will be applied 
to the list elements to extract individual attribute items. A typical user . 
starts with annotating samples of attribute items by highlighting some texts 
on the training page. This annotation process could be done via a graphical 
user interface. HISER takes these samples as input and conducts the wrap-
per learning process. The output of learning will be a wrapper composed 
of a hierarchical structure description of the document records and sets of 
extraction rules. The information embodied in a wrapper can be viewed as 
attribute item extraction knowledge and it can be used for extracting records 
and attribute items from this particular information source. 
Figure 3.1 shows an example of a Web page containing information of 
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electronic appliances in a product catalog. The corresponding excerpt of 
this HTML page is shown in Figure 3.2. The attribute items of interest 
are the name, description, feature, and price of the product. As shown in 
Figure 3.1, two products can be extracted. The first product contains a name 
"MultiSync FE700"，a list of features "Flat screen"，“17" (16" viewing area)", 
"Reduced glare & distortion" and "Affordable price!", and price "259.95". 
Another product contains a name "G773 17" (16"v)，，，description “Designed 
to accommodate demanding color intensive applications ……new level of 
performance." and price "269.95". 
Another kind of semi-structured document is shown in Figure 3.3. It is a 
seminar announcement from the Chinese University of Hong Kong (CUHK). 
Unlike HTML document, it looks like raw texts. The contents of interest 
are not enclosed with mark-up tags, they appear as free text with no clear 
separator like HTML tags. Extracting contents from this kind of documents 
is more challenging. The attribute items of interest are the topic, speaker, 
venue, date, start time and end time of the seminar. Refer to the seminar 
announcement in Figure 3.3, the topic is "Generalized Steiner Problems and 
Other Variants", the speaker is "Professor Moshe Dror", the venue is "Rm 
122, HSH Engineering Building CUHK", and it is held from "4:00pm" to 
"5:00pm" on "May 18th，2000, Thursday". 
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Figure 3.1: A sample online electronic appliance catalog. 
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<TR><TD VALIGN=TOP C0LSPAN=2><F0NT FACE="Geneva, Arial, sans-serif" SIZE=2> 
<img src="/nec.gif" WIDTH=47 HEIGHT=24 ALT="NEC" B0RDER=0><BR> 
<FONT C0L0R=#006633><B>Miilt:iSync FE700</B></F0NT></TD> 
</TR><TR> 
<TD><FONT FACE="MS Sans Serif, Geneva, Arial, sans-serif" SIZE=1> 
<LI>Flat screen 
<LI>17" (16" viewing area) 
<LI>Reduced glare & distortion 
<LI>Affordable price! 
</FONT></TD> 
<TD VALIGN=TOP ALIGN=RIGHT> 
<img src="/144209.gif" WIDTH=100 HEIGHT=75 B0RDER=0 ALT=丨丨丨丨> 
</TD></TR> 
<TR><TD C0LSPAN=2> 
<TABLE WIDTH=100y, CELLPADDING=0 CELLSPACING=0> 
<TR><TD ALIGN=RIGHT> 
<A HREF='7cgi-bin/shoplist_q?iiitems=l&citeiiino=0000144209" STYLE=”COLOR: #CCOOOO”> 
<FONT SIZE=-1 COLOR=#CCOOOO> 
Buy Now! for $259.95</F0NT></TD><BR> 
</TR></TABLE></TD></TR> 
<TR><TD C0LSPAN=2> 
<img src="/grayline.gif" WIDTH=305 HEIGHT=1 B0RDER=0 ALT=""> 
</TD></TR> 
<TR><TD VALIGN=TOP><FGNT FACE="Geneva, Arial， sans-serif" SIZE=2> 
<img src='7viewsoni.gif" WIDTH=48 HEIGHT=37 ALT="Viewsoiiic" B0RDER=0><BR> 
<A HREF='7prod_page.htnil?key=0000106019&nonce=giiest" STYLE=COLOR:#006633> 
<FONT C0L0R=#006633><B>G773 17" (16"v)</B></FONT></A></FONT></TD> 
</TR><TR> 
<TD><FONT FACE="MS Sans Serif, Geneva, Arial, sans-serif" SIZE=1> 
Designed to accommodate demanding color intensive applications, the G773 provides a 
flawless display of rich, vivid color with exceptional contrast and brightness. Step 
up to a new level of performance. </FONT></TD> 
<TD VALIGN=TOP ALIGN=RIGHT> 
<img src="/106019.gif" WIDTH=100 HEIGHT=75 B0RDER=0 ALT=""> 
</TD></TR> 
<TR><TD C0LSPAN=2> 
<TABLE WIDTH=100y, CELLPADDING=0 CELLSPACING=0> 
<TR><TD ALIGN=RIGHT> 
<A HREF='7cgi-bin/auth/shoplist_q?nitems=l&citeinno=0000106019" STYLE="COLOR:#CCOOOO"> 
<FONT SIZE=-1 COLOR=#CCOOOO> 
Buy Now! for $269.95</F0NT></A></TD><BR> 
</TR></TABLE></TD></TR> 
Figure 3.2: Excerpt of the HTML page shown in Figure 3.1. 
27 
* * * Seminar * * * 
Dept. of Systems Engineering & Engineering Management 
Chinese University of Hong Kong 
Title : Generalized Steiner Problems and Other Variairts 
Speaker : Professor Moshe Dror 
The University of Arizona 
Venue : Rm 122, HSH Engineering Building CUHK 
Date : May 18th , 2000， Thursday 
Time : 4:00pm - 5:00pm 
Abstract : 
In this paper, we examine combinatorial optimization problems by 
considering the case where the set M (the ground set of elements) is 
expressed as a union of a finite number of m nonempty distinct subsets 
N_{1},...,N_{m>. The term we use is the generalized Steiner problems 
coined after the Generalized Traveling Salesman Problem. We have 
collected a short list of classical combinatorial optimization problems 
and we have recast each of these problems in this broader framework in 
an attempt to identify a linkage between these "generalized" problems. 
Biography : 
Moshe Dror is a Professor in the MIS Department at the College of 
Business and Public Administration, University of Arizona, where he also 
served for two years as the Head of Decision Sciences (an independent 
academic unit of 7-9 faculty which has been subsequently consolidated 
into MIS). He received 
Enquiry : Dr. H. Yan (2609-8329) 
E-mail : yanOse.cuhk.edu.hk 
Figure 3.3: A sample semin泌announcement from CUHK. 
3.2 Hierarchical Record Structure 
The first module of HISER attempts to automatically learn a hierarchical 
record structure for an information source based on the attribute item sam-
ples given by users. The hierarchical record structure is a representation of 
the relationship among the attribute items in an information source. Users 
only need to specify the attribute items of interest and then label them in 
the training page. They do not need to explicitly specify the hierarchical 
record structure in the information source or the relationship among the at-
tribute items. The documents can contain single record or multiple records. 
Based on the target attribute items, a common hierarchical record structure 
as shown in Figure 3.4 will be inferred automatically for the product catalog 
shown in Figure 3.1. The representation of this hierarchical record structure 
indicates that each product contains a product name, a list of features, a de-
scription, and a price. These attribute items can appear in different orders. 
The details of this module will be discussed in Chapter 4. 
3.3 Extraction Rule 
The second module is the extraction rule induced. Extraction rules will be 
learned for each node in the hierarchical record structure. An extraction rule 
consists of three parts: the left pattern component, the target component, 
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product 
product_name description list(feature) price 
feature 
Figure 3.4: Hierarchical record structure S for the product information shown 
in Figure 3.1. 
and the right pattern component. The left pattern component and right 
pattern component play the roles of left and right delimiters precede and 
follow the target attribute item respectively, while the target component of 
the attribute item describes the information to be extracted. 
For example, to extract the product price from the product catalog shown 
in Figure 3.1, the following extraction rule will be induced: 
left pattern component: 









The left pattern component and right pattern component consist of a 
sequence of token scanning instructions, ScanUntil(). They instructs the 
wrapper to scan the texts until a particular token is matched. After the 
token scanning instructions, Scan Until and Scan f/nM( " < / F O N T > " ) 
have been successfully executed, the start and end boundaries of the attribute 
item are marked. A token containing instruction, Contain(), in the target 
component instructs the wrapper to test if the text segment contains the 
content in the token containing instructions. In order to satisfy the rule, 
all the token scanning instructions in the left pattern component and right 
pattern component must be fulfilled. Then the content between the left and 
right pattern components can be extracted only if it satisfies the requirements 
of the target component. More details of the extraction rule representation 
and induction algorithm will be described in Chapter 5. 
After the learning process completes, the learned extraction rules can be 
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applied to extract individual attribute items of interest from unseen docu-
ments in the same information source. After that, the hierarchical record 
structure is used to group individual attribute items together to form com-
plete records. Eventually, the extracted records can be returned as structured 
data. 
3.4 Wrapper Adaptation 
The third module is automatic annotation of training examples for unseen in-
formation sources. Portability is a major challenge for automated wrappers. 
Many information sources often have their own layout and formatting regu-
larities which may change from time to time. These factors lead to difficulties 
in adapting wrappers to unseen information sources. Users are required to 
provide training examples for each source when the first time a wrapper is 
constructed, or when the formatting regularities are altered. 
To alleviate this problem, our HISER system is able to adapt a learned 
wrapper to unseen information sources. We observe that the semantic content 
of the attribute items of interest remains largely unchanged. In addition, the 
surrounding tags of some attribute items are often similar across different 
information sources. These regularities enable HISER to tackle the problem 
of wrapper maintenance and adaptation because those previously-labelled 
32 
training examples can be an approximation to the training examples that a 
user may provide for new unseen information sources. 
To achieve this goal, we develop a technique to automate the process of 
annotations of training instances for unseen information sources. Support 
Vector Machines (SVMs), a machine learning technique, is employed to cap-
ture the characteristics of the contexts around target attributes as well as 
the content of the previously-labelled training examples. Eventually, the de-
gree of confidence of the potential candidates being "good" positive training 
examples for unseen information sources can be predicted. Once the training 
examples are annotated automatically, a suitable wrapper will be learned for 
the unseen information sources for extraction. The details of the adaptation 
module will be described in Chapter 7. 
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Chapter 4 
Automatic Hierarchical Record 
Structure Construction 
This chapter discusses the first module of our HISER system, which is used to 
induce a hierarchical record structure description for an information source. 
Automatic construction of hierarchical record structure is proposed in our 
approach. 
4.1 Motivation 
Existing wrapper learning methods need various forms of assumptions or 
description about the relationship among the attribute items of interest. In 
reality, the internal structure of many semi-structured information sources 
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such as Web documents are not known in advance. Sometimes, users are 
required to provide extra information about the document structure, which 
may not be effective. In order to handle these problems, a hierarchical record 
structure is constructed automatically in HISER. 
In hierarchical record structure learning, we try to automatically induce 
a representation of the relationship among the attribute items of interest 
in an information source. Users only need to specify the attribute items 
of interest and then label them in the training page. They do not need to 
explicitly specify the hierarchical record structure in the information source 
or the relationship among the attribute items. The documents can contain 
single record or multiple records. We focus on the record level instead of the 
whole document because those extraneous contents like advertisements and 
forms can be ignored. 
Most of the previous approaches cannot handle semi-structured docu-
ments that contain missing attribute items, multi-valued attribute items, 
or different orderings of attribute items. In our approach, the hierarchical 
record structure can have arbitrarily many levels of embedded data, which 
is able to handle multi-valued attribute items. Moreover, there is no explicit 
ordering of the nodes in the structure at the same level. These features can 
handle missing attribute items and different orderings of attribute items in 
the records, which are quite common in semi-structured documents. 
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4.2 Hierarchical Record Structure Represen-
tation 
We make use of a context-free grammar to express the kind of hierarchical 
record structure as follows: 
S = [aS) I I I e 
where 5 is a non-terminal representing a structure, a is a terminal repre-
senting an attribute item and e represents an empty element. The bracket 
indicates a repeated pattern. 
In fact, a hierarchical record structure is a tree-like structure in which the 
leaf nodes are the attribute items of interest. The root node in the structure 
represents a record which typically consists of a sequence of attribute items. 
An internal node in the structure represents a certain part of the content of 
its parent node. Node other than the root node or leaf nodes is regarded 
as a list, where the element under the list can be a leaf element or another 
list. Leaf elements are the attribute items of interest. In principle, the 
hierarchical record structure can have arbitrary levels of embedded data. 
There is no explicit ordering of the nodes in the structure. These features 
can handle missing attribute items and different orderings of attribute items 
in the records, which are quite common in semi-structured documents. 
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For example, the first two products in Figure 3.1 can be represented as: 
51 = [product-name {feature) price) 
S2 二 (product-name description price) 
The bracket indicates a repeated pattern. Thus, (feature) denotes a list of 
attribute item "feature". At the same time, SI and S2 can be visualized as 





productjiame description price 
feature 
Figure 4.1: Hierarchical record structures SI and S2 for the first two prod-
ucts shown in Figure 3.1. 
Similarly, the seminar announcement in Figure 3.3 can be represented as: 
53 = (topic speaker venue date start Jime end—time) 




topic speaker venue date start—time endjime 
Figure 4.2: Hierarchical record structures S3 for the seminar announcement 
shown in Figure 3.3. 
4.3 Constructing Hierarchical Record Struc-
ture 
Each textual document contains a sequence of fields or tokens. A field or 
token can be a word, number, punctuation, specific ASCII character, HTML 
tag if dealing with Web documents or domain specific contents like price 
and product feature. Before the learning process, users are required to la-
bel training samples or examples. This labelling process could be conducted 
via a graphical user interface. The underlying organization of the document 
is not visible to the users. A user-labelled example contains the name and 
the corresponding value of the target attribute item in the textual docu-
ment. These examples are treated as training examples and collectively as 
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the training set. Based on the user-labelled examples, individual hierarchical 
structure can be derived for each training record. 
We apply the following criteria to determine the hierarchical record struc-
ture for a record. While our description targets Web documents, the tech-
nique can be readily applied to other semi-structured information sources. 
1. Suppose X and y represent sequences of tokens. If x contains y, it 
implies that x depends on y and is a container of y. Consequently, 
there is a hierarchical relation between x and y such that is a children 
of X and a; is a parent of y. 
Let the notation of “工 depends on ？/" he x ^ p. Dependency is anti-
symmetric and transitive. By anti-symmetricity, if x <— y and y <- x, 
then oc = y. By transitivity, \i x y and y — z，then x ^ y ^ z. 
In this case, x is an indirect container of 2：. The notion of dependency 
plays an important role in determining the hierarchical relationships 
among the objects in semi-structured data. 
2. In addition to the dependency relationship among different objects, 
some HTML tags have the implicit indications of hierarchical relation-
ship. HTML tags like UL, OL, LI, TABLE, TR, TD show some implicit 
indications on the hierarchy among the objects. 
For examples, the tag “ � T A B L E � ” allows people to arrange data in 
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tabular form. The data can be text, images, links, forms or other ta-
bles. The tag " < T R > " defines a container for a single row of table 
cells, and the tag " < T D > " defines a cell in a table that contains data. 
That means the data content enclosed with the tags “�TABLE〉，，and 
“�/TABLE〉，，depends on the data content enclosed with the tags 
" < T R > " and " < / T R > " , while the data content enclosed with the tags 
" < T R > " and " < / T R > " depends on the data content enclosed with 
the tags " < T D > " and " < / T D > " . This kind of HTML background 
knowledge can also be useful when determining the relationship among 
different objects. 
3. If some particular attribute items occur together more than once, this 
repeated pattern implies that these attribute items can be grouped 
together to form a list in the record structure. The concept of list 
element can be used to handle multi-valued attribute items which are 
also commonly found in semi-structured documents. 
As shown in Figure 3.1, more than one feature are displayed for the first 
product. This repeated pattern of the feature can be grouped together 
to form a list of feature in the hierarchical record structure. 
Based on the criteria listed above, the implicit individual hierarchical 
record structure for each record in the training set can be constructed auto-
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matically. After that, the individual hierarchical structures will be integrated 
to form a common hierarchical record structure. This common hierarchical 
record structure can represent the relationship among the attribute items 
for a particular information source. It should cover all the attribute items 
appearing in all individual structures so as to handle missing attribute items. 
In order to deal with multi-valued attribute items, the precedence of a list 
element is higher than that of a simple element in the hierarchical structure. 
Moreover, there is not a fixed ordering of the attribute items in the hier-
archical record structure. The order of the attribute items can be changed 
arbitrarily so as to handle different orderings of attribute items. 
The individual hierarchical record structures shown in Figure 4.1 will be 
integrated to a common hierarchical record structure as shown in Figure 4.3. 
This common structure can also be expressed as: 
S = {product-name description (feature) price) 
Although a list of features, i.e. (feature), appears in SI but not S2, and 
only S2 contains a description, eventually, a product name, a list of features, 
a description, and a price will appear in the common hierarchical record 
structure S. It indicates that each product in this information source contains 
a product name, a list of features, a description, and a price. 
Extracting information based on the hierarchical record sturcture has the 
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product 
product-name description list(feature) price 
feature 
Figure 4.3: Resulting hierarchical record structure S for integrating SI and 
S2. 
following main advantages. First of all, the extraction based on the hierar-
chical record structure allows HISER to wrap information sources that have 
arbitrary levels of embedded data. Besides, as each node is extracted inde-
pendent of its siblings, this approach does not rely on a fixed ordering of the 
attribute items, and it can easily handle missing attribute items as well Con-
sequently, this approach turns a complex problem into several simpler tasks. 
Rather than constructing a single extraction rule that takes into accounts 
all possible attribute item orderings and arbitrary levels of embedded data, 
simpler extraction rules are constructed to deal with the tasks of extracting 
each attribute item from its parent in the hierarchical record structure. 
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Chapter 5 
Extraction Rule Induction 
This chapter discusses the second module of our HISER system, which is 
used to induce extraction rules for an information source. Extraction rules 
will be induced based on the hierarchical record structure described in Chap-
ter 4. The representation and learning algorithm of the extraction rule are 
presented in this chapter. 
5.1 Rule Representation 
Based on the hierarchical record structure, extraction rules are induced for 
each node in a depth-first manner. A Web page is first tokenized to a sequence 
of tokens. For each node in the structure, our wrapper needs a set of rules for 
extracting that particular node from its antecedent. In fact, the extraction 
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rules of the root node in the structure are used to extract individual records 
from semi-structured documents. These documents can contain single or 
multiple records. For a list node, the extraction rules will be first applied 
iteratively to extract the list elements. After that, the extraction rules of the 
children will be applied to the list elements to extract individual attribute 
items. Each attribute item is extracted independently among its siblings in 
the structure. As a final step, we use the hierarchical record structure to 
group together the individual attribute items to assemble multi-slot records. 
This approach can handle missing attribute items, multi-valued attribute 
items, and different orderings of the attribute items in the records. 
First of all, two key concepts will be introduced to define extraction 
rules. They are landmarks and landmark automata. In the extraction rules 
described in Chapter 3, the argument of each token scanning instruction, 
ScanUntil()，is a landmark. A landmark is a token in the document or a 
wild-card. A group of Scan Until() instructions that must be applied in a pre-
established order represents a landmark automaton. A wild-card is a class 
of tokens. In our framework, both domain independent and domain specific 
wildcards are considered. We have six domain independent wild-cards. They 
include Numeric, Alphabetic, AlphaNumeric Punctuation, HTML tag, and 
Control Character. To further minimize the user effort involved, HISER can 
optionally allow domain specific semantic classes. These semantic classes are 
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used to recognize the semantic contents tailor-made for a particular domain. 
For online product catalogs, users can choose to provide domain specific 
classes like price and product feature. For example, the lexicon for the prod-
uct price stores the keywords, thesaurus and symbols such as "price", "sell", 
“$，，and "buy''-
Suppose we are dealing with semi-structured Web documents. Most of 
the contents are enclosed with HTML tags. HTML annotations define how 
the content is to be displayed for human browsing, but provides virtually no 
insight into their semantic meaning. For other semi-structured documents, 
the contents appear as free text with no clear separators or mark-up tags like 
HTML tags. In order to extract content accurately from semi-structured doc-
uments, in additional to syntactic tokens, the learning procedure can option-
ally consider the semantic contents both located in the contexts surrounding 
the target attribute item as well as the content of the target attribute itself. 
The syntactic tokens are those containing syntactic meaning like HTML tag 
in the Web documents and punctuation in the free text. Semantic contents 
are those containing semantic meaning like number and word, or the domain 
specific semantic class defined in the semantic lexicons like price and product 
feature. HISER is able to learn expressive extraction rules that make use of 
these limited syntactic and semantic information. 
An extraction rule consists of three distinct parts: a left pattern compo-
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nent, the target component of the attribute item, and a right pattern com-
ponent. The left pattern component and right pattern component play the 
roles of left and right delimiters of the target attribute item, while the target 
component of the attribute item describes the information to be extracted. 
A left pattern component consists of a sequence of token scanning instruc-
tions that apply to the prefix of the parent. The token scanning instruction, 
ScanUntilQ, in the left pattern component instructs the wrapper to scan and 
consume the prefix of the parent content until a particular token is matched. 
Similarly, a right pattern component is a sequence of token scanning instruc-
tions that apply to the suffix of the parent. The token scanning instruction 
in the right pattern component instructs the wrapper to scan and consume 
the suffix of the parent content until a particular token is matched. The ar-
gument of a token scanning instruction can be a token or a wild-card. Both 
left pattern component and right pattern component allow empty or multiple 
token scanning instructions. The left pattern component together with the 
right pattern component identify the boundaries of the attribute item to be 
extracted. 
The target component consists of a sequence of token containing instruc-
tions. A token containing instruction, Contain(), in the target component 
instructs the wrapper to test if the text segment contains the semantic con-
tent in the token containing instruction. The argument of a token containing 
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instruction can be a token or a wild-card. The target component allows 
empty or multiple token containing instructions. 
In order to satisfy a rule, exact matching of all the token scanning in-
structions in the left pattern component and right pattern component must 
be fulfilled. Then the text segment between the boundaries identified by 
the left and right pattern components can be extracted only if it satisfies 
the requirements of the target component. If an extraction rule is applied 
successfully to an instance, the instance is considered to be covered by the 
rule. 
5.2 Extraction Rule Induction Algorithm 
Our rule induction algorithm generates extraction rules that identify the start 
and end of an attribute item within its parent, and describe the semantic 
contents of the attribute item. Finding the start and end of the attribute 
item involves the consumption of the prefix and suffix of the parent with 
respect to the attribute item respectively. Identifying the semantic contents 
in the attribute item involves the matching of the attribute instances with 
the domain independent knowledge and domain specific lexicons. 
The extraction rule learning algorithm is shown in Figure 5.1. It is a 
supervised learning algorithm, sets of extraction rules will be induced from 
47 
hand-tagged training examples. The extraction rule learning is a sequential 
covering algorithm: as long as there are some uncovered positive examples, it 
tries to learn a disjunct rule that covers as many positive examples as possible 
by invoking the functions Grow-RuleSet and Refine一Rule. The disjunct rule 
will be inserted into the rule set if the disjunct is perfect. A perfect disjunct 
is a rule that only covers positive examples. Once all positive examples in 
the training set have been covered, the rule set containing disjunctive rules is 
returned. The learning process will be terminated when rule sets have been 
induced for all the nodes in the hierarchical record structure. 
In each iteration, our algorithm tries to randomly select an example that 
is not covered by the current rule set. Then an initial rule will be generated. 
After that, we try to generate a set of candidate rules and then select the 
rule that cover the largest number of uncovered positive training examples for 
further consideration and refinement. Instead of considering the tokens from 
the beginning and the end of the parent, candidate rules are generated by 
considering N tokens before and after the labelled attribute items within its 
parent, where TV is a pre-defined value. The reason is that the nearby tokens 
surrounding the attribute items are the most crucial to the determine the 
left and right delimiters. Besides, it can reduce computation time without 
distorting the rule accuracy by considering less candidate rules. 
HISER learns expressive extraction rules that make use of limited syntac-
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# Function Extraction Rule Learning 
1 {RuleSets} = empty. 
2 Struct = Hierarchical Record Structure. 
3 foreach node n in Struct 
4 {Inst.n} = user-labelled training instances for node n. 
5 RuleSet-n 二 rule set of node n in Struct = empty. 
6 while there exists an instance p in {Inst.n} not covered by RuleSet.n 
7 G row_Ru I eSet (RuleSet』，{Inst^n}). 
8 remove all instances in {Inst-n} that are covered by RuleSet—n. 
9 add RuleSet-n t o {RuleSets}. 
10 return {RuleSets}. 
# Function Grow^RuleSet(RuleSet.n, {Inst-n}) 
1 randomly select an instance i from {Inst-n} not covered by RuleSet-n. 
2 initial rule r = empty. 
3 while (r is not a perfect disjunct) 
4 Refine_Rule(r,/). 
5 add rule r into RuleSet』. 
# Function Refine—Rule(r’i、 
1 generate a set of semantic contents {SC} of instance i. 
2 call Topology_Refinennent(r,{SC},/) and 丁oken一Refinement(厂,{•SC})’ 
the elements in {SC} will be added to the target component 
during rule refinements, return a set of candidate rules {CancLRule}. 
3 evaluate the rules in {CancLRule}. 
4 re turn the best.rule in {Cand.Rule}. 
Figure 5.1: The extraction rule induction algorithm. 
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tic and semantic information. W e incorporate both syntactic generalization 
and semantic generalization so that highly accurate and more expressive rules 
can be learned. In the process of generating a perfect disjunct rule, we adopt 
two types of rule refinements: token refinement and topology refinement. To-
ken refinement tries to obtain better disjuncts by generalizing the argument 
in the token scanning instruction in the left pattern component or right pat-
tern component. It involves generalizing the token syntactically by dropping 
specific features and semantically by matching with the semantic lexicons. 
Based on the background knowledge on H T M L , syntactic tokens like 
" < I M G SRC=“./a.htmr〉，，and " < I M G SRC="./b.htmr>" can be con-
verted to a more generalized form, " < I M G > " , by dropping the specific im-
age files such as "a.html" and “b.html，，. Similarly, “〈 F O N T SIZE=“+r>，， 
can be generalized to " < F O N T > " by dropping the specific font size, while 
" < I M G > " and other H T M L tags, say " < B R > " , can be further generalized 
to “HTML TAG", which represents all H T M L tags. Syntactic contents like 
and can be generalized to Punctuation. Domain independent semantic 
contents like "259.95" and "computer" can be generalized to Numeric and 
Alphabetic respectively. Domain specific semantic contents such as "IBM" 
and "China" can be generalized to company name and country respectively 
by matching with the semantic lexicons. 
Topology refinement tries to obtain better disjuncts by adding a new 
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token scanning instruction in the left pattern component or right pattern 
component, and leave the existing token scanning instructions unchanged. 
Consider the product catalog example in Figure 3.1，assume that the rule for 
the product price at a particular stage is as follows: 
left pattern component: 
ScanUntil{'T). 
right pattern component: 
ScanUntil[“</FOm〉”"j. 
Here shows some examples of the right pattern component after topology 
refinement: 
5 ' c a n [ / n M ( " < / F 0 N T > " ) , S can Until {''</TD>"). or 
5'canf/n^z/("</F0NT>"), S can Until or 
ScanUnUl、“</YmT>”\ ScanUntil\“</TR>”、. or 
Scan Until ("</FONT〉，，), Scan Until ("</TABLE〉，，). 
The consideration of semantic contents in the target component tries to 
describe the content to be extracted. The content of the training example 
is matched against the domain independent knowledge and domain specific 
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lexicons. The semantic content will be added to the target component of the 
rule during rule refinements. Refer to the previous example, if the value of 
the attribute item "price" is "259.95", by adopting the domain independent 
knowledge, it indicates that its semantic content is Numeric. As a result, 
Contain {Numeric) is added to the target component of the rule. 
The rules are evaluated by matching against the training instances. The 
rule that cover the largest number of the uncovered positive training examples 
will be returned as the best rule for further consideration. In a case where 
several candidate rules have the same coverage among the uncovered positive 
training examples, more generalized token is preferred. For example, we 
prefer the semantic class of a word over literals. The reason is to prefer the 
least restrictive rule that fits the training data so as to avoid overfitting. After 
all the positive training examples for a particular node have been covered by 
the rule set, the rule set is returned. The learning process will be terminated 
when rule sets have been induced for all the nodes in the hierarchical record 
structure. 
In order to extract the attribute items of interest from semi-structured 
documents, our wrapper exploits the hierarchical structure and sets of ex-
traction rules. For each node in the structure, it is associated with a rule 
that extracts that particular node from its antecedent. W h e n we extract the 
content from an unseen document, the page is first tokenized to a sequence of 
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tokens. The extraction rules for each node in the hierarchical record structure 
are applied to the sequence of tokens until all tokens have been consumed. 
Each attribute item is extracted independently among its siblings in the 
structure. As a final step, we use the hierarchical record structure to group 
together the individual attribute items to assemble multi-slot records. Our 
approach can handle missing attribute items, multi-valued attribute items, 
and different orderings of the attribute items in the records. 
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Chapter 6 
Experimental Results of 
Wrapper Learning 
This chapter presents wrapper learning results of H I S E R for semi-structured 
documents in three experimental domains. They are online electronic appli-
ance catalogs, online book catalogs and seminar announcements. Experimen-
tal results show that H I S E R offers encouraging performance for automatic 
wrapper construction. 
6.1 Experimental Methodology 
In order to demonstrate the effectiveness of wrapper learning of HISER, 
we have conducted an experiment to extract attribute items from semi-
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structured documents including online electronic appliance catalogs, online 
book catalogs, and seminar announcements. Electronic appliance catalogs 
and book catalogs are semi-structured W e b documents in H T M L format, 
while seminar announcements are semi-structured documents obtained from 
emails or electronic bulletin board postings. 
For each information source, a few training sample records are provided 
via a graphical user interface. The underlying organization of the textual 
document is not visible to the users and thus they do not know about the 
underlying H T M L content and tag organization for W e b documents. The re-
maining records in the documents are reserved for evaluation purpose. Based 
on the user-annotated training examples, a hierarchical record structure and 
extraction rules are induced for each information source. In order to mea-
sure the extraction performance, we manually extract all correct attribute 
instances from the information sources. These correct answers will be com-
pared with the system extracted answers to evaluate the system performance. 
If the extracted text segment exactly matches with the true answer associ-
ated with the instance, it is considered to be a correct extraction, otherwise 
it is regarded as an error. 
W e use two c o m m o n metrics, namely, recall and precision, which are 
widely used in information retrieval tasks, to evaluate the extraction perfor-
mance. For each attribute item of interest, we compute recall and precision 
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separately. Recall is the number of attribute instances for which the system 
correctly extracts, divided by the total number of actual attribute instances. 
Precision is the number of attribute instances for which the system correctly 
extracts, divided by the total number of attribute instances it extracts. 
number of attribute instances correctly extracted 
TGCOjII — — 
total number of actual attribute instances 
. . number of attribute instances correctly extracted 
precision total number of extracted attribute instances 
6.2 Results on Electronic Appliance Catalogs 
The information of the online electronic appliance catalog sources is shown 
in Table 6.1，the second and third column show the name and the W e b 
address of the information sources respectively. The fourth column shows 
the total number of records collected from that information source^. The 
purpose of every document in this collection is to display the information 
of electronic appliances by online vendors. The attribute items of interest 
in this domain are the name, price, and description of the products. The 
motivation of choosing this domain is that integrating information from W e b 
^The URLs are accurate at the time of writing the thesis. 
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vendors allows online intelligent comparison-shopping agents to find the best 
bargain for the users. A sample H T M L page in this experimental domain is 
shown in Figure A.l in Appendix A. 
W e b Site U R L Total number 
of Records 
51 1 Cache http: //www. lcache.com 295 
52 Tek Gallery http://www.tekgallery.com 255 
53 Best Buy Digital http://www.bestbuydigital.com 274 
54 800.com http://www.800.com 235 
55 soundcity.com http://www.soundcity.com 351 
56 Turboprice http://www.turboprice.com 184 
57 R O X Y . c o m http://www.roxy l.com:80 287 
58 Zones Portal http://www.zones.com 319 
59 CDeals http://www.cdeals.com 175 
SIO AbtElectronics.com http://www.abtelectronics.com 358 
Table 6.1: Information on electronic appliance sources 
Table 6.2 shows the performance of H I S E R on the information sources 
containing electronic appliance catalogs. It shows the recall and precision of 
each attribute item of interest. Information sources such as 1 Cache, Tek 
Gallery, Best Buy Digital, Zone Portal, CDeals and AbtElectronics.com con-
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tain records with attribute items displayed in a fixed order, but the attribute 
items of interest m a y be missing in some records. Although none of these 
W e b sources can be wrapped perfectly, the recall on the target attribute 
items in most of these information source exceeds 0.85 and the precision is 
very close to 1.0. It shows that our approach can extract contents accurately 
from those semi-structured W e b information sources with attribute items 
organized in a linear fashion. 
Sites such as 800.com, soundcity.com, Turboprice, and Roxy.com contain 
records with missing attribute items and multi-valued attribute items. In 
addition to the selling price, these W e b sources display similar information 
like the original price or discount as well. Still, H I S E R performs very well 
on extracting contents from these W e b sources with recall always exceeding 
0.8 and precision close to 1.0. It shows that our approach can extract con-
tents accurately from those semi-structured W e b information sources with 
attribute items organized in a hierarchical fashion as well. 
In semi-structured W e b documents, most of the target contents are en-
closed with clear separators like H T M L tags. As a result, the left pattern 
component together with the right pattern component in our (;xtra(;tion rules 
can accurately identify the boundaries of the target contents. Experimental 
results illustrate that HISER offers very nice extraction performance on a 
wide range of sciiii-striictured W e b documents containing electronic appli-
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ance catalogs. 
Product Name Description Price 
W e b Site recall (%) prec. (%) recall (%) prec. (%) recall (%) prec. (%) 
51 1 Cache 98.3 100.0 97.9 99.3 98.2 99.0 
52 Tek Gallery 95.7 99.6 98.8 98.8 98.8 98.8 
53 Best Buy Digital 99.6 100.0 98.9 99.6 100.0 100.0 
54 800.com 79.0 100.0 94.7 98.9 99.0 100.0 
55 soundcity.com 99.4 100.0 98.3 99.4 99.7 100.0 
56 Turboprice 100.0 100.0 76.0 100.0 99.5 100.0 
57 R O X Y . c o m 99.3 100.0 77.4 99.1 99.3 100.0 
58 Zones Portal 100.0 100.0 100.0 100.0 84.3 100.0 
59 CDeals 85.7 98.0 86.3 99.3 86.9 99.4 
SIO AbtElectronics.com 87.2 99.7 96.4 100.0 95.0 98.0 
Table 6.2: Performance of H I S E R on the experimental W e b sites containing 
electronic appliance catalogs, (prec. refers to precision) 
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6.3 Results on B o o k Catalogs 
Table 6.3 shows the information of the online book catalog sources^ The 
purpose of every document in this collection is to display the book informa-
tion by online bookstores. The attribute items of interest in this domain are 
the name, author, and price of the books. The motivation of choosing this 
domain is that integrating information from online bookstores allows online 
intelligent comparison-shopping agents to find the best bargain for the users. 
A sample H T M L page in this experimental domain is shown in Figure A.2 
in Appendix A. Some of the W e b sites in this domain contain records with 
attribute items organized in a hierarchical fashion. Most of them contain 
records with missing attribute items, multi-valued attribute items, or dif-
ferent orderings of attribute items. A n example of the hierarchical record 
structure in this domain is shown in Figure 6.1. It shows the hierarchical 
record structure induced for information source S14. 
Table 6.4 shows the performance of H I S E R on the information sources 
containing book catalogs. It shows the recall and precision of each attribute 
item of interest. The performance on the book catalogs domain is simi-
lar to the electronic appliance domain. Although most of the sites contain 
records with missing attribute items, multi-valued attribute items and at-
2 the URLs are accurate at the time of writing the thesis 
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book 
name list(author) price 
author 
Figure 6.1: Hierarchical record structure for source S14. 
W e b Site U R L Total number 
of Records 
511 Powell's Book http://www.powells.com 263 
512 lBookstreet.com http://www.lbookstreet.com 189 
513 Borders http://www.borders.com 200 
514 buy.com http://www.buy.com 200 
515 BookCloseOuts http://www.bookcloseouts.com 237 
516 Barnes & Noble.com http://www.barnesandnoble.com 168 
517 Full Circle Book Store http://www.Mlcirclebooks.com 193 
518 Amazon.com http://www.amazon.com/books/ 250 
Table 6.3: Information on book catalog sources. 
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tribute items displayed in different orderings, the extraction performance is 
still good. The recall on most of these information source always exceed 0.8. 
In most of the cases, H I S E R offers very high precision, which is over 0.9 and 
is very close to 1.0. 
This encouraging results show that H I S E R is capable of extracting con-
tent from a wide range of semi-structured W e b documents with attribute 
items organized in a linear or hierarchical structure. Similar to the electronic 
appliance catalogs, most of the target contents in book catalogs are enclosed 
with clear separators like H T M L tags. As a result, the left pattern compo-
nent together with the right pattern component in our extraction rules can 
accurately identify the boundaries of the target contents. 
6.4 Results on Seminar Announcements 
Seminar announcements are semi-structured documents that do not contain 
full grammatical sentences or any mark-up tags. Most of the seminar an-
nouncements have missing attribute items, or different orderings of attribute 
items. The seminar announcement domain contain two collections of uni-
versity seminar announcements collected at the Chinese University of Hong 
Kong ( C U H K ) and the Carnegie Mellon University (CMU). For the first set 
of this experiment, we collected a total of 103 emails from C U H K containing 
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Name Author Price 
W e b Site recall (%) prec. (%) recall (%) prec. (%) recall (%) prec. (%) 
511 Powell's Books 96.2 100.0 96.6 100.0 96.6 100.0 
512 IBookstreet 98.4 99.5 89.4 89.9 98.9 99.5 
513 Borders 97.0 100.0 93.0 99.5 100.0 100.0 
514 buy.com 94.0 96.9 95.8 97.4 94.0 96.9 
515 BookCloseOuts 97.1 99.6 97.9 97.9 100.0 100.0 
516 Barnes & Nobles.com 85.7 100.0 83.9 100.0 84.5 100.0 
517 Full Circle Book Store 99.5 100.0 100.0 100.0 100.0 100.0 
518 Amazon.com 96.0 100.0 98.7 98.7 100.0 100.0 
Table 6.4: Performance of H I S E R on the experimental W e b sites containing 
book catalogs, (prec. refers to precision) 
63 
seminar announcements. Sample seminar announcements from C U H K are 
shown in Figure A.3 and Figure A.4 in Appendix A . In the second set of this 
experiment, we randomly select 200 pieces of electronic bulletin board post-
ings containing seminar announcements from C M U which is available at the 
RISE repository [34]. Sample seminar announcements from C M U are shown 
in Figure A.5，Figure A.6 and Figure A.7 in Appendix A . The purpose of ev-
ery document in these two collections is to announce an upcoming seminar or 
meeting. The attribute items of interest are the topic, speaker, venue, date, 
start time and end time of the seminar. The motivation of choosing this 
domain is that extracting information from electronic board postings and 
email allows intelligent agents to summarize upcoming seminars and alert 
interested parties. 
In this experiment, we label training examples in 6 seminar announce-
ments from C U H K and 10 seminar announcements from C M U , the remain-
ing documents in the two collections are reserved for evaluation purposes. 
Table 6.5 shows the performance of H I S E R on the domain of seminar an-
nouncements. The second and third column show the extraction performance 
of H I S E R on the seminar announcements from C U H K , while the fourth and 
fifth column show the extraction performance of H I S E R on the seminar an-
nouncements from C M U . 
Although there are no clear H T M L delimiters in seminar announcements, 
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CUHK C M U 
recall (%) precision (%) recall (%) precision (%) 
Topic 82.5 87.0 65.5 77.1 
Speaker 86.6 91.3 74.4 72.6 
Venue 86.3 89.1 56.5 92.9 
Date 83.5 91.0 97.0 98.9 
Start time 86.3 89.1 85.9 93.4 
End time 89.9 100.0 86.1 98.8 
Table 6.5: Performance of H I S E R on the seminar announcements from 
C U H K and C M U . 
experimental results show that our extraction rules are expressive enough to 
handle these semi-structured documents containing seminar announcements 
from C U H K . The recall and precision for all the attribute items of interest 
always exceed 0.82 and 0.87 respectively. All of the seminar announcements 
from C U H K have a linear record structure, which means all attribute items 
are single-valued. But, most of them have missing attribute items, or different 
orderings of attribute items. In addition, all of the target attribute items, the 
topic, speaker, venue, date, start time, and end time, appear in the heading 
of the documents. Refer to the sample seminar announcements from C U H K 
shown in Figure A.3 and Figure A.4，all of the target contents appear before 
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the abstract of the seminar. This important feature makes the extraction 
tasks less difficult. Instead of considering both semi-structured contexts as 
in the heading and free text as in the abstract and biography, H I S E R can 
learn accurate extraction rules which capture the c o m m o n delimiters of the 
target contents in the semi-structured contexts only. 
For semi-structured W e b documents such as H T M L pages, most of the 
content are enclosed with mark-up tags. As a result, the left pattern com-
ponent together with the right pattern component are expressive enough to 
locate the clear H T M L delimiters and determine the content to be extracted. 
For other semi-structured documents such as seminar announcements, there 
are no clear delimiters to separate the contents to be extracted. To extract 
content accurately from this kind of documents, in additional to the left and 
right pattern components, the target component plays a significant role to 
restrict the type of content to be extracted. 
For the seminar announcements from C M U , the extraction performance 
on the date, start time and end time is very good. The recall and precision 
for these attribute items exceed 0.85 and 0.93 respectively. The performance 
on the topic, speaker and venue is fair when comparing with other attribute 
items and the results of C U H K domain. Unlike the seminar announcements 
from C U H K , some of the target attribute items appear in the semi-structured 
contexts of the documents, some of them appear as free text in the collections 
66 
of C M U seminar. The date, start time and end time of the seminar always 
present in the semi-structured heading of the document, while other target 
attribute items m a y appear as free text in full, grammatical sentences. Refer 
to the sample seminar announcements from C M U shown in Figure A.5 and 
Figure A.6，all of the target contents appeared in semi-structured format. 
In Figure A.7, the speaker and venue appeared as free text with no clear 
separator. 
Since H I S E R does not make use of any linguistic processing, extracting 
the attribute items speaker, topic and venue are more difficult as some of 
them appear as free text in the document collection. That is w h y the ex-
traction performance on these three attribute items is lower. Still, H I S E R 
is able to extract content accurately from the semi-structured contexts. The 
extraction performance on the date, start time and end time is very good. 
In addition to the left and right pattern components, the target component 
of the extraction rule plays a significant role to extract contents accurately 
from semi-structured non-Web documents. Since some of the attribute items 
appear in the semi-structured context and some of them appear in free text 
context, the left pattern component together with the right pattern compo-
nent are not expressive enough to capture the surrounding patterns of the 
target attribute items. The target component is useful to describe the type of 
the information to be extracted, which can improve the extraction accuracy. 
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Experimental results illustrate that H I S E R offers very nice extraction 
performance on a range of semi-structured documents including online W e b 
documents with H T M L tags and non-Web documents without clear mark-up 
tags. In addition, H I S E R is able to handle missing attribute items, multi-
valued attribute items, and different orderings of attribute items. 
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Chapter 7 
Adapting Wrappers to Unseen 
Information Sources 
This chapter discusses the third module of our H I S E R system, which is used 
for wrapper adaption. H I S E R is able to adapt a learned wrapper of a partic-
ular information source to unseen information sources in the same domain. 
Our approach is to label training examples automatically by employing a 
machine learning technique. 
7.1 Motivation 
Semi-structured information sources such as Internet sites often change their 
layout and formatting regularities. Thus, maintaining wrapper and adapting 
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wrappers across information sources is difficult. Users are required to pro-
vide training examples for each information source when the first time the 
wrapper is constructed. Likewise, manual training examples are needed for 
an information source when the formatting regularities are altered. Very few 
existing works address the problem of wrapper adaptation. To cope with 
these problems and further reduce the user effort involved, H I S E R tries to 
adapt a learned wrapper to unseen information sources by using a machine 
learning approach. Novel feature selection and candidate seeking techniques 
are developed to automate the process of manual annotation of training ex-
amples. This approach can also solve the wrapper maintenance problem when 
the layout and formatting regularities of an information source changes. 
It appears that the wrapper learning method in H I S E R can be used for 
the task of automatic labelling of training examples. However, directly ap-
plying this learning method to unseen information sources m a y not yield 
satisfactory performance. While the layout and formatting regularities of 
semi-structured W e b documents differ among different information sources 
and the extraction rules of a particular information source usually are not 
applicable to unseen information sources, the attribute items of interest often 
share some c o m m o n features and characteristics across different information 
sources. W e observe that the semantic content of the attribute instances of 
interest remains unchanged. For example, the price of a product is typically 
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in Numeric type, the description of a product usually contains terms related 
to product feature. Besides, the characteristics of the content of the attribute 
instances are often similar across different information sources. For example, 
the length, word count and proportion of punctuation symbols are roughly 
similar. 
In addition to the content, the surrounding tokens of the attribute in-
stances are sometimes similar across different information sources. For ex-
ample, in the domain of electronic appliance catalogs, the product name of an 
electronic appliance is usually a hyperlink for that particular product. Thus 
it is usually surrounded by H T M L tags “<A H R E F二…〉” and “</A>，，. 
Beside, the product name is usually displayed in special formats, say in bold 
type or special font type. Thus it is usually surrounded by H T M L tags like 
“〈 F O N T •..〉”，“〈/FONT〉”, “<B>“ and "</B>". These regularities en-
able H I S E R to tackle the problem of wrapper maintenance and adaptation 
because those previously-labelled training examples can be an approximation 
to the training examples that a user m a y provide for new unseen information 
sources. 
Our H I S E R approach tackles the wrapper adaptation problem by first 
automatic labelling of training examples. In addition to the left pattern 
component and right pattern component, our extraction rules contain the 
target component, which captures the semantic contents of the target at-
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tribute item. To trigger an extraction rule, exact matching of the token 
scanning instructions and token containing instructions are required. While 
the extraction rules of an information source usually can not be applicable 
to unseen information sources with dissimilar layout or format, the target 
component of the extraction rules can be treated as "sample-seeking" rules 
to seek potential training samples from unseen information sources automat-
ically. B y making use of Support Vector Machines (SVM) [16, 63], a machine 
learning technique, to capture the c o m m o n characteristics of the attribute 
instances of interest, the degree of confidence of the potential candidates 
being "good" positive training examples for unseen information sources can 
be predicted. Furthermore, the automatic annotated examples can be ex-
amined by human to refine the annotation quality before they are used for 
subsequent processing. Once the training examples are annotated, a suitable 
wrapper can be induced for the unseen information sources. 
7.2 Support Vector Machines 
Systems for document retrieval, routing, categorization and other informa-
tion retrieval tasks rely heavily on automated classifiers [43]. Support Vector 
Machines (SVM) [16, 63], a kind of machine learning technique, is a relatively 
new learning approach for solving two-class pattern recognition problems. 
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They have strong theoretical foundations and proven empirical successes. 
The S V M method is defined over a vector space where the problem is to 
find a decision surface that best separates the data points into two classes. 
For simplicity, Figure 7.1 shows an example in a two-dimensional space with 
linear separable data. The solid line shows a possible decision surface that 
correctly separates the two groups of data. The dashed lines parallel to the 
solid line show how much the decision surface can move without causing 
misclassification of the data. The distance between the two dashed lines is 
the margin. The S V M problem is to find the decision surface that maximizes 
the margin between the data points in a training set. The idea can also be 
applied to high dimensional space and to data points that are not linearly 
separable. A decision surface in a linearly separable space is a hyperplane. 
o 〇 〇 o Z 
〇 〇 〇 〇 〇 〇 〇 z 
< • • • • • • • 
m m m 
• • • 
Figure 7.1: The decision line (solid) with a margin which is the distance 
between the two parallel dashed lines 
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Let Ui G {士1} be the classification for Xi, and there are n user-labelled 
training examples: .. •，、x:yn),式 ^ B!^ where d is the dimension-
ality of the vector. The problem is to find an optimal weight vector w* and 
a constant h from the training set of data such that is minimum, and 
the following constraints are satisfied: 
w* - X i - h ^ + l if Vi = + 1 
w* - Xi - b < -1 if Vi = - 1 
The decision surface for linearly separable space is a hyperplane which can 
be written as: 
w'' • Xi — h — ^ 
Training examples that satisfy the equality are termed support vectors. 
The support vectors define two hyperplanes, one that goes through the sup-
port vectors of one class and one goes through the support vectors of the 
other class. The distance between the two hyperplanes defines a margin 
and this margin is maximized when the norm of the weight vector is 
minimized. 
S V M has been proven to perform well on a wide range of applications, in-
cluding object recognition and text classification [19, 36, 70]. The advantage 
of S V M is that the execution speed is very fast. Another advantage is that 
S V M is remarkably intolerant of the relative sizes of the number of training 
74 
examples of the two classes. In most learning algorithms, if there are more 
examples of one class than another, the algorithm will tend to correctly clas-
sify the class with the larger number of examples, thereby minimizing the 
error rate. Since S V M tries to separate the patterns in high dimensional 
space, but not directly minimize the error rate, it is relatively insensitive to 
the number of training examples of each class. 
S V i s an implementation of Vapnik's Support Vector Machines [63 • 
The source code is free for scientific use and available at [35]. There are two 
executable programs, "svmJearn" and "svm_classify". "svmJearn" is the 
learning module used to learn a S V M model for a set of training examples, 
"svm_classify" is the classification module used for classifying potential can-
didates. 
S V M can be applied to H I S E R for addressing the wrapper adaptation 
problem. The idea is to annotate training examples automatically from 
unseen information sources. In our framework, for each attribute item of 
interest, there are n user-labelled training examples: { x [ , y i ) , • • • , {oc^, z/n), 
Xi G Rd where d is the dimensionality of the vector representing the num-
ber of features considered, yi G {±1} is the classification for the candidate 
Xi^  + 1 represents positive example and -1 represents negative example. The 
problem is to learn an optimal weight vector w* and a constant b from the 
training set of data such that a decision surface is found to best separate 
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the data points into two classes. For each attribute item of interest, a S V M 
model is built to predict the degree of confidence of the potential candidates 
being "good" positive training examples for unseen information sources. 
7.3 Feature Selection 
S V M is parameterized by a set of features, denoted by the feature vector 
Xi. In text classification, a feature can be a term. A term can be a word 
or a phrase. The feature value can be defined as the term frequency (TF) 
or the product of term frequency and the inverse document frequency (TF-
IDF) [57]. Term frequency is the number of times the term appears in the 
document. Document frequency (DF) is the number of times the term occurs 
in a document collection. Such selection is based on the fact that terms can 
be good representation of the document category. 
In our approach, in order to capture the characteristics of the content 
of the attribute instances as well as the contexts surrounding them, three 
sets of features are defined. The first set is related to the content informa-
tion. W e observe that the semantic content and the content characteristics 
of the attribute instances are often quite similar across different information 
sources. The following nine domain independent features are considered: 
1. length: number of characters in the content 
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2. token count: number of tokens in the content 
3. mean token length: average number of characters of each token in 
the content 
4. digit density: proportion of digits in the content 
5. letter density: proportion of alphabetic characters in the content 
6. uppercase density: proportion of uppercase characters in the content 
7. lowercase density: proportion of lowercase characters in the content 
8. punctuation density: proportion of punctuation symbols in the con-
tent 
9. HTML density: proportion of H T M L tags in the content 
For example, consider the book name "C: H o w to Program". Each feature 
will take on a value as follows; length =17, token count 二 8, mean token 
length 二 2.125, digit density = 0.0, letter density 二 0.765, uppercase 
density = 0.176, lowercase density = 0.588, punctuation density = 
0.059, and HTML density 二 0.0. 
In addition to the content, the surrounding" contexts of the attribute in-
stances are sometimes similar across different infonnation sources. The sec-
ond and third set of domain independent features are related to the left 
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and right surrounding contexts respectively. The features represent different 
categories of tokens as follows. 
1. HTML—table: H T M L tags related to tables 
(e.g.: < T A B L E > , < T D > , < / T R > ) 
2. HTML-link: H T M L tags related to hyperlink 
(e.g.: < A HREF二...>, < / A > ) 
3. HTMLJmg: H T M L tags related to displaying image 
(e.g.： < I M G S R C = . . . > ， < / I M G > ) 
4. HTML—list: H T M L tags related to displaying list 
(e.g.： < 0 L > , < L I > , < / U L > ) 
5. HTML-font: H T M L tags related to font type or size 
(e.g. < F O N T SIZE=...〉，<B>, < / F O N T > ) 
6. HTML-layout: H T M L tags related to layout such as paragraphing 
or newline (e.g.: < P > , < B R > ) 
7. WORD: tokens that contain alphabetic characters only 
(e.g.: N E W , sell, Price) 
8. N U M B E R : tokens that are numeric strings 
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(e.g.: 2000, 199.95) 
9. P U N C T U A T I O N : tokens that are punctuation symbols 
(e.g" ！，’） 
The feature value is defined as the number of matched tokens in the 
surrounding contexts for the category divided by the total number of tokens 
for the category in the document. It represents the proportion of the matched 
tokens for a category in the document. 
number of matched tokens for category j in the sorrounded contexts 
featurcj total number of tokens for category j in the document 
where featurcj is the value of the � feature for a particular candidate. 
For example, if HTML—table is a category for all H T M L tags related to 
table such as < T A B L E > , < / T A B L E > , < T H > , < / T H > , < T R > , < / T R > , 
< T D > and < / T D > . In the left surrounding context of a particular attribute 
instance, 2 tokens matched with the elements in this category and there are 
totally 50 tokens in the documents matched this category, the feature value 
for HTML—table will be 0.04. 
Although all features listed above are domain independent, domain spe-
cific semantic classes such as price and product feature can be easily adopted 
to different domains without modifying the algorithm. 
W e have three sets of features in total. The first set of feature is related 
to the content information. The second and third set of features are related 
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to the left and right surrounding contexts respectively. The value of these 
three sets of features m a y fall in different orders of magnitude. Refering to 
the previous example, the value of the feature length m a y be in the order 
of IQi and the value of the feature punctuation density m a y be in the 
order of 10—2. It is not effective if different features have values in very much 
different orders of magnitude. As a result, we normalize all features to values 
between 0 and 1, by using the cosine normalization [56]: 
, featurcij 
feature^j = = 
\ l l l i f e a t u r e l 
where featureij is the value of the j仇 feature for the i仇 training example 
and feature'ij is the normalized feature value. The normalized feature values 
will be used to learn S V M models and classify potential candidates. 
7.4 Automatic Annotation of Training E x a m -
ples 
Basically, our method for automatic annotation of training examples from 
unseen information sources can be treated as a kind of classification. Once 
the potential candidates for the training example of a target attribute item 
are identified in unseen information sources, they are further considered and 
their degree of confidence of being "good" positive training examples can be 
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predicted. W e employ a classifier generated by S V M to capture the com-
m o n characteristics of the attribute instances of interest. Those potential 
candidates can then be classified as training examples or not. 
7.4.1 Building SVM Models 
W e observe that the semantic content and the content characteristics of the 
attribute instances of interest remain largely unchanged no matter how they 
are displayed in different information sources. In addition to the content, 
the surrounding contexts of the attribute instances are often similar across 
different information sources. These regularities enable H I S E R to tackle the 
problem of wrapper adaptation because those previously-labelled training 
examples can be an approximation to the training examples that a user m a y 
provide for new unseen information sources. 
W e employ inductive S V M to capture the c o m m o n characteristics of the 
attribute instances of interest. For a particular information source, users are 
required to provide positive training examples as well as negative training 
examples for each target attribute item. Based on the three sets of features 
described in Section 7.3, the feature values of the training examples are 
identified. After that, the feature values are normalized to the range between 
0 and 1 by using cosine normalization. Eventually, a S V M model is built for 
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each attribute item of interest. These S V M models are used to estimate 
the degree of confidence of the potential candidates being "good" positive 
training examples. 
7.4.2 Seeking Potential Training Example Candidates 
Each textual document contains a sequence of fields or tokens. A field or 
token can be a word, number, punctuation, date, H T M L tag, specific ASCII 
character or domain specific contents like price and product feature. W e define 
an object to be a list of continuous tokens in a W e b page. The sequence 
of tokens that constitutes the object m a y contain any kind of the tokens 
described above, but the first and last elements cannot be H T M L tags. W e 
define a segment to be a sequence of continuous tokens in a W e b page, but 
it does not contain any H T M L tags. 
The first and last tokens of each training example cannot be H T M L tags, 
so each training example can be represented as an object. W e assume that 
the attribute items of interest are the same across different sources of the 
same domain. For each attribute item of interest, our method will first try 
to locate potential candidates for the training examples from unseen infor-
mation sources using the target component of the learned extraction rules. 
The initial candidate is the segment containing the contents of the target 
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component. Next, we try to produce a set of potential object candidates by 
extending this segment forward and backward. A parameter T is used to 
control the degree of extension. 
W e define Pre-Candidate and After-Candidate to identify the position of 
the beginning and the ending of a potential object candidate. For an object 
candidate c, Pre-Candidate is defined as follows: 
Pre-Candidate is the position of the first element of 
the segment immediately before the segment of the candidate c. 
A set of {Pre-Candidate} is generated by extending the initial candidate cq 
backward for a degree of extension T. 
Similarly, for an object candidate c, After-Candidate is defined as follows: 
After- Candidate is the position of the last element of 
the segment immediately after the segment of the candidate c. 
A set of {After-Candidate} is generated by extending the initial candidate 
Co forward for a degree of extension T. 
After the positions are identified, all the combinations of {Pre-Candidate} 
and {After-Candidate} constitute the potential object candidates for the at-
tribute item of interest. For example, if {Pre-Candidate} = {si, S2, 53} and 
{After-Candidate} 二 {ei, 62, 63}, a set of potential object candidates is gen-
erated as follows: 
83 
{(si, ei), (si, e2), (si, 63), (52，ei), (52, 62), (53, 63), (S3, ei), (53, 62), (53, 63)}. 
where (s^, ej) denotes an object candidate with starting position at Si and 
ending position at ej. 
7.4.3 Classifying Potential Training Examples 
Once the potential object candidates for each attribute item of interest are 
identified in unseen information sources, the three sets of features defined 
in Section 7.3 will be used to determine the content characteristics of the 
potential candidates as well as the contexts surrounding them. 
For each attribute item of interest, the feature values of the potential can-
didates are determined and then normalized by cosine normalization. Then 
we apply the previously learned classifiers to predict the degree of confidence 
of the potential candidates being "good" positive training examples for un-
seen information sources. After classification, those candidates with high 
degree of confidence are treated as positive training examples for unseen 
information sources. 
Once the training examples are annotated, a hierarchical record struc-
ture and the extraction rules can be induced by using the wrapper learning 
component in HISER. As a result, H I S E R can extract information from un-
seen information sources in the same domain by requiring manual training 
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examples from one single information source only. This technique can also 
be adopted to wrapper maintenance problem when a wrapper is no longer 




Experimental Results of 
Wrapper Adaptation 
This chapter presents wrapper adaptation results of H I S E R for semi-structured 
W e b documents in two experimental domains. They are online electronic ap-
pliance catalogs and book catalogs. Experimental results show that H I S E R 
is capable of adapting a learned wrapper of one information source to unseen 
information sources. 
8.1 Experimental Methodology 
In order to demonstrate the capability of H I S E R to adapt a learned wrapper 
to unseen information sources by automatic annotation of training examples, 
86 
we have conducted experiments using the same W e b information sources as 
in the previous experiments. There are two different domains, namely, online 
electronic appliance catalogs and book catalogs. 
W e wish to evaluate the information extraction performance on unseen 
information sources when we adapt a previously learned wrapper to them. 
For each experimental domain, we have conducted two sets of experiments. 
The first set of experiment is to simply apply the learned wrapper of one 
particular source without adaptation to all other sources for extraction. The 
results of this experiment can be treated as a baseline. The second set of 
experiment is to adapt the learned wrapper of one particular source to other 
unseen information sources by using the wrapper adaptation technique. Once 
training examples are annotated automatically, unseen information sources 
can learn their own wrapper for extraction. In all experiments, users are only 
required to provide a few training examples for one particular information 
source only. 
Table B.l and Table B.3 in Appendix B show the detailed results of the 
first set of experiment for the domain of online electronic appliance catalogs 
and online book catalogs respectively. The 严 row in these two tables rep-
resents an experiment of extracting contents from all information sources by 
using the learned wrapper of the information source i. Each cell in these ta-
bles is divided into two sub-columns and three sub-rows. The three sub-rows 
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represent the extraction performance on the name, description, and price 
of the products respectively for the domain of electronic appliance catalogs. 
The three sub-rows represent the extraction performance on the title, au-
thor, and price of the books respectively for the domain of book catalogs. 
The two sub-columns represent the recall and precision on the attribute items 
of interest respectively. The diagonal cells of Table B.l and Table B.3 show 
the capability of H I S E R to extract information from semi-structured W e b 
documents originating from the same source. This result is, in fact, cov-
ered in Chapter 6. It shows that H I S E R presents a very nice extraction 
capability on semi-structured W e b documents when training examples are 
available. Other cells in these tables represent the results of applying the 
learned wrapper of a particular information source to other unseen informa-
tion sources for extraction. The results of this experiment can be treated as 
a baseline when comparing with the results of adapting a wrapper to unseen 
information sources. 
Table B.2 and Table B.4 in Appendix B show the detailed results of 
the second set of experiment for the domain of online electronic appliance 
catalogs and online book catalogs respectively. They show the experimen-
tal results of adapting a learned wrapper of an information source to the 
remaining unseen information sources by automatic annotation of training 
examples. The i亡"row in these tables represents an experiment of adapting 
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the learned wrapper of information source i to all other information sources. 
Once again, each cell in these tables is divided into two sub-columns and 
three sub-rows. The three sub-rows represent the extraction performance 
after adaptation on the name, description, and price of the products respec-
tively for the domain of electronic appliance catalogs. The three sub-rows 
represent the extraction performance after adaptation on the title, author, 
and price of the books respectively for the domain of book catalogs. The 
two sub-columns represent the recall and precision on the attribute items of 
interest respectively. 
8.2 Results on Electronic Appliance Catalogs 
Table 8.1 summarizes the experimental results for the domain of electronic 
appliance catalogs. It shows the average extraction performance on the prod-
uct name, description, and price respectively for the cases of without adap-
tation and with adaptation when training examples of one particular infor-
mation source are provided. The detailed experimental results are shown in 
Table B.l and Table B.2 in Appendix B. 
In Table 8.1, the first column shows the information sources where train-
ing examples are provided manually. The columns labelled with "Without 
Adaptation" show the average recall and precision on the attribute items of 
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interest for the first set of experiment. The learned wrapper of the informa-
tion source specified in column one are applied for extraction from all the 
remaining information sources. The columns labelled with "With Adapta-
tion" show the average recall and precision on the attribute items of interest 
for the second of experiment. The learned wrapper of the information source 
specified in column one is adapted to all remaining information sources. The 
last row shows the overall average recall and precision on the attribute items 
for all information sources in the cases of without adaptation and with adap-
tation. 
For the first set of experiment, since the layout and formatting regularities 
of the first three information sources are exactly the same, the wrapper of 
any one of these three information sources can be applied to the other two 
without adaptation. But in general, it is not true for most of the information 
sources. The wrapper of a particular information source cannot be applied 
to other information sources for extraction. Thus, in most of the cases of 
without adaptation, the average extraction performance is 0. 
In the case of adapting a learned wrapper of a particular information 
source to other information sources, the extraction performance on the two 
important pieces of information, the product name and price are good. The 
extraction performance on the product description is fair. The overall average 
recall and precision for the product name are 0.63 and 0.79 respectively. The 
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product name description price 
Without With Without With Without With 
Adaptation Adaptation Adaptation Adaptation Adaptation Adaptation 
ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. 
Source recall prec. recall prec. recall prec. recall prec. recall prec. recall prec. 
51 21.7 22.2 70.4 83.8 22.0 22.0 34.0 43.7 22.1 22.1 89.2 93.8 
52 22.0 22.2 72.6 86.2 21.9 22.1 34.1 46.3 22.0 22.1 90.2 94.9 
53 21.6 22.2 72.1 84.8 21.9 22.0 34.4 45.6 21.9 22.0 89.8 95.0 
54 0.0 0.0 63.5 79.2 0.0 0.0 13.8 24.4 0.0 0.0 81.6 96.5 
55 0.0 0.0 61.4 77.8 0.0 0.0 10.0 14.4 0.0 0.0 87.8 94.5 
56 0.0 0.0 62.6 80.9 0.0 0.0 19.4 27.3 0.0 0.0 78.1 95.6 
57 0.0 0.0 73.6 90.0 0.0 0.0 10.8 13.8 0.0 0.0 86.1 96.0 
58 0.0 0.0 59.7 69.8 0.0 0.0 5.1 10.2 0.0 0.0 81.1 90.0 
59 0.0 0.0 44.8 64.8 0.0 0.0 11.1 18.2 0.0 0.0 78.0 96.9 
SIO 0.0 0.0 52.7 67.6 0.0 0.0 22.9 34.6 0.0 0.0 88.7 93.2 
average 6.5 6.6 63.3 78.5 6.6 6.6 19.6 27.9 6.6 6.6 85.1 94.6 
Table 8.1: Average extraction performance on product name, description, 
and price in the electronic appliance catalog domain for the cases of without 
adaptation and with adaptation, (ave. refers to average and prec. refers to 
precision in terms of percentage) 
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overall average recall and precision for the price are 0.85 and 0.95 respectively. 
The overall average recall and precision for the description are 0.20 and 0.28 
respectively. It means that the training examples for the name and price of 
the products can be annotated accurately in most cases. 
The reason is that the semantic content of the product name and price 
share some regularities across different information sources. The price of a 
product is typically in Numeric type, while the name of a product usually 
contains a sequence of words and cardinal numbers. In addition, the sur-
rounding contexts of the product name and price also bear some regularities 
across different information sources. The product name is usually a hyperlink 
for that particular product and thus it is usually surrounded by H T M L tags 
like " < A HREF二...>” and "</A>". Besides, the product name is usually 
displayed in special formats or font size and thus it is usually surrounded 
by H T M L tags like “〈 F O N T SIZE:...〉” and “〈/FONT〉”. Similarly, the 
left surrounding contexts of the price usually contains some tokens related to 
price such as “$”，"Price" and "buy". Besides, the price is usually displayed 
in special formats or font size and thus it is usually surrounded by H T M L 
tags like “〈 F O N T SIZE二...〉，，，“〈/FONT〉，，and " < B > " . 
For the description of the products, the extraction performance is fair. 
It means that the training examples for the product description cannot be 
annotated accurately. The reason is that the information sources display 
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the product description in many different formats. Besides, the content of 
the product description contains some H T M L tags in many cases. So it is 
rather difficult to locate the true boundaries for the training examples of 
the product description. Although extracting the product description fails in 
many cases, the extracted description, in fact, contains part of the expected 
description or covers more than the expected description. Sometimes, the 
extracted content for the product description contains the product name as 
well. As a result, they still contains some useful information or clues on the 
products. 
8.3 Results on B o o k Catalogs 
Table 8.2 summarizes the experimental results for the domain of book cat-
alogs. It shows the average extraction performance on the book title, au-
thor, and price respectively for the cases of without adaptation and with 
adaptation when training examples of one particular information source are 
provided. The detailed experimental results are shown in Table B.3 and 
Table B.4 in Appendix B. 
In Table 8.2, the first column shows the information sources where train-
ing examples are provided manually. The columns labelled with "Without 
Adaptation" show the average recall and precision on the attribute items of 
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interest for the first set of experiment. The columns labelled with "With 
Adaptation" show the average recall and precision on the attribute items 
of interest for the second set of experiment. The last row shows the overall 
average recall and precision on the attribute items for all information sources 
in the cases of without adaptation and with adaptation. 
For the first set of experiment, since different information sources use 
their own layout and formatting regularities, the wrapper of a particular 
information source cannot be applied to other sources for extraction. As a 
result, in most of the cases of without adaptation, the average extraction 
performance is 0. 
In the case of adapting a learned wrapper of a particular information 
source to other information sources, the extraction performance on the two 
important pieces of information, the book title and price are good. The 
extraction performance on the author is fair. The overall average recall and 
precision for the book title are 0.54 and 0.71 respectively. The overall average 
recall and precision for the price are 0.84 and 0.94 respectively. The overall 
average recall and precision for the author are 0.17 and 0.25 respectively. It 
means that the training examples for the title and price of the books can be 
annotated accurately in most cases. 
Similar to electronic appliance catalogs, the title and price of the books 
can be annotated accurately. The reason is that the surrounding contexts of 
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book title author price 
Without With Without With Without With 
Adaptation Adaptation Adaptation Adaptation Adaptation Adaptation 
ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. ave. 
Source recall prec. recall prec. recall prec. recall prec. recall prec. recall prec. 
51 0.0 0.0 59.9 70.1 0.0 0.0 21.2 30.7 0.0 0.0 88.0 95.9 
52 0.0 0.0 60.5 69.3 0.0 0.0 19.1 32.5 0.0 0.0 83.1 94.0 
53 0.0 0.0 55.9 69.1 0.0 0.0 17.5 30.4 0.0 0.0 87.1 95.7 
54 0.0 0.0 47.5 65.6 0.0 0.0 10.4 14.0 0.0 0.0 83.2 94.8 
55 0.0 0.0 56.2 73.8 0.0 0.0 21.3 31.8 0.0 0.0 89.7 93.9 
56 0.0 0.0 63.2 83.1 0.0 0.0 23.0 29.7 0.0 0.0 86.5 95.6 
57 0.0 0.0 34.8 57.6 0.0 0.0 0.0 0.0 0.0 0.0 77.0 92.8 
58 0.0 0.0 55.3 75.0 0.0 0.0 22.0 33.1 0.0 0.0 79.8 92.6 
average 0.0 0.0 54.2 70.5 0.0 0.0 16.8 25.3 0.0 0.0 84.3 94.4 
Table 8.2: Average extraction performance on book title, author, and price 
in the book catalog domain for the cases of without adaptation and with 
adaptation (ave. refers to average and prec. refers to precision in terms of 
percentage) 
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the title and price bear some regularities across different information sources. 
For example, the book title is usually a hyperlink to that particular book and 
is is usually displayed in special formats or font size. The price of a book is 
typically in numeric type. Besides, the price is usually displayed in special 
formats or font size, and its left surrounding contexts usually contains some 
tokens related to price such as “$，，，"Price" and "buy", 
In m a n y cases, the performance on the author is fair. The major reason is 
that there are no clear separators for displaying book author. There are m a n y 
various ways to display this attribute item and so it is difficult to capture 
the c o m m o n surrounding contexts for this attribute item across different 
information sources. In some information sources, book authors are enclosed 
with H T M L tags. But in other sources, they are displayed in free text format 
together with other contents as well. Since our technique makes use of the 
H T M L tags to identify potential candidates for the training examples of the 
target attribute items, the performance on this piece of information is rather 
limited. 
To conclude, H I S E R is capable of adapting a learned wrapper of one 
information source to unseen information sources by annotating training ex-
amples automatically. Experimental results show that our method offers 
encouraging performance for automatic wrapper adaptation. 
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Chapter 9 
Conclusions and Future Work 
9.1 Conclusions 
W e have developed an information extraction system, known as HISER, to 
handle semi-structured documents. Based on a few user-labelled training 
examples, H I S E R can automatically learn a hierarchical record structure 
and extraction rules tailored to an information source. To further reduce 
the user effort of providing training examples, we have proposed a technique 
to adapt a learned wrapper to unseen information sources by annotating 
training examples automatically using S V M . 
For automatic wrapper construction, H I S E R employs a two-stage learn-
ing task, namely, hierarchical record structure learning and extraction rule 
induction. In hierarchical record structure learning, we try to automatically 
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generate a representation of the relationship among the attribute items for 
the records appeared in an information source. Extraction rules are then 
induced for each node in the hierarchical record structure to handle the ex-
traction task. Instead of constructing a single extraction rule that takes into 
accounts all possible attribute item orderings and arbitrary levels of embed-
ded data, novel extraction rules are constructed to deal with the tasks of 
extracting each attribute item from its parent in the record structure. Our 
design can handle missing attribute items, multi-valued attribute items, and 
attribute items appeared in different orders. In the extraction rule induction, 
H I S E R learns expressive extraction rules that incorporate both syntactic gen-
eralization and semantic generalization. Experimental results show that our 
H I S E R system is able to accurately extract information from semi-structured 
documents with high degree of structure. 
N e w standards such as X M L will simplify the extraction of structured 
information from heterogenous information sources. However, X M L requires 
W e b information sources to accept such standards. Still, large amount of data 
available electronically does not follow such standards. So, X M L will make 
wrapper construction simpler but will not eliminate the need of wrappers. 
The performance of H I S E R on extracting more loosely structured infor-
mation is fair. W e assume that most of the records in an information source 
are formatted with similar structure. If the format of the records in an in-
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formation source varies a lot, the performance will decline. Another example 
is to extracting information from free texts. To extract attribute items from 
free texts, sophisticated linquistic processing techniques are needed. Tech-
niques such as part-of-speech tagging, parsing, lexical semantic tagging and 
syntactic analysis can be used to capture the contextual patterns appearing 
just before and just after the target attribute items in free texts. 
W e also investigate the problem of adapting a learned wrapper to unseen 
information sources. To achieve this goal, we develop novel feature selec-
tion and candidate seeking techniques to automate the process of annotating 
training instances for unseen information sources. Support Vector Machines 
(SVM), a machine learning technique, is employed to capture the character-
istics of the surrounding contexts and the content of the previously-labelled 
training examples. Eventually, the degree of confidence of the potential 
candidates being "good" positive training examples for unseen information 
sources can be predicted. Experimental results show that this technique can 
accurately annotate the training examples of the attribute items of interest 
for unseen information sources. 
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9.2 Future W o r k 
The performance of our H I S E R approach for automatic wrapper construction 
and wrapper adaptation for semi-structured documents has been shown to be 
useful. Further research can be done to improve the system. Some directions 
for future work are summarized as follows. 
One possibility is to optionally allow H I S E R to make use of sophisticated 
linguistic processing to handle free texts. These techniques include part-
of-speech tagging, parsing, lexical semantic tagging and syntactic analysis. 
This feature m a y enhance H I S E R to handle textual documents ranging from 
highly structured format to free text format. 
Another possibility is to improve the quality of the automatic annotated 
training examples from unseen information sources via relevance feedback. 
Users can judge if the automatic annotated training examples are relevant 
via a graphical user interface. Hopefully, more accurate extraction rules can 
be induced to improve the extraction performance. 
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Appendix A 
Sample Experimental Pages 
This chapter shows some sample experimental pages. Figure A.l and Fig-
ure A.2 show the excerpt of sample H T M L pages from the domain of elec-
tronic appliance catalogs and book catalogs respectively. Figure A.3 and 
Figure A.4 show sample seminar announcements from C U H K . Figure A.5, 
Figure A.6 and Figure A.7 show sample seminar announcements from C M U . 
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<TR> 
<TD ALIGN=right VALIGN=top><IMG SRC=/Img/trans_lxl.gif B0RDER=0 WIDTH=1 HEIGHT=5><BR></TD> 
<TD C0LSPAN=2><F0NT SIZE=3><A HREF="http://store.yahoo.com/lcache/brotmffaxcoll.htinl"> 
<b>Brother MFC-7160 Fax, Color Scanner, Color PC, Printer, Copier...</b></A></TD> 
<TD ALIGN=right><FONT SIZE=2 ><B>&nbsp；&nbsp；$699.95</TD></TR> 
<TR><TD></TD><TD><A HREF="]ittp://store.yahoo.com/lcache/brotmffaxcoll.html"> 
<IMG SRC="http://storel.yimg.coni/I/lcache_1550_77361246" WIDTH=70 HEIGHT=61 B0RDER=0 
HSPACE=0 VSPACE=0></A></TD> 
<TD><FONT SIZE=2>Brot]ier MFC-7160 Fax, Color <font color=red>Scanner</font>， Color PC, 




<TD ALIGN=right VALIGN=top><IMG SRC=/Img/trans_lxl.gif B0RDER=0 WIDTH=1 
HEIGHT=5><BR></TD> 
<TD C0LSPAN=2><F0NT SIZE=3><A HREF="http://store.yahoo.com/lcache/canl6plainpa.html"> 
<b>Canoii L-6000 Plain Paper Laser Fax, Copier, Scanner, Priiiter</b></A></TD> 
<TD ALIGN=right><FONT SIZE=2 ><B>&nbsp；&nbsp；$685.95</TD></TR> 
<TR><TD></TD><TD><A HREF="http://store.yahoo.com/lcache/canl6plainpa.html"> 
<IMG SRC="http://storel. yimg. coiii/I/lcache_1550_77381156" WIDTH=70 HEIGHT=62 B0RDER=0 
HSPACE=0 VSPACE=0></A></TD> 
<TD><FONT SIZE=2>Enjoy Great Looking Documents While You Save Time. These days there's 
never enough time to do a job right, unless you have a MultiPASS L6000. It delivers crisp 
laser printing ... </FONT></TD><TD> 
</TD></TR> 
Figure A.l: Excerpt of the H T M L page in Source 1 (1 Cache) containing 
electronic appliance catalogs. 
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<span class="body"><div class="searcliBuffer"> 
<span class="body"><b>&#149;</b></span> 
<a href="product.asp?sku=30275052" class="productName"><b>C++ Primer</b></A> 
<br> 
fenbsp；&nbsp；<spaii class="author">Authors:</span>&nbsp; 
<a href="searchresults. asp?qutype=2&qu=Lippmany,2C+Stanley+By.2E&search_store=3" 
class="productDescription"> 




&;nbsp ； fenbsp ； <spaii class="publisher">Publisher: </spaii>&nbsp ； 
<a href="searchresults.asp?qutype=5&qu=Addison+Wesley+Piiblishing+Compaiiy&search_store=3" 
class="productDescription"><b>Addison Wesley Publishing Company</b></A> 
&nbsp；&nbsp；<span class="date">Publish Date:&nbsp；<b>4/l/98</b></spaii> 
&nbsp ； &nbsp ； <spaii class=" ">Format: </span>&nbsp ； <span class="p)rodiict:Descript:ioii"> 
<b>Paperback</b></span> 
<br> 





<span class="body"><div class="searchBuffer"> 
<span class="body"><b>&#149;</b></span> 
<a href="product.asp?sku=30075808" class="productName"><b>Practical Object-Oriented 
Development in C++ and Java</b></A> 
<br> 
&nbsp；&nbsp；<span class="author">Author:</span>&nbsp； 
<a href = " sear chresults . asp?qutype=2&qu=Horstmanny,2C+Cay+sy.2E&search_store=3" 
class="productDescription"><B>Horstmann, Cay S.</B></A> 
&nbsp；&nbsp；<span class="publisher">Publisher:</span>&nbsp； 
<a href="searchresults.asp?qutype=5&qu=John+Wiley+7.26+Sons&search_store=3" 
class="productDescription"><b>John Wiley k Sons</b></A> 
&nbsp;&nbsp;<span class="date">Publish Date:&nbsp;<b>4/l/97</b></spaii> 
&nbsp；fenbsp；<span class="">Format:</span>&nbsp；<span class="productDescription"〉 
<b>Paperback</b></spaii> 
<br> 
&nbsp；&nbsp；<span class=""><b>Our Price:&nbsp；</b></span> 
<span class="price"><b>$36.89</b><p></span> 
</span> 
&nbsp;&nbsp;&nbsp;<span class="body">You Save:</span> <span class="price">$8.10</span> 
Figure A.2: Excerpt of the H T M L page in Source 14 (biiy.com) containing 
book catalogs. 1Q3 
* * * Seminar * * * 
Dept. of Systems Engineering k Engineering Management 
Chinese University of Hong Kong 
Title : Fat-Btree: An Update-Conscious Parallel Directory Structure 
Speaker : Prof. Haruo Yokota 
Information Science and Engineering in Tokyo Institute of Technology 
Venue : Rm 122, HSH Engineering Building, CUHK 
Date : Dec. 15, 1999, Wednesday 
Time : 4:OOpm-5:00pm 
Abstract : 
We propose a parallel directory structure, Fat-Btree, to improve 
high-speed access for parallel database systems in shared-nothing 
environments. The Fat-Btree has a three-fold aim: to provide an 
indexing mechanism for fast retrieval in each processor, to balance 
the amount of data among distributed disks, and to reduce 
synchronization costs between processors during update operations. 
Biography : 
Haruo Yokota received the B.E.， M.E., and D.Eng. degrees from Tokyo 
Institute of Technology in 1980， 1982， and 1991， respectively. He 
joined Fujitsu Ltd. in 1982, and was a researcher at the Institute 
of New Generation Computer Technology (ICOT) from 1982 to 1986， and 
at Fujitsu Laboratories Ltd. from 1986 to 1992. From 1992 to 1998， 
he was an Associate Professor in Japan Advanced Institute of Science 
and Technology (JAIST). 
Enquiry : Dr. H. Yan (2609-8329) 
Email : yanOse.cuhk.edu.hk 
Figure A.3: Sample seminar announcement 1 from C U H K . 
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Organised by Department of Automation and Computer-Aided Engineering, 
The Chinese University of Hong Kong 
Title : Global Output Regulation of Nonlinear Systems 
Speaker : Prof. T.J. Tarn 
Department of Systems Science & Mathematics, Washington University 
Date : May 9， 2001 (Wednesday) 
Time : 3:30p.m.-4:45p.ni. 
Venue : Room 416， Mong Man Wai Building, CUHK 
Abstract : 
This presentation focuses on the problems of global output regulation 
for MIMO nonlinear systems. The output regulation problem is to design 
a feedback control law by which the output of a nonlinear system 
asymptotically tracks a trajectory generated by an exosystem, no matter 
how large the initial output tracking error is. Moreover, undesired 
disturbances are simultaneously rejected. Whenever the exosignal is 
absent, this control law must also be capable of globally asymptotically 
stabilizing the system. 
Biography 
Professor T. J. Tarn is currently a Professor and the Director of the 
Center for Robotics and Automation at Washington University. He served 
as the President of the IEEE Robotics and Automation Society, 1992-1993, 
the Director of the IEEE Division X (Systems and Control), 1995-1996， 
and a member of the IEEE Board of Directors, 1995-1996. He currently 
serves as the Vice President for Publications of the IEEE Neural Network 
Council and the Chairman of the management committee of the lEEE/ASME 
Transactions on Mechatronics. 
***** ALL ARE WELCOME ***** 
* Refreshment: provided between 3:30 p.m. and 3:45 p.m. 
Enquiries: Ms Kan or Prof. Michael Wang, Department of Automation and 
Computer-Aided Engineering, CUHK at 2609 8343. * ACAE Seminar Series 
(2000-2001) is contained in the World-Wide Web home page at 
http://www.acae.cuhk.edu.hk/seminar.htm 
Figure A.4: Sample seminar announcement 2 from C U H K . 
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<0.21.4.92.11.15.11.lydia+QPROOF.ERGO.CS•CMU.EDU (Lydia Defilippo)•0> 
Type: cmu.cs.scs 
Who: Leslie Lamport 
Digital Equipment Corporation 
Systems Research Center 
Topic: The Temporal Logic of Actions 
Dates: 28-Apr-92 
Time: 3:30 PM 
Place: Wean Hall 4623 
PostedBy: lydia+ on 21-Apr-92 at 11:15 from PROOF.ERGO.CS.CMU.EDU (Lydia Defilippo) 
Abstract: 
SPECIAL SEMINAR 
Speaker: Leslie Lamport 
Digital Equipment Corporation 
Systems Research Center 
Date: Tuesday, April 28 
Time: 3:30 pm 
Place: Wean Hall 4623 
Topic: The Temporal Logic of Actions 
Traditional verification employs a programming language for writing the 
program, and a logic for expressing its properties. When verifying 
concurrent programs, we reason about an abstract program that is not meant 
to be directly compiled and executed, so we don't have to use a programming 
language. Contrary to what one might conclude from the literature, logic 
can be simpler than programming languages. With the right logic, it is 
easy to express a program as a logical formula. The distinction between 
properties and programs then vanishes, and specifications can be written 
as simple programs. Proving that one program implements another is no 
different from proving that a program satisfies a property. 
The temporal logic of actions is the right logic. It provides a tool that 
can help us cope with the complexity of verifying real concurrent algorithms. 
No previous fondess for logic is assumed. 
Figure A.5: Sample seminar announcement 1 from C M U . 
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<0.26.2.92.10.33.14.stankus+OSTANKUS.ADM.CS.CMU.EDU (Terri Stankus).0> 
Type: emu.cs.scs 
Topic: Distinguished Lecture--Today 
Dates: 26-Feb-92 
Time: 3:30 PM 
PostedBy: stankus+ on 26-Feb-92 at 10:33 from STANKUS.ADM.CS.CMU.EDU (Terri Stankus) 
Abstract: 
GRAND CHALLENGES FOR MACHINE LEARNING 
Jaime Carbonell 
School of Computer Science 
Carnegie Mellon University 
3:30 pm 
7500 Wean Hall 
Machine learning has evolved from obscurity in the 1970s into a 
vibrant and popular discipline in artificial intelligence during the 
1980s and 1990s. As a result of its success and growth, machine 
learning is evolving into a collection of related disciplines: 
inductive concept acquisition, analytic learning in problem 
solving (e.g. analogy, explanation-based learning), learning 
Figure A.6: Sample seminar announcement 2 from C M U . 
107 
<0.05.12.91.08.50.06.valdes+@CS.CMU.EDU (Raul Valdes-Perez).0> 
Type: cmii.cs.scs 
Topic: Re: Seminar notice (STC) 
Dates: 6-Dec-91 
Time: 4:00 PM 
PostedBy: valdes+ on 05-Dec-91 at 08:50 from CS.CMU.EDU (Raul Valdes-Perez) 
Abstract: 
Ok, I guess one needs to know the time/place also. 
The talk by Jonathan Minden is at 4pin this Friday, Dec. 6 
in 448 Mellon Institute. The Mellon Institute is the massive 
building with the tall columns on 5th Avenue; it houses 
Biology, Chemistry, Pgh Supercomputing Center, etc. 
Raul 
Figure A.7: Sample seminar announcement 3 from C M U . 
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Appendix B 
Detailed Experimental Results 
of Wrapper Adaptation of 
HISER 
This Appendix shows the detailed experimental results of wrapper adapta-
tion of HISER. W e have conducted experiments on two semi-structured W e b 
information sources: online electronic appliance catalogs and online book 
catalogs. 
Table B.l and Table B.3 show the results of the the first set of experiment 
on the two experimental domains respectively. They show the results of 
simply applying the learned wrapper of a particular information source to 
other unseen information sources for extraction without adaptation. The 
row in Table B.l represents an experiment of extracting contents from other 
information sources by using the learned wrapper of information source i. 
Table B.2 and Table B.4 show the results of the second set of experiment 
for the domain of online electronic appliance catalogs and online book cata-
logs respectively. They show the experimental results of adapting a learned 
wrapper of a particular information source to the remaining unseen informa-
tion sources. The i仇 row in these tables represents an experiment of adapting 
the learned wrapper of information source i to all other information sources. 
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— “ S I r ^ r ^ r ^ r s 5 r ^ r s r r s s r s 9 p r o 
R p | r p | r p | r p | r p | r p | r p | r p | r p | r p 
SI I 98.3 100 I 95.7 99.61 99.6 1001 0.0 0.0 I 0.0 0.0 I 0.0 0.0 I 0.0 0.0 I 0.0 0.0 I 0.0 0.0 I 0.0 0.0 
97.9 99.3 98.8 98.8 98.9 99.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
98.2 99.0 98.8 98.8 100 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
S T 98.3 100 95.7 99.6 99.6 100 0.0 0.0 0.0 U.U U.U U.U U.U U.U U.U U.U 0.0 0.0 0.0 0.0 
97.9 99.3 98.8 98.8 98.9 99.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
98.3 99.0 98.8 98.8 100 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
S3" 98.3 100 95.7 99.6 99.6 100 0.0 0.0 0.0 O.U U.U U.U U.U U.U U.U U.U U.U U.U 0.0 0.0 
97.9 99.3 98.8 98.8 98.9 99.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
98.3 99.0 98.8 98.8 100 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
W 0.0 0.0 0.0 0.0 0.0 0.0 79.0 100 0.0 0.0 0.0 U.U U.U U.U U.U U.U U.U U.U 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 94.7 98.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 99.9 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
55 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.4 100 0.0 0.0 O.U U.U U.U U.U U.U U.U U.U U.U 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 98.3 99.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.7 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
56 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100 100 0.0 0.0 U.U U.U U.U U.U 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 76.0 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.5 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
57 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.3 lOU U.U U.U U.U U.U U.U U.U 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 77.4 99.1 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.3 100 0.0 0.0 0.0 0.0 0.0 0.0 
58 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 lUU lUU U.U U.U U.U U.U 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100 100 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 84.3 100 0.0 0.0 0.0 0.0 
59 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 85.7 98.0 0.0 0.0 
0。0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 86.3 99.3 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 86.9 99.4 0.0 0.0 
sio 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 U.U U.U yy.y 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 96.4 100 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 95.0 98.0 
Table B.l: Experimental results of applying a learned wrapper of an infor-
mation source without adaptation to extract contents from the remaining 
unseen information sources in the electronic appliance catalog domain. (R 





一"SI r^  r^  r^  rs? r^  p9 pro 
R p | r p | r p | r p | r p | r p I r p | r p | r p | R p 
^ ： 9 2 . 7 98.8| 95.2 96.41 60.8 78.7| 73.7 94.7| 62.8 94.61 92.9 97.8| 71.7 90.5| 50.9 67.51 28.2 35.5 
- - 88.3 92.5 94.9 98.6 0.0 0.0 0.0 0.0 20.5 60.7 14.9 25.5 15.9 35.0 0.0 0.0 71.6 80.8 
. - 98.6 98.6 98.6 100 34.7 52.5 97.8 98.5 85.7 99.6 98.2 98.8 95.2 99.6 96.4 98.4 97.8 98.2 
W 90.3 9 8 . 0 " = 97.6 100 55.1 68.5 76.6 95.2 85.9 100 88.8 95.8 75.2 99.6 47.5 56.7 36.3 51.7 
88.6 85.3 - - 86.0 96.1 0.0 0.0 0.0 0.0 21.8 80.0 34.9 55.0 25.7 41.3 0.0 0.0 50.2 58.7 
98.4 99.6 - - 99.6 100 41.4 59.8 98.7 100 85.5 98.5 97.5 100 95.2 99.6 96.8 98.4 98.3 98.3 
^ 92.5 98.8 91.8 9 9 . 3 : = 58.5 70.7 84.4 96.6 78.8 95.7 91.5 97.8 75.7 98.5 41.7 bU.：^  ； 4 b . U 
91.3 92.6 91.1 92.8 - - 0.0 0.0 0.0 0.0 22.4 78.8 39.1 60.0 14.9 25.6 0.0 0.0 50.8 60.5 
99.1 99.3 98.8 98.8 - - 38.5 63.5 97.9 100 85.7 97.8 97.5 98.7 97.2 99.6 94.9 97.8 98.8 99.5 
S T 80.7 85.1 77.5 80.5 78.0 8 1 . 0 : - 22.6 46.7 77.0 97.2 79.3 99.5 53.9 88.7 33.8 55.6 68.4 78.8 
0.0 0.0 0.0 0.0 0.0 0.0 - - 20.5 55.3 0.0 0.0 11.0 36.7 17.5 31.5 24.2 37.2 50.8 58.5 
82.8 98.1 83.5 98.3 88.0 99.6 - - 46.1 78.3 88.7 98.5 82.0 99.3 75.2 99.6 89.5 96.5 98.3 100 
^ 73.5 96.8 71.3 95.9 78.0 92.5 29.3 5 5 . 9 ~ = 75.7 93.5 86.8 88.6 0.0 0.0 68.6 88.8 69.4 88.4 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.0 0.0 0.0 0.0 36.2 51.5 0.0 0.0 53.8 78.5 
Q6.9 98.7 98.8 98.8 98.0 99.2 35.3 66.5 - - 99.5 100 88.5 98.8 75.2 89.6 99.4 100 98.3 99.2 
79.0 98.3 77.3 96.5 73.9 97.2 39.7 83.1 84.9 88.9: - 88.7 94.5 51.9 83.7 0.0 0.0 68.3 85.8 
28.5 31.0 32.5 38.7 35.7 39.9 0.0 0.0 0.0 0.0 - - 28.8 48.5 0.0 0.0 48.8 87.8 0.0 0.0 
83.8 98.9 88.9 97.8 84.5 100 32.5 78.8 96.8 99.8 - - 98.5 100 75.2 96.9 69.5 100 73.5 88.3 
57 88.3 99.0 87.6 98.5 89.0 97.9 39.3 75.0 85.7 98.6 76.4 88 .3~ = 79.8 92.9 56.8 94.2 59.4 65.8 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 58.6 74.3 - - 0.0 0.0 0.0 0.0 38.3 50.2 
89.0 98.0 97.6 98.8 99.2 100 42.2 78.8 98.5 100 99.5 100 - - 75.0 91.1 75.9 97.2 98.3 100 
58 78.0 88.5 87.3 89.5 87.3 88.4 79.3 98.7 O.Q 0.0 48.5 78.8 88.6 96.2~ = 0.0 0.0 68.7 87.9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23.2 55.5 0.0 0.0 0.0 0.0 - - 22.8 36.4 0.0 0.0 
88.3 98.6 98.8 98.8 97.5 99.3 38.2 48.0 85.2 95.7 79.5 88.6 87.7 95.6 - - 62.8 86.4 91.8 98.8 
59 55.9 84.3 59.2 89.0 63.6 90.6 39.3 66.5 82.6 96.8 0.0 0.0 54.3 86.9 •.• U.U “ - 4 8 . 4 69.4 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 57.0 87.9 0.0 0.0 0.0 0.0 - - 42.6 75.8 
61.3 96.6 69.3 98.7 63.9 99.6 79.1 83.3 98.6 98.9 67.2 99.2 88.8 95.8 75.2 99.6 - - 98.3 100 
SIO 18.5 45.2 15.7 38.5 19.1 46.2 59.3 75.0 88.8 97.9 78.0 86.4 68.5 81.2 83.9 77.5 bU.5 - -
21.2 27.0 22.5 31.2 22.7 29.4 0.0 0.0 75.2 86.8 0.0 0.0 38.5 48.9 0.0 0.0 26.0 88.4 - -
94.7 100 I 98.6 99.4| 97.7 100 | 44.4 54.o[ 86.5 95.l| 99.5 100 | 82.5 91.2| 95.1 99.5| 99.4 100 | - - _ 
Table B.2: Experimental results of adapting a learned wrapper of an infor-
mation source to the remaining unseen information sources in the electronic 
appliance catalog domain. (R and P denote recall and precision respectively 
in terms of percentage) 
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— m r ^ r ^ rsM r ^ rsie r ^ pis 
R P | R P | R P | R P | R P | R P | R P R P 
96.2 100.01 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 o T " 
511 96 6 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
96.6 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0-0 0.0 
O O 9 8 . 4 99.5 0 . 0 O O O O O O O 0 . 0 0.0 0.0 0.0 0.0 0.0 
512 0.0 0.0 89.4 89.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 98.9 99.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
^ O O O O 9 7 . 0 100.0 0 . 0 O O o X " 0.0 0.0 0.0 0.0 0.0 0.0 
513 0.0 0.0 0.0 0.0 93.0 99.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 100.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
O O O O O O O 9 4 . 0 96.9 0 . 0 O O O O W 0.0 0.0 
514 0.0 0.0 0.0 0.0 0.0 0.0 95.8 97.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 94.0 96.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
O O a o O O O O O 9 7 . 1 99.6 0 . 0 O O 0 . 0 0.0 
515 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97.9 97.9 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 100.0 0.0 0-0 0-0 0-0 0.0 0.0 
O O O K o O O o o O O a o 8 5 . 7 loo.o o . o o . o 0.0 
516 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 83.9 100.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 84.5 100.0 0.0 0.0 0.0 0.0 
a o O ^ O O O O O o o o o a o o o 9 9 . 5 loo.o o.o o.o 
517 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 100.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 100.0 0.0 0.0 
O o o O O O O O O O O O O O 9 6 . 0 loo.o 
518 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 98.7 98.7 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 100.0 
Table B.3: Experimental results of applying a learned wrapper of an infor-
mation source without adaptation to extract contents from the remaining 
information sources in the book catalog domain. (R and P denote recall and 
precision respectively in terms of percentage) 
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r s n rsT2 r ^ r ^ rsTs r ^ p i s 
R P | R P | R P | R P | R P | R P | R P R P 
： 67.3 78.2 63.2 75.8 0 . 0 0 . 0 52.1 67.8 83.7 95.8 84.5 95.5 68.5 77.7 
511 - - 31.8 48.9 23.2 45.5 0.0 0.0 0.0 0.0 58.9 68.2 0.0 0.0 34.4 52.5 
_ _ 75.2 95.6 72.6 85.8 96.2 99.0 94.0 97.8 96.8 99.5 95.8 98.6 85.2 95.2 
73.2 82.0 “ ： 67.5 72.5 80.1 88.7 60.7 79.5 60.5 97.5 b⑶ 44.9 88.5 
512 28 8 45.0 - - 28.4 40.8 0.0 0.0 36.5 62.4 40.2 79.3 0.0 0.0 0.0 0.0 
93.5 100.0 - - 87.8 97.8 95.8 98.5 88.7 95.0 86.8 100.0 62.5 79.3 66.5 87.3 
65 4 85 9 65.3 80.8 “ = O O 8 0 . 9 89.5 68.1 94.3 25.6 37.4 86.3 95.9 
513 15 7 37.5 45.2 68.8 - - 0.0 0.0 33.9 62.0 0.0 0.0 0.0 0.0 27.6 44.7 
84 9 95 2 85.2 85.6 - - 82.6 96.8 98.7 100.0 86.2 99.2 77.6 96.5 94.7 96.7 
25.4 38.5 67.1 82.4 ^ O = = 72.3 91.9 70.2 86.8 30.6 77.5 66.7 82.3 
514 18.8 25.8 0.0 0.0 0.0 0.0 - - 0.0 0.0 0.0 0.0 0.0 0.0 54.1 72.0 
68.4 100.0 87.1 89.9 94.0 96.4 - - 92.7 98.5 95.6 99.2 68.2 86.9 76.2 92.9 
45.8 77.4 44.9 64.4 77.5 90.6 69.0 96.3 “ - 68.7 93.8 0.0 0.0 87.5 94.3 
515 0.0 0.0 34.8 58.8 45.6 74.7 0.0 0.0 - - 0.0 0.0 0.0 0.0 68.9 88.9 
96.1 100.0 89.2 93.9 87.5 98.8 89.8 93.2 - - 89.3 93.3 84.5 93.1 91.7 85.2 
44.3 68.8 50.8 88.8 64.2 72.3 62.7 86.5 60.7 79.5 “ - 84.5 96.8 75.4 88.7 
516 47.8 70.2 36.6 59.3 0.0 0.0 0.0 0.0 0.0 0.0 - - 18.4 18.8 58.4 59.5 
75.4 87.8 77.1 89.9 84.9 96.6 86.6 99.3 88.7 100.0 - - 90.5 97.2 92.5 98.3 
35.4 68.5 34.7 44.2 37.2 70.9 32.3 60.9 0 . 0 0 0 5 4 . 5 88.2 - - 49.4 70.9 
517 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.0 0.0 
96.1 100.0 69.5 86.9 75.7 98.8 69.8 82.3 87.8 95.2 83.7 94.5 - - 56.6 92.2 
65.4 87.4 54.7 75.2 87.2 98.5 40.7 81.5 48.7 60.1 56.4 58.3 34.3 63.8 - -
518 28.4 35.8 0.0 0.0 54.7 88.6 0.0 0.0 42.5 68.7 28.4 38.8 0.0 0.0 - -
91.6 97.9 61.7 90.7 97.5 98.9 88.3 97.6 78.8 86.9 82.4 85.6 58.5 90.9 - -
Table B.4: Experimental results of adapting a learned wrapper of an informa-
tion source to the remaining information sources in the book catalog domain. 
(R and P denote recall and precision respectively in terms of percentage) 
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