This paper proposes a stable adaptive gradient descent for harmonic-disturbance rejection as a tool for grid-power signal processing, magnetic rotary encoders, and permanent-magnet synchronous motors. The method can be widely applied to increase the accuracy of phase or position estimation in various systems in which harmonic disturbances exist. The proposed technique is based on learning the harmonic amplitudes by means of gradient descent on the feedback phase error. To compensate for the disadvantages of existing gradient-descent methods, the derivative expansion is fully developed with system transfer function integration for stable weighting update. In addition, an adaptive learning rate is also proposed based on discrete Lyapunov standard to achieve stability, and theoretical analysis is discussed. The performance of the method is evaluated by numerical simulation in MATLAB with various scenarios, and by the experiment with the rotary magnetic encoders. The results show that the proposed method achieves stability and high performance in harmonic rejection.
I. INTRODUCTION
Many industrial systems, such as power grids, permanentmagnet synchronous motors (PMSMs), or rotary magnetic encoders, need phase or position estimation. In power-grid synchronization, the phase of a source must be estimated accurately for matching a generator or other source to a running network [1] . If the phase estimation has large error, grid instability or even failure can happen when a source is connected to the utility network. In the field of PMSM, phase-tracking accuracy plays a huge role in the entire PMSM controller performance. With increasing control performance requirements in industrial applications, the improvement of phase estimation is also a critical problem for sensorless PMSM drives. Particularly in rotary magnetic encoders, the accuracy of position estimation is the major role for a measurement device that decides the accuracy for many The associate editor coordinating the review of this manuscript and approving it for publication was Huiqing Wen . industrial feedback-control systems. However, because of the rotary characteristics of these systems, harmonic disturbances, which reduce the phase or position tracking accuracy, always appear [2] - [5] . For these industrial systems to work better, the harmonic disturbances must be rejected in order to improve the phase tracking accuracy.
Many authors have presented methods, such as advanced adaptive PLL [6] , decoupled double synchronous reference frame-based [7] methods, and Delay Signal Cancellation [8] to filter harmonic disturbances by narrowing the bandwidth of the system. The limitation of such methods is that they cannot reject the low-order harmonics. However, harmonics disturbances can exist as both low and high order. In addition, narrowing the bandwidth changes the characteristics of the system. Therefore, these methods cannot be widely applied to many systems.
On the other hand, disturbance observer-based control (DOBC) is an effective method to observe and reject harmonic disturbance by using an exogenous system [33] - [35] . VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The DOBC can observe and reject the harmonic disturbance with large amplitudes. However, this method [33] requires modeling of the harmonic disturbances to the state space to integrate with the system state space to design the observer. Therefore, the method for designing the harmonic disturbance observer that changes frequency according to the operating frequency is still an obstacle [34] . In many phase tracking systems, such as power grid [1] , sensorless PMSM phase estimation [5] , or magnetic encoder [4] , the frequencies of harmonic disturbances vary proportionally to the operating frequency. In these systems, the DOBC is not an appropriate method for harmonic disturbance estimation and rejection. Many papers have presented the harmonic-rejection method based on gradient search. However, the gradient search is approximated as an adaptive linear neural network (ADALINE) [9] - [11] or adaptive notch filter (ANF) [12] that ignores the effects of the system transfer function characteristics. Consequently, these methods are unstable given a frequency change of the input or reference signals [13] , [14] . Therefore, alternative techniques, such as adaptive bandwidth or adaptive learning rate based on the frequency estimation, are needed to compensate for the approximation error [15] - [17] . However, the frequency estimation is heavily affected by random noise that comes from many sources, such as electromagnetic field fluctuation, and temperature variation. To achieve better frequency estimation, other techniques, such as low pass filters, are applied to smooth the frequency estimation. Because of random noise, the frequency estimation error still happens [17] , but the procedures for designing the harmonic rejection have to extend the complication.
This paper solves the above problems by fully developing the gradient update, which is integrated with the system transfer function. In addition, an adaptive gradient learning method is also proposed, based on the discrete Lyapunov convergence standard for proving stability. The paper first describes a stable adaptive gradient harmonicdisturbance rejection (SAGHR) method for general cases that have a diagram like Fig. 1 . In th'e simulation section, we apply the method to the control system and the phase-locked loop. The experiment verifies the efficiency of the proposed method in a rotary magnetic encoder.
The rest of the paper is organized as follows. Sections II presents the related work on phase-tracking systems, a harmonic model in phase tracking, and the two existing methods for harmonic rejection, ADALINE and ANF. Section III describes the full development of gradient calculation in a general transfer function. Section IV proposes the adaptive learning rate for achieving stability in the whole method. Section V presents the numerical simulation of the proposed method, together with the comparisons to the existing methods. Section VI demonstrates the ability to improve the phase tracking accuracy in the experiment of the magnetic encoders. Section VII concludes the paper. 
II. RELATED WORKS
A. PHASE TRACKING SYSTEMS Fig. 1 . shows the general diagram of the phase tracking systems. It includes an error detector e pd , a control block C(s), and a plant function G(s). In clear detail, a phase-lockedloop (PLL) [6] , [18] - [20] , which is frequently used for phase tracking in power grid or magnetic rotary encoders, has a similar scheme, in which the error detector is replaced by the phase detector; the control block and the plant function are replaced by a filter loop and the voltage control oscillator, respectively. Furthermore, the block diagram of sensorless position tracking in PMSMs [25] is the same as that of Fig. 1 .
Based on the diagram in Fig. 1 , the phase error-feedback is:
which contains harmonic disturbances, where θ is the input phase that needs to be tracked,θ is the corresponding estimate phase, d t is the external harmonic disturbances, and n is random noise.
In order for phase tracking to work well, the disturbances must be estimated and rejected, before they can enter the controller. By investigating the characteristics of each practical system, the frequencies of the disturbances can be measured. However, the amplitudes and especially the phases are difficult to estimate for complete harmonic rejection.
The transfer function between phase error e(s) and the output phaseθ(s) is H (s) = C(s).G(s) = N (s) D(s) , where N (s) and D(s) are the numerator and denominator of the transfer function, respectively. The respective transfer function on the z domain in order to facilitate the mathematical developments in the next section is:
The harmonic disturbances can be defined in the form:
where, ω i , i = 1, 2, . . . , n are the frequencies of the harmonic disturbances that can be determined through the characteristics of each system. The frequency ω i = k i ω can be both low and high order, compared to the fundamental frequency ω of the signal. The nonzero amplitudes A i and phases θ i , i = 1, 2, . . . , n are unknown parameters.
To reject the disturbances, harmonics are expanded to sine and cosine terms with zero phases as in equation (3). The gradient descent method then learns the amplitudes of the sine and cosine terms, instead of estimating the disturbance phases θ i . Next, the harmonic disturbance estimation e d is subtracted before the disturbances can enter the controller, as shown in Fig. 1 . The error after subtracting the estimating disturbances becomes:
Without losing generality, the estimating phase isθ =ωt.
The corresponding estimating phase of disturbance i isω i t = k iω t = k iθ , where k i > 0 is the order of harmonic disturbances. By using this form, e d can be derived as below:
is the estimation of harmonic amplitudes {A si , A ci }, and x = sin k 1θ cos k 1θ ... sin k nθ cos k nθ T is the corresponding sine and cosine vector. In this expansion, the disturbance e d can be estimated through the estimating phaseθ and the order of the harmonics k i , which can be measured by Fast Fourier Transform (FFT) method.
C. PREVIOUS HARMONIC REJECTION WORKS 1) ADALINE
ADALINE is widely used to detect and compensate for selective harmonic disturbance to improve the estimating phase error. The method is based on online updating of the weighting w according to the harmonic disturbance characteristics [9] , [21] - [23] . This method is used in various applications, because it is easy to implement, and simple to compute. The updating rule for weighting ADALINE is to follow the least mean square (LMS) and recursive least-square (RLS) algorithm. The LMS algorithm for ADALINE was originally proposed by Widrow et al. [24] ; the weighting vector update is given as below:
where α is the learning rate parameter, which decides the converging speed and the stability of updating.
2) ANF
In the ANF method as presented in [12] , the weighting update is presented in the continuous domain rather than in the discrete domain, as ADALINE is. The estimation of a harmonic disturbance in e d is:
where, the weighting update that is presented in the continuous domain in [12] is:
By each discrete element update and vectorizing the continuous integrator above, the updating rule of ANF is similar to the algorithm presented in the ADALINE method.
3) APPROXIMATING ERROR ANALYSIS
In the two methods presented above, the updating rule is based on minimizing the square error V (w) = 1 2 e 2 of e, after subtracting the estimated disturbance. In order to minimize V , the approximation gradient descent of V over w is calculated as:
where
In the equation above, ∇ w d t = 0, and ∇ w n = 0. The gradient ∇ w e d consists of sine and cosine elements ∂e d /∂Â si = sin(ω i t) and ∂e d /∂Â ci = cos(ω i t). The gradient above is calculated but ignores the gradient ∇ w e pd . However, e pd affects to the gradient descent calculation through the transfer function. Consequently, instability happens when the transfer function changes. Therefore, additional techniques are used for the adaptive learning rate based on the transfer function to compensate for the approximation error as analyze but not effective.
III. HARMONIC DISTURBANCE ESTIMATION
The updating of the gradient descent is based on minimizing the square error of the cost function V (w) = 1 2 e 2 to estimate the amplitudes of the harmonic disturbance. According to the small parameter variation w, the first order approximation is:
To minimize the cost function, the weighting is updated as the gradient descent below:
where, α > 0 is a small positive number, which decides the convergence speed and stability of the updating. In the update above, the two factors that affect the stability include the gradient ∇ w e, and the learning rate α. The part below describes the calculation of the gradient integrating with transfer-function characteristics. The next section will propose the adaptive gradient learning rate to achieve stability for the gradient update.
From (1), the gradient ∇ w e is:
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The weightings contain the estimation of sine and cosine amplitudes. The partial derivatives of each element ∂e
in ∇ w e are developed for gradient calculation as below:
From (5), the partial derivative below can be inferred:
The disturbance harmonics are relatively small compared to the fundamental signal, therefore: n j k jÂsj cos k jθ − n j k jÂsj sin k jθ 1.
Thus, the partial derivative ∂e ∂Â si can be approximated from (14), (15) , and (16):
Like the cosine term, the partial derivative ∂e ∂Â ci is:
To calculate ∂θ ∂Â si , the relationship betweenθ(z) and e(z) in the z-domain through H (z) = N (z)/D(z) is considered:
Rewriting (19) into the discrete difference form:
= a n e(k − n) + a n−1 e(k − n + 1) + · · · + a 0 e(k) (20) Taking the partial derivative on both sides of (20), we obtain:
The partial derivative can be then inferred:
Substituting (22) into the right side of (17), we obtain:
In the same way, the cosine terms are
The partial derivative for each element in the gradient ∇ w e is calculated by means of (15) and (16), by passing the corresponding harmonic through the filter D(z)/(D(z)+N (z)).
IV. STABLE ADAPTIVE LEARNING RATE
The previous section described the gradient update method, but the stability has not yet been proved. This section considers the stability of the update rule and proposes the adaptive learning rate based on the Lyapunov standard. First, we consider a Lyapunov candidate that inherits from the cost function, as shown below:
The difference of V w (k) in the discrete domain is:
in which, e(k + 1) = e(k) + e(k)
The difference error is:
From (26), (27) , and (28), the difference of V(k) now becomes:
Substituting the updating rule (12) into (29), we obtain:
where λ = α∇ w e T (k)∇ w e(k) 1 − 1 2 α∇ w e T (k)∇ w e(k) . From the Lyapunov stability theorem, if V w (k) is positive and V w (k) is negative, the stability is guaranteed. From (25) , V w (k) is already positive. Therefore, in order to achieve the stability in the gradient update integrated with the system transfer function, the w -parameters update must satisfy V w (k) < 0. Then:
The term ∇ w e T (k)∇ w e(k) > 0. Therefore, the inequality above can be achieved by choosing α that satisfies the constraint:
According to (23) and (24), the gradient ∇ w e T (k)depends on the value of the sine or cosine signals of the corresponding harmonic phase. Therefore, when updating the parameters in a harmonic-disturbance estimation, choosing a fixed learning rate can lead to instability. Based on the constraints in (32), the learning rate can be chosen to achieve both stability and gradient update as follows:
where, 0 < γ < 2 is the adjustment parameter that decides the speed of harmonic disturbance estimation. By means of the learning rate above, the final updating rule for the harmonic disturbance estimation (12) is:
In summary, the harmonic disturbance estimation e d is calculated by means of (5) with the updating adaptive learning rule in (35) above in which, the gradient is calculated by means of (23) and (24) .
V. NUMERICAL SIMULATION A. HARMONIC REJECTION IN CONTROL SYSTEM
The proposed method -SAGHR -can estimate and reject the harmonic disturbances in the control system by adapting the bock diagram in Fig. 1 to the scheme like Fig. 2 . The harmonic rejection method is still based on minimizing the error feedback e pd . Therefore, the gradient calculation and stable adaptive learning in (23), (24) , and (35) remain correct.
The transfer function of the plant that inherits from [33] is:
The state feedback control gain is K = [333.33 7.00 0.04] T corresponding to three closed-loop poles p 1,2 = −50 ± 50i, p 3 = −60. To evaluate the proposed method, we compare SAGHR with the DOBC presented in [33] . We simulate both methods on the same transfer function G(s) and controller C(s). The disturbance in an example generality case is:
At 1 second, a harmonic disturbance starts acting on the system. At 4 second, the frequency of harmonic increases until 5 second. After that, the frequency of the harmonic remains constant. Fig. 3 . shows the performance of DOBC and SAGHR. The figure shows that both SAGHR and DOBC can estimate the harmonic disturbance. The SAGHR has lower converging time compared with DOBC, because SAGHR is gradually minimizing the feedback error e pd . The DOBC is based on the observer, so it has faster converging time, but the overshoot happens in DOBC. The overshoot level depends on the characteristic of poles when designing DOBC. However, the overshoot phenomenon does not appear in SAGHR.
On the other hand, DOBC is designed based on modeling the transfer function of disturbance [33] , [34] . Therefore, estimation error happens in the disturbance observer when the frequency of harmonic disturbance changes. However, the proposed method -SAGHR -can still estimate harmonic disturbance correctly, based on the output phase. Fig. 4 . illustrates this phenomenon at 4 second when the frequency of the harmonic disturbance is changed. The SAGHR still converges to the harmonic disturbance after small error variation. However, the DOBC cannot estimate the harmonic disturbance correctly according to the frequency change.
B. HARMONIC REJECTION IN PHASE-LOCKED-LOOP
This section deploys the proposed method to PLL, which is a robust technique used in many industrial applications, such as power grid phase estimation and magnetic-encoder phase tracking. We carried out the simulation in various types of PLL. The experiment shows the efficiency of the harmonic-rejection method in improving the accuracy of phase tracking in the rotary magnetic encoders. Fig. 5 . shows the modified diagram for harmonicdisturbance rejection, in which the controller is replaced by a loop filter (LF), and the system transfer function is replaced by voltage controlled oscillator (VCO). Furthermore, the phase error detector is replaced by the phase detector that is extracted from sine and cosine signals [26] - [28] . The phase error is modified to the phase detector according to the phase-locking state θ ≈θ:
By using this phase detector, the partial derivative in (6) becomes:
∂e pd
The partial derivative calculation in (14) is still held in the phase-locked-loop. Therefore, to improve the accuracy of phase tracking, the proposed disturbance estimation can be directly applied to PLL.
1) MONTE CARLO METHOD
We use the Monte Carlo Method to prove the stability of the proposed method in various scenarios. The three types of systems are simulated including: . In addition, the bandwidth B W representing the system response and noise reduction ability is chosen in three cases B W = (400, 1000, and 4000) rad/s. The amplitudes and phases of harmonic disturbances are randomized in the range [−0.1, 0.1] and phase [−π; π], respectively. Gaussian noise N ∼ (0, 0.01 2 ) is also added into the phase error e pd . In each case, the input frequency varies as (10, 100, 1000, and 2000) Hz. In addition, the supposed harmonics includes both high order-harmonics 1 st , 3 rd , 5 th , and low order-harmonics 1/2 nd , 1/4 th .
In the simulation, each simulating combination, including PLL-type, bandwidth, and input frequency, is run 30 times with randomizing harmonic disturbance amplitudes and Gaussian noise. The errors between the estimated and supposed harmonics are then calculated on average. In addition, the standard deviation of each harmonic estimation error is calculated. Table 1 presents the simulation results. In that, the ability to estimate the harmonic disturbance is evaluated by means of the error of harmonic-disturbance amplitudes. With the supposed harmonics and Gaussian noise above, the absolute estimating average error is almost in the range [0, 1.0]×10 −4 , with the worst case being 2 × 10 −4 . The error standard deviation is in the range [0, 3.7] × 10 −4 in the entire simulation bandwidth along with varying input frequencies as mentioned before. Comparing the estimation error with the supposed harmonic disturbance amplitude range [−0.1, 0.1], the estimation works well. The simulation results show that the proposed method can both reject harmonic disturbances and achieve stability with various bandwidths and systems. Fig. 6 . compares the convergence time of the three methods ADALINE, ANF, and SAGHR. In this figure, the initial time starts without any harmonic-rejection method. At 1 second on the time axis, the three methods ADALINE, ANF, and SAGHR are applied to evaluate the converging ability and corresponding phase-tracking errors.
2) SIMULATION RESULTS
It is clear that the proposed method (SAGHR) reaches the stable value more rapidly than do the other two, ADALINE and ANF. The corresponding phase-tracking errors also show that the SAGHR method has a better converging time than does either ADALINE or ANF. The proposed method can work better because the gradient is fully calculated combined with the adaptive learning rate that assures that the cost function V (w) has strict convergence, which is not satisfied in the ADALINE and ANF methods; so the phase-tracking errors that can be seen in Fig. 6 (c) are ripples before reaching the final state.
3) FREQUENCY UNCERTAINTIES
When the frequency in (3) has small uncertainties, the proposed method can still reduce the effect of harmonic disturbance. However, the harmonic disturbance will not be completely rejected. For the example illustrated in Fig. 7 , when the operating frequency is 100 Hz, the harmonic order is 3 times the operating frequency, corresponding to a 3 rd order harmonic. The frequency of the harmonic disturbance that is used for harmonic estimation is 300 Hz. However, the frequency of the real harmonic disturbance is uncertain, and varies in the range (290-310) Hz. The proposed method can reduce the error in phase tracking, as shown in Fig. 7 . When the frequency varies in the small range of (299-301) Hz, the effect of the proposed method, in this case, is much better than when it varies in the range (290-310) Hz.
In many cases, the ability to correctly estimate the desired disturbance harmonics is an advantage. In the experiment on the magnetic encoder presented in the next section, there are many closed harmonic disturbances around the fundamental frequency. The frequencies of the harmonic disturbances can be precisely determined with Fast Fourier Transform (FFT). In this case, the proposed method can estimate and reject correctly without affecting the fundamental frequency, which will be shown in detail in the experimental section.
4) EFFECT OF RANDOM NOISE
In the phase-locked loop, the input signals are contaminated by random noises that affect the disturbance estimation quality. To evaluate the effect of random noise, we gradually increase the random noise variance, and observe the happening phenomenon. In this numerical simulation, the variance of random noise is first set to zero. After that, later noise variance will approximately increase the previous noise by 3 times.
If there is no random noise, the disturbance estimation will converge to real harmonic disturbance exactly as in Fig. 8 (a) . VOLUME 8, 2020 When increasing the variance of random noise, the disturbance estimation is more fluctuation; however, the stability of the proposed method has remained. Fig. 8 . shows the effect of random noise on the harmonic disturbance estimation. It can be seen than the SAGHR is still stable with the random noise variance σ 2 up to 0.1.
VI. EXPERIMENT IN MAGNETIC ENCODER
This section presents the experiment results of the proposed method-SAGHR with phase-locked loop in magnetic encoder.
A. EXPERIMENT SYSTEM
We conducted the experiment on a multi-polar rotary magnetic encoder to evaluate the applicability of the proposed method to a real system. There are 24 poles in the multi-polar magnet. With the operational frequency range [0, 50] Hz in conventional motors, the input-signal frequency correspondingly varies in the wide range [0, 1, 200] Hz. The existing harmonic disturbances include both low and high order, because of the multi-polar characteristics. Therefore, this is a general case for evaluating the applicability of the proposed method. Fig. 9 . provides an overview of the experiment. The sinusoidal signals from the magnetic sensors are amplified by amplifier circuits, and then are read by a microcontroller (MCU) ARM STM32F407ZG. The proposed algorithm is embedded in the MCU to estimate the phase of the signals along with PLL, to infer the position of the encoder.
To evaluate the encoder performance, the high-resolution Heidenhain encoder is attached in the same motor shape. The index of Heidenhain is EQI1131165PS-T9 with 19-bit resolution. The positions of the Heidenhain and rotary magnetic encoder are transmitted to a field-program gate array (FPGA) by means of RS232 and latched in FPGA before transmitting to the computer for final evaluation. The entire computational and transmitting time for the proposed method is 50µ second. The processing time in FPGA and the sampling time in Heidenhain are correspondingly 50µ second.
The harmonic disturbances appear from the mechanical manufacturing tolerance, which combines with the rotary movement [15] , [30] , [31] . The order of harmonics is determined through the FFT before applying adaptive gradient descent. However, harmonic phase estimation is the obstacle for rejection in the real system. An advantage of the harmonic rejection in the proposed scheme is that it can reject both the dc-offset of sinusoidal signals, as well as the amplitude mismatch, which is converted to harmonics in the phase detector error [29] .
B. EXPERIMENT PLL PARAMETERS
The proposed SAGHR method is implemented in the type-II PLL system. The corresponding PI loop filter for the experiment is L(s) = K p + K i where ω n is the natural frequency, and ζ is the damping factor. The PLL parameters K p and K i are calculated by choosing the appropriate values for ω n and ζ . In this experiment, the natural frequency is 800 rad/s for the operating frequency range [0, 1200] Hz. In addition, the damping factor ζ is 1/ √ 2 to achieve a faster dynamic response [32] . The corresponding bandwidth for these parameters is B W = 954.5 rad/s. Finally, the proportional coefficient is K p = 1311.2 and the integral coefficient is K i = 640, 000.
In addition, the parameter designs for the proposed method, type-II, and type-III PLLs, are also implemented for fair comparison. Type-II PLL parameter are the same with the parameters above. However, type-III PLL parameters are designed with the same bandwidth B W , which decides the same random noise reduction.
C. EXPERIMENT RESULTS
Through the FFT of the input signal, the dominant disturbance harmonics in the sine and cosine signals including both low-and high-orders are 18/24 th , 20/24 th , 26/24 th , 28/24 th , and 35/24 th . These harmonics are chosen as the ones to reject in this experiment. Fig. 10 . shows the ability to reject harmonics, which figure displays the FFT of the signals before and after using the proposed method. Fig. 10(a) shows the output signal FFT of the type-II PLL. On the other hand, Fig. 10(b) shows the FFT of the type-II PLL with SAGHR. It can be seen that the chosen harmonics are reduced in amplitude in both low and high orders. It is also interesting to observe that the dc-offset expressed in the 0 th harmonic is also effectively reduced. This figure shown the ability to reduce the harmonic disturbance amplitudes by using SAGHR. Fig. 11 shows the error convergence when applying SAGHR to type-II PLL. At the initial time without SAGHR, the phase-tracking error is around 6 × 10 −3 rad as shown in zoom 1. At that time, the error is large because of the combination of many low-and high-order harmonics but not rejected. However, after SAGHR is applied, the phase tracking error reduces to 3.5 × 10 −3 . This figure verifies the efficiency when SAGHR is applied to the existing system to improve the phase-tracking accuracy.
In addition, Fig. 12 shows the phase-tracking errors of the type-II PLL, type-III PLL and SAGHR methods. It can be seen that the proposed method can stably operate the wide frequency range of (0 to 1,200) Hz in real experiments. More importantly, the error was improved 42% from 6 × 10 −3 rad in the type-II and type-III PLL to 3.5 × 10 −3 rad by using the proposed method (SAGHR). The efficiency of SAGHR in harmonic rejection is more important in the low-frequency range of [0, 100] Hz, where the PLL does not work well as a harmonic-disturbance filter.
VII. CONCLUSION
This paper presented a harmonic rejection method with stable adaptive gradient descent (SAGHR) to improve the accuracy of phase tracking systems. The principle of the proposed method is based on modeling the harmonic disturbances and minimizing the feedback error through the gradient calculation. In the paper, the stability of the proposed method was proved in theory according to the Lyapunov stability standard. In addition, the simulation demonstrated the ability to apply the method to the control systems and the phase-locked loops. The experiment illustrates that the proposed method can improve phase tracking accuracy in magnetic encoders. This method can be applied to many industrial systems to increase the accuracy of phase and position tracking. In future work, we will consider the development of this method for time-varying systems.
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