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Abstract
A stationary random ﬁeld is often more complicated than a univariate stationary time series, since
dependence for a random ﬁeld extends in all directions, while there is only the natural distinction of
past and future at any instant in a univariate time series. In this paper we start from a simple correlation
structure, derive a class of stationary random ﬁelds with the simple correlation function and the simple
spectral density function by using linear combinations of separable spatial correlation functions, and
discuss a problem of embedding a lattice model into a continuous domain model.
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1. Introduction
A random ﬁeld may be thought of as a stochastic process evolving in more than one
dimension. It has been found to be useful inmany disciplines, including agriculture, biology,
epidemiology, geography, geology, hydrology, and signal and image processing. In this
paper we consider a real-valued, stationary randomﬁeld {Z(s), s ∈ S} over a spatial domain
S = Rd or Zd , with the correlation function
(s) = E[{Z(s+ s0)− EZ(s+ s0)}{Z(s0)− EZ(s0)}]
E{Z(s0)− EZ(s0)}2 , s ∈ S,
∗ Fax: +1-316-978-3748.
E-mail address: cma@math.twsu.edu (C. Ma).
0047-259X/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2004.05.007
314 C. Ma / Journal of Multivariate Analysis 94 (2005) 313–327
where s0 ∈ S is arbitrary. The spectral density function of the random ﬁeld is deﬁned by
f () =


∞∑
s1=−∞
· · ·
∞∑
sd=−∞
(s) cos
(
d∑
k=1
skk
)
, ∈ [0,]d , when S = Zd ,
∫
Rd (s) cos
(
d∑
k=1
skk
)
ds, ∈ Rd , when S = Rd ,
whenever the inﬁnite sum or integral converges. It would be desirable in practice that a
random ﬁeld would have three simple forms: a simple stochastic representation, a simple
form of the correlation function and a simple form of the spectral density function, just as a
univariate autoregressive and moving average (ARMA) process on Z. Since the univariate
ARMA process has many useful properties and has been widely used for modeling time-
series data [6,11], it is natural to develop an ARMA structure in the plane or a higher-
dimensional domain. However, there are considerable difﬁculties in doing so, as pointed
out by Whittle [27] and Martin [19], because a spatial process dependence extends in all
directions. Martin [18] shows that the axially symmetric two-dimensional ARMA process
must be separable, in which the correlation function is the product of one-dimensional
correlation functions. When a random ﬁeld has a continuous domain like Rd , a simple
stochastic representation for the randomﬁeld has often an intractable form of the correlation
function. Consequently, before proceeding to develop a relatively simple random ﬁeld, one
has tomake a choice among three broad criteria: a simple stochastic representation, a simple
form of the correlation function, and a simple form of the spectral density function.
Various methods and procedures for constructing a spatial lattice ARMA model with a
simple stochastic representation have been introduced and studied in the literature, after the
pioneering work of Whittle [27]. Models proposed in a planar lattice fall mostly into three
broad categories: the simultaneous autoregressive models [9,27,28], the conditional autore-
gressivemodels [1,4,5,22,23], andunilateralARMAmodels [2,3,10,12,14,16,18,20,24–26].
Although it is easy to obtain general properties of simultaneous autoregressive models, con-
ditional autoregressive models, and unilateral ARMA models, there has been little speciﬁc
work on lattice processes in d > 2 dimensions, except for a three-dimensional nearest-
neighbor process of [19] where, however, the correlation function is difﬁcult to obtain. The
construction of a spatial ARMA process over a continuous domain like Rd has lagged well
behind the construction of a spatial ARMA process over a lattice domain. Just recently a
spatial autoregressive random ﬁeld on Rd is proposed by Ma [15].
The objective of this paper is to develop new random ﬁelds with a simple correlation
function as well as a simple spectral density function, but not necessarily with a simple
stochastic representation. In terms of linear combinations of separable spatial models, our
construction is applied to both the lattice domain Zd and the continuous domain Rd in a
uniﬁed way and for any positive integer d. The resulting correlation function is of the form
(s) = 
d∏
k=1
k(sk; k)+ (1− )
d∏
k=1
k(sk;k), s ∈ S, (1.1)
where k(sk; k),k(sk;k), k = 1, . . . , d, are from univariate correlation families, and
 is a constant that is not necessarily between 0 and 1 but must satisfy some additional
restrictions depending on k(·; k)’s and k(·;k)’s. It may share several model ﬁtting
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advantages with separable spatial models [17]. The lattice case is investigated in Section 3,
whereas the continuous case is studied in Section 4.As an illustration of a basic requirement
for the construction, a preliminary property of a univariateARMA spectral density function
is shown in Section 2.We discuss an embedding problem in Section 5, in order to gain insight
into the connection of spatial models over a lattice domain and a continuous domain. For
a discussion of embedding univariate ARMA processes see [7,8]. Theorems are proved in
Section 6.
2. A property for a univariate ARMA spectral density
This section demonstrates a preliminary property for the spectral density function of a
univariate stationary ARMA model on Z or R, which is a particular case of (3.4) or (4.3)
in our construction of stationary random ﬁelds in the following sections.
Let {Z(t), t ∈ Z} be a stationary ARMA(p, q) process generated from the stochastic
difference equation
(1− 1B) · · · (1− pB)Z(t) = (1− p+1B) · · · (1− p+qB)ε(t), t ∈ Z,
where k ∈ (−1, 1), (k = 1, . . . , p + q), are constants, B is the backward shift operator,
and {ε(t), t ∈ Z} is white noise with mean 0 and variance 1. The spectral density function
of {Z(t), t ∈ Z} is
f (; ) =
∏q
k=1(1− 2p+k cos+ 2p+k)∏p
k=1(1− 2k cos+ 2k)
,  ∈ [0,], (2.1)
where  = (1, . . . , p+q). It is convenient for us to regard (2.1) as a parametric family.
For the parametric family {f (; ) : 1, . . . , p+q ∈ (−1, 1)}, if −1 < kk <
1, (k = 1, . . . , p), and −1 < p+kp+k < 1, (k = 1, . . . , q), then the quotient f (;)f (;)
is an increasing function of  ∈ [0,]. This is so because cos x is a decreasing function
of x ∈ [0,], and for −1 <  < 1, (1− 2x + 2)(1− 2x + 2)−1 is an increasing
function of x ∈ [−1, 1]. As an immediate consequence, we obtain
f (0; )
f (0;)
f (; )
f (;)
f (; )
f (;) ,  ∈ [0,]. (2.2)
What we have seen is that (2.2) holds for the spectral density function of a stationary
ARMA(p, q) time series with real roots, s ands, between−1 and 1. It is not clear whether
(2.2) still holds when some of those roots are not real numbers.
An analogue may be stated for a continuous-time AR(p) process {Z(t), t ∈ R} which
formally satisﬁes the stochastic differential equation [11, Section 10, Chapter XI]
Z(t)+ 1Z′(t)+ · · · + pZ(p)(t) = ε′(t), t ∈ R
and whose spectral density factorizes as
f (; ) =
p∏
i=1
i
2 + 2i
,  ∈ R,
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where {ε(t), t ∈ R} is a standard Brownian motion, and 1, . . . , p are positive and distinct
constants. For this parametric family, when 0 < kk, k = 1, . . . , p, it can be shown
that the quotient f (;)
f (;) is a decreasing function of  ∈ [0,∞). Therefore, we have
f (0;)
f (0; ) 
f (; )
f (;)
f (0; )
f (0;) ,  ∈ [0,∞) (2.3)
and
lim
→∞ 
2pf (; ) = 1
f (0; ) . (2.4)
There are other models with the properties (2.3) and (2.4). For instance, let
(t; ) = 2
1−
	()
(|t |)K(|t |), t ∈ R
and
f (; ) = c02(2 + 2)−(+ 12 ),  ∈ [0,∞),
where  and  are positive constants, K(x) is the modiﬁed Bessel functions of the second
kind of order , and c0 is a positive constant independent of  and . For this parametric
family, when 0 < , we have
f (0;)
f (0; ) 
f (; )
f (;)
f (0; )
f (0;) ,  ∈ [0,∞)
and (2.4) is modiﬁed as
lim
→∞
(

)2+1
f (; ) = f (0; ).
3. Stationary correlation models on a lattice
For each k ∈ {1, . . . , d}, assume that {k(t; k), t ∈ Z} is a parametric family of station-
ary correlation functions, and accordingly {fk(; k), ∈ [0,]} is a parametric family of
spectral density functions. Given constant vectors k,k (k = 1, . . . , d), we are interested
in a stationary lattice process {Z(s), s ∈ Zd} whose covariance function is of the form
C(s) = a1
d∏
k=1
k(sk; k)+ a2
d∏
k=1
k(sk;k), s ∈ Zd , (3.1)
where a1 and a2 are constants.
An obvious necessary condition for (3.1) to be a valid covariance function is C(0) =
var(Z(s)) = a1 + a20. To exclude the trivial degenerate case where var(Z(s)) = 0, let
a1 + a2 > 0. Dividing both sides of (3.1) by C(0) and writing  = a1a1+a2 , we obtain the
function
(s) = 
d∏
k=1
k(sk; k)+ (1− )
d∏
k=1
k(sk;k), s ∈ Zd . (3.2)
C. Ma / Journal of Multivariate Analysis 94 (2005) 313–327 317
Evidently, (3.2) is a stationary correlation function on the lattice if  ∈ [0, 1], in which
case (3.2) is just a convex combination of two separable spatial correlation functions,∏d
k=1 k(sk; k) and
∏d
k=1 k(sk;k), s ∈ Zd . In particular, when  = 0 or 1, (3.2) is
a separable model. In case a value of  is outside the interval [0, 1], (3.2) is the difference
of two separable correlation functions.
We are now going to ﬁnd a simple necessary or sufﬁcient condition for (3.2) to be a valid
correlation function on the lattice with an additional assumption. The Fourier series of (3.2)
is a linear combination of separable spectral densities,
f () = 
d∏
k=1
fk(k; k)+ (1− )
d∏
k=1
fk(k;k),  ∈ [0,]d . (3.3)
Its nonnegativeness is equivalent to the permissibility of (3.2). A necessary and sufﬁcient
condition for (3.2) to be a correlation function is presented in Theorem 1, under the as-
sumptions (3.4) for spectral density functions fk(; ·), k = 1, . . . , d.
Theorem 1. Assume that k,k are constant vectors, and
fk(0; k)
fk(0;k)
fk(; k)
fk(;k)
fk(; k)
fk(;k) ,  ∈ [0,], k = 1, . . . , d. (3.4)
The function (s) deﬁned by (3.2) is a stationary correlation function onZd if and only if
the constant  satisﬁes the inequalities


d∏
k=1
fk(0; k)+ (1− )
d∏
k=1
fk(0;k)0,

d∏
k=1
fk(; k)+ (1− )
d∏
k=1
fk(;k)0.
(3.5)
The inequalities in (3.5) are the same as f (0)0 and f ()0. Solving these inequalities
gives a permissible condition for the parameter . In case k = k, k = 1, . . . , d, the bounds
of (3.5) for  are to be understood as from −∞ to +∞.
The univariate ARMA(p, q) process with real roots satisﬁes (3.4), as shown in Section
2. Examples can be easily made for such a case.
Example 1. For k = 1, . . . , d, let −1 < kk < 1, and
k(sk; k) =


1, sk = 0,
|sk |
1+2|sk |
, sk = ±1,
0, otherwise,
k(sk;k) =


1, sk = 0,
|sk |
1+2|sk |
, sk = ±1,
0, otherwise,
sk ∈ Z,
so that the inequalities in (3.4) hold. When  satisﬁes (3.5), or equivalently,{
1−
d∏
k=1
(1+ k)2(1+ 2k)
(1+ 2k)(1+ k)2
}−1

{
1−
d∏
k=1
(1− k)2(1+ 2k)
(1+ 2k)(1− k)2
}−1
,
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we obtain a spatial moving average model
(s) = 
d∏
k=1
{
I{sk=0} +
|sk |
1+ 2|sk |
I{sk=±1}
}
+(1− )
d∏
k=1
{
I{sk=0} +
|sk |
1+ 2|sk |
I{sk=±1}
}
, s ∈ Zd ,
where I· is the indicate function. A useful simpliﬁcation is obtained when k =  and
k =  (k = 1, . . . , d). For constants  and  with −1 <  <  < 1, and
1−
(
(1+ )2(1+ 2)
(1+ 2)(1+ )2
)d

−1


1−
(
(1− )2(1+ 2)
(1+ 2)(1− )2
)d

−1
, (3.6)
the function
(s) = 
d∏
k=1
{
I{sk=0} +

1+ 2 I{sk=±1}
}
+ (1− )
d∏
k=1
{
I{sk=0} +

1+ 2 I{sk=±1}
}
is a stationary correlation function on Zd . As d increases, the restrictive domain (3.6) for 
decreases, since


1−
(
(1+ )2(1+ 2)
(1+ 2)(1+ )2
)d+1

−1
,

1−
(
(1− )2(1+ 2)
(1+ 2)(1− )2
)d+1

−1
⊆



1−
(
(1+ )2(1+ 2)
(1+ 2)(1+ )2
)d

−1
,

1−
(
(1− )2(1+ 2)
(1+ 2)(1− )2
)d

−1 .
As d approaches inﬁnity, the bound of (3.6) tends to [0, 1], so that (3.6) reduces to a convex
combination of two separable spatial correlation functions.
Example 2. Let −1 < 11 < 1, −1 < 22 < 1, and{
1− (1+ 2)
2d(1+ 1)2d
(1+ 1)2d(1+ 2)2d
}−1

{
1− (1− 2)
2d(1− 1)2d
(1− 1)2d(1− 2)2d
}−1
. (3.7)
Then a linear combination of separable ARMA(1, 1) models,
(s) = 
d∏
k=1
{
I{sk=0} +
(1 − 2)(1− 12)|sk |−11
1− 212 + 22
I{sk=±1,...}
}
+ (1− )
d∏
k=1
{
I{sk=0} +
(1 − 2)(1− 12)|sk |−11
1− 212 + 22
I{sk=±1,...}
}
, s ∈ Zd ,
is a stationary correlation function on Zd . Once again the restrictive domain (3.7) for 
decreases when the dimensional parameter d increases, and as d goes to inﬁnity, the bound
of (3.7) approaches [0, 1].
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Example 3. Suppose that−1 < 1 < 2 < 1,−1 < 1 < 2 < 1, and ii , (i = 1, 2).
When  satisﬁes  ∈ [(1− dl1)−1, (1− dl2)−1], where
l1 = (1− 12)(1− 1)(1− 2)
(1+ 12)(1+ 1)(1+ 2)
(1+ 12)(1+ 1)(1+ 2)
(1− 12)(1− 1)(1− 2)
and
l2 = (1− 12)(1+ 1)(1+ 2)
(1+ 12)(1− 1)(1− 2)
(1+ 12)(1− 1)(1− 2)
(1− 12)(1+ 1)(1+ 2)
,
we obtain a stationary correlation function
(s) = 
d∏
k=1
{
(1− 22)|sk |+11
(1 − 2)(1+ 12) +
(1− 21)|sk |+12
(2 − 1)(1+ 12)
}
+ (1− )
d∏
k=1
{
(1− 22)|sk |+11
(1 − 2)(1+ 12)
+ (1− 
2
1)
|sk |+1
2
(2 − 1)(1+ 12)
}
, s ∈ Zd ,
which is a linear combination of separable AR(2) models.
4. Stationary correlation models on Rd
Almost the same procedure of Section 3 can be used to investigate the permissibility of
the following function on a continuous domain Rd ,
(s) = 
d∏
k=1
k(sk; k)+ (1− )
d∏
k=1
k(sk;k), s ∈ Rd , (4.1)
assuming that its Fourier transform is
f () = 
d∏
k=1
fk(k; k)+ (1− )
d∏
k=1
fk(k;k),  ∈ Rd . (4.2)
Restricting ourselves to real-valued processes, we assume that s and s are positive con-
stants.
Theorem 2. Suppose that k,k are positive constant vectors,
lim
→∞ 
2pkfk(; k) = 1
fk(0; k) , lim→∞ 
2pkfk(;k) = 1
fk(0;k) ,
where pk > 0, and
fk(0;k)
fk(0; k) 
fk(; k)
fk(;k)
fk(0; k)
fk(0;k) ,  ∈ [0,∞), k = 1, . . . , d. (4.3)
The function (s) deﬁned by (4.1) is a stationary correlation function on Rd if and only if
the constant  satisﬁes(
1−
d∏
k=1
fk(0; k)
fk(0;k)
)−1

(
1−
d∏
k=1
fk(0;k)
fk(0; k)
)−1
. (4.4)
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It is known from Section 2 that a univariate AR(p) process with positive roots on the real
line satisﬁes (4.3). Speciﬁcally, assume that k1, . . . , kpk are positive and distinct, and
fk(k; k) =
pk∏
i=1
ki
2k + 2ki
, k ∈ [0,∞),
so that
k(sk; k) = c0(k)
pk∑
i=1

ki
∏
j =i
(2kj − 2ki)


−1
exp(−ki |sk|), sk ∈ R,
where c0(k) = [∑pki=1{ki∏j =i (2kj−2ki)}−1]−1, k = 1, . . . , d.Similarly deﬁnefk(k;k)
and k(sk;k) for each k = 1, . . . , d. If 0 < kiki , (i = 1, . . . , pk , k = 1, . . . , d), then
(4.3) holds, the inequalities in (4.4) become(
1−
d∏
k=1
pk∏
i=1
ki
ki
)−1

(
1−
d∏
k=1
pk∏
i=1
ki
ki
)−1
and we obtain a stationary correlation function on Rd ,
(s) = 
d∏
k=1
c0(k)
pk∑
i=1

ki
∏
j =i
(2kj − 2ki)


−1
exp(−ki |sk|)
+ (1− )
d∏
k=1
c0(k)
pk∑
i=1

ki
∏
j =i
(2kj − 2ki)


−1
exp(−ki |sk|),
s ∈ Rd . (4.5)
In practice, it is perhaps more realistic to consider lattice random ﬁelds derived from
continuous ones in another way; see [21] for an earlier reference of the approach. Suppose
that {Z0(s), s ∈ Rd} is a stationary random ﬁeld with mean zero and correlation function
(4.5). From it we are able to derive a stationary correlation function on Zd based on a
stochastic integral,
Z(s) =
∫ s1+1
s1
· · ·
∫ sd+1
sd
Z0(u1, . . . , ud) du1 . . . dud, s ∈ Zd .
Its covariance function is
cov(Z(0), Z(s)) = 
d∏
k=1
c0(k)
pk∑
i=1

ki
∏
j =i
(2kj − 2ki)


−1
Cki(sk; k)
+ (1− )
d∏
k=1
c0(k)
pk∑
i=1

ki
∏
j =i
(2kj − 2ki)


−1
Cki(sk;k),
s ∈ Rd ,
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where
Cki(sk; k) =


2−2ki {ki − 1+ exp(−ki)}, sk = 0,
−2ki {1− exp(−ki)}2 exp(−ki |sk| + ki), sk = 0, sk ∈ Z
and Cki(sk;k) is similarly deﬁned, i = 1, . . . , pk , k = 1, . . . , d.
5. An embedding problem
In this section we consider an embedding problem for a pair of random ﬁelds that are ob-
tained from (3.2) as a linear combination of separable discrete-timeAR(1) models and from
(4.1) as a linear combination of separable continuous-time AR(1) or Ornstein–Uhlenbeck
models, respectively.
The discrete version of the pair is
(s) = 
d∏
k=1
|sk |k + (1− )
d∏
k=1
|sk |k , s ∈ Zd , (5.1)
where −1 < kk < 1, (k = 1, . . . , d), and the continuous version of the pair is
(s) = 
d∏
k=1
|sk |k + (1− )
d∏
k=1
|sk |k , s ∈ Rd , (5.2)
where 0 < kk < 1, (k = 1, . . . , d). From Theorems 1 and 2, the permissible condition
for  in (5.1) is{
1−
d∏
k=1
(1− k)(1+ k)
(1+ k)(1− k)
}−1

{
1−
d∏
k=1
(1+ k)(1− k)
(1− k)(1+ k)
}−1
(5.3)
and in (5.2), (
1−
d∏
k=1
ln k
ln k
)−1

(
1−
d∏
k=1
ln k
ln k
)−1
. (5.4)
In case k = k, k = 1, . . . , d, these bounds for  are understood as from −∞ to +∞.
The spectral density function for (5.1) is
f () = 2d
d∏
k=1
1− 2k
1− 2k cosk + 2k
+ 2d(1− )
d∏
k=1
1− 2k
1− 2k cosk + 2k
,
 ∈ [0,]d ,
which is a rational function of (cos1, . . . , cosd), whereas for (5.2) is
f () = 2d
d∏
k=1
− ln k
2k + ln2 k
+ 2d(1− )
d∏
k=1
− ln k
2k + ln2 k
,  ∈ Rd ,
a rational function on Rd .
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Suppose now that k and k are positive constants with 0 < kk < 1, (k = 1, . . . , d),
so that both (5.1) and (5.2) are well-deﬁned. When the parameter  belongs to the domain
(5.3), there is a stationary lattice process {Z(s), s ∈ Zd} with the correlation function (5.1),
and if  satisﬁes (5.4), there is a stationary random ﬁeld {Z(s), s ∈ Rd} over Rd with
the correlation function (5.2). An embedding question we ask is: can the lattice process
{Z(s), s ∈ Zd} be embedded into the random ﬁeld {Z(s), s ∈ Rd}? in the sense that the
former is obtained from the latter just by taking observations on the lattice.
To answer this question, we need compare the restrictive domains (5.3) and (5.4) for the
parameter , with positive s and s. As should be expected, the former is narrower than
the latter, namely,
{1− d∏
k=1
(1− k)(1+ k)
(1+ k)(1− k)
}−1
,
{
1−
d∏
k=1
(1+ k)(1− k)
(1− k)(1+ k)
}−1
⊆

(1− d∏
k=1
ln k
ln k
)−1
,
(
1−
d∏
k=1
ln k
ln k
)−1 ,
which is equivalent to
d∏
k=1
(1− k)(1+ k)
(1+ k)(1− k)

d∏
k=1
ln k
ln k
or
d∏
k=1
(− ln k)(1+ k)
1− k

d∏
k=1
(− ln k)(1+ k)
1− k ,
based on the fact that the function f (x) = − 1+x1−x ln x, x ∈ (0, 1), is positive and decreasing
on the interval (0, 1). As a consequence, a stochastic lattice process with the correlation
function (5.1) can be embedded in a stationary random ﬁeld over Rd with the correlation
function (5.2), if s and s are positive and the parameter  belongs to the domain (5.4).
This type of embeddability is helpful for us to understand when a stochastic lattice process
is a special case of a stationary random ﬁeld over Rd . It is closely related to the aliasing
problem which concerns the identiﬁability of a continuous domain random ﬁeld when it is
observed only at discrete domain (cf. [13]).
It would be of interest to look at higher order cases. In general, however, we are not sure
whether (3.2) is a special case of (4.1), even if s and s are positive. Similar embedding
questions remains unsolved, as indicated by Ma [15].
We now return back to (5.1), and consider its special case where k =  and k = 
(k = 1, . . . , d). Denote |s| =∑dk=1 |sk|. For constants  and  with −1 <  <  < 1, the
function
(s) = |s| + (1− )|s|, s ∈ Zd , (5.5)
is a stationary correlation function on Zd if and only if  is a constant with{
1−
(
(1− )(1+ )
(1+ )(1− )
)d}−1

{
1−
(
(1+ )(1− )
(1− )(1+ )
)d}−1
. (5.6)
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The restrictive domain (5.6) for  depends on the dimensional parameter d, as in Examples
1–3.
The broadness of (5.5) or another model derived in this paper is almost fully represented
by the parameter . For instance, consider (5.5) in the case d = 1, which is a correlation
function of a stationary discrete time series with the rational spectral density
f () = (1− 
2)
1− 2 cos+ 2 +
(1− )(1− 2)
1− 2 cos+ 2 ,  ∈ [0,].
It in fact contains all correlation functions for the ARMA(2, q) process generated from the
stochastic difference equation
Z(t)− (+ )Z(t − 1)+ Z(t − 2)
= ε(t)+ 1ε(t − 1)+ · · · + qε(t − q), t ∈ Z, (5.7)
where q is a positive integer, 1, . . . , q are real numbers, and {ε(t), t ∈ Z} is white noise.
This is so because the correlation function of (5.7) is of the form (5.5), while (5.6) is
a necessary and sufﬁcient condition. A particular point  = (1−2)
(−)(1+) belongs to the
interval deﬁned by (5.6) with d = 1. Substituting this in (5.5) yields an AR(2) correlation
function
(s) = (1− 
2)
(− )(1+ )
|s| + (1− 
2)
(− )(1+ )
|s|, s ∈ Z.
Similar conclusions may draw for a special case of (5.2),
(s) = |s| + (1− )|s|, s ∈ Rd , (5.8)
where 0 <  <  < 1, and{
1−
(
ln 
ln 
)d}−1

{
1−
(
ln 
ln 
)d}−1
. (5.9)
Like the lattice case, the restrictive domain (5.9) for  decreases as d increases, and
{1− ( ln 
ln 
)d+1}−1
,
{
1−
(
ln 
ln 
)d+1}−1
⊆

{1− ( ln 
ln 
)d}−1
,
{
1−
(
ln 
ln 
)d}−1 .
As d approaches inﬁnity, the bound of (5.9) tends to [0, 1], so that (5.8) is solely a convex
combination of two exponential correlation functions.
To conclude this section, we replace the norm |s| by the Euclidean norm ‖s‖ =
(
∑d
k=1 s2k )1/2, and see how the restrictive domain of  changes. After the replacement,
(5.8) becomes isotropic or radial,
(s) = ‖s‖ + (1− )‖s‖, s ∈ Rd , (5.10)
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where 0 <  <  < 1, and the parameter  is less restrictive than in (5.8). To see this,
notice that the Fourier transform of (5.10) is a positive multiply of
(− ln )
(‖‖2 + ln2 )(d+2)/2 +
(1− )(− ln )
(‖‖2 + ln2 )(d+2)/2 ,  ∈ R
d .
It has to be nonnegative if (5.10) is a correlation model, and in particular, it is necessary for
 = 0 that
(− ln )−d + (1− )(− ln )−d0,
and as ‖‖ → ∞,
0  lim‖‖→∞‖‖
d+2
{
(− ln )
(‖‖2 + ln2 )(d+2)/2 +
(1− )(− ln )
(‖‖2 + ln2 )(d+2)/2
}
= (− ln )+ (1− )(− ln ).
Solving these inequalities gives
(
1− ln 
ln 
)−1

{
1−
(
ln 
ln 
)d}−1
. (5.11)
It can be shown that (5.11) is a necessary and sufﬁcient condition for (5.10) to be a correlation
function on Rd , by an approach similar to that in the Proof of Theorem 2. The right-hand
bound of (5.11) is the same as that of (5.9), and depends highly on the dimensional parameter
d. In contrast, the left-hand bound of (5.11) does not depend on d. Only if  = (1− ln ln  )−1,
which is the left-hand bound of (5.11), can (5.10) be differentiable. Clearly, (5.10) is a spatial
AR(2) or ARMA(2,1) random ﬁelds for all dimensions if  ∈ [(1− ln / ln )−1, 1].
6. Proofs
Proof of Theorem 1. Since the condition for (s) to be a valid correlation function is the
same as that for its Fourier series f () given by (3.3) to be nonnegative, we will show that
(3.5) is a necessary and sufﬁcient condition for f ()0,  ∈ [0,]d .
Suppose that for all  ∈ [0,]d , f ()0. Then, in particular, we obtain (3.5) from
0f (0) = 
d∏
k=1
fk(0; k)+ (1− )
d∏
k=1
fk(0;k)
and
0f () = 
d∏
k=1
fk(; k)+ (1− )
d∏
k=1
fk(;k).
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To show that (3.5) is a sufﬁcient condition for f ()0, ∈ [0,]d , we distinguish two
possible cases:
Case i: 0. In this case, 1−  > 0, from (3.4) and (3.5) we obtain
f () = 
d∏
k=1
fk(; k)
∏d
k=1 fk(k; k)∏d
k=1 fk(; k)
+ (1− )
d∏
k=1
fk(;k)
∏d
k=1 fk(k;k)∏d
k=1 fk(;k)
 
d∏
k=1
fk(; k)
∏d
k=1 fk(k; k)∏d
k=1 fk(; k)
+ (1− )
d∏
k=1
fk(;k)
∏d
k=1 fk(k; k)∏d
k=1 fk(; k)
= f ()
∏d
k=1 fk(k; k)∏d
k=1 fk(; k)
 0.
Case ii: 0. Once again it follows from (3.4) and (3.5) that
f () = 
d∏
k=1
fk(0; k)
∏d
k=1 fk(k; k)∏d
k=1 fk(0; k)
+ (1− )
d∏
k=1
fk(0;k)
∏d
k=1 fk(k;k)∏d
k=1 fk(0;k)
 
d∏
k=1
fk(0; k)
∏d
k=1 fk(k;k)∏d
k=1 fk(0;k)
+ (1− )
d∏
k=1
fk(0;k)
∏d
k=1 fk(k;k)∏d
k=1 fk(0;k)
= f (0)
∏d
k=1 fk(k;k)∏d
k=1 fk(0;k)
 0.
Proof of Theorem 2. The Fourier transform of (s) is given by (4.2). Similar to the Proof
of Theorem 1, we will show that (4.4) is a necessary and sufﬁcient condition for f () to
be nonnegative on Rd .
Two necessary conditions for f ()0 on Rd are
f (0)0, and lim
→∞ f ()
d∏
k=1
2pk0,
from which follow 


d∏
k=1
fk(0; k)+ (1− )
d∏
k=1
fk(0;k)0,

d∏
k=1
1
fk(0;k) + (1− )
d∏
k=1
1
fk(0;k)0
and thus (4.4).
On the other hand, (4.4) is also a sufﬁcient condition for f ()0, ∈ Rd . This follows
by the consideration of two cases.
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In case
(
1−∏dk=1 fk(0;k)fk(0;k)
)−1
0, we have 1−0. It follows from (4.3) and (4.4)
that
f () = 
d∏
k=1
fk(0; k)
d∏
k=1
fk(; k)
fk(0; k) + (1− )
d∏
k=1
fk(0;)
d∏
k=1
fk(;k)
fk(0;k)
 f (0)
d∏
k=1
fk(; k)
fk(0; k)
 0.
In case 0
(
1−∏dk=1 fk(0;k)fk(0;k)
)−1
, from (4.3) and (4.4) we obtain
f () =
{

d∏
k=1
fk(; k)
fk(;k) + (1− )
}
d∏
k=1
fk(;k)

{

d∏
k=1
fk(0;k)
fk(0; k) + (1− )
}
d∏
k=1
fk(;k)
=
{

d∏
k=1
fk(0;k)+ (1− )
d∏
k=1
fk(0; k)
}
d∏
k=1
fk(;k)
fk(0; k)
 0.
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