We give the classification of (co-)path Hopf algebras and semi-path Hopf algebras with pointed module structures. This leads to the classification of multiple crown algebras and multiple Taft algebras as well as kG-Yetter-Drinfeld modules and Nichols algebras with pointed module structures. Moreover, we characterize quantum enveloping algebras in terms of semi-path Hopf algebras.
Introduction
It has been a long time since quivers were first used to study algebra structures. Quivers have played an important role in the representation theory of algebras (see e.g. [5] ). Recently, it has been realized that quivers may be applied to Hopf algebras and quantum groups. For instance, authors in [9] [10] have obtained the necessary and sufficient condition for a path coalgebra of a quiver to admit a graded Hopf algebra structure. The classification of monomial Hopf algebras, which is a class of co-path Hopf algebras, and simple-pointed sub-Hopf algebras of co-path Hopf algebras have been obtained in [6] and [15] , respectively.
For any Hopf quiver (Q, G, r), there exist four graded Hopf algebras: co-path Hopf algebra kQ c , path Hopf algebra kQ a , semi-path Hopf algebra kQ s and Hopf algebra kG[kQ 1 ] of type one. We call these Hopf algebras the quiver Hopf algebras arising from Hopf quiver (Q, G, r). It has been well known that kQ 1 is a kG-Hopf bimodule and is isomorphic to a cartesian product of some kZ u(C) -modules. If these kZ u(C) -modules are pointed, then kQ 1 is called PM kG-Hopf bimodule. The four graded Hopf algebras above made from PM kG-Hopf bimodule kQ 1 are called PM quiver Hopf algebras (e.g. when k is an algebraically closed field of characteristic zero and G is an abelian group, all quiver Hopf algebras are PM ). The aim of this paper is to give the classification and property of PM quiver Hopf algebras. We use the ramification system with characters to classify PM quiver Hopf algebras. Moreover, we characterize quantum enveloping algebras in terms of semi-path Hopf algebras. We also point out that many finite dimensional Hopf algebras, such as Taft algebras and H(C, n, c, c * ) (see [11, Definition 5.6 .15]), are multiple Taft algebras of finite type. We obtain a very interesting and unexpected quantum combinatoric formula:
(See section 3 for the notation in this formula.) This paper is organized as follows. In section 1, the category of Hopf bimodules will be characterized by some categories of modules. In section 2, the classification of PM quiver Hopf algebras is given. In section 3, we give the relationship between finite Hopf algebras and PM quiver Hopf algebras determined by central ramification system with characters. Meantime, we study the property of these Hopf algebras. In section 4, we give the structure of quiver Hopf algebras. That is, every quiver Hopf algebra is a bosinisation ( biproduct ) of a braided Hopf algebra in Yetter-Drinfeld category. PM Nichols algebras is classified. In section 5, we characterize quantum enveloping algebras using semi-path Hopf algebras.
Books [11, 13, 18] provide the necessary background for Hopf algebras and book [5] provides a nice description of the path algebra approach.
Preliminaries
Let k be a field and N =: {0, 1, 2, 3, · · · · · · , }. Let e denote the unity of a group G and Z(G) the center of G. If X is a set, then we denote by X the cardinal number of X. If X is finite, we also denote by | X | the number of elements of X. By [1, Exersice 11.11] , for a vector space V , any two bases of V have the same cardinal number, which is called the dimension of V , written dim V . Let µ be the multiplication and ∆ the comultiplication. Denote by α − , α + , δ − and δ + the left module, right module, left comodule and right comodule structure maps, respectively. The Sweedler's sigma notations for the co-computations are ∆(x) = x 1 ⊗ x 2 , δ − (x) = x (−1) ⊗ x (0) , δ + (x) = x (0) ⊗ x (1) . χ is called the character of G if χ is a group morphism from G to non-zero elements of k. LetĜ be the group of characters of G. ThenĜ is called the character group of G. If X = ⊕ i∈I X i as vector spaces, then we denote by ι i the natural injection from X i to X and by π i the natural projection from X to X i .
A quiver (Q 0 , Q 1 , s, t) is an oriented graph, where Q 0 and Q 1 are vertex and arrow sets, respectively; s and t are two maps from Q 1 to Q 0 . For any arrow a ∈ Q 1 , s(a) and t(a) are called its start vertex and end vertex, respectively. a is called an arrow from s(a) to t(a). If s(a) = x and t(a) = y, we also denote by a yx or a y,x the arrow a. Q is finite if Q 0 and Q 1 are finite sets. A quiver is locally finite if for any two vertices, there are only finitely many arrows between them. Let kQ be the k-space with basis given by the set of all paths in Q, and kQ a and kQ c be the path algebra and path coalgebra of Q, respectively. We always assume that Q is finite when we consider path algebra kQ a . Q is called a quiver of G if Q 0 = G. We denote by (Q, G, s, t) this quiver. Let Q n be the set of n-paths, which is a path with length n. Let K(G) denote the set of conjugate classes of G. r = C∈K(G) r C C is called a ramification (or ramification date ) of G, if r C is a positive integer or the cardinal number of a set. We always assume that the cardinal number of the set I C (r) (or I C ) is r C . Let K r (G) =: {C ∈ K(G) | r C = 0}. If for any C, r C ≤ 1, then quiver Q is called schurian. If r ′ = C∈K(G) r ′ C C is another ramification data of G, and for any C ∈ K(G), the cardinal number r ′ C is less than or equal to the cardinal number of r C , r ′ is called a subramification of r. In this case we assume I C (r ′ ) ⊆ I C (r).
Let Q be a quiver of G. If for any x, y ∈ G with x −1 y ∈ C, the cardinal number of the set of arrows from x to y is r C , then Q is called a Hopf quiver with respect to the ramification data r. We denote by y Q x 1 = {a
yx | i ∈ I C } the set of arrows from x to y. Path coalgebra kQ c = T c kG (kQ 1 ) is the cotensor coalgebra over kG (see [9] and [7] ). If Q is finite, path algebra kQ = T (kG) * (kQ 1 ) is the tensor algebra over (kG)
* (see [14, Section 1.4] 
are respectively quivers of G and G ′ , and φ 0 : G → G ′ is a group isomorphism, then we say that (Q, G, s, t) and (
and are called stable isomorphic if φ 0 = id. We will view two stable isomorphic quivers as the same one. If r and r ′ are ramifications of G and G ′ , respectively, then quiver (G, r)
is isomorphic to quiver (G ′ , r ′ ) iff there exists a group isomorphism φ 0 : G → G ′ and for any C ∈ K(G), there exists a bijective map φ C : I C r → I φ 0 (C) (r ′ ). In this case, we also say that r is isomorphic to r ′ . Obviously, path algebras (path coalgebras) of isomorphic quivers are isomorphic. If r is a ramification of G and χ
C } C∈Kr(G),i∈I C ) is called a ramification system with characters (or RCS in short), written RCS(G, r, χ) in short. Furthermore, if K r (G) = {{g i } | i ∈ barJ} ⊆ Z(G), (G, r, χ, g i ,J) is called a central ramification system with characters, written RCS(G, r, χ, g i ,J) in short. RCS(G, r, χ) and RCS(G ′ , r ′ , χ ′ ) are said to be isomorphic if there exists a group isomorphism φ 0 :
G → G ′ and for any C ∈ K(G), there exists a bijective map φ C :
where Θ C is the index. It is easy to check Θ C = C. The representative element of the coset Z u(C) is the unit element e of G. We will prove the following simple result: if g
exists an unique α ∈ Θ C such that
Without specification, x, y, α and C satisfy the relation as above. Notice that α is only determined by x −1 y. There exist unique h ′ ∈ Z u(C) and α
If u(C) lies in the center Z(G) of G, we have ζ α = id G . In particular, if G is abelian,
for any x, y ∈ G. If f is a kG-bicomodule morphism from B to B ′ , we write y f x = f |y B x .
As in [14, Section 1.4], if A is an algebra and M is an A-module, then the tensor algebra of M over A is denoted by T A (M) = A+ n>0 ⊗ n A M. If D is another algebra, h an algebra map from A to D and f an A-bimodule map from M to D, then by the universal property of [14, Proposition 1.
If D is another coalgebra, h the coalgebra map from D to C, and f the C-bicomodule map from D to M such that f (corad(D)) = 0, then by the universal property of [14, Proposition 1. 
Category of Hopf bimodules
In this section, the category of Hopf bimodules will be characterized by categories of modules.
Result in this section can be found in [10] , which was written in French. We list the result and give its proof because the proof is slightly different from the one in [10] and will be needed later.
Theorem 1.1 The category B(kG) of Hopf bimodules is equivalent to the cartesian product of categories
Proof. We define two functors W and V as follows.
W :
We will show that W and V are equivalent by four steps.
(i) If B is a kG-Hopf bimodule, it is easy to prove that u(C) B 1 is a right kZ u(C) -module with the module structure:
where h, x, y ∈ G, m ∈ M(C) with the relation (2). It is easy to check that V (M) is a kG-Hopf bimodule.
(
. Then for any x, y ∈ G, m ∈ M(C), we have
(iii) By (i) and (ii), we can check step by step that V and W are functors.
(iv) We now construct two natural isomorphisms ϕ and ψ as follows. For any B ∈ B(kG), we define a kG-Hopf bimodule map
for any x, y ∈ G, b ∈ y B x . Since
(B is a kG-Hopf bimodule.)
x is a map.
Suppose that
In this way, we can prove easily that ϕ :
It is easy to see that
where
it is easy to check that ψ :
is a natural isomorphism.
P

Classification of PM quiver Hopf algebras
In this section we classify the PM quiver Hopf algebras. If φ is an algebra homomorphism from A to A ′ and (M, α) is an A ′ -module, then M is an A-module under module operation a · x = φ(a) · x for any a ∈ A, x ∈ M, which is called a pullback A-module through φ. Dually, if φ is a coalgebra homomorphism from
M is called a pointed A-module if M is the direct sum of one dimensional A-modules. If for any C ∈ K(G), M(C) is a pointed kZ u(C) -module, then the kG-Hopf bimodule 
with pointed module structures iff there exist a CS(G, χ i ; J) and a basis 
Proof. We first check that
Since ∆ is a graded map, we only need check that (10) holds on M. For any x ∈ M, we write ∆( (10) holds. Thus it is immediate by (10) that
Now we show that (M, δ − ) is a B-comodule. Since
is a right B-comodule and (M, δ − , δ + ) is a B-bicomodule. See
where τ is the ordinary twist map. So we can check that (M, Proof. (i) Suppose that the tensor algebra T B (M) of M over B admits a graded Hopf algebra structure. Obviously, B is a Hopf algebra. Using Lemma 2.1 we know that M is a B-Hopf bimodule.
Conversely, suppose that B admits a Hopf algebra structure and M admits a B-Hopf bimodule structure. By [14, Section 1.4], T B (M) is a bialgebra under comultiplication:
It is easy to show that T B (M) is a graded bialgebra. By [14, Proposition 1.5.1], T B (M) is a graded Hopf algebra.
(ii) Assume that the cotensor coalgebra T c B (M) of M over B admits a graded Hopf algebra structure. Clearly, B is a Hopf algebra. Using Lemma 2.1 we deduce that M is a B-Hopf bimodule.
Conversely, assume that B admits a Hopf algebra structure and M admits a B-Hopf bimodule structure. By [14, Section 1.4], T c B (M) is a bialgrbra, and the multiplication of (v) Path algebra kQ = T (kG) * (k Q 1 ) admits a graded Hopf algegra structure.
Proof. (i) ⇒ (ii)
. Let Q be a Hopf quiver with respect to ramification data r. For any C ∈ K(G), we assume that M(C) is a vector space with a basis {ξ
α . It is easy to see that φ is bijective. In this way, a kG-Hopf bimodule structure of kQ 1 is induced.
Assume that path coalgebra kQ C = T kG (kQ 1 ) admits a graded Hopf algebra structure. By Lemma 2.2, arrow comodule kQ 1 admits a kG-Hopf bimodule structure. Thus
α by (7) in the proof of Theorem 1.1. So, for any x, y ∈ G, dim
If Q is finite, it is easy to see that the dual (kQ 1 ) * of the kG-Hopf bimodule kQ 1 is a (kG) * -Hopf bimodule. Define a linear isomorphism by
, where
In this way, a (kG) * -Hopf bimodule structure of k Q 1 can be induced. 
we may obtain three graded Hopf algebras (kQ a , G, r, χ),(kQ c , G, r, χ) and (kQ c , G, r, χ).
We also can obtain a PM kG-Hopf bimodule (kQ 1 , G, r, χ) and two PM kG-YetterDrinfeld modules (kQ 1 , G, r, χ) and (kQ e , G, r, χ) under left adjoint actions, where kQ e =: span{α ∈ Q 1 | α with start vecter e}.
hy,hx , a
Proof. By the proof of (i) ⇒ (ii) of Theorem 2.3, we have
Therefore,
Thus (13) holds. (14) follows from (13) .
(ii) It is enough to show that δ − and δ + are respectively the duals of module actions
C (ζ α (g)), and 
It has been known that Φ is an algebra map. It is obvious that Φ is a graded map. For any
It follows that Φ is a coalgebra map.
. We have known that Ψ is a coalgebra map. It is obvious that Ψ is a graded map. For any
and
It follows that Ψ is an algebra map. P 
Obviously, the following diagrams are commutative:
By the universal property,
It is easy to check that the conditions in (i) hold. Similarly, we obtain that (iii) implies (i). P Theorem 2.7 The following are equivalent: ( 
, then there exists a group isomorphism φ 0 : G → G ′ and for any C ∈ K r (G), there exists a bijective map φ C : I C (r) →
comes a kG-Hopf bimodule under the pullback module operation through φ 0 and pushout comodule operation through φ
(ii) ⇒ (i). Assume that φ 0 is a group isomorphism from G to G ′ and ψ is a kG-Hopf
, where kQ ′ 1 becomes kGHopf bimodule under pullback modules through φ ) and pushout comodules through φ
as kZ u(C) -modules for any C ∈ K r (G). Since they are pointed, we have that
Thus ψ(a
yx ) is an arrow from φ 0 (x) to φ 0 (y) in kQ ′ 1 , i.e. there exists bijective map φ C from I C (r) to I φ 0 (C)(r ′ ) such that ψ(a
on the other hand,
It follow from Lemma 2.6 that (ii)-(iv) are equivalent.
ules by Lemma 2.5. So, G ∼ = G as groups and (kQ 1 , G, r, χ) ∼ = (kQ
Assume ψ is a graded Hopf algebra isomorphism from kQ c to kQ ′ c .
Obviously 
Thus φ is a isomorphism from kQ 1 to kQ ′ 1 as kG-Hopf bimodules. Obviously (iii) implies (vii) and (iv) implies (viii). We can check that (vii) ⇒ (iii) and (viii) ⇒ (iv) using the same procedure as in the proof of (vi) ⇒ (ii).
The proof of (i) ⇔ (ix) is similar to the one for (i) ⇔ (ii). P Theorem 2.7 gives the classification of PM (co-)path Hopf algebras and PM semi-path Hopf algebras.
Let G be a finite group and r a finite ramification of G, i.e. r C is a finite number for any C ∈ K r (G). Let N (G, r) denote the number of isoclasses of all RCS(G, r, χ),
where [RCS(G, r, χ)] denotes the isoclass containing RCS(G, r, χ).
( 
χ) as Hopf algebras is N (G, r). (iv) Moreover, if k is an algebraically closed field of characteristic zero and G is an finite abelian group, then
N (G, r) ≤ C∈Kr(G) | G | r C .
Proof. By Theorem 2.7, (i), (ii) and (ii) are true. (iv) follows from [12, Corollary 7.2.3].
P Corollary 2.9 Let Q be a finite schurian Hopf quiver with respect to ramification r and K r (G) is not closed for every non-trivial group automorphism of G. Then
N (Q, G, r) = C∈Kr(G) | Z u(C) | .
Furthermore, if k is an algebraically closed field of characteristic zero and G is an abelian group, then
Proof. It follows from Theorem 2.7. P Example 2.10 Let G = {e} be the trivial group, X = {x i | i ∈ N} be the set of arrows from e to e. X is infinite numerable. The quiver Q is a Hopf quiver with respect to ramification r = r {e} {e} with r {e} = N. By Theorem 2.7, there is a unique co-path Hopf algebra structure over kQ c up to isomorphisms.
This example shows that [9, Theorem 3.3] is imcomplete since kQ c admits a graded Hopf algebra structure but Q is not a Hopf quiver of C. Cibils and M. Rosso.
Example 2.11 Let G = Z 2 = (g) be the group of order 2, X and Y be respectively the set of arrows from g 0 to g 0 and the set of arrows from g to g, and | X |=| Y |= m.
The quiver Q is a Hopf quiver with respect to ramification r = r {e} {e} with r {e} = m. 
Multiple crown algebras and multiple Taft algebras
In this section we give the relationship between finite Hopf algebras and PM quiver Hopf algebras determined by central ramification system with characters. Meantime, we study the property of these Hopf algebras.
If 
is called Nichols algebra with pointed module structures or PM Nichols algebra in short, written (B(V ),
For any ECS(G, g i , χ i , J), we define i ∼ j iff g i = g j for any i, j ∈ J; this is a equivalent relation, written
is a decomposition of J about the equivalent relation. Let r be a ramification of G with r = i∈J r g i {g i } and r g i = [i]. So we can set
. It is clear that (G, r, χ) is a central ramification system with characters, written RCS(G, g i , χ i , J; r, χ,J). Using this system we may obtain a multiple crown algebra (kQ c , G, g i , χ i , J; r, χ,J) =: K(G, g i , χ i , J; r, χ,J), a multiple Taft algebra kG[kQ 1 ] =: T (G, g i , χ i , J; r, χ,J), a PM path Hopf algebra (kQ a , G, g i , χ i , J; r, χ,J), a PM semi-path Hopf algebra (kQ s , G, g i , χ i , J; r, χ,J) and a PM kG-Hopf bimodule (kQ 1 , G, g i , χ i , J; r, χ,J). They are said to be of finite type if the following conditions are satisfied: (FT1) J and G are finite sets (in this case, J is usually denoted by set {1, 2, · · · , t}).
(FT2) n i ≥ 2, where n i is the order of g i , for any i ∈ J; (FT3) q i =: χ i (g i ) is a primitive n i -th root of unity and q ij q ji = 1, where q ij =: χ i (g j ), for any i, j ∈ J with i = j.
Conversely, for any RCS(G, r, χ, g i ,J), we assume that I g i (r)∩I g j (r) = ∅ and i ∈ I g i (r) for any i, j ∈J with i = j. Let J =: ∪ i∈J I g i (r), g j =: g i and χ j =: χ (j) g i for j ∈ I g i (r). Consequently, we obtain a ECS(G, r, χ, g i ,J; χ i , J).
For example, fix γ i ∈ I g i (r). Obviously, ({i} × I g i (r) − {i} × {γ i }) ∪ {i} and I g i (r) have the same cardinality. Setting I
, the following assertions are equivalent.
Drinfeld modules, where V ′ is a pullback kG-module through φ 0 and a pushout kG-comdule
for i ∈J and there exists bijection φ g i :
there exists a bijection σ :
Obviously φ is a kG-Yetter-Drinfeld module isomorphism. P Similarly we have
The following assertions are equivalent.
and see that 
Lemma 3.5 Let k be of characteristic 0. In kQ
g,e for any h ∈ G. For convenience, let a gh,h =: a (v) gh,h , E =: a g,e and q =: χ (ii)We check the first equation by induction on m. For m = 1, it is easy to see that the result holds. Now for m > 1,
) for any natural number; (ii)For any family of natural numbers
Next we show the second equation. See that
(ii) If q is a primitive n-th root of unity, then S m (q)
Indeed, the result of S n (q) = 0 in (ii) of the preceding Proposition can be obtained by the following Lemma. We define an equivalence relation of S n of all n-permutations as follows. σ ∼ σ ′ if and
Lemma 3.7 Any equivalence class of S n includes (n − 1)! elements.
Proof. For n = 2, it is obvious. Suppose that the result holds for the case of n − 1.
For any σ ∈ S n−1 , we have (σ (1), . . . , m n, . . . , σ(n − 1)) ∈ S n , where 0 ≤ m ≤ n − 1. It is clear that τ ((σ(1) , . . . , m n, . . . , σ(n − 1))) = τ (σ) + m, which shows that n n-permutations induced by σ lie respectively in each equivalence class of S n . By the induction hypothesis, there are (n − 1)! elements in each of the equivalence classes of S n .P Let
i+j | i components of d are 1 and others are zero. }.
which are respectively an i-path and a j-path, we define a new (i + j)-path γ such that the u-th
For any natural numbers i 1 , i 2 , · · · , i m , define Com (i 1 ) = 1 and such that all arrows in α and α ′ belong to {E j | j ≤ j 0 }, and all arrows in β and
It is easy to compute Com
(ii) If α, α ′ are m-paths and β, β ′ n-paths of the subgroup with α = α ′ and β = β ′ ,
(iv) If g 1 , g 2 , · · · , g t are independent and Q is schurian, then there just are
Proof. (1), it is obvious that
) and the v-th arrow of (α
We can similarly prove the second claim.
(iii) Using induction on t we show that
By parts (i) and (ii), we complete the proof.
(iv) We shall induce on t. For t = 1 it is obvious. For t = 2, since any path from e to g
is uniquely determined by the sequence of its vertices and the number of g 2 in such vertex sequence will be added sequentially i 2 times, there are
Now for t > 2. By the induction hypothesis, there are
vertex sequences of paths from e to g 
such paths. P We now recall the Hopf algebra H(C, n, c, c * ) defined in [11, Definition 5.6.15] .
Definition 3.9 Let C be a commutative group with e = c i ∈ C, c * i ∈Ĉ, and n i the order of c i for i = 1, 2, · · · , t. Let A t = A t (C, c, c * ) be the Hopf algebra generated by
is a primitive n i -th root of unity, let J(a) be the ideal of A t generated by {X
If set G =: C, g i =: c i , χ i =: c * i and J = {1, 2, · · · , t}, then we obtain a ECS(G, g i , χ i , J). Denote H(C, n, c, c
to the multiple Taft algebra T (G, g i , χ i , J). 
Proof. (i) By Lemma 3.8(iii), the set (18) is linear independent. By Lemma 3.8(i), the set (18) is a basis of T (G, g i , χ i , J; r, χ,J).
(ii) We call gX p = gX 
By Lemma 3.4, E n j j = 0. Consequently, F is a Hopf algebra map. It is enough to show that F is injective. For any 0 ≤ i 1 < n 1 , · · · , 0 ≤ i t ′ < n t ′ , g ∈ C , we consider
(by Lemma 3.4).
By [11, Proposition 5.6.14] , {gX
We now give a lemma, which will be used in section 5. 
Proof. (i) and (ii) are clear.
(iii) If V is a kQ s -module, then there exists algebra homomorphism φ :
It is clear that (V, φ • ι 0 ) is a representation of G and φ • ι 1 is a homomorphism from kQ 1 to End k V as kG-bimodules. Defining a
Conversely, assume that (V, φ 0 ) is a representation of kG and φ 1 is a linear map from
yx · v, for any x, y ∈ G, v ∈ V, j ∈ I C (r) with x −1 y ∈ C. On the one hand,
That is, φ 1 is a kG-bimodule homomorphism. By universal property of tensor algebras over kG, there exists a unique algebra homomorphism φ from
(iv) If V is a kQ s -module, then using (19) for h = 1, we have (20). Using (19) again,
we can obtain (21).
Thus (19) holds.
(iv) The necessity is clear. Now we show the sufficiency. Define (a (j)
Nichols algebras
In this section we give the structure of quiver Hopf algebras. That is, every quiver Hopf algebra is a bosinisation ( biproduct ) of a braided Hopf algebra in Yetter-Drinfeld category. PM Nichols algebras is classified. Λ = ⊕ i∈N Λ i is a graded Hopf algebra with H = Λ 0 . Let p H = π 0 : Λ → Λ 0 and j H = ι 0 : Λ 0 → Λ denote the canonical projection and injection. Set Π =: [14, p.1530] , [2] and [17] ) If Λ = ⊕ i∈N Λ i is a graded Hopf algebra, then
(ii) (Λ, δ + , α + ) is a right H-Hopf module with δ + =: (id ⊗ π 0 )∆ and α (iv) Obviously, for any x ∈ R, Π(x) = x, which implies R ⊆ Im (Π). On the other hand, for any x ∈ Λ, see that
Thus R = Im (Π). For any x ∈ R, h ∈ H, see that
Thus Φ is a coalgebra map.P Proof. It follows from Theorem 4.1. P
(ii) (kG[kQ 1 ], G, r, χ) ∼ = (kG ′ [kQ 
Quantum enveloping algebras
In this section we characterize quantum enveloping algebras using semi-path Hopf algebras.
It is well known that the enveloping algebra of a Lie algebra L is homomorphic image of the tensor algebra T k (L). For the quantum enveloping algebra U q (L) of a complex semi-simple Lie algebra L of rank n with Cartan matrix A = (a ij ), there are integers d 1 , d 2 , · · · , d n ∈ {1, 2, 3} such that d i a ij = d j a ji . Let I be a prime root system of L and G the free abelian group generated by I. Set J =: {1, 2, · · · , n}, I =: {α i | i = 1, 2, · · · , n}. Choose χ i ∈Ĝ such that χ j (α i ) = q −d i a ij , χ j+n (α j ) = q d i a ij , g i = α 2 i and g i+n = g i for i, j = 1, 2 · · · , n. For ECS(G, g i , χ i , J) with J = {1, 2, · · · , 2n} and we get a RCS(G, g i , χ i , J; r, χ,J) with r = n i=1 r g i {g i }, r g i = 2 andJ = {1, 2, · · · , n}, and a semi-path Hopf algebra (T k G(kQ 1 ), G, g i , χ i , Jr, χ,J). Let X i = a 
for x = E i or F i ; l ∈ J ′ ; i, j = 1, 2, · · · , n with i = j.
Proof. (i) It follows from Lemma 3.11.
(ii) The necessity is clear. Now we show the sufficiency. Letφ andψ are the same as in proof of Theorem 5.1. By Theorem 5.1 and Lemma 3.11, we only need show that (21) holds. Indeed, for i ∈J, j ∈ [i], l ∈ J ′ , see that
Thus (21) holds. P
