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WELL-POSEDNESS AND LONG-TIME BEHAVIOUR FOR A
NONLINEAR PARABOLIC EQUATION WITH HYSTERESIS
ACHILLE LANDRI POKAM KAKEU AND JEAN LOUIS WOUKENG
Abstract. The work deals with a study of a nonlinear parabolic equation with hysteresis,
containing a nonlinear monotone operator in the diffusion term. The well-posedness of the
model equation is addressed by using an implicit time discretization scheme in conjunction
with the piecewise monotonicity of the hysteresis operator, and a fundamental inequality
due to M. Hilpert. A characterization of the ω-limit set of the solution is then given through
the study of the long-time behaviour of the solution of the equation in which we investigate
the convergence of trajectories to limit points.
1. Statement of the problem
We consider a nonlinear parabolic problem with hysteresis functionals whose the diffusion
term is a monotone operator arising from a convex functional. The main purpose is to study
the well-posedness and the long-time behaviour. The model problem is stated as follows
∂
∂t
(cu+ w)− diva(·,∇u) = f in Q = Ω× (0, T )
w(x, t) =W[u(x, ·); x](t) in Q
u = 0 on ∂Ω × (0, T ) and u(x, 0) = u0(x) in Ω
(1.1)
where u is the unknown function, T > 0 is the final time, and Ω is a sufficiently smooth open
bounded set in Rd locally located on one side of its boundary. The known data in (1.1) are
the functions c, f , W, a and u0, which are constrained as follows.
(A1) The function a = (ai)1≤i≤d is defined by ai(x, λ) =
∂J
∂λi
(x, λ) where the function
J : Ω× Rd → [0,+∞) satisfies the following conditions:
(i) J(·, λ) is measurable for all λ ∈ Rd,
(ii) J(x, ·) is strictly convex for almost all x ∈ Ω,
(iii) There exist three constants p ≥ 2, α1 > 0 and α2 > 0 such that
α1 |λ|p ≤ J(x, λ) ≤ α2(1 + |λ|p) (1.2)
for all λ ∈ Rd and for almost all x ∈ Ω.
(A2) c ∈ L∞(Ω) with c ≥ α > 0 where α is a constant independent of x ∈ Ω.
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(A3) f ∈ L2(Q) and u0 ∈ W 1,p0 (Ω).
(A4) For every x ∈ Ω, the hysteresis operatorW[·; x] is continuous on C ([0, T ]) and piece-
wise increasing. Moreover W is affine bounded and there exist a function κ0 ∈ L2(Ω)
and a positive constant γ0 such that, for all ℓ ∈ N, the parameterized final value
mapping
(s, x) 7→ Wf (s; x), s = (v0, ..., vℓ) ∈ S
is measurable and satisfies
|Wf (s; x)| ≤ κ0(x) + γ0 ‖s‖∞ , (1.3)
where Wf denotes the generating functional of the hysteresis operator W and S is
the set of all finite strings of real numbers, a string being as usual a vector having
either finitely or countably infinitely many real components.
Further information concerning the construction of Wf will be given in Section 4.
Besides piecewise monotonicity and continuity, we need a further assumption on the hys-
teresis operator W[·; x], which will ensure uniqueness of the solution:
(A5) The operator W[·; x] maps W 1,1(0, T ) for every x ∈ Ω into itself, and there exist
γ1 > 0 and κ1 ∈ L2(Ω) such that the condition
|(W[v; x])′(t)| ≤ κ1(x) + γ1 |v′(t)| ∀x ∈ Ω, for a.e. t ∈ (0, T )
is satisfied for every v ∈ W 1,1(0, T ).
Of special interest as far as applications are concerned in this work is an existence and
uniqueness result and an asymptotic behaviour in time for an evolution parabolic equation
modeling a diffusion process with hysteresis; these questions are addressed in this paper. The
problem (1.1) is an equation that can be regarded as a model of heat conduction including
phase transition with undercooling and superheating.
Hysteresis is defined as rate independent memory effect. The basic feature of hysteresis
behaviour is a memory effect and the irreversibility of the process. Hysteresis was mentioned
for the first time in an article [9] on magnetism published in 1885. It is a nonlinear phe-
nomenon that occurs in many natural and constructed systems, and because of the strong
nonlinearity of this phenomenon which is usually non-smooth, it has not been easy to treat
it mathematically for a very long time. Hence it was only in the early seventies that a
group of Russian scientists, especially with Prandtl, Preisach and Ischlinskii led by M. A.
Krasnoselskii initiated a systematic mathematical investigation of the phenomenon of hys-
teresis which resulted in the fundamental monograph of Krasnoselskii and Pokrovskii [13].
During that time, many mathematicians have contributed to the mathematical theory, and
the important monographs of Mayergoyz [19] and Visintin [25] have emerged. It is very
important to note that Visintin intensively investigated PDEs with hysteresis. For further
results and references concerning hysteresis operators, see e.g. [7, 8, 10, 11, 24] and the
references therein.
The work is organized as follows. In Section 2, we gather necessary elementary tools
together with some functional spaces, and we state our main result. Suitable properties of the
function a(x, λ) are detailed in Section 3. Section 4 is devoted to a survey of relevant results
for general hysteresis operators. For more details as well as exposure to other hysteresis
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operators see e.g. [4, 13, 16] or [25]. Section 5 is dedicated to the proof of the existence
result. The technique we use for proving the existence result is based on approximation by
implicit time discretization, a priori estimates and passage to the limit by compactness. This
approximation procedure is often used and is quite convenient in the analysis of equations
that include a memory operator, as in any time-step we solve a stationary problem in which
this operator is reduced to a superposition with a nonlinear function. The details of the
passage to the limit in the nonlinear diffusion term is worked out carefully. To obtain
uniqueness result, a fundamental inequality due to Hilpert [12] is employed as well as the
L1-stability of the solution of the equation. The latter is done in Section 6. Finally, we prove
in the last section a result related to the long-time behaviour of the solution to (1.1).
2. Functional setting and statement of the main results
2.1. Functional setting. In order to facilitate the reading of this paper, we collect here
some mathematical tools, starting with some well-known inequalities which will be used in
the work.
The set of non-negative integers is denoted by N, while R stands for the set of real numbers.
As usual we denote the non-negative real numbers by R+. For 1 ≤ d ∈ N, Rd stands for the
numerical space of variables x = (x1, ..., xd). For any Banach space X , we shall denote by
X ′ its topological dual.
We will need some fundamental inequalities which are given below:
Lemma 2.1 (Young inequality). Suppose that 1 < p, p′ <∞ and 1
p
+ 1
p′
= 1 then
|ab| ≤ 1
p
δ |a|p + 1
p′
δ−
1
p−1 |b|p′ ∀a, b ∈ R, δ > 0.
Lemma 2.2 (Poincare´ inequality). Let Ω be an open bounded set in Rd and p ≥ 1 a real
number. Then there is a constant C = C(Ω, p) > 0 such that
‖u‖Lp(Ω) ≤ C ‖∇u‖Lp(Ω) for all u ∈ W 1,p0 (Ω).
For m ∈ N and 1 ≤ p ≤ ∞, the Sobolev space Wm,p(Ω) is defined as the space of all
functions u ∈ Lp(Ω) having generalized partial derivatives Dαu ∈ Lp(Ω) for every multi-
index α satisfying 0 ≤ |α| ≤ m. Endowed with the norm
‖u‖Wm,p(Ω) =
 ∑
0≤|α|≤m
∫
Ω
|Dαu(x)|p dx

1
p
,
Wm,p(Ω) becomes a Banach space which is separable for 1 ≤ p <∞. In the case p = 2, one
obtains a Hilbert space denoted by Hm(Ω) and with the inner product
〈u, v〉 =
∑
0≤|α|≤m
∫
Ω
Dαu(x)Dαv(x)dx.
Also, denoting by C∞0 (Ω) the space of infinitely differentiable functions on Ω with compact
supports, we define the space Wm,p0 (Ω) as the closure of C∞0 (Ω) in Wm,p(Ω), and we denote
by W−m,p
′
(Ω) the topological dual of Wm,p0 (Ω) (integers m ≥ 1 and real number p > 1). For
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p = 2, instead of H1(Ω), we may in general define the fractional Sobolev spaces Hσ(Ω) with
σ ∈ R as in [1, 2].
Next, we need to introduce another class of function spaces which will be employed for
the variational treatment of our evolution problem, namely spaces of the typeWm,p(0, T ;V ),
where T > 0 is some final time and V is a certain function space. If V = Rd, no additional
difficulties occur, since all relevant properties of Wm,p(0, T ) carry over to the finite product∏d
i=1W
m,p(0, T ). In the infinite-dimensional case, the definition of Wm,p(0, T ;V ) uses the
notion of Bochner integrals which attain values in V . Let us give a very brief introduction
to this notion. For our purposes, we may restrict ourselves to the case where V is a reflexive
Banach space, since we will exclusively deal with the space V = W 1,p0 (Ω).
Definition 2.1. A function u : [0, T ]→ V is called Bochner measurable, if it is the pointwise
limit of a sequence (un) of simple functions. The function u is called Bochner integrable if
lim
n→∞
∫ T
0
‖u(t)− un(t)‖V dt = 0,
in which case the integral of u is defined by∫ T
0
u(t)dt = lim
n→∞
∫ T
0
un(t)dt.
We denote by Lp(0, T ;V ) (1 ≤ p < ∞) the space of all Bochner measurable functions
u : [0, T ]→ V for which
‖u‖Lp(0,T ;V ) =
(∫ T
0
‖u(t)‖pV dt
) 1
p
<∞.
Equipped with ‖·‖Lp(0,T ;V ), Lp(0, T ;V ) is a Banach space. Similarly, we define the space
L∞(0, T ;V ), using the norm
‖u‖L∞(0,T ;V ) = ess sup
t∈[0,T ]
‖u(t)‖V .
For 1 < p < ∞, the space Lp(0, T ;V ) is separable. In addition, its topological dual is
isomorphic to Lp
′
(0, T ;V ′), where 1
p
+ 1
p′
= 1. After the definition of the spaces Lp(0, T ;V ),
the spaces Wm,p(0, T ;V ) are introduced using the concept of distributions with values in
Banach spaces. For the details of this construction, we refer the reader to [1].
We end this subsection with an important result related to the existence result for mono-
tone operators. Let X be a real reflexive Banach space, let A : X → X ′ (X ′ the topological
dual of X) and let 〈, 〉 denote the duality pairing between X and X ′. We recall the following
definitions. The operator
• A is monotone if 〈Au1 − Au2, u1 − u2〉 ≥ 0 for all u1, u2 ∈ X ;
• A is strictly monotone if 〈Au1 − Au2, u1 − u2〉 > 0 whenever u1 6= u2;
• A is pseudomonotone if A is bounded (not necessarily continuous) and if whenever
uj converges to u in X and lim supj→∞(A(uj), uj − u) ≤ 0, it follows that, for all
v ∈ X ,
lim inf
j→∞
(A(uj), uj − v) ≥ (A(u), u− v).
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• A is hemicontinuous if limt→0A(u+ tv) = Au in X ′-weak∗ for all u, v ∈ X .
• A is demicontinuous if uj strongly converges to u inX implies A(uj) weakly converges
to A(u) in X ′.
• A is coercive if
lim
‖u‖→∞
〈Au, u〉
‖u‖ =∞.
Proposition 2.1. Suppose that A is bounded, hemicontinuous and monotone. Then A is
pseudomonotone.
The proof of this proposition can be found in [17] (see also [22]).
Proposition 2.2. Suppose that A is bounded and pseudomonotone. Then the operator A is
demicontinuous.
Proof. Assume that uj → u strongly in X . Then
|〈A(uj), uj − u〉| ≤ ‖A(uj)‖X′ ‖uj − u‖X → 0,
because ‖A(uj)‖X′ is bounded. Since A is pseudomonotone, A(uj)→ A(u) weakly in X ′. 
Let us consider the operator equation of the form
Find u ∈ X such that Au = b. (2.1)
The existence issue for (2.1) is given by the next result.
Theorem 2.1 (Browder-Minty). Suppose that A is strictly monotone, hemicontinuous and
coercive. Then (2.1) has a unique solution u ∈ X for every b ∈ X ′.
The proof of the above theorem can be found in [17] or alternatively in [22] where several
applications have been given for various properties of monotone operators.
2.2. Statement of the main results. We first define the notion of weak solution we will
deal with in this work.
Definition 2.2. Let the assumptions (A1)-(A4) hold. We say that a function u : Q → R
is a weak solution of (1.1) if{
u ∈ L∞(0, T ;W 1,p0 (Ω)) with u′ ∈ L2(0, T ;L2(Ω)),
w =W(u; ·) ∈ L2(Q) ∩ L2(Ω; C([0, T ])) with w′ ∈ Lp′(0, T ;W−1,p′(Ω))
and u satisfies equation (2.2)
∫
Q
cu′(x, t)ϕ(x, t)dxdt+
∫ T
0
〈w′(·, t), ϕ(·, t)〉 dt
+
∫
Q
a(x,∇u(x, t)) · ∇ϕ(x, t)dxdt =
∫
Q
f(x, t)ϕ(x, t)dxdt
for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)).
(2.2)
The first main purpose of the work is to prove the following result.
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Theorem 2.2. Let the assumptions (A1)-(A4) hold. Then there exists at least a solution
u in the sense of Definition 2.2. Moreover if assumption (A5) is satisfied, then u is unique
and the following estimate holds:
α
∫ t2
t1
∫
Ω
|u′(x, t)|2 dxdt+ 2σ(u(t2))− 2σ(u(t1)) ≤ 1
α
∫ t2
t1
∫
Ω
|f(x, t)|2 dxdt (2.3)
for all 0 ≤ t1 ≤ t2 ≤ T . Here α > 0 is the same as in assumption (A2) and σ(·) is defined
by (3.9).
It is an urgent matter to make precise the comparison of our first main result in Theorem
2.2 with the existing ones in the literature. This kind of problem has already been considered
in several work; see, e.g., [4, 5, 7, 14, 21, 25], just to cite a few. Most of these work deal
with linear diffusion operators while very few treat nonlinear cases. Although assumptions
(A1)-(A4) are the natural way to generalize the linear operators (like the Laplacian) or
the nonlinear ones (like the p-Laplacian), to the best of our knowledge, there is no work
in the literature dealing with nonlinear PDEs with hysteresis and exhibiting such kind of
nonlinearity in the diffusion term. One of the work with assumptions close to ours is [14] in
which the authors considered a nonlinear diffusion operator of the form
−
N∑
i=1
∂
∂xi
ai
(
∂u
∂xi
)
for u ∈ W 1,p(Ω)
where the ai’s are linear or nonlinear monotone functions defined on R; see [14, p. 42]. We
believe that one of the main difficulties in obtaining the solutions of (1.1) is about obtaining
an energy inequality like (3.10). But this is a mere consequence of Lemma 3.1 (see also
Remark 3.1) that stems from some properties of the functional J . Hence the inequality
(3.10) is in order, thanks to the monotonicity property of the hysteresis operator.
Theorem 2.2 will be proved in Section 5. To do this, we proceed in several steps. First of
all we have to approximate our model problem by employing an implicit time discretization
scheme of (2.2), which leads to the semilinear variational equation
b(um, ϕ) +
∫
Ω
bm (x, um(x))ϕ(x)dx = 0 for ϕ ∈ W 1,p0 (Ω),
where um = u(x,mh) and the functionals b and bm are defined below in Section 5. We then
derive the following uniform estimates
ℓ∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
+ sup
1≤k≤ℓ
‖∇uk‖pLp(Ω) ≤ C. (2.4)
Next, defining the linear interpolates uℓ and u˜ℓ, we prove that the estimate∫
Q
|u′ℓ| 2dxdt+ sup
0≤t≤T
(
‖∇u˜ℓ(t)‖pLp(Ω) + ‖∇uℓ(t)‖pLp(Ω)
)
≤ C,
holds uniformly in ℓ ∈ N, and further
‖uℓ − u˜ℓ‖L2(Q) ≤
C
ℓ
. (2.5)
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The linear interpolate uℓ is the approximate solution of the discretized problem
c
∂uℓ
∂t
+
∂wℓ
∂t
− diva(·,∇u˜ℓ) = f˜ℓ in W−1,p′(Ω) a.e. in (0, T ).
It is important to note that the estimate (2.5) above allows us to prove that the sequences
uℓ and u˜ℓ have the same strong limit in L
2(Q). This estimate replaces its counterpart in the
linear setting where the following one
‖uℓ − u˜ℓ‖L2(0,T ;H1
0
(Ω)) ≤
C
ℓ
(2.6)
is used, enabling to conclude that the sequence uℓ−u˜ℓ strongly converges to 0 in L2(0, T ;H10(Ω)).
Estimate (2.6) stems from the equality
‖uℓ − u˜ℓ‖2L2(0,T ;H1
0
(Ω)) =
T
3ℓ
ℓ∑
m=1
‖∇um −∇um−1‖2L2(Ω).
However, in the nonlinear framework, the above equality is out of reach, and we therefore
replace it by the following one
‖uℓ − u˜ℓ‖2L2(Q) =
T
3ℓ
ℓ∑
m=1
‖um − um−1‖2L2(Ω) ,
which, thanks to (2.4), ensures the equality of the weak limits of both sequences (uℓ)ℓ and
(u˜ℓ)ℓ in L
p(0, T ;W 1,p0 (Ω)).
In order to state the next main result, we need a further notion. We define the ω-limit set
of a solution u of (1.1) by
ω(u) = {ϕ ∈ W 1,p0 (Ω) : ∃tn → +∞ such that lim
n→∞
‖u(·, tn)− ϕ‖Lp(Ω) = 0}.
It is known (see e.g. [6, p. 1019]) that if u : R+ → L2(Ω) is a solution of (1.1) such that the
range {u(·, t) : t ≥ 1} is relatively compact in L2(Ω), then the ω-limit set ω(u) is nonempty.
The next result is related to the existence of ω-limit sets of trajectories of (1.1). Here, we
deal with global solutions u ∈ L2(R+;L2(Ω)) ∩ L∞(R+;W 1,p0 (Ω)) of (1.1) given by Theorem
2.2 in which assumption (A3) is replaced by (A3)1 below:
(A3)1 f ∈ H1(R+;L2(Ω)) and u0 ∈ W 1,p0 (Ω) where R+ = [0,∞).
It is important to note that, in view of the estimate (3.10) where the constant C is
independent of T , such solutions exist by Theorem 2.2. At this level, we are not requiring
uniqueness, but only the existence of solutions to (1.1).
Theorem 2.3. Assume that (A1), (A2), (A3)1 and (A4) hold. Then for any u given
by Theorem 2.2 and any sequence of times (tn)n such that tn → ∞ with n, there exist a
subsequence of (tn)n still denoted by (tn)n and a function u∞ ∈ W 1,p0 (Ω) such that
u(·, tn)→ u∞ in Lp(Ω)-strong, (2.7)
where u∞ solves the stationary problem
diva(·,∇u∞) = g in Ω, (2.8)
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the function g being equal either to 0 (if f depends on the time variable t) or to f (if f does
not depend on t).
It is important to note that assumption (A3)1 on f entails the continuity of f with respect
to t, so that we could define f(·, t) for any t ≥ 0. It is therefore made only for that purpose.
It can thus be replaced by f ∈ L2(R+;L2(Ω)) ∩ C(R+;L2(Ω)). However, our main purpose
in proving the existence of the solution of (1.1) is to looking for the qualitative properties
of the solutions u of (1.1) under a more general assumption on the behaviour of the source
term f and on the coefficient functions a(·, λ) with respect to both the time scale τ = t/εn
and the space scale y = x/εn when the coefficients depend on y = x/εn and τ = t/εn, where
εn is a sequence of positive real numbers verifying 0 < εn ≤ 1 with εn → 0 as n→∞. This
falls within the scope of homogenization theory, and depends carefully on properties of the
coefficients of the operators in (1.1). This is another issue which will be addressed in a very
subsequent work.
3. Some useful properties of the function a(x, λ) and a preliminary estimate
We need to derive some useful properties of the function a. Since the function J(x, ·) is
convex and has a growth of order p (see in particular the right-hand side of the inequality
in (1.2)) it emerges from [18, Proof of Theorem 2.1] that
|∇λJ(x, λ)| ≤ C3(1 + |λ|p−1) for all λ ∈ Rd, a.e. x ∈ Ω. (3.1)
Indeed, since J(x, ·) is convex and differentiable, it holds that
J(x, λ)− J(x, µ) ≥ ∇λJ(x, µ) · (λ− µ) for all λ, µ ∈ Rd and a.e. x ∈ Ω. (3.2)
Choosing µ = λ+hei with h ∈ R and ei the ith vector of the canonical basis of Rd, it follows
that
∂J
∂λi
(x, λ) ≤ 1
h
(J(x, λ)− J(x, λ+ hei)) if h > 0
∂J
∂λi
(x, λ) ≥ 1
h
(J(x, λ)− J(x, λ+ hei)) if h < 0.
Hence, taking |h| = |λ|+ 1 above and using the right-hand side of (1.2), we are led to∣∣∣∣ ∂J∂λi (x, λ)
∣∣∣∣ ≤ 1|h| (J(x, λ) + J(x, λ+ hei))
≤ C2 1 + (|λ|+ 1)
p + |λ|p
|λ|+ 1 ≤ C3(1 + |λ|
p−1)
since p > 1, where C3 depends on C2 and p. We also infer from (3.1) that
|J(x, λ)− J(x, µ)| ≤ c2(1 + |λ|p−1 + |µ|p−1) |λ− µ| , all λ, µ ∈ Rd and a.e. x ∈ Ω.
It also follows from (3.2) that
∇λJ(x, λ) · (λ− tµ) ≥ J(x, λ)− J(x, tµ)
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for all λ, µ ∈ Rd, t ≥ 0 and a.e. x ∈ Ω. Letting t→ 0 and using the left-hand side of (1.2),
we get
∇λJ(x, λ) · λ ≥ c1 |λ|p − J(x, 0).
Another consequence of (3.2) is the monotonicity of ∇λJ(x, ·) expressed as follows:
(∇λJ(x, λ)−∇λJ(x, µ)) · (λ− µ) ≥ 0, all λ, µ ∈ Rd, a.e. x ∈ Ω. (3.3)
Indeed, (3.2) yields
J(x, λ)− J(x, µ) ≥ ∇λJ(x, µ) · (λ− µ)
and
J(x, µ)− J(x, λ) ≥ ∇λJ(x, λ) · (µ− λ).
Adding these inequalities together, we obtain (3.3).
We summarize the above properties of a here below.
(A6) The function a : (x, λ) 7→ a(x, λ) from Ω × Rd to Rd is therefore constrained as
follows:
(H)1 For each given λ ∈ Rd, the function x 7→ a(x, λ) is measurable from Ω into Rd.
(H)2 There exists a positive constant α3 such that a(x, λ) · λ ≥ α1 |λ|p − α3, where
α3 = ‖J(·, 0)‖L∞(Ω).
(H)3 There is a constant C2 > 0, such that, a.e. in x ∈ Ω, for λ1, λ2 ∈ Rd,
(a(x, λ1)− a(x, λ2)) · (λ1 − λ2) ≥ 0,
|a(x, λ1)− a(x, λ2)| ≤ C2(1 + |λ1|+ |λ2|)p−2 |λ1 − λ2| ,
where the dot denotes the usual Euclidean inner product in Rd, and |·| the
associated norm.
The following result will be of interest in the sequel.
Lemma 3.1. Let a : Ω×Rd → Rd satisfy (A6) above. Assume that u ∈ L∞(0, T ;W 1,p0 (Ω)),
u′ ∈ L2(0, T ;H10(Ω)) and diva(·,∇u) ∈ Lp′(0, T ;W−1,p′(Ω)). Then the function t 7→ σ(u(t)) =∫
Ω
J(·,∇u(t))dx is absolutely continuous on (0, T ) and
d
dt
σ(u(t)) = −〈diva(·,∇u(t)), u′(t)〉 for a.e. t ∈ [0, T ] (3.4)
where u(t) = u(·, t) and 〈·, ·〉 denotes the duality pairing between Lp′(0, T ;W−1,p′(Ω)) and
Lp(0, T ;W 1,p0 (Ω)).
Proof. Let h > 0 be arbitrarily fixed. Then using inequality (3.2), we obtain, for a.e.
t ∈ (0, T ),
a(·,∇u(t)) · (∇u(t+ h)−∇u(t)) ≤ J(·,∇u(t+ h))− J(·,∇u(t))
≤ a(·,∇u(t+ h)) · (∇u(t+ h)−∇u(t)).
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Integrating the above inequalities with respect to (x, t), we have, for a.e. 0 ≤ t1 ≤ t2 ≤ T ,
−
∫ t2
t1
〈
diva(·,∇u(τ)), u(τ+h)−u(τ)
h
〉
dτ
= 1
h
∫ t2
t1
∫
Ω
a(·,∇u(τ)) · (∇u(τ + h)−∇u(τ))dxdτ
≤ 1
h
∫ t2
t1
∫
Ω
J(·,∇u(τ + h))dxdτ − 1
h
∫ t2
t1
∫
Ω
J(·,∇u(τ))dxdτ
≤ 1
h
∫ t2
t1
∫
Ω
a(·,∇u(τ + h)) · (∇u(τ + h)−∇u(τ))dxdτ
= −
∫ t2
t1
〈
diva(·,∇u(τ + h)), u(τ+h)−u(τ)
h
〉
dτ
(3.5)
where 〈·, ·〉 denotes the duality pairings between Lp′(0, T ;W−1,p′(Ω)) and Lp(0, T ;W 1,p0 (Ω)).
But ∫ t2
t1
∫
Ω
J(·,∇u(τ + h))dxdτ =
∫ t2+h
t1+h
∫
Ω
J(·,∇u(τ))dxdτ
and
∫ t2+h
t1+h
−
∫ t2
t1
=
∫ t2+h
t2
−
∫ t1+h
t1
, so that (3.5) becomes
−
∫ t2
t1
〈
diva(·,∇u(τ)), u(τ+h)−u(τ)
h
〉
dτ
≤ 1
h
∫ t2+h
t2
∫
Ω
J(·,∇u(τ))dxdτ − 1
h
∫ t1+h
t1
∫
Ω
J(·,∇u(τ))dxdτ
≤ −
∫ t2
t1
〈
diva(·,∇u(τ + h)), u(τ+h)−u(τ)
h
〉
dτ.
(3.6)
We recall that all the integrals involved in (3.6) are well defined according to the assumption
(A6) and the fact that u ∈ L∞(0, T ;W 1,p0 (Ω)). Letting h → 0 in (3.6) (where we use the
other assumptions in Lemma 3.1) yields, for a.e. t1, t2,
−
∫ t2
t1
〈diva(·,∇u(τ)), u′(τ)〉 dτ =
∫
Ω
J(·,∇u(t2))dx−
∫
Ω
J(·,∇u(t1))dx
= σ(u(t2))− σ(u(t1)),
thereby showing that the mapping t 7→ σ(u(t)) is absolutely continuous on (0, T ) and that
(3.4) is satisfied. 
Remark 3.1. Note that Lemma 3.1 remains true if the assumptions
u′ ∈ L2(0, T ;H10(Ω)) and diva(·,∇u) ∈ Lp
′
(0, T ;W−1,p
′
(Ω))
are replaced by the following ones therein:
u′ ∈ L2(0, T ;L2(Ω)) and diva(·,∇u) ∈ L2(0, T ;L2(Ω)), (3.7)
the other ones remaining unchanged. In that case, the duality pairings 〈·, ·〉 will be replaced
by the inner product in L2(0, T ;L2(Ω)) and we will proceed by approximation like in [3,
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Proposition 2.11] to obtain (3.4) for the approximating sequence and conclude like in [3,
Lemma 3.3] after a limit passage.
This being so, to see what regularity can be expected for a solution to (1.1), we first
present an informal argument. We test (1.1) by u′ = ∂u
∂t
and integrate over Ω to obtain, for
t > 0, ∫
Ω
c |u′(t)|2 dx+
∫
Ω
u′(t)w′(t)dx− 〈diva(·,∇u(t)), u′(t)〉 =
∫
Ω
u′(t)f(t)dx (3.8)
where we have used the abbreviation u(t) = u(·, t). Assuming W[·; x] is piecewise monotone
for every x ∈ Ω, then we have u′w′ ≥ 0, so that the second term of the left-hand side of (3.8)
becomes non-negative, i.e.
∫
Ω
u′(t)w′(t)dx ≥ 0. Since (see (3.4))
−〈diva(·,∇u(t)), u′(t)〉 = d
dt
σ(u(t))
where
σ(u(t)) =
∫
Ω
J(x,∇u(x, t))dx, (3.9)
we integrate (3.8) with respect to t and apply appropriate Young’s inequality to its right-hand
side to get
α
∫ t
0
∫
Ω
|u′(τ)|2 dxdτ + σ(u(t))− σ(u0) ≤ 1
2α
∫ t
0
∫
Ω
|f |2 dxdτ + α
2
∫ t
0
∫
Ω
|u′(τ)|2 dxdτ,
where we have also used the inequality c ≥ α in assumption (A2). Using the left-hand side
of inequality (1.2), we infer∫ t
0
∫
Ω
|u′(t)|2 dxdτ + ‖∇u(t)‖pLp(Ω) ≤ C
∫ T
0
∫
Ω
|f |2 dxdt+ C ‖∇u0‖pLp(Ω)
where C depends only on α, α1 and p. Hence we find the a priori estimate∫ t
0
∫
Ω
|u′(t)|2 dxdt+ sup
0≤t≤T
‖∇u(t)‖p
Lp(Ω) ≤ C
∫ T
0
∫
Ω
|f |2 dxdt+ C ‖∇u0‖pLp(Ω) . (3.10)
Since f ∈ L2(0, T ;L2(Ω)) ≡ L2(Q) and u0 ∈ W 1,p0 (Ω), we are thus led to look for weak
solutions u in the space
Y = L∞(0, T ;W 1,p0 (Ω)) ∩H1
(
0, T ;L2(Ω)
)
,
which implies u ∈ C([0, T ], L2(Ω)) thanks to the continuous imbedding
Y →֒ C([0, T ], L2(Ω)).
Since u(x, ·) is the input of the hysteresis operator W[·; x] at each space point x ∈ Ω, the
compactness of the imbedding
Y →֒ L2(Ω; C ([0, T ])) (3.11)
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will play a crucial role in the existence proof if the hysteresis operatorsW[·; x] are continuous
on C ([0, T ]). The proof of the compactness of the embedding (3.11) is given in [4, Corollary
3.2.3] for d = 1; for d > 1, we follow the argument of Visintin based on interpolation theory,
and obtain the result from the chain of continuous imbeddings
Y →֒ H1(Q) →֒ Hσ (Ω;H1−σ(0, T )) →֒ L2 (Ω; C ([0, T ])) (3.12)
for 0 < σ < 1
2
, where the last imbedding is compact.
4. General Hysteresis operators
In this Section we present the general hysteresis operators relying on [4, Section 2]. Hys-
teresis operators can be seen as nonlinear causal functional operators. One of the main
characteristics of these operators is the fact that they have memory character, i.e. the value
at some time t do not only depends on the value of t at this precise moment, but it also
depends on the previous evolutions and on inputs up to the time t.
The role of corner stones in the construction of hysteresis operator is played by the notion
of the rate independent functionals. Let us denote by Mpm[0, T ] the set of all piecewise
monotone functions and by Cpm[0, T ] the subspace of Mpm[0, T ] for functions which are
continuous.
In [4], we have a certain number of hysteresis models in the form of an operator equation
which put in relation an input function v to an output function w,
w(t) =W [v] (t), for t ∈ [0, T ] .
The main common characteristics of such hysteresis operators are given as follows:
• the hysteresis diagrams have a form not depending on the speed with which they
were traversed,
• the local extremal values of the input functions entirely determine the memory be-
haviour of the hysteresis diagrams.
The so-called rate independence can be seen as the classical property of hysteresis operator.
It is fundamental for our approach and can be expressed in the form
W [v ◦ ϕ] =W [v] ◦ ϕ,
for all admissible time transformations ϕ.
The previous equality reflects the fact that the amount of information that the input
function needs is rather discrete than continuous. As a consequence, we will be able to
analyze the memory effect of the hysteresis operators without taking into account their
properties of regularity and continuity. What will be done using the concept of strings. The
transitions between functions and strings, is that between continuous and discrete input
informations, will create some formal difficulties and might seem to be somewhat unexpected
in the beginning; it will be prove, however, that this approach has a number of advantages
and is quite natural. We first present the notion of the rate independent functionals define
on the space Cpm[0, T ] of continuous and piecewise monotone functions. This notion will
play the role of corner stones in our construction.
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Definition 4.1. A functional H : Cpm[0, T ] → R is said to be rate independent if the
following equality holds:
H [v ◦ ϕ] = H [v] ,
for all v ∈ Cpm[0, T ] and all continuous increasing functions ϕ : [0, T ] → [0, T ] verifying
ϕ(0) = 0 and ϕ(T ) = T . Such a function ϕ is called an admissible time transformations.
As a consequence of the previous definition, one can notice that only the local extremal
values of the input function v should have a real influence on H [v]. To explain it, the finite
string (v(t0), ..., v(tℓ)) should be used to determine H [v], where 0 = t0 < t1 < · · · < tℓ = T
denote the local extrema of v in [0, T ]. This observation allows to obtain a normal form of
rate independent functionals. We have to introduce some usual notations, both for functions
and for strings.
Definition 4.2. Let us consider a set X . We denote by Map(X) the set of all real-valued
functions defined on X . Let I ⊂ R be a non empty interval. A function v ∈Map(I) is said
to be
• increasing on I, if v(τ) ≤ v(t) whenever τ, t ∈ I and τ < t,
• strictly increasing on I, if v(τ) < v(t) whenever τ, t ∈ I and τ < t,
• monotone on I, if either v or −v is increasing on I,
• strictly monotone on I, if either v or −v is strictly increasing on I.
Moreover, let us say that ∆ = {ti}1≤i≤ℓ , 0 = t0 < t1 < · · · < tℓ = T is a monotonicity
partition for v : [0, T ] → R, if v is monotone on all subintervals [ti, ti+1]. For all v ∈
Mpm[0, T ], the usual monotonicity partition of v can be defined by setting t0 = 0 and
ti+1 = max {t ∈ [ti, T ] such that v is monotone on [ti, t]} , if 0 ≤ ti ≤ T.
The number of monotonicity intervals in the usual monotonicity partition of v is denoted by
ℓmon(v). As soon as v ∈ Map(I) is not piecewise monotone, ℓmon(v) = +∞. We also use
the standard pointwise ordering for functions v1, v2 ∈ Map(I): we note v1 ≤ v2 whenever
v1(t) ≤ v2(t) for any t ∈ I.
Definition 4.3. Let S be the set of all finite strings of real numbers,
S = {(v0, v1, ..., vℓ) with ℓ ∈ N∗, vi ∈ R, 1 ≤ i ≤ ℓ} ,
and let SA be the subset of alternating strings
SA = {(v0, v1, ..., vℓ) with ℓ ∈ N∗, (vi+1 − vi)(vi − vi−1) < 0, 0 < i < ℓ} .
For all s = (v0, ..., vℓ), we define the number ℓmon(s) and the usual monotonicity partition
0 = i0 < ... < iℓmon(v) = ℓ of the index set obviously. The length of s is ℓ+ 1.
Let us define the restriction operator ρA : Mpm[0, T ]→ SA, by
ρA(v) = (v(t0), ..., v(tℓ)), (4.1)
where {ti}1≤i≤ℓ is the standard monotonicity partition of v. (4.1) will help us to pass from
input functions to input strings or vice versa.
Conversely speaking, if we link with every s = (v0, ..., vℓ) ∈ S the linear interpolate
v : [0, T ]→ N for the values v( i
ℓ
T ) = vi, we get the prolongation operator πA : S → Cpm[0, T ].
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Moreover, let us consider on Cpm[0, T ] the equivalence relation induced by the property of
rate independence, defined as
v ∼ v¯ ⇔ ∃ϕ, ϕ¯ with v ◦ ϕ = v¯ ◦ ϕ¯,
where ϕ and ϕ¯ are admissible time transformations. Precisely, H [v] = H [v¯] if v ∼ v¯. The
following result holds.
Lemma 4.1. Let v, v¯ ∈ Cpm[0, T ]. Then ρA[v] = ρA[v¯] if and only if v ∼ v¯.
Proof. On the one hand, suppose that v ∼ v¯, so for any admissible time transformation ϕ,
we have ρA[v ◦ ϕ] = ρA[v] and then ρA[v] = ρA[v¯]. Conversely, suppose on the other hand
that ρA[v] = ρA[v¯] and suppose without loss of generality that v and v¯ have the same usual
monotonicity partition {ti}1≤i≤ℓ. If v is piecewise strictly monotone on Ii = [ti, ti+1], then
we define
ϕ¯ |Ii= id |Ii, ϕ |Ii= (v |Ii)−1 ◦ v¯ |Ii .
If neither v nor v¯ are strictly monotone on Ii, then we can choose an increasing surjective
function fi : Ii → Ji = [v(ti), v(ti+1)] such that, for any x ∈ Ji , f−1i (X) is a singleton only
if both v−1(x) and v¯−1(x) are singletons. Then we are able to construct ϕ |Ii and ϕ¯ |Ii such
that v ◦ ϕ |Ii= fi = v¯ ◦ ϕ¯ |Ii. 
By Lemma 4.1, we can be able to interpret any rate independent functional H as a real-
valued mapping H˜ acting on SA, and vice versa. In fact, it is clear to see that ρA[v] =
ρA[(πA ◦ρA)[v]] for any v ∈ Cpm[0, T ], and thus H = H◦πA ◦ρA. Whence the following result
holds.
Proposition 4.1. Let us consider the decomposition below:
H = H˜ ◦ ρA, with H˜ = H ◦ πA. (4.2)
The relation (4.2) defines a bijective correspondence between the elements of Map(SA) and
the rate independent functionals H on Cpm[0, T ].
Proof. This result is an immediate consequence of the above considerations. 
Remark 4.1 (Canonical Extension to S and Mpm[0, T ]). Using the formulae
H(v) = H[(πA ◦ ρA)[v]], H˜(s) = H˜ ((ρA ◦ πA)(s)) ,
we can respectively extend any rate independent functional H from Cpm[0, T ] to Cpm[0, T ]
and any real-valued mapping H˜ from SA to S.
Example 4.1 (Maximum Norm and Total Variation). The maximum norm and the total
variation are given by:
‖v‖∞ = max
t∈[0,T ]
|v(t)| , var[v] = sup
∆
ℓ−1∑
i=0
|v(ti+1)− v(ti)| ,
where the supremum is taken with respect to any finite partitions ∆ = {ti}1≤t≤ℓ of [0, T ].
Obviously, both define a rate independent functional. Consequently, their string versions
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can be written as
‖s‖∞ = max
t∈[0,T ]
|vi| , var[s] =
∑
0≤i≤ℓ
|vi+1 − vi|, s = (v0, ..., vℓ).
Since
var(s) =
ℓmon−1∑
j=0
∣∣vij+1 − vij ∣∣
for the usual monotonicity partition, we have for any two strings s1, s2 ∈ S of equal length
|var(s1)− var(s2)| ≤ 2 ‖s1 − s2‖∞ ℓ(s1, s2)
where
ℓ(s1, s2) = max {ℓmon(s1), ℓmon(s2)}+ 1.
Considering two functions v1, v2 : [0, T ]→ R, the above inequality becomes
|var(v1)− var(v2)| ≤ 2 ‖v1 − v2‖∞ ℓ(v1, v2).
Now is the time to give the definition of the so-called hysteresis operator. With this mind,
let H :Mpm[0, T ]→ R be a rate independent functional. We are able to define an operator
W : Mpm[0, T ]→ Map([0, T ])
by
W[v](t) = H[vt], t ∈ [0, T ] v ∈Mpm[0, T ], (4.3)
where vt stands for the truncation of v at t, defined by
vt(τ) =
{
v(τ) for 0 ≤ τ ≤ t
v(t) for t ≤ τ ≤ T.
Moreover, the rate independent functional H induces an operator W˜ : S → S by
W˜(s) =
(
H˜(v0), H˜(v0, v1), ..., H˜(s)
)
(4.4)
where H˜ : S → R is the uniquely determined mapping that satisfy (4.2). According to
Proposition 4.1, the operators W and W˜ must be closely connected. Indeed, they provide
equivalent descriptions of the same hysteretic behaviour. In order to introduce our notion
of hysteresis operators, let us use now the formulas (4.3) and (4.4).
Definition 4.4. An operator W : Mpm[0, T ] → Map([0, T ]), is called a hysteresis operator
on Mpm[0, T ] if and only if (4.3) holds for some rate independent functional H on Mpm[0, T ].
Also, an operator W˜ : S → S is called hysteresis operator on S if and only if (4.4) holds
with H = H˜ ◦ ρA for some rate independent functional H on Mpm[0, T ].
At first sight, this definition seems very abstract and seems to have little to do with what
is usually understood by hysteresis. It will soon turn out that this is not the case and that
our approach is actually quite natural. To support this, we derive some consequences from
the definition.
Firstly, in the defining equation (4.3), we replace t by T to observe that
W[v](t) = H[vT ] = H[v], ∀v ∈Mpm[0, T ]. (4.5)
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Therefore, to any hysteresis operator W on Mpm[0, T ] corresponds one and only one rate
independent functional H satisfying equation (4.3). This rate independent functional is
called the generating functional of W, denoted by Wf . In the same way, for any hysteresis
operator W˜ on S the mapping W˜f = H˜ satisfying (4.4) is unique. In view of Proposition
4.1, it is easy to see that relation (4.2) induces a correspondence between the hysteresis
operators W on Mpm[0, T ] and the hysteresis operators W˜ on S. So we are able to identify
W˜ with W and, also, W˜f with Wf . In the following, we will no longer distinguish between
these operators and functionals, respectively, and we will denote them both by W and W˜f ,
respectively. In this sense, they will be applied to both input functions and input strings as
arguments. Depending on the circumstances the real meaning will always be clear, so that
no confusion can occur. Let us draw other consequences from the definition. It is simple to
see that
• W[v] remains constant over any subinterval of [0, T ] where v is kept constant,
• W is entirely determined by the output values at the end of the evolution, and
• W verifies the Volterra property, that is, whenever v, v¯ ∈ Mpm[0, T ] and t ∈ [0, T ],
then vt = v¯t implies that (W[v])t = (W[v¯])t.
Also,
• any hysteresis operator is rate independent.
Indeed, we have for all admissible time transformation ϕ,
W[v ◦ ϕ](t) =Wf [(v ◦ ϕ)t] =Wf [
(
vϕ(t) ◦ ϕ
)
] =Wf [vϕ(t)] =W[v] ◦ ϕ(t);
whence W[v ◦ ϕ] =W[v] ◦ ϕ.
The considerations we have just enumerated indicate that our notion of hysteresis operator
has exactly the properties we wanted. The most convincing fact, however, is given by the
following result which indicates that our class of hysteresis operators coincides with the class
of operators having both properties of Volterra and rate independence properties.
Proposition 4.2 (Characterization of a Hysteresis Operator). LetW : Cpm[0, T ]→Map([0, T ])
have both the Volterra property and the rate independence property. Then W is a hysteresis
operator.
Proof. Let H = Wf defined by (4.5). It is clearly checked that H is a rate independent
functional. Equation (4.3) follows from
W[v](t) =W[vt](t) =W[vt](T ) = H[vt],
where the second equality holds true since W[vt](τ) = W[vt](ρ(τ)) for all τ ∈ [t, T ] and for
all admissible time transformations ρ = id on [0, T ]. 
Remark 4.2. Assume thatH is a rate independent functional, and letW denote a hysteresis
operator that maps Cpm[0, T ] into Mpm[0, T ]. Then, since
(H ◦W)[v ◦ ϕ] = H[W[v]] ◦ ϕ = H[W[v]],
the composition H ◦W is also a rate independent functional. In particular, the mappings
v 7−→ ‖W[v]‖∞ and v 7−→ var[W[v]],
are rate independent functionals.
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Although the foregoing discussion may seem somewhat formal, it is fundamental in many
respects. As previously mentioned, the reduction of continuous functions to finite strings is
a basic tool for the analysis of hysteresis operators, because it separates the analysis of the
structure of their memory from the questions of regularity and continuity. In addition, it has
become clear why maximum norm and total variation must play a prominent role in surveys.
Moreover, it is now clear that for a hysteresis operator, whether the input function has jump
discontinuities or not, there is no matter. Indeed, if a time instant at which the input jumps
is replaced by a finite time interval on which the input interpolates the jump in a continuous
monotone manner, the output will not be affected unless during the interpolation process
itself.
Example 4.2 (Superposition Operator). Let g : R → R a function. Then g induces a
superposition operator by
w(t) =W[v](t) = g(v(t)), t ∈ [0, T ].
W is a hysteresis operator with the generating functional
Wf (v0, ..., vℓ) = g(vℓ).
It is clear that this is a degenerate case, knowing that W is memoryless and that the
corresponding input-output diagram consists of one and only one single curve which is the
graph of g.
5. Proof of Theorem 2.2: Existence result
For the proof of the existence result, we proceed in three steps listed in the following
subsections.
5.1. Approximation and existence of approximate solutions. We have to approxi-
mate our model problem by employing an implicit time discretization scheme of (2.2). To
this end, let ℓ ∈ N\{0} (N the set of nonnegative integers) be given, and set h = T/ℓ where
T is the final time. In the sequel, we will denote by C, some positive constants that may
depend on Ω, T , f , and the initial data, but neither on ℓ and nor on m ∈ {1, ..., ℓ}.
For 1 ≤ m ≤ ℓ, we consider the semidiscrete problem on the time level t = mh for the
unknown functions um, wm : Ω→ R given by
1
h
∫
Ω
c(um − um−1)ϕdx+ 1h
∫
Ω
(wm − wm−1)ϕdx+
∫
Ω
a(x,∇um) · ∇ϕdx
=
∫
Ω
fmϕdx for all ϕ ∈ W 1,p0 (Ω)
(5.1)
wm(x) =Wf ((u0(x), . . . , um(x)); x) for a.e x ∈ Ω (5.2)
where u0(x) = u(x, 0) is given by Assumption (A3) and
um(x) = u(x,mh) and fm(x) =
1
h
∫ mh
(m−1)h
f(x, t)dt, w0(x) =Wf (u0(x); x) . (5.3)
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We can rewrite (5.1) in the following form:
c
um − um−1
h
+
wm − wm−1
h
− diva(x,∇um) = fm in W−1,p′(Ω). (5.4)
We rewrite (5.1) as a semilinear variational equation,
b(um, ϕ) +
∫
Ω
bm (x, um(x))ϕ(x)dx = 0 for all ϕ ∈ W 1,p0 (Ω) (5.5)
where
b(u, ϕ) =
∫
Ω
a(x,∇u) · ∇ϕdx for u, ϕ ∈ W 1,p0 (Ω)
and the function bm : Ω× R→ R, which is defined by
bm(x, u) =
1
h
(cu+Wf ((u0(x), ..., um−1(x)), u) ; x)
− 1
h
(cum−1(x) + wm−1(x))− fm(x),
is measurable in x and continuous in u. Moreover bm(x, ·) is strictly increasing; indeed
W[·; x] is piecewise increasing for each fixed x ∈ Ω. Finally, we infer from (1.3) that, for all
(x, u) ∈ Ω× R,
|bm(x, u)| ≤ κ2(x) + C
(
|wm−1(x)|+
m−1∑
k=0
|uk(x)|
)
+ C |u| ,
with a suitable positive constants C and some function κ2 ∈ L2(Ω). Considering the in-
duction over m (where we have used [4, Theorem 1.3.2] for the induction step) associated
to Theorem 2.1, we derive, for each m ∈ {1, ..., ℓ}, the existence of a unique um ∈ W 1,p0 (Ω)
solution to (5.5). Moreover, the function wm, as defined by (5.2), belongs to L
2(Ω).
With the sequence (um, wm)m in hands, the next step is to find appropriate uniform
estimates which will be used in order to pass to the limit.
5.2. Uniform estimates. The goal here is first to derive the discrete version of (3.10), and
next to apply it to obtain a continuous version similar to (3.10), but for a sequence of linear
interpolates of um. The first result reads as follows.
Lemma 5.1. Let um be defined by (5.5). Then one has
ℓ∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
+ sup
1≤k≤ℓ
‖∇uk‖pLp(Ω) ≤ C (5.6)
for all positive integer ℓ, where C = C(p, u0,Ω, α, α1, α2).
Proof. Let the integer m ≥ 1 be fixed. We insert ϕ = um − um−1 in (5.1) and we have
1
h
∫
Ω
c(um − um−1)2dx+ 1h
∫
Ω
(wm − wm−1)(um − um−1)dx
+
∫
Ω
a(x,∇um) · (∇um −∇um−1)dx =
∫
Ω
fm(um − um−1)dx.
(5.7)
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Since W[·; x] is piecewise increasing for every x ∈ Ω, it holds (um − um−1) (wm − wm−1) ≥ 0
and so, using the fact that the second term of the left-hand side of (5.7) is non-negative and
using Assumption (A2) we obtain
1
h
α ‖um − um−1‖2L2(Ω) +
∫
Ω
a(x,∇um) · (∇um −∇um−1) dx ≤
∫
Ω
fm (um − um−1) dx. (5.8)
We sum both sides of (5.8) from m = 1 to m = k (where 1 ≤ k ≤ ℓ) to get
k∑
m=1
1
h
α ‖um − um−1‖2L2(Ω)+
k∑
m=1
∫
Ω
a(x,∇um) · (∇um −∇um−1) dx ≤
k∑
m=1
∫
Ω
fm (um − um−1) dx.
(5.9)
Using Cauchy-Schwarz’s inequality on the right-hand side of (5.9), we obtain
k∑
m=1
∫
Ω
fm (um − um−1) dx ≤
(
k∑
m=1
h ‖fm‖2L2(Ω)
) 1
2
(
k∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
) 1
2
. (5.10)
Note that
k∑
m=1
h ‖fm‖2L2(Ω) ≤
∫ T
0
∫
Ω
|f(x, t)|2 dxdt ≤ C. (5.11)
Hence we have the inequality
k∑
m=1
∫
Ω
fm (um − um−1) dx ≤ C
(
k∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
) 1
2
. (5.12)
Now we have to deal with the second term of the left-hand side of (5.9). To this end, we
first recall that, according to the definition of the function a given in Assumption (A3), we
have
a(x,∇um) · (∇um −∇um−1) = ∇λJ(x,∇um) · (∇um −∇um−1). (5.13)
It follows from (3.2) that
J(x,∇um)− J(x,∇um−1) ≤ a(x,∇um) · (∇um −∇um−1). (5.14)
Hence
k∑
m=1
[J(x,∇um)− J(x,∇um−1)] ≤
k∑
m=1
a(x,∇um) · (∇um −∇um−1), (5.15)
that is,
J(x,∇uk)− J(x,∇u0) ≤
k∑
m=1
a(x,∇um) · (∇um −∇um−1) . (5.16)
Integrating (5.16) over Ω gives∫
Ω
(J(x,∇uk)− J(x,∇u0)) dx ≤
k∑
m=1
∫
Ω
a(x,∇um) · (∇um −∇um−1) dx. (5.17)
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In view of (1.2) it holds that
J(x,∇u0) ≤ α2(1 + |∇u0|p) and α1 |∇uk|p ≤ J(x,∇uk),
so that
α1 ‖∇uk‖pLp(Ω) ≤
∫
Ω
(
k∑
m=1
a(x,∇um) · (∇um −∇um−1)
)
dx+ α2
(
|Ω|+ ‖∇u0‖pLp(Ω)
)
(5.18)
where |Ω| = meas(Ω) is the Lebesgue measure of Ω. Summarizing (5.9) to (5.18), we obtain∑k
m=1
1
h
α ‖um − um−1‖2L2(Ω) + α1 ‖∇uk‖pLp(Ω)
≤ C
(∑k
m=1 h
∥∥um−um−1
h
∥∥2
L2(Ω)
) 1
2
+ α2(|Ω|+ ‖∇u0‖pLp(Ω)).
(5.19)
Applying Young’s inequality to the first term of the right-hand side of (5.19), we get
C
(
k∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
) 1
2
≤ α
2
ℓ∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
+ C.
Coming back to (5.19), we end up with the following inequality
ℓ∑
m=1
h
∥∥∥∥um − um−1h
∥∥∥∥2
L2(Ω)
+ sup
1≤k≤ℓ
‖∇uk‖pLp(Ω) ≤ C (5.20)
where C = C(p, u0,Ω, α, α1, α2) > 0. 
Now, we have to define the linear interpolates. In order to emphasize the dependence on
ℓ of the sequence (um)m, we denote by um,ℓ and wm,ℓ respectively the solutions of (5.1) and
(5.2) for any ℓ ∈ N, and by fm,ℓ the averages defined in (5.3) for 0 ≤ m ≤ ℓ. We define the
piecewise linear interpolates as follows:
uℓ (x, (m+ τ)h) = τum+1,ℓ(x) + (1− τ)um,ℓ(x), τ ∈ [0, 1]
wℓ (x, (m+ τ)h) = τwm+1,ℓ(x) + (1− τ)wm,ℓ(x), τ ∈ [0, 1] , (5.21)
as well as the constant interpolates
u˜ℓ (x, (m+ τ)h) = um+1,ℓ(x); f˜ℓ (x, (m+ τ)h) = fm+1,ℓ(x), τ ∈ [0, 1]
for 0 ≤ m ≤ ℓ− 1. With the above notation, (5.1) reads as∫
Ω
cu′ℓ(x, t)ϕ(x)dx+
∫
Ω
w′ℓ(x, t)ϕ(x)dx+
∫
Ω
a(x,∇u˜ℓ) · ∇ϕ(x)dx
=
∫
Ω
f˜ℓ(x, t)ϕ(x)dx for all ϕ ∈ W 1,p0 (Ω) and a.e. t ∈ (0, T ).
(5.22)
Thus (5.4) becomes
c
∂uℓ
∂t
+
∂wℓ
∂t
− diva(x,∇u˜ℓ) = f˜ℓ in W−1,p′(Ω) a.e. in (0, T ). (5.23)
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Lemma 5.2. Let uℓ, wℓ and u˜ℓ satisfying (5.22). Then there exists a positive constant C
independent of ℓ such that
‖u′ℓ‖2L2(Q) + sup
0≤t≤T
(
‖∇u˜ℓ(t)‖pLp(Ω) + ‖∇uℓ(t)‖pLp(Ω)
)
≤ C, (5.24)
‖wℓ‖L2(Q) ≤ C, ‖a(·,∇u˜ℓ)‖Lp′ (Q) ≤ C,
and ∥∥∥∥ ∂∂t (cuℓ + wℓ)
∥∥∥∥
Lp
′(0,T ;W−1,p′(Ω))
≤ C
for all ℓ ∈ N.
Proof. First of all, it follows from (5.22) that
∫
Q
(cu′ℓ + w
′
ℓ)ϕdxdt+
∫
Q
a(·,∇u˜ℓ) · ∇ϕdxdt =
∫
Q
f˜ℓϕdxdt
for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)).
(5.25)
Proceeding exactly (multiply (5.23) by u′ℓ and integrate over Ω× (0, T )) as we did in Section
3 to obtain the estimate (3.10), we get mutatis mutandis:∫
Q
|u′ℓ|2 dxdt+ sup
0≤t≤T
‖∇u˜ℓ(t)‖pLp(Ω) ≤ C
∫
Q
∣∣∣f˜ℓ∣∣∣2 dxdt + C ‖∇u0‖pLp(Ω) .
By virtue of the estimate (5.20) we obtain:∫
Q
|u′ℓ| 2dxdt+ sup
0≤t≤T
(
‖∇u˜ℓ(t)‖pLp(Ω) + ‖∇uℓ(t)‖pLp(Ω)
)
≤ C. (5.26)
Using the inequality (3.1), we get
‖a(·,∇uℓ)‖p
′
Lp
′(Q)
≤ C(1 + ‖∇uℓ‖pLp(Q)) ≤ C
where C is a positive constant depending on meas(Ω) and T , but not on ℓ.
Also
‖uℓ‖Lp(0,T ;W 1,p
0
(Ω))∩H1(0,T ;L2(Ω)) ≤ C (5.27)
and
‖u˜ℓ‖L∞(0,T ;W 1,p
0
(Ω))∩H1(0,T ;L2(Ω)) ≤ C (5.28)
The inequality (3.1) associated to (5.28) yield
‖a(·,∇u˜ℓ)‖Lp′ (Q) ≤ C.
Finally we find from (5.25) and (5.24) that for any ϕ ∈ Lp(0, T ;W 1,p0 (Ω)),∣∣∣∣∫
Q
w′ℓϕdxdt
∣∣∣∣ ≤ C ‖ϕ‖Lp(0,T ;W 1,p0 (Ω)) , (5.29)
so that
‖w′ℓ‖Lp′ (0,T ;W−1,p′(Ω)) ≤ C. (5.30)
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According to assumption (A4), W is affine bounded, i.e. there exist L > 0 and υ ∈ L2(Ω)
such that for any measurable function u : Ω→ C([0, T ]) we have
‖W(u)(x, ·)‖C([0,T ]) ≤ L ‖u(x, ·)‖C([0,T ]) + υ(x) a.e. in Ω, (5.31)
and using (5.27) and (5.31), we get
‖wℓ‖L2(Q) ≤
√
T ‖wℓ‖L2(Ω;C([0,T ])) ≤
√
TL ‖uℓ‖L2(Ω;C([0,T ])) +
√
T ‖υ‖L2(Ω) ≤ C.
where C > 0 is independent of ℓ. So we obtain
‖wℓ‖L2(Q) ≤ C.
The same reasoning as in (5.29) yields∥∥∥∥ ∂∂t (cuℓ + wℓ)
∥∥∥∥
Lp
′(0,T ;W−1,p′(Ω))
≤ C.

5.3. Passage to the limit. Our goal here is to pass to the limit in each term of the
variational formulation (5.25).
The a priori estimates we found in Lemma 5.2 allow us to conclude that, by a stan-
dard compactness result which can be found in [17], e.g., the sequence (uℓ)ℓ stays in a
compact subset of L2(Q). Invoking some well-known results, we derive the existence of
u, u˜ ∈ L∞(0, T ;W 1,p0 (Ω)),v ∈ Lp′(Q)N , V ∈ Lp′(0, T ;W−1,p′(Ω)) and w ∈ L2(Q) such that,
up to a subsequence not relabeled, we have
uℓ → u in Lp(0, T ;W 1,p0 (Ω))-weak and in L∞(0, T ;W 1,p0 (Ω))-weak∗
uℓ → u in L2(Q)-strong (5.32)
u˜ℓ → u˜ in Lp(0, T ;W 1,p0 (Ω))-weak and in L∞(0, T ;W 1,p0 (Ω))-weak∗
wℓ → w in L2(Q)-weak (5.33)
∂uℓ
∂t
→ ∂u
∂t
in L2(Q)-weak
a(·,∇u˜ℓ)→ v in Lp′(Q)N -weak
∂
∂t
(cuℓ + wℓ)→ V in Lp′(0, T ;W−1,p′(Ω))-weak.
It follows readily from (5.32) that cuℓ → cu in L2(Q)-strong, so that, appealing to (5.33),
we get at once
V =
∂
∂t
(cu+ w).
We deduce from (5.30) that w′ ∈ Lp′(0, T ;W−1,p′(Ω)) with w′ℓ → w′ in Lp′(0, T ;W−1,p′(Ω))-
weak. Hence
w ∈ L2(Q) with w′ ∈ Lp′(0, T ;W−1,p′(Ω))
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Let us next check that u = u˜. To that end, we observe that
‖uℓ − u˜ℓ‖2L2(Q) =
ℓ−1∑
m=0
(∫ (m+1)h
mh
(1− τ)2dt
)
‖um+1 − um‖2L2(Ω)
=
ℓ−1∑
m=0
‖um+1 − um‖2L2(Ω)
∫ (m+1)h
mh
(
1 +m− t
h
)2
dt
=
h
3
ℓ−1∑
m=0
‖um+1 − um‖2L2(Ω)
≤ Ch
3
where for the last inequality above, we have used (5.6) (in Lemma 5.1). We thus obtain, as
ℓ→∞, uℓ − u˜ℓ → 0 in L2(Q)-strong. It follows from (5.32) that
u˜ℓ = uℓ + (u˜ℓ − uℓ)→ u in L2(Q)-strong,
so that u = u˜. We therefore pass to the limit (as ℓ→∞) in (5.25) and obtain
∫
Q
(cu′ + w′)ϕdxdt+
∫
Q
v · ∇ϕdxdt =
∫
Q
fϕdxdt
for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)).
The next step is to identify the functions v and w in terms of u. Namely we must show that
v = a(·,∇u) and w =W(u). Let us first show that v = a(·,∇u). We proceed as classically
to get, using the monotonicity of a(x, ·) and the equality
lim sup
ℓ→∞
∫
Q
a(·,∇u˜ℓ) · ∇u˜ℓdxdt =
∫
Q
v · ∇udxdt
that
lim sup
ℓ→∞
∫
Q
a(·,∇u˜ℓ)·∇(u˜ℓ−u)dxdt = lim sup
ℓ→∞
∫
Q
a(·,∇u˜ℓ)·∇u˜ℓdxdt−
∫
Q
a(·,∇u˜ℓ)·∇udxdt ≤ 0.
This implies that for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)),
lim inf
ℓ→∞
∫
Q
a(·,∇u˜ℓ) · ∇(u˜ℓ − ϕ)dxdt ≥
∫
Q
a(·,∇u) · ∇(u− ϕ)dxdt
which implies
lim inf
ℓ→∞
∫
Q
a(·,∇u˜ℓ) · ∇u˜ℓdxdt−
∫
Q
v · ∇ϕdxdt ≥
∫
Q
a(·,∇u) · ∇(u− ϕ)dxdt. (5.34)
Choosing ϕ = u in (5.34) yields
lim inf
ℓ→∞
∫
Q
a(·,∇u˜ℓ) · ∇u˜ℓdxdt ≥
∫
Q
v · ∇udxdt.
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It follows that
lim inf
ℓ→∞
∫
Q
a(·,∇u˜ℓ) · ∇u˜ℓdxdt =
∫
Q
v · ∇udxdt,
and thus∫
Q
v · ∇(u− ϕ)dxdt ≥
∫
Q
a(·,∇u) · ∇(u− ϕ)dxdt for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)).
We deduce that v = a(·,∇u). Recalling that f˜ℓ → f in L2(Q)-strong, we get that (u, w)
satisfies the equation
c
∂u
∂t
+
∂w
∂t
− diva(·,∇u) = f.
It remains to check that the hysteresis equation in (1.1) holds, that is, w = W(u). We
already remarked that the a priori estimates we found yield
uℓ → u in Lp(0, T ;W 1,p0 (Ω)) ∩H1(0, T ;L2(Ω))-weak. (5.35)
On the other hand, by interpolation and after a suitable choice of representation in equiv-
alence classes, we may deduce, from (3.12) (where the last inclusion is also compact) that,
possibly extracting a subsequence, we have
uℓ → u uniformly in [0, T ] and a.e. in Ω.
Using the strong continuity of the operator W, we get that
W(uℓ; ·)→W(u; ·) uniformly in [0, T ] and a.e. in Ω.
Now, we define the functions
zℓ(x, t) =W[uℓ(x, ·); x](t) (ℓ ∈ N) and z(x, t) =W[u(x, ·); x](t).
The compactness of the imbedding (3.11) yields that uℓ → u in L2(Ω; C ([0, T ]))-strong; in
particular, uℓ(x, ·) → u(x, ·) in C ([0, T ]), for a.e x ∈ Ω. The fact that w = W(u; ·) can
be showed arguing as in [25, Section IV.1] in particular we have to use some interpolation
results and exploit the continuity of the hysteresis operator W uniformly in time, a.e. in
space, which can be deduced from the locally Lipschitz continuity property of W. Thus,
using the continuity of W assumed in (A4), we have zℓ(x, ·) → z(x, ·) in C ([0, T ]), for a.e.
x ∈ Ω. Next, note that, owing to the definition of the function hv,r given in [15],
sup
0≤t≤T
|zℓ(x, t)| ≤ κ0(x) + γ0 sup
0≤t≤T
|uℓ(x, t)| for a.e. x ∈ Ω,
where the right-hand side converges in L2(Ω). Hence zℓ → z in L2(Ω; C ([0, T ]))-strong.
Since wℓ is the linear interpolate of zℓ, an analogous argument shows that wℓ − zℓ → 0 in
L2(Ω; C ([0, T ]))-strong.
In summary, as wℓ(x, ·) is the time interpolate given by (5.21), we have
wℓ →W(u; ·) uniformly in [0, T ] and a.e. in Ω.
Therefore, by (5.33) we get w =W(u; ·) a.e. in Q. By (5.31), the sequence (‖wℓ(·, t)‖C([0,T ]))ℓ
is uniformly integrable in Ω as the same holds for uℓ. Hence we have shown that wℓ → w = z
in L2(Ω; C ([0, T ]))-strong. Finally we get that
w ∈ L2(Q) ∩ L2(Ω; C([0, T ])) with w′ ∈ Lp′(0, T ;W−1,p′(Ω)).
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This concludes the proof of the existence issue.
6. Proof of Theorem 2.2: Uniqueness result
The main purpose of this section is to prove uniqueness of the solution to (1.1) together
with the estimate (2.3). It is important to remark that no information concerning the
uniqueness of the solution is presented in the preceding subsection. This question has indeed
remained unanswered for a number of years, and it is Hilpert [12] who finally developed a
technique to shown that in quite general situation, the solution of the initial-boundary value
problem (1.1) does in fact continuously depends on the right-hand side f and on the initial
data. His method will be presented in the sequel.
The next results can be found in [12] or in [4] in which some slightly modified results have
been stated and proved, but we recall them here for the convenience of the reader. The
following inequality will play a key role.
Proposition 6.1 (Hilpert’s Inequality). Consider the hysteresis operator W given by
W [v;w−1] (t) = q (F [v, w−1] (t)) , 0 ≤ t ≤ T, (6.1)
with w−1 ∈ R, where q ∈ W 1,∞loc (R) is an increasing function and where F is a hysteresis
operator. Suppose that v1, v2 ∈ W 1,1(0, T ) and w−1,1, w−1,2 ∈ R are given, and let v = v2−v1,
w = w2 − w1, where wi =W[vi, w−1,i], i = 1, 2. Then
d
dt
w+(t) ≤ w′(t)H (v(t)) a.e. in (0, T ) , (6.2)
where w+ = max {w, 0} and where H denotes the Heaviside function.
Proof. F maps W 1,1(0, T ) into itself. Hence, the chain rule can be applied to (6.1), and
the time derivatives in (6.2) are defined almost everywhere. If q(x) = x, i.e. if W[·;w−1] =
F [·;w−1], that the crucial implication
w2(t) < w1(t), v2(t) ≥ v1(t) =⇒ w′2(t) ≥ 0, w′1(t) ≤ 0, (6.3)
holds almost everywhere in (0, T ). Since (6.3) remains for almost every t ∈ (0, T ) if wi(t) is
replace by q (wi(t)), we see that (6.3) is true for any increasing q ∈ W 1,∞loc (R).
Now, (6.3) implies that
0 ≤ w′(t)H(v(t)) if w2(t) < w1(t).
Interchanging the indices 1 and 2, we also get
w′(t) ≤ w′(t)H(v(t)) if w1(t) < w2(t).
Finally, on the set {t : w1(t) = w2(t)} both sides of (6.2) vanish, which concludes the proof
of the assertion. 
We now present the general stability result. In addition to (A4), we need further Assump-
tion (A5) on the hysteresis operators W[·; x], x ∈ Ω.
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Remark 6.1. Let (A5) be satisfied. Since any weak solution (u, w) in the sense of Theorem
2.2 satisfies
u ∈ H1 (0, T ;L2(Ω)) (= L2 (Ω;H1(0, T )) ⊂ L2 (Ω;W 1,1(0, T ))) ,
we can conclude that w ∈ L2 (Ω;H1(0, T )). Thus (2.2) becomes∫
Q
cu′ϕdxdt+
∫ T
0
〈w′(·, t), ϕ(·, t)〉 dt+
∫
Q
a(·,∇u) · ∇ϕdxdt =
∫
Q
fϕdxdt, (6.4)
for all ϕ ∈ Lp(0, T ;W 1,p0 (Ω)).
Theorem 6.1 (L1-Stability for the nonlinear heat equation with hysteresis). Let (A4) hold,
and let u0,1, u0,2 ∈ W 1,p0 (Ω) and f1, f2 ∈ L2(Q) be given. Suppose that the parameterized
hysteresis operator W[·; x] satisfies (A5), and, at every space point x ∈ Ω, the inequality
(6.2). Then any pair (u1, w1) and (u2, w2) of weak solutions to (1.1) in the sense of Theorem
2.2 satisfies, for almost every t ∈ (0, T ),∫
Ω
c |u2 − u1| (x, t)dx+
∫
Ω
|w2 − w1| (x, t)dx ≤
∫
Ω
|u0,2 − u0,1| (x)dx
+
∫
Ω
|w2 − w1| (x, 0)dx+
∫ t
0
∫
Ω
|f2 − f1| (x, τ)dxdτ .
(6.5)
Proof. We proceed as in [4]. Let Hε : R → R denote the regularized Heaviside function
defined by
Hε(x) =
 1 if x ≥ εxε if 0 ≤ x ≤ ε
0 if x ≤ 0.
We set u = u2 − u1 and w = w2 − w1, where wi(x, ·) = W[ui(x, ·); x], i = 1, 2. Clearly
Hε ◦ u ∈ L∞(Q) ∩ L∞
(
0, T ;W 1,p0 (Ω)
)
, since Hε is Lipschitz continuous. Hence, we may
test the difference of the variational equations (6.4) for the pairs (ui, wi) (i = 1, 2) and the
right-hand sides fi by the function ϕ = (Hε ◦ u) 1(0,t), for t ∈ (0, T ), to obtain
∫ t
0
∫
Ω
cu′Hε(u)dxdτ +
∫ t
0
〈w′, Hε(u)〉 dτ
+
∫ t
0
∫
Ω
(a(·,∇u2)− a(·,∇u1)) · ∇ (Hε ◦ u) dxdτ =
∫ t
0
∫
Ω
(f2 − f1)Hε(u)dxdτ.
(6.6)
Applying the chain rule to the third integrand of the left-hand side of (6.6), we obtain
(a(·,∇u2)− a(·,∇u1)) · ∇ (Hε ◦ u) = H ′ε(u)(a(·,∇u2)− a(·,∇u1)) · ∇(u2 − u1) ≥ 0,
the last inequality being a consequence of the monotonicity of a(x, ·). Hence, in view of (6.6)∫ t
0
∫
Ω
(cu′ + w′) (x, τ)Hε (u(x, τ)) dxdτ ≤
∫ t
0
∫
Ω
(f2 − f1) (x, τ)Hε (u(x, τ)) dxdτ.
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Since u′, w′ ∈ L1(Q) and |Hε ◦ u| ≤ 1, we may pass to the limit as ε→ 0 to arrive at∫
Ω
cu+(x, t)dx+
∫
Ω
∫ t
0
w′(x, τ)H (u(x, τ)) dτdx ≤∫
Ω
cu+(x, 0)dx+
∫ t
0
∫
Ω
(f2 − f1) (x, τ)H (u(x, τ)) dxdτ.
(6.7)
We estimate the second integral on the left side of (6.7) from below using (6.2) to obtain∫
Ω
cu+(x, t)dx+
∫
Ω
w+(x, t)dx ≤
∫
Ω
cu+(x, 0)dx
+
∫
Ω
w+(x, 0)dx+
∫ t
0
∫
Ω
(f2 − f1) (x, τ)H (u(x, τ)) dxdτ.
(6.8)
We now reverse the role of the indices 1 and 2 and add (6.8) to the corresponding inequality.
Since 0 ≤ H(v) +H(−v) ≤ 1, the resulting inequality yields (6.5). 
Corollary 6.1 (Uniqueness). Under the assumptions of Theorem 6.1, the weak solution in
the sense of Theorem 2.2 is unique.
Proof. Assuming f1 = f2 and u0,1 = u0,2 in (6.5) yield at once u1 = u2. This ends the proof
of Theorem 2.2. 
Proof of estimate (2.3). We first note that thanks to Remark 3.1, the equality (3.4) (in
Lemma 3.1) holds true. Indeed, we may rewrite the leading equation in (1.1) under the form
diva(·,∇u) = −f + cu′ + w′. (6.9)
Using assumption (A5) we obtain that w′ ∈ L2(0, T ;L2(Ω)). According to (A2), c ∈
L∞(Ω) and since it is also known that u′ ∈ L2(0, T ;L2(Ω)) (see e.g., (5.35)) then cu′ ∈
L2(0, T ;L2(Ω)). So that, because of assumption (A3) on f , the equality (6.9) yields diva(·,∇u) ∈
L2(0, T ;L2(Ω)). The assumptions given in Remark 3.1 are thus satisfied, in such a way that
(3.4) holds, that is,
d
dt
σ(u(t)) = − (diva(·,∇u(t)), u′(t)) a.e. t ∈ [0, T ].
Therefore we multiply (1.1) by u′(t) and integrate over Ω × [t1, t2] where 0 ≤ t1 < t2 ≤ T ,
and proceed as we did in obtaining (3.10). This yields at once (2.3). 
7. Long time behaviour: Proof of Theorem 2.3
We are concerned here with the proof of Theorem 2.3.
Proof of Theorem 2.3. Let (tn)n be a sequence of times satisfying 0 ≤ tn → ∞ as n → ∞.
Let u be determined by Theorem 2.2 (we do not need uniqueness at this level). Then owing
to (3.10), we have that u ∈ C([0,∞);L2(Ω)), so that u(·, tn) ≡ u(tn) makes sense for all
n, and we have supn ‖∇u(tn)‖Lp(Ω) ≤ C where C > 0 is independent of n. Therefore, up
to a subsequence of (tn)n not relabeled, there exists a function u∞ ∈ W 1,p0 (Ω) such that
u(tn)→ u∞ in W 1,p0 (Ω)-weak and in Lp(Ω)-strong. This shows (2.7).
The next step is to check that u∞ solves (2.8). To proceed with, let us first observe
that assuming f depending on the time variable t, the hypothesis (A3)1 yields that f ∈
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C([0,∞);L2(Ω)) ∩ L2(0,∞;L2(Ω)), so that f(tn) → 0 in L2(Ω)-strong as t → +∞. Of
course, if f does not depend on t, then we do not need any further requirement on f (like
(A3)1), but only (A3). This being so, let un(t) = u(t+ tn) for t ∈ [0, 1], and wn =W[un; ·].
Then it is a fact that un ∈ L∞(0, 1;W 1,p0 (Ω)) ∩ C([0, 1];L2(Ω)) solves the equation
∂
∂t
(cun + wn)− diva(·,∇un) = fn in Q1 = Ω× (0, 1)
wn(x) =W[un(x, ·); x] in Ω
un = 0 on ∂Ω× (0, 1) and un(0) = u(tn) in Ω
(7.1)
where fn(t) = f(t+ tn) for t ∈ [0, 1]. Proceeding as in Subsection 5.2 we obtain the estimate
‖u′n‖L2(Q1) + sup
0≤t≤1
‖∇un‖Lp(Ω) ≤ C (7.2)
where C > 0 does not depend neither on t, nor on n. Next, following the lines of Subsection
5.3, we infer the existence of v ∈ L∞(0, 1;W 1,p0 (Ω))∩C([0, 1];L2(Ω)) with v′ ∈ L2(0, 1;L2(Ω))
such that, up to a subsequence of (un)n keeping the same notation,
un → v in Lp(0, 1;W 1,p0 (Ω))-weak and in L∞(0, 1;W 1,p0 (Ω))-weak∗
u′n → v′ in L2(Q1)-weak
and
a(·,∇un)→ a(·,∇v) in Lp′(Q1)-weak.
Moreover using (7.2) (or (3.10)) we see that
u′n = u
′(·+ tn)→ 0 in L2(0, 1;L2(Ω))-strong.
It follows that v′ = 0, in such a way that v is constant with respect to t, that is, v(t) = v(0)
in L2(Ω) for all t ∈ [0, 1]. However it emerges from the equality un(0) = u(tn) (which
yields v(0) = u∞) that v(t) = u∞ for all t ∈ [0, 1]. Therefore we obtain wn → W[u∞; ·] in
L2(0, 1;L2(Ω))-weak, and W[u∞; ·] does not depend on t. It readily follows that v ≡ u∞ ∈
W 1,p0 (Ω) solves the equation (6.4), which amounts to (2.8) by suitable choice of test functions
(namely choose ϕ under the form ϕ(x, t) = χ(t)φ(x) with χ ∈ C∞0 (0, 1) and φ ∈ W 1,p0 (Ω)).
This concludes the proof of the theorem. 
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