Abstract. We consider the problem of finding sparse solutions to a system of underdetermined nonlinear system of equations. The methods are based on a Gauss-Newton approach with line search where the search direction is found by solving a linearized problem using only a subset of the columns in the Jacobian. The choice of columns in the Jacobian is made through a greedy approach looking at either maximum descent or an approach corresponding to orthogonal matching for linear problems. The methods are shown to be convergent and efficient and outperform the 1 approach on the test problems presented.
Introduction
We consider the nonlinear underdetermined system of equations (1) is not unique, which is a direct consequence of the Implicit Function Theorem [1] . We refer to [2, 3, 4, 5] for the examples from different application areas as motivation for solving (1) . In this paper we are interested in sparse solutions to (1), i.e., solutions that contain only a few nonzero components. Let x 0 be the so-called 0 -norm (which is actually not a norm) on R N defined as the number of nonzero elements
We say that a vector x is n-sparse if x 0 ≤ n, and sparse if x 0 m. The problem of finding the most sparse solution to (1) reads (2) min x x 0 s.t. f (x) = 0.
Due to the combinatorial complexity problem (2) is considered to be intractable, see [4] , and current algorithms can not guarantee that the (sparse) solution attained is a solution to (2) . Linear problems, i.e., f (x) = Ax − b, A ∈ R m×N , b ∈ R m has been studied extensively. For algorithms solving the linear sparse solution problem we refer to [4] . Important references can also be found in [6] .
To the best of our knowledge there are no numerical algorithms specifically developed to find sparse solutions of (1) except the ones described in [2] which we will refer to as the 1 -method.
We will later compare this method with our approach and therefore we describe the method in more detail. Let x p , 0 < p < ∞ be given as (3) x p = (
For p ≥ 1 (3) defines the p -norm while for 0 < p < 1 it is only a quasi-norm. In the sequel, we use · instead of · 2 . The algorithms in [2] are based on solving (4) min x x p s.t. f (x) = 0 for 0 < p ≤ 1 and f given as above, which is motivated by the fact that x p p → x 0 , p → 0 + on a bounded set. In particular, the 1 -norm algorithm described in [2] is realized in the following way. Starting with x 1 = 0 one obtains a new approximation as x k+1 = x k + p k , k = 1, 2, 3, ..., where p k is the solution to (5) min p p 1 s.t. f k + J k p = 0.
Here we denote f k = f (x k ) and J k = (∂f i (x k )/∂x j ) ij , i = 1, . . . , m, j = 1, . . . , N is the Jacobian of f (x) at x = x k . The problem (5) can be recast as a linear programming problem (6) min w c T w s.t. Aw = b, w ≥ 0 where c = 1 2N ×1 , A = (J k , −J k ) , b = −f k , w = (u; v), p = u − v. In [2] it was shown that the method converges locally to a solution (which is not necessarily sparse) with quadratic convergence rate. However, global convergence was not proven.
There are other methods not directly applied to (2) but that contains some ideas and properties related to our approach and thus relevant to mention here. In a series of papers [7, 8, 9, 6 ] a general theory is developed for the problem
where F : R N → R, B is a closed and convex set, and C s = {x ∈ R n : x 0 ≤ s}. The theory is used for a number of applications and several algorithms are developed and analyzed. In our context, we note that in [9] an algorithm, GESPAR (greedy sparse phase retreival), is developed to solve a nonlinear overdetermined least squares problem based on a coordinate search where the sparse (small) overdetermined nonlinear least squares subproblems are solved using a GaussNewton approach with line search. Convergence results for the gradient are derived. In [10] the problem (7) with B = R n is considered with a coordinate search algorithm based on a local gradient search in a sparse solution set (gradient support pursuit). Estimates of the error in the iterates are developed using the size of the elements in the gradient at the sparse solution.
Furthermore, there are combinatorial methods that solve the nonlinear problem (1) using cardinality constrains, see [5] , which we do not consider here.
Here we present an alternative method, that we call a Greedy Gauss-Newton algorithm, that combines a greedy approach with the Gauss-Newton method [11] . The method is based on a line search where at the k'th iterate we set (8)
where p k is the search direction and α k is the step length. We start the iterations with x 1 = 0 or x 1 sparse enough. In every iteration we use the matrix L k consisting of the columns of J k corresponding to the nonzero part of x k and an additional column of J k , J k (:, t), to calculate the search direction as p t = arg min p f k − (L k , J(:, t)) p . The choice of t is discussed and we analyze the two choices in detail. The first one is based on maximizing the descent of f (x) 2 at x = x k in the direction p t and we call this method Maximum Descent (MD). The second idea of choosing t is similar to orthogonal matching on the linear problem min f k + J k p 2 , see [4] , and consists of maximizing the angle between [12] . We denote our method based on orthogonal matching as OM.
The paper is organized as follows. In Section 2 we describe how to calculate p t and we show that it is a descent direction together with some useful corollaries. The MD algorithm is presented in Section 2.1 and OM in Section 2.2. In Section 3 we show results on global and local convergence together with the algorithm in pseudocode, and finally we give some numerical tests in Section 4.
The algorithm
Here we describe the line search method (8) to find a sparse solution to (1) . We start with x 1 = 0 or some sufficiently sparse vector.
At iteration k, let x k contain n k nonzero elements at positions i ∈ Ω k and zero elements at i ∈ Ω k where
We use Matlab [13] inspired notation, that is,
We aim at finding p k in (8) such that (i) p k is a descent direction and (ii) the update
The most straightforward approach would be to solve the linearized problem to (1) , that is,
However, solving (9) for a sparse p k is not efficient enough for large N , [4] . Thus, for every t ∈ Ω k we define a projection Π t k as
where i, j = 1, . . . , N. Then instead of (9) we solve the minimization problem
with t ∈ Ω k to obtain p k . We choose t ∈ Ω k by two different methods: MD, t = t M D , or OM, t = t OM , that we describe in details in the coming subsections. Let p t be a solution of (10) for t ∈ Ω k . It is clear that p t for any t ∈ Ω k satisfies the sparsity requirement (ii). Indeed, p t (Ω k \ {t}) = 0 for any t ∈ Ω k . Below we discuss when p t is a descent direction.
Denote L k = J k (:, Ω k ), then the remaining non-zero part of p t , that is,
that is,
Note that q t is the unique minimum of
Lemma 1. Let p t be a solution of (10), J k and f k be given as above. Then
Thus, using (12) and (15) we obtain
The second claim of the lemma follows from (13) and the definition of a descent direction.
Proof. Observe that L k L + k is positive semi-definite. Thus the two last terms in (14) are non-
It is clear from (13) that adding an extra column of J k will improve the descent as long as the added column does not belong to R(L k ). We formulate it as a corollary.
Corollary 2. The descent of p t , t ∈ Ω k is not less than the descent of p 0 where p 0 (Ω k ) = 0 and p 0 (Ω k ) is the solution to
After p k is constructed, the step length α k is found by using a standard step length algorithm, see [14] , that satisfy the Goldman-Anmijo rule. We get x k+1 = x k + α k p k that has at least n k + 1 nonzero elements and Ω k+1 = Ω k ∪ {t * }. If the step length α k is too small it indicates that the descent is insufficient and we restart the algorithm with a sparse enough x 1 where the positions and the values of nonzero elements are chosen randomly, see Section 3.1.
If there are elements in x k+1 close to zero it could make sense to put these values to zero and then recalculate the set of non-zero entries Ω k+1 . This approach would be however very much problem dependent and we do not consider it here.
Maximum descent method (MD). MD is based on choosing
The next lemma gives us the explicit formula for computing t = t M D .
Lemma 2. Let p t be the solution to (10) for t ∈ Ω k . If there exists a t ∈ Ω k such that p t is a descent direction of 1/2 f (x) 2 at x k , then the maximum descent direction is given as p k = p t M D where
k , and S = P aa T P/ P a 2 , where P and S define the orthogonal projections on R(L k ) ⊥ on R(P a), respectively. Descent is given by (13) where the first term in the right
does not depend on a and thus the maximum descent is achieved when |f T k P a|/ P a is maximum. Thus, we obtain the expression in (19). To prove the second claim of the theorem we compute the squared norm using the expression for q t in (12)
Using (15) we obtain
The term f T k P f k does not depend on a and the norm f k + J k Π t k p t reaches its minimum when |f T k P a|/ P a is maximum.
From Corollary 1 and Lemma 2 it is clear that
Let us assume that q t in (12) is calculated with a QR-decomposition, see [13] , N m n k , and t M D is calculated using (18) . Then the complexity (number of flops, i.e., one addition, subtraction, multiplication, or division of two floating-point numbers) of MD in iteration k is 2mn 2 k + (m + 1)(n k + 1)(N − n k ). If instead we use (19), the complexity is 2m(n k + 1)(N − n k ). Assuming that the term including N − n k is the largest the complexity of MD can be reduced by accepting a descent large enough without considering the whole set Ω k . However, we have not considered this generalization here.
Orthogonal matching method (OM)
. Let L k = J k (:, Ω k ) as before and consider
The solution of (22) OM aims at finding the column J k (:, t OM ) that is the most strongly correlated with the linear residual
,
Following the assumptions made for MD regarding complexity analysis we get the complexity of OM to be 4mn 2 k + 2m(N − n k ) where the first term is the calculation of r k and q t OM in (12) and the second is from solving the maximization problem in (23).
Let us consider (10) where we set p(
Then (11) can be rewritten as
with the solution
Hence, the solution to (24) isp t wherep t (
Lemma 3. Let p t be a solution to (10) andp t to (24) for t ∈ Ω k , and t OM be given by (23). If there exists a descent direction among p t then p t OM andp t OM are descent directions. Moreover, p t OM gives the minimum norm of f k + J kpt , i.e.,
and Q = aa T / a 2 define the orthogonal projections on R(a). To show thatp t OM gives a descent we calculate
Using the formulas for d k and (26) we have
as P aa T is positive semi-definite which can be seen by looking at the eigenvalue equation P aa T u = λu giving λ ≥ 0. Similarly to as above, f k ∈ R(L k ) ⊥ implies thatp t is a descent direction for any t ∈ Ω k . Assume that this is not the case and
To show thatp t OM provide the minimum norm we compute
The term f T k P f k does not depend on a and the norm f k + J kpt reaches its minimum when |f T k P a|/ a is maximum. From Lemma 3 it follows that one can use p k =p t OM instead of p k = p t OM . However the complexity of this approach would be only 2mn k less than OM . As Lemma 3 and Lemma 2 imply
and we have not seen any real advantages of this approach compared to OM, we do not consider it further.
2.3.
Comparison and generalizations of OM and MD. There are some interesting common features between MD and OM. In (19) we notice that the new column is chosen as to maximize the angle between the vectors f k and
. Geometrically this means that we choose the column J(:, t) whose projection onto R(L k ) ⊥ is as parallel as possible to the nonlinear residual f k . In OM we instead choose t OM from (23) which is the maximization of the angle between the linear residual r k and J k (:, t). This is the same Orthogonal Mathing principle as for linear problem [4] but here on the linearized problem
From a complexity point of view the two methods are comparable if we assume that N m n k but if n k ≈ m MD will be more expensive since the large term is O(m 2 (N − n k )) compared to O(m(N − n k )) using OM.
We note that when n k = rank(J k ) no column will be added and we then choose to remain in the corresponding subspace.
There are some more or less obvious variants or generalizations of MD and OM and we mention some here. Firstly, more than one column can be added in every iteration simplifying the algorithm and possibly making it more efficient. Secondly, the search of the columns may not be exhaustive, i.e., as soon as a column is found satisfying the criteria for being added the search can be terminated. Specifically, this is an attractive approach for MD since only sufficient descent is necessary not necessarily maximum descent. Finally, it is possible to iterate in the corresponding subspace at each step possibly using a line search or any other approach.
Convergence properties
The global convergence is given by the following classical theorem that we state here for the sake of completeness. For the reference see Theorem 6.3.3. in [15] or Theorem 14.2.14 in [16] . 
for every x, z ∈ D and some γ > 0. Given x 1 ∈ D assume that the level set Λ = {x ∈ D | F (x) ≤ F (x 1 )} is compact. Consider the sequence {x k } defined by (8) with α k ≥ 0 satisfying the ArmijoGoldstein condition, and −p T k ∇F (x k ) > 0 for all k ∈ N. Then {x k } ∈ Λ and
Next we show that the algorithm in Section 3.1 with p k chosen using MD method or OM has the same convergence properties as the Gauss-Newton method for underdetermined nonlinear problems.
Lemma 4. Let f be given as in
} is compact. Consider the sequence {x k } given by (8) with the descent direction p k chosen using MD or OM, and α k > 0 satisfying the Armijo-Goldstein rule. If rank(J(x)) = ρ ≤ m for all x ∈ Λ then there is k ρ ∈ N such that for k ≥ k ρ
Under the conditions of Theorem 1 x k ∈ Λ, see 14.2.3 in [16] , and thus rank(J k ) = ρ, k ∈ N. Let a = J k (:, t * ) where where t * = t M D or t * = t OM , see (19) and (23). From Lemma 1 and Corollary 1, rank(L k ) = ρ for all k ≥ k ρ for some k ρ ∈ N and thus, (I − L k L + k )a = 0. Hence, from (13) we have
Without loss of generality assume J k = L k , L k and let E ∈ R N ×N be a product of elementary matrices such that
which yields (28).
Notice that from Lemma 4 the algorithm becomes equivalent to the Gauss-Newton method only starting from some k ρ th iterate, when we already has (hopefully) reached the vicinity of a sparse local minimum of 1/2 f 2 , say x * . This minimum is a solution to f (x) = 0 if rank(J(x * )) = m but this is not necessarily the case when rank(J(x * )) < m. In practice we exclude the convergence to a stationary point x * giving f (x * ) > 0 by restarting the algorithm. We also do a restart when p k fails to give a significant descent, see Section 3.1.
Let {x k } be generated by the Greedy Gauss-Newton method and {x k } → x * where f (x * ) = 0. Then the convergence rate is quadratic given α k = 1 in a vicinity of x * , see [15] . However, from Lemma 4 this rate of convergence is only guarantied for k > k ρ . With next proposition we show that this assumption on k can be omitted.
Proposition 1 (Rate of Convergence). Let f be given as in (1) andx ∈ R N be such that f (x) = 0. Let the sequence {x k } given by (8) with the descent direction p k chosen using MD or OM and α k = 1 converges tox as k → ∞. If p k ≤ C f k for all k ≥ K, for some K ∈ N, then {x k } converges tox quadratically.
In a vicinity ofx the Taylor expansion is valid
with r k = O( x −x 2 ) as the Hessian is continuous and thus uniformly bounded in a closed neighbourhood ofx.
We have
which completes our proof.
3.1. The Greedy Gauss-Newton Algorithm in pseudocode. Below we outline the algorithm we use in our numerical tests. For the values of the constants in step 1. we refer to the numerical tests in Section 4. The parameter k max stands for the maximum number of iterations (counting throughout restarts), ε f , δ x , δ α , tol, and ∆ grad are tolerances. In step 14. the sign " • " stands for the Hadamard product and rand(N, 1) returns a vector of N uniformly distributed random numbers in the interval (0, 1), and prob ∈ (0, 1].
The merit function φ(α) in step 10. is given as φ(α) = f (x k + αp k ) 2 2 /2.
Greedy Gauss-Newton Algorithm
Predefined functions are f : R N → R m and Jacobian J(x) :
while f (x k ) > ε f and k < k max 4.
Find t max from (19) if MD or (23) if OM (or any other method) 5.
if the maximum in (19) or (23) respectively is larger than tol 6.
Set Ω k+1 = Ω k ∪ t max else 7.
Set Ω k+1 = Ω k end 8.
Compute
Find α k using the merit function φ(α) 10.
Set
n restarts = n restarts + 1 13.
Update
Update Ω k+1 = {i : |x k (i)| > δ x } and x k+1 (Ω k+1 ) = 0 17.
Output: Solution to f (x) = 0 or if k = k max the vector x kmax A restart, see step 14., is performed if either the step length is too small indicating not enough descent, or if the gradient is small while the norm of f is not small, see step 12. The first case appears when the Gauss-Newton method does not converge locally, i.e., the solution has a large residual f and/or a small curvature, see [17] for details. The second case for a restart may occur when the algorithm is converging to a local minima where the norm of f is not close to zero.
In the next section we use k max = 200, δ x = 10 −8 , ε f = 10 −13 , δ α = 10 −3 , tol = 10 −10 , and ∆ grad = 10 −16 . The other constants vary for different problems and are given below.
Numerical tests
We test our method on three different problems where the solution space is known. The first is a small problem that is considered in [2] . The second and the third one have quadratic and exponential nonlinearities, respectively. These are large problems which size can be changed. We illustrate the results from both qualitative and quantitative point of view and test the algorithm versus 1 -method described in [2] . We run the 1 -method and both MD and OM starting with x 1 = 0 ∈ R 8 . It turns out that for this set up MD and OM are equivalent. All the methods converged to the same sparse solutionx = (0, 0, 0, 0, −0.1, 0.05, 0, 0) T . After three iterations we obtained f (x 3 ) < 1e − 15. Below we print the matrix X l 1 = (x 1 , x 2 , x 3 ) where x k , k = 1, 2, 3, are the iterates obtained using the 1 -method 
The matrices above give a good illustration of the difference between the two algorithms. In particular, the choice of the parameter δ x plays more significant role for the 1 -method then for the Greedy Gauss-Newton algorithm. Moreover, the maximum sparsity of a solution obtained by the Greedy Gauss-Newton algorithm not grater than m, which can not be guaranteed by the 1 -method.
Quadratic test problem. Consider the quadratic function
Let s, n be such that 1 ≤ s < n + s ≤ N and
We define
where B, C, T i , S i , and R i , i = 1, ..., m, are all random matrices of the corresponding sizes whose elements are uniformly distributed in (−1, 1) . We assume thatx is (n + s) -sparse with (n + s) first non-zero elements. Letz =x(1 : n + s) then any x such that
is a solution to (30). Moreover, as one can always find y ∈ R s such that z = Q 2 y +z has additional s zeros, we conclude that there are solutions x of sparsity n. The Jacobian, J(x) ∈ R m×N , of f is given by
. . N, where e j is the j'th unit vector, and f i = H i .
Thus, for x as in (31) we obtain
which most probably has rank m.
All the tests we run with N = 100, m = 20, s = 2, prob = 0.02 and with the constants given in Section 3.1.
In Figures 1 -4 we demonstrate the qualitative behaviour of the Greedy Gauss-Newton method and compare it with the 1 -method. In Figure 1 we show the results of the algorithm for solving (30) using MD with n = 6. In particular, we plot the absolute value of the solution x obtained using MD, and the minus absolute value of the solution obtained using the 1 -method in Figure  1 (left upper). The sparsity of the solution obtained by MD is equal to n = 6 and the sparsity of the solution obtained by the 1 -method is 56. In Figure 1 (right lower) one can see which columns of J k were added at each iteration step k = 1, 2, .... We plot f (x k ) in logarithmic scale in Figure 1 (right upper) and the size of Ω k in Figure 1 (right lower) at each iteration.
The same test problem as in Figure 1 is then solved using OM. We display the results in Figure 2 . Note that the solution with OM is not the same as the one for MD even if the sparsity is the same. For the chosen parameters the convergence to a sparse solution, as in Figure 1 and Figure 2 , is the most common case. However, the algorithm may not produce a convergent (to the solution) sequence starting with x 1 = 0, see Figure 3 , or produce an m-sparse solution, as in Figure 4 .
In Figure 3 (right upper), one can see an example of the case when the algorithm got stuck in a subspace with a local minimum to f (x) 2 /2 that does not yield a solution to f (x) = 0. The rank of the Jacobian at these minima are equal to 18, 19, 19 which can be seen from Figure  3 (right lower). The algorithm converged to a sparse solution after three (different) restarts. We have plotted the absolute value of the solution and the minus absolute value of the solution of sparsity 56 obtained by the 1 -method in Figure 3 (left upper). In Figure 3 (left lower) the subspace of the local minimum and the subspace of the solution are shown.
Finally, in Figure 4 we show the case where the algorithm does not find a sparse solution but converges to a solution of the sparsity m, m = 20. The sparsity of the solution obtained by 1 -method is equal to 54, see Figure 4 (lower left).
Since we have not found significant difference in the qualitative behaviour between OM and MD we have displayed the results for the last two tests only for MD.
We would like note that while solutions obtained by the Greedy Gauss-Newton method can not exceed m, the 1 -method may produce a solution of even larger sparsity than m, which was the case for the considered test problem (30) for all our runs.
In Figure 5 and 6 we illustrate the performance of the algorithm over the average of 10 runs where N = 100, m and n vary as m = 8, 10, . . . , 98 and n = 2, 4, . . . , m − 6.. The upper two plots in Figure 5 show that the sparsity n of the solution is attained except for a curved ridge. It has been shown in [18] that for linear problems orthogonal matching pursuit can provably recover n-sparse signals when n ≤ m/(2 log(N )). This estimate is illustrated by the cutting plane in the figures. It is seen that MD and OM manage to find less sparse solutions than the estimate. In the lower right plots in Figure 5 and 6 it is seen that MD outperforms OM for most problem sizes. The number of restarts were insignificantly small for these tests.
Exponential Test
Problem. This problem is taken from [3] . Define where the elements in A are chosen random uniformly in (−1, 1) and then by using Singular Value Decomposition to have rank(A) = m − p. The matrix B is constructed in the following way. First, we generate N × N random matrix whose elements are uniformly distributed in [−1, 1]. Next, using Singular Value Decomposition we fix this matrix to have the first n + s < m columns to have the rank n for some n, s ∈ N. That is, rank(B(:, 1 : n + s)) = n and B most probably has the rank N − s.
We choosex = (z, 0) T with somez ∈ R n+s and set b = A exp(Bx). Then for any y ∈ R s solves f (x) = 0 with V 2 ∈ R (n+s)×s such that R(V 2 ) = N (B(:, 1 : n + s)). From this construction it is clear that some of x among (33) have the sparsity n. The Jacobian and second derivatives are given as J(x) = A diag (e x 1 , . . . , e x N ) = A diag(e x ), f i = diag (a i1 e All the tests were run with N = 100, s = 2, prob = (2 + m/10)/100 and the constants given in see Section 3.1. Furthermore, an additional condition for a restart, max i |x k (i)| > 10 3 , is added in the condition of the if-statement on row 11 in the pseudocode to prevent convergence to infinity.
In Figure 7 and 8 we illustrate the performance of the algorithm over the average of 10 runs where N = 100, s = 4, m, n vary as m = 12, 16, . . . , 96, n = 2, 6, . . . , m − 10.
The upper right plots in Figure 5 and 8 show that the sparsity of the solution is attained very close to the estimate n ≤ m/(2 log(N )) obtained for linear problems. We however do not have theoretical justification of this estimate for nonlinear cases. Figure 5 (lower right) and 8 (lower right) shows that MD outperforms OM for all problem sizes. The number of restarts for this test problem were more frequent than for the quadratic test problem, see Section 4.2. However, there were few cases when m ≈ n and m is large, where there was no convergence.
