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Resumen: En los u´ltimos an˜os hemos observado un renovado intere´s en la aplicacio´n de la
programacio´n dina´mica al procesamiento del lenguaje natural (PLN). La principal ventaja
es la compactacio´n de las representaciones, lo que convierte este paradigma en un me´todo
comu´n para el tratamiento de computaciones con un alto grado de redundancia relacionado
con feno´menos como el no determinismo. El ana´lisis sinta´ctico del lenguaje natural an˜ade
otro desaf´ıo, ya que a menudo la informacio´n gramatical no es suficiente. En el presente
trabajo describimos una extensio´n de las te´cnicas de ana´lisis para el caso del ana´lisis parcial
en programacio´n dina´mica. Nuestro objetivo es obtener tanta informacio´n como sea posible,
esto es, ana´lisis incompletos, al mismo tiempo que conservamos la compactacio´n de las
representaciones.
Palabras clave: Programacio´n dina´mica, ana´lisis parcial, esquema de deduccio´n
Abstract: The last years have seen a renewal of interest in applying dynamic programming
to natural language processing. The main advantage is the compactness of the representa-
tions, which is turning this paradigm into a common way of dealing with highly redundant
computations related to phenomena such as non-determinism. Natural language parsing
adds another challenge, since grammatical information is often insufficient. We describe
an extension of parsing techniques for partial parsing in dynamic programming. Our aim
is to obtain as much information as possible, that is incomplete parses, while preserving
compactness of the representations.
Keywords: Partial parsing, dynamic programming, deductive parsing scheme
1 Introduccio´n
Las computaciones con un alto grado de redun-
dancia son habituales cuando tratamos con for-
malismos gramaticales complejos. Este hecho ha
motivado que las te´cnicas de ana´lisis sinta´ctico
codifiquen a´rboles y computaciones mediante
algu´n tipo de estructura compartida. Un a´rea de
aplicacio´n principal es el procesamiento del len-
guaje natural, donde la programacio´n dina´mica
se aplica desde hace tiempo (Earley, 1970). En
particular, el ana´lisis sinta´ctico del lenguaje na-
tural presenta el problema de la informacio´n par-
cial. Esta falta de informacio´n se debe a errores
en fases previas del ana´lisis y al hecho de que
las grama´ticas y lexicones son, en la pra´ctica, in-
completos e incluso incorrectos.
Nos referiremos al ana´lisis esta´ndar como
C
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ana´lisis completo, reservando el te´rmino ana´lisis
parcial para todas las subcomputaciones posibles
de un ana´lisis completo. El objetivo sera´ obte-
ner todos los ana´lisis parciales correctos incluso
cuando no existe un ana´lisis completo.
Trabajos previos han ilustrado la adecuacio´n
en la pra´ctica de la programacio´n dina´mica pa-
ra el tratamiento de grama´ticas independientes
del contexto (GICs) (Vilares and Dion, 1994),
grama´ticas suavemente dependientes del contex-
to (Alonso et al., 1999) y grama´ticas de cla´usulas
definidas (Vilares and Alonso, 1998). Nuestro
objetivo es mostrar la validez de estos resulta-
dos para el ana´lisis parcial. Nuestra aproxima-
cio´n al problema consiste en extender los mode-
los de ana´lisis completo al caso del ana´lisis par-
cial preservando los beneficios de la programa-
cio´n dina´mica.
A menudo, las te´cnicas mencionadas mejoran
la eficacia podando el espacio de bu´squeda me-
diante un control esta´tico. Por desgracia, cuan-
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do tratamos ana´lisis parciales, el control esta´tico
puede eliminar ramas de ana´lisis que no son
u´tiles en un ana´lisis completo, pero son necesa-
rias en algu´n ana´lisis parcial. Para afrontar este
problema trataremos las posiciones de comien-
zo y final de un ana´lisis parcial como otra fuen-
te ma´s de no determinismo, adaptando el control
esta´tico convenientemente.
En contraste con otros trabajos en el dominio
del ana´lisis parcial, nuestra propuesta introduce
un marco comu´n basado en el concepto de es-
quema de deduccio´n (Shieber, Schabes, and Pe-
reira, 1995). Este marco diferencia claramente
nuestro trabajo de otras aproximaciones orienta-
das a una arquitectura particular de ana´lisis (Jac-
quemin, 1994; Sperber and Thiemann, 1995; Ro-
cio and Lopes, 1998), y provee una descripcio´n
uniforme y un formalismo operacional para vali-
dar la eficacia en cada caso.
En la seccio´n 2 de este art´ıculo introduci-
remos el marco uniforme de ana´lisis sinta´ctico,
describiendo esquemas diferentes para el ana´lisis
completo y parcial. Estos esquemas incluyen
las aproximaciones descendentes y ascendentes
cla´sicas, y tambie´n estrategias mixtas con control
dina´mico y esta´tico. La seccio´n 3 proporciona un
estudio del proceso de interpretacio´n dina´mica.
En la seccio´n 4 comparamos en la pra´ctica los es-
quemas presentados, mediante resultados experi-
mentales. Finalmente, la seccio´n 5 es una con-
clusio´n sobre el trabajo presentado.
2 Sobre el ana´lisis parcial
Para obtener una definicio´n pragma´tica del
ana´lisis sinta´ctico parcial, debemos relajar las
condiciones que aplicamos al concepto esta´ndar.
El concepto de grama´tica incluye un sı´mbolo ini-
cial o axioma, 
 , que da lugar al ana´lisis de
todas las cadenas del lenguaje generado por la
grama´tica. En su lugar, usaremos un conjunto
de sı´mbolos iniciales,  , siguiendo el concep-
to de punto de entrada (Jacobs, 1992), una es-
tructura cla´sica en la sintaxis abstracta que per-
mite el ana´lisis de fragmentos de programas.
Definiremos una GIC como un cua´druple 

ﬀ , donde

es un conjunto finito de
categorı´as no terminales o variables,

es un al-
fabeto finito y

es un conjunto finito de produc-
ciones independientes del contexto. Tal y como
hemos mencionado,  es el conjunto de sı´mbolos
iniciales que dan lugar tanto a los ana´lisis com-
pletos como a los parciales. Supondremos que
ﬁ


 es el lenguaje generado por

, y trataremos
de determinar los ana´lisis parciales de la cadena
de entrada ﬂﬃ  ! , de longitud " .
En concreto, discutiremos la extensio´n al ca-
so del ana´lisis parcial de los me´todos de ana´lisis
independiente del contexto cla´sicos incluyendo
las arquitecturas descendentes y ascendentes, el
algoritmo de Earley (Earley, 1970) como repre-
sentante de una estrategia mixta con prediccio´n
dina´mica y una propuesta LR(1) como repre-
sentante de una estrategia mixta con prediccio´n
esta´tica.
En aras de una mejor exposicio´n hemos se-
leccionado un marco descriptivo comu´n, el es-
quema deductivo (Shieber, Schabes, and Perei-
ra, 1995), similar a la propuesta de esquemas de
ana´lisis (Sikkel, 1993). El sistema de deduccio´n
esta´ formado por un conjunto de items represen-
tativos de estados del proceso de ana´lisis y un
conjunto de pasos de deduccio´n que se aplican
sobre los items.
Como ejemplo consideraremos el lenguaje,
#
, de los pal´ındromos no vacı´os sobre el al-
fabeto

%$'&
)('*
, generados por la siguiente
grama´tica:
Palin +
&
Palin +
(
Palin + & Palin & Palin +
(
Palin
(
No´tese, por ejemplo, que aunque la cadena de
entrada
&,&
(
&
(
&
(.-
/
#
, contiene subcadenas que
pertenecen al lenguaje, como es el caso de los
a´rboles mostrados en la figura 1.
a b a b a ba
Figura 1: Ana´lisis parciales de aababab
2.1 Un esquema descendente
El esquema para el ana´lisis descendente comple-
to se muestra en la figura 2. Tenemos un u´nico
axioma que predice el ana´lisis del sı´mbolo ini-
cial, y un u´nico objetivo que representa el ana´lisis
de la cadena de entrada completa. A continua-
cio´n haremos una breve descripcio´n del esque-
ma. Los items son de la forma: 0 132	4657498;: , in-
dicando que hemos construido una derivacio´n
< =
> ?A@CBDBDB?ﬀE
2 , y 8 es el a´rbol de ana´lisis.
El punto es una referencia a la posicio´n 5 en la
entrada. El ana´lisis ha alcanzado dicha posicio´n
y debe continuar a partir de ella. Las pruebas
de correccio´n y fiabilidad se pueden consultar
en (Shieber, Schabes, and Pereira, 1995).
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Descendente Ascendente
Items  	
  ﬁﬀ
Invariantes ﬂﬃ "!$#%&%&%'!)(+* ,-).0/21	3&3&34-57689- 1 3&3&34-5
Axiomas : ;=<	>'?>&@AB C DEGFE&HIJ
Objetivos K LM4N)MOﬁP Q R)STU)T'VﬁW
Scanning
X Y=Z)[\^]`_)aba4c ]
tree de
aGfgY2Z)[\^]h_ickj0l
m no	pqsrut+pv)w
tree xy
pGzk{^|0} w n^o~vk+~  42 Ł)20su+Ł)2`
Prediction
 +)
tree  
'¡¢ﬁ£¤k¥+¦§
¨ ©0ª¬«)­®­¯	°
tree ± ²
­'³
tree ±´
­h©0ª¤µ«kµ¯k¶·¢¸º¹=»½¼
´¿¾
ªÁÀÃÂÄ
Completion
Å ÆkÇ¤ÈÉ ÊÉË	Ì`ËkÍ0Î
Ï ÐÑÓÒÔÕÔÖ×
tree Ø
ÑÙÔ'ÖÚÛÜÁÝßÞàâá
Ñ¿ã9äÁåÁæ$Ô
ç`äçsèéç`Ö¤Úêç ë
Figura 2: Esquemas descendente y ascendente
El ana´lisis comienza en la posicio´n 0 con el
sı´mbolo ì , dando lugar al axioma í îìðïñ^ïóòhô&õ . A
continuacio´n aplicamos los siguientes pasos de-
ductivos:
Scanning: Mueve el puntero una posicio´n hacia
adelante. Esta regla se obtiene tras obser-
var que los items í î¤ö¢÷øúùûâï0üï=ýÃõ y í î¤ûâï&üßþ
 
ï=ý
ög÷øúù
õ representan el mismo estado en
la derivacio´n ì


ö ùög÷øúù=û .
Prediction: Tomamos el siguiente sı´mbolo no
terminal a analizar,  , y lo reescribimos
con la parte derecha de una produccio´n 	

 . Este paso predice el uso de la pro-
duccio´n  .
Finalmente, ö òÙô si y so´lo si el ı´tem objeti-
vo í î)ï½ï=ýÃõ ha sido generado. Esto significa que
ì


ö ùö , y ý es el a´rbol de ana´lisis.
Para adaptar este esquema al ana´lisis par-
cial, consideraremos una forma modificada de
los items, an˜adiendo una referencia a la posicio´n
de comienzo del potencial ana´lisis parcial. Un
ana´lisis parcial cubre cualquier porcio´n de la ca-
dena de entrada. Por lo tanto, en lugar de un axio-
ma comenzando en la posicio´n 0, tendremos el
siguiente conjunto de axiomas:
Axiomas ﬀﬁ)í îﬃﬂ ï ïïóò ô õ&ï ﬂ!#" ïgñ%$&(' *)
Los pasos deductivos siguen siendo los mismos,
pero manteniendo la posicio´n de inicio. Ya que
un ana´lisis parcial pueden comprender cualquier
porcio´n de la cadena de entrada, puede comenzar
y terminar en cualquier posicio´n. Como conse-
cuencia, tenemos que:
Objetivos ﬀﬁ)í î)ïï&üï=ý õ&ï+ﬂ,#" ïâñ-$ßü.$/ )
Para el nuevo esquema, generaremos 012 axio-
mas, donde 03ﬀ!4+"54 y  es la longitud de la en-
trada. Para cada axioma generaremos una rama
de ana´lisis, y, consecuentemente, nuevos items.
En nuestra grama´tica de ejemplo, para una ca-
dena de entrada 67698:6 el analizador descendente
completo genera ;ñ items, mientras que el anali-
zador parcial genera <>= .
2.2 Un esquema ascendente
Incluimos en la figura 2 el esquema para
el ana´lisis ascendente completo. Los items
son de la forma í ?Ùî)ï0üï=ýÃõ , estableciendo que
?Óöâ÷êøúù@Aö


ö ùAö , siendo ý el a´rbol
de ana´lisis. El punto indica que ? se reduce a
la subcadena de entrada hasta la posicio´n ü .
El ana´lisis ascendente comienza en la posi-
cio´n ñ antes de reducir cualquier porcio´n de la ca-
dena de entrada. Por tanto el axioma es í î ï+ñ^ïóò ô õ .
Los pasos deductivos son:
Scanning: Desplaza el siguiente terminal y
mueve el punto una posicio´n hacia adelan-
te.
Completion: Reduce los B7 sı´mbolos inmedia-
tamente anteriores al punto. Estos sı´mbolos
debe coincidir con la parte derecha de la re-
gla  .
Como antes, öC  òDÙô si y so´lo si el ı´tem objeti-
vo í ì î ïÙï=ý õ ha sido generado. Esto significa que
ì


ö ùEö , donde ý es el a´rbol de ana´lisis.
Para el tratamiento del ana´lisis parcial, exten-
demos los items con una referencia a la posi-
cio´n inicial. En lo que respecta a los axiomas,
un ana´lisis parcial pueden comenzar en cualquier
posicio´n de la cadena de entrada. Por lo tanto:
Axiomas ﬀﬁ)í î)ïï+ïóò&ô&õhï+ﬂ!F" ïâñ-$&G'/ )
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Los pasos deductivos u´nicamente son modifica-
dos para conservar el punto de comienzo. De
nuevo, el ı´tem objetivo es reemplazado por un
conjunto de items. Para construir este conjunto
debemos tener en cuenta que un ana´lisis parcial
pueden finalizar con cualquier sı´mbolo de   , en
cualquier posicio´n. Ası´, tenemos que:
Objetivos  	
			 	ﬀﬁﬀﬃﬂ 
En lo que respecta a la eficiencia, la principal di-
ferencia con el ana´lisis completo es el conjunto
de axiomas. El taman˜o de este conjunto es ﬂ , la
longitud de la cadena de entrada. Retomando el
anterior ejemplo, esto da lugar a !" items para el
ana´lisis completo y #%$ para el ana´lisis parcial.
2.3 Esquema de Earley
Emplearemos el algoritmo de Earley (Earley,
1970) para ilustrar la extensio´n al ana´lisis parcial
de una estrategia mixta con prediccio´n dina´mica.
El esquema de ana´lisis completo se muestra en la
figura 3.
Items & ')(+*-,/.103240657098;: , '<(=*.?>A@
Invariante BDCE+FHGJIIIKFLM
NO1PRQTSVUUUKOXWZY
[
OX\]UURU3OXW
Axiomas ^ _V`baﬃc_JdKefd4efdgihkj
Objetivos l mJn%o=m1p7qKrfqKsq9t;u
Scanning v w<x=y-z/{1|~}/4K679; )=Ł~/1/13K6)3RT
Prediction  <=;H V¡4¢K¡i£¡i¤;¥¦ §©¨=ªR«J¬i­¬i­¬®i¯k°²±k³~´¶µ
§©¨D«¸·A¹º
Completion » ¼)½+¾-¿;ÀÂÁÃKÄKÃKÅbÃ9ÆJÇÈ9» ÀÉ½ËÊb¿fÃ4ÅbÃkÌÃ9Æ%ÍÈÎ ÏÉÐ+ÑJÒ<Ó/ÔÕKÖ4Õ6×7Õ9ØJÙ tree Ú
Ò Õ3Ø%ÛÜiÝ
Figura 3: Esquema de Earley
En este caso tenemos items de la forma Þ ßáà
âäãAåæç7æèæéê
. De nuevo el punto es una referen-
cia a la posicio´n è , pero ahora el ı´tem representa
el estado en el reconocimiento de la produccio´n
ßëà
âìå
, donde â reduce una parte de la sub-
cadena justo antes del punto, y å resta por ser
analizado. En relacio´n a ç , es una referencia a la
posicio´n de comienzo de la subcadena analizada
por â . Consecuentemente, los items representan
un estado local en el proceso de ana´lisis en lu-
gar de uno global. Representar informacio´n local
facilita la comparticio´n de ca´lculos entre items.
La grama´tica es aumentada con una produc-
cio´n artificial í¶î à í , donde í î es un sı´mbolo
distinguido. De esta forma se facilita la defini-
cio´n de axiomas y objetivos. El ana´lisis comien-
za con el axioma Þ í î à ã í æï/æï/æ]ðñê , en la posi-
cio´n ï . Los paso deductivos son los siguientes:
Scanning: Despue´s de reconocer el terminal
ò-ófôöõ
, movemos el puntero de la posicio´n è
a èø÷úù .
Prediction: Predecimos todas las producciones
û
àýü , puesto que puede reducir
û
desde
la posicio´n è .
Completion: Una vez finalizado el ana´lisis de
la produccio´n û àþü , entre las posiciones
ß
y è , buscamos los items cuyo siguiente
sı´mbolo a analizar sea û a partir de la po-
sicio´n
ß
. Para estos items generamos uno
nuevo moviendo el puntero inmediatamente
despue´s de û , en la posicio´n è .
Una vez generado el ı´tem objetivo Þ íî à
í
ãæï/æ¶æé ê
, sabemos que ò    se reduce al
sı´mbolo inicial í , y ò	
 ð¶ñ .
Necesitamos modificar los axiomas y objeti-
vos para tratar los ana´lisis parciales. Los axio-
mas comenzara´n con cualquier sı´mbolo inicial en
cualquier posicio´n:
Axiomas Þ í î à ã ß æçæçæ]ðñêæ ß ?æïﬃç
y los objetivos terminan en cualquier posicio´n
despue´s del punto de comienzo:
Objetivos Þ í î à ß ãæçæèJæé êæ ß ﬀæ-ïﬁ=çﬂﬁèﬃ 
La comparacio´n entre ana´lisis completo y par-
cial es similar a la que hemos realizado para el es-
quema descendente, el nu´mero de axiomas y ob-
jetivos crece de uno a "!$# . Volviendo a nuestro
ejemplo, este incremento significa que necesita-
mos %'& items para un ana´lisis completo y &)( para
uno parcial.
2.4 Una estrategia mixta con control
esta´tico
A continuacio´n introducimos un esquema de
ana´lisis completo para un analizador tipo LR(0).
La figura 4 muestra una descripcio´n preliminar
donde hemos omitido el control de estado fini-
to para evidenciar la relacio´n con el esquema de
Earley. La diferencia entre ambos parte del sig-
nificado de los items. En el caso de Earley la
secuencia de sı´mbolos â , inmediatamente a la iz-
quierda del punto, reduce la subcadena ò+*,   ó . En
LR(0), u´nicamente el sı´mbolo - ( â  â î.- ) in-
mediatamente a la izquierda del punto reduce la
subcadena. Como consecuencia, hemos de adap-
tar los pasos deductivos:
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Items   	




ﬀﬂﬁﬃ

! 

 

 #"$
Invariante %'&(*),+.-/-0-)213ﬂ4
576
8*92:<;>=.?/?/?@9A
BDCEBFHGﬂI@JLKMIKON#P@IBFDQ
R*S2TVU	WYX0XZXS2[
Axioma \ ].^`_ab]Yc@dLcdLc0efhg
Objetivo i j.kMljmLnoLnpnqr
Shift s tu*vw	xzyb{|}@|h~| z>Ł.hhbV
Prediction  *,H  ¡£¢¤h¥¤<¥¤/¦h§¨
Reduce
© ª¬«'­ﬂ®@­°¯	±Z±Z±­³²°´LµH¶ ²ﬃ· ®Vµh¶£²Oµ¸M²ﬃ¹µ
º/ºZº
µ
© ª¬«´£­®Z­³¯z±Z±Z±­³²ﬂµH¶£»µ¶®£µ0¼h½h¹µ
© ¾«¿O´2ª,À.µ@ÁµH¶V»µ¸M»£¹
Â ÃEÄ*Å.ÆÈÇ>ÉÊhË£ÌLÊHË£ÍOÊ
tree Î
Æ!Ê@ÏYÐ.Ñ/Ñ0ÑÏMÍ°ÒhÓ
Figura 4: Esquema LR(0), omitiendo el control
finito
Shift: Es similar al paso scanning en Earley.
La posicio´n de comienzo refleja el u´ltimo
sı´mbolo analizado, ÔﬂÕ .
Reduce: Reemplaza el paso completion de Ear-
ley. En el esquema de Earley necesita-
mos un ı´tem Ö ×ÙØÛÚÝÜßÞàÞáÞbÚ¬âäãzåZæàçYåZæàâÈåVè,âDé
que establece el reconocimiento de ×êØ
Ú
Ü
ÞáÞáÞÚ
â entre las posiciones æ ç y æ â . En
LR(0) necesitamos ë items de la forma
Ö ×ìØíÚîÜßïáïàïbÚ¬ð	ïáïáïÚ ë
åZæ
ðñßÜ åZæ
ð
åVè
ð
é . Ca-
da ı´tem restablece el reconocimiento de uno
de los ë sı´mbolos de la parte derecha de la
produccio´n en posiciones consecutivas entre
æ
ç y æáâ .
Prediction: Igual que en el esquema de Earley.
A continuacio´n, obtendremos un esquema
ma´s eficiente an˜adiendo un control de estado fi-
nito (Alonso, Cabrero, and Vilares, 1998). Esta
modificacio´n implica reemplazar las produccio-
nes con punto òóØ ôã õ por un estado, ö`÷ ,
representativo de su clase de equivalencia. Para
construir el control de estado finito mencionado,
inicializamos ö`÷VçîøÛÖ ù³úûØüãYù é . Seguidamente
construimos los dema´s estados como el cierre de
sus items Ö òÙØìôýãþ×õßé . Ma´s concretamente, la
operacio´n de cierre an˜ade los items Ö ×ßØ ã  é por
cada produccio´n ×ßØ  . El cierre es en realidad
equivalente al paso de prediction. Por lo tanto, lo
hemos eliminado del esquema de ana´lisis LR con
control de estado finito, tal y como se muestra en
la figura 5. Aquı´, action(state, token) denota una
accio´n shift o reduce en el auto´mata del control
de estado finito para un estado y token dados. De
forma similar, goto(state, variable) recupera una
accio´n goto. Finalmente, reveals(state) se refie-
re a todos aquellos estados para los cuales existe
una accio´n shift o goto hacia state.
Para extender el esquema al ana´lisis parcial,
debemos permitir que el ana´lisis comience en
cualquier punto de la cadena de entrada:
Axiomas øzÖ ö`÷ ç ååbå	Zé/å
 é
y, que termine en cualquier posicio´n despue´s del
punto de comienzo:
Objetivos øzÖ ö`÷	ååZæ.åVèDé/å
 æ,é
Necesitamos cambiar la inicializacio´n en la cons-
truccio´n del control de estado finito para permitir
el ana´lisis de cualquier sı´mbolo inicial. Ası´, en
lugar de ö`÷ ç øﬀÖ ù!ú2Ø ãYù é , el primer estado
sera´ öà÷ ç øzÖ ù Ø ãMòﬀéﬂﬁòﬃ ! .
Ahora, podemos mejorar los analizadores
LR(0) con un control de estado finito ma´s efi-
ciente. A la hora de construir sus estados, an˜adi-
remos informacio´n de los sı´mbolos adelantados
que son compatibles con las acciones. El nue-
vo control dara´ lugar a un algoritmo de ana´lisis
LR(1) o LALR(1), dependiendo de la forma en
que se calculan los sı´mbolos adelantados. A con-
tinuacio´n, para adaptar el esquema LR(0) al con-
trol LALR(1), an˜adiremos precondiciones a los
pasos deductivos. Las precondiciones compro-
bara´n que los sı´mbolos adelantados son compa-
tibles antes de aplicar la accio´n correspondiente.
El esquema resultante se muestra en la figura 5.
Realmente action y goto son el nu´cleo de la
tabla del auto´mata LALR(1). Esta tabla cam-
bia para un auto´mata LR(1), sin embargo su in-
terpretacio´n continu´a siendo la misma. Por es-
ta razo´n, podemos usar el mismo esquema para
los analizadores LALR(1) y LR(1), cambiando
u´nicamente la construccio´n del control de estado
finito.
De nuevo, la extensio´n al ana´lisis parcial im-
plica an˜adir axiomas y objetivos, pero con una
nueva consideracio´n. Ya que un ana´lisis par-
cial puede finalizar en cualquier posicio´n, la ope-
racio´n de finalizacio´n debe ser compatible con
cualquier sı´mbolo, y no so´lo con el sı´mbolo de
fin de cadena. Ası´ el conjunto de axiomas sera´:
Axiomas øÖ ö`÷ ç å "#$"%#"&	'	(")+*#*,ﬂ"-. /10
y el conjunto de items objetivo:
Objetivos 2354 6879:" ;<;	=>;%?1@;A+B<BC=BDE;FGIH!J
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Figura 5: Esquemas LR(0) y LALR(1)
Para construir el control de estado finito
podr´ıamos emplear el concepto de sı´mbolo co-
modı´n que sustituye cualquier terminal de la
grama´tica. Esto puede producir un crecimiento
exponencial del nu´mero de estados. En su lugar,
consideraremos los sı´mbolos de la cadena de en-
trada ambiguos. En cada posicio´n, las posibles
interpretaciones son el terminal original,  , y
el sı´mbolo de fin de cadena. La primera inter-
pretacio´n es compatible con la continuacio´n del
ana´lisis completo y la segunda con la finalizacio´n
de un ana´lisis parcial.
En nuestro ejemplo, el esquema LR(0) com-
pleto necesita  items, mientras que el esquema
parcial necesita  . Para el esquema LALR(1) se
necesitan, respectivamente,  y  items.
Items  ﬁﬀﬂﬃ! "#%$"&' (*),+ -.ﬁﬀﬂ/ﬃ  "#%$
Axiomas 0 1324657829"29"2,: ;<
Objetivos = >@?ABﬂCD@A/E"AFGAH%I
InitShift J KLMﬁN/L/OL PQL/RS
T UV6W XQY/Z6[\Y ]QY]3^`_,Y/abQc'd
U
V6W
Xe
a%b"f
shift g/h \i action j
Z6[/Y/a%bQkml
Shift n op,q r.s/tﬁuﬂsvswQs/x%y
z {|6} ~ﬂQ/ﬁ!Q ,%Ł'
{|6} ~ﬁ%3%ŁQ
shift ~/  action 
ﬁﬂ%ŁQm
Sel  , %/ﬁﬂ!Q ¡ ¢¤£ ¥ ¦ §¨ ©/§ ª"§!ª §6«!¬!­¯® reduce
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Figura 6: Esquema LALR(1) con binarizacio´n
impl´ıcita
3 La interpretacio´n dina´mica
Dado que las acciones del auto´mata dependen
del primer, y posiblemente del segundo, elemen-
tos de la pila, consideraremos una binarizacio´n
impl´ıcita de la grama´tica. Como consecuencia
obtenemos dos caracter´ısticas interesantes que
no son habituales en otros algoritmos de ana´lisis
independiente del contexto:
ý La complejidad temporal del analizador es
þ ß

, donde  es la longitud de la cadena
de entrada. Este resultado se logra sin nece-
sidad de transformar la grama´tica a Forma
Normal de Chomsky.
ý La comparticio´n de ca´lculos de ana´lisis en-
tre la cola de hijos de un nodo es posible.
Ma´s exactamente, un analizador ascendente
so´lo puede compartir los constituyentes de
la derecha, mientras que el analizador des-
cendente so´lo puede compartir los de la iz-
quierda. La razo´n es simple y se debe al tipo
de bu´squeda empleado para construir el bos-
que de ana´lisis. La bu´squeda primero en an-
chura da lugar a construcciones ascendentes
y la bu´squeda primero en profundidad, as-
cendentes, tal y como se muestra en la figu-
ra 7.
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Figura 7: Comparticio´n de la cola de hijos en un
nodo
Para obtener una complejidad $&%('*),+ en el ca-
so general, usamos una binarizacio´n impl´ıcita de
las producciones. Hacemos esto dividiendo ca-
)3F.-
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 	 
 
  
da paso de reduccio´n, que implica 
 elemen-
tos, en 
 pasos de reduccio´n de produccio´n
con un ma´ximo de  elementos en su parte de-
recha. Por tanto, la reduccio´n de la produccio´n
  ﬁﬀﬂﬀﬃﬀ  "!
se realiza de forma equi-
valente como la reduccio´n de las siguientes #


producciones:
 $&%'  %'( ) %* 
.
.
.
.
.
.
%*  !,+ -&  ! %*  ! %'(  ! /.
Este tratamiento de las reducciones implica un
cambio en la forma de los items. Emplearemos
un nuevo elemento, representando los sı´mbolos
de una produccio´n o el sı´mbolo
%  0
que indi-
ca que los elementos
	 01243ﬂ3ﬂ3,  !
ya han sido
reducidos1 .
Con respecto a los pasos deductivos, debe-
mos diferenciar entre el desplazamiento del pri-
mer sı´mbolo de la parte derecha de una produc-
cio´n (InitShift) o el desplazamiento de los otros
sı´mbolos (Shift).
Por su parte, el paso Reduce tambie´n ha sido
refinado en tres pasos. La seleccio´n de la pro-
duccio´n a reducir (Sel), la reduccio´n de las pro-
ducciones binarias impl´ıcitas (Red), y el recono-
cimiento del sı´mbolo de la parte izquierda de la
produccio´n a reducir (Head). El esquema resul-
tante se muestra en la figura 6. Este esquema co-
rresponde a la interpretacio´n dina´mica de los al-
goritmos de ana´lisis LR(1) o LALR(1) usando un
sistema de inferencia basado en items 5

(de la
Clergerie, 1993), dependiendo de la tabla de ac-
ciones elegida.
La extensio´n al ana´lisis parcial es ana´loga a
los esquemas previos, siguiendo una aproxima-
cio´n ide´ntica para la construccio´n de la tabla, y
an˜adiendo nuevos axiomas y objetivos. Ası´, el
conjunto de axiomas viene dado por:
Axiomas 687:9 ;=<
> ?A@?A@?=BDCFED?GIHJ@KHJLM?ANPORQ$S
y el conjunto de objetivos por:
Objetivos T8U:V W=XDY ? ZA[AZ]\^Z_$`FZAaIbJ[-bc\bedfZgPhRi$j
4 Resultados experimentales
Para ilustrar los aspectos pra´cticos de nuestra
propuesta, incluimos algunos resultados experi-
mentales. Hemos analizado varias cadenas de en-
trada cuya longitud varı´a desde 1 a 12, conside-
rando diversas grama´ticas: una grama´tica de las
1 kmlDn o es equivalente a la produccio´n con punto p lFn qfr
s:t donde svu p lDn w:xxx p lyn o y tzu p lyn o|{ w}xxx p lFn ~ .
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Figura 8: Num. de items en ana´lisis completo
expresiones aritme´ticas con y sin recursividad, la
grama´tica de los pal´ındromos empleada a lo largo
del presente trabajo, y una grama´tica para la ad-
juncio´n de sintagmas preposicionales. Para parte
de estas grama´ticas no es posible experimentar el
ana´lisis descendente ya que presentan recursivi-
dad por la izquierda.
Dado que el nu´mero de items generados es di-
ferente incluso para el ana´lisis de cadenas de la
misma longitud, hemos calculado la media para
todas las cadenas de la misma longitud, tanto pa-
ra el ana´lisis completo como para el parcial.
En lo que respecta al ana´lisis completo,
en aquellas grama´ticas donde resulta relevante,
e´stas parecen adecuadas para el ana´lisis descen-
dente, tal y como se observa en la figura 8. Por
su parte, el ana´lisis ascendente solo muestra un
buen rendimiento para cadenas de entrada de po-
ca longitud. Finalmente, las aproximaciones ba-
sadas en programacio´n dina´mica, tanto el algo-
ritmo de Earley como la interpretacio´n dina´mica
del analizador LALR(1), muestran un rendimien-
to similar al ana´lisis descendente.
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Figura 9: Num. de items en ana´lisis parcial
En lo que atan˜e al ana´lisis parcial, figura 9,
el ana´lisis descendente sufre una degradacio´n del
)3F
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rendimiento, mientras que el ascendente continu´a
mostrando un buen rendimiento para cadenas de
entrada cortas. Las aproximaciones de progra-
macio´n dina´mica continu´an mostrando un buen
comportamiento.
Finalmente, la figura 10 ilustra la relacio´n en-
tre los esquemas parciales y completos, sinteti-
zando las figuras anteriores. Hemos reemplazado
el nu´mero de items generados por el incremen-
to del nu´mero de items en el ana´lisis completo a
su contrapartida en el ana´lisis parcial. De nuevo
se muestra la escasa capacidad de adaptacio´n del
esquema descendente al ana´lisis parcial, sufrien-
do un crecimiento exponencial. Por su parte los
esquemas basados en algu´n tipo de estrategia as-
cendente se adaptan con un incremento adecuado
del coste computacional.
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Figura 10: Relacio´n ana´lisis parcial/completo
5 Conclusiones
Hemos descrito una aproximacio´n pra´ctica al
ana´lisis parcial en el dominio de las GICs. En
comparacio´n con trabajos previos, nuestra pro-
puesta se basa en un esquema de ana´lisis deduc-
tivo, estableciendo un marco uniforme para com-
parar el rendimiento entre diferentes estrategias
de ana´lisis tanto para el caso parcial como para
el completo.
Desde un punto de vista teo´rico, hemos pre-
sentado gradualmente cada esquema para remar-
car la relacio´n entre ellos. Esto lleva a una mejor
comprensio´n de los mecanismos que regulan la
definicio´n de las reglas de deduccio´n e incluso
las estructuras que manipulan. La evolucio´n del
ana´lisis completo al parcial tambie´n se desarrolla
en cada caso.
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