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Abstract
We introduce a concept of associated homogeneous p-adic distributions (generalized functions)
and provide a mathematical description of all associated homogeneous distributions and their Fourier
transform. We prove that any associated homogeneous distribution of degree πα(x) is periodic in the
variable α.
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1.1. The theory of distributions (generalized functions) on a locally-compact group
was introduced in [4] and on a locally-compact disconnected field in [9]. The theory of
p-adic complex-value distributions was studied in [12,19,21]; the theory of p-adic value
distributions—in [10]. Homogeneous distributions for the p-adic case were introduced
in [9, Chapter II, Section 2] and studied in [9, Chapter II, Section 2], [19,21]. However,
associated homogeneous p-adic distributions were not considered.
We recall that the theory of distributions on p-adic fields was intensively used in the
theory of p-adic strings and p-adic quantum mechanics (see [3,7,15,16,20–22]). In partic-
ular, p-adic homogeneous distributions were used to define quantum amplitudes in various
models of p-adic mathematical physics (in particular, string theory). We also remind that,
besides of the theory of R (or C) valued distributions on the field of p-adic numbers, there
was developed (see [10,11]) the theory of p-adic valued distributions. This theory was also
intensively used in p-adic mathematical physics (see [1,2,10,11]).
It is well known that homogeneous and associated homogeneous distributions from
Schwartz space D′(R) are very important in mathematical physics and in particular, for
the construction of generalized solutions to nonlinear equations (see, for example, [5,6,13,
14,17]). These distributions can be constructed as regularizations of integrals with “weak”
singularities. In the book [8] such distributions were systematically studied.
Taking into account the aforesaid, in this paper we construct and study all p-adic asso-
ciated homogeneous distributions. Thus we extend the results of I.M. Gel’fand, M.I. Graev
and I.I. Piatetskii-Shapiro [9, Chapter II, Section 2] and V.S. Vladimirov, I.V. Volovich and
E.I. Zelenov [21, VIII]. We prove Theorems 3.1 and 4.1 which give a description of all
associated homogeneous distributions and their Fourier transform, respectively. According
to Lemma 3.3 associated homogeneous distributions of different degrees and orders are
linear independent. We also show (Lemma 3.4) that all associated homogeneous distrib-
utions of degree πα(x) are periodic in variable α with the period T = 2πilnp . We plan to
consider applications of p-adic associated homogeneous distributions in a separate physi-
cal paper.
The notion of associated homogeneous distribution for D′(R) was introduced in [8,
Chapter I, Section 4.1] by the following definition: for any m, the distribution fm ∈D′(R)
is called an associated homogeneous distribution of order m and of degree λ if for any
a > 0 and for any ϕ ∈D(R) we have〈
fm,ϕ(x/a)
〉= aλ+1〈fm,ϕ〉 + aλ+1 lna〈fm−1, ϕ〉, (1.1)
where fm−1 is an associated homogeneous distribution of order m − 1 and of degree λ,
m = 1,2,3, . . . . In [18, Chapter X, Section 8] the definition of an associated homogeneous
distribution was introduced by an analog of relation (1.1), where in the right-hand side of
(1.1) there is lnm a instead of lna. These definitions were introduced by analogy with the
definition of associated eigenvectors.
In [8, Chapter I, Section 4.2], [18, Chapter X, Section 8] it is stated that xλ± lnm x±,
λ = −1,−2, . . . , is an associated homogeneous distribution of degree λ and order m, and
P
(
x−n± lnm−1 x±
)
is an associated homogeneous distribution of degree −n and order m.
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of the above definition if m = 2,3, . . . . For example, ln2(ax±) = ln2 x± + 2 lna lnx± +
ln2 a. It is impossible “to preserve” this definition even if we suppose that a distribution
fm−1 may depend on the variable a.
In view of the above remark in this paper we introduce the notion of an associated ho-
mogeneous p-adic distribution by Definition 3.2. Note, that one can prove that xλ± lnm x±,
P(x−n± lnm−1 x±) are associated homogeneous distributions in the sense of Definition 3.2,
adapted to the case R (instead of the p-adic field).
1.2. The Bruhat–Schwartz distributions (generalized functions)
We denote by N, Z, C the sets of positive integers, integers, complex numbers, respec-
tively, and set N0 = 0 ∪ N.
The field Qp of p-adic numbers is defined as the completion of the field of rational
numbers Q with respect to the non-Archimedean p-adic norm | · |p . The multiplicative
group of Qp will be denoted by Q∗p = Qp \ {0}.
Denote by Bγ (a) the disc of radius pγ with the center at a point a ∈ Qp and by Sγ (a)
its boundary (circle):
Bγ (a) =
{
x: |x − a|p  pγ
}
,
Sγ (a) =
{
x: |x − a|p = pγ
}= Bγ (a) \Bγ−1(a), γ ∈ Z.
For a = 0 we set Bγ (0) = Bγ and Sγ (0) = Sγ .
It is known that for Qp there exists the Haar measure, i.e. a positive measure dx which
is invariant with respect to shifts, d(x + a) = dx, and normalized by the equality∫
|ξ |p1
dx = 1. (1.2)
Here and in what follows
∫ ·dx denotes an improper integral ∫
Qp
·dx.
The following relations hold ([9, Chapter II, Section 2.2], [21, IV]):
∫
BN
f (x) dx =
N∑
γ=−∞
∫
Sγ
f (x) dx,
∫
Sγ
f (x) dx =
∫
Bγ
f (x) dx −
∫
Bγ−1
f (x)dx,
∫
Bγ
dx = pγ ,
∫
Sγ
dx = pγ
(
1 − 1
p
)
, γ ∈ Z. (1.3)
If a function f is integrable on Qp it is known [21, IV] that∫
Q
f (x)dx =
∫
Q
f
(
1
ξ
)
1
|ξ |2p
dξ. (1.4)p p
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functions on Qp and locally-constant C-value functions with compact support (so-called
test functions), respectively.
Let ϕ ∈D. Then by [21, VI.1, Lemma 1] there exists l ∈ Z, such that
ϕ(x + x′) = ϕ(x), x′ ∈ Bl, x ∈ Qp.
The largest number l = l(ϕ) is called the parameter of constancy of a function ϕ.
Let us denote by DlN = DlN (Qp) the set of test functions from D with supports in the
disc BN and with parameters of constancy  l. The following embedding is true: DlN ⊂
Dl′
N ′ , N N ′, l  l′.
One can prove [21, VI, (2.2)] that every function ϕ(x) from DlN is represented in the
form
ϕ(x) =
pN−l∑
ν=1
ϕ(aν)l(x − aν), x ∈ Qp, (1.5)
for some aν ∈ BN , which do not depend on ϕ(x) and such that the discs Bl(aν), ν =
1,2, . . . , pN−l , are disjoint and cover the disc BN . Here l(x − aν) is the characteristic
function of the disc Bl(aν).
Convergence in D is defined in the following way: ϕk → 0, k → ∞ in D iff:
(i) ϕk ∈DlN where N and l do not depend on k;
(ii) ϕk
x∈Qp⇒ 0, k → ∞, where ⇒ denotes uniform convergence.
Thus,
D = lim
N→∞ indDN, DN = liml→−∞ indD
l
N .
A distribution (generalized function) (n = 1) is defined as a linear functional f : D 
ϕ → 〈f,ϕ〉. We denote byD′ =D′(Qp) the set of all linear functionals onD and introduce
convergence in D′ as weak convergence of functionals. From [21, VI.3] it follows that D′
is the set of linear continuous functionals on D.
2. Homogeneous distributions
It is well known [21, III.2] that all multiplicative characters π of the field Qp can be
represented as
π(x)
def= πα(x) = |x|α−1p π1(x), x ∈ Qp, (2.6)
where π(p) = p1−α and π1 is normed multiplicative characters such that
π1(x) = π1
(|x|px), π1(p) = π1(1) = 1, ∣∣π1(x)∣∣= 1. (2.7)
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Sγ
π(x) dx = 0, γ ∈ Z. (2.8)
Here we give the definition of a homogeneous distribution ([9, Chapter II, Section 2.3],
[21, VIII.1]).
Definition 2.1. Let πα(x) be a multiplicative character of the field Qp . A distribution
f ∈ D′ is called homogeneous of degree πα(x) if for all ϕ ∈ D and t ∈ Q∗p we have the
relation〈
f,ϕ(x/t)
〉= π(t)|t |p〈f,ϕ〉,
i.e.
f (tx) = π(t)f (x), t ∈ Q∗p.
For every multiplicative character πα(x) = |x|α−1p π1(x), x = 0, such that πα(x) =
π0(x) = |x|−1p we define a homogeneous distribution πα ∈D′ of degree πα(x) by the ana-
lytical continuation
〈πα,ϕ〉 =
∫
B0
|x|α−1p π1(x)
(
ϕ(x)− ϕ(0))dx + ∫
Qp\B0
|x|α−1p π1(x)ϕ(x) dx
+ ϕ(0)
∫
B0
|x|α−1p π1(x) dx, (2.9)
for all ϕ ∈D. In view of the relations [21, IV, (2.5), (1.3)], (2.8), for Reα > 0 we have
I0(α) =
∫
B0
|x|α−1p π1(x) dx =
{
0, π1(x) ≡ 1,
1−p−1
1−p−α , π1(x) ≡ 1.
(2.10)
For the other α = αj = 2πilnp j , j ∈ Z, we define I0(α) by means of analytic continuation.
One proves that I0(α) = Γp(α) + pα−1, where
Γp(α)
def= Γp
(|x|α−1p )=
∫
|x|α−1p χp(x) dx
is the Γ -function [21, VIII, (2.17)], χp(x) is an additive character of the field Qp .
Thus, the distribution πα is entire if π1(x) ≡ 1 and for π1(x) ≡ 1 it is holomorphic
everywhere except at the points αj , j ∈ Z.
The following theorem gives a description of all homogeneous distributions.
Theorem 2.1 ([9, Chapter II, Section 2.3], [21, VIII.1]). Every homogeneous distribution
f ∈D′ of degree πα(x) = |x|α−1p π1(x) is of the form:
(a) Cπα if either π1(x) ≡ 1 or α = 0;
(b) Cδ if π1(x) = 1 and α = 0, where C is a constant.
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3.1. According to [8, Chapter I, Sections 3.11, 4] we introduce a definition of the
associated homogeneous p-adic distribution of degree π(x) and order 1.
Definition 3.1. A distribution f ∈D′ is said to be associated homogeneous of degree πα(x)
and order 1 if for all ϕ(x) ∈D and t ∈ Q∗p we have the relation〈
f,ϕ(x/t)
〉= πα(t)|t |p〈f,ϕ〉 + πα(t)|t |p logp |t |p〈f0, ϕ〉,
where f0 is a homogeneous distribution of degree πα(x), i.e.
f (tx) = πα(t)f (x)+ πα(t) logp |t |pf0(x), t ∈ Q∗p.
Associated distributions of zero order coincide with homogeneous distributions.
In view of the above arguments in Section 1, we introduce the notion of an associated
homogeneous distribution by the following definition.
Definition 3.2. A distribution f ∈D′ is said to be associated homogeneous of degree πα(x)
and order m, m = 1,2,3, . . . , if for all ϕ ∈D and t ∈ Q∗p we have the relation
〈
f,ϕ(x/t)
〉= πα(t)|t |p〈f,ϕ〉 + m∑
j=1
πα(t)|t |p logjp |t |p〈fm−j , ϕ〉,
where fm−j is an associated homogeneous distribution of degree πα(x) and order m − j ,
j = 1,2, . . . ,m, i.e.
f (tx) = πα(t)f (x)+
m∑
j=1
πα(t) logjp |t |pfm−j (x), t ∈ Q∗p.
Remark 3.1. Let f be an associated homogeneous distribution of degree πα(x) and or-
der m, let g be an associated homogeneous distribution of degree πα(x) and order k < m.
It is easy to see that f + g is an associated homogeneous distribution of degree πα(x) and
order m.
3.2. For every multiplicative character πα(x) = |x|α−1p π1(x), x = 0, such that πα(x) =
π0(x) = |x|−1p and for every m ∈ N we define the distribution πα(x) logmp |x|p ∈D′ by the
analytical continuation〈
πα(x) logmp |x|p,ϕ(x)
〉= ∫
B0
|x|α−1p π1(x) logmp |x|p
(
ϕ(x)− ϕ(0))dx
+
∫
Qp\B0
|x|α−1p π1(x) logmp |x|pϕ(x)dx
+ ϕ(0)
∫
|x|α−1p π1(x) logmp |x|p dx, (3.11)
B0
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I0(α;m) =
∫
B0
|x|α−1p π1(x) logmp |x|p dx =
0∑
γ=−∞
γmpγ (α−1)
∫
Sγ
π1(x) dx
=
{0, π1(x) ≡ 1,
logmp e(1 − p−1) d
m
dαm
( 11−p−α ), π1(x) ≡ 1, (3.12)
and for all α = αj = 2πilnp j , j ∈ Z, we define I0(α;m) by means of analytic continuation,
I0(α;0) = I0(α). Note that relation (3.11) can be obtained explicitly by differentiation of
(2.9) with respect to α.
For Reα < 0 let us calculate the following integral:
∫
Qp\B0
|x|α−1p logmp |x|p dx =
∞∑
γ=1
γmpγ (α−1)
∫
Sγ
dx = (1 − p−1)
∞∑
γ=1
γmpγα
= − logmp e(1 − p−1)
dm
dαm
(
1
1 − p−α
)
. (3.13)
For Reα  0, α = αj = 2πilnp j , j ∈ Z, we define (3.13) by means of analytic continuation.
Hence comparing (3.13) with (3.12), as πα(x) logmp |x|p ≡ |x|α−1p logmp |x|p we can rewrite
(3.11), (3.12) in the following form:
〈
πα(x) logmp |x|p,ϕ(x)
〉= ∫
Qp
|x|α−1p logmp |x|p
(
ϕ(x)− ϕ(0))dx. (3.14)
Remark 3.2. We shall call the distribution |x|α−1p logmp |x|p , associated homogeneous of
degree α − 1 and order m, since
|tx|α−1p logmp |tx|p = |t |α−1p |x|α−1p logmp |x|p +
m∑
j=1
|t |α−1p logjp |t |pfm−j (x),
t ∈ Q∗p,
where fm−j (x) = Cjm|x|α−1p logm−jp |x|p , Cjm are the binomial coefficients, α = αj =
2πi
lnp j , j ∈ Z.
For the multiplicative character π0(x) = |x|−1p , x = 0, we define the distribution (the
principal value of the function |x|−1p ) P( 1|x|p ) ∈D′ by the formula [21, VIII, (1.10)]:〈
P
(
1
|x|p
)
, ϕ
〉
=
∫
B0
|x|−1p
(
ϕ(x)− ϕ(0))dx + ∫
Qp\B0
|x|−1p ϕ(x)dx,
ϕ(x) ∈D. (3.15)
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m
p |x|p
|x|p ) ∈ D′ by analogy with for-
mula (3.15):〈
P
( logmp |x|p
|x|p
)
, ϕ
〉
=
∫
B0
logmp |x|p
|x|p
(
ϕ(x) − ϕ(0))dx + ∫
Qp\B0
logmp |x|p
|x|p ϕ(x)dx,
ϕ(x) ∈D. (3.16)
Below we will need the well-known relation
Ss(γ0) =
γ0∑
γ=1
γ s = 1
s + 1
s∑
r=0
Crs+1Brγ
s+1−r
0 + γ s0
= 1
s + 1
(
γ s+10 − C1s+1B1γ s0 + C2s+1B2γ s−10 + · · · +Css+1Bsγ0
)
,
γ0  1, (3.17)
where r = 0,1, . . . , s, s = 0,1,2, . . . , and the Bernoulli numbers Bγ are defined by the
following recurrence relation:
B0 = 1,
γ−1∑
r=0
Crγ Br = 0. (3.18)
In particular, B1 = − 12 , B2j−1 = 0, j = 2,3, . . . , B2 = 16 , B4 = − 130 . By Ss(γ0) we de-
note the right-hand side of (3.17). One can consider the right-hand side of Ss(γ0) as a
polynomial with respect to γ0.
Lemma 3.1. For γ0 −1, s = 0,1,2, . . . ,
0∑
γ=γ0+1
γ s = −Ss(γ0).
Proof. To prove the lemma we rewrite the latter sum by using relation (3.17) as
0∑
γ=γ0+1
γ s = (−1)s
−γ0−1∑
γ=1
γ s
= − 1
s + 1
(
(γ0 + 1)s+1 − (−1)C1s+1B1(γ0 + 1)s
+C2s+1B2(γ0 + 1)s−1 + · · · + (−1)sCss+1Bs(γ0 + 1)
)
. (3.19)
Using (3.18), it is easy to see that the coefficients of γ s+10 , γ s0 , γ s−10 in the last sum are
equal to:
γ s+10 : 1,
γ s0 : C
1
s+1 + C1s+1B1 = −C1s+1B1,
γ s−1: C2 + C1 B1C1s +C2 B2 = C2 B2.0 s+1 s+1 s+1 s+1
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coefficient of γ s−j0 :
γ
s−j
0 : C
s−j
s+1 +C1s+1B1Cs−js +C2s+1B2Cs−js−1 −C3s+1B3Cs−js−2
+ · · · + (−1)jCjs+1BjCs+1−js−j + (−1)j+1Cj+1s+1 Bj+1
= Cj+1s+1
j∑
r=0
Crj+1Br + Cj+1s+1 Bj+1 = Cj+1s+1 Bj+1,
j = 2,3, . . . , s − 1. The coefficient of γ 00 is equal to
γ 00 :
s∑
r=0
Crs+1Br = 0.
The lemma is thus proved. 
Lemma 3.2. πα(x) logmp |x|p , where either π1(x) ≡ 1 or α = 0 and P(|x|−1p logm−1p |x|p)
are associated homogeneous distributions of degree πα(x) = |x|α−1p π1(x) and order
m ∈ N.
Proof. 1. For all ϕ ∈D, t ∈ Q∗p we have:
(a) If |t |p < 1 then〈
P
(
1
|x|p
)
, ϕ(x/t)
〉
=
∫
B0
|x|−1p
(
ϕ(x/t) − ϕ(0))dx + ∫
Qp\B0
|x|−1p ϕ(x/t) dx
=
∫
|ξ |p|t |−1p
|ξ |−1p
(
ϕ(ξ)− ϕ(0))dξ + ∫
|ξ |p>|t |−1p
|ξ |−1p ϕ(ξ) dξ
=
〈
P
(
1
|x|p
)
, ϕ(x)
〉
− ϕ(0)
∫
p|ξ |p|t |−1p
|ξ |−1p dξ, (3.20)
where (see (1.3))∫
p|ξ |p|t |−1p
|ξ |−1p dξ =
γ0∑
γ=1
∫
Sγ
|ξ |−1p dξ = (1 − p−1)
γ0∑
γ=1
1 = (1 − p−1)γ0, (3.21)
and
γ0∑
γ=1
1 = S0(γ0) = γ 0, |t |p = p−γ0 , γ0 = − logp |t |p  1.
(b) If |t |p = 1 then〈
P
(
1
)
, ϕ(x/t)
〉
=
〈
P
(
1
)
, ϕ(x)
〉
.|x|p |x|p
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P
(
1
|x|p
)
, ϕ(x/t)
〉
=
∫
|ξ |p|t |−1p
|ξ |−1p
(
ϕ(ξ)− ϕ(0))dξ + ∫
|ξ |p>|t |−1p
|ξ |−1p ϕ(ξ) dξ
=
〈
P
(
1
|x|p
)
, ϕ(x)
〉
+ ϕ(0)
∫
|t |−1p <|ξ |p1
|ξ |−1p dξ, (3.22)
where (see (1.3))∫
|t |−1p <|ξ |p1
|ξ |−1p dξ =
0∑
γ=γ0+1
∫
Sγ
|ξ |−1p dξ = (1 − p−1)
0∑
γ=γ0+1
1
= −(1 − p−1)γ0, (3.23)
and
0∑
γ=γ0+1
1 = −γ 0 = −S0(γ0), |t |p = p−γ0, γ0 = − logp |t |p −1.
Thus, using (3.20)–(3.23) we obtain〈
P
(
1
|x|p
)
, ϕ(x/t)
〉
= |t |p|t |−1p
〈
P
(
1
|x|p
)
, ϕ(x)
〉
+ |t |p|t |−1p logp |t |p(1 − p−1)
〈
δ(x),ϕ(x)
〉
, (3.24)
i.e. for all t ∈ Q∗p
P
(
1
|tx|p
)
= |t |−1p P
(
1
|x|p
)
+ |t |−1p logp |t |p(1 − p−1)δ(x).
So we have obtained the desired result: in the sense of Definition 3.1 P( 1|x|p ) is an associ-
ated homogeneous distribution of degree |x|−1p and order 1.
2. For all ϕ ∈D, t ∈ Q∗p , m = 1, from (3.16) we have:
(a) If |t |p < 1 then〈
P
( logp |x|p
|x|p
)
, ϕ(x/t)
〉
=
∫
B0
logp |x|p
|x|p
(
ϕ(x/t)− ϕ(0))dx + ∫
Qp\B0
logp |x|p
|x|p ϕ(x/t) dx
=
∫
|ξ |p|t |−1p
logp |tξ |p
|ξ |p
(
ϕ(ξ)− ϕ(0))dξ + ∫
|ξ |p>|t |−1p
logp |tξ |p
|ξ |p ϕ(ξ) dξ
=
〈
P
( logp |ξ |p)
, ϕ(ξ)
〉
+ logp |t |p
〈
P
(
1
)
, ϕ(ξ)
〉
|ξ |p |ξ |p
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{ ∫
p|ξ |p|t |−1p
logp |ξ |p
|ξ |p dξ + logp |t |p
∫
p|ξ |p|t |−1p
1
|ξ |p dξ
}
, (3.25)
where ∫
p|ξ |p|t |−1p
logp |ξ |p
|ξ |p dξ =
γ0∑
γ=1
∫
Sγ
logp |ξ |p
|ξ |p dξ = (1 − p
−1)S1(γ0)
= (1 − p−1)γ0(γ0 + 1)
2
, (3.26)
and
S1(γ0) =
γ0∑
γ=1
γ = γ0(γ0 + 1)
2
, |t |p = p−γ0, γ0 = − logp |t |p  1.
(b) If |t |p = 1 then〈
P
( logp |x|p
|x|p
)
, ϕ(x/t)
〉
=
〈
P
( logp |x|p
|x|p
)
, ϕ(x)
〉
.
(c) If |t |p > 1 then〈
P
( logp |x|p
|x|p
)
, ϕ(x/t)
〉
=
〈
P
( logp |ξ |p
|ξ |p
)
, ϕ(ξ)
〉
+ logp |t |p
〈
P
(
1
|ξ |p
)
, ϕ(ξ)
〉
+ ϕ(0)
{ ∫
|t |−1p <|ξ |p1
logp |ξ |p
|ξ |p dξ + logp |t |p
∫
|t |−1p <|ξ |p1
1
|ξ |p dξ
}
, (3.27)
where ∫
|t |−1p <|ξ |p1
logp |ξ |p
|ξ |p dξ =
0∑
γ=γ0+1
∫
Sγ
logp |ξ |p
|ξ |p dξ = (1 − p
−1)
0∑
γ=γ0+1
γ
= −(1 − p−1)γ0(γ0 + 1)
2
, (3.28)
and
0∑
γ=γ0+1
γ = −S1(γ0), |t |p = p−γ0, γ0 = − logp |t |p −1.
Using (3.24)–(3.28) we obtain for all t ∈ Q∗p〈
P
( logp |x|p
|x|p
)
, ϕ(x/t)
〉
=
〈
P
( logp |ξ |p
|ξ |p
)
, ϕ(ξ)
〉
+ logp |t |p
〈
P
(
1
|ξ |p
)
, ϕ(ξ)
〉
+ log2p |t |p
1
(1 − p−1)〈δ(x),ϕ(x)〉+ logp |t |p 1 (1 − p−1)〈δ(x),ϕ(x)〉. (3.29)2 2
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of degree |x|−1p and order 1, δ(x) is a homogeneous distribution of degree |x|−1p . Thus,
P
( logp |x|p
|x|p
)
is an associated homogeneous distribution of degree |x|−1p and order 2.
3. For m ∈ N, all ϕ(x) ∈D, t ∈ Q∗p from (3.16) we have:
(a) If |t |p < 1 then
〈
P
( logmp |x|p
|x|p
)
, ϕ(x/t)
〉
=
∫
B0
logmp |x|p
|x|p
(
ϕ(x/t)− ϕ(0))dx + ∫
Qp\B0
logmp |x|p
|x|p ϕ(x/t) dx
=
∫
|ξ |p|t |−1p
logmp |tξ |p
|ξ |p
(
ϕ(ξ)− ϕ(0))dξ + ∫
|ξ |p>|t |−1p
logmp |tξ |p
|ξ |p ϕ(ξ) dξ
=
m∑
j=0
C
j
m logjp |t |p
{〈
P
( logm−jp |ξ |p
|ξ |p
)
, ϕ(ξ)
〉
− ϕ(0)
∫
p|ξ |p|t |−1p
logm−jp |ξ |p
|ξ |p dξ
}
. (3.30)
Here |t |p = p−γ0 , γ0 = − logp |t |p  1, and (see (1.3))
∫
p|ξ |p|t |−1p
logm−jp |ξ |p
|ξ |p dξ =
γ0∑
γ=1
∫
Sγ
logm−jp |ξ |p
|ξ |p dξ = (1 − p
−1)
γ0∑
γ=1
γm−j ,
γ0∑
γ=1
γm−j = Sm−j (γ0), j = 0,1, . . . ,m. (3.31)
(b) If |t |p = 1 then〈
P
( logmp |x|p
|x|p
)
, ϕ(x/t)
〉
=
〈
P
( logmp |x|p
|x|p
)
, ϕ(x)
〉
.
(c) If |t |p > 1 then
〈
P
( logmp |x|p
|x|p
)
, ϕ(x/t)
〉
=
∫
|ξ | |t |−1
logmp |tξ |p
|ξ |p
(
ϕ(ξ)− ϕ(0))dξ + ∫
|ξ | >|t |−1
logmp |tξ |p
|ξ |p ϕ(ξ) dξp p p p
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m∑
j=0
C
j
m logjp |t |p
{〈
P
( logm−jp |ξ |p
|ξ |p
)
, ϕ(ξ)
〉
+ ϕ(0)
∫
|t |−1p <|ξ |p1
logm−jp |ξ |p
|ξ |p dξ
}
. (3.32)
Here |t |p = p−γ0 , γ0 = − logp |t |p −1, and (see (1.3))
∫
|t |−1p <|ξ |p1
logm−jp |ξ |p
|ξ |p dξ =
0∑
γ=γ0+1
∫
Sγ
logm−jp |ξ |p
|ξ |p dξ = (1 − p
−1)
0∑
γ=γ0+1
γm−j ,
j = 0,1, . . . ,m. (3.33)
Using (3.17) and taking into account that according to Lemma 3.1
0∑
γ=γ0+1
γm−j = −Sm−j (γ0),
we obtain from (3.30)–(3.33):〈
P
( logmp |x|p
|x|p
)
, ϕ(x/t)
〉
= |t |p|t |−1p
〈
P
( logmp |x|p
|x|p
)
, ϕ(x)
〉
+
m∑
j=1
|t |p|t |−1p logjp |t |p
〈
C
j
mP
( logm−jp |x|p
|x|p
)
, ϕ(x)
〉
+ logm+1p |t |p
1
m+ 1 (1 − p
−1)
〈
δ(x),ϕ(x)
〉+ 〈δ(x),ϕ(x)〉 m∑
j=1
aj logjp |t |p,
for all t ∈ Q∗p , where
am = −(1 − p−1)B1
C1m+1
m+ 1 ,
am+1−j = (1 − p−1)Bj
C
j
m+1
m+ 1 , j = 2,3, . . . ,m. (3.34)
So we have obtained the desired result: for all t ∈ Q∗p
P
( logmp |tx|p
|tx|p
)
= |t |−1p P
( logmp |x|p
|x|p
)
+
m+1∑
j=1
|t |−1p logjp |t |pfm+1−j (x), (3.35)
where
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( logm−jp |x|p
|x|p
)
+ aj δ(x), j = 1,2, . . . ,m,
f0(x) = 1
m+ 1 (1 − p
−1)δ(x). (3.36)
Taking into account Remark 3.1, by induction we can prove that P(|x|−1p logmp |x|p) is
an associated homogeneous distribution of degree |x|−1p and order m + 1 in the sense of
Definition 3.2, m ∈ N.
4. For Reα > 0, m ∈ N and for all ϕ ∈D, t ∈ Q∗p from (3.11) we have
〈
πα(x) logmp |x|p,ϕ(x)
〉= ∫
Qp
|x|α−1p π1(x) logmp |x|pϕ(x)dx
and
〈
πα(x) logmp |x|p,ϕ(x/t)
〉= ∫
Qp
|tξ |α−1p π1(tξ) logmp |tξ |pϕ(ξ) d(tξ)
= πα(t)|t |p
m∑
j=0
C
j
m logjp |t |p
∫
Qp
|ξ |α−1p π1(ξ) logm−jp |ξ |pϕ(ξ) d(ξ)
= πα(t)|t |p
〈
πα(x) logmp |x|,ϕ(x)
〉+ m∑
j=1
πα(t)|t |p logjp |t |p
〈
fm−j (x),ϕ(x)
〉
,
where fm−j (x) = Cjmπα(x) logm−jp |ξ |p , j = 1,2, . . . ,m. Thus, for Reα > 0 by induc-
tion we can prove that πα(x) logmp |x|p is an associated homogeneous distribution of de-
gree πα(x) and order m in the sense of Definition 3.2, m ∈ N. For other α = αj = 2πilnp j ,
j ∈ Z, this statement follows from the principle of analytical continuation. 
Lemma 3.3. If fs(x), s = 1,2, . . . , r , are associated homogeneous distributions of degree
παs (x) = |x|αs−1p π1(x) and order ms , respectively, where all αs or ms are different, and
they satisfy the equation
r∑
s=1
fs(x) = 0
then fs(x) = 0, s = 1,2, . . . , r . Thus, associated homogeneous distributions of different
degrees and orders are linear independent.
Proof. Using (2.7), Definition 3.2, and putting t = p−N , N ∈ Z, for all ϕ ∈D we have
fs(p
−Nx) = pαsNfs(x)+
ms∑
pαsNNjfs,m−j (x),j=1
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ms − j , as,j is a constant, j = 1,2, . . . ,ms . Next, we obtain
r∑
s=1
pαsN
(
fs(x)+
ms∑
j=1
Njfs,ms−j (x)
)
= 0
for all N ∈ Z. Hence fs(x) = 0, s = 1,2, . . . , r . 
The following theorem gives a description of all associated homogeneous distributions.
Theorem 3.1. Every associated homogeneous distribution f ∈ D′ of degree πα(x) =
|x|α−1p π1(x) and order m ∈ N is (up to an associated homogeneous distribution of order
m− 1) of the form:
(a) Cπα(x) logmp |x|p if either π1(x) ≡ 1 or α = 0;
(b) CP(|x|−1p logm−1p |x|p) if π1(x) = 1 and α = 0, where C is a constant.
Proof. (a) Let f ≡ 0 be an associated homogeneous distribution of degree πα(x) and order
m ∈ N, either π1(x) ≡ 1 or α = 0.
It is clear that suppf ≡ {0}. Therefore there exists a function ψ(x) ∈ D, ψ(0) = 0,
such that A0 = 〈f (x),ψ(x)〉 = 0, Aj = 〈fm−j (x),ψ(x)〉 = 0, Bj = 〈πα(ξ) logm−jp |ξ |p,
ψ(ξ)〉 = 0, Bm = 〈πα(ξ),ψ(ξ)〉 = 0, and for which by virtue of Definition 3.2 we have〈
f (x),ψ(x/t)
〉= πα(t)|t |p〈f (x),ψ(x)〉
+
m∑
j=1
πα(t)|t |p logjp |t |p
〈
fm−j (x),ψ(x)
〉
, t ∈ Q∗p,
where fm−j (x) is an associated homogeneous distribution of degree παs (x) and order
m− j , j = 1,2, . . . ,m. Since ψ(0) = 0, here we omit the term which contains δ-function.
Hence for all ϕ ∈D, ϕ(0) = 0 we have∫
Qp
〈
f (x),ψ(x/t)
〉ϕ(t)
|t |p dt = A0
〈
πα(t), ϕ(t)
〉+ m∑
j=1
Aj
〈
πα(t) logjp |t |p,ϕ(t)
〉
. (3.37)
As ψ(0) = 0 and ϕ(0) = 0 so
ψ(x/t)
ϕ(t)
|t |p ∈D(Q
2)
and (3.37) reads〈
f (x),
∫
Qp
ψ(x/t)
ϕ(t)
|t |p dt
〉
= A0
〈
πα(t), ϕ(t)
〉+ m∑
j=1
Aj
〈
πα(t) logjp |t |p,ϕ(t)
〉
.
(3.38)
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ξ
, dt = |x|p|ξ |2p dξ in the inner integral in
the left-hand side of (3.38) and using relation (1.4), we obtain∫
Qp
ψ(ξ)
|ξ |p
〈
f (x),ϕ(x/ξ)
〉
dξ = A0
〈
πα(t), ϕ(t)
〉+ m∑
j=1
Aj
〈
πα(t) logjp |t |p,ϕ(t)
〉
. (3.39)
Here we are taking into account that
ψ(ξ)
|ξ |p ϕ(x/ξ) ∈D(Q
2).
By using Definition 3.2 from (3.39) we have
〈
πα(ξ),ψ(ξ)
〉〈
f (x),ϕ(x)
〉+ m∑
j=1
〈
πα(ξ) logjp |ξ |p,ψ(ξ)
〉〈
fm−j (x),ϕ(x)
〉
= A0
〈
πα(t), ϕ(t)
〉+ m∑
j=1
Aj
〈
πα(t) logjp |t |p,ϕ(t)
〉
,
for all ϕ ∈D, ϕ(0) = 0. The latter relation reads:〈
Bmf (x)− Amπα(x) logmp |x|p
+
m∑
j=1
(
Bm−j fm−j (x)−Am−jπα(x) logm−jp |x|p
)
, ϕ(x)
〉
= 0. (3.40)
From the equality (3.40) it follows: either
Bmf (x) −Amπα(x) logmp |x|p
+
m∑
j=1
(
Bm−j fm−j (x)−Am−jπα(x) logm−jp |x|p
)= 0 (3.41)
or
Bmf (x) −Amπα(x) logmp |x|p
+
m∑
j=1
(
Bm−j fm−j (x)−Am−jπα(x) logm−jp |x|p
)= Cδ(x) (3.42)
for a constant C. Since either π1(x) ≡ 1 or α = 0, by Lemma 3.3 and Theorem 2.1 rela-
tion (3.42) holds only for C = 0. Thus, we have relation (3.41). Consequently, applying
Lemma 3.3 to relation (3.41), we obtain the proof of the theorem:
f (x) = Am
Bm
πα(x) logmp |x|p,
fm−j (x) = Am−j πα(x) logm−jp |x|p, j = 1,2, . . . ,m.
Bm−j
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previous arguments we obtain the following relation:
Bmf (x) −AmP
( logm−1p |ξ |p
|ξ |p
)
+
m−1∑
j=1
(
Bm−j fm−j (x)−Am−jP
( logm−1−jp |ξ |p
|ξ |p
))
= Cδ(x), (3.43)
where
A1 =
〈
f (x),ψ(x)
〉 = 0, Aj+1 = 〈fm−j (x),ψ(x)〉 = 0,
Bj =
〈
P
( logm−jp |ξ |p
|ξ |p
)
,ψ(ξ)
〉
= 0, Bm =
〈
P
(
1
|ξ |p
)
,ψ(ξ)
〉
= 0,
j = 1,2, . . . ,m− 1,
and C is a constant. Applying Lemma 3.3 to relation (3.43), we obtain
f (x) = Am
Bm
P
( logm−1p |ξ |p
|ξ |p
)
,
fm−j (x) = Am−j
Bm−j
P
( logm−1−jp |ξ |p
|ξ |p
)
, j = 1,2, . . . ,m− 1.
The theorem is thus proved. 
Lemma 3.4. An associated homogeneous distribution of degree πα(x) and order m is
periodic in the variable α with the period T = α1 = 2πilnp , i.e. if either π1(x) ≡ 1 or α = 0
then
πα+T (x) logmp |x|p = πα(x) logmp |x|p;
if π1(x) = 1 and α = 0 then
P
( logmp |x|p
|x|1+Tp
)
= P
( logmp |x|p
|x|1p
)
, m ∈ N0.
Proof. The integrals in (3.11), (3.16) can be rewritten as∫
B0
|x|α−1p π1(x) logmp |x|p
(
ϕ(x)− ϕ(0))dx
=
0∑
γ=−∞
pγ (α−1)γ m
∫
Sγ
π1(x)
(
ϕ(x)− ϕ(0))dx,
∫
Q \B
|x|α−1p π1(x) logmp |x|pϕ(x)dx =
∞∑
γ=1
pγ (α−1)γ m
∫
S
π1(x)ϕ(x) dx.p 0 γ
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relation are periodic in the variable α with the period T = α1 = 2πilnp . The integral I0(α;m)(3.12) is also periodic.
Thus, according to Theorem 3.1 the lemma is thus proved. 
4. The Fourier transform of an associated homogeneous distribution
4.1. The Fourier transform F [f ] of a distribution f ∈D′(Qp) is defined by the relation〈
F [f ], ϕ〉= 〈f,F [ϕ]〉 (4.44)
for all ϕ(x) ∈D, where
F [ϕ](ξ) =
∫
χp(ξx)ϕ(x) dx, ξ ∈ Qp,
and the function
χp(ξx) = e2πi{ξx}p
for every fixed ξ ∈ Qp is an additive character of the field Qp , {ξx}p is the fractional part
of a number ξx ([9, Chapter II, Section 2.5], [21, VII.2, 3]).
The following relation holds [21, VII, (3.3)]:
F
[
f (ax + b)](ξ) = |a|−1p χp
(
−b
a
ξ
)
F
[
f (x)
]
(ξ/a), f ∈D′, a = 0. (4.45)
Theorem 4.1 ([9, Chapter II, Section 2.5], [21, VII.2]). The Fourier transform of a homo-
geneous distribution f ∈D′ of degree πα(x) = |x|α−1p π1(x) is a homogeneous distribution
F [f ] of degree π−1α (x)|x|−1p = |x|−αp π−11 (x).
Theorem 4.2. The Fourier transform of an associated homogeneous distribution f ∈ D′
of degree πα(x) = |x|α−1p π1(x) and order m is an associated homogeneous distribution
F [f ] of degree π−1α (x)|x|−1p = |x|−αp π−11 (x) and order m, m ∈ N.
Proof. 1. If m = 1 by using (4.45) and Definition 3.1 for all t ∈ Q∗p one obtains:
F
[
f (x)
]
(tξ) = |t |−1p F
[
f (x/t)
]
(ξ)
= |t |−1p πα(1/t)F
[
f (x)
]
(ξ)+ |t |−1p πα(1/t) logp |1/t |pF
[
f0(x)
]
(ξ)
= |t |−αp π−11 (t)F
[
f (x)
]
(ξ)− |t |−αp π−11 (t) logp |t |pF
[
f0(x)
]
(ξ),
where f0 is a homogeneous distribution of degree πα(x) and according to Theorem 4.1,
F [f0(x)](ξ) = C0|ξ |−αp π−11 (ξ) is a homogeneous distribution of degree |ξ |−αp π−11 (ξ),
where C0 is a constant.
Thus, for t ∈ Q∗p
F
[
f (x)
]
(tξ) = |t |−αp π−1(t)F
[
f (x)
]
(ξ)− |t |−αp π−1(t) logp |t |pC0|ξ |−αp π−1(ξ),1 1 1
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degree |ξ |−αp π−11 (ξ) and order 1.
2. Let f be an associated homogeneous distribution of degree πα(x) and order m, m =
2,3, . . . . By using (4.45) and Definition 3.2 for all t ∈ Q∗p we have
F
[
f (x)
]
(tξ) = |t |−1p F
[
f (x/t)
]
(ξ)
= |t |−1p πα(1/t)F
[
f (x)
]
(ξ)+
m∑
j=1
|t |−1p πα(1/t) logjp |1/t |pF
[
fm−j (x)
]
(ξ)
= |t |−αp π−11 (t)F
[
f (x)
]
(ξ)+
m∑
j=1
|t |−αp π−11 (t) logjp |t |p(−1)jF
[
fm−j (x)
]
(ξ),
where fm−j (x) is an associated homogeneous distribution of degree πα(x) and order
m− j , j = 1,2, . . . ,m.
According to Theorem 4.1, F [f0(x)](ξ) = C0|ξ |−αp π−11 (ξ) is a homogeneous distrib-
ution of degree |ξ |−αp π−11 (ξ), where C0 is a constant. Next, by induction one can prove
that F [f (x)](ξ) is an associated homogeneous distribution of degree |ξ |−αp π−11 (ξ) and
order m.
Applying the Fourier-transform to the distributions (3.11), (3.16) and taking into ac-
count Theorem 3.1 and Remark 3.1, we can obtain this assertion directly.
Thus, the theorem is proved. 
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