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Abstract
This talk presents a detailed study of the final state with the Z boson decaying
into two leptons, produced in the CMS detector at the LHC. In order to tag
this topology, sophisticated b jet tagging algorithms have been used, and the
calibration of one of them, the Jet Probability (JP) tagger, is exposed. A study
of the tagger degradation at high energy has been done and led to a small gain
of performance. This investigation is followed by the search for the associated
production of the standard model (SM) Higgs boson with a Z boson and decaying
into two b quarks (ZH), using the Matrix Element Method (MEM) and two b-
taggers: JP and Combined Secondary Vertex (CSV). The MEM is an advanced
tool that produces an event-by-event discriminating variable, called weight. To
apply it, several sets of transfer function have been produced. The final results
give an observed limit on the ZH production cross section times the H → bb
branching ratio of 5.46 when using the CSV tagger and 4.89 when...
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Tant que la science progressera, tant que les mathématiques continueront à découvrir
des mondes incroyables où deux fois deux n’auraient jamais l’idée d’égaler quatre,
de nouvelles idées surgiront chez ceux qui laissent leur esprit vagabonder, passeport
à la main, aux frontières du Possible.
—Arthur C. Clarke, Odyssées
Où vais-je ? Je ne sais. Mais je me sens poussé
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Introduction
Since the very first collisions started to occur at the LHC, the main goal of the CERN
has remained the same: to test the validity of the Standard Model. This theory, elab-
orated in the 60’s, has been very successful so far, with related discoveries that have
continuously confirmed the theoretical predictions. On July the 4th, 2012, the last
missing piece of the Standard Model was discovered: the Higgs boson. But, despite
this big success, several questions remain opened: why are the fermions divided in
three generations? Why is there more matter than anti-matter in the Universe? What
is the origin of the Dark Matter? Is there a deepest understanding of the Higgs interac-
tions than the one given by the Brout, Englert and Higgs mechanism? Those questions
suggest that the Standard Model is only a specific case, belonging to a more extended
theory. In this context, it is necessary to accurately measure the free parameters of
the Standard Model to look for hints pointing towards a even more general theory.
In particular, the coupling between the Higgs boson and the fermions, which has not
been experimental proven yet, is of main interest.
This thesis focuses on testing the Standard Model by studying various properties of
events recorded by the CMS detector at a center-of-mass energy of 8 TeV, presenting a
final state with two leptons, two b jets and no transverse missing energy. This topology
(named llbb in the following) can be induced by several processes and experimental
signatures that should be carefully handled, such as the b jets. To identify these jets,
sophisticated algorithms are needed. One of them, called “Jet Probability”, had to
be calibrated during the data taking periods and constituted an important part of the
present work. In particular, a new framework needed to be developed and was a key
tool for the study of Jet Probability at high pT .
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An important work has been dedicated to the understanding of the llbb topology with
an additional restriction that both leptons come from a Z boson. In this context, a
detailed study of the production of a Higgs boson in association with a Z boson,
which decays in two leptons, while the Higgs decays into a pair of b quarks, has been
performed. A first analysis has been designed, using the Matrix Element Method
and the brand new 2012 reprocessed data. The Jet Probability tagger was chosen for
b-tagging, in order to compare its performance with the mostly used tagger, the Com-
bined Secondary Vertex. This analysis also paved the way to the development of a
model-independent search of signatures beyond the Standard Model using the same
final state.
In the first chapter, a brief description of the theoretical model of fundamental inter-
actions between elementary particles and aspects of particle physics are presented,
leading to a discussion on the Brout-Englert-Higgs mechanism, and the recent ob-
servation of the Higgs particle. The Matrix Element Method, used in the analyses
described in this thesis, is also introduced in this chapter. The experimental context is
exposed in the second chapter, with a presentation of the LHC and the CMS detector.
General particle reconstruction and identification is described together with the parti-
cle flow algorithm, leading to the elaboration of one of the key ingredient required by
the Matrix Element Method, namely the transfer functions. These functions allow to
reconstruct the partons kinematics including all theoretical and experimental effects.
In the third chapter, a detailed review the different algorithms available in CMS for the
identification of b jets is developed, with a focus on the Jet Probability tagger. The cal-
ibration of this algorithm is explained as well as the study that has been done in order
to improve its efficiency at high energy. The main analysis of this thesis is presented
in the fourth chapter: the search for the Higgs boson decaying into two b quarks,
produced in association with a Z boson. This search is performed using the Matrix
Element Method and two different algorithms for the b jets identification, in order to
compare their performance. Finally, the last chapter presents a model-independent
search of signatures beyond the Standard Model, where its sensitivity is evaluated by
using this approach for the Higgs search and by injecting a hypothetical signal based
on a two Higgs doublet model.
Chapter 1
Theoretical background
1.1 The Standard Model
1.1.1 The components
The Standard Model (SM) [1][2][3] is a Yang and Mills theory that was created in the
60’s. Based on quantum field theory, it describes the most elementary constituents of
matter, represented by quantum fields, and their interactions, resulting from the gauge
invariance of the SU(2) × SU(3) × U(1) group. Adding the Brout-Englert-Higgs
mechanism led to the creation of the electro-weak theory in 1967.
The SM predicts the existence of 61 particles and anti-particles. These particles are
divided into two families: the fermions, of spin 12 , and the bosons, with an integer
spin. Fermions obey a Fermi-Dirac statistical rule and Pauli exclusion principle: iden-
tical fermions cannot occupy the same place at the same time (they can not have the
same quantum numbers). Bosons, in contrast, may be described by the same quantum
numbers as they follow the statistical rules of Bose-Einstein.
The fermions compose the matter and are divided into three generations. The first one
includes the electron (e−), the first discovered fermion, revolving around the atom nu-
cleus. The muon (µ−) and the tau (τ−) are replica of the electron, with higher masses.
For each one of these three leptons, a neutrino is associated. Inside the atom nucleus
are quarks, also distributed into three families: up (u) and down (d), charm (c) and
19
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Particle Mass Electric charge
Electron (e−) 0,511 MeV -1
Electronic neutrino (νe) < 2,2 eV 0
Up (u) 1,7 - 3,3 MeV 2/3
Down (d) 4,1 - 5,8 MeV -1/3
Muon (µ−) 105,7 MeV -1
Muonic neutrino (νµ) < 0,19 MeV 0
Charm (c) 1270 MeV 2/3
Strange (d) 101 MeV -1/3
Tau (τ−) 1,777 GeV -1
Tauic neutrino (ντ ) < 18.2 MeV 0
Top (t) 173,3 GeV 2/3
Beauty (b) 4,3 GeV -1/3
Table 1.1: List of the Standard Model fermions, ordered by generation, with their
respective mass and electric charge [4].
strange (s), then top (t) and beauty (b). Quarks have another property, with six mani-
festations: the color. It can be red, blue, green, anti-red, anti-blue and anti-green. The
anti-colors belong, appropriately, to the anti-quarks.
Four fundamental forces are present in nature: gravitation, electromagnetism, strong
force and weak force. The fermions properties have been summarized in Table 1.1.
Interactions between particles are described as an exchange of mediator particles, the
bosons, specific to each field: gluons for the strong field, photons for the electromag-
netic field, and theW±/Z0 bosons for the weak field. The Higgs boson plays a unique
role in the Standard Model, by explaining why the W± and Z are massive.
So far, this theory has been very successful: all predicted particles have been ob-
served: the bosons Z and W± have been discovered at CERN in 1983 by the UA1 [5]
and UA2 [6] experiments, the top quark in 1995 at the Tevatron by the CDF and D0
[7] experiments. More recently the discovery of the Higgs boson has been announced
by the ATLAS and CMS experiments at CERN [8][9][10].
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1.1.2 The example of the electromagnetism
A good example to get a notion of the gauge invariance principle, key property of the
SM, is given when building the Lagrangian of the electromagnetic interaction, called
Quantum ElectroDynamics (QED).
Let’s start from the Dirac Lagrangian where ψ(x) represents a free electron of mass
m and charge e:
L = ψ¯(x)(iγµ∂µ −m)ψ(x) (1.1)
If a local phase transformation is applied, the Lagrangian density of 1.1 must remain
unchanged under U(1) transformation:
ψ(x)→ ψ′(x) = e−iefψ(x) ψ¯(x)→ ψ¯′(x) = eief ψ¯(x) (1.2)
where f(x) is an arbitrary function. The massless term of 1.1 becomes:
ψ¯(x)iγµ∂µψ(x)→ ψ¯(x)iγµ∂µ + eψ¯(x)γµ(∂µf(x))ψ(x) (1.3)
To remove the additional term, a vectorial field Aµ(x) is added and transforms such
as:




A covariant derivate can then be defined by:
Dµψ(x) = (∂µ + ieAµ(x))ψ(x) (1.5)
where Dµψ(x) transforms such as:
Dµψ(x)→ e−ief(x)Dµψ(x) (1.6)
That way, 1.1 remains invariant under U(1) transformation. Now, in order to give
dynamic to these gauge fields, a gauge tensor Fµν has to be introduced:
Fµν = ∂µAν(x)− ∂νAµ(x) (1.7)
A final expression of 1.1 can then be written as:
L = ψ¯(x)(iγµ∂µ −m)ψ(x)− eψ¯(x)γµAµ(x)ψ(x)− 1
4
FµνFµν (1.8)
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The second term of the Lagrangian describes the coupling of the electron and the
boson of the electromagnetic field, the photon, while the last term represents the prop-
agation of a free photon. It is interesting to notice that this last term is massless and
if the vector field Aµ(x) would have been added with a mass term, the Lagrangian
would not be invariant under gauge transformation. Therefore, for the theory to work,
the photon has to be massless.
1.1.3 The strong interaction
The existence of particles made of quarks has been experimentally proven. These
fermions have an additional quantum number with respect to leptons, carried by glu-
ons: the color. The color property was initially introduced to allow baryons made up
of three quarks with the same flavor in the fundamental state (such as the ∆++) to
still satisfy the Pauli exclusion principle: quarks forming the same hadron must have
different colors. As a result, all three quarks in a baryon are assumed to carry different
colors, and a meson must contain a colored quark and anti-quark of the corresponding
anti-color.
The theory describing quarks interactions is described by a non-abelian gauge theory
from the group SU(3), called Quantum ChromoDynamics (QCD). The gluon fields
introduced in the Lagrangian lead to a coupling term between the gluons, which means
that unlike the photon, a gluon can interact with another gluon, via the diagrams shown
in Fig. 1.1.
Figure 1.1: Representation of different couplings between quarks and gluons and glu-
ons with gluons [11].
An important aspect of the strong force is its coupling constant: as the other coupling
constants, it depends on the transfered energy Q; however in QCD, the dependence in
energy is proportional to 1ln(Q2) , meaning that at high energy, the coupling constant is
small so quarks and gluon can be considered as free particles. On the other hand, as a
quark/anti-quark pair separates, the gluon field forms a “string” of color field between
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them. There is a limit to the distance that two quarks can be separated from each
other, which is about the diameter of a proton: at this point it is more energetically
favorable for a new quark/anti-quark pair to spontaneously appear, than to allow the
string to extend further (see Fig. 1.2). This production of quarks in cascade results
in the formation of hadrons out of quarks, this phenomenon being called hadroniza-
tion. As a result, when quarks are produced in particle accelerators, instead of seeing
the individual quarks in detectors, “jets” of many color-neutral particles (mesons and
baryons), clustered together, are detected. This phenomenon is known as the color
confinement: at distances comparable to the diameter of a proton, the strong interac-
tion between quarks is about 100 times greater than the electromagnetic interaction.
At smaller distances, however, the strong force between quarks becomes weaker, and
the quarks begin to behave like independent particles, an effect known as asymptotic
freedom.
As electro-magnetic particles, when particles contained in a jet interact with matter, a
Parton Shower (PaS) is initiated: there is an emission of new particles from the initial
one.
Figure 1.2: Principle of the hadronization: as the distance between two quarks in-
creases, the “string” that binds them together starts to break, creating a new quark/anti-
quark pair [12].
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1.1.4 The electro-weak sector
A Dirac field ψ representing a fermion can be expressed as the sum of a left-handed








Since the weak force is known to maximally violate parity, it only involves left-handed
fermions [13]. The weak interaction description is then based on the SU(2)L symme-
try group, associated to the weak isospin T (and its projector T3). Particles can be clas-
sified this way: left-handed fermions are represented by weak isospin doublets, while
right-handed fermions are formed by weak isospin singlets. The SU(2)L × U(1)Y
group has four massless gauge bosons: three coming from SU(2)L, the W iµ, and the
one from U(1)Y , denoted Bµ.







, uR, dR (1.10)
The Lagrangian density of the electroweak sector is built to be invariant under trans-
formations of the gauge group SU(2)L×U(1)Y , where Y represents the hypercharge,
related to the electric charge Q and the isospin T such as:
Y = 2(Q− T3) (1.11)
The Lagrangian can then be written as:






and the covariant derivative required to insure the local gauge invariance is given by:
Dµ = ∂
µ − igJWµ − ig′Y
2
Bµ (1.13)
where g and g′ are the coupling constants for SU(2)L and U(1)Y respectively, and J
a SU(2)L group generator (represented by the Pauli matrices).
So far, the vector bosons W± and Z0 are massless, to preserve the gauge invariance
of SU(2)L × SU(1)Y .
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1.1.5 Spontaneous symmetry breaking
In order to fix the issue of massless W± and Z0 bosons in the electro-weak theory,
a mechanism of spontaneous symmetry breaking was proposed by Brout, Englert and
Higgs [14][15][16].










which leads to the following equation:
L = DµφDµφ† − V (φ) = DµφDµφ† + µ2φ†φ− λ(φ†φ)2 (1.15)
where V (φ) represents the Higgs potential. A schematic 3D representation of V (φ)
can be seen on Fig. 1.3. When λ < 0 and µ2 > 0, the field represented by 1.15 is
massive and reaches its fundamental state when φ = 0. However if λ > 0, there
is an infinite number of minima. If one minimum is chosen, the field φ acquires an
expectation value:
< φ >= ν ≡ µ√
2
(1.16)
Figure 1.3: The Higgs potential energy density V (φ), when µ2 < 0. The vacuum state
is the lowest-energy state. Such potential features many states of minimum energy:
all the points randomly chosen along the bottom of the potential curve [17].
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Once the symmetry has been broken, the vector bosons W±, Z0 and γ can be ex-
pressed from the four gauge fields previously introduced. The W+ and W− fields are
electrically charged and can be defined as:
W+ =









The Zµ corresponds to the Z boson field and is expressed by:
Zµ = cos θWW
3
µ + sin θWBµ (1.20)
The photon field can also be defined via the fields Wµ and Bµ:
Aµ = − sin θWW 3µ + cos θWBµ (1.21)
The θW angle represents the mixing angle (also called Weinberg angle). The coupling





g′cosθW = e (1.23)
The experimental value θW has been measured and his value can be expressed such
as sin2 θW= 0.23122± 0.00015. From here, it is possible to express the masses of the








g2 + g′2 (1.24)
In addition, the Higgs field gives birth to a new particle, called the Higgs boson. The




An unexpected consequence of the presence of the Higgs field is that, when it aquires
a vacuum expectation value, it allows fermions to have a mass. Interaction terms
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between the Higgs field and the fermions, the so called Yukawa interaction terms, can
be added to the Lagrangian:
L = −λψ(ψ¯LφψR + ψ¯Rφψ˜L) (1.26)
where −λψ are the Yukawa constants for quarks and leptons, which are free parame-
ters of the SM.
The physical states are obtained by diagonalizing the up and down quark mass matri-
ces by four unitary matrices. As a result, the charged current W± interactions couple
to the physical up and down-type quarks. The resulting couplings are given by the
Cabbibo-Kobayashi-Maskawa (CKM) matrix, which is expressed as:d′s′
b′
 =





This matrix describes the probability of a transition from one quark i to another quark
j. These transitions are proportional to |Vij |2. Currently, the best determination of the
magnitudes of the CKM matrix elements is:|Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|
 =
0.97425± 0.00022 0.2252± 0.0009 (3.89± 0.44).10−30.230± 0.011 1.023± 0.036 (40.6± 1.3).10−3
(8.4± 0.6).10−3 (38.7± 2.1).10−3 0.88± 0.07

(1.28)
1.2 The Higgs boson
A consequence of the Higgs mechanism explained below is the prediction of a new
particle. On July the 4th, 2012, the CMS and ATLAS collaborations announced the
observation of a new particle [8][9][10], whose properties are found to be compatible
with the expected SM Higgs boson.
The discovery has been claimed combining results of the searches performed in differ-
ent decay channel: H→ γγ, H→ ZZ, H→W+W−, H→ τ+τ− and H→ bb¯. The most
significant excess comes from the two decay modes with the best mass resolution, the
H→ γγ, H→ ZZ channels (see Fig. 1.4).
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Figure 1.4: Top: di-photon mass spectrum weighted by the ratio signalsignal+background ,
together with the background-subtracted weighted-mass spectrum. The lines represent
the fitted background and signal, and the colored bands represent the ±1σ and ±2σ
standard deviation uncertainties in the background estimate. Bottom: distribution of
the four-leptons invariant mass for the ZZ → 4 leptons analysis. The points repre-
sent the data, the filled histograms represent the background, and the open histogram
shows the signal expectation for a Higgs boson of mass mH = 125 GeV, added to the
background expectation [8].
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1.2.1 Higgs boson properties
Since this discovery, precise measurements of the Higgs mass have been performed:
the latest mass measurement gives a value of 125.02+0.26−0.27 (stat.)
+0.14
−0.15 (syst.) GeV [18]
(see Fig. 1.5, top plot). In addition, its spin parity has been studied and found to be
consistent with a pure scalar hypothesis [19]. The production cross section σ has also
been measured and the result is compatible with the predictions of the SM (see Fig.
1.5, bottom plot).
1.2.2 Production and decay channels of the SM Higgs bo-
son at the LHC
The Higgs boson can be produced in several ways, mainly:
• Via gluon-gluon fusion (gg→ H+X), achieved through top quark loop;
• By Vector Boson Fusion (VBF) where qq¯ → qq¯H;
• In association with a W±/Z boson (qq¯ →HV +X, where V=W±/Z, called the
VH production);
• In association with a top quark pair (tt¯H).
The evolution of the cross section as a function of the Higgs boson mass is shown in




The Higgs boson can not be directly observed in a detector, since it decays instanta-
neously according to several possibilities. The branching ratios for the different decay
channels of a Standard Model Higgs boson depend strongly on the Higgs mass. As
it can be seen on Fig. 1.6 (right plot), at a mass of 125 GeV, the Higgs will mostly
decays into :
• A pair of b quarks (57%);
• A pair of τ leptons (6.3%);
• More rarely into a pair of muons (0.02%).
30 Chapter 1. Theoretical background
Figure 1.5: Top: Scan of the hypothesized Higgs boson mass mH . Bottom: values of
the best-fit σ/σSM for the combination (solid vertical line) and for sub-combinations
by analyses targeting individual production mechanisms [18].
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Searches at the hadron colliders are particularly successful in the ZZ and γγ decay
channels, due to the good separation of the signal from the irreducible backgrounds
in these channels. Indeed, as it will be shown in the next chapter, the reconstruction
of leptons and photons in CMS is very efficient; therefore, for these two channels it is
possible to reconstruct the full energy of the decay products resulting in a high resolu-
tion mass peak, compared to backgrounds that are non-resonants. However, the bb¯ and
ττ decay modes remain important channels for verifying the coupling of the Higgs to
fermions. They have much larger backgrounds but a considerably higher cross section
times branching ratio.
1.2.3 Event generation: the production of a Higgs boson in
association with a Z boson
The observation of the Higgs boson in the mass region around 125 GeV is quite chal-
lenging, especially when looking at the fermionic decay mode. Indeed, at such a mass
value, the dominant decay channel is the bb¯ production. However, this is also the mass
region where the QCD background is overwhelming, drowning the H→ bb¯ signal. An
interesting research axis is then to study the associated VH production, in order to
have a clearer signature. In this thesis, the channel of interest is the Higgs produced in
association with a Z boson, followed by a Higgs decay in two b quarks, while the Z
decays into two charged leptons. This leads to a detectable cross section and a clean
signature.
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This process is called the Z(ll)H(bb) process and will be referred as “ZH” in the fol-
lowing.
In order to confront the predictions of the SM to experimental data, an events simula-
tion has to be performed. It is done in several steps, described below, and summarized
on Fig. 1.7.
Figure 1.7: Event generation steps from the protons collision (bottom) to the final state
particles decay (top).
The Proton Density Functions
Depending on the composition of the interacting protons at the moment of the col-
lision, the production of distinctive events will be possible. Indeed, the protons are
made of partons, quarks (valence quarks and sea quarks) and gluons, and each parton
carries a certain amount x of the total impulsion of the proton. Functions called Pro-
ton Density Function (PDF) describe the probability that a component carries x of the
proton’s initial impulsion, for a specific Q.
An example of a PDF, determined by the Coordinated Theoretical-Experimental Project
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Figure 1.8: CTEQ proton’s parton distribution functions for quarks, anti-quarks and
gluons, for two particular protons collision energy scale Q: 2 (left) and 100 (right)
GeV [21].
on QCD (CTEQ) collaboration, is shown on Fig. 1.8.
In the parton model approximation, called the QCD factorization theorem [22], where
a factorization between the hard process and the free evolution of the partons can be
assumed, the cross section for processes initiated by two hadrons with four momenta





dx1dx2f(x1, µ2F )f(x2, µ
2






where σij represents the cross section for hard scattering between a parton i and a
parton j. The arbitrary parameter µF represents the factorization scale that separates
the long distance interaction from the short distance. It has the same magnitude order
as Q, the energy scale of the hard scattering (typically mZ for a Z boson production).
The sum is performed on all possible partons combinations.
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The hard interaction and the hard process
Once the PDF have been determined, the hard process starts with a computation of
the Feynman diagram’s matrix element, to obtain the differential cross section. This
takes into account all the possible interferences between all the alternative Feynman
diagrams. Because of the perturbative development, the matrix element is actually
computed using all the Feynman diagrams at various leading order (Leading Order
(LO), Next to Leading Order (NLO), etc...), corresponding to a higher power of the
coupling constant. An example of a hard process, corresponding to the process of
interest in this thesis, the ZH process, can be seen on Fig. 1.9.
Then, once the matrix element has been determined, an integration over the phase
space is computed to provide an estimation of the cross section. Finally, the event
generation is performed by Monte Carlo generators, such as MadGraph [23] or Sherpa
[24]. The decay of short lived particles is also handled at this point.
Figure 1.9: Leading order diagram illustrating the production of a Higgs boson, in
association with a Z boson, and decaying into a pair of b quarks.
Hadronization
The hadronization, as it has been explained is Section 1.1.3, corresponds to the hadrons
formation out of quarks and gluons produced during the hard interaction. This phe-
nomenon is taken into account in an additional step, after the event generation. A
parton-shower simulator, such as Pythia [25] or AlpGen [26], is interfaced with the
matrix element generator (introduced in the previous paragraph). However, since the
parton-shower is run independently from the matrix element generator, the multi-jets
events generation may suffer from double counting between different jet multiplic-
ity samples, affecting the cross section and the kinematics. A jet matching method
is then applied: the phase space is split into two regions according to the QCD en-
ergy emission, Qcut; soft radiations, with energies below Qcut, are generated by the
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parton-shower simulator, while the hard radiations (with energies higher than Qcut)
are simulated by the matrix element generator. It should be noticed that event genera-
tors may have a large number of free parameters, determined from experimental data,
and their associated error has to be taken into account.
The pile-up events and other interactions
When two bunches of protons collide, several hard interactions may take place and the
readout of the detector possibly includes information from more than one primary in-
teraction. These multiple extra interactions are called Pile-Up (PU). These events are
the price to pay when more luminosity or more time between two bunches of protons
is desired. The event generation is adjusted to reflect the number of PU events seen in
the data.
It is also important to model other possible interactions issued by the remnant compo-
nents of the colliding protons. These events are called “underlying” events.
Initial and final state radiations
Before the collision, the partons of the protons can radiate and create extra particles
in the initial state: it is called Initial State Radiation (ISR). Besides, particles in the
final state, especially jets, can also radiate, and this phenomenon is called Final State
Radiation (FSR). These are examples of NLO effects, and they are modeled by the
parton-shower simulator.
1.3 The Matrix Element Method
In physics analyses, the standard approach consists in selecting and/or computing rel-
evant variables for signal/background discrimination. They are then combined using
a Multi Variate Analysis (MVA) tool. The Matrix Element Method (MEM) is a tech-
nique that, from the 4-vectors of the particles in final state, can directly produce a final
event-by-event discriminating variable. It the matrix element described by the Feyn-
man diagram at LO shown on Fig. 1.9 with the PDF presented in the previous section,
in order to extract the maximum of theoretical information available. The MEM also
exploits reconstruction level information to improve the information returned by the
final variable.
This method has already been used at the Tevatron by the D0 and CDF experiments
for a precise top mass measurement [27]. Within CMS, this method is used in two
analysis: to test different spin hypothesis for Higgs boson (MELA [28]), and as a way
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to discriminate the main background of the Higgs produced in association with a top
quark pair [29].
From a specific theoretical hypothesis α and a reconstructed event characterized by
pvis, the MEM computes the probability P (pvis|α) that evaluates how compatible
these two inputs are. This probability is defined by the following integral:





dφ|M(p)α|2W (pvis, p) (1.30)
This integral can be divided in three parts:
• f(x1) and f(x2) represent the PDF (see Section 1.2.3) of the two incoming
protons;
• |M(p)α| is the matrix element of the theoretical hypothesis at LO (one example
of its representation can be seen on Fig. 1.9);
• W (pvis, p) are the Transfer Function (TF) introduced to translate the transition
between a final state at generator level characterized by its kinematics, and the
associated reconstructed final state at detector level.
The integration is done over the parton-level allowed phase space dφdx1dx2. σvisα is
the cross section after cuts have been applied, leading to the production of events such
as pvis. It also consider the missing transverse energy, the momenta of the undetected
particles (neutrino for example) and the momenta of the incoming partons,
Finally, the probability is normalized such that the overall expression can be inter-





vis|α)) = 1 (1.31)
In this thesis, this normalization is not required. Instead, what will be used in the fol-
lowing chapters, and named “weight”, is related the unnormalized probability W and
defined by − log10(W ).
1.3.1 MadWeight
The MEM is a powerful tool, but it relies on the integration of the integral presented
in Eq. 1.30, which is not trivial at all. To perform it, a tool called MadWeight [30]
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is used. It is a generic and automatic software based on MadGraph that provides the
leading order Feynman amplitude |M(p)α|2 and the PDF, and performs the integra-
tion. The experimental inputs, the transfer functions, are provided by the user. In this
work, the definition of the transfer functions is developed in Chapter 2.
The integrator used by MadWeight is VEGAS [31], that generates points in the avail-
able phase space according to the structure of a multi-dimensional grid, automatically
generated. This generation depends on the Breit-Wigner present in the matrix element,
and on the transfer functions: these peaked structures enhance the complexity of the
numerical evaluation of the weights. To allow the integral to converge in an efficient
way, these peaks must be aligned along one direction of the grid. This requires some
changes of variables and a smart parametrization of the integration phase space, auto-
matically done by MadWeight.
Besides, in events such asZH events, the final state contains several b jets: an ambigu-
ous parton/jet assignment can appear. In that case, for each combination of parton/jet
pair, a weight is computed and MadWeight returns an averaged value.
NLO effects
As previously stated, the probability returned by the MEM exploits the LO matrix
element of the theoretical hypothesis. As a consequence, if the reconstructed event
presents an extra jet, produced by ISR or FSR, the event will not match the matrix
element. ISR in particular can not be neglected, since those radiations are known to
be important at the LHC.
• ISR: from a LO point of view, an additional jet produced during the initial state
would violate the energy momentum conservation imposed as a constraint to the
partonic state generated by |M(p)α|2. The reconstructed event is then recoiling
against the momentum associated to the extra radiation. In particular, the trans-
verse momentum is not necessarily balanced among the final state particles.
The MEM has been adapted to take into account these effects by computing the
transverse momentum of the boost (~PTboost) induced by the ISR, and using it
as a correction in the weight computation. Two cases have to be considered:
first, if there are unreconstructed particles in the final state (for example neu-
trinos in fully-leptonic tt¯), the ~PT boost is computed using the pT of all the LO
reconstructed particles in the final state, as well as the ~EmissT information, such
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as:









However, if the final state contains only visible particles (such as ZH events),
~PT boost is determined using only the pT of the final state particles:







This ISR correction is helpful when it comes to compute weights for over-
constrained processes. In that case, the application of this correction allows
the integral to converge in presence of narrow resonances, by relaxing the pT
conservation constraint.
• FSR: it is possible to handle FSR jets in two ways: either by applying another
matrix element, in which an additional jet in the final state is present, or by
recombining the extra jet with the particle it comes from, before applying the
MEM. The first solution is highly time and CPU consuming, and the second one
is not used in this analysis. However, extra information about the FSR jet can be
used to build the final discriminant along with the MadWeight weight (using a
MVA tool), in order to add this information in the final discrimination process.
Over-constrained systems
In the case where two narrow Breit-Wigner are present in the hard process, a high rate
of failure in the integration of Eq. 1.30 is observed. This is due to the fact that there
are more constrains than degrees of freedom in the system.
For example, for the ZH process, the constraints are:
• The two Breit-Wigner;
• The four particles in final state defined by their kinematics (pT , η, φ);
• The conservation of the energy-momemtum between the initial and final state
(four constraints);
On the other hand, the degrees of freedom are:
• The two PDF;
• The four particles in final state defined by their kinematics (pT , η, φ);
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In the end, there are 18 constraints against 14 degrees of freedom: the system is over-
constrained. In order to allow MadWeight to compute the integral in a reasonable
time, constraints have to be removed. The weights are then computed in two different
ways:
1. With the correction “0” (called cor0), where the energy-momentum (E-p) con-
servation is kept. In this case, if the Higgs contributes in the matrix element, its
width is set wider;
2. With the correction “3” (called cor3), where the E-p conservation is relaxed.
For each event, these two weights are kept in order to have both information in the
final discriminant.
1.3.2 Advantages and critics of the method
The MEM is a complex and still not much used method, despite the various advantages
of this tool:
• It maximize the amount of theoretical information for a signal/background dis-
crimination;
• No training has to be done to get what can be the final discriminant variable,
similarly to most MVA methods;
• MadWeight automatically computes the integral in a smart and efficient way,
for any theoretical hypothesis;
• Many potential applications are possible for various physics analyses (top mass
measurement, single top discovery, Higgs search, spin correlation measurement
[32]);
However, some weaknesses of the method should be mentioned:
• The method is valid at LO order only; NLO corrections are applied but there are
only approximations;
• The assignment between reconstructed jets and partons can be ambiguous if the
reconstructed event is beyond LO;
• The MEM returns a weight that is fully model dependent;
• Approximations are made for the TF (see Chapter 2);
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• No TF for the neutrinos is yet used;
• Depending on the model, the probability computation can be highly CPU de-
manding (see Table 1.2).
Table 1.2: Computing time for one weight using MadWeight 5, depending on the
theoretical hypothesis.
Process Computation time
ZH < 5 seconds
tt¯ fully-leptonic 10 seconds
Z+2 b jets 18 seconds
tt¯ semi-leptonic 41 seconds
tt¯H fully-leptonic 1 min
Chapter 2
Experimental context
2.1 The Large Hadron Collider
To test the SM, one needs to probe the matter to see its innermost components, and
how these fundamental particles interact between each other. The best way to achieve
that purpose is to fragment the matter.
Two kinds of accelerators have been produced: linear and circular accelerators. The
main advantage of the second type is that the beam can be recycled; by 1985, the
largest circular accelerator built was the Large Electron Positron (LEP) collider syn-
chrotron, at Centre Européen pour la Recherche Nucléaire (CERN) in Geneva, an elec-
tron/positron collider. However, the biggest disadvantage using light particles such as
electrons is a significant loss of energy by synchrotron radiation. An alternative solu-
tion is to use more massive particles such as hadrons.
The LEP was dismantled in 2000 so that the underground tunnel could be used for
Large Hadron Collider (LHC), a proton collider, currently the world’s largest and
highest-energy accelerator on Earth, which gives access to a new collision energy
frontier.
The LHC is located at CERN, buried 100 meters under the ground, at the border
between France and Switzerland. Its nominal purpose is to provide proton-proton col-
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lisions at a center of mass energy of
√
s = 14 TeV, in order to probe the edge of the
SM.
Four massive detectors are placed around the accelerator ring: A Toroidal LHC Ap-
paratuS (ATLAS) [33] and Compact Muon Solenoid (CMS) [34], which are general
purpose detectors dedicated to the SM measurements and new physics searches, A
Large Ion Collider Experiment (ALICE) [35], and the Large Hadron Collider beauty
experiment (LHCb) [36]. ALICE uses the heavy ions collisions occurring at the LHC
once a year to study the matter at very high temperature and density; the LHCb detec-
tor’s goal is to study the charge parity violation in the B hadrons decay, and explain
why there is more matter than anti-matter in the Universe.
2.1.1 The apparatus
The protons beams are extracted by ionization of hydrogen, then injected in the LINear
particle ACcelerator (LINAC). From here, they are injected in the Proton Synchrotron
(PS) and in the booster until they reach an energy of 26 GeV; the space between two
bunches of protons is 25 ns at this point. Afterwards, the beams go through the Super
Proton Synchrotron (SPS) to be accelerated at an energy of 450 GeV before being
finally transfered to the LHC for a final acceleration. In 2012, the two beams were
accelerated to collide at an energy of
√
s = 8 TeV with a bunching space of 50 ns. The
CERN’s accelerator complex is represented on Fig.2.1.
The 27 km of the LHC ring are composed of resonant cavities, used to accelerate
the two proton beams, and magnetic multi-poles: 1232 twelve meters-long supra-
conducting magnets produce a 8.3 Tesla magnetic field to curve and collimate the
beams. More magnets are used for the beam injection, and to control the beams cross-
ing, the beam dump and the beam stability. All of them are immersed in liquid helium
at a temperature of 1.9 K.
The key parameter of the LHC is the luminosity, defining the collisions rate. The
instantaneous luminosity of the accelerator is given by:
L = f × NA ×NB
4piσA × σB (2.1)
where f is the beam crossing frequency, NA and NB are the number of particles
per beam; σA and σB represent the effective area of the two beams. The number of
interactions per second is then:
N˙ = f × σ (2.2)
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Figure 2.1: The full CERN’s accelerator complex for protons acceleration [37].
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where σ is the LHC proton-proton cross section. The integrated luminosity L, corre-
sponding to the luminosity recorded during data taking, is obtained by integration of
Eq. 2.1, so that the final number of events produced during the LHC collisions is:
N = L × σ (2.3)
Inaugurated in 2008, the LHC provided its first collisions in 2010 at
√
s = 7 TeV. In
2012, the energy was increased to
√
s = 8 TeV and the integrated luminosity delivered
by the LHC to the CMS experiment has never stopped rising, to reach about 30 fb−1
of data. After the first Long Shutdown (LS) started in 2013, the collisions started to
occur at
√
s = 13 TeV since spring 2015; the goal of the Run II, started in summer
2015 is to reach 75-100 fb−1.
The LHC was built to run with a design luminosity of 1034cm−2s−1 and this goal
should be reached during the next run of data taking. Several upgrades are foreseen,
aiming at increasing the interaction rate. After LS1, two other major LS are foreseen:
LS2 should take place in 2018, the most important goal being to complete the upgrade
injector chain upgrade. Then LS3 is planned for 2022, a period during which new
collimators and the low-β quadrupoles will be placed. After LS3, the High Luminosity
Large Hadron Collider (HL-LHC) project [38] will start.
Figure 2.2: LHC integrated luminosity delivered to CMS during the 2010 (green),
2011 (red), and 2012 (blue) running periods [37].
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2.1.2 Data access
The LHC Computing Grid is a global computing infrastructure that provides comput-
ing resources to store, distribute and analyze the data generated by the LHC. The data
are then available to all CMS scientists, regardless of their physical location. In CMS,
Cms Remote Analysis Builder (CRAB) enables users to easily perform analysis jobs
on every data or Monte Carlo (MC) sets officially published by CMS, via the Grid.
Data are analyzed using the software ROOT [39], an object-oriented program and
library developed by CERN.
2.2 The CMS detector
The CMS detector [40][41] is a general purpose detector designed to record the parti-
cles produced by the proton-proton interactions delivered by the LHC. It is composed
of a central part and two end-caps, with a structure in layers; the collisions take place
in the center of the detector, where the LHC ring lies. Around is the tracker detector,
used to identify charged particles and measure their impulsion; then two calorimeters,
the Electromagnetic CAlorimeter (ECAL) and the Hadronic CAlorimeter (HCAL),
determine the energy of the electrons, photons and of the jets; finally, the last layer is
composed of muons chambers for the muons identification and reconstruction.
Between the calorimeters and the muon chambers lies a supraconducting solenoid
magnet that creates an homogeneous magnetic field of 3.8 Tesla inside the detector,
used to curve the particles track. Beyond the muon chambers, iron structures (called
“return yoke”) are placed to close the magnetic loop. An overview of the detector with
its different components can be seen on Fig. 2.3.
The coordinates system of CMS is centered at the interaction point; the x axis points
in direction of the LHC center, the y points to the sky, while the z axis goes along the
beam pipe. For physics analyses, several convenient angles are used to describe the
particles kinematics, such as the φ angle, defined using the x axis in the (x−y) plane,
or the polar angle θ, measured from the z axis. The pseudo-rapidity η is mostly used
instead of θ, and using the approximation that the mass of a particle is negligible, it is
defined as:
η = − ln( tan θ
2
) (2.4)
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Figure 2.3: Sectional view of the CMS detector [34].
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The coordinates system of CMS along with the angles definition are displayed on Fig.
2.4.
Figure 2.4: Coordinates system used in CMS and construction of the θ and φ angles.
In order to detect all the particles produced during the collisions and passing through
the detector, and to measure with precision their properties, CMS is divided into sub-
detectors, each of them dedicated to specific particles identification and properties
measurement.
2.2.1 Tracking system
The CMS detector’s core is composed of the largest silicon detector ever built, de-
signed to provide a precise measurement of the charged particle trajectories, and of
vertices position.
It consists of a silicon pixel tracker made of three barrel layers (BPIX) and two for-
ward/backward disks (FPIX). Thanks to the 3-dimensional capability brought by these
pixelated detectors, it is feasible to measure the properties of charged particles cross-
ing the detector with a single hit resolution between 10-20 µm. To achieve an optimal
vertex position resolution, the detector is paved with 285 µm thick, almost square
shaped, silicon sensors with a pixel cell size of 100x150 µm2. The pixel detector
is composed of 66 million pixels, clustered into 1440 modules, in order to cover a
pseudo-rapidity range up to |η|<2.5. The resulting signal is recorded using approxi-
mately 16000 readout chips, bump-bonded to the detector modules.
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Around the pixel detector is the 5 meters-long SiStrip detector, that has a diameter of
2.5 meters. It is the first “all silicon” central tracker with about 9.6 million electronic
channels. There are 10 layers in the barrel region, 4 Inner Barrel (TIB), 6 Outer Barrel
(TOB) and 10+3 discs in the inner disks (TID) and end caps (TEC). The complete
layout of the tracker is exposed on Fig. 2.5.
Figure 2.5: Layout of the Pixel and the SiStrip detectors in the CMS tracker [42].
Track reconstruction
The regularly used pattern recognition and track reconstruction for charged particles
follows an iterative method [43]. First, the seeding starts from the pixel layers: from
hit triplets or pairs compatible with the point where the two beams collide (called the
beam-spot), seeds are created while the others are discarded. Then, the estimation of
the trajectory is performed: each seed is propagated to the successive layers, using a
Kalman filter technique [44]. It allows the reconstruction of the trajectory even if there
is a missing hit in a layer. The propagation continues until there are no more layers or
there is more than one missing hit. Finally, the track is fitted: further hits are added
and the track parameters estimation is updated for each new hit obtained. A final fit is
performed to obtain the track parameters at the interaction point. Afterward, vertices
reconstruction can be achieved.
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Vertex reconstruction
It is essential to properly determine the primary vertex, where tracks from the main
interaction originate. The candidates are selected by clustering reconstructed tracks,
based on the z coordinate of their closest approach to the beam line. An adaptive
vertex fit is then used to estimate the vertex position with a sample of tracks that are
compatible with an origin close to the interaction region. Among the primary vertices
found, the one with the highest
∑
tracks pT is selected as a candidate for the origin of
the hard interaction. The primary vertex reconstruction efficiency is close to 100%.
The vertex resolution measurement is performed with a data driven method: the vertex
is split into two, then an independent fit is done on the two resulting vertices and their
difference in position gives the resolution. This resolution strongly depends on the
number of tracks, as it is shown in Fig. 2.6.
Figure 2.6: Primary vertex resolution along the z-axis (left) and the x-axis (right) as a
function of the number of tracks coming from the vertex, for jet-enriched data and for
minimum bias data events ([43]).
Secondary vertex reconstruction is a rather challenging process in comparison with
primary vertex reconstruction. The discrimination between a primary and a secondary
vertex is based on the distance between the vertex and the beam line in the transverse
plan (or a primary vertex if one has already been reconstructed). Since most vertex
finder algorithms are sensitive to both primary and secondary vertices, a vertex filter
is necessary to ensure the selection of, and uniquely, secondary vertex candidates.
Performance
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Since its start-up in 2008, more than 95% of the pixel channels of the CMS detector
are active during the data taking, allowing good detector performance. Thanks to its
fine granularity, the pixel detector can provide high quality seeds for off-line track
reconstruction algorithms. The hit efficiency is determined by the quantification of
missing hits on reconstructed tracks during LHC runs. It is estimated to be above 99%,
as it is shown on Fig. 2.7, left plot. The pixel thresholds increase with the integrated
luminosity, reducing the cluster size and affecting the resolution. Recalibrations are
then performed during LHC technical stops to partially recover from this degradation
(see Fig. 2.7, right plot).
Figure 2.7: Left: hit finding efficiency as a function of the instantaneous luminosity,
for every component of the pixel detector. Right: pixel resolution in the (r − φ)
plane as a function of the integrated delivered luminosity. The recalibration phases
are indicated in green [45].
2.2.2 The calorimetry
The role of a calorimeter is to measure the energy of the particle passing through by
stopping it: a loss of energy is induced by the interaction between the particle and
the calorimeter material, then recorded. If the particle is completely stopped, since the
detector is almost hermetic, the deposed energy should correspond to its initial energy.
The calorimetry system of CMS is divided into two parts: one dedicated to the electro-
magnetic particles, the electrons and the photons, and one designed for the hadronic
objects.
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The electromagnetic calorimeter
The ECAL is the closest to the center of the detector. It’s an hermetic scintillator
detector made of lead tungstate PbWO4 crystals, offering the best performance for
energy resolution; this material also has the advantage to be resistant to the radiation
environment of the LHC. Besides, the scintillation decay time of these crystals is of
the same order of magnitude than the LHC bunch crossing time.
The ECAL is composed of a barrel section and two end-caps. The cylindrical bar-
rel consists of 61200 22x22 mm2 and 230 mm-long crystals, clustered into 36 three
tonnes super-modules, oriented in the direction of the interaction point. 15000 more
28.6x28.6 mm2 and 220 mm-long crystals compose the end-caps: this high segmenta-
tion of the detector allows a good spatial resolution. At the end-caps the ECAL inner
surface is covered by the pre-shower sub-detector, consisting of two layers of lead
interleaved with two layers of silicon strip detectors. Its purpose is to aid in the pion-
photon discrimination in the 1.6 < |η| < 2.6 region, and to improve the electrons and
photons position determination. Avalanche Photo Diodes (APD) are used to detect the
scintillation light in the barrel region while Vacuum Photo-Triodes (VPT) are used in
the end-cap region.
ECAL covers a pseudo-rapidity region up to |η| < 3 (|η| < 1.479 for the barrel), and
precise energy measurement for photons and electrons can be performed until |η| <
2.6 This limit has been determined by considering the radiation dose received and the
amount of pile-up energy deposits; it also matches the geometric acceptance of the
inner tracking system. A geometric view of the ECAL can be seen on Fig. 2.8.
Electrons and photons reconstruction
At high energy, an electron looses its energy by emitting photons, that emit pairs of
electron-positron, and so on, until the produced particles reach a critical energy Ec,
too low to allow another pair emission. This phenomena is called Bremsstrahlung or
deceleration radiation. At this point, the final particles interact with the ECAL ma-
terial creating light, detected by the APD. Since the detector is almost hermetic, it is
possible to measure all the components of this electromagnetic shower, in order to go
back to the initial electron’s energy. However, some low energy electrons and photons
may already start the Bremsstrahlung inside the tracker material, before reaching the
ECAL. For this reason, the electrons are reconstructed combining tracking informa-
tion and energy deposits in ECAL.
52 Chapter 2. Experimental context
Figure 2.8: Geometric view of one quarter of the ECAL.
Because of the 3.8 Tesla magnetic field presence, the particles trajectory is bent; as
a consequence, the energy deposit clusters are spread in η and φ. Super-clusters of
energy are then built to gather all the energy deposits coming from the electron decay:
the crystal with the highest transverse energy deposit, above 4 GeV, is selected and a
narrow η-larger φ window is created around this seed; finally, super-clusters are built
collecting all the crystals in the way. The electrons energy is then computed as the sum
of the energies of all the crystals in the super-cluster and its position is determined as
the mean position of the crystals in the super-cluster, weighed by their energy.
After that, super-clusters are matched to track seeds. Here, two complementary algo-
rithms are used: one starts the seeding from the tracker and is more dedicated to low
pT electrons. The second one begins in the ECAL: from the position of the super-
cluster, a propagation to the pixel layers through the magnetic field is done to search
for compatible hits; for the first pixel hit found, loose requirements are applied; a
tighter selection is made on the second hit.
The electron track reconstruction [46] starts from the seeds found in the pixel and a
Gaussian Sum Filter (GSF) algorithm [47] is used for the full track reconstruction.
This algorithm is an extension of the Kalman filter, developed to take into account
the Bremsstrahlung effects, since it strongly affects the low energy electrons tracks.
Once the track reconstruction is achieved, a super-cluster association is performed and
a first selection is applied, based on kinematic and geometric properties, to keep only
good electrons candidates, interesting for physics analyses.
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The photon reconstruction [48] follows the same procedure with different super-cluster
requirement: the energy sum of the 3x3 crystals centered on the most energetic crystal
in the super-cluster divided by the energy of the super-cluster is used. This allows a
good discrimination between photons that convert before reaching the calorimeter and
unconverted photons.










where C is a constant taking into account the non-uniformity of longitudinal light
detection, the calibration uncertainty and the energy leakage coming from the back of
the crystal; S is a stochastic term and N is a noise term that includes the electronic
noise, digitization and pile-up related effects. For central photons with energies in the
range of interest for physics analyses (100 GeV), typical values for S, N and C are
respectively 2.8%, 0.128 and 0.3.
ECAL performance
The ECAL performance has been measured for the 8 TeV dataset and found to be very
good: as it can be seen on the plots on Fig. 2.9, for photons with a medium working
point selection applied, the identification efficiency is above 80%. For the electrons
with the corresponding selection applied, the selection efficiency is above 80% in the
barrel region, depending on the electron transverse momentum, as it is shown on Fig.
2.10.
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Figure 2.9: Efficiency in simulation of the Tight (blue), Medium (red), and Loose
(black) stringency selection of the cut-based photon identification, as a function of
photon transverse energy in the ECAL barrel (left) and in the end-caps (right). The
signal events are γ + jets events ([48]).
Figure 2.10: Left: electron selection efficiency for a medium stringency selection, on
data and on a Drell-Yan Monte Carlo sample, as a function of the number of recon-
structed vertices, in the ECAL barrel (left) and end-cap (right) regions. Both statistical
and systematic errors are included [49].
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The hadronic calorimeter
Surrounding the ECAL and enveloped in the CMS solenoid is the HCAL, whose role
is to measure the energy of particles made of quarks and gluons. Additionally, using
the tracker and ECAL information, it allows an indirect measurement related to the
presence of non-interacting uncharged particles.
The HCAL is a sampling calorimeter: it finds a particle’s position, energy and ar-
rival time, using alternating layers of absorber and fluorescent scintillator materials
that produce a rapid light pulse when the particle passes through the detector. When
a hadronic particle hits a plate of brass or steel, an interaction can occur producing
secondary particles. These particles fly through successive layers of absorber and
also interact, resulting in a particle shower. As this shower develops, the particles
pass through the alternating layers of active scintillation material, emitting blue-violet
light. Within each tiny optical fibers, with a diameter of less than 1 mm, the light is
absorbed. They shift the blue-violet light into the green region of the spectrum, and
optic cables carry the green light away to readout boxes, located at strategic locations
within the HCAL volume. When the amount of light in a given region is summed up
over many layers of tiles in depth, called a tower and oriented to the interaction point,
this total amount of light corresponds to the particle’s energy.
The HCAL is organized into barrel (HB and HO), end-cap (HE) and forward (HF)
sections, as it can be seen on Fig. 2.11. The HB region (0 < |η| < 1.4) has a granular-
ity of ∆η × ∆φ = 0.087×0.087; the outer part, HO, is outside the solenoid magnet;
this is due to the fact that in this region, the ECAL and HCAL materials combined
are not enough to completely stop the hadron showers. The end-caps HE are placed
in the pseudo-rapidity region 1.4 < |η| < 3, and they have a granularity of ∆η ×∆φ
= 0.17×0.17. The high pseudo-rapidity region (3.0 < |η| < 5.0) is covered by the HF
detector. Located 11 meters on either side of the interaction point, it uses a slightly
different technology of steel absorbers and quartz fibers for readout, designed to allow
better separation of particles in the forward region. The HF is also used to measure
the relative on-line luminosity system in CMS [34].
Given the difference of detector geometry in the forward and end-cap/barrel regions,
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Figure 2.11: Longitudinal view of one quarter of the detector showing the positions
of the HCAL sections: hadron barrel (HB), hadron outer (HO), hadron end-cap (HE)
and hadron forward (HF).








Jets have a complex substructure, reflecting the properties of the quark/gluon they
originate from. The simplest way to reconstruct a jet follows the same principle as
the electron/photon reconstruction: it is to sum the calorimetric energy deposits in a
cone of angular size ∆R around the incoming quark/gluon, in order to get back to its
initial energy. Several algorithms for jet reconstruction are available in CMS. For the
analyses presented in this thesis, the anti−kt algorithm is used [50].
This algorithm is a cluster algorithm, that starts from all the elementary objects avail-
able and performs an iterative pair-wise clustering to build larger objects, using ge-
ometric and kinematic properties of the objects. It starts by defining a distance dij
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based on their angular separation in the (η−φ) plane ∆Rij2 = (ηi−ηj)2+(φi−φj)2,
where diB = k−2ti represents the distance between the particle i and the beam (B). The
parameter D scales dij with respect to diB such that any pair of final jets a and b are
at least separated by ∆Rab=D2.
The algorithm computes the distances dij and diB , and finds the smallest one: if it is
dij , it sums the four momenta of the two particles i and j, updates the distances and
proceeds in finding the next smallest distance; if the smallest one is diB , the particle i
is removed and called a jet. The procedure is repeated until all the particles are clus-
tered into jets. The anti-kt algorithm is robust with respect to hadronization effects or
underlying events contamination: this is due to the 1/k2t dependence of dij , implying
that soft particles will tend to cluster with the harder particles instead of clustering
with other soft particles. It produces circular cone-shaped jets, improving the momen-
tum resolution of the jets. In this thesis, this algorithm is applied with the parameter
D set at 0.5.
After reconstruction, corrections on the jets are applied to account for the differences
between the jets reconstructed by the algorithm and the jets at MC generation level.
These differences are mainly due to the non linear/uniform response of the CMS
calorimeter to the jet shower.
Jet energy corrections
The calorimeter response is not linear with respect to the detected particles and there-
fore it is not straightforward to translate the measured jet energy to the true particle
energy. Besides, jets are not always fully reconstructed. Therefore, CMS analyses ap-
ply several factorized energy correction factors, where each level of correction takes
care of a different effect. Each level is essentially a scaling of the jet four momentum
with a corrective scale factor which depends on various jet related quantities (jet pT ,
η, flavor, etc.). The corrections are applied sequentially, the output of each step being
the input to the next, with a fixed order:
• The level 1 (L1) correction removes the energy coming from pile-up events.
In principle this will remove any dataset dependence on luminosity so that the
following corrections are applied upon a luminosity-independent sample;
• The level 2 (L2) Relative correction makes the jet response uniform in pseudo-
rapidity. This is achieved by correcting any jet using a jet in the central region
(|η| <1.3). The derivation of the relative correction is done either by using MC
information or by employing a data driven method (di-jet balance method [51]);
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• The level 3 (L3) absolute correction assures the jet response to be flat with
respect to the jet pT . Once L2 correction has been applied to a jet, it is corrected
back to particle level. The derivation of the absolute correction is done either
by using MC information or by employing data driven techniques (for example
using the Z/γ+jet balance method [52]);
• After the first collisions at √s=7 TeV, it appeared that the CMS jet energy re-
sponse simulation was very successful. However, the comparison between data
and MC was not perfect, with some small differences, up to 10%, depending
on the η region. Therefore, after applying L2 and L3 corrections, a small resid-
ual calibration, η and pT dependent, is applied in order to fix the differences
between data and MC. By definition, this correction is applied to MC only.
Jet energy resolution
Measurements show that the Jet Energy Resolution (JER) in data is worse than in the
simulation: the jets in MC need to be smeared to describe the data. CMS provides
scale factors to correct the jet energy resolution directly on the raw anti-kt jets, for
different η and pT ranges.
Missing transverse energy
The Missing Transverse Energy (MET)[53] ( ~Emisst ) is defined as the measured energy
imbalance in the transverse plane to the colliding protons beams. This imbalance can
be caused by several phenomena, such as particles escaping from the detector without
any interaction (neutrinos, very forward particles), detector effects (noise, dead cells)
or unaccounted physics processes (pile-up events, new physics). Some new physics
signatures may contain weakly interacting particles, making the ~Emisst an object of
first importance: it has to be well understood and measured.
A global definition of the ~Emisst is the negative vector sum of the transverse momenta
of all final state particles reconstructed in the detector: for an event containing N










where Eix is the energy component of the i
th particle along the x axis. CMS has
developed three distinct algorithms to reconstruct the ~Emisst :
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• The “Calo MET” is based on the calorimeter energy deposits and the recon-
struction algorithm uses the calorimeter towers geometry. It is calculated using
the energy contained in calorimeter towers to define pseudo-particles. The sum
excludes energy deposits below noise thresholds;
• The previous MET can be corrected by including tracks reconstructed in the
inner tracker after correcting for the tracks expected energy deposits in the
calorimeter (“TC MET”).
• The Particle Flow (PF) MET is calculated using a complete particle-flow tech-
nique, from the reconstructed PF particles (see Section 2.3);
As for jets, corrections are applied on the ~Emisst , in order to have a better MC/data
agreement:
• The type I correction is based on the energy response of the reconstructed jets
in the event, and uses the jet energy scale correction;
• A correction is applied to take into account the presence of muons, leaving
little energy in the calorimeter and creating an imbalance of energy. Since their
momentum is very well determined by the tracking system, it can easily be
removed from the ~Emisst computation;
• The electron correction follows the same principle as the muon correction; this
correction is expected to be small due to the excellent energy resolution and
coverage of the ECAL;
• Tau corrections are also applied using PF taus: it removes the energy towers in
a cone of ∆R=0.5 around the τ ;
• A type II correction takes into account underlying events, pile-up effects and
double counting of unclustered energy.
In most of CMS analyses, the PF MET is used since this variable benefits from the best
resolution. In this thesis, the MET significance [54], based on the PF MET, is used:
on an event-by-event basis, it tests the probability that an observed MET is consistent
with a fluctuation from zero due to finite detector resolution. It is constructed from a
likelihood ratio, assuming Gaussian resolutions for the objects, such as:
S ≡ 2 ln L(~ =
∑
~i)
L(~ = 0) (2.10)
where ~ is the true ~Emisst and
∑
~i is the observed ~Emisst , computed by summing
over all reconstructed objects in the event. In the numerator, the likelihood evaluates
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the probability that the true value of ~Emisst equals the observed value while the de-
nominator corresponds to the null hypothesis. The objects resolution is propagated
into the denominator.
2.2.3 The muon system
The detection of muons is one of CMS’s most important task. However, muons can
penetrate several meters of iron without interacting: unlike most particles, they are
not stopped by any of CMS’s calorimeters. Therefore, chambers to detect muons are
placed at the very edge of the experiment, where they are the only particles likely to
register a signal. The muon stations sit outside the magnet coil and are interleaved
with iron “return yoke” plates, that allow to fully exploit the 1.8 Tesla return flux of
the magnetic field. By tracking the muon’s position through the multiple layers of
each station, combined with tracker measurements, the detector precisely traces the
muon’s trajectory. Since the trajectory is bent by the magnetic field, a measurement
of the muon’s impulsion can be precisely determined: the pT resolution in the central
region for muons with pT up to 1 TeV is better than 10%.
In total there are 1400 muon chambers using three different technologies: 250 Drift
Tube (DT), 540 Cathode Strip Chamber (CSC) and 610 Resistive Plate Chamber
(RPC). The DTs are located in the barrel region (|η| < 1.2) where radially four detec-
tion stations are placed in 5 wheels of 12 sectors. 60 chambers compose the three first
layers while there are 70 chambers in the fourth one. The first three stations are made
of 8 chambers providing a measurement of the coordinates in the (r-φ) bending plane
and a measurement of the z coordinate.
The CSCs are placed in the end-cap region (0.9 < |η| < 2.4). They provide a fast
response, are radiation resilient, and have a fine segmentation. There are 4 stations of
CSC in each end-cap, where the chambers are perpendicularly positioned with respect
to the beam line and interspersed between the return yoke plates.
A complementary system composed of RPC, more dedicated to the trigger system,
helps to improve the pT resolution. A total of 6 layers of RPCs are embedded in
the barrel muon system, 2 in each of the first 2 stations and one in each of the last 2
stations. The whole muon system is shown on Fig. 2.12.
Muon reconstruction
In CMS, the muon reconstruction can be done by using only muon chambers infor-
mation (“StandAlone” muon), only tracker information (“Tracker” muon), or both
(“Global” muon).
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Figure 2.12: Layout of one quadrant of CMS. The four DT stations in the barrel (MB1-
MB4, green), the four CSC stations in the end-cap (ME1-ME4, blue), and the RPC
stations (red) are shown.
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• The ”StandAlone“ muon is reconstructed using the muon track segment inside
the muon system;
• The ”Tracker“ muon is reconstructed using tracker tracks with pT > 0.5 GeV.
Their trajectory is extrapolated to the muon system taking into account the bend-
ing of the magnetic field as well as the energy loss and scattering with the de-
tector material. If a compatible hit in the muon chamber is found, the track is
qualified as a tracker muon;
• The ”Global“ muon is reconstructed by taking the opposite approach of the
tracker muon method: the initial seed for the reconstruction is one track segment
in the DTs or three in the RPC. Then, a Kalman filter technique is applied to
reconstruct the track in the direction of the tracker. The trajectory parameters
are updated at each step and once the extrapolation of the trajectory is done,
the final parameters are compared to the ones of the tracker muon candidate. If
the match is satisfactory, all the hits from the tracker and the muon system are
combined to perform a final fit on the Global muon’s track.
The muon identification is then performed by requiring additional cuts depending on
the desired working point:
• A ”Loose“ muon, which is a global or a tracker muon identified by the particle
flow algorithm (see Section 2.3).
• A ”Soft“ muon: the tracker muon is matched with muon segments not used by
other reconstructed muons. Additional cuts are applied on the number of tracker
(pixel) layers presenting hits (> 5 (0)), the transverse and longitudinal impact
parameter ( dxy < 0.3 cm and dz < 20 cm with respect to the primary vertex).
Besides, the muon’s track has to be considered as very well reconstructed; Soft
muons are mainly used for analyses using muons with pT < 10 GeV;
• A ”Tight“ muon is a global muon reconstructed by the particle flow algorithm,
matching the following quality criteria: normalized χ2 of the track < 10, at
least one muon chamber hit included in the muon track fit, presence of muon
segments in at least two muon stations, muon tracker track with a transverse
impact parameter dxy < 2 mm and longitudinal distance of the tracker track dz
< 5 mm with respect to the primary vertex, number of hits in the pixel detector
> 0 and number of tracker layers presenting hits > 5. Tight muons are mostly
used in CMS analyses;
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Performance
The determination of the reconstruction and identification efficiency is done by means
of a so called ”Tag and Probe“ method [55], which uses J/ψ → µµ orZ → µµ events,
known to contain at least two muons with a certain invariant mass. This method
allows to obtain an almost unbiased estimation of the efficiencies for the different
stages of the reconstruction. The “tag” is a muon that passes a very tight selection
criteria (being a reconstruction, identification, trigger, or isolation criteria) and a very
low fake rate, while the “probe” has a looser criteria, loose enough to not bias the





This tool is used to compute the reconstruction, identification, trigger and isolation
efficiency separately, for different η regions and pT ranges; the obtained SF are then
convoluted together, to obtain a “per-event” scale factor.
The muon reconstruction is robust and efficient at 99% within the detector acceptance
[56]. As it is shown on Fig. 2.13, it allows to reproduce the different di-muon reso-
nances.
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Figure 2.13: Invariant-mass spectra of opposite-sign muon pairs, for 2011 data corre-
sponding to an integrated luminosity of 1.1 fb−1 [57].
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2.2.4 Trigger system and storage
At the LHC, collisions occur every 50 ns (40 MHz frequency), but only a small frac-
tion of interesting events for physics analyses are produced. In order to select only
these events, a trigger system has been developed. The CMS trigger system has two
levels:
• The level 1 trigger level (L1) [58]: it is designed to reduce the 40 MHz input
rate to 100 kHz, in order to make the data acquisition possible. The selection
is achieved by a hardware system, using information from the muon chambers
and from the calorimeters. The four best reconstructed muons are kept and
transfered to the high level trigger; the HCAL towers information is combined
with the ECAL crystals response and if a threshold in pT andET is reached, the
event is kept. No information from the tracking system is used here, in order
not to exceed the 3.2 µs of decision allowed time.
• The High Level Trigger (HLT) [59]: it reduces the data rate to 1 kHz by analyz-
ing the events kept by the L1 trigger and reconstructing more complex objects.
Several selections are applied, corresponding to different trigger paths, created
to cover the needs of a large set of physics analyses. Unselected events are lost.
Data storage
Finally, the event is fully reconstructed, using the official framework of the CMS
collaboration, CMS SoftWare (CMSSW) [40]. They are then stored to different com-
putation centers, called ”Tier”. The Tier-2 centers in CMS are the only locations,
besides the specialized analysis facility at CERN (Tier-0), where users are able to ob-
tain guaranteed access to CMS data samples. Tier 0 distributes the raw data and the
reconstructed output to Tier-1s, and reprocesses data when the LHC is not running.
The Tier-1 centers (13 computer centers) are used primarily for organized processing
and storage. The Tier-2s are specified with data export and network capacity to allow
the centers to refresh the data in disk storage regularly for analysis. A nominal Tier-2
of 810 TB of storage for CMS was deployed in 2012. There are around 155 Tier-2
sites around the world.
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2.2.5 Detector simulation
The detector response simulation is essential to simulate the behavior of the detector
when particles are passing through. This is determined with GEANT4[60], a frame-
work that contains a detailed description of the detector: material budget, areas with
sensor readout/dead material, geometry, alignment, etc... This allows an accurate de-
tector response simulation to determine acceptance, nuclear interactions and detector
reconstruction effects.
First, each sub-detector geometry is modeled and the simulated particles go through
each of them, starting from the interaction point. At this level, particle can decay and
interact with the detector material. At the end of this step, particles and hits have been
simulated.
Then the detector response is simulated: the energy deposits are converted and digital-
ized in order to be used by the reconstruction algorithms, the calorimetric deposits are
converted in photo-electrons, and hits in the muons chambers are collected. Finally,
the event reconstruction is performed, using the same reconstruction algorithms as for
data event reconstruction.
With this framework, it is also possible to artificially degrade the hit position or en-
ergy deposits determination, in order to simulate a wrong detector alignment or bad
detector calibration.
2.3 Particle-flow reconstruction
The Particle Flow (PF) algorithm [61][62] is an advanced method, more powerful than
the reconstruction procedures described in the previous sections. The aim of the PF al-
gorithm is to provide a single list of reconstructed particles (photons, charged hadrons,
neutral hadrons, muons and electrons), combining information from all the CMS sub-
detectors. This list constitutes a complete description of the event, easy to handle,
which is then used as input to higher level reconstruction algorithms: reconstruction
of jets, calculation of the MET, and identification of τ and b jets. A schematic repre-
sentation of the algorithm can be seen on Fig. 2.14.
The particle flow algorithm consists of the following steps:
• The first step gathers the fundamental ingredients coming from all the sub-
detectors: calorimeter clustering, tracking information and extrapolation to the
calorimeters, muons and electrons identification;
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Figure 2.14: Schematic representation of the PF objects in comparison to detector
level objects: blocks are reconstructed for each sub-detector and then combined for
particle reconstruction and identification [63].
• These elements are combined by producing ”blocks“. Indeed, a given particle is
expected to give rise to several PF elements in various CMS sub-detectors (for
instance a muon can have one track block and one muon block). These elements
must then be connected to each other by a link algorithm to fully reconstruct the
particle, while avoiding double counting from different detectors.
For example, a link between a track block and a calorimeter block is done by
extrapolating the trajectory of the track block from its last measured hit in the
tracker to ECAL and to HCAL, taking into account the particle shower profile.
The track block is then linked to any given cluster whose position is matching
the extrapolation;
• The particle identification and reconstruction is performed. For each block, the
algorithm proceeds as follows:
1. First, each global muon gives rise to a ”particle-flow muon”; the corre-
sponding track is removed from the block list;
2. The electron reconstruction and identification follows. Since electrons
tend to produce short tracks and to loose energy by Bremsstrahlung in
the tracker layers on their way to the calorimeter, they are first identified
then their tracks are refitted with a GSF to follow their trajectories all the
way to the ECAL. A final identification is performed using tracking and
calorimetric variables. Each identified electron gives rise to a “particle-
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flow electron”. The corresponding track and ECAL clusters are removed
from further processing of the block;
3. Tighter quality criteria are applied to the remaining tracks; while about
90% of them are fake tracks, the other 10% come from charged hadrons,
photons or neutral hadrons. The neutral particles calorimetric clusters are
well separated from the extrapolated position of the tracks, which con-
stitutes a clear signature for photons (for ECAL deposits) and neutral
hadrons (for HCAL deposits). Neutral particles overlapping with charged
particles in the calorimeters can be detected as an excess of calorimetric
energy with respect to the sum of the associated track momenta;
4. The PF jets are reconstructed using the jet algorithm described in Section
2.2.2, taking as input the PF collection, and the PF ~Emisst is calculated
using the reconstructed PF particles.
Performance of the PF algorithm
The performance of several algorithms taking jets as input is found to be significantly
improved when using PF jets instead of Calo-jets, reconstructed using only calorimet-
ric information. On Fig. 2.15, the jet matching efficiency using PF jets with a given
pT is shown and found to be 95-97% for jets with pT < 200 GeV. A gain of factor
2-3 in angular resolution is observed when using PF jets instead of Calo-jets, and a
reduction of the dependency on the jet parton flavour is appreciated: it is less than 2%
for jets with pT > 20 GeV, instead of 10%.
The performance on the ~Emisst is also better when using the PF algorithm: the resolu-
tion is improved by almost a factor 2 with respect to the calorimeter-based ~Emisst , at
low ET sum (see Fig. 2.16).
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Figure 2.15: Jet matching efficiency as a function of the jet pT , as obtained for Calo-
jets (open squares) and PF jets (triangles) pointing to the barrel (|η| < 1.5, left plot),
and to the end-caps (1.5 < |η| < 2.5), 1.5, with a matching distance (distance in
the (η-φ) plane between the reconstructed jet and the matched generated jet) of 0.1.
Efficiencies are fitted with an exponential functions of pT ([62]).
Figure 2.16: Left: response, for QCD multi-jets events, of the total visible transverse
energy of the event, defined to be (ΣErecoT − EtrueT )/ΣEtrueT , as a function of the
true total visible transverse energy of the event. Right: resolution of the x-projection
of ~Emisst , obtained from a Gaussian fit, versus the total true visible transverse energy
of the event. The solid triangles represent quantities based on PF reconstruction; the
open squares represent quantities based on calorimeter reconstruction only ([62]).
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2.4 Transfer functions for the MEM
The Transfer Functions (TF) W (pvis, p) have been introduced in Chapter 1 to con-
sider the detector effects such as the resolution. Indeed, the detector is not perfectly
hermetic and the event reconstruction is not 100% efficient. The TF are extracted from
reconstructed events and defined as the conditional probabilities that translate the evo-
lution between the final state at generator level p, characterized by its kinematics, and
its associated reconstructed final state at detector level pvis. For instance, colored
particles produced by the hard interaction radiate and hadronize, producing jets. The
evolution from quarks to jets has to be considered.
In principle, the TF depend on the topology of the reconstructed event, as well as the
E, η and φ of the final state objects.The W (pvis, p) can thus end up as very complex
functions. For simplification, particles are assumed to be independent from each other.
From there, several approximations can be drawn: the TF are identical for any physics
processes, they can be factorized for the N particles in the final state, and for their
different kinematic parameters. Under these assumptions, the TF can be written as:
W (pvis, p) =
N∏
i









i , φi) (2.12)
If the leptons direction is supposed to be well reconstructed, the corresponding TF
become three dimensional δ-functions. The same assumption is made for the jet di-
rection. Finally, only TF in energy must be determined.
The number n of generator-detector level particle pairs associated to reconstructed
object having an energy between Evis and Evis + δEvis, and a generated object with
an energy between E and E + δE, is represented by n(Evis, E)δEvisδE, that can be
written as:
n(Evis, E)δEvisδE = n(E)δE ×W (E,Evis) (2.13)
where W (E,Evis) is the TF for energy.
2.4.1 Parametrized transfer functions
A first set of TF has been produced. The difference in energy between the partonic
and reconstructed particle (jet or lepton) can be represented by a double Gaussian
function, to take into account the non trivial tails and possible bias, especially at high
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energy. As a result, the TF have been parametrized as the sum of two Gaussians not
centered on the same value:
W (E,Evis) =
1
2pi(a2 + a3 × a5) [exp(−
(E − Evis − a1)2)
2× a22





The parameters a1 and a2 represent respectively the mean and the width of the first
Gaussian, while parameters a4 and a5 stand for the second Gaussian mean and width.
The remaining a3 parameter gives the ratio factor between the two Gaussians. All five
parameters depend on the energy, such as:
ai = ai,0 + ai,1 × E + ai,2 ×
√
E (2.15)
where i=1,...,5. This choice is motivated by the parametrization of the calorimeter
energy resolution. This results in fifteen parameters, extracted by maximizing an un-
binned maximum likelihood, using a significant number n of partonic-reconstructed










E×WEj (Ej , Evisj ) (2.16)
The first term does not depend on the ai parameters and can be ignored. The trans-
fer function parameters are extracted from the second term using MINUIT (a ROOT




W (Ej , E
vis
j ) (2.17)
A significant downside of this TF production is that the fit must be done several times
in order to optimize the parameters, which can be very time consuming and complex.
On the other hand, there is a significant advantage in using this set: since these TF are
analytic functions, the tails are very precisely modeled.
Parametrized TF have been determined for the 2011 analysis using a high statistic
sample of fully-leptonic tt¯ and DY events. The b quark – jet pairs are selected within
the detector and trigger acceptance and such that the angular distance in the (η − φ)
plane between the parton and the reconstructed jet is less then 0.3. Besides, the jet
energy reconstruction is not uniform on all the rapidity range covered by the CMS
detector: forward/backward jets (with 1.6 < |η| <2.4) are poorly reconstructed in
comparison with central jets (with 0.0 < |η| < 1.6). Therefore, two TF are extracted,
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for each η region. A quality check of the TF and its parameters is done by comparing
the TF with the projection of ∆E = E − Evis for four different range of partonic
energy.
The results of this check for the electrons and jets TF can be seen in Appendix A.
I was in charge to build the muon transfer function, that has been parametrized differ-
ently with respect to the jets and electrons TF: instead of using the energy, the variable
1
pT
has been used. It is motivated by the fact that the muon reconstruction is achieved
using tracker and muons chambers information, whereas calorimetric deposits seed
the jets and electrons reconstruction. Therefore, the main resolution effect comes
from the uncertainty on the Sagitta of the muon track. Beside, unlike the jets and the
electrons, the muons TF has not been divided into different η regions. The parameters
extracted by the fit are presented in Table 2.1, and plots on Fig. 2.17 show the TF pro-
jection for different pT windows, in good agreement with respect to ∆E = E−Evis.
The extracted parameters for the electrons and jets TF can be seen in Appendice A.
Table 2.1: Parameters of the muon TF extracted by maximizing an unbinned likeli-
hood fit for muons in the detector acceptance. A double Gaussian parametrization










a1 a10 = −1, 89.10−04 ± 1, 00.10−06 a11 = 1, 87.10−06 ± 8, 30.10−07 a12 = 0,00
a2 a20 = 0,00 a21 = 0,00 a22 = −2, 99.10−03 ± 7, 52.10−08
a3 a30 = 0,00 a31 = 4, 90.10−02 ± 1, 38.10−03 a32 = 0,00
a4 a40 = −1, 09.10−03 ± 1, 49.10−04 a41 = 0,00 a42 = 4, 98.10−01 ± 1, 02.10−04
a5 a50 = 1, 69.10−03 ± 1, 49.10−04 a51 = 0,00 a52 = 0,00
The parametrized TF have also been used for the analysis performing a search for a
SM Higgs boson decaying to bottom quarks and produced in association with a Z
boson, using the CSV tagger and the 2012 dataset [64]. In this thesis, a new set of TF
has been created, the main goal being the improvement of TF production procedure.
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0 < E muon < 100 GeV                             100 < E muon < 200 GeV
200 < E muon < 300 GeV                          300 < E muon < 1000 GeV
Figure 2.17: Comparison of the TF obtained for muons, with the expected





) distribution, for different generated muon energy ranges.
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2.4.2 Binned TF
The binned TF have been produced following a procedure already set up for produc-
ing Delphes [65] TF; however, small adaptations had to be performed to create CMS
binned TF. This new procedure is rather straightforward: a 2D-histogram containing
the information about ∆E = E−Evis as a function ofE is filled using a high statistic
sample of fully-leptonic tt¯ for leptons/jets, within the detector and trigger acceptance.
Then this histogram is smoothed and normalized to one for each bin inE. The content
of this final histogram is extracted to get the TF. The main advantage of this TF set,
in addition to its production simplicity, is the direct determination of the TF (no fit is
performed).
As for the previous TF set, electrons and jets TF have been estimated for two η re-
gions. The TF for muons remains undivided and for this set, and it is parametrized in
energy as well, for simplicity reasons.
An important parameter in this procedure is the binning of the histograms: it has to be
chosen with care, to uniformly fill the histograms as the energy increases. The remain-
ing spikes are removed by a smoothing procedure, using a ROOT function based on
the algorithm 353QH [66], to guarantee a good integration of Eq. 1.30. An example
of such histogram can be seen on Fig. 2.18 for the central jets TF.
The new framework directly produces the control plots to check the quality of the TF,
and they can be seen for jets on Fig. 2.19. For electrons and for muons, the plots are
available in Appendix A. A good agreement can be seen between the MC distribution
of ∆E and the projected TF for a specific range in E. Small discrepancies between
the two curves can appear when the tails are truncated on the plot since both curves
are renormalized to one once the x range has been set.
A comparison of the performance of the parametrized fitted TF and the new binned
TF has been done, in order to compare the discrimination power between signal (ZH
events) and one of its main background (fully-leptonic tt¯ events). To do so, the distri-
butions of the weights, computed with the fitted TF and with the binned TF, are used:
a scan is performed to compute the signal efficiency as a function of the background
efficiency. Similar performance are obtained in both cases. This result can be appre-
ciated for the muon case on Fig. 2.20. For the electrons and jets TF, the plots are
available in Appendix A.
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Figure 2.18: 2D histogram representing ∆E = E − Evis as a function of E, where
E represents the energy of a central jet (0.0 < |η| < 1.6).
A table summarizing the changes between the production of parametrized TF and new
binned TF can be found in Table 2.2.
Table 2.2: Comparison between the parametrized fitted TF and the new binned TF.
Fitted TF Binned TF
Production Not user friendly, long and iterative Very user friendly, direct
Adapted for 2012 analysis No Yes
Performance Similar
Advantages Determination of the tails for high Egen TF determination more accurate
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Figure 2.19: Comparison of the TF function obtained for jets in the central region (top)
and in the forward-backward regions (bottom), with the projection of ∆E = E−Evis,
for different generated b quark E ranges.
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Figure 2.20: Comparison of performance for ZH (signal) versus tt¯ events, using
parametrized fitted TF (pink curve) and binned TF (blue curve) for the muons.
Chapter 3
b jets identification in CMS
3.1 Algorithms for b jet identification
Many physics analyses performed in CMS, from SM measurements to searches for
new physics, rely on the identification of jets originating from the hadronization of
a b quark, called b-tagging. These jets have special properties, induced by the long
lifetime of the B hadron produced during the hadronization, such as the presence of
an inner Secondary Vertex (SV) (as seen on Fig. 3.1, left plot). Tracks originating
from this vertex have a large Impact Parameter (IP), whereas tracks coming from the
Primary Vertex (PV) have an IP compatible with zero, reflecting the tracking resolu-
tion. Besides, due to the semi-leptonic decay of the B hadron, ∼20% of b jets contain
a muon or an electron.
These properties are used to build taggers, algorithms capable of distinguishing b jets
from light jets, defined as jets arising from the hadronization of u, d and s quarks, as
well as jets from gluons.
On Fig. 3.2, the b-tagging efficiency versus the probability to misidentify a light
jet as a b jet (mistag) is shown, for the taggers used in analyses performed with the√
s = 7 TeV dataset [67]. Among them, Jet Probability (JP) and Combined Secondary
Vertex (CSV) are the two taggers that give the best performance: a 80% probability
to tag a b jet corresponds to an expected mis-identification rate (or mistag) under
10%. Along with the Track Counting High Purity (TCHP), JP and CSV are the only
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Figure 3.1: Left: schematic view of a B hadron decay inside a b jet [33]. Right:
construction of the IP of a track in 2 dimensions [21].
Tagger Variables used in the algorithm Energy supported b-tagging efficiency at 1% mistag rate
TCHE Track IP 7 TeV 60%
TCHP Track IP 7 and 8 TeV 55%
JP Track IP 7 and 8 TeV 63%
JBP Track IP 7 TeV 67%
SSVHE SV flight distance from PV 7 TeV 55%
SSVHP SV flight distance from PV 7 TeV -
CSV All variables from SV + Track IP 7 and 8 TeV 67%
Table 3.1: List of the different algorithms for b jet identification in CMS, along with
their distinctive characteristics, the energy of collision for which the tagger was used,
and the b-tagging efficiency corresponding to a mistag rate of 1%.
three taggers supported by the b-tagging group at
√
s = 8 TeV [68][69]. For the√
s = 7 TeV dataset, other taggers were available, such as Simple Secondary Vertex
High Efficiency (SSVHE) and Simple Secondary Vertex High Purity (SSVHP), the
TC tagger in the high efficiency mode, Track Counting High Efficiency (TCHE), and
a version of the JP tagger in which the four tracks with the highest IP weight more in
the algorithm, Jet B-Probability (JBP). Table 3.1 summarizes all the taggers available
in CMS for the 7 and 8 TeV datasets, along with their main properties.
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Figure 3.2: b-tagging performance as a function of the mis-identification probability,
for all the b-tagging algorithms used at
√
s = 7 TeV [67].
3.1.1 Track based b-tagging
TC(HE-HP) and JP are based on a single discriminating variable: the IP of a charged
track. It represents the minimal distance between the track and the PV, and is calcu-
lated in three dimensions by taking advantage of the excellent resolution of the pixel
detector along the z axis. It is determined by the linearization of the track trajectory
from the closest point of approach to the PV, and signed accordingly to the scalar
product of the vector pointing from the PV to the point of closest approach with the
jet direction (see Fig. 3.1 plot for its geometric construction). Tracks originating from
the decay of particles traveling along the jet axis, like a B hadron, tend to have positive
IP values. In contrast, the IP of tracks coming from the PV can be equally positive or
negative, reflecting the detector resolution. Tracks coming from c jets can also have
high IP values resulting from the long life-time of charm hadrons, but with a less no-
ticeable impact on the track IP distribution.
The IP significance, IP/σ, defined as the ratio of the IP to its estimated uncertainty, is
used as an observable in order to take into account the effect of the resolution. For light
jets, the IP/σ distribution is expected to be symmetric around zero, whereas for b jets
(and c jets), it is more populated at the positive and large values. The distributions of
IP/σ for tracks coming from light jets, c jets and b jets are shown on Fig. 3.3. A small
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asymmetry is seen for the light jets, coming from K0s and Λ, light strange particles
with a long life-time, called V0 particles.
Figure 3.3: Distribution of the IP for light jets (dark blue), c jets (green) and b jets
(red). The filled circles correspond to the data sample recorded at
√
s = 8 TeV [68].
The TCHP(HE) algorithm is based on the third (second) track with the highest IP/σ:
if this tracks passes a given threshold value, the jet is tagged as a b jet. This tagger
is simple and robust, and the distribution of the returned discriminator value for the
2012
√
s = 8 TeV dataset is shown on Fig. 3.4.
JP is a more sophisticated algorithm, computing the compatibility for a set of tracks
associated to a jet to come from the PV: if this probability is low, the jet is likely to be
a b jet.
Jet Probability
The JP algorithm takes as inputs tracks with negative IP, used to build resolution func-
tions R(x), from which the probability Ptr(S) that a track with a given IP/σ is





Different R(x) are used, depending on the quality of the track. These resolution func-
tions are not perfect Gaussians and are difficult to model. Therefore, the R(x) are
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Figure 3.4: Distribution of the TCHP discriminator for light jets (blue), c jets (green)




determined directly from the distributions of track IP/σ when IP/σ < 0. For these
tracks, by construction, Ptr(S) is flat between -1 and 0, as they are mostly light tracks
for which the distribution of IP/σ is symmetric.
The probability Pjet that a jet containingN tracks is coming from the PV is computed














P˜tr is the redefined track probability P˜tr = Ptr/2 for Ptr > 0 and P˜tr = 1 + Ptr/2
for Ptr < 0, is introduced to keep the track probability always positive. It is also
required that if P > 5.10−3, P is set at P > 5.10−3, to avoid Pjet to accept zero
values.
As mentioned previously, the R(x) functions are known to be different depending on
the track quality reconstruction. This means that the algorithm should be calibrated to
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be sensitive to all kind of tracks. As a consequence, several categories of tracks are
defined and for each track, the Ptr(S) is computed according to the category the track
belongs to. The R(x) functions can be built from data events, allowing a data driven
calibration of JP.
Calibration of JP
The calibration of JP is done in several steps. Firstly, only tracks fulfilling the follow-
ing track selection criteria are used:
• Number of hits associated to the track in the Pixel detector NPix ≥ 2;
• Number of hits associated to the track in the tracker (Pixel+SiStrip)≥ 8;
• Transverse IP with respect to the PV |IP2D| < 0.2 cm;
• Transverse momentum pT > 1 GeV;
• Normalized χ2 (χ2/nod, the number of degrees of freedom) of the track recon-
struction’s quality < 5;
• Distance to jet axis < 0.07 cm;
• Decay Length (DL) < 5 cm.
Then these tracks are sorted in categories. The different categories are defined using
the following variables:
• Number of hits associated to the track in the Pixel detector;
• Number of hits associated to the track in the tracker (Pixel+SiStrip);
• Momentum p of the track;
• Pseudo-rapidity η of the track;
• Normalized χ2 of the track.
The categories used for the official calibration of JP are the nine following categories:
• 1 category for tracks with χ2 > 2.5 (category 1);
For tracks with χ2 < 2.5:
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• 3 categories for tracks with |η| in the ranges [0, 0.8], [0.8, 1.6] and [1.6, 2.5]
with NPix >= 3 and p < 8 GeV (respectively category 2, 3 and 4);
• 1 category for tracks with NPix = 2 and p < 8 GeV (category 5);
• 3 categories for tracks with |η| in the ranges [0, 0.8], [0.8, 1.6] and [1.6, 2.5]
with NPix >= 3 and p > 8 GeV (respectively category 6, 7 and 8);
• 1 category for tracks with NPix = 2 and p > 8 GeV (category 9).
The distributions of the resolution functions for all the track categories can be seen on
Fig. 3.5. It is clear on this plot that R(x) differs from one category to another, and it
highlights the relevance of having different categories for the calibration of JP.
The calibration of the algorithm and its validation are achieved using the following
procedure:
• The R(x) functions are constructed for each category of tracks, using a specific
sample of data events, by filling binned histograms. Afterwards, they are stored
in a calibration file;
• This new calibration is applied to the same sample of events used to build the
R(x) functions;
• The distribution of Ptr for tracks with IP/σ < 0 is analyzed: since the calibra-
tion is applied on the same events used for the R(x) construction, by construc-
tion the distribution should be flat. An example of the distribution used to check
the calibration, using the R(x) shown on Fig. 3.5 (top plot), can be found on
Fig. 3.5 (bottom plot).
The JP discriminator is constructed to be proportional to − ln(Pjet) and its distribu-
tion, using the calibration for the
√
s = 8 TeV dataset, can be seen on Fig. 3.6. Some
structures in peaks are visible: they are due to an artifact of the JP algorithm : tracks
with probabilities < 0.005 are accounted as tracks with probabilities strictly equal to
0.005 (stated in Section 3.1.1). This means that multiple tracks can have the exact
same track probability. The first (second) peak thus means that there is only one (two)
track(s) with a probability of 0.005.
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Figure 3.5: Top: positive resolution functions for the nine categories of tracks defined
above, using tracks coming from multi-jets events with jets with 80 < pT < 120
GeV. The histograms have been normalized to unity. Bottom: distribution of the track
probability (Ptr) for tracks with IP/σ < 0, from all the nine categories defined below,
for jets with 80 < pT < 120 GeV. This distribution has been done with the same jets
used for building the R(x) functions seen on the top plot. The red ligne represents a
straight line.
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Figure 3.6: Distribution of the JP discriminator for light jets (dark blue), c jets (green)




JP presents several specific properties:
• The main advantage is its robustness since its calibration is performed directly
using data. This can be a significant advantage with respect to the CSV tagger,
since the latter first needs to be trained on MC, but JP can be directly calibrated
and used, even if the MC shows inconsistencies, or is not available;
• Since the IP/σ is used for the calibration of the algorithm, the calibration al-
ready takes into account the detector resolution effects;
The variables entering the categories for the calibration are highly tracking-dependent,
which means that for every new detector and data taking conditions, the calibration
has to be changed. Calibrations need to be done and validated for each data-taking
period, and in that context, the framework used to perform these two tasks should be
robust and fast.
The first existing calibration framework uses two different and independent pack-
ages: the ImpactParamerLearning package, which performs the calibration, and
the BTagAnalyzer package, to test and validate it. However, it is not straightfor-
ward that the track selection, for example, is the same in both packages. Besides, the
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BTagAnalyzer package is also used by the group in charge of the b-tagging commis-
sioning and the b-tagging efficiency measurement: if the ImpactParamerLearning
package is not synchronized, inconsistent results inside the b-tagging group might be
produced. Thus, the new framework has been based on the BTagAnalyzer package.
Figure 3.7: Previous framework to perform the calibration of JP, based on the
ImpactParameterLearning package.
As it shown on Fig. 3.7, the calibration performed using the original framework is
done in several steps. Steps 1 to 4 are dedicated to the calibration production, and
steps 5 to 7 are for its validation:
1. First, from the light format samples (called AODSIM samples), the
ImpactParamerLearning package is run on the CMS computing grid with
CRAB [70];
2. The calibration is directly written in a raw format (xml format);
3. This file is converted into a file readable by the CMS database (sqlite file);
4. The calibration is transfered to the CMS database;
Then, the calibration is tested:
5. New AODSIM events are produced, including the new calibration in the data-
taking scenario (CRAB has to be run again);
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6. The BTagAnalyzer code is run on the previous events to create files with
specific selected information, called “NTuples”;
7. From these NTuples, the performance of the new calibration is tested: the his-
tograms of track probability for tracks with IP/σ < 0 are analyzed for every
category of tracks and for all the tracks together. If these histograms are flat, the
calibration is validated.
If the calibration is not satisfactory, all the steps from 1 to 7 must be redone. Other-
wise, the calibration is included in a new data-taking scenario.
The main weaknesses of this procedure are that several grid jobs have to be run
twice, which can be time consuming, and that inconsistencies can appear between
the ImpactParamterLearning package and the BTagAnalyzer, since two differ-
ent codes have to be maintained.
Figure 3.8: New framework for performing the calibration of JP, based on the
BTagAnalyzer package.
Hence a new calibration framework has been introduced in order to make the cali-
bration process faster and easier to use with only one package: the BTagAnalyzer
package. Fig. 3.8 shows all the steps of this new procedure. From step 1 to step 3, the
calibration is created, and then it is tested during step 4:
1. First, AODSIM events are produced similarly to the previous case, using CRAB;
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2. Then the BTagAnalyzer is run to produce the NTuples. The NTuples produc-
tion is necessary for other b-tagging tasks (mainly performance measurements
and commissioning, as mentioned before), so the Ntuples might have already
been produced, and this step could be skipped;
3. These NTuples are used as inputs for a ROOT-based code, JetProbaCalib.C,
which is CMSSW environment free. This code produces a ROOT file contain-
ing the categories in histogram format and the new calibration in xml format;
Then the calibration is directly tested:
4. The histograms contained in the output ROOT file are used to check the calibra-
tion with another independent ROOT code, JetProbaV alidation.C: it pro-
duces the histograms of Ptr for tracks with IP/σ < 0, for all the different
categories of tracks, so they can be directly analyzed;
5. If the calibration is satisfactory, it is added to the CMS database.
If the calibration does not give good performance, it can be easily redone by repeating
step 3 only, and then tested by re-running step 4. More information about how to
calibrate JP with this new framework can be found on a dedicated Twiki page [71].
There are various advantages to perform the calibration with this new framework:
• CRAB is only run once, implying a large gain of time and CPU occupation
(especially if the NTuple production has already been done);
• The JetProbaCalib code is CMSSW independent, so it can be run with less
incompatibilities and more flexibility (if the working release changes from one
calibration to another for example);
• The code creates CategoryDef objects, inheriting from TObject to store the
entire calibration in a ROOT file, including the category definition. It is then
straightforward to add and to edit categories;
• A book keeping can be done to easily and quickly check the old calibrations;
• The previous point is of main interest for studying the impact of the calibration
in the high pT jets region (see Section 3.4.3): all the calibration histograms are
stored in one ROOT file and can be retrieved by another code to study their
impact on the JP performance;
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• The definition of the categories is not anymore hard-coded in multiple codes,
making the procedure more robust;
Validation of the procedure
In order to validate the new calibration procedure, several calibrations have been pro-
duced with the same sample of events (QCD simulated events with a generated pT in
the range [30, 1000] GeV):
• A calibration using the previous procedure with the ImpactParameterLearning
package, named "old calibration";
• Another calibration using the ImpactParameterLearning package, in which
the track selection has been modified to correspond to the track selection of the
BtagAnalyzer, named "old calibration modified". This calibration is done to
perform a closure test, to make sure the new procedure is behaving similarly to
the previous one;
• A new calibration, following the new procedure, named "new calibration".
Then, JP is computed for these three different calibrations, and the distributions of the
track probability, for tracks with IP/σ < 0, are displayed on Fig. 3.9. The "old cali-
bration modified" and the "new calibration" curves are on top of each other, meaning
that the closure test is successful. Besides, the "new calibration" curve is flat, implying
that the calibration produced with the new procedure is valid.
A summary of all the changes between the two procedures can be found in Tab. 3.2.
Table 3.2: Comparison between the previous and the new framework to perform the
JP calibration.
Previous procedure New procedure
Required time for production At least 3 days Less than a day
Run with CRAB 2 times 1 time or not necessary
b-tagging group sync. Not direct Direct
Framework CMSSW dependent CMSSW independent, ROOT-based
Output Calibration in xml Calibration in xml, ROOT file with categories
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Figure 3.9: Comparison of the track probability distribution, for tracks with IP/σ <
0, using the old calibration (solid blue line), the old calibration with the same track
selection than the one in the BtagAnalyzer (red line), and with the new calibration
(dashed blue line). The curves of the old modified calibration and the new one are on
top of each other.
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3.1.2 Combined Secondary Vertex
The CSV [72] algorithm is the tagger that currently gives the best b-tagging perfor-
mance and as a consequence, is the one mainly used in CMS analyses, as in those
presented in Chapter 4 and 5. It is a sophisticated and complex tagger that exploits
all known discriminating variables between b jets and non b jets. It combines differ-
ent topological and kinematic variables linked to the SV with the track IP/σ, using
a likelihood ratio technique to compute the b-tagging discriminator. A variant of this
tagger uses a Multi-variate Analysis (MVA) tool. This algorithm has the advantage to
cover the cases when no SV is found, using three categories:
• “Real vertex”: in this case the algorithm exploits the full SV information;
• ”Pseudo vertex“: in this scenario, a pseudo vertex is created from two tracks
with IP/σ > 2 and the properties of this pseudo vertex are used;
• “No vertex”: here, the algorithm solely accounts for the tracks information.
The distribution of the discriminator value is shown on Fig. 3.10. A visible disagree-
ment between MC and data can be seen; however, this distribution will be truncated
(b jets are required to pass a given discriminator threshold value), and scale factors are
applied afterwards: this will correct for the MC/data discrepancy.
3.2 Performance measurements
The b-tagging efficiency and the mis-identification rate are extracted from simulated
events. These numbers are then corrected by the efficiencies measured in data, and
Scale Factor (SF) are extracted.
3.2.1 b-tagging efficiency measurements
The b-tagging efficiency is measured in data using several methods applied to QCD
multi-jets and tt¯ events, in different ranges in pT and η. The CMS b-tagging group has
designed several methods to compute this efficiency, summarized in the table shown
on Table 3.3.
The efficiency  measured in data is compared with the identification efficiency for b
jets in the simulation, resulting in data/MC scale factor: SFb = datab /
MC
b .
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Figure 3.10: Distribution of the CSV discriminator for light jets (dark blue), c jets
(green) and b jets (red). The filled circles correspond to the data sample recorded at√
s = 8 TeV [68].
Several systematic uncertainties affect the measurement of the b jet tagging efficiency.
Some are common to all the methods, while others affect a specific method. The
common systematic uncertainties for all methods are:
• The number of pile-up (PU) events;
• The difference of gluon splitting rates between data and simulation;
• For the methods using muon-jets, the central value of the b-tagging efficiency
is extracted from data with muon pT > 5 GeV, which affects the shape of the
template distributions used in fits, and also the number of events used to measure
the tagging efficiencies.
For the efficiency measurements using tt¯ events, the uncertainties related to the PDF
(see Chapter 1) is one of the most important systematic sources, as well as the jet-
parton matching uncertainty. Other important uncertainties, such as the energy scales
of the jets and, to a lesser extent, of the leptons, are taken into account, as they shift
the momenta of the reconstructed objects.
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Table 3.3: Methods used for the measurement of the b-tagging efficiency within CMS
at
√
s = 8 TeV [68], along with their specific features.
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tagger SFb in muon-jets SFb in tt¯ events
JP (mistag rate 10%) 0.982 ± 0.020 0.966 ± 0.015
CSV (mistag rate 10%) 0.983 ± 0.017 0.987± 0.018
JP (mistag rate 1%) 0.947 ± 0.034 0.961± 0.012
CSV (mistag rate 1%) 0.951 ± 0.024 0.953 ± 0.012
TCHP (mistag rate 0.1%) 0.896 ± 0.035 0.921 ± 0.010
JP (mistag rate 0.1%) 0.866± 0.036 0.922± 0.017
CSV (mistag rate 0.1%) 0.916 ± 0.032 0.926 ± 0.036
Table 3.4: Scale factors SFb obtained in muon-jet data and tt¯ data, averaged over
the pT spectrum of jets from top decays [68], for the JP, CSV and TCHP taggers at
different mistag rates, for the 8 TeV dataset. The overall uncertainties are given.
Combination of efficiency measurements
The combination is based on a weighted mean of the different SF measurements, tak-
ing into account correlated and uncorrelated uncertainties and evaluating the shared
fraction of events between the different methods. Table 3.4 compares the combined
scale factors SFb measured in multi-jets and tt¯ events, averaged over the pT spectrum
of jets from top decays.
3.2.2 Misidentification probability
The measurement of the misidentification probability for light jets relies on the defi-
nition of inverted tagging algorithms, selecting non-b jets instead of b jets, using the
same variables and techniques as the standard versions. These “negative” taggers can
be used in the same way as the regular b jet tagging algorithms both in data and in the
simulation. As the negative-tagged jets are enriched in light flavours, the misidenti-
fication probability can be measured from data, and the value obtained for simulated
events is used to extract a correction factor.
The discriminator values for negative and positive taggers are expected to be almost
symmetric for light jets by resolution effect. Therefore the misidentification probabil-
ity misid can be derived from the rate of negative-tagged jets − in inclusive jets data
samples. The negative taggers are built from tracks with a negative impact parameter
or from secondary vertices with a negative decay length. When a negative tagger is ap-
plied to jets of any flavour, the corresponding tagging efficiency is denoted “negative
tag rate”.
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A correction factor, Rlight = misidMC /
−
MC , is evaluated from the simulation in order
to correct for second-order asymmetries in the negative and positive tag rates of light-











and their values are given in Table 3.5.
There are several systematic effects on the misidentification probability based on neg-
ative tags:
• The fraction of b jets that has been measured in CMS to agree with the simula-
tion within a 20% uncertainty;
• The average fraction of gluon jets that depends on the details of the parton
density and hadronization functions used in the simulation. An uncertainty of
20% is applied;
• The amount of reconstructed K0s and λ particles; these light particles have a
long lifetime and create an asymmetry in the light contribution of discriminator
distribution;
• The PU model used in the simulation;
• The mis-measured tracks, coming from jets with a reconstructed track not asso-
ciated with a genuine charged particle;
• The rate of secondary interactions in the detector, leading to photon conversions
and nuclear interactions in the pixel detector layers;
• Small differences in the angle between a track and the jet axis can lead to a
change of the impact parameter sign (“sign flip”) and therefore modify the neg-
ative tag rate;
• Physics analyses use jets from different event topologies. For a given jet pT , the
misidentification probability is different for the leading jet or in case there are
other jets with higher pT values in the same event. Measured misidentification
scale factors for leading and sub-leading jets have a dispersion of about 7%. In
addition, misidentification SF vary by 2-7%, depending on the tagger, and for
different running periods.
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tagger SFlight
JPL 1.03 ± 0.01 ± 0.07
CSVL 1.10 ± 0.01 ± 0.05
JPM 1.10 ± 0.02 ± 0.20
CSVM 1.17 ± 0.02 ± 0.15
TCHPT 1.27 ± 0.06 ± 0.27
JPT 1.11 ± 0.07 ± 0.31
CSVT 1.26 ± 0.07 ± 0.28
Table 3.5: Data/MC scale factors SFlight for different algorithms and operating points
for jet pT in the range [80-120] GeV [68]. Both statistical and systematic uncertainties
are quoted.
3.3 The commissioning
The goal of the b-tagging commissioning group [73] is to validate the b-tagging al-
gorithms for a specific dataset: all the b-tagging related variables are checked and
compared with data to see if the agreement is satisfactory enough. In particular, one
needs to validate:
• The MC generation;
• The trigger effects;
• The tracks selection;
• The discriminator distributions;
• The detector alignment;
• The algorithms calibration/training;
• The SV-related distributions;
During the first period of my thesis, I produced the first plots of comparison between
the
√
s = 7 and the
√
s = 8 TeV dataset: a comparison between the MC at different
energies, and a MC/data comparison at
√
s = 8 TeV. For example, as it can be seen
on Fig. 3.12, the PU distribution for the
√
s = 8 TeV dataset is shifted to significantly
higher values than for the
√
s = 7 TeV dataset.
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Figure 3.12: Comparison of the distributions of the PU for MC at
√
s = 7 TeV (green
histogram) and at
√
s = 8 TeV (red dots).
3.3.1 New code and procedure
This first plot production revealed several issues with respect to the framework that
was used back then: the code was not efficient enough and rather complex. Beside,
all the plots were produced in a row. To get a single plot, one had to re-run the code
on all events, artificially extending the procedure duration. The goal was then to cre-
ate a new commissioning code using the BTagAnalyzer package once again, and
to make the plots production as simple and as user-friendly as possible. The use of
the BTagAnalyzer package is of main interest since this code is already used by the
group in charge of the performance measurement. A common NTuples production is
possible, resulting in a significant gain of time.
The content of the NTuples can be chosen by the user, depending on the plots to be
produced, to lighten the procedure. Once the NTuples have been produced, one can
start the plot production with many different configuration options, listed hereafter:
• Choice of the PU treatment, with the possibility to include the official CMS PU
reweighing recipe [74]. It is also possible to choose a PU scenario (depending
on the used samples), including a personal one;
• Choice of the MC generator used for the MC production (Pythia or Herwig);
• Various QCD samples with different generated pT are available. However, since
their cross section differ, each event is reweighted to take into account its impact
among all the other QCD events. This procedure is done automatically;
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• Possibility to use samples enriched in muons;
• A wide set of trigger selection is available.
Finally, a new code to produce the plots allows to make a selection on the list of plots.
Several categories of plots are set and for every category, a boolean variable indicates
if the plots should be produced:
• Track-related variables;
• Track-related variables at N-1 cut (to check the effect of the cut of interest);





Comparison between the old and new commissioning codes has been performed through
the production of several plots. A good compatibility was observed. All the b-tagging
related plots shown in this thesis, comparing data and MC, have been produced within
this new framework, such as Fig.3.3, Fig.3.6 and Fig.3.10. Tab. 3.6 lists the advan-
tages associated to the use of the new code.
Table 3.6: Comparison between the previous and the new framework to produce com-
missioning plots.
Previous code New code
Run the code Not intuitive User friendly
Run with CRAB Necessary May not be necessary
Plot production Several hours Several minutes
Sync. with b-tag. group Not direct Direct
PU scenario Hard-coded Several choices
MC generator Pythia Pythia and Herwig
Generated pT -reweighing Hard-coded Automatic
Muon enriched samples Hard-coded Automatic configuration
Plot production All plots produced at once Plots selection
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3.4 Study of JP at high pT
As previously stated, JP is one of the tagger that gives the best performance: for a
mistag rate of 10%, more than 80% of signal efficiency can be reached for b jets and
almost 60% for c jets. However, this concerns only jets with a pT < 200 GeV. Above
that limit, as it is shown on Fig. 3.13, a clear degradation of the JP performance is
observed between jets with 80 < pT < 120 GeV and jets with 200 < pT < 300 GeV.
For a 1% probability to mistag a light jet, the b-tagging efficiency drops from 67%
down to 59%. In addition, for a similar probability to mistag a c jet as a b jet, the
b-tagging efficiency drops from 30% to 27%.
Recovering from this degradation is a goal to achieve in order to improve future
physics analyses.
Figure 3.13: b-tagging efficiency as a function of the mistag rate, when a c jet is tagged
as a b jet (blue) and when a light jet is tagged as a b jet (pink), for jets with 80 < pT <
120 GeV (plain circles) and for jets with 200 < pT < 300 GeV (empty circles). The
gaps are directly related to the peak structures present in the distribution on Fig. 3.6.
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3.4.1 Degradation of the performance
For this study, the TrackHistory [75] class is used for MC events: it returns the
origin of a specific track, and reveals if the track is coming from the decay of the B
hadron (real B track).
First of all, in order to understand the behavior of the tracks inside high pT jets, the
b jet’s track multiplicity as a function of the jet pT is analyzed. Fig.3.14 shows the
multiplicity of reconstructed tracks inside a b jet, as a function of the jet pT . For jets
with pT > 200 GeV, the track multiplicity appears roughly constant. However, when
tracks are sorted between real/non-real B tracks, a different behavior is observed: the
multiplicity of reconstructed real B tracks inside a b jet decreases with the pT of the jet
(as it is visible on Fig. 3.15), highlighting a tracking inefficiency. On the other hand,
the number of light components of the b jet, the non-real B tracks, logarithmically
increases, as it is shown on Fig. 3.16.
Figure 3.14: Multiplicity of reconstructed tracks inside a b jet, as a function of the jet
pT .
A direct consequence on the JP algorithm can be deduced by looking at the distribution
of the track IP/σ inside a b jet, depending on the tracks origin: if only the real B tracks
are taken into account, the distribution of IP/σ does not vary much when the b jet pT
increases, which is expected since IP/σ is Lorentz invariant (see Fig. 3.17, top plot).
3.4. Study of JP at high pT 101
Figure 3.15: Multiplicity of reconstructed real B tracks inside a b jet, as a function of
the jet pT .
Figure 3.16: Multiplicity of reconstructed non-real B tracks inside a b jet, as a function
of the jet pT .
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However, when all the tracks in the b jet enter the distribution, a clear dependence in
jet pT is visible (Fig. 3.17, bottom plot). This means that the light contribution of
tracks in the b jet, which increases with the jet pT , degrades the JP algorithm.
Figure 3.17: Distribution of the track IP/σ as a function of the jet pT , for the real B
tracks in the b jet (top) and for all the tracks in the b jet (bottom). The distributions
have been renormalized to unity.
Gluon splitting
In the following, a distinction is made to separate b jets arising from Gluon Splitting
(GS) from the other b jets. It can be seen on Fig. 3.18 that the fraction of b jets from
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GS becomes significant as the jet pT increases. However, these jets show a different
real B tracks multiplicity distribution, as a function of the b jet pT (see Fig.3.19). This
can be explained by the fact that jets arising from GS can be very collimated if the
initial gluon has a large enough momentum. In that case, the two arising b jets may be
contained in a single reconstructed b jet, with tracks from both jets. Indeed, from Fig.
3.20, it can be deduced that in jets coming from GS, tracks tend to be closer to each
other than tracks from non GS b jets.
Figure 3.18: Ratio of the number of b jets coming from GS over the number of b jets
not coming from GS, as a function of the jet pT .
Therefore, for the rest of this study, in order to analyze the behavior of tracks within b
jets in interest for physics analyses only, b jets coming from GS are discarded.
The amount of fake tracks (tracks not associated to a reconstructed track) inside b jets
is also checked. However, the fake track rate only slightly increases with the pT of the
jet, as seen on Fig. 3.21, meaning that the non-B tracks, whose number increases as it
is seen on Fig.3.19, are mostly real tracks coming from hadronization.
At this point, a first statement can be drawn: the degradation of JP for high pT jets
is coming from the loss of real B tracks inside the b jet, but also from the increasing
104 Chapter 3. b jets identification in CMS
Figure 3.19: Multiplicity of tracks real B tracks from GS jets, as a function of the jet
pT , inside a b jet.
Figure 3.20: Angular distance between one track and its closest track inside a b jet,
for non GS jets (dashed lines) and GS jets (plain lines). The distributions have been
renormalized to unity.
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Figure 3.21: Multiplicity of fake tracks inside a b jet, as a function of the jet pT .
number of non real B tracks inside the same jet, coming from the light components
of the b jet. The association of these two phenomena would dilute the B tracks infor-
mation in the computation of the jet probability performed in equation 3.2, decreasing
the algorithm efficiency. Two approaches can be considered to improve JP at high pT :
either to recover the lost real B tracks, or to remove the non real B tracks from the
algorithm computation.
Loss of B tracks
The loss of B tracks inside a b jet at high pT was highlighted. This could mean that the
track selection is not optimal for high pT regions. The decay length of the B hadron
in the (x-y) plane (rho, ρ) is then studied: the left plot on Fig. 3.22 shows that as
the jet pT increases, the B hadron flies a greater distance. On the right plot of Fig.
3.22, it can be seen that the fraction of B hadrons with ρ > 4 cm (at the edge the first
layer of the pixel detector) is getting more and more important for higher jet pT (5-8%
for pT > 300 GeV). As previously stated in Section 3.1.1, a cut on the track decay
length (DL) is applied such that tracks with DL< 5 cm are not kept (these tracks most
likely come from a hard interaction with the tracker material). However, this selection
criterion may not be suitable for high pT jets; effects of this cut are investigated in
Section 3.4.3.
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Figure 3.22: Left: distribution of the flying distance of the B hadron in the ρ plane for
different jet pT . Right: fraction of B hadrons when ρ > 4 cm, as a function of jet pT .
Discriminating variables
Several variables are found to give a good discrimination between the real B tracks
and the non real B tracks.
The pT of the track is an obvious variable to look at: on Fig. 3.23 (top plot), it
is possible to see that the mean pT is significantly higher for real B tracks than for
the other tracks. Another relevant variable is the angular distance ∆R between the
track and the b jet: Fig. 3.23 (bottom plot) shows that a clear difference is observed
between the B tracks and the non B tracks distributions, as the jet pT increases. The
real B tracks tend to be closer to the jet axis while the non B tracks are more spread
out. An optimization of the jet-track association cone could be necessary at high pT
to remove the contamination.
The number of hits in the pixel detector is displayed on Fig. 3.24 (top plot). For this
plot, the track selection (see Section 3.1.1) has been loosen to NPix ≥ 1. This reveals
that real B tracks in high pT jets tend to populate the bin 1, which is not filled by tracks
fulfilling the nominal track selection. This implies that the track selection might not
be optimal for the high pT region. The prelT distribution (shown on Fig. 3.24, bottom
plot), corresponding to the transverse momentum of the muon relative to the direction
of the total muon-jet momentum vector, shows higher values for real B tracks.
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Figure 3.23: Distribution the of the track pT (top) and of the ∆R between the track
and the jet (bottom), for real B tracks (plain lines) and for non B tracks (dashed lines),
for different jet pT ranges. The distributions have been renormalized to unity.
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Figure 3.24: Distribution of the number of hits in the Pixel detector (top) and of the
prelT (bottom), for B tracks (plain lines) and non B tracks (dashed lines), for different
jet pT ranges. The distributions have been renormalized to unity.
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The decay length is displayed on Fig. 3.25 (top plot) and it is found again that B
tracks mostly populate the high value bins. The same conclusion can be drawn from
Fig. 3.25 ( bottom plot), where the distance of the track to the jet axis is shown.
Finally, the distance of the track to the (x − y) plane (dxy , d0 being the track 2D
impact parameter) is displayed on Fig. 3.26. Again, B tracks have significantly larger
values than non B tracks.
More plots about the discriminating variables can be seen in Appendix B.
This study revealed a brand new set of discriminating variables between real B tracks
and other tracks within b jets. Combining them and adding this information to the JP
algorithm can be, in principle, a viable solution to improve the algorithm. This will be
tested in the following section.
3.4.2 Use of a Boosted Decision Tree
A Boosted Decision Tree (BDT) is one of the MVA tool available in ROOT: it com-
bines several discriminating variables and returns a value that evaluates how much the
input is signal-like compared to a background hypothesis. An extended description of
BDTs can be found in Appendix D. The nominal BDT parameters set by ROOT have
been applied here.
In this study, the goal is to estimate how likely a track is a real B track, and to apply
an additional selection cut based on this criteria to remove non B tracks from the JP
algorithm. The signal is composed of real B tracks coming from non GS b jets, while
the background is defined as the set of non real B tracks.
Optimization in Jet Probability
A training is performed using the following variables:
• Track pT ;
• ∆R between the track and the jet;
• Number of hits in the pixel detector associated to the B track candidate;
• Number of hits in the SiStrip detector associated to the B track candidate;
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Figure 3.25: Distribution of the track DL (top) and of the distance to the jet axis
(bottom), for B tracks (plain lines) and non B tracks (dashed lines), for different jet
pT ranges. The distributions have been renormalized to unity.
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Figure 3.26: Distribution of the track distance to the (x − y) plane, dxy , for B tracks
(plain lines) and non B tracks (dashed lines), for different jet pT ranges. The distribu-
tions have been renormalized to unity.
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• Relative pT between the track and the jet axis prelT ;
• Normalized χ2;
• Distance of the track to the (x− y) plane, dxy;
• Distance of the track to the z plane, dz;
• Track decay length;
• Track distance to jet axis;
• Track-pair invariant mass.
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Figure 3.27: BDT correlation matrices for signal (left) and background (right).
The BDT output presents a good discriminating power between signal and background
(see Fig. 3.28). The shape of the training curves are similar to the shapes of the test
curves, implying a similar discrimination power between the training and the test sam-
ples (no over-training).
An optimization of the BDT output cut is performed for jets with 250 < pT < 300 GeV:
11 cuts are applied (from -0.5 to 0.5 with a step of 0.1) for which the b-tagging effi-
ciency is recomputed. Fig. 3.29 shows the b-tagging efficiency as a function of the
BDT cut applied. The cut at -1.0 being equivalent to no cut at all (c.f. Fig. 3.28), the
b-tagging efficiency for this value can be used as the reference one.
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According to Fig. 3.30, a significant gain of b-tagging efficiency can be achieved
when applying a high BDT cut.
In particular, an absolute gain of 4-5% efficiency is observed for a cut at 0.3: for the
Loose Working Point (WP) (corresponding to 10% of mistag rate) the gain in effi-
ciency is 4.5%, for the Medium WP (corresponding to 1% mistag rate) it is 3.8% and
finally, a 5.0% gain is observed for the Tight WP (meaning 0.1% mistag rate). Since
the additional BDT cut affects the track multiplicity, the gaps in the curves, explained
in Section 3.4, are more pronounced on Fig. 3.30 than on Fig. 3.13.
Another aspect to discuss is the loss of efficiency observed at high BDT cut: since this
cut is directly applied on the tracks and not on the jet, when a tight BDT cut is applied,
fewer tracks enter the JP algorithm, affecting the performance of the algorithm: there
are not enough inputs, even though the number of jets remains the same.
Figure 3.28: Distribution of the BDT output for signal (blue) and background (red). The full
distributions are for the test sample while the dots represent the training sample.
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Figure 3.29: Evolution of the b-tagging efficiency for JP as a function of the BDT cut
applied, for the three WP: Loose (red), Medium (blue) and Tight (purple), for jets with
250 < pT < 300 GeV.
Figure 3.30: JP performance curves for c jets (blue) and light-jets (pink) with
250 < pT < 300 GeV, using nominal tracks (solid markers) and tracks passing the
additional BDT cut of 0.3 (empty markers).
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Optimization in Jet B-Probability
The Jet B-Probability (JBP) is the same algorithm as JP but in which the four tracks
with the highest IP/σ give more weight in the jet probability computation. The same
study is repeated for this algorithm, and a significant gain of efficiency can be reached,
as it is shown on Fig. 3.31, for jets with 250 < pT < 300 GeV.
Figure 3.31: Evolution of the b-tagging efficiency for JBP as a function of the BDT
cut applied, for the three WP: Loose (red), Medium (blue) and Tight (purple), for jets
with 250 < pT < 300 GeV.
The final results have been summarized in the Tables 3.7, listing the gain of b-tagging
efficiency for the two algorithms when applying different BDT cuts, for jets with 250
< pT < 300 GeV.
The same study, with similar results, has been performed with jets with 450 < pT <
550 GeV, and related plots and tables are presented in Appendix B.
116 Chapter 3. b jets identification in CMS
Table 3.7: Absolute gain of b-tagging efficiency (in %) for JP and JBP for the different
WP, applying a specific BDT cut and using jets with 250 < pT < 300 GeV.
JP JBP
BDT cut Loose WP Medium WP Tight WP Loose WP Medium WP Tight WP
-0.5 0 0 1 0.06 0.4 0
-0.4 1.6 0.6 1.2 1 1 -0.3
-0.3 1.2 0.4 1 2 1.8 -0.3
-0.2 1.2 -0.1 -0.3 2 2.4 -0.3
-0.1 1.9 -1 -1.1 1.9 2.4 -0.3
0 2.2 -1.3 -1.3 2 3 0.2
0.1 3.1 -0.3 -0.2 2 3.5 1.2
0.2 4.4 1.8 -0.2 1 4.2 2.4
0.3 4.5 3.8 5 1 3.3 3.7
0.4 3.8 -2 4 0.06 1.3 3.8
0.5 2.6 -9.2 3.3 -0.3 -1.4 0.6
BDT with sorted tracks
Another test is performed by changing the JBP algorithm: instead of assigning a big-
ger weight to the four tracks with the highest IP/σ, more weight is given to the four
tracks with the highest BDT values. The method is tested on jets with 250< pT <300
GeV (see Fig. 3.32), and a measurable gain in b-tagging efficiency is observed.
As a conclusion of this study, it appears that the best way to achieve a significant gain
of b-tagging efficiency is to use a BDT and to apply a high cut on the output to reject
non B tracks.
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Figure 3.32: JBP performance curves for c jets (blue) and light-jets (pink), using the
reference algorithm (solid markers) and the new JBP with the BDT outputs sorted
(empty markers), for jets with 250< pT <300 GeV.
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3.4.3 New categories for the calibration
As it was mentioned before, one of the new calibration procedure advantages is that
categories can easily be added/removed/modified (see Section 3.1.1). It is now much
quicker to estimate the effect of new categories on the calibration. The following study
consists in adding new categories that are sensitive to the high pT jets region.
As a first attempt, one can perform a new calibration with the same categories as the
one presented in Section 3.1.1, but using only high pT jets (jets with pT > 470 GeV).
The performance curves are compared with the reference calibration, achieved with
events with a jet pT in the range [80-120 GeV], but no visible improvement appears
(see on Fig. 3.33).
Figure 3.33: JP performance curves for c jets (blue) and light-jets (pink) with
80 < pT < 120 GeV, using the reference calibration (solid markers) and the new cal-
ibration, achieved with only high pT jets (empty markers).
Various variables have been found to be sensitive to the track IP, such as the number of
hits in the pixel detector, the track pT (Fig. 3.34 top plot), and the track decay length
(Fig. 3.34, bottom plot). They also depend on the jet pT , as it was shown in Section
3.4.1. This means that the resolution functions (mentioned in Equation 3.1) are known
to depend on these variables, as the pT of the jets increase. Therefore, they could be
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Figure 3.34: Distribution of the IP/σ for tracks with different track impulsion ranges
(top) and different track decay length ranges (bottom), for real B tracks (solid lines)
and non B tracks (dashed lines).
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incorporated in new categories in order to make the calibration sensitive to high pT
jets.
The following calibrations using new categories are then tested:
• A new category for tracks with one hit in the pixel detector. The goal of this
category is to recover from the tracking inefficiency observed at high pT . The
track selection is changed accordingly, but only a slight improvement of the
performance is seen (see Fig. 3.35).
• New categories with decay length ranges. Since the IP/σ is sensitive to the
decay length, it can be used as a parameter in the categories definition: new
categories for different decay length have been created. New categories based
on decay length are added with the following ranges: [0-1, 1-1.5, 1.5-2, 2-3,
3-5, 5-10 cm]. The track selection has been loosen accordingly. Only a very
slight improvement of the performance has been noticed.
• Refinement of the track-momentum based categories. The categories have been
defined at the beginning of the data taking but never re-examined since then.
A refinement is done by improving the splitting of the track momentum: new
categories for track p in the ranges [8-20, 20-40, 40-80, 80-150, >150 GeV] are
added. Again, no significant improvement can be seen.
More plots about the results related to this section can be found in Appendix B. Adding
categories for the calibration to tune JP for high pT jets region gives, so far, moderate
results.
3.4.4 Conclusion
The JP tagger is one the main taggers currently used in the CMS analyses, performing
very well up to 200 GeV. After this limit, a loss of b-tagging efficiency is observed,
ensued from a loss of B tracks inside the b jet, in association with a rise of non B
track contamination. New high pT jets based categories have been created, aiming to
recover the degradation of performance observed in this region. A slight improvement
of a few % is reached. Another study has been done to improve the B track purity
inside the b jets using a BDT, and the first results are promising with a gain 4-7% of
efficiency, depending on the WP and the jet pT . These changes have not implemented
and used in the following of this thesis, but this work paves the way for further inves-
tigations and potential improvements, such as the optimization of the list of variables
used for the BDT, or the performance of the training using data events. All these
results have been summarized in a CMS analysis note [76].
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Figure 3.35: JP performance curves for c jets (blue) and light-jets (pink), using the
reference calibration (solid markers) and the new calibration with a new category for
tracks with NPix = 1 (empty markers).
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Chapter 4
Search for the associated
production of Higgs and Z
bosons with the Matrix Element
Method
The Higgs boson and its properties have been presented in Chapter 1. One missing part
of the puzzle, to claim that the newly discovered particle is the SM Higgs boson, is the
observe its coupling to the fermions, a more challenging task. Such a discovery would
not only strengthen the consistency of the Brout Englert Higgs (BEH) mechanism, but
would also be a confirmation of the hypothesis that this new particle is responsible
for the generation of the fermion’s mass. The Higgs boson decay into two b quarks is
therefore of main interest.
Unfortunately, when the Higgs is produced by gluon-gluon fusion, this channel is
considered as nearly impossible to exploit due to the overwhelming di-jet events from
the QCD background. For this reason, a preferred Higgs production mode is the VH
mode, when the Higgs is produced in association with a Z boson. This channel has a
significantly lower cross section but shows a very clean signature.
The purpose of this study is to perform an independent cross check of the main CMS
analysis on the dedicated subject, while comparing the performance of two algo-
rithms of b jets identification. The search is based on the Z(ll)+H(bb) analysis (with
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l = e, µ and using the CSV discriminant [64][77]), derived itself on the Z+1/2b jets
cross section measurement [78]. The reprocessed data collected during 2012 by the
CMS experiment at a center-of-mass energy of 8 TeV, corresponding to a luminosity
L = 19.7 fb−1, are exploited here.
4.1 Phenomenology of llbb topology
Several SM processes present a final state containing two leptons, b jets and no Miss-
ing Transverse Energy (MET) (called the llbb topology):
1. The signal, the ZH process, presented in Chapter 1. For this process, the
cross section combined with the branching ratio leads to a small production
rate (0.0249 pb at 8 TeV); considering the luminosity L = 19.7 fb−1 recorded
at 8 TeV, around 500 ZH events are expected in this data sample. However,
the fiducial region of the detector is restricted to |η| < 2.4, and in addition, the
detector reconstruction and identification efficiencies are less than 100%. More-
over, as it was discussed in the previous chapter, the identification of b jets also
leads to a loss of signal events. This leads to a selection of only ∼ 4% of the
produced signal events. As conseqa uence, it will be difficult to see a 3σ excess
in this channel;
2. The Drell-Yann (DY)+jets events, corresponding to the production of a Z boson
(decaying in two leptons) in association with jets, is the most significant back-
ground (its production rate including the branching ratio Z → l+l− is 3531.9
pb). These events are categorized, based on the number of b partons matched
with b tagged jets:
• “Zbb”: the two b-tagged jets are associated to real b partons;
• “Zbx”: one of the two b jets matches a real b parton while the other
matches a c or a light parton (mis-tagged), and is therefore referenced
as ’x’;
• “Zxx”: the two selected b jets are mis-tagged jets.
The main irreducible background is then the production of a Z boson in asso-
ciation with two b jets, called the Zbb process. Zbb events can be produced via
qq¯ annihilation (10%) or via gluon-gluon fusion (90%). The related Feynman
diagrams can be seen on Fig.4.1;
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Figure 4.1: Production of Zbb events at the LHC: by qq¯ annihilation (left) or by gluon-
gluon fusion (right).
Figure 4.2: Production of tt¯ events, followed by a leptonic decay of both W bosons.
3. The second most important background is the top quark pair production, fol-
lowed by a leptonic decay of both W bosons. The associated production rate
including the branching ratio W → lν is 26.6 pb. However, the kinematics of
the corresponding final state is significantly different from the signal ones. In-
deed, for tt¯ events the two leptons are not issued from the same particle, and the
presence of neutrino implies the production of real ~Emisst . The related Feynman
diagram is shown on Fig. 4.2).
4. The final process to take into account is the di-boson production ZZ where two
Z bosons fake the signal signature: one decays into two leptons, the second into
two b jets, as it can be seen on Fig. 4.3. This process has a very small production
rate (0.168 pb, including the branching ratios Z → bb¯ and Z → l+l−) but since
theZ and the Higgs masses are very close, this background is difficult to reduce.
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Figure 4.3: Production of ZZ events, followed by a leptonic decay of one Z boson
while the second Z decays into bb¯ [33].
Several processes are not taken into account in this analysis, since their contributions
are found to be negligible:
• The fully-hadronic tt¯ decay process;
• The semi-leptonic tt¯ final state;
• Single top events: s-channel, t-channel and tW events;
• Di-boson production: WW and WZ processes.
For the fully-hadronic tt¯, since a small contribution is expected, no events have been
processed; the yields of the unused contributions, in the signal region of this analysis,
are displayed in Table 4.1.
Table 4.1: Expected yields after selection in the signal region (displayed in Table 4.3
and Table 4.4), for the processes not taking into account in the background fit and
background rejection procedures. Statistical errors are shown. The algorithm of b-
tagging used here is JP.
tW/t¯W tt¯ semi lept. WW WZ
Event yields 7.6 ± 2.8 2.4 ± 1.5 2.8 ± 1.7 0.5 ± 0.7
Total contribution < 1% < 1% < 1% < 1%
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4.1.1 Samples used
The full 8 TeV dataset recorded during 2012, by the un-prescaled double lepton trig-
gers1 (see Table 4.2, “Data” section), is used in this analysis. It corresponds to a
luminosity of L = 19.7 fb−1; the data are compared with generated and simulated
samples listed on Table 4.2. The assumed cross sections for the different background
processes have been chosen following the CMS recommendations. For the signal, the
cross section is computed to take into account until NNLO effects [20], and the decay
of the Higgs into a pair of b quarks.
Data and MC samples are processed via official Physics Analysis Tools (PAT), using
the CMSSW software version CMSSW_5_3_14 patch1.
The Zbb process is extracted from an inclusive DY +jets sample; in addition to this
inclusive sample, four additional DY+jets samples are used, enriching the content
of events with a high boost of the Z boson. Each of the samples presents a cut at
generator level on the pT (Z), and based on this cut the following 5 bins are defined:
• [0 - 50] GeV: for which only the DY inclusive sample contributes;
• [50 - 70] GeV: in addition to the DY inclusive sample, a DY sample with a pT (Z)
generated between 50 and 70 GeV contributes;
• [70 - 100] GeV: a DY sample generated with a pT (Z) between 70 and 100 GeV
is used in addition to the DY inclusive sample;
• [100 - 180] GeV: the DY sample with generated pT (Z)> 100 GeV for this bin
is used along with the DY inclusive sample;
• [180 -∞[ GeV: both DY samples with generated pT (Z) > 100 GeV and
pT (Z) > 180 GeV are used in addition to the DY inclusive sample.
On top of that, DY samples produced with a high Hadronic Activity (HT ) (defined as
the scalar sum the pT of the jets) are added to the initial sample:
• [0 - 200] GeV: a DY sample with a HT between 0 and 200 GeV;
• [200 - 400] GeV: a DY sample with a HT between 200 and 400 GeV.
1HLT_Mu17_Mu8 or HLT_Mu17_TkMu8 for muons and HLT_Ele17_Ele8 for electrons
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The cross sections of the different DY samples are taken from the production and
reprocessing management tool for CMS to compute the corresponding effective lumi-
nosities, which are used in order to reweight the events in a merging step so that the
effective luminosity of the DY combined sample matches the luminosity of the inclu-
sive DY sample. As a consequence, 10 weights are computed and assigned according
to the pT and the HT of the DY event. This merging procedure is explained in Ap-
pendix C.
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4.2 Event selection
The selection applied aims to favor signal events, and the following criteria, summa-
rized in Table 4.3, must be fulfilled.
General requirements
• As previously stated, the triggers used in this analysis are the double muons and
electrons triggers: the trigger is fired when there are at least two muons or two
electrons in the events, with pT > 8 GeV, including one with pT > 17 GeV;
• Jets and the leptons fulfilling the trigger requirement must come from the same
primary vertex PV, considered as the vertex of the hard interaction, with at least
four associated tracks. To reduce the risk of selecting a pile-up (PU) vertex, the
longitudinal and radial distances of the vertex from the center of the detector
must be smaller than 24 cm and 2 cm, respectively. For events with more than





• Leptons and jets had to be reconstructed using the CMS particle flow algorithm,
described in Chapter 2.
Leptons requirements
• The pT and η of the leptons are set to fit the trigger and detector acceptance:
only muons (electrons) with pT > 20 GeV and |η| < 2.4 (2.5) are kept. In
addition, electrons lying between 1.442 |η| < 1.566 are discarded;
• An isolation criterion is applied to remove leptons coming from heavy fla-
vor hadron decays: the relative isolation of a lepton within a cone of size
∆R =
√
(η)2 + (φ)2 = 0.4 (0.3) for muons (electrons) is set to be less than
0.2 (0.15);
• The di-lepton pair must be composed of the two same-flavor and opposite-
charged leptons with the highest pT . Their invariant mass should be compatible
with the one of the Z boson: 76 < Mll < 106 GeV for a “tight” selection,
and 60 < Mll < 120 GeV for a looser selection. This criterion depends on the
studied region (see Table 4.4).
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Jets requirements
• Jets must to fulfill the following kinematic criteria: |η|< 2.4 and pT > 20 GeV.
An extra requirement is made on the pT of the two leading jets:
pT (j1), pT (j2) > 30 GeV. This cut is driven by the b-tagging SF, provided only
for jets with pT > 30 GeV;
• The leading jets must be identified as b jets. Two algorithms are tested: Jet
Probability (JP) and Combined Secondary Vertex (CSV). The two b jets have to
pass a given discriminator threshold, set at 0.545 for JP and 0.675 for CSV, in
order to be tagged by the "Medium" Working Point (WP). This WP corresponds
to the mis-identification rate of 1% (based on QCD events). A more detailed
discussion on the subject is held in the next paragraph;
• A categorization on the number of jets in the event is done. Indeed, for events in
the category where exactly two jets are required (called the “2-jets” category), a
better background rejection is observed, as well as a better resolution on the di-
jet mass Mbb. The other category with at least one extra jet in the event (called
the “3-jets” category) shows a degradation of theMbb resolution. Such behavior
is expected since in the 3-jets category, some extra jets are emitted from the b
jets (FSR jets), compromising the Mbb reconstruction;
• Since the mass of the Higgs boson measured by CMS and ATLAS is 125 GeV,
a cut on the Mbb is applied such that it corresponds to the Higgs mass: for the
2-jets (3-jets) category 90 (70) < Mbb < 150. This cut is set to keep 90% of
the signal is both categories. It is thus loosen in the 3-jets category, in order to
cover the 20% of resolution degradation expected in Mbb.
Missing transverse energy requirement
The reconstruction of the MET ( ~Emisst ) is based on PF reconstruction (explained in
Chapter 2). The MET significance is used in the selection. As it was explained in
Chapter 2, this variable estimates the compatibility of the reconstructed missing trans-
verse energy with zero and leads to smaller systematic uncertainties. It is used to
suppress background originating from tt¯, by keeping only events with MET signifi-
cance < 10.
b-tagging
As previously stated, two algorithms dedicated to the identification of b jets are used:
JP and CSV, presented in Chapter 3. A comparison of the performance for the two
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algorithms can be seen on Fig. 4.4, for QCD events with a pT in the range [30-120]
GeV. For the Medium WP, the b-tagging efficiency is around 58% while it ∼64% for
CSV. As a consequence, the probability to tag two b jets using the Medium WP is
around 34% for JP while it is roughly 41% when using CSV, leading to an expected
difference of 22% in the raw events yields. Besides, the b-tagging scale factors (SF)
are not the same for these two taggers, as it can been seen on Fig. 4.5: the CSV SF
are about 9% higher than the JP SF, inducing a total difference of around 30% in the
final yields for processes containing two real b jets.
Figure 4.4: Comparison of the performance for JP (plain markers) and CSV (empty
markers), for QCD events with pT in the range [30-120] GeV. The pink dots represent
the probability to tag a light jet as a b jet, while the blue dots represent the probability
to tag a c jet as a b jet.
Several regions are defined for the next steps of the analysis: the Full Region (FR)
is a region where the Mll window is set at “loose” and no Mbb cut is applied. This
region is the first region used for a data/MC yields comparison. The background fit is
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Figure 4.5: Comparison of the b-tagging SF applied for the JP (left) and CSV (right)
tagged events, for the different MC contributions. These SF have been computed for
the case where two “Medium” tagged b jets have been requested.
performed in the Control Region (CR): here, the cut on Mbb is reversed in order to cut
most of the signal events. Finally, the Signal Region (SR) is defined in order to select
most of the signal and the least background events.
These regions along with their specific cuts are summarized in Table 4.4.
4.2.1 Data-simulation efficiency scale factors
It is fundamental to correct for the efficiencies relative to the selection criteria and
triggers applied in the analysis and consequently rescale the MC in order to match
data distributions. This step allows to rely on simulation in the computation of the
final results. Simulated samples have therefore been rescaled according to following
extracted correction factors (SF):
• The number of PU events is an important aspect to take into account since this
contamination is unavoidable; a correction is applied as a function of the ex-
pected number of PU events that presumably took place while data taking. De-
pending on the data taking period, the PU scenario can be very different and
not match the one expected during the event generation. A reweighting of each
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Table 4.3: Selection criteria applied in this analysis.
Trigger DoubleMuon/DoubleElectron
Leptons
pT > 20 GeV
|η| < 2.4 for muons (2.5 electrons)
Veto 1.442 |η| < 1.566 for electrons
Isolation criteria for muons (electrons) using ∆R=0.4 (0.3): < 0.2 (0.15)
Jets
Leading jet: pT > 30 GeV
Sub-leading jet: pT > 30 GeV
Extra jet: pT > 20 GeV
|η| < 2.4
b-tagging: two Medium tagged b jets
Missing transverse energy ~Emisst Sig. < 10
Table 4.4: Definition of the regions of interest for the search, with the corresponding
cuts in leptons/jets invariant mass.
Full Region Control Region Signal Region
Mll 60 < Mll < 120 GeV 60 < Mll < 120 GeV 76 < Mll < 106 GeV
Mbb
no cut 2-jets cat.: Mbb < 90 GeV or Mbb > 150 GeV 2-jets cat.: 90 < Mbb < 150 GeV
3-jets cat.: Mbb < 70 GeV or Mbb > 150 GeV 3-jets cat.: 70 < Mbb < 150 GeV
simulated event is directly applied by requiring that the simulated PU distribu-
tion matches exactly the one observed in data. The data distribution is obtained
using the proton-proton inelastic scattering cross section in association with the
instantaneous luminosity per bunch crossing for each run of data taking. As it
can be seen on Fig. 4.6 (left plot), a SF of 50% can be applied for some events;
• As previously stated when discussing the lepton reconstruction and identifica-
tion in Chapter 2, these procedures are not 100% efficient. Besides, trigger and
isolation efficiencies should also be considered. The efficiency to select a lepton
according to the selection shown in Table 4.3 has been estimated for simulated
events and 2012 data, using the “Tag and Probe” method presented in Chapter
2. This method returns a per-event SF, reflecting the probability that a selected
lepton fired the trigger. On Fig. 4.6 (right plot), the distribution of this SF is
shown: a reweighting of at most 15% is applied;
• The b-tagging group provides per-jet SF (presented in Chapter 3), that are com-
bined to give a per-event SF, depending on number of b, c and l jets in the
event, as well as the requirement on the number of tags in the event and the
mis-identification probabilities. Methods to do the perform the combination are
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also provided by the CMS b-tagging working group [82]. The distributions of
these SF have been shown on Fig. 4.5.
All these correction factors are applied for the following plots and event yields shown
in this chapter.
Figure 4.6: Distribution of the SF applied to take into account the PU events (left) and
to correct for the lepton reconstruction and identification efficiencies (right).
4.2.2 Yields and data/MC comparison
The selection presented in Section 4.2 is applied to the samples listed in Table 4.2,
with the corresponding cross section normalization. The resulting number of events
for data and MC are shown in Table 4.5 and Table 4.6 for the FR, using the JP and
CSV tagger respectively.
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A global 35% difference in the event yields is measured for events containing two
real b jets (Zbb, ZZ and tt¯ events) between the two taggers. However, one can also
see that JP better rejects events with at least one mis-tagged jet (Zxx events are for
instance rejected three times more when using JP instead of CSV).
Most importantly, an overall 16% of data/MC discrepancy is observed, with both tag-
gers. The source of this disagreement is not known, although it seems to mainly come
from a deficit of events in the Z peak, as it was shown on Fig. 4.7, left plot. The
discrepancy is also located at low MET (Fig. 4.7, right plot), and for events with jets
having a low b-tagging discriminator value: on the plots of Fig. 4.8, it is even more
striking in the JP case. It also come from the b jets at low pT , as it is visible on Fig.
4.9, left plot. However„ the discrepancy does not seem to appear in a specific η region
(see Fig. 4.9, right plot). All these plots tend to suggest a lack of DY events, especially
the contributions with mis-tagged jets. More plots in the Full region are available in
Appendix C. This MC/data disagreement is also seen in other CMS analyses [83].
Figure 4.7: Distributions of the di-lepton invariant mass (left), and of the MET (right),
in the FR, for the CSV selection.
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Figure 4.8: Distribution of the leading b jet CSV (JP) discriminator value on the left
(right) plot, in the FR.
Figure 4.9: Distributions of the leading lepton η (left) and on the leading b jet pT
(right) in the FR, for the CSV selection.
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Since such a discrepancy is not expected to come from new physics phenomena, but
from a bad modeling of the MC or the corrections applied, a background fit is per-
formed to improve the data/MC agreement in the control region.
4.3 Background fit
As previously stated, the main background contributions are coming from the tt¯ di-
leptonic process and DY events, categorized based on the number of real b jets se-
lected. Thus, several SF can be defined:
• "SFZbb", used to describe the Zbb contribution, in the 2-jets category only;
• "SFZbx", used to describe the Zbx events, in the 2-jets category but also in the
3-jets category. Besides, it also describes the Zbb events in the 3-jets category.
Indeed, these events can be by illustrated the same Feynman diagram where
the Zbb event has been produced by qq¯ annihilation, and the additional jet is a
FSR/ISR jet;
• "SFZxx", used to describe theZxx contributions in both 2 and 3-jets categories;
• "SFtt¯", used to describe the tt¯ contribution in both 2 and 3-jets categories.
These contributions are renormalized to the data, in the CR previously defined, using
a single two-dimensional fit to the following variables distributions:
1. The product of the JP/CSV discriminator values of both b-tagged jets. This
product is sensitive to the non-b jets contamination, and therefore helps to dis-
criminate Zbb events from Zbx and Zxx events. The plots representing the
product of the two b jets JP (CSV) discriminator values are displayed on Fig.
4.10 (Fig. 4.11), for the 2-jets category. The plots for the 3-jets category can be
seen in Appendix C. As the data/MC discrepancy is located at low discriminator
value, it can be expected that the Zxx and Zbx SF provided by the fit will be
higher than the Zbb SF;
2. (1): For the JP selection, the second variable used for the fit is the output of a
Neural Network (NN), discriminating the tt¯ and the DY processes, based on the
MEM weights (whose definition was given in Chapter 1). The description of
NNs can be found in Appendix D.
A single training for both jet categories is performed for simplicity reason, and
the training plots can be seen in Appendix C. Plots of the NN output can be
seen on Fig. 4.12 for the 2-jets category, before the background fit. A good
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discrimination is observed and it can be predicted that the SF associated to the
tt¯ process will be close to one.
2. (2): For the CSV selection, the second variable used in the 2D-fit is the di-lepton
invariant mass. This last variable allows to distinguish the tt¯ from the DY events
and does not require a training.
The ZZ cross section is measured in CMS with using an event selection compatible
with this analysis. Therefore, ZZ events are directly renormalized to this value [80].
Figure 4.10: Product of the two leading b jets JP discriminator values, used to discrim-
inate b jets from light jets contributions, in the CR. The left plot is in the di-electron
channel and the right plot in the di-muon channel, for the 2-jets category.
Finally, the fit result can be seen on Fig. 4.13 for the JP selection. The values of the
SF are displayed in Table 4.7: for tt¯, it is compatible with one, as expected. For the
different DY contributions, the SF are higher, especially when one or two b jets have
been mis-tagged. Given the characteristics of the observed discrepancy (previously
discussed), such results are meaningful.
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Figure 4.11: Product of the two leading b jets CSV discriminator values, used to
discriminate b jets from light jets contributions, in the CR. The left plot is in the di-
electron channel and the right plot in the di-muon channel, for the 2-jets category.
Figure 4.12: Neural-Net output used to discriminate DY events from tt¯ events, in the
CR. Left plots represent the di-electron channel, right plots the di-muon channel, for
the 2-jets category.
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Figure 4.13: Post-fit distributions for electrons (top plots) and muons (bottom plots),
in the 2-jets (left plots) and 3-jets (right plots) categories. The represented distribu-
tions are the Neural Net output used to discriminate DY events from tt¯ events and the
product of the two b jets JP discriminator values.
The SF are found to be similar for both taggers.






1.000 −0.135 −0.191 −0.018
−0.135 1.000 0.093 −0.324
−0.191 0.093 1.000 −0.438
−0.018 −0.324 −0.438 1.000
 (4.1)
Table 4.7: Scale factors obtained by the 2D simultaneous fit, for the events selected
with the JP/CSV tagger, using the data sample that corresponds to the one recorded at
8 TeV, and representing a luminosity of L = 19.7 fb−1..
SFZbb SFZbx SFZxx SFtt¯
JP
1.036 ± 0.06 1.273 ± 0.06 1.637 ± 0.24 1.027 ± 0.04
CSV
1.140 ± 0.06 1.348 ± 0.06 1.359 ± 0.14 1.006 ± 0.04
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1.000 −0.316 −0.424 0.055
−0.316 1.000 0.194 −0.320
−0.424 0.194 1.000 −0.461
0.055 −0.320 −0.461 1.000
 (4.2)
As expected, the most correlated SF are the Zbb and Zbx ones, since these events are
very similar. One can also notice that the correlation between the various background
sources are smaller for the JP tagger; this is due to the better purity of obtained with
the JP tagger, with respect to the CSV.
In order to see if the value of SFZxx is compatible with the expectations, it is com-
pared with the latest SF for the misidentification probability provided by the b-tagging
group of CMS, listed in table 4.8 [68]. In this analysis, as two Medium tagged b jets
are required, this leads a global mis-tagging SF of 1.21 ± 0.31 for JP and 1.37 ± 0.25
for CSV. These numbers are almost compatible with the SFZxx value (taking into
account the fact that they already contained the SF in Table 4.8). This means that the
observed discrepancy seems to come mainly from an under-estimation of the SFlight
by CMS, probably amplified by NLO effects.
Table 4.8: Data/MC scale factors SFlight (related to the mis-identification probabil-
ity), provided by the CMS b-tagging working group [68], for the CSV and JP taggers
at the Medium WP, for jet pT in the range [80-120] GeV. Both statistical and the
systematic uncertainties are given.
b-tagger SFlight
JP Medium WP 1.10 ± 0.02 ± 0.20
CSV Medium WP 1.17 ± 0.02 ± 0.15
4.3.1 Cross-checks
The data/MC discrepancy observed is quite important, as it was discussed in the previ-
ous section. Several hypotheses can be drawn: the trigger efficiency can be badly re-
produced by the simulation. However, the leptons η distributions show a flat data/MC
ratio (as it is shown on Fig. 4.9), which tends to discard the trigger as the source of
the discrepancy. The preferred assumption is thus the mis-modeling of the b-tagging
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SF, since at the stage "ll+jj+X" (when two leptons and two jets are selected, and no
cut is applied on the MET), the data/MC agreement is within 5%, and a good repro-
duction of the main kinematic variables shapes is observed (see Fig. 4.14 and Fig.
4.15). The discrepancy appears when b-tagging is required. More plots on the FR and
at "ll+jj+X" stage can be found in Appendix C.
Figure 4.14: Distributions of the invariant mass of the di-lepton system (left), and of
the MET (right), at "ll+jj+X" stage. The FR selection has been applied, except for the
b-tagging requirement and the MET cut.
Two tests are performed: a reweighting of the di-lepton invariant mass is done, in two
different ways, to cancel the data/MC disagreement. Scale factors are extracted then
propagated further.
The goal of these tests is to show that whenever the discrepancy comes from a trigger
effect or a mis-modeling of the b-tagging SF, it is absorbed during the background fit
procedure and therefore, there is no impact on the final result. The tagger used for
these test is JP.
Mll reweighting I:
A first bin-by-bin reweighting is done by adjusting the all the DY contributions to-
gether to the data at the stage “ll+bj+X” (two leptons, one b jet and one jet), indepen-
dently for muons and electrons.
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Figure 4.15: Distributions of the JP discriminator (left), and of the CSV discriminator
(right), at "ll+jj+X" stage. The FR selection has been applied, except for the b-tagging
requirement and the MET cut.
The use of “ll+bj+X” events is relevant since at this stage, a discrepancy is already
seen, and the requirement of only one b jet improves the statistics for the reweighting.
In this case, the DY categorization is done using the b-tagged jets with the highest pT
and discriminator value.
A closure test is performed and the result can be seen on Fig. 4.16. A global scale
factor of 1.16 is applied to all the DY contributions in the di-muon channel, while the
SF for the di-electron channel is of 1.10 (see Table 4.9).
Table 4.9: Scale factors obtained by the Mll reweighting I, performed independently
for muons and electrons, using the JP tagger.
SF(µµ) SF(ee)
1.16 1.10
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Figure 4.16: Invariant mass of the two electrons (left) or muons (right) after a bin-by-bin
reweighting of all the DY contribution to match the data, at “llbj+X” stage. The tagger used is
JP.
Table 4.10: Scale factors obtained by the 2-D simultaneous fit, for the events selected
with the JP tagger. The SF found using the Mll reweighting I have been propagated
before the fit procedure.
SFZbb SFZbx SFZxx SFtt¯
0.981 ± 0.053 1.126 ± 0.056 1.455 ± 0.218 1.022 ± 0.037
The background fit is then performed, taking into account the global SF obtained for
the different DY contributions. The new obtained SF can be seen in Table 4.10.
When using these new SF in the following instead of the nominal ones, the deviation
on the final result is found to be negligible at the 1% level.
Mll reweighting II:
The second reweighting performed is a bin-by-bin reweighting of theZbx contribution
to the data in the 2-jets category and of the Zxx contribution in the 3-jets category,
for electrons and muons together. This choice is motivated by the fact that these
two contributions are dominant in the dedicated categories. This reweighting aims at
roughly correct for the mis-modeling of the b-tagging SF, as it is suspected to be the
origin of the observed data/MC discrepancy. The plots of the closure test can be seen
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Figure 4.17: Invariant mass of the two leptons after a bin-by-bin reweighting of the Zbx
contribution for the 2-jets category (left) and of the Zxx contribution for the 3-jets category
(right), in order to match the data, at “llbj+X” stage. The tagger used is JP.
on Fig. 4.17. A SF of 1.14 is applied to the Zbx events in the 2-jets category while
Zxx events are reweighted by a SF of 1.56 in the 3-jets category (see Table 4.11).
Table 4.11: Scale factors obtained by theMll reweighting II, performed for muons and
electrons together. The Zbx contribution is reweighted in the 2-jets category while the
SF for the 3-jets category is obtained using the Zxx events. The tagger used is JP.
SF(Zbx/2j) SF(Zxx/3j)
1.14 1.56
In this case again, the background fit is performed taking into account the new SF for
the Zbx and the Zxx events. The final SF can be seen in Table 4.12.
Again, the new SF of Table 4.12 are used to redo the complete analysis, and the final
result agrees better than 2% with the nominal one.
As a conclusion, both of the reweightings lead to final result similar to the nominal
one, meaning that the background fit absorbs the source of the discrepancy, whenever
it is coming from a bad trigger efficiency in the simulation or a mis-modeling of the
b-tagging SF.
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Table 4.12: Scale factors obtained by the 2D simultaneous, for the events selected
with the JP tagger. The SF found using the Mll reweighting II have been propagated
before the fit procedure.
SFZbb SFZbx SFZxx SFtt¯
1.141 ± 0.059 1.227 ± 0.061 0.979 ± 0.167 1.025 ± 0.037
4.4 Yields and Control Plots
The SF obtained by the background fit are applied for both JP and CSV selection, and
the yields in the signal region can be found respectively in Table 4.13 and Table 4.14.
The Signal/
√
Background is very similar for both taggers: it is 0.36 for JP and 0.40
for CSV.
Control plots in the signal region of various kinematic variables are shown in this
section, for the selection using JP in both jet categories: the di-lepton and di-jet in-
variant mass (Fig. 4.18, the MET significance and the leading b jet pT on Fig. 4.19,
the sub-leading b jet pT and leadind JP discriminator value on Fig. 4.20. The sub-
leadind JP discriminator value and the leadind CSV discriminator value are displayed
on Fig. 4.21 while the sub-leadind CSV discriminator value is shown on Fig. 4.22
(using events selected by the CSV tagger). All of them show a reasonable agreement
between MC and data, and a good reproduction of the kinematic shapes.
More plots can be found in Appendix C.
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Figure 4.18: Top: di-lepton invariant mass in the signal region, for the 2-jets (left) and the
3-jets (right) categories Bottom: di-jet invariant mass in the signal region, for the 2-jets (left)
and the 3-jets (right) categories. The JP tagger is used, and events have been renormalized
according to their cross section. All the correction scale factors are applied.
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Figure 4.19: Top: MET significance mass in the signal region, for the 2-jets (left)
and the 3-jets (right) categories. Bottom: leading b jet pT in the signal region, for the
2-jets (left) and the 3-jets (right) categories. The JP tagger is used, and events have
been renormalized according to their cross section. All the correction scale factors are
applied.
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Figure 4.20: Top :sub-leading b jet pT in the signal region, for the 2-jets (left) and
the 3-jets (right) categories. Bottom: leading b jet JP discriminator value in the signal
region, for the 2-jets (left) and the 3-jets (right) categories. The JP tagger is used and
events have been renormalized according to their cross section. All the correction
scale factors are applied.
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Figure 4.21: Top :sub-leading b jet JP discriminator value in the signal region, for the
2-jets (left) and the 3-jets (right) categories, for the JP selection. Bottom: leading b jet
CSV discriminator value in the signal region, for the 2-jets (left) and the 3-jets (right)
categories, for the CSV selection. Events have been renormalized according to their
cross section. All the correction scale factors are applied.
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Figure 4.22: Sub-leading b jet CSV discriminator value in the signal region, for the 2-jets (left)
and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factors are applied.
4.4.1 Validation of the MEM weights
The weights returned by the MEM, presented in Chapter 1, have already been used for
the background fit procedure, in Section 4.3. These weights also allow to distinguish
the signal events from the main background processes.
Five weights corresponding to different background hypotheses, and two weights cor-
responding to the signal hypothesis are evaluated:
• Weights for two Zbb hypothesis: Zbb induced by qq¯ (Zbbqq) and Zbb induced
by gg (Zbbgg). An approximation is made at this point: the same Zbb weights
are applied for the Zbx and Zxx events, meaning that no specific hypothesis
was created for the Zbx and Zxx topology. This is justified by the fact that
Zxx events come from the same Feynman diagram than Zbb events (see Fig.
4.1). For Zbx, the issue will be solved in the next Chapter.
• Weights for the tt¯ di-leptonic hypothesis;
• Weights for the ZZ hypothesis, with (without) imposing E-p conservation (see
Chapter 1): ZZcor0 (ZZcor3);
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• Weights for the ZH hypothesis, with (without) imposing E-p conservation:
ZHcor0 (ZHcor3);
The validation of the MEM weights can be seen in this section, for the JP tagger for
both 2-jets and 3-jets categories: the tt¯ weights on Fig. 4.23, Zbb induced by qq¯
(Zbbqq) and Zbb induced by gg (Zbbgg) on Fig. 4.24 and 4.25; The ZZ weights are
shown respectively for the correction 0 (Fig. 4.26) and 3 (Fig. 4.27), and finally the
ZH weights for both correction 0 (Fig. 4.28) and correction 3 (Fig. 4.29).
Given the available statistics, the agreement between MC and data is satisfactory. The
plots for the CSV selection are available in Appendix C.
Figure 4.23: ME weights for the tt¯ hypothesis, for the 2-jets (left) and the 3-jets (right) cate-
gories, for the JP tagger. Events have been renormalized according to their cross section. All
the correction scale factor have been applied.
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Figure 4.24: ME weights for the Zbb induced by gluon-gluon hypothesis, for the 2-jets (left)
and the 3-jets (right) categories, for the JP tagger. Events have been renormalized according to
their cross section. All the correction scale factor have been applied.
Figure 4.25: ME weights for the Zbb induced by qq¯ hypothesis, for the 2-jets (left) and the
3-jets (right) categories, for the JP tagger. Events have been renormalized according to their
cross section. All the correction scale factor have been applied.
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Figure 4.26: ME weights for the ZZ hypothesis with E-p conservation (cor0), for the 2-
jets (left) and the 3-jets (right) categories, for the JP tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
Figure 4.27: ME weights for the ZZ hypothesis without E-p conservation (cor3), for the 2-
jets (left) and the 3-jets (right) categories, for the JP tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
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Figure 4.28: ME weights for the ZH hypothesis with E-p conservation (cor0), for the 2-
jets (left) and the 3-jets (right) categories, for the JP tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
Figure 4.29: ME weights for the ZH hypothesis without E-p conservation (cor3), for the
2-jets (left) and the 3-jets (right) categories, for the JP tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
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4.5 Background estimation
The different weights described in the previous section are combined using a MVA
tool. Two methods have been tested: the use of a BDT, or a complex MLP (both tools
are described in Appendix D). The final result, the exclusion limit on the ZH signal
strength, has been computed using both tools, and the best limit was obtained using a
BDT. Therefore, only the procedure using the BDT is presented in this section. More
details about the tests performed with a MLP can be found in Appendix C.
The BDT takes as input the seven weights presented in the previous section, and sepa-
rate trainings are performed for the 2-jets and 3-jets categories. On the other hand, test
and training samples are composed by events in the both di-muon and the di-electron
channels. Indeed, the different kinematic distributions do not differ significantly be-
tween the two channels and a a good statistic is required for the training step. Only
50% of the available samples are used for the training; the remaining 50% are used
to perform over-training tests. The selection criteria corresponding to the SR are im-
posed to the simulated events entering in the training. Since the contribution of each
of the background processes to the total expected background varies significantly, a
weight is assigned to each event, based on the process contribution. The weight for
the DY, tt¯, and ZZ samples are respectively 0.9, 0.085, 0.015.
In the 3-jet category, in addition to the Matrix Element weights, extra variables are
added to amplify the discrimination: the invariant mass of the two b jets with the
FSR jet, M(bb, fsr), the angular distance between the FSR jet and its closest b jet,
∆R(fsr, b), and finally the angular distance between the two b jets, ∆R(bb). The
plots of the first two variables can be seen respectively on Fig. 4.30. It should be
noticed here that for technical reasons, the Zbb 4-flavour sample used for the train-
ing of the Neural Net in the previous analysis was not available for this study. As a
consequence, a lack of statistics is clearly affecting the BDT training.
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Figure 4.30: Top: distribution of the angular distance between the FSR jet and the
closest b jet, M(bb, fsr), used in the 3-jets category, for the JP (left) and the CSV
(right) selection. Bottom: distribution of the invariant mass between the two b jets
and the FSR jet, ∆R(bj), used in the 3-jets category, for the JP (left) and the CSV
(right) selection. Events have been renormalized according to their cross section. All
the correction scale factor have been applied.
4.6. Systematics 161
4.5.1 Final discriminant plots
The plot of the BDT output can be seen for JP (CSV) on Fig.4.31 (Fig. 4.32), for both
jet categories and both muon and electron channels, in the signal region. Again, a quite
reasonable agreement is found between MC/data, given the few available statistics.
Plots for the MLP output are available in Appendix C.
4.6 Systematics
Systematic uncertainties affecting the estimated rates of signal and background pro-
cesses, as well as the shape of the final discriminator, can bias the outcome of this
search. First each independent source of uncertainty is identified then its effect on
the event yields of the different processes is described. An individual source of un-
certainty can affect multiple processes (also across different channels) and all these
effects will be correlated.
The most common model used for systematical uncertainties is the log-normal. The
event distribution is characterized by a parameter κ, and affects the expected event
yields in a multiplicative way: a positive deviation of +1σ corresponds to a yield
scaled by a factor κ compared to the nominal one, while a negative deviation of -1σ
corresponds to a scaling by a factor 1/κ. For small uncertainties, the log-normal is
approximately a Gaussian. This model is used to determine the effect implied by the
following systematics: the luminosity, the lepton scale factor, the ZH cross section
and the background fit.
In this analysis, the limit depends on the distribution of the BDT output, built in Sec-
tion 4.5; the shape of this discriminating variable can be affected by several effects,
such as the jet energy scale/resolution, the uncertainty on the b-tagging scale factors,
and the limitation in MC statistics. To determine the impact of these systematics,
the difference in the discriminant shape is evaluated: the observed distribution of the
expectations from the signal and all backgrounds affected by the systematic, are pro-
vided as histograms, all with the same binning.
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Figure 4.31: Top: BDT output in the SR for the electrons (left plots) and muons (right
plots) in the 2-jets category. Bottom: BDT output in the SR for the electrons (left
plots) and muons (right plots) in the 3-jets category. Events have been renormalized
according to their cross section and all the correction scale factor have been applied.
The tagger used is JP.
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Figure 4.32: Top: BDT output in the SR for the electrons (left plots) and muons (right
plots) in the 2-jets category. Bottom: BDT output in the SR for the electrons (left
plots) and muons (right plots) in the 3-jets category. Events have been renormalized
according to their cross section and all the correction scale factor have been applied.
The tagger used is CSV.
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A detailed list of all the systematic uncertainties considered in this search is given
below:
• Luminosity: the uncertainty on the luminosity affects the normalization of the
signal and the di-boson background. Indeed, for the other background pro-
cesses, this uncertainty is absorbed in the background fit procedure. It is as-
sumed to be 4.4% for the 8 TeV dataset;
• Signal cross section: the uncertainty on the total signal cross section is 4%
[81]. This number accounts as well for the PDF uncertainty;
• ZZ normalization: An uncertainty of 15% is assigned to the ZZ normaliza-
tion. This value corresponds to the uncertainty on the cross-section measured
by CMS [80].
• Lepton reconstruction and trigger efficiencies: these efficiencies are mea-
sured using the “Tag and Probe” technique (explained in Chapter 2). A flat
uncertainty of 2% is assigned to the total trigger and lepton reconstruction ef-
ficiency for both electrons and muons. Uncertainties between electrons and
muons are assumed to be uncorrelated. It is only applied to the signal process
since it is already taken into account for the ZZ measurement;
• b-tagging and mis-tagging efficiencies: the scale factors associated to the b-
tagging are variated up and down according to their uncertainties, following
the recommendations of the b-tagging working group. The variations are per-
formed separately for heavy flavor jets for the b-tagging uncertainty, and for
light jets for the mis-tagging uncertainty. In order to assess the effect of these
uncertainties on the normalization of the different backgrounds, the background
fit procedure has been repeated using the up and down variations. For all the
background processes the impact has been found to be small compared to the
corresponding statistical uncertainty of the fit;
• Jet energy scale/resolution: the Jet Energy Scale (JES) uncertainty is eval-
uated by applying jet-energy corrections that describe one standard deviation
variations with respect to the default correction factors (up and down). The JER
effect is estimated by increasing (decreasing) the default smearing by a factor
of two for the up (down). For these uncertainties, two effects are measured:
1. The effect on the event selection: the whole analysis is redone with events
affected by the change in energy scale. These events have to pass the se-
lection described in Section 4.2. The yields of events passing the selection
for each systematic variation considered can be seen in Appendix C, along
with the associated SF computed by the background fit procedure.
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2. The ME weights are recomputed with events for which the jet energy res-
olution/scale have been variated. A special patch has been created to run
Madweight on the same event with five different configurations: one nom-
inal, two for JES± and two for JER ±. An approximation is made at this
stage: the ISR correction computed for the nominal event is applied to the
four other configurations. However, this approximation is estimated to be
small with respect to the resolution on the di-jet mass used for the ISR
evaluation;
• Background Fit: the statistical uncertainties associated to the four scale factors
extracted by the background fit has been considered for each process. In order
to obtain uncorrelated systematic uncertainties, the correlation and covariance
matrices returned by the fit are used in a procedure explained in Appendix C;
• Monte Carlo statistics: the limited size of the generated Monte Carlo sam-
ples represents an additional source of uncertainty. To account for this effect,
alternative shapes that vary exclusively the contents of one of the bins of the dis-
criminator are introduced for each process. The considered bin is multiplied by
factors representing ± one standard deviation of a Poisson distribution whose
parameter is the number of MC events populating the bin. This means that
the up and down fluctuations are not symmetrical for the bin, especially if it is
populated only by a small number of events. The statistical uncertainties cor-
responding to the different bins are included only for the last 10 bins, the ones
with the most sensitivity, and are assumed to be uncorrelated.
4.7 Results
4.7.1 The CLs tool
The Confidence Levels (CL) method [84] is used to claim a discovery or establish an
exclusion. It is based on a frequentist significance test using a likelihood ratio. The
purpose of this analysis is to perform the exclusion of the signal hypothesis. The p-
value, that quantifies the statistical significance of an observed signal, is set at 0.05,
which corresponds to a confidence level of 95%. The limits are computed from the
shape of the multivariate discriminators described in Section 4.5. The likelihood func-




(µ× sj + bj)nj
nj !
e−µ×sj−bjp(θ˜|θ) (4.3)
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where in the bin j nj , sj and bj represent respectively the number of observed can-
didates, the signal and background expected rates. µ is the signal strength modifier
(σ/σSM ) and θ is the set of nuisance parameters, corresponding to the systematic un-
certainties, their expected values being represented by θ˜. The method computes the
probability Pµ defined by:
Pµ = −2 ln L(X|µ, θˆµ)L(X|µˆ, θˆ) (4.4)
where µˆ and θˆ maximize the likelihood given the observed dataX , while θˆµ maximize
the likelihood value for a given value µˆ such as 0 ≤ µˆ ≤ µ. Pµ represents the
incompatibility between the data and the hypothesis for a value of µ, and when Pµ is






where f(Pµ|µ) is the probability density function of Pµ assuming the hypothesis µ,





If µ=1, CLs worths less than 0.05 and it can be claimed that the signal is excluded for
a nominal production rate, at 95% of confidence level.
4.7.2 Limits
The CLs prescription is employed to set upper limits on the SM Higgs boson asso-
ciated production with a Z boson and decaying in a pair of b quarks. The different
sources of systematic uncertainties described in Section 4.6 are taken into account in
the computation of the limits. In order to improve the signal sensitivity, the limit is
evaluated for each dataset in the di-electron and di-muon final states separately, as
well as in the 2-jets and 3-jets categories independently.
First, the expected blinded upper limits are presented in Table 4.15, for JP and CSV,
with and without systematics. These limits are computed using the MC distributions
to generate pseudo-data in order to perform a MC/data fit. These limits are used to
tune the analysis sensitivity. For JP, the expected limit is 3.52×σSM , and for CSV, the
expected limit is 3.39×σSM : both taggers return similar results.
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Then, an un-blinding is performed: the data are used in the data/MC fit performed
to compute the limits. For JP, the observed limit is 4.89×σSM , and for CSV, it is
5.46×σSM (see Table 4.16).
The results are summarized on Fig. 4.33.
A significant degradation of the limit is observed when going from the blinded to the
unblinded limits, and this is due to the fact that the observed MC/data discrepancies
can be explained by a fluctuation induced by the systematics. CMS provides a tool to
check the impact of the systematics on the unblinded limits. If the systematics have a
significant impact, the limit on the signal strength can vary a lot because an excess in
data might be explained by a variation of a systematic within its uncertainty.
This behavior is observed for the JP approach, as it can be seen on the pool plots of
Fig. 4.34 and Fig. 4.35: a much better agreement between data and MC is found after
the fit including the systematics, explaining the degradation of the limit observed after
unblinding.
A similar impact is visible when using the CSV tagger, and the related plots are shown
in Appendix C. This effect is due to the systematic linked to the MC statistics that
affect the discriminator shape, since each bin can vary independently.
Table 4.15: Blinded limits on the SM Higgs boson associated production with a Z
boson cross section times the bb¯ branching ratio, for both JP and CSV tagger. The
limits are normalized to the SM predictions.
Blinded
Median expected value (no syst.) Median expected value (with syst.) +1σ band
JP 2.73 3.52 5.01
CSV 2.59 3.39 4.89
Table 4.16: Unblinded limits on the SM Higgs boson associated production with a Z
boson cross section times the bb¯ branching ratio, for both JP and CSV tagger. The
limits are normalized to the SM predictions.
Unblinded
Median expected value (with syst.) +1σ band Observed value
JP 4.82 6.64 4.89
CSV 3.73 5.33 5.46
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Figure 4.33: Blinded and unblinded limits on the SM Higgs boson associated produc-
tion with a Z boson cross section times the bb¯ branching ratio, for both JP (blue) and
CSV (red) tagger. The median expected values are indicated by the squared markers,
while the±σ expected values are indicated by the round markers. The observed limits
are displayed using triangle markers.
Figure 4.34: Distribution of the final discriminant before (left) and after (right) fit, for
the electron channel in the 2-jets (top) and 3-jets category, using the JP tagger.
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Figure 4.35: Distribution of the final discriminant before (left) and after (right) fit, for
the muon channel in the 2-jets (top) and 3-jets category, using the JP tagger.
4.7.3 Comparison with other results
These results can be compared to the ones found by similar analyses. First of all,
the CMS VH analysis has measured an observed 95% CL exclusion limit on the ZH
process (with mH = 125 GeV) of 1.89×σSM [85], by combining the W(lν,τν)H(bb¯),
Z(ll)H(bb¯) and Z(νν)H(bb¯) channels. This corresponds to a small excess, as it can be
seen on Fig. 4.36. It should be noticed here that most of the sensitivity is coming from
the W(lν,τν)H(bb¯) and Z(νν)H(bb¯) channels, and that the limits are obtained combin-
ing the searches performed at 7 and 8 TeV.
The previous ME-based ZH analysis [64], using the CSV tagger and the combination
of the 7 and 8 TeV data (before reprocessing), has observed a 95% CL exclusion limit
on the ZH process of 1.6×σSM , corresponding to a deficit of data events in the signal
region. This result is shown on Fig. 4.37. The expected limits are better than the ones
computed in this chapter, and this degradation can easily be explained by the clear
lack of statistics the BDT training suffers from.
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Figure 4.36: The expected and observed 95% CL upper limits on the product of the VH
production cross section times the H → bb¯ branching ratio, with respect to the expectations for
the SM Higgs boson. The limits are obtained combining the results of the searches using the
2011 (7 TeV) and 2012 (8 TeV) data. The red dashed line represents the expected limit obtained
from the sum of expected backgrounds and the SM Higgs boson signal with a mass of 125 GeV.
Figure 4.37: Expected and observed 95% CL upper limits on the ZH signal strength, with
respect to the expectations for the standard model Higgs boson. The limits are obtained com-
bining the results of the searches using the 2011 (7 TeV) and 2012 (8 TeV) data. The red dashed
line represents the expected limit obtained from the sum of expected backgrounds and the SM
Higgs boson signal with a mass of 125 GeV.
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4.7.4 Impact of systematic uncertainties
The impact on the results of each systematic uncertainty is studied by removing them
separately from the set of systematic uncertainties: each time, only the considered
uncertainty is dropped. The results of this study are summarized in Table 4.17 (for JP)
and Table 4.18 (for CSV). The main degradation on the expected limit comes from
the limited statistics available for the main background, the Zbb process. The second
most important source of degradation is the systematic associated to the background
fit. One can also see that the JP selection is a little less sensitive to the systematics,
due to the better rejection of Zbx and Zxx events, leading to a smaller impact of the
MC statistics.
Table 4.17: Breakdown of the systematics on the final limits, for the JP tagger.
Systematic Value Degradation
No syst. 2.73 -
All syst. 3.52 28.9 %
-lumi. 3.52 -
-lepton SF 3.52 -
-ZH cross section + ZZ normalization 3.52 -
-JES 3.52 -
-JER 3.52 -
-b-tag. SF bc 3.48 0.9 %
-b-tag. SF light 3.52 -
-Background fit 3.39 3.7 %
MC statistics
-All 3.20 9.8 %
-Zbb 3.27 7.7 %
-Zbx 3.52 -





-JES 3.48 0.9 %
-JER 3.52 -
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Table 4.18: Breakdown of the systematics on the final limits, for the CSV tagger.
Systematic Value Degradation
No syst. 2.59 -
All syst. 3.39 30.9 %
-lumi. 3.39 -
-lepton SF 3.39 -
-ZH cross section + ZZ normalization 3.39 -
-JES 3.39 -
-JER 3.39 -
-b-tag. SF bc 3.39 -
-b-tag. SF light 3.39 -
-Background fit 3.27 3.7 %
MC statistics
-All 2.93 15.7 %
-Zbb 3.10 9.4 %
-Zbx 3.33 1.8 %





-JES 3.39 - %
-JER 3.39 -
4.8 Conclusion
A search for the SM Higgs boson in the Z(ll)+H(bb) final state has been described,
where two algorithms dedicated to the identification of b jets have been tested, in or-
der to compare their performance. The method used is a multivariate analysis based
on a Matrix Element Method, that produces a set of discriminating observables, the
weights, sensitive to the Higgs boson signal. These quantities are then combined us-
ing a multivariate technique to produce final discriminators. The event selection has
been optimized in order to improve the signal/background ratio, and events have been
categorized according to the number of jets in the final state to include effects from
final state radiation.
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A significance data/MC discrepancy has been observed, most likely coming from a
bad modeling of the mis-tagging rate. To correct for this effect, background normal-
ization scale factors have been estimated from two-dimensional fits in a region of
control.
The main systematic uncertainties affecting the estimation of the upper limit on the
ZH production arise from the normalization of the backgrounds and the limited size
of the Monte Carlo samples. These and other uncertainties have been estimated and
taken into account in the evaluation of the limits. The blinded 95% CL expected limits
for a SM Higgs boson mass of 125 GeV, based on the CLs method, is 3.52×σSM
when using the JP tagger, and 3.39×σSM when using the CSV tagger.
After unblinding, the observed limit obtained when using the CSV tagger is 5.46×σSM ,
while it is 4.89×σSM when using the JP algorithm. For JP, the result is in agreement
with the MC predictions while a small excess is observed for CSV. When comparing
these results with the ones obtained by the previous ME-based analysis, a degrada-
tion of the expected limits is observed, coming from a significant lack of statistics this
analysis suffers from.
As a conclusion, this analysis shows that the performance of the JP and CSV tagger
are comparable: the JP selection is little bit less sensitive to the systematics while
the CSV selection gives a better background rejection. This means that both taggers
could be used for the model-independent search; however, since CSV gives the best
performance, it will be used in the next chapter. For this analysis, many tools have
been tuned and many ME weights have been computed: they will be directly re-used
in the following chapter.
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Chapter 5
Model Independent search of
new physics phenomena with a
Z boson and two b jets in the
final state
The goal of the model-independent search is to design an analysis, using the MEM, to
discriminate all the SM processes between them in order to categorize the llbb phase
space. To do so, a brand new method is applied, based on a recursive approach. It
creates “boxes“ enriched with a specific SM hypothesis at each step and as a result
leads to a decomposition of the data through a tree defined from a purity criterion.
5.1 The Zbb final state
The llbb topology has been defined in Chapter 4. This analysis focus this topology,
restrained to Zbb final state: the two leptons are required to come from a Z boson.
Several SM processes populate this phase space, among them the ones already pre-
sented in the previous chapter:
• The DY events, for which the same events categorization than to one used in the
previous chapter can be done:
• “Zbb” events: the two b-tagged jets correspond to real b partons;
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• “Zbx” events: one of the two b jets corresponds to a real b parton while the
other selected jet matches a c or a light parton, and is therefore referenced as
’x’;
• “Zxx” events: the two selected b jets have been mis-tagged.
• The top quark pair production, followed by a leptonic decay of the two W ;
• The di-boson production where two Z bosons fake the signal signature: one
decays into two leptons, the second into two b jets;
• The Higgs production in association with a Z boson, followed by the Higgs
decay into two b quarks: the ZH process.
In addition to these events, new processes are taken into account for this study:
• The di-boson production WW , where the two leptons come from the leptonic
decay of each W . The contribution of this process is very limited in this study,
since the cut on the MET is maintained;
• The di-boson production WZ. In this case, the two leptons arise from the Z
boson decay while the two b jets are two mis-tagged jets coming from the W
boson decay. Similarly to the WW process, WZ events are not expected to
contribute much.
Samples used
On top of the samples used in the previous chapter, the ones listed in Table 5.1 have
been added for this analysis.
Table 5.1: Additional samples used in this analysis, with the corresponding cross
section for simulated events. All samples are taken AODSIM format files.
Dataset MC σ(Pb)×BR
WW /WW_TuneZ2star_8TeV_pythia6_tauola/Summer12_DR53X-PU_S10_START53 V7A-v1/AODSIM 60.1 [86]
WZ /WZ_TuneZ2star_8TeV_pythia6_tauola/Summer12_DR53X-PU_S10_START53 V7A-v1/AODSIM 24.6 [87]
5.1.1 Event selection and simulation
The event selection used aims at selecting SM processed having a Zbb final state.
Extra jets are accepted but a cut on the MET is applied. This selection is based on the
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one presented in Chapter 4, corresponding to the Full Region (FR), and is displayed
in Table 5.2. The CSV tagger is used in this analysis.
Table 5.2: Selection criteria used in this analysis
Trigger DoubleMuon/DoubleElectron
Leptons
pT > 20 GeV
|η| < 2.4 (2.5) for muons (electrons)
Veto 1.442 |η| < 1.566 for electrons
Isolation criteria for muons (electrons) using ∆R=0.4 (0.3): < 0.2 (0.15)
60 <Mll < 120
Jets
Leading jet: pT > 30 GeV
Sub-leading jet: pT > 30 GeV
Extra jet: pT > 20 GeV
|η| < 2.4
b-tagging: two CSV Medium tagged b jets
Missing transverse energy ~Emisst significance < 10
All the selected events are renormalized according to the corresponding cross section;
in addition, the correction SF presented in Chapter 4 (b-tagging, lepton and luminosity
reweighting) are applied as well.
Finally, the scale factor found for the CSV tagger, using the background fit procedure
explained in Chapter 4, are applied. A reminder of the SF values can be found in Table
5.3.
Table 5.3: Scale factors obtained by the 2D simultaneous fit, for the events selected
with the CSV tagger.
SFZbb SFZbx SFZxx SFtt¯
1.140 ± 0.06 1.348 ± 0.06 1.359 ± 0.14 1.006 ± 0.04
Event yields
The yields corresponding to the selection described in Table 5.2, using the SF shown
in Table 5.3, can be found in Table 5.4.











































































































































































































































































































































5.1. The Zbb final state 179
Figure 5.1: Zbj hypothesis associated to Zbx events, induced by the gluon-quark
interaction.
5.1.2 Control plots and discriminating variable
The discrimination of the SM processes between them is done using the weights pro-
duced by the MEM. Most of these weights have already been computed for the analy-
sis presented in Chapter 4 and for this study, additional ME weights have been calcu-
lated:
• Weights for the WW hypothesis;
• Weights for the DY events induced by the quark-gluon interaction, shown on
Fig. 5.1, since theZbx contribution is known to mainly come from this diagram.
Therefore, Zbx events are associated to this new weight, in order to increase the
discrimination power among the DY contributions. TheZbb andZxx events are
affected with the Zbbgg weight.
The weights for these two new hypotheses are displayed on Fig. 5.2. Here it should
be mentioned that for each event, a single weight can be assigned. Therefore, for the
ZZ and ZH hypothesis, only the weights computed with the energy-momentum con-
servation (cor0) are used. Control plots of the weights distributions are shown on Fig.
5.3 and Fig. 5.4.
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Figure 5.2: ME weights for the Zbx hypothesis (left) and for the WW hypothesis. Events
have been renormalized according to their cross section, and the correction scale factor have
been applied. The data sample corresponds to the 8 TeV sample (L = 19.7 fb−1).
Figure 5.3: ME weights for the Zbbgg hypothesis (left), for the tt¯ hypothesis (right). Events
have been renormalized according to their cross section, and the correction scale factor have
been applied. The data sample corresponds to the 8 TeV sample (L = 19.7 fb−1).
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Figure 5.4: ME weights for the ZZcor0 (left) and for the ZHcor0 (right) hypotheses. Events
have been renormalized according to their cross section, and the correction scale factor have
been applied. The data sample corresponds to the 8 TeV sample (L = 19.7 fb−1).
Discriminating variable
From the MEM weights, it is possible to separate a process a from a process b, without
the need of an MVA tool, by using a discriminating variable D defined as:
D =
ArcTan(Wa −Wb) + pi2
pi
(5.1)
This definition allows to have a final discriminant between 0 and 1. Examples of
distributions of D are shown on ig. 5.5: to discriminate Zbb from tt¯ events (left plot),
and to separate the Zbb from the Zbx events (right plot).
The variable D(Zbb, tt¯ shows a discrimination power as good as the NN use in Chap-
ter 4 to separate the tt¯ from the DY for the background fit procedure. The excess
of data in the middle of the distribution corresponds to the zero results return by the
MEM, more important in the data than in the MC. Events with a weight of 0 are indeed
neither Zbb, neither tt¯ like.
Unlike D(Zbb, tt¯), the variable D(Zbb, Zbx) does not show a real discrimination
power between the Zbb and Zbx events.
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Figure 5.5: Distribution of ArcTan(Wa−Wb)+
pi
2
pi , where a is the Zbb process and b the
dileptonic tt¯ process (left) or the Zbx process (right). Events have been renormalized
according to their cross section, and the correction scale factors have been applied.
The data sample corresponds to the one recorded at 8 TeV, representing a luminosity
of L = 19.7 fb−1.
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5.2 Construction of a final discriminant
The method is based on a recursive separation of the SM processes, using the ME
weights. Based on a purity criterion and the available MC statistics, the procedure will
continue or stop. The procedure separates in priority the processes with the smallest
yields.
5.2.1 Phase space decomposition
Let’s take an example where three processes are known to populate the phase space
of interest: a, b and c, ordered by yields. Na, Nb and Nc represent the number of
generated MC events respectively available for each process;
1. The procedure starts by looking the two processes with the smallest yields: a
and b will then be discriminated first, in the ”mother box“; besides, since a has
the smallest yield, it will be referred as the ”signal“ process;
2. The distributions of the ME weights Wa and Wb corresponding to the two pro-
cesses are renormalized to unity such that na = a∗Na = 1 and nb = b∗Nb = 1;
3. From these renormalized weight distributions, D (defined in Section 5.1) is
built;
4. If a purity criterion is fulfilled, two ”daughter boxes“ are created, the ”signal“-





where P1 and P2 are the purities computed respectively in the mother containing








This step can be visualized on Fig. 5.6. Since in the mother box, a renormal-
ization has been performed such as na = nb = 1, this leads to a purity criterion
of:
2× P2 − 1 > cutPur (5.4)
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Figure 5.6: Creation of two daughter boxes (bottom), from a mother box (top) contain-
ing the process a and b, normalized to unity. The process a has the smallest yields and
is therefore considered as the ”signal“, and therefore the bottom right box is called
the daughter ”signal“-like box. The cut applied separate a such that the daughter
”signal“-like box contains fsignal% of the ”signal“. On this plot, fsignal=50%.
5. In order to prevent for the creation of daughter boxes when not enough MC
statistics is available (and therefore induce an over-training of the method), an
additional criterion is applied: Na and Nb have to be greater than NMC in
mother and daughter boxes.
If the purity criterion is not fulfilled or ifNa andNb are smaller thanNMC , the method
will try to discriminate a and c, then b and c. If none of these combinations succeed,
the procedure stops.
Therefore, the free parameters of this method that have to be optimized are:
• The fraction of signal fsignal going to the ”signal“-like daughter box, when
creating the daughter boxes;
• The improvement on the purity criterion required to allow the procedure to con-
tinue, cutPur;
• The minimum number of generated MC events NMC the mother and daughter
boxes should contain.
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These parameters are set to nominal values, leading to a reasonable number of final
daughter boxes (47):
• fsignal = 50%;
• cutPur = 0.4;
• NMC = 100.
A tuning of these parameters is performed in the following, taking as reference the
95% CL exclusion limit on the ZH signal strength.
Final tree
The method is applied, using the nominal values of the free parameters. The final can
be seen in Fig. 5.7. It has been divided into two parts for a good visualization: the
left part of the tree is shown on the top plot and the right part on the bottom plot. This
tree starts by separating the ZH and the ZZ processes, as they have smallest yields.
It leads to the creation of two daughter boxes, the red one being the ”ZZ-box“ while
the blue one is the ”ZH-box“. In the blue box, the two processes considered for the
discrimination are the ZH and the tt¯. Since the ZZ process must still have a smaller
yield than the tt¯ process, it means that not enough discrimination was found between
ZZ and ZH . The same thing occurs in the red box.
5.2.2 Additional event categorization
The boxes have been created using information from the ME weights; however, these
weights do not take into account some interesting discriminating information, such as
the b-tagging or the number of extra-jets in the events. An event categorization is then
performed on all the final daughter boxes.
• b-tagging: once all the boxes have been produced, they are further sub-divided
depending on the b purity. If the product of the two b jets CSV discriminator
value passes a threshold value, the event is tagged as ”b-like“. The thresh-
old value is arbitrarily chosen to equally populate the b-like and the light-like
daughter boxes. If the MC statistics very limited, this value is set at 0.75. This
separation could be further optimized by adding a fourth free parameter;
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Figure 5.7: First (top) and second (bottom) part of the discrimination tree built with the
method exposed in Section 5.2.1. The red boxes correspond to the daughter ”signal“-
like boxes.
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• Extra jets: after the b-purity-based categorization, events are sorted depending
on the number of extra jets they contain: if no extra jet is found, the event goes
in the 2-jets category. In the opposite case, it goes in the 3-jets category.
In the end, if the tree contains X final daughter boxes, there are now N = X × 4
boxes. An histogram ofN bins is created, merging the four histograms for the b/light-
like events in the 2-jets/3-jets category. The bin i is filled with the expected yield in the
ith box; the distribution of this histogram is used as final discriminant. An example of
such distribution, built from the final daughter of the tree represented on Fig. 5.7, can
be seen on Fig. 5.8.
Figure 5.8: Distribution of the yields of each box produced by the tree shown on Fig.
5.7, further sub-divided to create four categories of boxes. Each MC process has been
renormalized to the related expected cross section. The x axis represents the number
of box: the bin i is filled with the expected yield in the ith box. The data sample
corresponds to the one recorded at 8 TeV, representing a luminosity of L = 19.7 fb−1.
5.3 Sensitivity of the method
5.3.1 Template fit scale factors
A toy MC is used to test the sensitivity of the method: pseudo-data events are gener-
ated from the distribution of the total MC contributions, renormalized to their expected
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yields. These events are generated such as for each bin of the distribution, the data
point is within the statistical MC error. The experiment is repeated 1000 time and
for each experiment, a fit is performed to evaluate the data/MC agreement. The scale
factors (SF) for each process contribution are extracted. For the WW and WZ pro-
cesses, the SF values are set at 1.
This method is tested on the tree shown on Fig. 5.7. The value of the χ2 of the fit is
displayed on Fig. 5.9. As the number of degrees of freedom equals 180, the quality of
the fit is on average satisfactory. The SF distributions obtained for every SM process
are shown on Fig. 5.10, Fig. 5.11 and Fig. 5.12, along with their mean and RMS
values.
As expected, all mean values are found to be compatible with 1, and the RMS gives
the statistical precision one can be expected when measuring each process: 3.7% for
the Zbb, 18.8% for Zbx, 8.9% for Zxx, 3.1% for tt¯, 53.7% for the ZZ and 256.5%
for the ZH .
Figure 5.9: Value of the χ2 obtained when fitting the pseudo-data distribution to the
MC distribution. The mean and RMS of the distributions are displayed. The number
of degrees of freedom of the system is 180, which means that on average, the quality
of the fit is good.
5.3.2 Fit to data
The fit is now performed using the real data distribution. The obtained χ2 is 435.9,
corresponding to a value in the tail of the previous χ2 distribution. This means that
the observed disagreement is not compatible with the SM predictions. However, the
fit has been performed without taking into account the systematic uncertainties, and
therefore the agreement is worse than it should be.
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Figure 5.10: Distribution of the SF values extracted from the template fit for the Zbb
(left) and Zbx (right) contributions, along with the mean and RMS values.
Figure 5.11: Distribution of the SF values extracted from the template fit for the Zxx
(left) and tt¯ (right) contributions, along with the mean and RMS values.
Figure 5.12: Distribution of the SF values extracted from the template fit for the ZZ
(left) and ZH (right) contributions, along with the mean and RMS values.
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New SF are extracted for each contribution; for the DY and tt¯ processes, these SF
have to be scaled to the ones applied before the fit (presented in Table 5.3). Thus, the
final values are the following:
• Zbb: 0.90 ± 0.04→×1.14 = 1.03 ± 0.05;
• Zbx: 1.48 ± 0.76→×1.35 = 2.00 ± 1.03;
• Zxx: 0.76 ± 0.09→×1.36 = 1.03 ± 0.12;
• tt¯: 1.05 ± 0.03→×1.01 = 1.06 ± 0.03;
• ZZ: 1.39 ± 0.51;
• ZH: 0.99 ± 2.37.
All these SF are compatible with 1. A precision of around 37% is measured for the
ZZ process, and a small deficit of data in the ZH signal region is observed. In addi-
tion, as it can be seen on Fig. 5.13, none of these SF are highly correlated.
Figure 5.13: Correlation matrix obtained when extracting the SF of the different SF
processes, using the real data distribution.
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Therefore, when looking at the final discriminant distribution, no significant excess of
data in several bins is seen. If when injecting new data (13 TeV data for instance), an
excess appears in several bins (less than 15) with only one σ deviation, because of the
bin multiplicity of this distribution nothing could be conclude. The distribution should
be redone with another set of data, to see if the excesses are still here. If it is the case,
the look-elsewhere effect can be considered as small and a study of these excesses
should be foreseen. This is the goal of the model-independent search. However, the
method first needs to be checked and to do so, signals have to be injected.
5.3.3 Exclusion limits for the ZH search
As previously mentioned in Section 5.2.1, the method possesses free parameters that
can be tuned using different figures of merit. An interesting one to choose is the 95%
CLs upper limits on theZH signal strength since the optimization of this parametriza-
tion will give the best discrimination between the smallest llbb process, the ZH , and
the other SM processes. An other advantage is the direct comparison of the obtained
limit with the results from the previous Chapter. The expected limit is computed from
histograms similar to the one shown on Fig. 5.8.
Therefore, different trees have been tested, changing each time the value of one pa-
rameter:
• Several values of cutPur are tested, going from 0.1 to 0.9 with a step of 0.1.
Going to high values means drastically increase the purity at each step;
• The fsignal, fraction of ”signal“ events in the mother box going to the ”signal“-
like daughter box, is tested at 60 % and 70%;
• Two values ofNMC , the minimum of generated MC events mother and daughter
boxes must contain, are tested: 75 and 50;
• The weightsZZcor0 andZHcor0 are replaced by theZZcor3 andZHcor3 weights.
Indeed, an arbitrary choice was made on the used correction for theZZ andZH
hypothesis, since events can only be associated to one weight;
• The Zbx events are associated to the same MEM hypothesis than the Zbb and
Zxx events, the Zbb hypothesis induced by gluon-gluon. This test is done to
measure the improvement related to the new Zbx hypothesis.
The resulting limits can be seen in Table 5.5 for the tests performed on the cutPur
parameter, Table 5.6 for ones on the NMC parameter and Table 5.7 for tests with
192 Chapter 5. Model Independent search of new physics with a Z boson and two b jets
different fsignal values. The limits computed using the ZZcor3 and ZHcor3 weights
is shown in Table 5.8, along with the limit obtained when the Zbx hypothesis has been
removed.
The values are displayed for two scenarios: when the limit computation takes into
account the systematics linked to the statistics (assumed to be the dominant one) and
when it does not. This systematic is evaluated from the histogram used for the limit
calculation: for each bin, the related number of generated MC event N is taken; the
fluctuation ”up“ of a given bin is defined as N +
√
N and the fluctuation down as
N −√N .
Table 5.5: 95% CLs upper exclusion limits obtained for a given value of cutPur,
when a categorization of events has been made using the CSV product or both the
CSV product and the number of extra jets in the event. The systematics related to the
MC statistics have been added in the columns labeled ”+ MC stat.“. The values of the
other free parameters are the nominal ones: fsignal = 50% and NMC = 100.
cutPur value # of boxes Limit CSV Limit CSV + MC stat. Limit CSV+ # jets Limit CSV+ # jets + MC stat.
0.1 90 3.61 3.80 3.23 3.42
0.2 72 4.23 4.51 3.89 4.23
0.3 73 4.02 4.36 3.77 4.20
0.4 47 4.23 4.61 4.02 4.52
0.5 40 4.27 4.61 4.05 4.52
0.6 28 4.33 4.73 4.11 4.66
0.7 18 4.61 5.02 4.39 4.92
0.8 11 4.92 5.30 4.64 5.14
0.9 4 5.30 5.70 5.02 5.55
Table 5.6: 95% CLs upper exclusion limits obtained for a given value of NMC , when
a categorization of events has been made using the CSV product of both the CSV
product and the number of extra jets in the event. The systematics related to the
statistics MC have been added in the columns labeled with ”+ MC stat.“. The values
of the other free parameters are the nominal ones: fsignal = 50% and cutPur = 0.4.
NMC value # of boxes Limit CSV Limit CSV + MC stat. Limit CSV+ # jets Limit CSV+ # jets + MC stat.
50 87 4.14 4.45 3.86 4.30
75 75 4.14 4.45 3.89 4.36
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Table 5.7: 95% CLs upper exclusion limits obtained for a given value of fsignal,
when a categorization of events has been made using the CSV product of both the
CSV product and the number of extra jets in the event. The systematics related to the
statistics MC have been added in the columns labeled with ”+ MC stat.“. The values
of the other free parameters are the nominal ones: NMC = 100 and cutPur = 0.4.
fsignal value # of boxes Limit CSV Limit CSV + MC stat. Limit CSV+ # jets Limit CSV+ # jets + MC stat.
60% 57 4.05 4.39 3.80 4.33
70% 46 4.20 4.61 3.95 4.48
Table 5.8: 95% CLs upper exclusion limits obtained when the ME correction 3 is
used instead of the correction 0, and when the Zbx hypothesis is not used. The cate-
gorization of events has been made using the CSV product of both the CSV product
and the number of extra jets in the event. The systematics related to the statistics MC
have been added in the columns labeled with ”+ MC stat.“. The values of the free
parameters are the nominal ones: fsignal = 50%, NMC = 100 and cutPur = 0.4.
# of boxes Limit CSV Limit CSV + MC stat. Limit CSV+ # jets Limit CSV+ # jets + MC stat.
cor3 58 3.83 4.05 3.58 3.86
no Zbx 37 4.30 4.64 4.08 4.55
The best limit, including the systematic error linked to the statistics uncertainty, is
found for the configuration where cutPur=0.1, fsignal=60% and NMC=75, using the
correction 3 for the ZZ and ZH hypothesis, and keep the Zbx weight. Besides, split-
ting the final boxes using the CSV product of the b jets and the number of extra jets
in the events give better results. In the end, it seems that the more boxes there are, the
best the limit gets. However, the limit obtained using the systematic related to the MC
statistics should get worse at some point, when too many boxes do not have enough
statistics.
For this configuration, the expected blinded limit obtained is 3.05 ×σSM , and taking
into account all the systematics listed in Chapter 4 and recomputed for this analysis,
it is 3.58 ×σSM . This limits can be compared to the one obtained with the dedi-
cated search exposed in Chapter 4, using the CSV tagger, that equals 3.36 (with all
the systematics included): they are similar. Besides, the last results present a smaller
degradation due to the systematics than in the previous analysis (17.4% instead of
31%): this is induced by the smaller impact of the statistics in this analysis. Results
are summarized in Table 5.9.
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Table 5.9: Comparison of the limits obtained for the ZH search when using the ded-
icated analysis presented in Chapter 4, and the method exposed in this chapter, with
and without the systematics.
Dedicated search (with syst.) Model-independent search (no syst.) Model-independent search (with syst.)
3.36 3.05 3.58
The final discriminant distributions for the four categories with the different MC con-
tributions and the data, and for the sum of all the MC processes versus the data, can
be seen on Fig. 5.14, for the b-like 2-jets category. Similar plots are available for the
b-like 3-jets category (Fig. 5.15), the light-like 2-jets (Fig. 5.16) and 3-jets categories
(Fig. 5.17).
The plots in the b-like categories present a reasonable agreement between data and
MC and some bins show a good signal sensitivity. The data/MC agreement is worse
in the light-like categories, as expected.
5.3.4 Exclusion limits for the ZA search
A 2-Higgs-Doublet Model (2HDM)[83] signal, characterized by the decay channel
H → Z(ll)A(bb) and therefore called the ”ZA“ process, is a new physics contribu-
tion that enters the Zbb topology. A is a pseudo-scalar light Higgs with a mass at
142 GeV and H a heavy Higgs boson with a mass at 329 GeV (as it can be seen on
Fig. 5.18); the cross section of this process, including the branching ratios, is 0.076 pb.
Using the same configuration as the one giving the best limit for the ZH search, in
which the ZA process does not participate in the tree elaboration but only populate
the final boxes, the upper blinded expected limit on the ZA signal strength obtained
is 0.36 ×σBSM . Taking into account the systematics related to the MC statistics, it is
0.38 ×σBSM .
Then, if the systematics degradation is assumed to be the same than for the ZH case
(17.4%), the final limit including all the systematics is 0.42 ×σBSM .
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Figure 5.14: Distribution of the final discriminant used for the exclusion limit oh the
ZH strength determination, for the b-like 2-jets boxes, for all the different processes
and the data (top), and for the sum of all the MC processes versus the data ordered by
expected event yields (bottom). The yellow bands represent the statistical uncertainty
on the MC distributions.
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Figure 5.15: Distribution of the final discriminant used for the exclusion limit oh the
ZH strength determination, for the b-like 3-jets boxes, for all the different processes
and the data (top), and for the sum of all the MC processes versus the data ordered by
expected event yields (bottom). The yellow bands represent the statistical uncertainty
on the MC distributions.
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Figure 5.16: Distribution of the final discriminant used for the exclusion limit oh
the ZH strength determination, for the light-like 2-jets boxes, for all the different
processes and the data (top), and for the sum of all the MC processes versus the data
ordered by expected event yields (bottom). The yellow bands represent the statistical
uncertainty on the MC distributions.
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Figure 5.17: Distribution of the final discriminant used for the exclusion limit oh
the ZH strength determination, for the light-like 3-jets boxes, for all the different
processes and the data (top), and for the sum of all the MC processes versus the data
ordered by expected event yields (bottom). The yellow bands represent the statistical
uncertainty on the MC distributions.
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Figure 5.18
The limit obtained when using a dedicated search [83] is 0.83×σBSM : this means
that even if the two results can not be exactly compared, this method returns a limit
with the same order of magnitude than the one obtained using a dedicated search,
highlighting the potential of the method. These results are summarized in Table 5.10.
Table 5.10: Comparison of the limits on the ZA signal strength when doing an exclu-
sive search [83], and the method exposed in this chapter, using the parameters tuned
for the ZH search.
Dedicated search Model-independent search (no syst.) Model-independent search (with syst.)
0.83 0.36 0.42
An interesting thing to look at is the distribution of the final discriminant when the bins
have been ordered by (
√
S +B −√B, in order to observed the obtained significance
between the ZH and ZA processes. Both processes have been renormalized to be
compared. These plots are shown on Fig. 5.19 and Fig. 5.20, and it reveals the two
processes do not similarly appear in the same bins: even if the ZA has not been used
to build the tree and is very similar to the ZH process, the method allows to have
some discrimination power for this process as well.
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Figure 5.19: Distribution of the final discriminant used for the limit oh the ZH
strength determination for the sum of the MC processes and the data, ordered by
(
√
S +B −√B for the b-like 2-jets boxes (top) and the b-like 3-jets boxes (bottom).
The total MC distribution does not include the ZH and ZA processes. The yellow
bands represent the statistical uncertainty on the MC distributions.
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Figure 5.20: Distribution of the final discriminant used for the limit oh the ZH
strength determination for the sum of the MC processes and the data, ordered by
(
√
S +B − √B for the light-like 2 jets boxes (top) and the light-like 3 jets boxes
(bottom). The total MC distribution does not include the ZH and ZA processes. The
yellow bands represent the statistical uncertainty on the MC distributions.
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5.4 Conclusion
The goal of the method is to create boxes in which each SM process will be as back-
ground free as possible. It leads to the creation of several boxes, with very different
background contributions: some boxes are highly populated by one specific back-
ground, making good control region boxes, and other boxes could be used to probe
any discrepancy observed with respect to the SM predictions. As no input process is
defined as a signal, it allows to probe the whole phase space without introducing any
bias toward any model but the SM. Only a few free parameters define the tree returned
by the method, used to build the final discriminant. These parameters can be tuned in
order to find the best configuration to build the boxes.
So far, promising results have been produced, showing that the data/MC discrepancies
observed are compatible with the SM predictions. Besides, when a signal is chosen,
the obtained 95% CL exclusion limit on this signal is similar to the one computed
using a dedicated search.
A lot of improvements can be achieved: for example, the NMC threshold could be
thought in a more flexible way to take into account the statistic limitation in the build-
ing of the tree, and more values of the free parameters could be probed.
An other important aspect is the phase space of study: here, a limitation is done to
only study events with a Zbb final state. But by only removing the MET cut, a whole
new phase space would be available for study, where the WW and WZ contributions
would not be negligible anymore.
Conclusion
This thesis presents a detailed study of the Zbb final state with the Z boson decaying
into two leptons, produced in the CMS detector at the LHC, after having collected an
integrated luminosity of 19.7 fb−1 at a center-of-mass energy of 8 TeV. In order to tag
this topology, specific di-lepton triggers have been used together with sophisticated
b jet tagging techniques. Within this framework, this thesis presents the calibration
and study at high energy of the so called Jet Probability tagger. This investigation
is followed by the search for the associated production of the Higgs with a Z bo-
son, using the Matrix Element Method and the Jet Probability tagger as well as the
Combined Secondary Vertex tagger. Finally, the development of an analysis method
aiming to develop a model-independent search of physics beyond the standard model
is described.
Concerning the study of the Jet probability tagger, which has the advantage to be cal-
ibrated with the data, we demonstrated that this algorithm performs well up to 200
GeV. After this limit, a degradation of b-tagging efficiency is observed, caused by a
loss of B tracks inside the b jet, in association with a high non B track contamination.
In order to fix this issue, several methods have been tested. First, new high energy
based categories have been created, leading to a slight improvement of the tagger per-
formance. This study also gave the opportunity to perform an improvement of the
framework used for the calibration. Another analysis was carried out in order to im-
prove the B track purity inside the b jets entering the JP algorithm, using a Boosted
Decision Tree. The first results are promising with a gain 4-7% of efficiency, paving
the way for potential further investigations. In parallel to these developments, control
plots of the b-tagging related variable have been produced for CMS, together with an
improvement of the dedicated framework.
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The study of the Zbb final state involves a state-of-the art analysis technique named
the Matrix Element Method. In order to validate it, we have studied the possibility
to observe the production of a Higgs boson in association with a Z boson. Although
this search was already done in CMS, the present work involves a completely different
approach than in the official CMS analysis and exploits the expertise and the perfor-
mance of the aforementioned Jet Probability b-tagger. The Matrix Element Method is
sophisticated and we have demonstrated its power: from the 4-vectors of the particles
in final state, it produces an event-by-event discriminating variable, called a weight,
that contains the maximal amount of theoretical information available from the hard
process. In order to be able to access the kinematics of the partons in a given event,
a transfer function giving the probability density to observe a specific detector infor-
mation when the true kinematics of the event parton is given must be determined. The
weights returned by the Matrix Element Method have been combined using a multi-
variate technique to produce final discriminator, used to compute an upper exclusion
limit on the ZH production.
The event selection has been optimized to improve the signal sensitivity. Besides, two
algorithms of b jet identification have been tested: the Jet Probability tagger and the
Combined Secondary Vertex. A significant data/MC discrepancy has been observed,
most likely coming from an incorrect modeling of the mis-tagging rate, mixed with
NLO effects. To correct for these effects, scale factors have been estimated from
two-dimensional fits in a control region to renormalize the background contributions.
The main systematic uncertainties affecting the estimation of the limit arose from the
normalization of the backgrounds and the limited size of the Monte Carlo samples.
The final results give a blinded 95% expected C.L. limit on the ZH signal strength of
3.52×σSM when using the JP tagger, and for CSV this limit is 3.39×σSM . The ob-
served limits are 5.46×σSM when using the CSV tagger and 4.89×σSM when using
the JP algorithm: a small excess of data is observed only for CSV. The performance of
the two algorithms have been found to be comparable, and both of them can be used
in a search analysis.
Having demonstrated the power of the Matrix Element Method with the ZH search
and mastering the b jet tagging techniques, we have finally developed an analysis
method for a search of physics beyond the standard model in a model-independent
way. The goal of this model-independent search was to design an analysis, using
the Matrix Element weights already determined, to discriminate all the SM processes
in order to categorize the Zbb phase space. The method is based on a recursive ap-
proach, creating decision trees from the prior knowledge of these weights. Free pa-
rameters needed to be tuned in order to find the best approach when building the
tree, and this was done using, as a reference, the exclusion limits on the ZH process.
For the best configuration, the blinded 95% expected C.L. limit on the cross section is
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3.58×σSM , a limit comparable with the one found using the dedicated search of Chap-
ter 4 (3.36×σSM ). In order to confirm the power of the method, a new physics signal
process, a specific final state ZA motivated by 2HDM models, was used as a signal.
The blinded 95% expected C.L. limit on the cross section is found to be 0.42×σBSM ,
which is again similar the one obtained using a specific search (0.83×σBSM ).
This study is still a prospect since a lot of improvements can be achieved by, for in-
stance, finding more elegant ways to take into account the statistics limitation in the
building of the tree, or by probing more values of the free parameters inherent to the
construction of the decision tree. However, promising results have already been pro-
duced. Another important preliminary conclusion of this study is that the agreement
between standard model and the data is rather good in the phase space region where b
quark jets are clearly identified.
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Appendix A
Transfer functions plots
A.1 Fitted transfer functions
In this section, plots related to the fitted electrons and jets transfer functions are shown.
First, the cross check plots for the jets in central and backward/forward regions are
shown on Fig. A.1. The fitted parameters are displayed in Table A.1 and Table A.2,
respectively for the two η regions.
Jets
Table A.1: Parameters of the central jets (0 < |η| < 1.6) TF extracted by maximizing
an unbinned likelihood fit for jets in the detector acceptance. A double Gaussian
parametrization depending onE is chosen here, with ai = ai,0+ai,1×E+ai,2×
√
E.
Independent term E term
√
E term
a1 a10 = 1.05± 0.01 a11 = −0.02± 0.00 a12 = 0.00
a2 a20 = 0.00 a21 = 0.04± 0.00 a22 = 0.83± 0.02
a3 a30 = 0.00 a31 = 1.23× 10−3 ± 3.00× 10−5 a32 = 1.00× 10−3 ± 2.00× 10−4
a4 a40 = 5.02± 0.04 a41 = 0.00 a42 = 2.40± 0.34
a5 a50 = 0.00 a51 = 0.05± 0.01 a52 = 0.93± 0.03
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Figure A.1: Comparison of the TF obtained for jets in the central region (top) and in
the forward-backward region (bottom), with the expected ∆E = E − Evis distribu-
tion, for different b quark energy ranges.
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Table A.2: Parameters of the forward/backward jets (1.6 < |η| < 2.4) TF extracted by
maximizing an un-binned likelihood fit for jets in the detector acceptance. A double




Independent term E term
√
E term
a1 a10 = 3.40± 0.01 a11 = −0.02± 0.00 a12 = 0.00
a2 a20 = 0.00 a21 = 0.04± 0.00 a22 = 0.88± 0.03
a3 a30 = 0.00 a31 = 3.90× 10−4 ± 5.00× 10−5 a32 = 3.00× 10−3 ± 4.00× 10−4
a4 a40 = 5.01± 0.05 a41 = 2.90± 0.20 a42 = 0.00
a5 a50 = 0.00 a51 = 0.15± 0.03 a52 = 0.91± 0.04
Electrons
The cross check plots for the electrons in central and backward/forward regions are
shown on Fig. A.2. The fitted parameters are displayed in Table A.3 and Table A.4,
respectively for the two η regions.
Table A.3: Parameters of the central electrons (0 < |η| < 1.5) TF extracted
by maximizing an un-binned likelihood fit for electrons in the detector acceptance.
A double Gaussian parametrization depending on the energy is chosen here, with
ai = ai,0 + ai,1 × E + ai,2 ×
√
E.
Independent term E term
√
E term
a1 a10 = −0.20± 0.04 a11 = 1.05× 10−3 ± 4.00× 10−5 a12 = 0.00
a2 a20 = 0.30± 0.02 a21 = 5.10× 10−4 ± 2.00× 10−5 a22 = 0.12± 0.02
a3 a30 = 0.00 a31 = 1.20× 10−3 ± 3.00× 10−4 a32 = 0.02± 0.00
a4 a40 = 2.00± 0.34 a41 = 0.01± 0.00 a42 = 0.01± 0.00
a5 a50 = 0.00 a51 = 0.03± 0.01 a52 = 0.00
A.2 Binned transfer functions
In this section, cross check plots related to the fitted electrons and muons transfer
functions are shown, respectively on Fig. A.3 and Fig. A.4.
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Figure A.2: Comparison of the TF obtained for electrons in the central region (top)
and in the forward-backward regions (bottom), with the expected ∆E = E − Evis
distribution, for different generated electron energy ranges.
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Figure A.3: Comparison of the TF obtained for electrons in the central region (top)
and in the forward-backward region (bottom), with the expected ∆E = E − Evis
distribution, for different generated electron energy ranges.
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Table A.4: Parameters of the forward/backward electrons (1.5 < |η| < 2.4) TF ex-
tracted by maximizing an un-binned likelihood fit for electrons in the detector accep-
tance. A double Gaussian parametrization depending on the energy is chosen here,
with ai = ai,0 + ai,1 × E + ai,2 ×
√
E.
Independent term E term
√
E term
a1 a10 = −1.90± 0.01 a11 = 1.10× 10−3 ± 1.00× 10−4 a12 = 0.00
a2 a20 = 2.30± 0.04 a21 = 0.01± 0.00 a22 = 0.06± 0.00
a3 a30 = 0.00 a31 = 8.90× 10−4 ± 5.00× 10−5 a32 = 0.01± 0.00
a4 a40 = 5.01± 0.50 a41 = 0.01± 0.00 a42 = 0.11± 0.02
a5 a50 = 0.00 a51 = 0.03± 0.00 a52 = 0.03± 0.00
A.3 Performance comparison
In this section, the plots showing the performance comparison between the parametrized
fitted TF and the new binned TF are shown, for the jets (Fig. A.5) and for the electrons
(Fig. A.6).
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Figure A.4: Comparison of the TF obtained for muons, with the expected
∆E = E − Evis distribution, for different generated muon energy ranges.
Figure A.5: Comparison of performance for ZH (signal) versus tt¯ events, using
parametrized fitted TF (green and pink curves) and binned TF (blue curve) for the
jets.
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Figure A.6: Comparison of performance for ZH (signal) versus tt¯ events, using
parametrized fitted TF (green and pink curves) and binned TF (blue curve) for the
electrons.
Appendix B
More plots about b-tagging in
CMS
B.1 More discriminating variables
Several variables have been found to give a good discrimination between the real B
tracks and the non real B tracks. In this Appendix, more are shown, such as the
normalized χ2 of the track (Fig. B.1), the number of hits in the SiStrip detector (Fig.
B.2), the invariant mass between a track and its closest track (Fig. B.3), and the
distance of the track to the z plane (Fig. B.4).
B.2 Use of a BDT for jets with 450 < pT < 550
GeV
This section presents the results of the study done on JP, using an additional BDT
cut for the track selection (Section 3.4.2), for jets with 450 < pT < 550 GeV. The
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Figure B.1: Distribution the of the normalized χ2, for real B tracks (plain lines) and
for non B tracks (dashed lines), for different jet pT ranges. The distributions have
been renormalized to unity.
Figure B.2: Distribution of the number of hits in the SiStrip detector, for B tracks (full
lines) and non B tracks (dashed lines), for different jet pT ranges. The distributions
have been renormalized to unity.
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Figure B.3: Distribution of the invariant mass between a track and its closest track in
the b jet, for B tracks (full lines) and non B tracks (dashed lines), for different jet pT
ranges. The distributions have been renormalized to unity.
Figure B.4: Distribution of the dz , for B tracks (full lines) and non B tracks (dashed
lines), for different jet pT ranges. The distributions have been renormalized to unity.
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optimization of the BDT output cut can be found on Fig. B.5 for JP and on Fig. B.6
for JBP.
For JBP, a good gain of b-tagging efficiency can be achieved when applying a high
BDT cut of 0.2 and the performance curves can be seen on Fig. B.7. All the results
have been summarized in Tab. B.1.
Figure B.5: b-tagging efficiency for JP as a function of the BDT cut value, for the
three working points: Loose (red), Medium (blue) and Tight (purple), for jets with
450 < pT < 550 GeV.
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Figure B.6: b-tagging efficiency for JBP, as a function of BDT cut value, for the three
working points: Loose (red), Medium (blue) and Tight (purple), for jets with 450
< pT < 550 GeV.
Figure B.7: JBP performance curves for c-jets (blue) and light-jets (pink), using se-
lected tracks (plain markers) and selected tracks passing an additional BDT cut of 0.2
applied (empty markers).
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Table B.1: Gain of b-tagging effciency (in %) for JP and JBP for the different WP,
applying a specific BDT cut, using jets with 450 < pT < 550 GeV.
JP JBP
BDT cut Loose WP Medium WP Tight WP Loose WP Medium WP Tight WP
-0.5 0.7 0.4 0.2 0.1 0 0
-0.4 1.3 0.5 0.8 0.9 0.3 0
-0.3 2.5 0.4 0.7 2.3 0.5 0
-0.2 1.7 -0.6 0.5 3.3 0.8 -0.2
-0.1 1.7 -2.2 -0.2 2.9 0.9 -0.2
0 1.1 -2.4 -0.4 2.9 1.4 -0.3
0.1 3.1 -1.6 -0.2 3.7 2.7 0
0.2 4.6 2.1 1.5 2.6 3 0.4
0.3 6.6 4.9 2 2.4 2.7 1.3
0.4 6.6 2.6 4.4 0.6 -0.5 1.4
0.5 4.3 -4.1 1.7 -0.4 -3.6 0.1
B.3 More plots for JP calibration using new cat-
egories
In this section, more plots concerning the new tested categories are shown. On Fig.
B.8, the effect of the track’s number of hits in the pixel detector is illustrated. New
calibrations have been performed using additional categories in track decay length
and in trach momentum, and their effect can be seen respectively on Fig. B.9 and Fig.
B.10.
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Figure B.8: Distribution of the IP/σ for tracks with different number of hits in the
pixel detector, for B tracks (solid lines) and non B tracks (dashed lines).
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Figure B.9: JP performance curves for c-jets (blue) and light-jets (pink), using the
nominal calibration (plain markers) and the new calibration with new ranges in track
decay length (empty markers).
Figure B.10: JP performance curves for c-jets (blue) and light-jets (pink), using the
nominal calibration (plain markers) and the new calibration with new ranges in track
p (empty markers).
Appendix C
More plots for the comparison
of the CSV and JP performance
in the Z(ll)H(bb) final state using
a Matrix Element Method
C.1 Merging of the DY samples
The different DY samples used in this analysis, generated with a given pT (Z) and HT ,
are combined according to a reweighting procedure accounts for the different cross
section and the effective number of events processed for each exclusive sample. First,











where σi is the absolute cross section for each processes, N
pt
i is the number of events
genereated for the exclusive sample, σincl is the total cross section for the DY inclusive
sample and Npttot is the sum of events for the DY inclusive sample and all the pT (Z)
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samples. Then, the HT sample are reweighted similarly but taking into account the















i ×Nptij accounts for the number of events from the
ith sample going into the jth HT bin and NHTtot is the total number of events from all
theHT samples. A final weightwij for each event extracted is extracted by computing
the ratio of events falling simultaneously into the two dimensional ith pT -jth HT bin,
and total number of generated events in that bin:
wij =
(Nptij × wpti +NHTj )× wHTj
Ngenij
(C.3)
C.2 Control Region plots
In this section, the plots of the 3-jets category used for the background fit in the Control
Region selection are shown: the product of the leading b jets JP discriminator values
(Fig. C.1), the product of the leading b jets CSV discriminator values (Fig. C.2) and
the NN output used to discriminate DY events from tt¯ events (Fig. C.3).
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Figure C.1: Product of the two leading b jets JP discriminator values, used to discrim-
inate b jets from light jets contributions, in the CR. The left plot is in the di-electron
channel and the right plot in the di-muon channel, for the 3-jets category.
Figure C.2: Product of the two leading b jets CSV discriminator values, used to dis-
criminate b jets from light jets contributions, in the CR. The left plot is in the di-
electron channel and the right plot in the di-muon channel, for the 3-jets category.
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Figure C.3: Neural-Net output used to discriminate DY events from tt¯ events, in the
CR. Left plots represent the di-electron channel, right plots the di-muon channel, for
the 3-jets category.
C.3 Full Region plots
In this section, plots of the main kinematic variables are displayed, with the Full Re-
gion selection for the CSV tagger: the pT of the leading and sub-leading b jet (lepton)
on Fig. C.4 (Fig. C.5), the pT of the two leading b jets and leptons on Fig. C.6, the
∆R between the two leptons and jets (Fig. C.7), the b-jets pair invariant mass and
the MET significance (Fig. C.8) and the jet/lepton multiplicity (Fig. C.9). The SF
obtained by the background fit procedure are not applied here.
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Figure C.4: Distributions of the pT of the leading (left) and sub-leading (right) b-jet,
in the FR. The SF from the background reweighting have not been applied.
Figure C.5: Distributions of the pT of the leading (left) and sub-leading (right) lepton,
in the FR. The SF from the background reweighting have not been applied.
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Figure C.6: Distributions of the pT of the two leading jets (left) and leptons (right), in
the FR. The SF from the background reweighting have not been applied.
Figure C.7: Distributions of the ∆R between the two leptons (left) and between the
two b-jets (right) lepton, in the FR. The SF from the background reweighting have not
been applied.
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Figure C.8: Distributions of the b-jets invariant mass (left) and of the MET signif-
icance (right), in the FR. The SF from the background reweighting have not been
applied.
Figure C.9: Distributions of the multiplicity of jets (left) and of leptons (right), in the
FR. The SF from the background reweighting have not been applied.
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C.4 ll+jj+X plots
In this section, plots of the main kinematic variables are displayed, for the “ll+jj+X”
selection: two leptons and two jets, plus “X” meaning that no cut is applied on the
MET or for extra jets. The following plots are displayed: the pT of the leading and
sub-leading jet (Fig. C.10), the η of the leading and sub-leading jet (Fig. C.11), the
pT of the leading and sub-leading lepton (Fig. C.12), the η of the leading (left) and
sub-leading lepton (Fig. C.13), the ∆R(ll) and ∆R(jj) (Fig. C.14), the leading jets
invariant mass and of the multiplicity of jets (Fig. C.15) and the multiplicity of leptons
(Fig. C.16).
Figure C.10: Distributions of the pT of the leading (left) and sub-leading jet (right), at
"ll+jj+X" stage, with a FR like selection.
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Figure C.11: Distributions of the η of the leading (left) and sub-leading jet (right), at
"ll+jj+X" stage, with a FR like selection.
Figure C.12: Distributions of the pT of the leading (left) and sub-leading lepton
(right), at "ll+jj+X" stage, with a FR like selection.
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Figure C.13: Distributions of the η of the leading (left) and sub-leading lepton (right),
at "ll+jj+X" stage, with a FR like selection.
Figure C.14: Distributions of the ∆R(ll) and ∆R(jj) (right), at "ll+jj+X" stage, with
a FR like selection.
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Figure C.15: Distributions of the leading jets invariant mass (left) and of the multi-
plicity of jets (right), at "ll+jj+X" stage, with a FR like selection.
Figure C.16: Distributions of the multiplicity of leptons, at "ll+jj+X" stage, with a FR
like selection.
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C.5 Signal Region plots
In this section, plots of the main kinematic variables are displayed for the Signal re-
gion, first when using the JP tagger, then when using the CSV tagger.
For the JP tagger, the folling plots are shown for both categories of jets: the ∆R be-
tween the two leptons (Fig. C.17), the ∆R between the two b jets (Fig. C.18), the
leading lepton pT (Fig. C.19), the leading lepton η (Fig. C.20), the two b jets pT (Fig.
C.21), the two leptons pT (Fig. C.22) and finally the jets mulitplicity in the 3-jets
category (Fig. C.23).
C.5.1 JP tagger
Figure C.17: Distribution of the ∆R between the two leptons, for the 2-jets (left) and
the 3-jets (right) category. Events have been renormalized according to their cross
section and all the correction scale factor have been applied.
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Figure C.18: Distribution of the ∆R between the two b jets, for the 2-jets (left) and the
3-jets (right) category. Events have been renormalized according to their cross section
and all the correction scale factor have been applied.
Figure C.19: Distribution of the leading lepton’s pT , for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
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Figure C.20: Distribution of the leading lepton’s η, for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
Figure C.21: Distribution of the two b jets pT , for the 2-jets (left) and the 3-jets (right)
category. Events have been renormalized according to their cross section and all the
correction scale factor have been applied.
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Figure C.22: Distribution of the two leptons pT , for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
Figure C.23: Distribution of the jet multiplicity the 3-jet category. Events have been
renormalized according to their cross section and all the correction scale factor have
been applied.
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C.5.2 CSV tagger
For the CSV tagger, the following plots are displayed for both jets categories: the
di-lepton (jet) invariant mass on Fig. C.24 (Fig. C.25), the MET significance (Fig.
C.26), the (sub-)leading b jet pT on Fig. C.27 (Fig. C.28), the distribution of the ∆R
between the two leptons (b jets) on Fig. C.29 (Fig. C.30), the distribution of the lead-
ing lepton’s pT (η) on Fig. C.31 (Fig. C.32), of the two b jets (leptons) pT on Fig.
C.33 (Fig. C.34) and finally the jet multiplicity in the 3-jets category on Fig. C.35.
The control plots for the MEM weights can be found on Fig. C.36 for the tt¯ hypoth-
esis, on Fig. C.37 for the Zbbgg hypothesis, on Fig. C.38 for the Zbbqq hypothesis,
on Fig. C.39 (Fig. C.40) for the ZZcor0 (ZZcor3) hypothesis and on Fig. C.41 (Fig.
C.42) for the ZHcor0 (ZHcor3) hypothesis, for both jets categories.
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Figure C.25: Di-jet invariant mass in the signal region, for the 2-jets (left) and the 3-
jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factors are applied.
Figure C.26: MET significance mass in the signal region, for the 2-jets (left) and the
3-jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factors are applied.
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Figure C.27: Leading b jet pT in the signal region, for the 2-jets (left) and the 3-jets
(right) categories, for the CSV tagger. Events have been renormalized according to
their cross section. All the correction scale factors are applied.
Figure C.28: Sub-leading b jet pT in the signal region, for the 2-jets (left) and the 3-
jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factors are applied.
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Figure C.29: Distribution of the ∆R between the two leptons, for the 2-jets (left) and
the 3-jets (right) category. Events have been renormalized according to their cross
section and all the correction scale factor have been applied.
Figure C.30: Distribution of the ∆R between the two b jets, for the 2-jets (left) and the
3-jets (right) category. Events have been renormalized according to their cross section
and all the correction scale factor have been applied.
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Figure C.31: Distribution of the leading lepton’s pT , for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
Figure C.32: Distribution of the leading lepton’s η, for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
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Figure C.24: Di-lepton invariant mass in the signal region, for the 2-jets (left) and the
3-jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factors are applied.
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Figure C.33: Distribution of the two b jets pT , for the 2-jets (left) and the 3-jets (right)
category. Events have been renormalized according to their cross section and all the
correction scale factor have been applied.
Figure C.34: Distribution of the two leptons pT , for the 2-jets (left) and the 3-jets
(right) category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied.
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Figure C.35: Distribution of the jet multiplicity in the 3-jets category. Events have
been renormalized according to their cross section and all the correction scale factor
have been applied.
Figure C.36: ME weights for the tt¯ hypothesis, for the 2-jets (left) and the 3-jets (right)
categories, for the CSV tagger. Events have been renormalized according to their cross section.
All the correction scale factor have been applied.
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Figure C.37: ME weights for the Zbb induced by gluon-gluon hypothesis, for the 2-jets (left)
and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized according
to their cross section. All the correction scale factor have been applied.
Figure C.38: ME weights for the Zbb induced by qq¯ hypothesis, for the 2-jets (left) and the
3-jets (right) categories, for the CSV tagger. Events have been renormalized according to their
cross section. All the correction scale factor have been applied.
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Figure C.39: ME weights for the ZZ hypothesis with E-p conservation (cor0), for the 2-jets
(left) and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
Figure C.40: ME weights for the ZZ hypothesis without E-p conservation (cor3), for the 2-
jets (left) and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
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Figure C.41: ME weights for the ZH hypothesis with E-p conservation (cor0), for the 2-jets
(left) and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
Figure C.42: ME weights for the ZH hypothesis without E-p conservation (cor3), for the 2-
jets (left) and the 3-jets (right) categories, for the CSV tagger. Events have been renormalized
according to their cross section. All the correction scale factor have been applied.
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C.6 Use of a MLP
The use of a Multi Layer Perceptron (MLP) was also performed in this analysis. The
procedure to build the discriminators for the ZH signal is divided in two steps, be-
cause of the limited available statistics (MLPs seem to be more sensitive to this criteria
than BDTs).
First, intermediate MLPs are trained in order to separate the ZH signal from a given
background process. The inputs of those MLPs are the available MEM weights cor-
responding to the signal and background event hypotheses involved. The signal ZH
weights with and without imposing energy-momentum conservation are used in all the
MLPs trainings. The background weights used for the three considered intermediate
MLPs are listed below:
• ZH versus DY exploits the MEM weights for the Zbbgg , Zbbqq, ZHcor0 and
ZHcor3 hypotheses. All the DY samples are used in the training, with all the
Zbb, Zbx and Zxx contributions. This is motivated by the fact that the Zbx
and Zxx events tend to behave like the Zbb events, it allows to keep most of the
statistics;
• ZH versus tt¯ uses the MEM weights for the tt¯, ZHcor0 and ZHcor3 hypothe-
ses;
• ZH versus ZZ exploits the MEM weights for the ZZcor0, ZZcor3, ZHcor0
and ZHcor3 hypotheses.
Separate trainings are performed for the 2-jets and 3-jets categories and for muons and
electrons together. The SR selection is applied.
In a second step, the three intermediate MLPs are used as the only inputs of the final
MLP. Similarly to intermediate MLPs, separate trainings are performed for the 2 cat-
egories of jets, and the same event selection is applied. In this manner, the training
background sample is formed by the addition of the DY, tt¯, and ZZ samples used
for the intermediate MLPs. For these samples, the same weights are applied as in the
BDT case: 0.9, 0.085 and 0.015, respectively.
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Figure C.43: MLP output in the SR for the electrons (left) and muons (right) in the
2-jets category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied. The tagger used is JP.
Figure C.44: MLP output in the SR for the electrons (left) and muons (right) in the
3-jets category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied. The tagger used is JP.
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Figure C.45: MLP output in the SR for the electrons (left) and muons (right) in the
2-jets category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied. The tagger used is CSV.
The plot of the MLP output can be seen for JP (CSV) on Fig.C.43 (Fig. C.44) and
Fig.C.45 (Fig. C.46), for both jets categories and both muon and electron channels, in
the signal region.
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Figure C.46: MLP output in the SR for the electrons (left) and muons (right) in the
3-jets category. Events have been renormalized according to their cross section and
all the correction scale factor have been applied. The tagger used is CSV.
C.7 Training plots
The TMVA tool produces several control plots: the output of the BDT/MLP, showing
the final discrimination between the signal and the background(s), when the events
have not been yet renormalized to their corresponding cross section. For the MLP, it
is also possible to display the training convergence as well as the neuronal architecture
used.
C.7.1 DY versus tt¯
MLP output, convergence and architecture for both muon and electron channels are
respectively shown on Fig. C.47, Fig. C.48 and Fig. C.49.
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Figure C.47: TMVA MLP output for DY versus tt¯, for the muons (left) and the elec-
trons (right).
Figure C.48: TMVA MLP training convergence for DY versus tt¯, for the muons (left)
and the electrons (right).
Figure C.49: TMVA MLP training architecture for DY versus tt¯, for the muon (left)
and the electron (right).
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C.7.2 ZH versus other backgrounds
On Fig. C.50, the BDT output ZH versus all backgrounds is displayed for both jets
categories.
The DY versus ZH MLP output, convergence and architecture are respectively shown
on Fig. C.51, Fig. C.52 and Fig. C.53, the ZZ versus ZH MLP output, convergence
and architecture are respectively shown on Fig. C.54, Fig. C.55 and Fig. C.56 and
finally the t¯ versus ZH MLP output, convergence and architecture are respectively
shown on Fig. C.57, Fig. C.58 and Fig. C.59, for both jets categories.
In the end, ZH versusall backgrounds MLP output and convergence are respectively
shown on Fig. C.60 and Fig. C.61 for both jets categories.
Figure C.50: TMVA BDT output ZH versus all backgrounds, for the 2-jets (left) and
3-jets (right) categories.
Figure C.51: TMVA MLP output DY versus ZH , for the 2-jets (left) and 3-jets (right)
categories.
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Figure C.52: TMVA MLP training convergence, for DY versus ZH , for the 2-jets
(left) and 3-jets (right) categories.
Figure C.53: TMVA MLP architecture DY versus ZH , for the 2-jets (left) and 3-jets
(right) categories.
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Figure C.54: TMVA MLP output ZZ versus ZH , for the 2-jets (left) and 3-jets (right)
categories.
Figure C.55: TMVA MLP training convergence, for ZZ versus ZH , for the 2-jets
(left) and 3-jets (right) categories.
Figure C.56: TMVA MLP architecture ZZ versus ZH , for the 2-jets (left) and 3-jets
(right) categories.
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Figure C.57: TMVA MLP output tt¯ versus ZH , for the 2-jets (left) and 3-jets (right)
categories.
Figure C.58: TMVA MLP training convergence, for tt¯ versus ZH , for the 2-jets (left)
and 3-jets (right) categories.
Figure C.59: TMVA MLP architecture tt¯ versus ZH , for the 2-jets (left) and 3-jets
(right) categories.
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Figure C.60: TMVA MLP output ZH versus all backgrounds, for the 2-jets (left) and
3-jets (right) categories.
Figure C.61: TMVA MLP training convergence, for ZH versus all backgrounds, for
the 2-jets (left) and 3-jets (right) categories.
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C.8 Pool plots for CSV
Distribution of the fit performed to obtain the limit on the ZH signal strength, before
(left plots) and after(right plots) including the systematics, for the CSV selection are
shown on Fig. C.62 and Fig. C.63, respectively for electrons and muons.
Figure C.62: Distribution of the final discriminant before (left) and after (right) fit, for
the electron channel in the 2-jets (top) and 3-jets category, using the CSV tagger.
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Figure C.63: Distribution of the final discriminant before (left) and after (right) fit, for
the muon channel in the 2-jets (top) and 3-jets category, using the CSV tagger.
C.9 Systematics extra information
C.9.1 Yields for systematics
In this section , the yields obtained for the different systematics are shown: for the
variation up/down of the Jet Energy Scale (JES), of the Jet energy Resolution (JER),
of the scale factor applied to correct for the b-tagging efficiency (Btag_bc) and for
mis-tagging efficiency (Btag_light), for JP (Table C.1) and CSV (Table C.2).
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Table C.1: Data yields for the FR, normalized to the theoretical cross section. The
variation from the nominal yields in the FR is indicated. The tagger used is JP.
Z+bb Z+bx Z+xx tt¯ ZZ
JES+ 1969.0 ± 44.4 210.8 ± 14.5 300.8 ± 17.3 928.2 ± 30.5 83.8 ± 9.2
Variation (%) +5.2 +7.4 +7.8 +0.3 +4.5
JES− 1858.2 ± 43.1 199.3 ± 14.1 279.0 ± 16.7 902.8 ± 30.0 76.6 ± 8.8
Variation (%) -0.3 +1.5 - -2.5 -4.7
JER+ 1963.4 ± 44.3 215.5 ± 14.7 304.9 ± 17.5 913.9 ± 30.2 80.1 ± 8.9
Variation (%) +5.3 +9.8 +9.3 -1.3 -
JER− 1978.5 ± 44.5 209.7 ± 14.5 295.6 ± 17.2 917.2 ± 30.3 80.6 ± 9.0
Variation (%) +6.1 +6.9 +6.0 -0.9 +0.5
Btag_bc+ 1993.3 ± 44.6 212.9 ± 14.6 299.0 ± 17.3 978.3 ± 31.3 86.3 ± 9.3
Variation (%) +6.9 +8.5 +7.2 +5.7 +7.6
Btag_bc− 1733.1 ± 41.6 186.1 ± 13.6 260.1 ± 16.1 855.2 ± 29.2 74.4 ± 8.6
Variation (%) -7.6 -5.4 -7.2 -8.2 -8.0
Btag_light+ 1858.4 ± 43.1 90.4 ± 9.5 118.1 ± 10.9 909.0 ± 30.1 78.8 ± 8.9
Variation (%) -0.3 -54.0 -57.7 -1.8 -1.8
Btag_light− 1858.4 ± 43.1 90.4 ± 9.5 118.1 ± 10.9 909.0 ± 30.1 78.8 ± 8.9
Variation (%) -0.3 -54.0 -57.7 -1.8 -1.8
C.9.2 Background fit for systematics
In this section , the SF obtained for the different systematics are shown on Table C.3:
for the variation up/down of the Jet Energy Scale (JES), of the Jet energy Resolution
(JER), of the scale factor applied to correct for the b-tagging efficiency (Btag_bc) and
for mis-tagging efficiency (Btag_light). For the MEM related systematics, the SF
are shown only for the JP selection on Table C.4.
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Table C.2: Data yields for the FR, normalized to the theoretical cross section. The
variation from the nominal yields in the FR is indicated. The tagger used is CSV.
Z+bb Z+bx Z+xx tt¯ ZZ
JES+ 2717.1 ± 52.1 392.6 ± 19.8 664.0 ± 25.7 1219.9 ± 34.9 118.7 ± 10.9
Variation (%) +6.5 +7.7 +9.9 +0.5 +5.0
JES− 2400.8 ± 49.0 341.6 ± 18.5 555.9 ± 23.6 1176.4 ± 34.3 107.4 ± 10.4
Variation (%) -6.3 -6.8 -8.7 -2.6 -5.3
JER+ 2549.2 ± 50.5 377.1 ± 19.4 614.7 ± 24.8 1193.1 ± 34.5 112.8 ± 10.6
Variation (%) +-0.1 +3.4 +1.8 -1.2 -0.3
JER− 2540.8 ± 50.4 361.2 ± 19.0 604.3 ± 24.6 1196.8 ± 34.6 113.6 ±10.7
Variation (%) -0.4 -1.0 - -0.9 -
Btag_bc+ 2656.1 ± 51.5 381.6 ± 19.5 629.5 ± 25.1 1227.1 ± 35.0 118.3 ± 10.9
Variation (%) +4.0 +4.7 +4.2 +1.6 +4.6
Btag_bc− 2443.5 ± 49.4 354.7 ± 18.8 576.4 ± 24.0 1147.7 ± 33.9 108.0 ± 10.4
Variation (%) -4.4 -2.8 -4.8 -5.2 -4.7
Btag_light+ 2552.3 ± 50.5 392.1 ± 19.8 668.6 ± 25.9 1182.7 ± 34.4 113.7 ± 10.7
Variation (%) - +7.5 +10.7 -2.1 +0.5
Btag_light− 2545.0 ± 50.4 344.0 ± 18.5 544.6 ± 23.3 1191.9 ± 34.5 112.5 ± 10.6
Variation (%) -0.3 -6.0 -10.9 -1.3 -0.5
C.10 Background normalization uncertainty
A data-driven technique has been used in order to obtain the four background-normalization
scale factors SFZbb, SFZbx, SFZxx and SFtt¯, as described in Section 4.3.
The SF can be considered as a set of four vectorial variables that define a non-orthogonal
basis. Their uncertainties are given by the following matrix:
 =

σtt¯ 0 0 0
0 σZbb 0 0
0 0 σZbx 0
0 0 0 σZxx
 (C.4)
where σtt¯, σZbb, σZbx and σZxx represent the relative statistical uncertainties on the
scale factors, correlated between them. The goal is transformed into a second set of
uncorrelated uncertainties, each of them affecting several of the considered contribu-
tions.
The correlation factors between the SF are given as an output of the fit and represented
by the diagonal matrix:
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Cor =

1 c12 c13 c14
− 1 c23 c24
− − 1 c34





1 −0.135 −0.191 −0.018
− 1 0.093 −0.324
− − 1 −0.438





1 −0.316 −0.424 0.055
− 1 0.194 −0.320
− − 1 −0.461
− − − 1
 (C.7)
The diagonal covariant matrix can then be expressed:
Cov =

σ2tt¯ c12 × σtt¯ × σZbb c13 × σtt¯ × σZbx c14 × σtt¯ × σZxx
− σ2Zbb c23 × σZbb × σZbx c24 × σZbb × σZxx
− − σ2Zbx c34 × σZbx × σZxx
− − − σ2Zxx
 (C.8)
A new basis defined by orthogonal vectors can be obtained introducing the transfor-
mation matrix T that diagonalizes the matrix Cov such as T−1CovT =D, whereD is
the diagonal matrix with eigenvalues of Cov in the diagonal. The transformation ma-












0.999986 0.993127 0.992372 1.14628
1.00537 0.947894 1.00842 0.985156
1.01491 0.995875 0.955903 0.977526
1.03197 1.01067 1.01915 1.01304
 (C.10)
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1.00249 0.99046 0.98851 1.09533
1.02739 0.970966 0.981492 0.973434
1.01102 1.03613 0.970716 0.99687
1.02966 1.0142 1.02894 1.01769
 (C.11)
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Table C.3: Scale factors obtain by the 2D simultaneous fit, for the events selected with
the JP/CSV tagger, for a given systematic.
JES+
SFZbb SFZbx SFZxx SFtt¯
JP
1.092 ± 0.06 1.292 ± 0.06 1.63 ± 0.24 1.056 ± 0.04
CSV
1.173 ± 0.06 1.216 ± 0.06 1.245 ± 0.14 0.0982 ± 0.04
JES−
SFZbb SFZbx SFZxx SFtt¯
JP
1.025 ± 0.06 1.217 ± 0.06 1.30 ± 0.24 0.984 ± 0.04
CSV
1.119 ± 0.06 1.482 ± 0.06 1.489 ± 0.14 1.019 ± 0.04
JER+
SFZbb SFZbx SFZxx SFtt¯
JP
1.141 ± 0.06 1.158 ± 0.06 1.429 ± 0.24 1.061 ± 0.04
CSV
1.187 ± 0.06 1.326 ± 0.06 1.295 ± 0.14 1.004 ± 0.04
JER−
SFZbb SFZbx SFZxx SFtt¯
JP
1.069 ± 0.06 1.189 ± 0.06 1.586 ± 0.24 1.055 ± 0.04
CSV
1.151 ± 0.06 1.356 ± 0.06 1.333 ± 0.14 0.996 ± 0.04
Btag_bc+
SFZbb SFZbx SFZxx SFtt¯
JP
1.257 ± 0.06 1.185 ± 0.06 1.54 ± 0.24 0.976 ± 0.04
CSV
1.095 ± 0.06 1.300 ± 0.06 1.297 ± 0.14 0.992 ± 0.04
Btag_bc−
SFZbb SFZbx SFZxx SFtt¯
JP
1.191 ± 0.06 1.372 ± 0.06 1.73 ± 0.24 1.116 ± 0.04
CSV
1.194 ± 0.06 1.409 ± 0.06 1.43 ± 0.14 1.057 ± 0.04
Btag_light+
SFZbb SFZbx SFZxx SFtt¯
JP
1.190 ± 0.06 1.230 ± 0.06 4.33 ± 0.24 1.030 ± 0.04
CSV
1.137 ± 0.06 1.345 ± 0.06 1.204 ± 0.14 1.026 ± 0.04
Btag_light−
SFZbb SFZbx SFZxx SFtt¯
JP
1.190 ± 0.06 1.280 ± 0.06 4.33 ± 0.24 1.030 ± 0.04
CSV
1.149 ± 0.06 1.358 ± 0.06 1.54 ± 0.14 1.021 ± 0.04
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Table C.4: Scale factors obtain by the 2D simultaneous fit, for the events selected with
the JP tagger, for MEM related systematic.
SFZbb SFZbx SFZxx SFtt¯
MW JES+ 1.111 ± 0.06 1.218 ± 0.06 1.50 ± 0.24 1.065 ± 0.04
MW JES− 1.086 ± 0.06 1.218 ± 0.06 1.50 ± 0.24 1.039 ± 0.04
MW JER+ 1.143 ± 0.06 1.212 ± 0.06 1.50 ± 0.24 1.061 ± 0.04
MW JER− 1.064 ± 0.06 1.238 ± 0.06 1.52 ± 0.24 1.057 ± 0.04
Appendix D
Multi-Variate Tools
In this section, the two MVA tools used in this thesis are introduced. They have been
exploited via the Toolkit for Multivariate Data Analysis (TMVA) tool of ROOT. More
details about the TMVA tool can be found in [88]
D.1 Boosted Decision Tree
A decision tree is a sequence of binary splits of the data, that has been trained with a
set of known events. The results are measured using a different set of testing events.
From one “node” composed by all the data events, a best cut is found to separate
signal from background events, creating two new nodes. The process is repeated on
these two nodes and is continued until a given number of final ending nodes, called
“leaves”, is obtained, or until all leaves are pure or one node has too few events.
If events are considered having a weight Wi, the purity P of the node is defined as
the weight of signal events on the leaf divided by the total weight of events on that
node. Then, for each node, a criterion C is defined such as C = P (1 − P )∑iWi.
C is 0 when P=1 or P=0, and the best split is chosen such as Cdaughter−node1 +
Cdaughter−node2 is minimized, and the following leaf split is chosen by finding the
one whose splitting maximize the change in C. In this way, a decision tree is built,
and leaves with P ≥0.5 are signal leaves while the rest are background leaves.
However, decision tree are unstable and a small change in the training tree can lead
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to a sustainable change in the final tree. This is remedied by the use of boosting:
the training events that are misidentified have their weights boosted and a new tree is
formed. This procedure is then repeated for the new tree. In this way, several trees
are built; the score of the nth individual tree Tn is taken as +1 if the event falls on a
signal leaf and -1 if the event falls on a background leaf. The final score is taken as a
weighted sum of the scores of the individual leaves, and used as a weight.
D.2 Neural Network
A MLP is a simple feed-forward network made of neurons characterized by a bias and
weighted links between them, as it can be seen on Fig. D.1. The input variables are
associated to the input neurons, which normalize them and forward them to the first
hidden layer. Neurons in any other layer than the input compute a linear combination
of the outputs of the previous layer. The output of a neuron is given by a function of
this linear combination. This function is a sigmoid for the hidden layers, while it is a
linear function for the output neurons.
Figure D.1: Structure of a MLP-type Neural Network.
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ring the learning process, a total error, defined as the sum in quadrature of the error on
each individual output neuron, is minimized.
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