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Fracton order is an intriguing new type of order which shares many common features with topo-
logical order, such as topology-dependent ground state degeneracies, and excitations with mutual
statistics. However, it also has several distinctive geometrical aspects, such as excitations with re-
stricted mobility, which naturally lead to effective descriptions in terms of higher rank gauge fields.
In this paper, we investigate possible effective field theories for 3D fracton order, by presenting a
general philosophy whereby topological-like actions for such higher-rank gauge fields can be con-
structed. Our approach draws inspiration from Chern-Simons and BF theories in 2+1 dimensions,
and imposes constraints binding higher-rank gauge charge to higher-rank gauge flux. We show that
the resulting fractonic Chern-Simons and BF theories reproduce many of the interesting features of
their familiar 2D cousins. We analyze one example of the resulting fractonic Chern-Simons theory
in detail, and show that upon quantization it realizes a gapped fracton order with quasiparticle ex-
citations that are mobile only along a sub-set of 1-dimensional lines, and display a form of fractional
self-statistics. The ground state degeneracy of this theory is both topology- and geometry- depen-
dent, scaling exponentially with the linear system size when the model is placed on a 3-dimensional
torus. By studying the resulting quantum theory on the lattice, we show that it describes a Zs
generalization of the Chamon code.
I. INTRODUCTION
Topological quantum field theories (TQFTs) have been
a powerful tool in developing our understanding of the
possible strongly interacting, gapped phases of matter.
In particular, they exhibit behaviors not perturbatively
accessible from either weakly interacting or semi-classical
limits, in which particles interact statistically and sys-
tems exhibit a ground-state degeneracy that depends on
the topology of the underlying spatial manifold. This be-
havior, known as topological order, has drawn a tremen-
dous amount of interest, and our understanding of where
it may manifest itself in nature[1–5], its interplay with
symmetry[6–9], and possible applications to quantum
computing[10, 11] have developed rapidly in recent years.
Recently, a new class of phases, known as fractonic
phases, have been discovered in the context of exactly
solvable lattice models [11–21]. Fractonic phases[11–
13, 15, 17–20, 22–52] exhibit behaviors in some respects
similar topological order, such as robust ground state de-
generacies, and statistical interactions between point-like
quasiparticles. However, they are also qualitatively dif-
ferent from topologically ordered phases in several re-
spects: the ground state degeneracy is not topological,
but rather sensitive to geometric aspects such as system
sizes and aspect ratios, and excitations are generally sub-
dimensional, meaning that they are either immobile, or
that their motion is restricted to lines or planes in a 3
dimensional system.
Given the power of topological quantum field theory
to study topological orders in 2 dimensions, it is natural
to ask whether there is a class of quantum field theories
which capture fractonic behavior. Clearly, such field the-
ories must be both similar to, and qualitatively different
from, TQFTs. Specifically, a TQFT describes an infrared
limit—the topological scaling limit—in which the details
of the underlying lattice (or regularization) are unimpor-
tant, and universal topological physics emerges. Inter-
estingly the lattice also recedes in another scaling limit,
this time near critical points, whose properties are fa-
mously captured by universal critical field theories. Frac-
ton models, however, do not have a continuum limit in
this strong sense: their ground state degeneracies depend
explicitly on the lattice size, and the sub-dimensional mo-
bility of their excitations means that rotational symmetry
can never emerge at long wavelengths. Finding a quan-
tum field theory appropriate to describing fracton phases
thus represents an interesting theoretical challenge.
A number of possible approaches to this challenge have
been discussed in the literature thus far [17, 22, 24, 28–
34, 37, 45, 53]. For certain models, a connection to
a continuous field theory can be made via a Higgs
transition[24, 28, 29, 32], though a continuum version
of the action describing the infrared fixed point of these
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2theories is not known in general[28, 31, 43–46, 49]. More-
over, this formulation only describes a subset of the
known Fracton models; other models, such as the Cha-
mon code[15, 16], do not admit a Higgs-type description.
A second approach is to work directly from a known
fracton lattice model, and derive the constraints that it
must impose on a resulting gauge theory. Once these
constraints are known, often they can be imposed via
a gauge-invariant continuum action, leading to actions
reminiscent of 2 + 1D BF theory. Drawing inspiration
from similar results in 2-dimensional topologically or-
dered systems [54], Ref. [24] used this approach to de-
rive a BF-like continuum field theory for the X-cube
model[13]. A more general framework, relating con-
straints in excitations’ mobility to generalized Gauss’
laws, was developed by Ref. [34]. Finally, Gromov [53]
has recently proposed a framework within which “mat-
ter” fields which exhibit a set of multipole conservation
laws stemming from polynomial shift symmetries can be
gauged to obtain fracton models.
In this work, we adopt a different approach, by “gen-
eralizing” 2+1 D TQFT’s to the context of higher-rank
gauge theories with a single time component A0 (so-
called “scalar” charge theories). That is, rather than
considering usual vector gauge fields, we seek possible
TQFT-like actions for tensor gauge fields, whose spa-
tial gauge transformations may involve products of 2
derivatives [55]. This is a natural choice if one de-
sires to replicate some features of fractonic phases of
matter[28, 30, 34, 43, 49, 50, 56, 57].
Our main focus is on what we will call fractonic Chern-
Simons theory. Specifically, we will take as our starting
point an action inspired by 2 + 1D Chern-Simons theory,
which imposes a constraint binding charge to the flux of a
higher-rank gauge field. We also comment briefly on the
possibility of similar theories inspired by 2+1D BF theory
(or mutual Chern-Simons theory), which are particularly
interesting in the context of general higher-rank gauge
theories, whose gauge transformations can contain mixed
first- and second-order polynomials in derivatives[34, 53].
In both cases, we restrict our attention to abelian (U(1))
theories, which are tecnhically simpler to deal with than
their non-abelian counterparts.
The behavior of the resulting theories depends sensi-
tively on the number of gauge fields present, since in a
scalar charge theory our construction gives only a sin-
gle Chern-Simons constraint. We will primarily discuss
a gapped field theory that emerges naturally when we
require our rank-2 gauge fields to transform in represen-
tations of C3 rotations about a fixed (1, 1, 1) axis. Since
the appropriate representations are 2-dimensional this
leads to a theory with 2 spatial gauge fields, whose sin-
gle propagating degree of freedom can be eliminated by
our Chern-Simons constraint, leading to a fully gapped
theory.
We discuss in detail both a continuum classical version
of this model, and a lattice-regularized quantum version.
At the classical level, we find a theory whose gauge trans-
formations imply that charged excitations (lineons) are
mobile along only discrete sets of lines, and identify non-
local (Wilson-line like) gauge invariant observables ex-
hibiting a strong sensitivity to both the topology and the
geometry of the spatial manifold. In particular, we show
that though imposing the Chern-Simons constraint does
reduce the number of independent Wilson operators, this
number grows with the linear system size.
Strikingly, upon quantizing our theory, we find that it
has all of the expected hallmarks of Type I fracton order.
Specifically, it has a ground state degeneracy that is sen-
sitive to both the topology (periodic boundary conditions
are required) and the geometry (aspect ratios and system
sizes) of the system. Furthermore, its lineon excitations
have non-trivial statistical interactions of the type ex-
hibited in certain fractonic lattice models [34–37, 58], in
which pairs of particles propagating along different lines
in the same plane may have mutual statistics. In fact, we
show that by first quantizing this theory on a lattice, and
then applying the Chern-Simons constraint, we are nat-
urally lead to a lattice Hamiltonian that can be viewed
as a Zs generalization of the Chamon code[15].
We also discuss an analogue of Maxwell-Chern Simons
theory model with three spatial gauge fields, correspond-
ing to the off-diagonal elements of a symmetric rank-2
tensor. In this case the single Chern-Simons constraint
is insufficient to fully gap the theory. One interesting
feature of this model is that in the absence of the Chern-
Simons term it has been shown to be necessarily confined
[59], whereas with our higher-rank Chern-Simons term
confiement is suppressed and we find a deconfined U(1)
phase with dipolar excitations mobile in 2-dimensional
planes.
Our approach highlights that, although our fractonic
Chern-Simons theories are clearly not TQFTs, it is pos-
sible to construct field theories for higher-rank gauge
fields that share several important features of the chiral
2+1D Chern-Simons theories. First, our fractonic Chern-
Simons term creates self- statistical interactions between
charged excitations. Second, our fractonic Chern-Simons
action is gauge invariant only up to a boundary term, im-
plying that their boundaries host gapless surface states
that cannot be realized in 2 dimensions with subsystem
symmetry. These are closely related to the surface states
of subsystem-symmetry protected models described in
Ref. [37].
The presence of such anomalous surfaces is surprising
in light of the correspondence between our field theories
and exactly solvable lattice models, which is not expected
for systems with topologically protected gapless bound-
ary modes. This is one of several hints that the regular-
ization may play a more fundamental role in quantizing
our higher-rank Chern-Simons theories than it does for
TQFTs or critical theories. Indeed, it is not clear whether
it is possible to construct a well-defined continuum ver-
sion of our compact U(1) theory that correctly captures
the low-energy behavior of the lattice model.
The paper is organized as follows. In Sec. II, we intro-
3duce a general formulation for Chern-Simons -like actions
appropriate to models with 3-component gauge fields
(A0, A1, A2) and a single scalar charge. This formulation
applies both to vector gauge theories, whose gauge trans-
formations are linear in derivatives, and tensor gauge
theories whose gauge transformations are quadratic in
derivatives. In Sec. III, we discuss a particular realiza-
tion of such a rank-2 theory, with 2 spatial gauge fields
transforming under C3 rotations about the (1, 1, 1) direc-
tion. We discuss the possible gauge invariant operators
in this case, and show that the associated quadratic (in
derivatives) gauge transformations lead to matter fields
that are restricted to move on lines, and gauge invari-
ant “cage-net” operators similar to those previously dis-
cussed in the context of lattice fracton models [37, 39, 60].
In Sec. IV, we scrutinize the classical Chern-Simons the-
ory of this rank-2 theory. In particular, we show that the
Chern-Simons constraint fixes all gauge invariant opera-
tors except non-contractible loop operators, and discuss
the number of independent loop operators of this type
for the 3-torus. We also show that the Chern-Simons ac-
tion is gauge invariant only up to a boundary term, and
discuss the nature of the resulting boundary theory.
Sec. V describes a lattice regularization of our rank-
2 gauge theory, which we use to discuss two distinct
routes to quantization. In Sec. VI, we discuss quan-
tizing the constrained lattice model, derive the resulting
ground state degeneracy on the L×L×L torus, and de-
scribe the self- and mutual- statistics that follow from our
Chern-Simons action. In Sec. VII, we first quantize the
lattice gauge fields, and then impose the Chern-Simons
constraint. We see that this leads to a lattice Hamilto-
nian that is a Zs generalization of the Chamon code[15].
Finally, in Sec. VIII, we discuss adding a Chern-Simons
term to the Maxwell action of a symmetric tensor gauge
theory with 4 components, (A0, Axy, Axz, Ayz). We ar-
gue that though the resulting theory is gapless, it is
nonetheless interesting as the Chern-Simons term ap-
pears to overcome the theory’s expected confinement [59]
in a manner very similar to the case of compact U(1)
Maxwell-Chern-Simons theory in 2 + 1 dimensions [61].
II. GENERAL HIGHER RANK
CHERN-SIMONS GAUGE THEORIES
Our starting point is a theory with 2 spatial gauge
fields A1 and A2, which will allow us to obtain a fully
gapped Chern-Simons theory with a single constraint.
Consider gauge transformations of the form
A1 → A1 +D1α , A2 → A2 +D2α (1)
where D1 and D2 are differential operators, whose form
we will leave unspecified for now. Since we only have
2 gauge fields, the magnetic field defined has a single
component
B = D2A1 −D1A2 . (2)
Note that the magnetic field (2) is always gauge invari-
ant; however it is not necessarily the most relevant gauge
invariant magnetic field that we can write down. If D1
and D2 share a common factor ∂`, the operator ∂
−1
` B
is also gauge invariant. Throughout the paper, we will
focus on the cases where D1, D2 do not have common
factor and the lowest order gauge invariant term is the
magnetic flux.
The gauge-invariant electric fields have the form
Ei = ∂tAi −DiA0 (3)
where we have introduced the usual time component of
the gauge field, which transforms as
A0 → A0 + ∂tα (4)
under gauge transformations.
The generalized Chern-Simons action we consider is
LCS = s
4pi
(A1E2 −A2E1 − (−1)ηA0B) (5)
where η = 1 if Di contain only even numbers of deriva-
tives, and η = 2 if they contain only odd numbers of
derivatives. Under gauge transformations, we have
δLCS = s
4pi
(D1αE2 −D2αE1 − (−1)η∂tαB)
=
s
4pi
(D1α∂tA2 + (−1)η∂tαD1A2
−(D2α∂tA1 + (−1)η∂tαD2A1)
+D2αD1A0 −D1αD2A0) (6)
In the absence of boundaries, we may freely integrate by
parts, to obtain:
δLCS;Bulk = 0 (7)
The boundary terms in general do not vanish, implying
the existence of gapless boundary modes, whose precise
nature depends on the choice of Di. We will return to
this point later when we discuss specific examples.
Irrespective of the choice of Di, the Chern-Simons ac-
tion (5) has several commonalities with the standard vec-
tor Chern-Simons theory in 2 + 1 dimensions. First, in
the absence of sources the constraint simply sets B = 0.
Since there is only one component of the magnetic field,
this one constraint is sufficient to eliminate the possibility
of any propagating gauge degrees of freedom, leading to
a gapped theory whose physics is entirely determined by
operators describing pure gauge degrees of freedom[62].In
ordinary Chern-Simons theory these are the holonomies,
or gauge-invariant Wilson lines along non-contractible
curves. We will discus the analogue of Wilson line op-
erators for specific examples of Di in detail presently;
these have the general form ei
∫
s
Ai with the submanifold
s chosen to ensure the operator is gauge invariant.
Second, irrespective of the choice ofDi, the gauge fields
A1 and A2 are canonically conjugate. If both gauge fields
are compact, this implies that a generalized Wilson op-
erator of the form ei
∫
s
Ai must be discrete as well as
4compact. Thus each of the generalized Wilson operators
can take on only a finite, discrete set of values, which
fully specify the states allowed in the absence of sources.
On closed manifolds this can gives either a finite or a
countable ground state degeneracy.
Finally, in the presence of matter fields, the Chern-
Simons action (5) has the effect of binding charge to flux.
To see this, we add matter fields to our Chern-Simons
action in the standard way, by adding a term
LMatter = A0ρ−AiJ i (8)
where the currents obey the conservation law:
DiJ
i = ∂tρ (9)
Depending on the specific form of the differential op-
erator Di, the theory might contain additional sub-
system charge conservation law and charge multipole
conservation[53]. In the presence of sources the Chern-
Simons constraint is
B = D2A1 −D1A2 = 2pi
s
ρ (10)
which binds the generalized magnetic flux to charge. One
might anticipate that a generalized Aharonov-Bohm ef-
fect may endow these charge-flux bound states with frac-
tional statistics. Indeed, as gauge invariant operators
involving A1 do not commute with gauge-invariant op-
erators involving A2, we will usually find at least some
excitations with nontrivial mutual statistics.
However, as we will see the choice of Di does have
profound implications for the final theory, and is key to
determining the nature and mobility of the sources, as
well as the ground state degeneracy. This is because it is
the form of Di, and not the action, that determines the
gauge-invariant operators and conservation laws, which
play an essential role in both of these physical properties.
We therefore now discuss a few examples in detail.
A. Example 1: D1 and D2 are linear in derivatives:
Stacking of 2D Chern-Simons theory
As a warm-up, we consider the case where D1 and D2
are linear in derivatives. In this case, we can always write
D1 = ∂l1 , D2 = ∂l2 , with l1, l2 being two non-parallel
directions. We will see that in 2 spatial dimensions this
always yields the conventional 2D Chern-Simons theory,
while in 3 spatial dimensions it behaves like a stack of
decoupled Chern-Simons theories.
To understand this theory, let us first understand its
symmetries. First, theories of this type will be rotation-
ally invariant in the plane perpendicular to l1, l2. This is
because Ai transform like vectors under rotations in the
l1, l2 plane. The gauge-invariant magnetic field B is thus
a scalar under in-plane rotations, as is the combination
A1E2 − A2E1. Thus our Chern-Simons action is fully
rotationally invariant within the l1, l2 planes. (Indeed, it
is easy to check that in this case LCS has full Lorentz
invariance).
Second, the gauge transformations dictate that this
theory has a conserved charge in each 2D plane. To see
this we couple our gauge fields to matter currents in the
usual way:
LMatter = A0ρ−A1J1 −A2J2 (11)
Gauge invariance requires that the current is conserved,
i.e.
∂tρ = ∂l1J1 + ∂l2J2 (12)
If we integrate the right-hand side over any plane spanned
by (l1, l2) (in periodic boundary conditions), we obtain
zero, implying charge conservation in each plane.
Next, let us examine the gauge invariant operators.
First, consider open line segments of the form
∫
A1dl1,∫
A2dl2, where the lines run along the lˆ1 and lˆ2 directions,
respectively. Under gauge transformations we have∫ y
x
A1dl1 →
∫ y
x
A1dl1+α|yx ,
∫ y
x
A2dl2 →
∫ y
x
A2dl2+α|yx .
(13)
Thus with periodic boundary conditions, closed lines of
either type are gauge invariant. Further, we can see that
a corner between a line along lˆ2 and a line along lˆ1 is
gauge invariant. Thus in addition to Ei and B, there are
also gauge invariant contractible closed loops. Indeed
defining ~˜l1, ~˜l2 such that
~˜li ·~lj = δij (14)
we see that integrals of the form∮
(A1dl˜1 +A2dl˜2) (15)
are gauge invariant for any closed curve in the (l1, l2)
plane.
Next, we examine how the Chern-Simons constraint
B = 0 restricts our possible choices of gauge-invariant
operators. First, note that for a contractible closed curve
bounding a region R, we have∮
(A1dl˜1 +A2dl˜2) ∝
∫
R
B . (16)
(This can be shown by expressing l˜i, li in terms of a set of
orthonormal basis vectors, and applying Stoke’s theorem.
Note that the coefficient of proportionality is not 1 unless
li and lj are orthogonal.) We conclude that the constraint
B = 0 ensures that all contractible Wilson line operators
are trivial.
Next, suppose we have periodic boundary conditions
along the l1, l2 directions, such that there are also non-
contractible gauge invariant line operators. Since the two
line operators concern lines in different directions, we will
5apply the Chern-Simons constraint to each set of lines in-
dividually. With this logic the Chern-Simons constraint
then gives
D2
∫
1
A1 = 0 (17)
where
∫
1
runs along a non-contractible curve in the lˆ1
direction. In 2D this tells us that once we have fixed one
A1 line we have fixed them all; a similar argument applies
forA2. This is simply the familiar result that if there is no
magnetic flux through the surface of the torus, the only
degrees of freedom are the fluxes through its two non-
contractible curves. In 3D we are free to choose one line
in each (l1, l2) plane, exactly as for a stack of decoupled
Chern-Simons theories.
It is easy to see that quantizing such a theory also
gives a result that is identical to a stack of decoupled
Chern-Simons theories. Hence we conclude that choosing
D1, D2 to be linear in derivatives is essentially the same
as choosing ordinary Chern-Simons theory in 2D, or a
stack of ordinary Chern-Simons theories in 3D.
B. BF generalizations
Before moving on to our second example, which will
lead to a fractonic Chern-Simons theory whose behav-
ior we will analyze in detail, it is worth pointing out
that a similar generalization of mutual Chern-Simons, or
BF, theories can be carried out. This generalization al-
lows us to consider a wider variety of higher-rank gauge
theories since, unlike the Chern-Simons construction de-
scribed above, it can be applied to gauge fields whose
gauge transformations are described by arbitrary poly-
nomials in momenta. Gauge transformations of this type
are necessary to capture current conservation laws arising
from general subsystem symmetries [53], including Type
II fracton orders [34].
We begin with two gauge fields (A0, A1, A2) and
(B0, B1, B2), which transform under gauge transforma-
tions according to
A0 →A0 + ∂tα , B0 → B0 − ∂tα (18)
A1 →A1 +D1α , B1 → B1 + D˜1α
A2 →A2 +D2α , B2 → B2 + D˜2α
where
Di = D
(e)
i +D
(o)
i , D˜i = D
(e)
i −D(o)i (19)
with D
(e)
i , D
(o)
i are the differential polynomials contain-
ing even and odd numbers of derivatives, respectively[63].
The higher-rank BF action has the form
LBF = A0(D˜1B2 − D˜2B1) +A1(D˜2B0 + ∂tB1)
+A2(−∂tB1 − D˜1B0) (20)
It is easy to check that this action is gauge invariant up to
a boundary term. In the presence of sources, it imposes
the constraints
(D˜1B2 − D˜2B1) = ρA
(D1A2 −D2A1) = ρB (21)
where ρA, ρB are the charges coupled to the A and B
gauge fields, respectively. Provided D1, D2 does not
share any common factor, these constraints are sufficient
to eliminate any propagating modes, leading to a gapped
theory describing a stable infrared fixed point. Further,
It is clear that A1 and B2 (and A2 and B1) are canon-
ically conjugate, such that the sources of A and B will
acquire mutual statistics upon quantizing the theory. In
this way, a wide variety of higher-rank gapped fractonic
actions can be constructed. We defer a discussion of the
many interesting examples to future work, except to note
that the BF-like field theory of the X-cube model pro-
posed by Ref. [64] involves a construction of this type,
albeit modified to work with gauge fields with 3 spatial
components, whose gauge transformations share common
factors.
III. EXAMPLE II: FRACTONIC
CHERN-SIMONS THEORY WITH DIPOLE
EXCITATIONS
Let us now consider an example that will lead to a
fractonic Chern-Simons theory. To obtain this, we will
takeDi to be quadratic in derivatives. In this case (unlike
for linear Di), we have several choices, distinguished by
their transformation under spatial symmetries.
For our example, consider a system with a cubic ge-
ometry, with the cubic axes x, y, and z. We will not
require our action to have full cubic symmetry– indeed
we will see later that full cubic symmetry is compatible
with our Chern-Simons action only for a specific choice
of the coupling constant. Instead, we require invariance
under C3 rotations about the (111) direction. Thus Di
(and consequently Ai) must transform in an irreducible
representation Γ such that 1 ∈ Γ⊗ Γ, to ensure that the
quantities B and A1E2−A2E1 transform as scalars under
C3 rotations. We will also require that the Di transform
non-trivially under C3 rotations; this ensures that both
A1 and A2 are required to construct a symmetric action.
The full set of irreducible representations of C3 are
given in Appendix B. If Di are quadratic in derivatives,
we have two choices for the irreducible representation Γ,
which we denote Γa and Γb:
Da1 =
1√
3
∂`∂u, D
a
2 =
1√
3
∂`∂v
Db1 =
√
2√
3
∂u∂u⊥ , D
b
2 =
1
2
√
2
(∂2u − ∂2u⊥)−
1√
6
∂u∂u⊥
(22)
6where relative to the cubic axes x, y, z, we have defined
(see Fig. 1)
ˆ`=
1√
3
(xˆ+ yˆ + zˆ)
uˆ =
1√
2
(yˆ − zˆ)
v =
1√
2
(z − x)
w = (−u− v) = 1√
2
(x− y) (23)
in terms of which u⊥, the direction orthogonal to u, is
uˆ⊥ =
1√
3
(−2v − u) = 1√
6
(2xˆ− yˆ − zˆ) . (24)
Under arbitrary rotations about the ` axis, Γa transforms
like a vector, with an angular momentum of 1 along the
` axis, while Γb transforms like a rank 2 tensor, with
angular momentum 2. For C3 rotations, however, where
the angular momentum 3 representation transforms like
a scalar, these are effectively two vector representations.
Thus we have 1 ∈ Γα⊗Γβ for all combinations of α, β.
Consequently we may choose Di to be an arbitrary linear
combination of Dai and D
b
i . We will see later that, pro-
vided both irreducible representations appear with non-
zero coefficients, the resulting theories are closely analo-
gous. Thus we will take
D1 = D
a
1 +D
b
1 = ∂x∂u =
1√
2
∂x(∂y − ∂z)
D2 = D
a
2 +D
b
2 = ∂y∂v =
1√
2
∂y(∂z − ∂x)
−D1 −D2 = ∂z∂w = 1√
2
∂z(∂x − ∂y) (25)
Under gauge transformations, we have
A1 → A1 + ∂x∂uα (26)
A2 → A2 + ∂y∂vα
−A1 −A2 →−A1 −A2 + ∂z∂wα (27)
The C3 rotations about the (1, 1, 1) direction permute
(u, v, w) and (x, y, z) directions. Since α is a scalar, this
implies that C3 rotations permute A1, A2, and −A1−A2
(and similarly for E1, E2):
C3 : x→ y, y → z, z → x
A1 → A2, A2 → −(A1 +A2),−(A1 +A2)→ A1
D1 → D2, D2 → −(D1 +D2),−(D1 +D2)→ D1
(28)
The gauge-invariant magnetic field given in Eq. (2) is
B = (∂x∂uA2 − ∂y∂vA1) (29)
It is easy to check that B (as well as the combination
A1E2−A2E1) transforms as a scalar under C3 rotations,
as it must if our theory is to be symmetric with A0 rota-
tionally invariant.
FIG. 1. Illustration of the x, y, z and u, v, w coordinates. The
red plane is the 111 plane and the three boundary lines of the
red triangle denote the u, v, w direction. The C3 rotation on
the 111 plane rotates the red triangle by 2pi/3 and permutes
the axis along x, y, z.
A. Conservation laws
Before studying Chern-Simons theory per se, let us
understand what properties of the theory are dictated
solely by the struture of its gauge transformation laws.
The canonical coupling of gauge fields to sources
Lmatter = A0ρ−A1J1 −A2J2 (30)
implies the current conservation relation
∂tρ−D1J1 −D2J2 = 0 (31)
Note that in order for Lmatter to be invariant under C3
rotations, we must have
C3 : J1 → J2 − J1 , J2 → −J1 (32)
Evidently,
∂t
∫
d3rρ =
∫
d3r(D1J1 +D2J2) = 0 (33)
so that charge is conserved in the system as a whole. Note
that here we assume periodic boundary conditions and
single-valuedness of all currents, such that the integral of
any derivative over all space is zero.
In addition, however, from Eq. (25) we see that both
operators Di contain only terms with at least one deriva-
tive in each u− v plane. Thus, we also have
∂t
∫
dudvρ = 0 (34)
and charge is conserved in each u− v plane. In addition,
all terms in D1 and D2 contain either ∂x or ∂y (or both),
such that the charge is conserved in each x−y plane, and
similarly for the x− z and y − z planes.
Finally, since charge conservation in an individual
plane automatically implies that the dipole moment or-
thogonal to that plane is conserved, our theory has
conserved dipole moments along the x, y, z, and ` (or
x+ y + z) directions. The net result of these four dipole
conservation laws is that dipole mobility in our system
is severely restricted. Consider a dipole oriented along
the z direction, which has a conserved dipole moment
orthogonal to both the (x, y) and the (u, v) planes. As a
7consequence it can move only along the line x + y = 0,
which lies in the intersection of these two planes. Simi-
lar considerations apply to other dipole orientations: all
dipole excitations in this theory are restricted to move
along lines.
B. Gauge invariant cage-net operator
Having understood the theory’s conservation laws, we
now consider the nature of the gauge invariant line oper-
ators. We will see that these reflect the one-dimensional
motion of dipolar excitations, as well as introducing a
cage-net structure similar to that noted in other fracton
models [60].
To identify what types of operators we should study,
observe that one obvious difference relative to the usual
vector gauge theory is the dimension of the gauge field
A: if α is dimensionless (as is natural, since it appears
as a U(1) phase rotation of the matter fields), then A
has mass dimension 2. Thus dimensionless gauge invari-
ant operators in these theories require integrating along
surfaces.
To determine which surfaces to examine, we will begin
with dimensionful gauge-invariant line operators, whose
end-points transform as ∂iα for some direction i. This
implies that the end-points of these open lines do not har-
bor charges, but instead are associated with the deriva-
tive of the charge along the iˆ direction. To make physi-
cal sense of this, we define dimensionless gauge-invariant
ribbon operators by integrating over a surface of width
ai transverse to the line’s orientation; the end-points of
such ribbons harbor a dipole oriented along the iˆ direc-
tion. We will see presently that the associated dipole mo-
ments are conserved, suggesting that such a fixed length
scale is not unnatural.
From the gauge transformations, we see that the theory
admits 6 types of gauge-invariant line operators. Three
of these are in-plane line operators:
Γu =
∫
duA1 , Γv =
∫
dvA2 , Γw =
∫
dw(−A1 −A2)
(35)
while three are line operators extending along the cubic
axes xˆ, yˆ, zˆ.
Γx =
∫
dxA1 , Γy =
∫
dyA2 , Γz =
∫
dz(−A1 −A2)
(36)
The associated dimensionless gauge invariant ribbon op-
erators have the form
Wu = e
i
∫ x+a
x
Γudx , Wx = e
i
∫ u+√2a
u
Γxdu (37)
and similarly for other pairs of directions. Here a is the
fundamental dipole scale of our problem, as discussed
above. Note that we choose the length of the fundamen-
tal dipoles in the u, v, w directions to be
√
2 that of the
fundamental dipoles along the x, y, z directions. With
this choice, a dipole along u can be viewed as a combi-
nation of a dipole along y and a dipole along −z.
Naively, the Wilson lines {Γi} appear similar to line
operators we would expect from a stack of 2D vector
gauge theories discussed in the previous example. How-
ever, in the present theory the lines can run only along
one of the 6 directions specified above. (See Appendix
A). Further, a corner between a Γu line and a Γv line
must have a charge, by gauge invariance. To see this,
consider the operator:
T =
∫ ~r1
~r0
A1du+
∫ ~r2
~r1
A2dv +
∫ ~r0
~r2
(−A1 −A2)dw (38)
where the points ~r0, ~r1, ~r2 form a triangle in one of the
(u, v) planes, with edges along the u, v, and w directions
respectively. For a usual rank 1 gauge theory, T would
be a gauge invariant line operator. In our case, however,
it is not: under gauge transformation, we find that
T → T +(∂x−∂z)α(~r1)+(∂z−∂y)α(~r2)+(∂y−∂x)α(~r0)
(39)
This shows that in order for T to be gauge invariant, we
must attach an infinitesimal dipole to each of the trian-
gle’s corners. Thus though we do have Wilson line like
operators in-plane, these lines cannot bend without cre-
ating new dipolar excitations.
FIG. 2. Gauge invariant cage nets of the symmetric rank 2
theory. With differential operators given in Eq. (25), the
cages can have edges along the x, y, z or u, v, w directions.
Similarly, lines running along the cubic axes cannot
turn, either into other cubic directions or into the (u, v)
planes. However, because
(∂u + ∂v + ∂w)α = 0 (40)
three lines running along orthogonal cubic axes can meet
at a point without creating extra charges, as shown in
Fig. 2. Similarly there is no charge at a trivalent vertex
between
√
2Γy,Γu, and Γw (and its appropriately rotated
analogues), since
√
2∂vα− (∂xα− ∂yα) = 0 . (41)
Note that Eq. (41) requires the lines to be correctly
oriented at the vertex; the correct orientations are shown
in Fig. 2.
8From the above arguments, it is easy to see that simi-
lar gauge-invariant cage-net structures can be formed of
our dimensionless Wilson ribbons (see Fig. 3), provided
that we choose the dipole scales as specified in Eq. (37).
The relative factor of
√
2 in the ribbons’ widths ensures
that the three dipoles can annihilate at the corresponding
corners, so that the operators are gauge invariant.
In summary, the structure of the gauge transforma-
tions (25) leads to a qualitatively different Fractonic
Chern-Simons theory, in which the analogue of the Wil-
son line is a gauge invariant dimensionless ribbon opera-
tor. These ribbons are not free to turn, but can meet at
certain trivalent corners. This results in gauge-invariant
“cage net” operators, which can be tetrahedral, pris-
matic, or cubic as shown in Fig. 2.
FIG. 3. Left: The red/yellow/green sheets represent thick
ribbon operators. An isolated ribbon must harbor a charge
at each corner; however, with appropriately oriented gauge
fields these corner charges cancel in the configuration shown.
Right: By lengthening and thinning the ribbons, we obtain
a Wilson ribbon cage-net. Note that the Wilson ribbon cage
nets are gauge invariant only if we choose the width of ribbons
along the u, v, w directions to be longer by a factor of
√
2 than
those along the x, y, z directions.
In addition to cage-nets we can also form gauge-
invariant closed membranes, by widening our ribbons to
some multiple of the fundamental dipole scale, and then
forming a closed surface along which all ribbons share an
edge. In the extreme limit these are 2-dimensional mem-
brane operators that can extend in the x − u, y − v or
z − w planes, and the associated cage nets are stretched
into the diamond configuration shown in Fig. 3. We will
not discuss these membrane operators in our analysis,
however, since they can always be viewed as arrays of
the fundamental ribbon operators Wα described above.
Finally, if we allow sources in our theory, open rib-
bon operators can also be gauge invariant, provided that
we attach an appropriately oriented dipole at each end-
point (see Fig. 4). Each of the 6 possible line directions
is thus associated with a dipolar source which, due to
dipole conservation, is mobile only along a specific linear
direction; these thus behave like the “lineons” typical of
type I fracton theories. To strengthen the connection to
fracton orders, we can also consider open membrane op-
erators whose width is some multiple of the fundamental
dipole scale. The charges appearing at the corners of
each membrane are then immobile fractons.
FIG. 4. Lineon excitation configurations: Each end of an open
Wilson ribbon extended along the x direction must terminate
on a dipole (or anti-dipole) with dipole moment oriented along
u. Likewise, a Wilson ribbon extended along the u direction
hosts a dipole oriented along x at each end-point. Since Wil-
son ribbons cannot turn, these dipoles are mobile only along
the direction of the ribbon, and are hence 1-dimensional li-
neon excitations. Here star represent gauge fields A1, A2 while
dot represent charge ρ.
C. Related models with the same symmetry
It is clear from the above discussion that (irrespec-
tive of our choice of action) a theory with the operators
D1, D2 described above cannot be topological. In partic-
ular the cage net structure requires us to choose a fun-
damental dipole scale, and the theory is manifestly not
scale invariant. The existence of this scale follows from
the fact that the theory conserves dipole moment per-
pendicular to each individual u−v, x−y, y− z and x− z
plane. Further, the structure of the cage nets is invariant
only under a discrete set of C3 rotations, which are nat-
urally viewed as a subset of the rotational symmetries of
the cubic lattice.
We may nonetheless ask whether related theories ex-
ist, which share the same C3 rotation symmetry, and
conserve dipole moment along four families of planes.
To see that they do, we consider a more general form
of the operators D1, D2 :
D1 = αD
a
1 + βD
b
1, D2 = αD
a
2 + βD
b
2 (42)
where Da,bi are given in Eq. (22), and α, β are parame-
ters which only takes discrete values if we put the theory
on the cubic lattice. Regardless of the choice of α, β, the
theory is C3 rotation invariant; essentially this is because
both of the 2-dimensional irreducible representations are
vector-like from the point of view of C3 rotation symme-
try.
For general nonzero α, β, the differential operators
have the explicit form,
D1 ∼ (∂x + (α− β)∂`)(∂y − ∂z)
D2 ∼ (∂y + (α− β)∂`)(∂z − ∂x) (43)
Thus we obtain gauge-invariant ribbon operators ex-
tended along 6 non-parallel directions. At the end-points
of any open ribbon, there is a dipole. With an appropri-
ate choice of the dipole scales in each direction, these
96 lines are allowed to meet at trivalent corners, leading
to tetrahedral cage-net configurations as shown in Fig.5.
One face of the tetrahedron is an equilateral triangle in
the u − v plane; the remaining three have edges in the
x+ (α− β)`, y + (α− β)`, z + (α− β)` directions.
Following the arguments of Sec. III A, it is not hard to
check that for general α and β, the charge is conserved in
each u− v plane, as well as in the other three families of
planes spanned by two of the three vectors x+(α−β)`, y+
(α − β)`, z + (α − β)`. These three planes are related
by C3 rotation along 111-axis. These conservation laws
ensure that the dipoles described above can only move in
1 dimension. In particular, when α = 2, β = 1, the cage-
net configuration becomes a regular tetrahedron and the
Chern-Simons coupling is odd under cubic rotation.
We note that the choices α = 0 and β = 0 do lead
to qualitatively different theories. Taking α = 0 clearly
leads to a stack of 2-dimensional theories, since D1, D2
only involve derivatives in the u− v plane. Taking β = 0
gives D1 = ∂l∂v, D2 = ∂l∂u. As discussed in Appendix
C, the line operators in the resulting theory are similar to
those of a stack of ordinary 2D gauge theories, with both
2d particles mobile in each u-v plane and a 1d particle
mobile along the `-direction.
FIG. 5. By tuning α, β in Eq. (42), we are changing the
height of the tetrahedron in our cage-net configuration. There
are an infinite number of equivalent cage-net configurations
related by this deformation. c) A rotated view of the cage-
net tetrahedron. The dimensions of the base of the tetra-
hedron (indicated with a shaded red triangle) is fixed, while
its height along the (111) direction (represented by the green
dotted line) varies depending on arctan (α/β). a) Examples
of equivalent cage net tetrahedra. The purple dot corresponds
to the case where α, β = 1. The yellow dot corresponds to
α = 2, β = 1. b) When β = 0, the height of the tetrahe-
dron goes to infinity and the cage-net configurations becomes
a prism.
IV. CLASSICAL CHERN-SIMONS THEORY OF
C3 -SYMMETRIC RANK 2 MODEL
Thus far, we have focused only characteristics of our
field theory that result solely from the form of the opera-
tors D1, D2, which dictate the nature of the conservation
laws, and the geometry of the gauge-invariant operators.
We now turn to the implications of the Chern-Simons ac-
tion. In the following sections we will analyze this from
a classical perspective, turning to the quantum theory in
Section VI.
A. The Chern-Simons constraint
Classically, the main role of the Chern-Simons La-
grangian (5) is to enforce the constraint
B ≡ (∂x∂uA2 − ∂y∂vA1) = 2pi
s
ρ . (44)
This has two important effects on our classical theory:
first, it fixes the value of all closed cage nets in our 3-
dimensional system. Second, it imposes conditions on
parallel Wilson lines, drastically reducing the number of
such operators that are independent.
First, we observe that the constraint B = 2pis ρ fixes the
value of all cage net operators. This can be checked di-
rectly by integrating the magnetic field over the volume
enclosed by the cage net, which gives exactly the series
of line operators associated with the cage net itself. A
similar result holds for cage nets bounded by dimension-
less ribbon operators. Hence in the Chern-Simons theory,
our gauge-invariant cage net operators are constrained to
take the value 0.
Second, let us determine the effect of the Chern-Simons
constraint on non-contractible Wilson operators. Con-
sider operators of the type Wx, in the absence of sources.
A priori there are LyLz/a
2 non-overlapping operators
of this type (where a is the dipole scale), and similarly
for other directions. However, integrating the constraint
over x gives
0 = −
∮
Bdx = ∂z∂y
∮
dxA1 = ∂z∂yΓx
0 =
∮
Bdy = ∂z∂x
∮
dyA2 = ∂z∂xΓy
0 =
∮
Bdz = ∂x∂y
∮
dz(A1 +A2) = −∂x∂yΓz (45)
where we have assumed periodic boundary conditions,
and that A is single-valued. Thus we may fix the value
of Γx (and hence Wx) along the boundaries of the yz
plane, by specifying one function of y and one function
of z – but having done this, the value of Γx elsewhere
in the plane is fixed. For an Lx × Ly × Lz system this
gives (Ly+Lz)/a−1 independent non-overlapping ribbon
operatorsWx, and similarly forWy. Further, once Γx and
Γy are fixed everywhere, the condition that the cubic cage
10
nets (see Fig. 2) must all be trivial then fixes Γz along
any line, such that the ribbon operators Wz are fixed.
Similarly, we have:
0 =
∮
Bdu = ∂v∂y
∮
duA1 = ∂v∂yΓu (46)
This again allows two types of solutions: either Γu is
constant in the yˆ direction, or in the vˆ direction (meaning
that it satisfies ∂xΓu = ∂zΓu). Since
∂y =
1
2
(
√
2∂u + ∂y + ∂z)
∂v = −1
2
(∂u +
√
3∂u⊥) , (47)
and ∂uΓu = 0, this effectively tells us that we may choose
Γu (and hence Wu) to be a function of y+z or a function
of x, but not both (Fig. 6 illustrates the relevant geome-
try). For Li ≡ L this naively gives another 2L/a− 1 in-
dependent, non-overlapping ribbon operators. However,
not all of these can be independent of the Γx, since∮
Γxdu =
∮
Γudx . (48)
Thus classically, on an Na×Na×Na system with peri-
odic boundary conditions along the x, y, and z directions,
we anticipate 4N − 3 independent line integrals for A1,
and the same number for A2. Since the Chern-Simons
constraint in the absence of sources requires that the
cage-net configuration in Fig. 2 are trivial, the remaining
line operators Γz,Γw (containing integrals of (A1 +A2))
are also fixed. Thus, there are 8N−6 independent global
flux operators.
FIG. 6. Counting of independent non-overlapping Wilson rib-
bons on an L× L× L system. Right panel: Each square has
side length a, representing the width of the fundamental Wil-
son ribbon; pink squares indicate the number of independent
ribbon operators Wu on an (x, y + z) plane. The trajecto-
ries of the diagonal Wilson ribbons on a unit cell of the cubic
lattice are illustrated in the left panel.
For general values of Lx, Ly, Lz the counting of the
number of independent line operators is more involved.
For example, if the spatial lengths Ly/a, Lz/a are co-
prime, a closed Γu ribbon crosses every point in the y−z
plane; clearly there is a maximum of one such operator for
each y−z plane, or a total of Lx such operators, of which
Lx − 1 are independent of the Γx. This gives a total of
(Ly+Lz)/a+Lx/a−2 independent line operators involv-
ing A1. More generally, the number of lines along the u
direction in each y−z plane is given by gcd(Ly/a, Lz/a),
and we obtain (Ly +Lz)/a+Lx/a+ gcd(Ly/a, Lz/a)−3
independent line operators involving A1. Similar consid-
erations apply for line operators involving A2.
Similarly, the number of independent non-overlapping
Wilson ribbons is sensitive to the boundary conditions,
since the non-contractible lines can go only along spe-
cific directions. Thus twisting the boundary conditions
can lead to dramatically different line operator counting.
The dependence of the number of independent opera-
tors on both the aspect ratio and twist of the boundary
conditions reflects the fact that our higher-rank Chern-
Simons theory is not a topological field theory, but rather
is sensitive to both the geometry and the topology of the
system.
B. Gauge invariance and gapless boundary modes
As we saw above, quite generally the Lagrangian (5)
is not gauge invariant in the presence of boundaries. For
theories where Di are linear in derivatives, this leads to
the chiral boundary modes familiar from usual Chern-
Simons theories (or stacks thereof). We will now show
that gauge invariance requires similar gapless boundary
modes in the case at hand.
To be concrete, consider a lattice with a single spatial
boundary at x = 0, and with all fields vanishing as t →
±∞. (With these boundary conditions we may freely
integrate by parts in time without incurring additional
boundary terms). From Eq. (6) we deduce that under
gauge transformations, the action transforms as:
δS =−
∫
x=0
s
2pi
(∂u∂tαA2 − ∂t∂yαA1 − ∂u∂zα∂yA0)
(49)
To cancel the resulting gauge anomaly, we must add a
boundary scalar field φ to our theory, which transforms
as φ→ φ+α under gauge transformations. Upon adding
the term:
LBdy,φ = − s
2pi
[A2∂t∂uφ−A1∂t∂yφ− ∂u∂zφ∂yA0] (50)
the total action is explicitly gauge invariant.
We now enforce the constraint B = 0 by writing
A1 = ∂x∂uα , A2 = ∂y∂vα (51)
Substituting these into the formula (49), and choosing
A0 = 0, we obtain the contribution of the gauge fields to
boundary action for the scalar field α:
SBdy,α = −
∫
x=0
s
2pi
(−∂t∂uα∂y∂zα) (52)
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Note that here we have assumed that we can integrate
by parts freely in y and z, in order to set∫
x=0
∂u∂tα∂x∂yα− ∂y∂tα∂x∂uα = 0 . (53)
Adding the two contributions to the boundary effective
action together, and integrating over the gauge param-
eter α, we obtain the effective action for our boundary
scalar field
LBdy =− s
2pi
(∂y∂zφ∂t∂uφ) (54)
To understand what Eq. (54) means for the boundary,
let us define
χi = ∂iφ (55)
which is exactly the dipole charge along the ith direction.
In terms of the χi fields, the boundary action can be
expressed:
LBdy =− s
2pi
(∂yχz∂tχz − ∂zχy∂tχy) (56)
This describes two chiral dipole currents – a y-oriented
dipole propagating along the +zˆ direction, and an z-
oriented dipole propagating along the −yˆ direction – at
the boundary. However, since the two currents come from
the same underlying scalar field φ, the boundary modes
are not truly 1-dimensional in their propagation, and this
description must be used with some care.
The discussion above shows that in the presence of a
boundary our higher-rank Chern-Simons theory is incom-
plete, and extra fields must be added at the boundary to
ensure gauge invariance. By definition, the action associ-
ated with these fields is also not gauge invariant without
the bulk, such that no two-dimensional theory that is in-
variant under the relevant rank-2 gauge symmetry can
exist without the bulk. This is reminiscent of the situ-
ation in 2+1 dimensional Chern-Simons theories, where
gauge invariance requires chiral boundary modes that are
necessarily gapless. There are two important differences,
however. First, in the case at hand, rank-2 gauge symme-
try in a 2-dimensional system requires charge conserva-
tion along individual lines, rather than in the system as a
whole. Thus for a boundary at x = 0, our result implies
that no 2-dimensional theory in which the total charge
is preserved along each y and z line can be described
by an action of the form (54). This suggests that if we
take this conservation law to be sacred (meaning that
we require subsystem symmetry to be preserved at the
boundary), then our rank 2 Chern-Simons theory neces-
sarily has gapless surface states. Indeed, a theory of this
form was previously used to describe gapless boundary
modes protected by subsystem symmetry [37, 65, 66].
Second, for two-dimensional quantum Hall systems,
the boundary modes in the absence of the bulk not only
violate charge conservation, they also violate energy con-
servation. This raises the question of whether there may
also be a rank 2 analogue of the thermal Hall effect, as-
sociated with our surface dipolar flow. As we will see,
quantizing our theory on the lattice suggests that this is
not the case, though we leave a more thorough discussion
of this issue for future work.
V. DISCRETIZING TO THE LATTICE
Before we quantize our theory, we first explicitly write
down a discretization of our theory to the simple cu-
bic lattice. This regularization leads to a quantum the-
ory with a fracton-like ground state degeneracy, and is
closely related to a known fracton lattice model, the Cha-
mon code [15]. We will leave the interesting question of
whether other regularizations lead to qualitatively differ-
ent quantum theories for future investigation.
We begin our discussion by showing how the gauge
field content and gauge transformations of our model can
arise by gauging a model with an appropriate set of pla-
nar U(1) subsystem symmetries. We begin with a model
of charged bosons on the cubic lattice, whose Hamilto-
nian consists of ring exchange couplings on the three red
plaquettes shown in Fig. 7 and 8, perpendicular to the
(0, 1, 1), (1, 0, 1), and (1, 1, 0) directions. Specifically,
H =
∑
~r
(φ†~r+yˆφ~r+xˆ+yˆφ
†
~r+xˆ+zˆφ~r+zˆ
+φ†~r+xˆφ~r+yˆ+xˆφ
†
~r+yˆ+zˆφ~r+zˆ
+φ†~r+xˆφ~r+zˆ+xˆφ
†
~r+zˆ+yˆφ~r+yˆ) (57)
where xˆ, yˆ, zˆ are the three cubic unit vectors. For conve-
nience, we have set the lattice constant to be 1, and label
sites on the cubic lattice via ~r = (x, y, z) ∈ Z3.
FIG. 7. Plaquettes along which ring-exchange interactions
occur in our subsystem-symmetric two gauge field model.
These ring-exchange interactions preserve the U(1)
charge on each x-y,y-z,and x-z plane, as well as on the
family of lattice planes perpendicular to the (1, 1, 1)-
direction. Thus, there are four independent subsystem
symmetries.
To obtain our desired higher-rank gauge theory, we
place a spatial gauge field A1, A2 at the center of each of
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FIG. 8. The product of the two ring-exchange processes
shown in Fig. 7 gives a ring exchange process along a pla-
quette perpendicular to the (1, 1, 0) direction, times boson
number operators at the remaining corners of the cube.
the two types of plaquette in Fig. 7, and a time-like gauge
field A0 at each lattice site. We label these gauge fields
via A0,1,2(~r, t), where t is a continuous time variable. We
use the vector ~r in both cases, even though A1,2(~r, t) are
in fact associated with the dual lattice site at ~r+ xˆ+yˆ+zˆ2 .
We follow the prescription of Ref. [13, 14] to obtain the
minimal coupling between these plaquette gauge fields
and matter. On a plaquette perpendicular to (0, 1, 1),
this gives
φ†~r+yˆφ~r+xˆ+yˆφ
†
~r+xˆ+zˆφ~r+zˆe
iA1(~r) . (58)
For plaquettes normal to (1, 0, 1) the coupling is anal-
ogous, with A1 replaced by A2. However, because the
product of the two ring-exchange terms in Fig. 7 gives
rise to a ring-exchange process of the type shown in
Fig. 8 (times some charge-neutral boson number oper-
ators), the gauge connection on plaquettes perpendicu-
lar to the (1, 1, 0) direction is just (A1 + A2). Thus our
model has only two independent gauge fields on the cubic
lattice.
Let us define the forward difference operator in the x
direction,
dxf(~r, t) = f(~r + xˆ, t)− f(~r, t) (59)
and similarly for dy and dz. We also define the backwards
difference operator,
dˆxf(~r, t) = f(~r, t)− f(~r − xˆ, t) (60)
and similarly dˆy and dˆz. Now, we may define the dis-
cretized version of our differential operators,
D1 = dx(dy − dz) (61)
D2 = dy(dz − dx) (62)
and also Dˆ1 and Dˆ2, with backwards difference operators
instead. Under a U(1) gauge transformations that takes
φ~r → eiα~r,tφ~r, the gauge fields transform as
A0(~r, t)→ A0(~r, t) + ∂tα(~r, t) (63)
Ai(~r, t)→ Ai(~r, t) +Diα(~r, t) (64)
In the continuum limit, this yields the gauge transforma-
tions discussed in Sec. III up to an overall re-scaling of
the gauge field:
A1 → A1 +
√
2∂x∂uα,A2 → A2 +
√
2∂y∂vα . (65)
We note that the generalized theories described in Sec. III
are also naturally described by a model of the type de-
scribed here, albeit on a distorted cubic lattice, in which
the x − u plane is deformed into the (x + (α − β)l) − u
plane, and similarly for the other directions.
FIG. 9. The Chern-Simons constraint on the cubic lattice.
The magnetic field at a given lattice site (green dot at the
center of the cube) is given by the linear combination of gauge
fields A1, A2 at 6 of the surrounding dual lattice sites(star).
The Chern-Simons constraint sets this magnetic field equal to
the charge (ρ) on this lattice site.
The gauge-invariant electric fields are defined in the
same way as before, using these discretized difference op-
erators,
Ei(~r, t) = ∂tAi(~r, t)−DiA0(~r, t) . (66)
Each electric field is associated with a cube in the cu-
bic lattice. The magnetic field should be defined with
backwards difference operators,
B(~r, t) = Dˆ2A1(~r, t)− Dˆ1A2(~r, t) , (67)
hence each magnetic field is associated with a site, as
shown in Fig. 9. One can verify that the B field is gauge-
invariant by noticing that Dˆi = S−xS−yS−zDi, where
S−x is a shift operator in the −x direction, S−xf(~r, t) =
f(~r− xˆ, t). Then, the variation of B under a gauge trans-
formation is δB = S−xS−yS−z(D2D1−D1D2)α(~r, t) = 0
In the absence of matter sources, the lattice fractonic
Chern-Simons action then takes the form
SCS =
s
4pi
∫
dt
∑
~r
[A1(~r, t)E2(~r, t)
−A2(~r, t)E1(~r, t) +A0(~r, t)B(~r, t)]
(68)
which one can verify is gauge-invariant in the absence
of a boundary. For this, one must use a summation by
parts, which for our difference operators simply amounts
to the identity∑
~r
f(~r, t)Dig(~r, t) =
∑
~r
(Dˆif(~r, t))g(~r, t) (69)
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up to boundary terms.
Notice that our theory does not run into the subtle is-
sues associated with discretizing and quantizing the reg-
ular 2D Chern-Simons theory (see for example Ref 67).
These subtle issues arise when, for example, canonically
conjugate variables do not live on the same location (in
2D CS theory, A1 lives on the x links, while A2 lives on
the y links), or when there are multiple natural choices
to be made for the charge-vortex binding (a one-to-one
correspondence between plaquettes and vertices is re-
quired for the discretized 2D CS theory [68]). Our model
sidesteps these issues, as the conjugate variables A1 and
A2 are both located at the center of cubes, and both
the B field and charges are located on the vertices (see
Fig. 9). Consequently, the lattice discretization does
not attribute any subtlety when quantizing the Fractonic
Chern-Simons term.
A. Gauge invariant ribbon operators on the lattice
It is worth briefly discussing how the gauge invariant
line and ribbon operators are manifest on the lattice. To
do this, we re-introduce the lattice constant, and imag-
ine that the lattice gauge field Alatt1 (~r, t) is related to a
continuum gauge field Acont1 (~x, t) by integrating over the
associated plaquette:
Alatt1 (~r, t) =
∫ a
0
dx
∫ √2a
0
duAcont1 (~r + xxˆ+ uuˆ, t) (70)
Note that in the continuum limit, if we assume that A˜1
is smooth, this gives
Alatt1 (~r, t) =
√
2a2Acont1 (~r, t) (71)
explaining the relative factor of
√
2 in Eq. (65). The fac-
tor of a2 gives the expected relationship between the di-
mensionless lattice gauge field, and our continuum gauge
field with dimensions of 1/length2.
Since the lattice gauge field is dimensionless, the di-
mensionful line integrals do not have a lattice analogue.
However, the dimensionless ribbon operators do, since∫ x0+la
x0
dx
∫ u0+√2a
u0
duAcont1 (~x, t) =
l∑
n=0
Alatt1 (~r0+naxˆ, t)
(72)
and similarly for other directions. In other words, in our
lattice theory a ribbon corresponds to a line of plaquettes,
with the dipole scale a set by the lattice constant. We
will henceforth refer to these operators as lattice Wilson
ribbons, or simply Wilson ribbons in contexts where the
lattice is understood.
Cage nets on the lattice are constructed from the rib-
bon operators, exactly as described in the continuum case
in Sec. III B. It is straightforward to show that these lat-
tice cage net operators are fixed by the value of the mag-
netic field they enclose, and hence that constraint B = 0
completely fixes these.
VI. QUANTIZING FRACTONIC LATTICE
CHERN-SIMONS THEORY
We now discuss quantization of the fractonic Chern-
Simons theory, using the lattice regularization introduced
in Sec. V. Following Ref. [69], we will quantize within
the constrained subspace – meaning that we will first
restrict ourselves to configurations where the magnetic
field B(~r, t) defined in Eq. (67) vanishes everywhere.
The remaining gauge-invariant operators are the gauge-
invariant ribbon operators, and our focus will be on quan-
tizing these in our lattice theory, bearing in mind that not
all of them are independent in the constrained Hilbert
space.
A. Is the Chern-Simons coefficient quantized?
Before quantizing the theory, it is useful to ask
whether, if the gauge parameter α ≡ α+ 2pi is compact,
the Chern-Simons coefficient is quantized. Recall that in
ordinary compact U(1) Chern-Simons theory, such quan-
tization is necessary to ensure that large gauge trans-
formations (for example, those that thread a flux of 2pi
through one of the non-contractible curves on the torus)
do not actually affect the partition function.
To study this question in more detail, let us consider
a gauge transformation of the form
α(x, y, z) =
{
2pi x > x0, z > z0
0 otherwise
(73)
Note that this gauge transformation is allowed if α ≡
α + 2pi; if not it would be incompatible with our choice
of periodic boundary conditions. This gauge transforma-
tion takes
A1(x, y, z)→ A1(x, y, z)− 2piδx,x0δz,z0 (74)
where δx,x0 are Kroenecker δ functions. As explained
above, the constraint ensures that A1 must be indepen-
dent of the remaining co-ordinate y.
In this configuration the gauge field A1 vanishes ev-
erywhere except along a line of plaquettes (see Fig. 10),
where it has the value 2pi. The Wilson operators are:
Nx∑
n=0
A1(~r + naxˆ, t) = −2piδz0,r3
Nu∑
n=0
A1(~r + na(yˆ − zˆ), t) = −2piδx0,r1 (75)
indicating that a dipole that encircles the torus along any
one of these lines acquires a net phase change of 2pi. Sim-
ilar results hold for ribbons along the z and w directions,
which also involve A1. If we take α to be compact, then
this phase of 2pi should not affect the physics at all, and
the configuration in Eq. (74) corresponds to a holonomy
of our rank-2 gauge field.
14
Let us now consider the effect of this gauge transforma-
tion on the Chern-Simons action. To avoid complications
due to boundaries of the manifold in time, we consider
periodic boundary conditions in time and space. (Here,
as for usual rank 1 Chern-Simons theories, this choice is
important since open boundaries require additional fields
to preserve gauge invariance). The net change in our
Chern-Simons action is:
SCS → SCS − s
2pi
∑
~r
∫
(2piδx,x0δz,z0E2)dt
= −s
∑
y
∫
E2(x0, y, z0, t)dt (76)
Note that to obtain the factor of 2 here comes from inte-
grating by parts in time, which does not induce boundary
terms with our choice of periodic boundary conditions.
To complete our analysis, we must understand the
quantization of
∑
y
∫
dtE2. With periodic boundary con-
ditions in time, we may consider only processes in which
the initial and final gauge field configurations are equiva-
lent (up to a gauge transformation). Thus, let E2 be the
electric field generated by turning on a second holonomy,
by taking
A2 =
2pit
τ
δy,y0δz,z0 (77)
where τ is the radius of the circular time dimension.
Then E2 is constant in time, and∑
y
∫
E2(x0, y, z0, t)dt = 2pi (78)
Thus, in order to ensure that the gauge transformation
(74) does not change the partition function, the appro-
priate quantization for our Chern-Simons coefficient is
s ∈ Z . (79)
It is worth noting that the above argument must be
modified slightly in the continuum theory, where the
gauge field has dimensions 1/length2, and the Chern-
Simons coupling s thus has dimensions of length. In this
case any the quantization of the Chern-Simons coupling
must depend on some fundamental length scale in the
problem, suggesting that the quantized theory requires
a fixed ultraviolet cut-off. For this reason, it is natural
to quantize the lattice theory, rather than its continuum
cousin.
B. Canonical commutation relations
Having established that for compact U(1) gauge trans-
formations the Chern-Simons couping coefficient is quan-
tized, we are ready to quantize our higher-rank lat-
tice Chern-Simons theory. From the lattice action (68),
FIG. 10. Large gauge transformations on the lattice consist
of changing A1 along a line of plaquettes parallel to the y (or
u) direction, or A2 along a line of plaquettes parallel to the x
(or v) direction, as shown.
the canonical commutation relations of the gauge fields
A1, A2 are
[A1(~r, t), A2(~r
′, t)] = i
2pi
s
δ~r,~r′ (80)
Formally, we wish to work within the constrained sub-
space where B = 0, and quantize the remaining gauge
invariant ribbon operators. As discussed in Sec. III A, it
is sufficient to consider only ribbon operators involving
A1 and A2, as the values of the remaining ribbon op-
erators involving the linear combination −A1 − A2 are
not independent. Two such ribbon operators necessarily
intersect on a single cube, and hence the sums involved
share only a single site. Thus the commutators between
intersecting ribbon operators along the major cubic axes
are:
WxWz = WzWxe
−i 2pis
WxWy = WyWxe
i 2pis
WzWy = WyWze
−i 2pis (81)
Evidently,
[Wu,Wx] = [Wv,Wy] = [Ww,Wz] = 0 . (82)
while
WuWy =
(
ei
2pi
s
)b
WyWu (83)
where b counts the number of times that a line along the
u direction intersects a line along the y direction. For
example, if Ly ≤ Lz then b = 1; if Ly = mLz with m ∈ Z,
b = m. Similar commutators apply for the remaining
directions.
Eq. (81), together with the fact that the Wi are com-
pact operators, implies that in the quantized theory they
are discrete, with a finite set of eigenvalues:
Wi,j = e
2piilij/n (84)
where n = s/a, and lij ∈ Z.
15
C. Ground state degeneracies
Since this theory is fully gapped, one telling quantity
is the number of ground states. For topological quantum
field theories this number can depend only on the topol-
ogy of the underlying spatial manifold. In the present
case, the ground state degeneracy is sensitive not only
to the topology of the underlying manifold, but also to
geometrical factors including the system size and twist
angle of the boundary conditions. Here we will examine
this dependence.
The ground states are fully characterized by the eigen-
values of the gauge-invariant line operators in the absence
of matter fields. For the case at hand, these are given by
the 6 ribbon operators:
Wx , Wu , Wy , Wv , Wz , Ww . (85)
We begin by considering periodic boundary conditions
along the x, y, and z directions. In this case, as dis-
cussed above, there are Lz/a+Ly/a− 1 operators of the
type Wx, and Lx/a+ gcd(Ly/a, Lz/a)− 2 additional in-
dependent operators of the type Wu. These can all be
simultaneously diagonalized.
Let us first diagonalize all line operators Wx running
parallel to the x-axis. Since every line along y (z) in-
tersects at least one straight line along x, we cannot si-
multaneously diagonalize Wx and Wy (Wz). Because the
lines are straight, however, we may simultaneously diag-
onalize all Lz/a + Ly/a − 1 operators Wx, and all inde-
pendent operators of the form Wy(x, z0)(Wy(x0, z0))
−1.
Since ∂x∂zWy = 0, there are Lx/a− 1 independent oper-
ators of this type. (The logic here is that they must be
independent of z, since the derivative in x cannot van-
ish.) This set fails to commute with any combinations
of line operators parallel to the z axis. Thus there are a
total of Lx +Ly +Lz − 2 simultaneously diagonalizeable
line operators along the cubic directions.
Next, we consider whether any of the operators along
the u direction can be diagonalized simultaneously with
this entire set. The operator Wu commutes with Wx, but
in general not with Wy ribbons with which it intersects.
However, one can choose a set of linear combinations
Wu(x0, y0 + z0)(Wu(x0, yi + zi))
−1 which commute with
all Wy(x, z0)(Wy(x0, z0))
−1 operators and hence these
Wu lines can be simultaneously diagonalized with the full
set described above, leading to an additional L − 1 line
operators on an L× L× L system.
Finally, we must determine how many eigenvalues each
line operator may take. From taking linear combinations
of Eq. (81), we see that lines that intersect once change
each others’ values by 2pi/s, leading to s possible eigen-
values for each ribbon operator in our set. If we choose
Lx = Ly = Lz ≡ L (in which case the diagonal ribbons
do not contribute to the ground state degeneracy), we
obtain a total degeneracy of (s)4L/a−3 states.
D. Statistical interactions
From the commutation relations between the operators
Wi, it is straightforward to infer the quasiparticle statis-
tics. In general, statistical interactions between particles
with one-dimensional motion (lineons) can be non-trivial
only if both particles move in the same plane, such that
their world-lines intersect. In our model not all intersect-
ing line operators fail to commute, meaning that some
pairs of lineon excitations have trivial mutual statistics.
An example are the excitations that travel along the x
direction, and those travelling along the y − z direction,
both of which are associated with integrals of the gauge
field A1.
World-lines that intersect and fail to commute, such as
Wx and Wy, imply that the dipoles have “lineon mutual
statistics”. Following Ref.[58, 60, 70], we define these
statistics by comparing two processes. In process (a) We
first place a dipole at the origin, and then create a dipole-
anti-dipole pair and move the anti-dipole around in a
plane surrounding the origin. As discussed above, any
turns in the anti-dipole’s trajectory create other (anti)-
dipoles; hence to return the system to its ground state
these other dipoles must also be brought together and
annihilated; the entire process is represented by a cage
net, as shown in Fig. 11. In process (b) we first create,
move, and re-annihilate the other dipoles to create the
cage-net, and then (after all of these excitations have
vanished) we bring our dipole to the origin. Evidently,
the restricted mobility of our dipoles constrains both the
planes in which they can encircle each other, and the
shapes of the corresponding cage nets.
The braiding phase is determined by the phase differ-
ence between processes (a) and (b), which results from
the commutator between two intersecting ribbon oper-
ators, as shown in Fig. 11. For example, if the ribbon
ending on the dipole runs along the xˆ direction, and the
cage net has a surface in the x− y plane, we obtain
Mab =
WxWy
WyWx
= ei2pi/s (86)
Similarly, as described in Ref. [37, 60], the available
cage-net moves can be used to define a type of self-
statistics for the lineons. Note that though some as-
pects of our theory, such as the ground state degeneracy,
are explicitly cut-off dependent, these statistical interac-
tions are scale invariant, depending only on the pattern of
crossings between the cage frame and the Wilson ribbon
associated with our dipole.
VII. QUANTIZING AND CONSTRAINING:
FRACTONIC CHERN-SIMONS THEORY AND
THE CHAMON CODE
Since much of our current understanding of fracton
order is based on studying commuting projector lattice
Hamiltonians, we now turn to the question of what lattice
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FIG. 11. Schematic of the statistical processes of dipoles in
the quantized lattice theory. Red lines represent Wilson rib-
bons connecting the dipole (represented by a red dot) to a
distant anti-dipole; blue lines represent the ribbon operators
of a cage net. Green dots indicate where the dipole and cage-
net ribbons cross.
model of this type could potentially be described by our
Chern-Simons theory. To do this, we will consider first
quantizing the lattice theory in Sec. V, and then imposing
the constraints. We will see how at the second step a
mass gap for matter fields results in a Hamiltonian that
can be viewed as a Zs generalization of the Chamon code
[15].
We begin with the commutation relations
[A1(~r, t), A2(~r
′, t)] = i
2pi
s
δ~r,~r′ (87)
Recall that here ~r, ~r′ refer to sites at sites on the dual cu-
bic lattice, and that gauge fields on different dual lattice
sites commute. If A1 is compact, then this commutation
relation implies that A2 is quantized in units of 2pi/s;
similarly if A2 is compact, then A1 is quantized. Thus
if the gauge fields are compact, our quantized theory is
described by an s-state spin on each dual lattice site, with
eiA1 = U , eiA2 = V (88)
where U, V are s-state clock matrices, given by
Umn = δmne
2piin/s
Vmn = δm,(n+1 mod s) (89)
such that UV = e2pii/sV U .
Next, we must impose the constraint B = ρ at the lat-
tice level. Recall that the lattice magnetic field at site ~r
on the direct lattice is given by B(~r, t) = Dˆ2A1(~r, t) −
Dˆ1A2(~r, t), where the combination of gauge fields is
shown in Fig. 9. We have
eiB(~r,t) = e−i(A1(~r−xˆ−yˆ,t)+A2(~r−xˆ−yˆ,t))
×eiA1(~r−xˆ,t)eiA1(~r−yˆ−zˆ,t)
×eiA2(~r−yˆ,t)eiA2(~r−xˆ−zˆ,t)
×e−i(A1(~r−zˆ,t))+A2(~r−zˆ,t)) (90)
where we have used the fact that gauge fields on different
sites commute.
In terms of the spin matrices identified in Eq. (88), this
product can be expressed:
eiB(~r,t) = U†~r−xˆ−yˆV
†
~r−xˆ−yˆU~r−xˆU~r−yˆ−zˆ
×V~r−yˆV~r−xˆ−zˆV †~r−zˆU†~r−zˆ (91)
where we have used
e−i(A1(~r,t)+A2(~r,t)) = e−iA1(~r,t)e−iA2(~r,t)e−ipi/s (92)
The result is a product of six spin operators at the corners
of the cube, as shown in Fig. 12.
The lattice Hamiltonian corresponding to our pure
Chern-Simons theory is then:
H = −1
2
∑
~r
(
eiB(~r,t) + e−iB(~r,t)
)
. (93)
Clearly, the ground states of this model obey B(~r, t) ≡ 0,
corresponding to the manifold of states of the Chern-
Simons theory in the absence of sources. The excited
states can be understood as the result of introducing
gapped, non-dynamical matter sources on the sites of our
lattice. After imposing the constraint B(~r, t) = 2pis ρ(~r, t),
the mass gap for these non-dynamical sources leads to a
Hamiltonian of the form (93).
An interesting example is s = 2. In this case, we have
σx = U, σz = V , and UV = −iσy, which obeys the re-
quired algebra UV = −V U . In this case our Hamiltonian
(93) becomes
H = −
∑
~r
σx~r−xˆσ
x
~r−yˆ−zˆσ
y
~r−xˆ−yˆσ
y
~r−zˆσ
z
~r−xˆ−zˆσ
z
~r−yˆ (94)
FIG. 12. Left: The magnetic field operator in our quantized
(but unconstrained) theory. Adding a mass term for matter
fields and imposing the Chern-Simons constraint B = ρ leads
to a Hamiltonian that can be expressed as the product of the
6 operators shown, plus its Hermitian conjugate. Right: For
s = 2, this construction gives the tilted Chamon code.
This is exactly the Chamon code[15] with a tilted
geometry[71]. In retrospect, this correspondence is quite
natural: the Chamon code has six types of lineon op-
erators, along the three cubic axes and three diagonal
directions, each of which creates a distinct lineon-type
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excitation free to move only along that linear direction.
The mobility of these excitations, together with the Wil-
son line algebra of the Chamon code, coincide with our
Chern-Simons gauge theory at s = 2. By counting the
number of independent stabilizers in Eq. 94, one can also
see directly that the ground state degeneracy of the tilted
Chamon code is 24L−3 on an L× L× L lattice with pe-
riodic boundary conditions, exactly as predicted for our
Chern-Simons theory.
FIG. 13. Geometry of the α = 2, β = 1 theory correspond-
ing to the Chamon code on the FCC lattice. a) The gauge
fields A1, A2 lives on the dual lattice (star) at the centers of
octahedral plaquettes. The matter fields live at sites (dot)
of the direct lattice. eiA1 is coupled to the four charges at
the corners of the red plaquette; eiA2 is coupled to the four
charges at the corners of the green plaquette. b) The cage-net
configuration. c) The magnetic field operator for s = 2 (i.e.
for the Chamon code). Sites shown here represent sites on
the dual lattice.
The original Chamon code on the FCC lattice, which
has full cubic symmetry, can be obtained by quantizing
the generalized Fracton Chern-Simons theory described
in Sec. III C, with s = 2. Specifically, by taking differ-
ential operators of the form (42), with α = 2, β = 1, we
obtain
D1 = (∂y + ∂z)(∂y − ∂z) = (∂2y − ∂2z )
D2 = (∂z + ∂x)(∂z − ∂x) = (∂2z − ∂2x) . (95)
To get a lattice model in agreement with Chamon’s code,
we define the discretized differential operators as
D1 = (dydˆy − dz dˆz) (96)
D2 = (dz dˆz − dxdˆx) (97)
where di and dˆi are forward and backwards difference op-
erators on the cubic lattice (59). As Chamon’s code is
defined on the FCC lattice, we place gauge fields A1(~r, t)
and A2(~r, t) on the a sublattice of the simple cubic lat-
tice, while the matter fields (and α(~r, t)) live on the b
sublattice. The a sublattice on which A1 and A2 live
therefore forms an FCC lattice. Consequently, the E
and B fields of this lattice model live on the a and b
sublattice, respectively. The resulting gauge theory has
charge conservation on (111),(11-1),(-111),(1-11) planes.
The gauge-invariant cage-nets form symmetric tetraheda,
whose edges lie in the x ± y, y ± z, x ± z directions, as
shown in Fig. 13. The corresponding lattice gauge the-
ory can be obtained by gauging a plaquette ring exchange
model with ring exchange terms on the three plaquettes
of the Octahedron shown in Fig. 13. These ring-exchange
processes conserve charge on (111),(11-1),(-111),(1-11)
planes. After gauging the resulting U(1) subsystem sym-
metries following the method described in Section V, we
obtain two gauge fields A1, A2 at the center of each Oc-
tahedron, with gauge transformations,
A1 → A1 + (dydˆy − dz dˆz)α
A2 → A2 + (dz dˆz − dxdˆx)α (98)
The resultant gauge theory contains lineon excitations
extended along the iˆ ± jˆ directions, whose end-points
carry dipoles oriented in iˆ ∓ jˆ. With this definition of
D1, D2, we obtain a lattice Hamiltonian:
H = −
∑
~r
cos(B(~r, t))
= −
∑
~r∈b
σx~r+xˆσ
x
~r−xˆσ
y
~r+yˆσ
y
~r−yˆσ
z
~r+zˆσ
z
~r−zˆ (99)
which as above, can be viewed as resulting from introduc-
ing massive non-dynamical matter sources, and impos-
ing the Chern-Simons constraint B(~r, t) = ρ(~r, t). Here
~r ∈ b sums over b sublattice sites denoted by the dots
in Fig. 13. This exactly reproduces the Hamiltonian and
1-dimensional excitations of the Chamon code on FCC
lattice formed by the a sublattice of our simple cubic
lattice.
One can also define lattice Chern-Simons theories with
s > 2 in this geometry, following the procedure outlined
above. Note, however, that despite the seeming cubic
symmetry of this model, for s > 2 our lattice Chern-
Simons theories do not have cubic symmetry. This is
because for s > 2 the operator B – and therefore the
Chern-Simons action – is odd under Ci4 rotations. In-
terestingly, however, in the absence of matter we have
B = 0, and the resulting ground states of the lattice
model are invariant under full cubic symmetry[72].
VIII. GAPLESS HIGHER-RANK
CHERN-SIMONS THEORIES WITH THREE
GAUGE FIELDS IN 3 DIMENSIONS
The theories described thus far are tensor gauge the-
ories in the sense that the gauge transformations are
quadratic in derivatives; however, they do not correspond
to any higher-rank gauge theories discussed in the liter-
ature so far. This is because, if our charge is a scalar,
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then our Chern-Simons theory is gapped only if we have
at most 2 gauge fields. In three dimensional symmetric
tensor gauge theories, the natural number of gauge fields
is either 3 (if Aij is an off-diagonal symmetric tensor)
or 6 (for a general symmetric tensor). To make contact
with these theories, here we will briefly describe the fate
of Chern-Simons theory of the symmetric, off-diagonal
tensor gauge theory. The main interesting feature of
this theory is that, unlike the pure Maxwell theory[59],
Maxwell-Chern-Simons theory of off-diagonal symmetric
tensor gauge fields in 3 dimensions is deconfined.
We consider a symmetric off-diagonal tensor gauge the-
ory with the gauge fields Axy, Axz, and Ayz. This off-
diagonal tensor structure is not invariant under continu-
ous rotations in 3 dimensions, but rather only under the
symmetries of a cubic lattice. The gauge transformations
of this theory are[29, 32, 37, 49]
Aij → Aij + ∂i∂jα , A0 → A0 + ∂tα (100)
Note that our gauge parameter α is a scalar, indicating
that this is a scalar charge theory, in the language of
Ref. [29, 32, 37, 49]. The gauge invariant electric and
magnetic fields are
Eij = ∂tAij − ∂i∂jA0
Bx = ∂yAxz − ∂zAxy
By = ∂zAxy − ∂xAyz
Bz = ∂xAyz − ∂yAxz (101)
The magnetic fields satisfy
∑
iBi = 0, such that there
are only two independent field components. The gauge
invariant ribbon operators have the form∮
C(x,y)
∑
Aizdli (102)
for C(x, y) any closed curve in the x, y plane, and simi-
larly in the other directions. Note that unlike the theories
discussed in previous sections of this paper, coupling this
theory to matter leads to dipolar excitations (planeons)
that are mobile in 2-dimensional planes.
In this theory, it is not possible to write a Chern-
Simons action imposing the constraint B = ρ, since our
charge ρ is a scalar, but the magnetic field B is not.
As
∑
iBi = 0, the lowest-order constraint that does not
violate 3-fold rotational symmetry about the (1, 1, 1) di-
rection is therefore
s
2pi
∂iBi = ρ (103)
To enforce this constraint, we choose the Chern-Simons
action to be:
LCS = s
4pi
ijk(Ajk∂tAij + 2∂jA0∂iAjk)
−A0ρ−AijJij (104)
Because constraint (103) is not sufficient to fully fix the
magnetic field, the pure Chern-Simons theory is unstable,
and contains an extensive number of ground states in any
geometry. Instead, we consider a Maxwell-Chern-Simons
theory, of the form
L = − 1
2g2
∑
ij
E2ij +
∑
i
B2i
+ LCS (105)
In the absence of sources, the equations of motion are:∑
ij
∂i∂jEij +
s
2pi
∑
i
∂iBi = 0
∂tExy +
s
2pi
(Eyz − Exz) = ∂z(Bx −By)
∂tEyz +
s
2pi
(Exz − Exy) = ∂x(By −Bz)
∂tExz +
s
2pi
(Exy − Eyz) = ∂y(Bz −Bx)
(106)
In addition, the analogue of the homogeneous Maxwell
equations are: ∑
i
Bi = 0
∂zExy − ∂yExz = −∂tBx
∂yExz − ∂xEyz = −∂tBz
∂xEyz − ∂zExy = −∂tBy (107)
One can solve Eq.s (107,106) to reveal two modes, with
frequencies
ω2± = ~k
2 +
3
2
s2±
√
∆4~k
+ s2(kx + ky + kz)2 +
9
4
s4 (108)
ω− is gapless as ~k → 0, while ω+ has a gap proportional
to the Chern-Simons coupling s. Thus in the infrared our
action (105) describes a symmetric off-diagonal tensor
gauge theory with a single propagating gapless mode.
To better understand this gapless fixed point, it is con-
venient to add off-diagonal couplings in the electric fields;
the symmetric combination of these violates no lattice
symmetries and is thus allowed. This allows us to con-
sider the action
L = s4pi
[√
3 (−Au∂tAv +Av∂tAu)− 2A0∂iBi
]
+ 12g2
(
E2` +
∑
iB
2
i
)
(109)
where
E` =
∑
ij
Eij (110)
We note that this particular choice of Lagrangian has
the peculiarity that the massive branch of solutions to
Maxwell-Chern-Simons theory are entirely absent; thus
we do not need to project out any high-energy modes in
order to study the long-wavelength theory.
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A. Confinement vs. Chern-Simons terms
It is known [59] that in the absence of the Chern-
Simons term, the Lagrangian (105) leads to a confining
theory for all values of the gauge coupling g. We now
show that the Chern-Simons term prevents confinement,
by a mechanism similar to that identified by Ref.[61] in
2 + 1 dimensional Chern-Simons theories.
First, let us review the nature of confinement in the
Maxwell theory. Ref. [59] showed that in the absence of
a Chern-Simons term, if the U(1) gauge field is compact
then 2pi flux defects will proliferate, confining the the-
ory. These defects correspond to introducing a 2pi branch
plane in the gauge parameter α, that emenates from the
origin along, for example, the xˆ, zˆ axes. We define the
branch plane by a singularity in the derivative of α, as
follows:
∂yα = 2piδ(y)θ(z)θ(x) (111)
From this, we see that ∂x∂yα = 2piδ(y)δ(x)θ(z) is well-
defined away from z = 0, and similarly that ∂z∂yα =
2piδ(y)δ(z)θ(x) is well-defined away from x = 0. ∂x∂zα
is well-defined (and vanishes) away from the origin.
To see that this branch cut introduces magnetic flux at
the origin, consider a region R about the origin bounded
a curve C in the x − y plane, and stretching from −l/2
to l/2 in the z direction. Assuming that our gauge fields
are pure gauge, along such a ribbon, we have∫
R
Bz =
∮
C
(
∫ l/2
−l/2
Aizdz)dxi
=
∮
C
(∫ l/2
−l/2
∂z∂iα
)
dxi
= 2pi
∮
C
δ(y)θ(x)dxi = 2pi (112)
where the last equality holds because the ribbon crosses
the x axis at a single point. For a ribbon that does not
enclose the origin, this quantity is 0. Thus inserting a
branch sheet of this type in α can be viewed as a large
gauge transformation, which changes the z and x compo-
nents of the magnetic flux by ±2pi at the origin. These
are precisely the topological defects that proliferate to
drive confinement [59].
Next, we show that such defects cannot proliferate in
the presence of a Chern-Simons term. To see this, we first
note that the Chern-Simons term is gauge invariant in
the bulk only when the homogeneous Maxwell equations
(107) are satisfied. Specifically, under a gauge transfor-
mation by α the bulk Chern-Simons action changes ac-
cording to
δLCS = s
2pi
α∂i(
ijk∂jEki + ∂tB
i) (113)
However, large gauge transformations like the one de-
scribed above stem from processes in which the homo-
geneous Maxwell equations are violated. To see this, we
integrate the homogeneous Maxwell equations (107) over
some spatial region R:
Φ˙i(R) =
∫ l
0
dxi
∫
S
∑
j,k
ijk∂jEki =
∫ l
0
dxi
∮
∂S
Eij(dl)j
(114)
Here
φi(R) =
∫
R
φi(R)d
3r (115)
and we have taken the region R to have length l in the
direction parallel to i, and span a surface S in the trans-
verse directions. We can see that on a closed manifold, or
on an infinite manifold with appropriate boundary condi-
tions, if we take i = x and S to be the entire y− z plane,
then the right-hand side must vanish. Thus processes
that change the magnetic flux through any planar region
(of width l) necessarily fail to satisfy the homogeneous
Maxwell’s equations, and thus are not gauge invariant
in the presence of a Chern-Simons term. Thus, exactly
as in the case of usual Chern-Simons theories in 2 + 1
dimensions, integrating over the gauge parameter in the
partition function suppresses these processes, and thus
prevents confinement.
An example of a continuum spacetime process that in-
serts a a flux of 2pi in Bx is the monopole- like solution:
(−Exz, Exy, Bx) = (116)
1
2
(
y
(y2 + z2 + t2)3/2
,
z
(y2 + z2 + t2)3/2
,
t
(y2 + z2 + t2)3/2
)
It is easy to check that with this solution,
∫
dydzBx =
2piθ(t), so that the magnetic flux changes by 2pi. On the
other hand, the homogeneous Maxwell equation (107)
requires that the divergence of the vector defined in Eq.
(116) vanish. For our solution this is the case everywhere
except at y = z = t = 0, where it is singular; one can
check that this singularity has the form ∂zExy−∂yExz +
∂tB = δ((y, z, t)−(0, 0, 0)), leading to a gauge-dependent
contribution to the Chern-Simons action.
B. quantized gapless theory
Finally, let us study the properties of our quantized
gapless theory. The canonical commutation relations
from our Lagrangian (109) are:[
Axy,
s
2pi
(Axz −Ayz) + 1√
3g2
E`
]
= i[
Axz,
s
2pi
(Ayz −Axy) + 1√
3g2
E`
]
= i[
Ayz,
s
2pi
(Axy −Axz) + 1√
3g2
E`
]
= i (117)
In addition, we have [Ayz −Axz, E`] = [Axy−Axz, E`] =
0. It follows that
1√
3g2
[Aij , E`] =
i
3
. (118)
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One can use this to determine the remaining commuta-
tion relations between the Aij :
[Axy, Axz] =
2pi
3s
i
[Axz, Ayz] =
2pi
3s
i
[Ayz, Axy] =
2pi
3s
i (119)
In Appendix D, we show that line operators of the
form (102) commute with the constraint, and are thus
all allowed within the low-energy theory. However, in
general these line operators do not preserve the magnetic
field or E`. For example,[∫
dxAxz(r), Bx(r
′)
]
=
= is
∫
dx∂yδ(r− r′) (120)
which is not, in general, 0. Thus we conclude that the line
operators in general do not commute with the Hamilto-
nian, and thus do not keep the system in its ground state.
To see this explicitly, let Wˆ = ei
∫
Aij represent a unitary
Wilson ribbon operator. Since eiAij is a raising operator
for E` (for any i, j), the energy difference between a state
with and without having acted with the Wilson ribbon
is:
〈Wˆ †Ψ|E2` |WˆΨ〉 − 〈Ψ|E2` |Ψ〉 = 〈Ψ|Wˆ †[E2` , Wˆ ]|Ψ〉
= 〈Ψ|Wˆ †E`Wˆ + E`|Ψ〉 = 〈Ψ| g
2
√
3
+ 2E`|Ψ〉
Thus the Wilson ribbon creates a line of electric field
along the path of the Wilson ribbon – much as occurs in
ordinary Maxwell theory. A similar argument shows that
a Wilson line also generates magnetic flux. Thus, in the
presence of low-energy gapless modes, the Wilson line op-
erators do not map between different quantum states of
the same energy, in spite of the fact that they relate dif-
ferent classical ground state configurations. Further, as
Wilson lines are not associated with large gauge trans-
formations in the quantum theory, a priori we do not
expect the Chern-Simons coefficient to be quantized in
this case as the gapless gauge fluctuation could modify
the Chern-Simons coupling.
In our gapless theory, dipoles (which appear at the end
of open ribbon operators) create electric and magnetic
fields as they move about, and thus have long-ranged
Coulomb-like interactions. However, they also acquire a
statistical interaction from the non-trivial commutators
of their ribbons. This statistic is between dipoles of the
same orientation (which are restricted to move in the
same 2d plane), though there is also a contact interaction
(that is not topological in nature) between crossing lines
of dipoles with different orientation.
IX. OUTLOOK
We have investigated how a field-theoretically moti-
vated approach to constructing TQFT-like actions for
higher rank gauge fields in 3 spatial dimensions leads to
a number of insights about the possibilities for fractonic
tensor gauge theories. First, we have outlined one gen-
eral philosophy for writing down such terms, consisting
of identifying gauge-invariant (in the bulk) actions that
impose a constraint binding charge to the higher-rank
gauge flux, and discussed its interplay with symmetry.
We have described both Chern-Simons -like and BF-like
versions of this construction, though our main focus has
been on the former.
Second, we have presented a detailed analysis of both
the classical and (lattice-regularized) quantum versions
of one particular gapped fractonic Chern-Simons the-
ory. Notably, by analyzing the gauge transformations
of Wilson-like oeprators, we have seen how even in the
absence of a Gauss’ law constraint, the structure of
gauge transformations restricts charges’ mobility, giv-
ing an alternate perspective on the paradigm devel-
oped by Ref. [34]. We have also identified several
ways in which this theory is qualitatively distinct from
fracton-inspired field theories in the existing literature,
including the presence time-reversal-symmetry-breaking
galpess boundary modes in the classical theory, and self-
statistics for charged particles upon quantization. Fi-
nally, we have established a strong correspondence be-
tween our theory and fracton order, both in terms of its
physical properties (such as restricted quasiparticle mo-
bility and the scaling of the ground state degeneracy with
system size), and by establishing a correspondence to a
lattice Hamiltonian that can be viewed as a generalized
Chamon code. To the best of our knowledge, this Zs
generalization of the Chamon code has not previously
appeared in the literature.
Third, we have briefly described a scenario that has
not previously been considered in the context of higher-
rank gauge theories, of a gapless higher-rank Maxwell
Chern-Simons theory, with both spontaneously broken
time reversal symmetry and long-ranged Coulomb-like
interactions. This scenario is interesting in part because
it demonstrates how a higher-rank Chern-Simons term
can prevent confinement.
Our work raises several interesting questions. First,
the observation that our fractonic Chern-Simons theory
is gauge invariant only up to a boundary term is surpris-
ing in light of the fact that our quantized lattice gauge
theory can be mapped exactly onto a commuting projec-
tor Hamiltonian. In particular, this suggests that in spite
of the chiral nature of the resulting pattern of dipolar cur-
rent flow on the boundary, our fractonic Chern-Simons
theory may not have ungappable chiral boundary states,
as are present in 2+1 D quantum Hall systems. We defer
a better understanding of how our lattice model preserves
gauge invariance at the boundary for future work.
Second, here we have used a lattice regularization in
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order to quantize our theory. This avoids several issues
that arise in the continuum with a compact U(1) the-
ory. Further, a lattice regularization naturally captures
the geometrical aspects of fracton theories, such as the
dependence of the ground state degeneracy on system
size. Nevertheless, it would be interesting to study other
possible regularizations, and understand whether – or in
what sense – a truly continuum version of these quantum
field theories exists.
Third, it is clear that the construction described here
admits several generalizations. First, the higher-rank BF
theories described in Section II can be constructed for
theories whose gauge transformations are not purely sec-
ond order in derivatives, but more general polynomials in
the momenta. This framework can potentially be used to
explore field theories with fractonic current conservation
laws that result from general subsystem symmetries[53],
including type-II Fracton theories[11, 34]. Second, our
construction can be extended to vector-charge theories,
or (in the case of BF-like actions) to hybrid theories with
both vector and scalar charges. This allows one to con-
template actions that impose a much broader class of
constraints. Such generalizations are clearly necessary to
capture many known fracton orders, and replicate exist-
ing field theories such as Ref. [64]’s description of the
X-cube model.
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Appendix A: Allowed directions of line operators
To see that the line operators must run along certain
directions, we consider an arbitrary linear combination
of the two gauge fields
Al = aAu + bAv (A1)
Under gauge transformations,
Al → Al + (a+ b)∂x∂yα− (a− b)∂x∂zα− 2b∂y∂zα (A2)
In order for a line operator of the form
∫
A0dxl to be
gauge invariant, it must be the case that Al → Al +
(
∑
k ak∂k)∂lα – in other words, the gauge transformation
must factor. However, since the gauge transformation
contains no terms quadratic in derivatives along any of
the cubic axes, it must have the form
(a+ b)∂x∂yα− (a− b)∂x∂zα− 2b∂y∂zα = (c∂x +d∂y)∂zα
(A3)
or similarly with the x, y, and z labels permuted on the
right-hand side. It is easy to check that the only solutions
to this equation have d = −c, for which we obtain the lin-
ear combinations of gauge fields Au, Au∗ , and Au∗∗ given
above. Thus the 6 line operators identified in the text
exhaust all gauge-invariant line operators in our model.
Appendix B: Irreducible Representations of C3
The rotation group C3 in 3 dimensions has four ir-
reducible representations: two scalar representations
ΓA1 ,ΓA2 , and two 2-dimensional representations which
we will call Γa ,Γb. These descend from the vector
(L` = 1) and tensor (L` = 2) representations of con-
tinuous rotations about the (1, 1, 1) axis, respectively; in
this case since angular momentum L` = 3 represents a
state invariant under C3 rotations, these are analogous
to two vector representations.
For our purposes, it is convenient to describe these ir-
reducible representations using differential operators of
the form ∂i∂j . Specifically, we represent the matrix el-
ement in the basis of ∂2l , (∂
2
uˆ⊥ + ∂
2
u), ∂l∂u, ∂l∂uˆ⊥ , (∂
2
u −
∂2uˆ⊥), ∂u∂uˆ⊥ which form irreducible representations of the
quadratic derivative operator.
In this notation, we have
ΓA1 = |∂2l 〉〈∂2l |, ΓA2 = |∂2u + ∂2uˆ⊥〉〈∂2u + ∂2uˆ⊥ |
Γa =
−1
2
(|∂l∂u〉〈∂l∂u| − |∂l∂uˆ⊥〉〈∂l∂uˆ⊥ |)
+
√
3
2
|∂l∂uˆ⊥〉〈∂l∂u| −
√
3
2
|∂l∂u〉〈∂l∂uˆ⊥ |
Γb =
−1
2
(|∂2u − ∂2uˆ⊥〉〈∂2u − ∂2uˆ⊥ |+ |2∂u∂uˆ⊥〉〈2∂u∂uˆ⊥ |)
−
√
3
2
|2∂u∂uˆ⊥〉〈∂2u − ∂2uˆ⊥ |+
√
3
2
|∂2u − ∂2uˆ⊥〉〈2∂u∂uˆ⊥ |
(B1)
From these, we deduce the form (22) for the operators
Dai , D
b
i transforming in the 2D irreps Γa and Γb.
Appendix C: The case β = 0
As discussed in the main text, taking Di to transform
purely in the Γa irreducible representation of C3 yields
a theory that is reminiscent of a stack of decoupled 2D
layers. Here we give a few more details on the nature of
the gauge-invariant operators and mobility of sources in
this theory.
The Γa irreducible representation leads to Di operators
of the form
D1 = d`du, D2 = d`du⊥ (C1)
In this case the line operator∮
(A1du+A2du⊥) (C2)
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is gauge invariant for any closed curve in the (u, u⊥)
plane. The charge in – and consequently dipole moment
perpendicular to – each (u, u⊥) plane is also conserved.
In addition, the line operators∮
A1d` ,
∮
A2d` (C3)
are also gauge invariant. Open line operators of this type
can be made gauge invariant by binding dipoles along the
u and u⊥ directions, respectively. However, these are 1-
dimensional line operators, in the sense that they are not
free to bend. To see this, consider
δ(
∫ y
x
A1d`) = ∂1α
y
x , δ(
∫ y
x
A2d`) = ∂2α
y
x (C4)
By contrast, we have
δ(
∫ y
x
A1du) = δ(
∫ y
x
A2du⊥) = ∂`αyx (C5)
A similar result holds if we replace u, u⊥, ` with any three
distinct directions. Correspondingly, in 3 dimensions we
also find that
∮
Bd` = 0, so the charge along and dipole
moment perpendicular to each `-line is also conserved.
If l1, l2, and l3 are not linearly independent, we can
however have trivalent junctions between one line in the
l1, l2 plane and two lines in the l3 direction. But this is
redundant, since in this case l3 lies in the plane spanned
by l1 and l2.
Thus this theory resembles a stack of decoupled vecctor
gauge theories, but with extra conservation laws pertain-
ing to dipole moments in the (u, u⊥) plane. We expect
objects with a dipole moment along ` that are free to
move in the (u, u⊥) planes, and objects with dipole mo-
ment along u or u⊥ can move only in the ` direction.
We finish by noting that the Chern-Simons term de-
scribed here does not fully gap this theory. Specifically, in
this case we may add a Maxwell term that is of the same
order in derivatives as the Chern-Simons term, since the
operator b = ∂u⊥A1 − ∂uA2 is gauge invariant. Adding
a term of the form
∑
iE
2
i + b
2, where Ei is the electric
field defined in Eq. (3), leads to a gapless theory due to
the presence of a collective mode with k` = 0 that is not
affected by the Chern-Simons constraint.
Appendix D: Line operators in the gapless
Chern-Simons theory
The constraint obtained by taking the variation of our
Lagrangian with respect to A0 is:
s
2pi
∂iBi +
1√
3g2
∑
ij
∂i∂jE` = ρ (D1)
In order to calculate the commutators of our line op-
erators with the constraint, it is useful to switch to com-
mutators between fields in momentum space. We have
[Axy(q), Axz(q
′)] = ikδ(q+ q′)
[Axy(q), Ayz(q
′)] = −ikδ(q+ q′)
(D2)
where here
k = −i [Axy, Axz] = 2pi/(3s) . (D3)
Then
[Axy(q), Bx(q
′)] = ikq′yδ(q+ q
′)
[Axy(q), By(q
′)] = ikq′xδ(q+ q
′)
[Axy(q), Bz(q
′)] = −ik(q′y + q′x)δ(q+ q′)
(D4)
Similarly,
[Axz(q), Bx(q
′)] = ikq′zδ(q+ q
′)
[Axz(q), By(q
′)] = −ik(q′z + q′x)δ(q+ q′)
[Axz(q), Bz(q
′)] = ikq′xδ(q+ q
′)
(D5)
and
[Ayz(q), Bx(q
′)] = −ik(q′y + q′z)δ(q+ q′)
[Ayz(q), By(q
′)] = ikq′zδ(q+ q
′)
[Ayz(q), Bz(q
′)] = ikq′yδ(q+ q
′)
(D6)
From these, we obtain that
s
2pi
[Axy(q
′), qiBi(q)] =
i
3
(2qxqy − qxqz − qyqz)δ(q+ q′)
(D7)
where we have used the fact that ks/2pi = 1/3. Similarly,
1√
3g2
[Axy(q
′),
∑
ij
qiqjE`(q)] =
i
3
(qxqy+qxqz+qyqz)δ(q+q
′)
(D8)
Combining these, we find that
[Axy(q
′),
s
2pi
∂iBi+
1√
3g2
∑
ij
∂i∂jE`] =
i
3
(3qxqy) δ(q+q
′)
(D9)
Thus Axy per se does not commute with the constraint.
However, the line operators
∫
Axydx,
∫
Axydy do. Let-
ting C denote our constraint, we have[∫
dxAxy(r), C(r
′)
]
=∫
dx
∫
d3q
∫
d3q′[Axy(q′), C(q)]ei(q
′·r+q·r′)
= i
∫
dx
∫
d3qeiq·(r
′−r)qxqy
= i
∫
dx∂y′∂x′δ(r− r′)(D10)
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If we allow ourselves to interchange the derivatives and
the integration, this clearly vanishes, since integral is 1
no matter what x′ is. Though this sounds questionable,
I believe that the derivative of the δ function is defined
by integrating by parts under the integral, which would
give the same result. (In contrast, the derivative of a δ
function that is not under an integral cannot be defined
in this way). Thus, we conclude that the line operators
do commute with the constraint. In general, this result
will hold for any line integral of Axy along a curve in the
xy- plane.
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