Introduction
Let m ∈ Z + and consider the sequence of positive integers (u n ) n≥1 defined by (1.1)
which originates from work of F. K. Hwang and S. Lin on Ford and Johnson's sorting algorithm [7] . In a short note, R. L. Graham and H. O. Pollak [5] provided an explicit expression for u n , namely, u n = τ (2 (n−1)/2 + 2 (n−2)/2 ) , n ≥ 2, where τ is the mth smallest real number in the set {1, 2, 3, . . . } ∪ { √ 2, 2 √ 2, 3 √ 2, . . . }. From this, they noticed the following unexpected fact, which is the hub of the present article. is the nth binary digit of √ 2 = (1.011010100 . . . ) 2 .
The main goal of the present exposition is to vastly extend Fact 1 to multiparametric instances of recurrences of type (1.1). Partial results on this "unconventional problem" [2] have been obtained by S. Rabinowitz and P. Gilbert [8] and the author [10] , both giving an infinite number of recurrences which incorporate Fact 1. Regarding our main results (Theorem 3.1, 3.3 and 3.4), we are able to replace √ 2 by w ∈ R + , 1/2 by ε ∈ R and to introduce families of recurrences, which involve three new parameters m, l, k ∈ Z as well as allow digital expansions with respect to any base g ≥ 2.
The paper is organized as follows. In Section 2 we introduce the set of triples (m, l, k) for which we establish infinitely many recurrences in Theorem 3.1. By specializing, we obtain new curious examples. 
if n is odd; −(e + 9)(v n + 1) , if n is even.
Then v 2n+1 −3v 2n−1 is the nth ternary digit of e = exp(1) = (2.201101121 . . . ) 3 .
In Section 3 we separately treat the binary case g = 2 (cf. Theorem 3.3 and 3.4), where we find two additional families of floor recurrences. Plugging in w = √ 2, ε = 1/2 and (m, l, k) = (1, 0, 0) in Theorem 3.3, we reobtain Graham-Pollak's result. More generally, we join Theorem 3.3 and 3.4 with Beatty's Theorem to show that (1.1) gives rise to binary digits for all m ∈ Z. Corollary 3.5 characterizes all represented numbers and thus unifies the examples listed by Borwein and Bailey [1] for 1 ≤ m ≤ 10. Section 4 is devoted to the proofs of the three main results and of Corollary 3.5, which are based on inductive arguments.
Notation
Let g ∈ Z, g ≥ 2 and w ∈ R + with w =
. . ) g with 1 ≤ t < g, thus there is no need to distinguish between the digits of w and the digits of t. In the sequel, we will often use t as the normalized version of w.
In view of Theorem 3.1, the set Ω describes all pairs (m, l) for which we give at least one recurrence of type (1.1) yielding g-ary digits. Since the bounds appearing in the definition of Ω 1 and Ω 2 are linear, the set Ω describes the union of two infinite cones. Concerning the total number of recurrences attached to one such pair (m, l), we need to split Ω 1 and Ω 2 up into a total of six subsets (subcones).
To each (m, l) ∈ A i we introduce a third parameter k ∈ Z, which is taken from a certain interval depending on 1 ≤ i ≤ 6. Note that by the linear constraints in Definition 2.1, for any (m, l) ∈ A i we have that (m, l, ±1) ∈ D i .
lg ,
The next definition is included in order to state the general main result in a concise form. Basically, to each (m, l, k) ∈ D
) which build up the interval for ε in the recurrence of Theorem 3.1. It is a straightforward calculation from Definition 2.3 that this interval is non-empty, i.e., 1 + γ
Main Results
Our general main result is
, b = g a ,
is the nth digit in the g-ary expansion of w.
For illustration, we start with an easy but striking example. Let g = 3, m = 3 and l = 2. Then (3, 2) ∈ A 2 ⊂ Ω 1 , β 2 = 10/3 and Unfortunately, whatever one chooses the parameters in Theorem 3.1 to be, it is not possible to merge the two cases corresponding to the parity of n. Despite this fact, we can at least afford that l/(g − 1) = ε = 1/2, thus giving a version of Fact 1 for odd bases g ≥ 3. For that purpose, observe that l
In more explicit terms, we have the following result.
Then v 2n+1 − gv 2n−1 is the nth digit in the g-ary expansion of w.
The next two results (Theorem 3.3 and 3.4) give two additional families of recurrences for expansions with respect to base g = 2, which are not covered by Theorem 3.1. These families are of a different nature, and cannot obtained by plainly shifting n → n + 1. Observe also, that the bounds for ε in Theorem 3.3 are independent of k, whereas those in Theorem 3.4 are not.
where
, if m ≤ −2.
If w = √ 2 and (m, l, k) = (1, 0, 0) then a = b = √ 2 and with ε = 1/2 we retrieve Graham-Pollak's result for the binary digits of √ 2. In fact, these digits are obtained whenever 1/3 ≤ ε < 2/3.
Then u 2n+1 − 2u 2n−1 = d n and u 2n+2 − 2u 2n = d n + k(2d n − 1).
For both families, in plain contrast to Theorem 3.1, it is possible to merge the two cases corresponding to the parity of n, namely, an infinite number of times. Indeed, we can use To begin with, denote S(α) = { rα , r ∈ Z}, α ∈ R. Since (1 + √ 2)
. Therefore, for any m ∈ Z \ {−1, 0} there is a unique r ∈ Z such that either
Corollary 3.5. Let m ∈ Z \ {−1, 0} and set
with M = log 2 w . Define the sequence (u n ) n≥1 by
Then u 2(n−M )+1 − 2u 2(n−M )−1 denotes the nth binary digit of w.
We similarly derive from Theorem 3.3 and 3.4, that for all m ∈ Z \ {−1, 0} the quantity u 2(n−M )+2 − 2u 2(n−M ) defines the nth binary digit of w = 2r √ 2 − 2 r √ 2 , M = log 2 w . This is a closed-form expression for the examples given by Borwein and Bailey [1] and by Sloane [9] (A091524, A091525):
Proofs
First, as an auxiliary result, we point out that there holds an explicit expression for u 2n+1 , provided u 2n+1 − gu 2n−1 denotes g-ary digits.
Proposition 4.1. Let w ∈ R + with 0 < w < g and put t = wg
. . ) g where M = log g w . Moreover, let m ∈ Z and define (u n ) n≥1 by u 1 = m and
Then u 2n+1 = mg n + wg n−1 and u 2(n−M )+1 − gu 2(n−M −1)+1 = d n .
Proof.
4.1. Proof of Theorem 3.1. We claim that u 2n = l(kg n−1 − 1)/(g − 1) and u 2n+1 = mg n + tg n−1 , the latter being a necessary condition by Proposition 4.1. Since 1 ≤ t < g we have u 1 = mg 0 + t/g = m. By induction suppose first, the result holds for u 2n . Then
Assume now, the result holds for u 2n+1 . Then
where {x} denotes the (positive) fractional part of x ∈ R and l(kg
It remains to ensure that for all 1 ≤ t < g,
, klg (1 + mg)(g − 1)
=: I 1 .
Condition (4.1) holds if we could guarantee that (4.2)
l/(g − 1) + aε < 1 and l/(g − 1) + a(ε − 1) ≥ 0 for all 1 ≤ t < g. Hence, it suffices to ensure that (4.3) min
> ε ≥ max
.
which is equivalent to 1 + γ
klg ,
. Then a > 0, too, with
where I 2 has reversed endpoints with respect to I 1 . Using the above calculations we get 1 + γ
Then a < 0 with a ∈ I 2 and it is sufficient to show that (4.4) 0 ≤ l/(g − 1) + aε and l/(g − 1) + a(ε − 1) < 1 for all 1 ≤ t < g. We ensure that
. Then a < 0 with a ∈ I 1 and the above calculations yield 1 + γ Proof of Theorem 3.3. By Proposition 4.1 it suffices to prove that for n ≥ 1,
Since 1 ≤ t < 2, we have u 1 = m + t/2 = m. By induction, assume (4.5) . Then
Thus, it is sufficient to ensure that
for all 1 ≤ t < 2. First, let m ≥ 1, thus t + 2m > 0. Then by using 2 t2 n−2 = t2 n−1 − d n we rewrite (4.7) in the form
which is true, since 1 ≤ m − l, t2 n−1 − t2 n−1 ∈ [0, 1) and 1 − d n ∈ {0, 1}. By the same reasoning we show that for m ≤ −2 and m + 1 ≤ l ≤ −1 we have
Now, suppose (4.6). Then we have to show that
or equivalently,
First, let m ≥ 1. Then the denominator of the middle term is positive and straightforward algebraic manipulation yields
Again, plugging in 2 t2 n−2 = t2 n−1 − d n , we obtain
We now consider both inequalities of (4.8) separately. The right-hand side inequality gives
thus (4.9) holds for 1 ≤ t < 2. For the left-hand side inequality in (4.8), put ξ = 2 t2
This completes the induction step for m ≥ 1. Now, suppose m ≤ −2 and m − l < 0. Then also (2k + 1)(t + 2m) + t + 2l < 0 and t + 2m < 0, thus
This finishes the proof of Theorem 3.3.
Proof of Theorem 3.4. The proof of Theorem 3.4 is very similar to the proof of Theorem 3.3. Here, we show that
n−1 + t2 n−2 + k m2 n + 2 t2 n−2 + 1 . in Theorem 3.3. As for the second case m = r(1 + √ 2 , we use Theorem 3.4 for k = 0, l = r and m → m2 −M . In both cases a = b = √ 2, ε = 1/2 lies in the admissible interval, such that the two cases corresponding to the parity of n merge. This finishes the proof.
