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Introduction
The global financial crisis demonstrated that connections between banks can be fragile and dangerous. Not surprisingly, much of the recent literature on banking linkages or networks has focused on the risk and contagion aspects of such connections, 2 with hardly any attention devoted to the benefits of bank linkages beyond the obvious risk-sharing effects.
In this paper we demonstrate that there are positive externalities associated with bank linkages by showing that, even when controlling for actual financial flows and financial integration, there is a positive effect of bank linkages on international trade. We conjecture that bank linkages, which are formed through bank-to-bank lending, reduce the asymmetry of information and the resulting risk exporters or their funders face, and we provide four pieces of evidence supporting this conjecture.
The main goals of this paper are (1) to show that bank linkages have a positive impact on trade that goes beyond the immediate effect of bank lending and (2) to explore the mechanism behind this effect. In particular, we argue that export risk arising from information asymmetries or payment enforcement difficulties can be mitigated through bank linkages. Bank linkages can help enforce or guarantee payments, as in Olsen (2013) and Niepmann and Schmidt-Eisenlohr (2013) . In addition, banks are likely to have access to information on the creditworthiness of potential importers, and they may pass on this information to banks in exporting countries to which they are connected, information which may then be passed on to exporting firms.
We proxy for the tightness of bank linkages for each country pair using individual loanlevel data from the Loan Analytics database. We construct a global network of banks in which relationships are formed when banks extend syndicated loans to each other. 3 Dealogic's Loan
Analytics database provides information on syndicated banks loans, including those extended to financial institutions. For our purposes, syndicated loans are a good proxy for bank relationships because they tend to have much longer maturities than interbank loans and thus represent a larger commitment with greater potential for information flows. 4 In fact, anecdotal evidence suggests that establishing relationships is one of the main purposes of bank-to-bank syndicated lending on some occasions. 5 In constructing the network we take into account the direction of the lending, but we ignore the amounts lent to avoid results being driven by trade financing. We test our hypothesis that bank linkages have an impact on trade using a standard gravity model with country-pair and year fixed effects in our benchmark specification. Our sample includes the 29 largest industrialized and developing countries and extends from 1991 to 2009. 6 We use trade data from the IMF Direction of Trade Statistics (DOTS), which is a standard source, and show that in our sample the gravity model has the same fit as in the literature. We also show that measures of financial integration and financial flows, which we proxy for with BIS locational data on bilateral stocks and flows of bank assets, are correlated with international trade. Controlling for measures of financial flows and financial integration, along with other standard variables, as well as country pair and year fixed effects, we find that trade is higher between country pairs in which banks have established new connections in the previous year. The magnitude of this effect is statistically significant, but not very large: doubling the change in the intensity of bank linkages due to new banking connections increases trade in the subsequent year by about 2 percent. Our estimate, however, is likely to be a lower bound on the total effect of bank linkages on trade, because our measure of bank linkages captures only a subset of bank relationships, those established from lending in the syndicated loan market. We analyze the effect of bank linkages on exports over time and find that this result is very robust. Moreover, while the effect of bank linkages did become larger during the crisis of 2008-09, our main results are not driven by those two years. We also find that the effect of bank linkages became more important towards the end of our sample.
Next we provide evidence that the mechanism by which bank linkages affect trade is through the reduction of export risk. To conduct these tests we gather additional data on industrylevel trade from Comtrade, export insurance premia from the U.S. EXIM bank, and insured export credit exposure from Berne Union. All our tests support the export risk channel of the effect of bank linkages on exports. First, we show that bank linkages matter much more for exports of differentiated goods, for which export risk tends to be higher (Ranjan and Lee, 2007; Rauch and Trinidade, 2002) . Second, we show that bank linkages are significantly more important for exports to countries where export risk is higher. Third, we show that the effect of bank linkages on exports is significantly smaller if the importing country has better access to export insurance, which would make bank linkages a secondary avenue of mitigating export risk. Fourth, we show that bank linkages are twice as important for exports to non-OECD countries, where contract enforcement tends to be worse, than for exports to OECD countries. We provide three different approaches to address endogeneity concerns: dynamic panel regression, instrumental variables, and propensity score matching.
While we emphasize the importance of bank linkages in reducing export risk and contract enforcement, our results can also be interpreted in the spirit of the literature on social networks in international trade surveyed by Rauch (2001) . 7 Bank linkages can be similar to social network linkages in that they may provide channels of information flows and help match sellers to buyers in different countries. This interpretation is partially encompassed in our main interpretation of bank linkages as reducing export risk given that banks are particularly good at providing information on creditworthy buyers. Thus, they may not only facilitate the matching of sellers to buyers, but in doing so, they may reduce information asymmetries that lead to payment enforcement problems in international transactions. In addition to showing the benefits of bank linkages, our paper contributes to the literature on trade and financial globalization in a number of important ways. First, it adds to the body of evidence showing the connection between globalization of goods and capital markets highlighting the importance of finance in trade. 8 We show that, beyond the direct effect of financial flows on trade, a positive externality arises from bank linkages. Recently, a similar phenomenon has been documented for the trade across the U.S. states by Michalski and Ors (2012) . Second, our paper contributes to an understanding of border effects by suggesting that asymmetric information generates export risk and by showing that such risk is likely reduced through bank linkages between countries. Papers that analyze the impact of information and contract enforcement in international trade are closely related. For example, Rauch and Trinidade (2002) show the importance of ethnic networks; Guiso et al. (2009) show the role of trust in explaining international trade patterns; and Cristea (2011) and Poole (2012) show the importance of business relations.
Third, by relating bank linkages to trade, our paper contributes to the literature on the role of financial flows in international business cycles. While Imbs (2006) shows a positive crosscountry correlation between financial flows and business cycle comovements, a recent paper by Kalemli-Ozcan et al. (2013b) finds a negative within correlation. A more precise understanding of mechanisms through which financial flows affect economic relationships between countries can shed further light on this issue.
In the next section we present the theoretical background for our analysis, describe our data, and present our empirical model. In Section 3 we describe and discuss our results. Section 4 concludes.
Theoretical Background, Data, and Empirical Approach
Our analysis fits well in the general framework of the gravity model of trade. To show this, it is worth reviewing the basic microfoundations of the model.
Theoretical Underpinnings of the Gravity Model and Export Risk
Following Feenstra (2004) , assume that preferences of a representative consumer are isoelastic (CES) and that consumers in each country j consume goods produced in all other countries i ∈ [1, C] so that the utility function is
where N i is the number of goods produced in country i and c ij is country j's consumption of goods made in i, which also corresponds to the volume of exports from i to j, and σ > 1 is elasticity of substitution. We assume that all goods produced in country i are sold in country j for the same price p ij . We also assume balanced trade, which implies that the budget constraint for country j is given by its total output Y j as
The optimization yields
where P j is the CES price index
The value of exports is then
Assuming labor to be the only input and full employment (Krugman, 1979) , the zero-profit condition implies that Y i = yN i p i , where y is the labor productivity, N i is the labor supply in country i and p i is the price of the domestically produced output in country i. Further assume that there is a wedge T ij between the price of the good made in country i sold domestically, p i , and the same good sold in country j,
Combining all of the above, we can express the value of exports from i to j in each period t as
The wedge T ij between domestic and foreign prices has been given many interpretations in the literature, including transportation costs, trade barriers, and information costs. Here, we will focus on what we believe are two important components: geographical distance and export risk. Our specific interpretation of export risk is related to the cost of payment or contract enforcement, in cross-border deals, the importance of which is well documented in Anderson and Marcouiller (2002) . This cost is likely to be increasing with distance because of longer shipping time, and it will also be affected by the relative quality of institutions in countries i and j and by how differentiated the traded good is, which we do not model explicitly. Assume that this cost can be reduced if banks in country i are closely linked with banks in country j, either through direct payment enforcement and guarantees as in Olsen (2013) or through selection of creditworthy counterparties by banks in country j. Thus we assume
where D ij is constant distance between countries i and j, R ij t is the cost of contract enforcement in country j relative to country i in the absence of bank linkages and in case of unit elasticity, and a ij t is the strength of bank linkages between countries i and j. We use the relative cost of contract enforcement because the assumption is that firms in country i can always sell their output in domestic markets, which can also be subject to contract enforcement problems. That is, we continue to interpret T ij as the wedge between the export price and the domestic price of goods.
Combining the above and taking logs, we obtain
From this equation we can draw two main testable implications with respect to bank linkages: 1. exports are an increasing function of bank linkages a ij t , and 2. the effect of bank linkages is stronger the higher the export risk in country j relative to country i, R ij t . In what follows, we will put these predictions to the test.
Data
We collect three main types of data. First, our trade data come from the IMF Direction of Trade Statistics (DOTS). Second, we use BIS locational banking statistics for bilateral data on stocks of claims of banks on all sectors, to proxy for the degree of financial integration of each country pair, and data on valuation-adjusted bank flows from the same source to proxy for financial flows within each country pair. Third, we construct a measure of bank linkages using data on banks' syndicated lending to each other, at the loan level, from the Dealogic Loan Analytics Database (a.k.a. Loanware). In addition, we use industry-level trade data from Comtrade, as well as a number of additional sources described below. GDP and population data are from the World Bank's World Development Indicators.
International Trade
We use the measure of bilateral exports from country i to country j reported in USD, deflated by the U.S. CPI, EX ij . Our sample includes a strictly balanced panel of 29 countries for the period of 1991-2009 at an annual frequency. We conduct our analysis using the logarithmic transformation of the data ex ij = log(1 + EX ij ), which allows us to preserve the zeros. Since our sample is limited to 29 countries that are actively engaged in international goods and capital markets and thus available in BIS data sets, we do not have many zeros in our data set. 9 Appendix Figure A .1 shows the distribution of ex ij in the beginning of our sample, in 2007, and in 2009. While there is a small mass point at and near zero, especially in the early part of our sample, it is not large enough to influence our results
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We also use Comtrade to obtain industry-level trade data at the 4-digit SITC level of aggregation in order to compute exports by Rauch (1999) categories of product differentiation. Rauch (1999) sorts SITC codes into three categories of goods: those traded on international exchanges, those with reference prices -both considered homogeneous goods, or differentiated goods for which branding information precludes them from being traded on exchanges or reference priced.
Financial Integration and Financial Flows
We use bilateral data on banks' claims on all sectors from BIS locational banking statistics including all types of claims. BIS reports both stocks and valuation-adjusted flows of these variables, for both assets and liabilities. We use stocks of claims outstanding, in real USD, to represent the degree of financial integration between the countries in the pair. We use flows of bank credit to proxy for financial flows. Since trade credit extended by banks to firms is frequently backed up by credit lines the banks obtain from larger financial institutions, flows of bank claims also provide a proxy for the availability of trade credit.
There are many missing values in the BIS series for the 812 country-pairs we have in the data. We replaced, when possible, missing values of assets of i in j with the reported value of liabilities of j to i, for both stocks and flows. In addition, some stocks of claims are negative. We replaced both remaining missing values of stocks and flows and negative values of stocks with zeros. In our view, small claims of stocks are more likely to be missing, thus we claim that zero is a reasonable approximation in these cases. As a result, stock and flow measures are zero for about 5,000 of 16,240 observations, with a larger share of zeros in the first half of the sample.
For the regressions we make the following logarithmic transformation of the stocks BS ij bs ij = log(1 + BS ij ).
Since flows BF ij can be negative, we compute 
Bank Linkages
We obtain deal-level data on syndicated international and domestic bank loans from Dealogic's Loan Analytics database (also known as Loanware). As our goal is to capture bank-to-bank lending activity, we obtain data on all loans extended to public and private sector banks between January 1, 1990 and December 31, 2009. To get a sense of the importance of the syndicated loans extended to financial institutions, consider just one pre-crisis year, 2006. During this year about 4 trillion USD worth of new loans were extended to public and private sector banks. In December of that same year, 2006, BIS reports the total amount of banks' claims on banks, domestic and international, to be about 18 trillion USD. While these numbers are not directly comparable because Loan Analytics reports amounts of loans originated and BIS reports amounts of loans outstanding, they give a sense of the relevance of the syndicated loan market. Ideally, we would like to ensure that each of the loans in our sample is a bank-to-bank loan, but the Dealogic database only allows us to identify borrower type (which we constrain to be either public or private sector bank); it does not allow us to place the same constraints on lenders.
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11 Some of the lenders within a syndicate may not be banks. Upon detailed review of the lenders' names, we find that the non-bank lenders account for roughly 29 percent of all lenders in our sample and consist mostly of insurance companies and special purpose vehicles. We kept them in our sample because there was no way to systematically exclude them.
Among the loans in our sample, over 60 percent are term credit, with the rest being revolving loans, CDs, and various credit facilities. We replicate syndicated loans as many times as there are lenders in the syndicate on the signing date of the loan.
The vertices (nodes) of our network, each representing a bank, are indexed by m = 1, ..., I. The edges (direct connections) between each pair of nodes m and n, loans in our case, are denoted by c mn , which is binary {0, 1}. Not every pair of nodes is connected by edges. The edges are directed so that c mn = c nm . We will denote c mn as connections going from node m to node n, i.e., a link generated by bank m lending to bank n. We will refer to it sometimes as a lending connection or connection through lending; we will refer to c nm as a borrowing connection or connection through borrowing.
For our purposes, the length of a path is the number of edges that comprise that path. A geodesic path is a path between two given nodes that has the shortest possible length. We denote the length of the geodesic path from node m to node n as g mn .
12 Because the network is directed, there are pairs of nodes for which there is a path in one direction, and not in the other.
For each of the years in our sample, we construct a cumulative global banking network (GBN), where for each year t all loans between 1990 and t are included.
13 Thus, cumulative GBN expands every year through the addition of new connections as loans between bank pairs that have not engaged in lending previously. By the end of our sample, we have 5,942 banking institutions as lenders and 3,646 banking institutions as borrowers. For further detail on the data and network construction, see Hale (2012) . For each year t and for each pair of banks, we compute their proximity p mnt as the inverse of the length of the geodesic path, that is p mnt = 1/g mnt . The interpretation of this measure aligns more closely with information flows than to lending because our network does not account for the size of the loans extended and we assume that relationships between banks persist even after the loans mature.
We link each banking entity to a country on a locational basis, 14 and we compute aggregate proximity, the sum of proximities for each pair of banks in a given pair of countries i and j in year t,
Note that each pair of nodes m and n can have more than one geodesic path which will, by definition, have the same length. 13 While Dealogic's data extends back to 1980, the loan coverage is substantially limited before 1990. The resulting network would be expanding due to expanding coverage, not increasing connectivity.
14 Mian (2006) shows that cultural and geographical distances between headquarters and local branches play an important role in lending practices.
so that two countries are more closely linked if there are more bank pairs between them that are connected, and if these pairs of banks are connected more closely. This is our main measure of bank linkages.
In the regressions we use the logarithmic transformation of a one-period change in the aggregate proximity measure as
This one-period change measures the increase in proximity that is due to new connections that were formed in year t. In our regressions we use the first lag of this measure to measure the effect of new bank linkages formed between years t − 2 and t − 1 on exports in year t.
In addition, we compute a secondary measure of bank linkages that only takes into account direct connections, that is, geodesic paths of length one, with all other connections set to 0. We refer to this measure as the aggregate number of linkages AL ij , and it is simply the sum of bank pairs in countries i and j that are directly connected. We will use the same log transformation of the one-period change in the aggregate number of linkages, which is simply the logarithm of a number of new connections formed between countries i and j:
The distribution of our proximity measures over years, over lenders, and over borrowers is shown in Figure 1 . The left-hand side of Figure 1 shows the distribution of ap ijt and al ijt . We can see that most linkages in our sample are direct. The spike in the first year of the data simply shows the formation of the network, and the results of the analysis are not sensitive to the inclusion of this year. We also compute the measure of indirect proximity, that is
The right-hand side of Figure 1 shows the average of aind ijt over years, over lenders, and over borrowers. In the regressions we use a one-year lag of al ijt and of aind ijt . Appendix Table A .3 provides summary statistics for all measures described above as well as their components.
Export Risk
Our main proxy for export risk is the export insurance premia obtained from the U.S. EXIM Bank. Per our request, the EXIM Bank compiled average insurance premia they charged on export insurance contracts by destination country, including the United States, for all the years in our sample. For the United States, data are only available starting in 1996. We matched these insurance premia to source and destination countries and computed the differential between target and source export insurance premium in each year as our proxy of relative risk R ijt . Summary statistics for this measure are reported in Appendix Table A.3. Another way to test whether the effect of bank linkages on exports reflects mitigation of export risks is to test whether bank linkages are less important if there are alternative ways of mitigating export risks. One alternative is insured export credit that could be provided by a variety of financial institutions. Data on insured export credit exposures is provided by Berne Union and available from the Joint External Debt Hub (JEDH) for 2005-2012. Since we cannot use the time-series information from just these years, we compute the maximum stock of export insurance claims for each country, in real terms, during this time period. Summary statistics for this measure are also reported in Appendix Table A .3. We interact this measure for the exporter and the importer countries with our measures of direct and indirect bank linkages and add them to our benchmark regressions.
Empirical Gravity Model with Extensions and Export Risk
The empirical gravity model is a direct application of the equations derived in the theoretical discussion. As a benchmark model (without the effect of bank linkages) we estimate
where ex is a log of exports, as described above, vector Z includes GDP per capita, population in both countries, and the ratio of GDP deflators in countries i and j. Time fixed effects α t absorb y t , while the time-invariant portion of T ij t is absorbed by country-pair fixed effects α ij and the timevarying portion is reflected by the error term ε ijt . Measures of geographical and cultural distance between the countries that are commonly included in gravity models are absorbed by pair fixed effects α ij , since they do not vary over time.
Appendix Table A .1 presents these benchmark regressions for our sample. Columns (1) through (3) only include fixed effects for source country i, target country j, and year, while columns (4) through (6) include country-pair fixed effects and year fixed effects as described above. All estimated coefficients have expected signs, most are statistically significant, and the fit of the regressions is similar to those found in the previous literature. We do not have data on GDP deflators for all countries in all years, therefore including the ratio of price deflators reduces our sample by about 30 percent, leaving the rest of the coefficients mostly unaffected. In order to ensure that our estimates are not driven by the large plunge in global trade in the second half of 2008 and first half of 2009, we run subsample regressions in columns (3) and (6), limiting our sample to end in 2007. As shown, limiting the sample does not meaningfully affect estimates of the effects.
A number of recent papers show the importance of financial linkages in explaining trade (Ahn et al., 2011; Amiti and Weinstein, 2011; Chor and Manova, 2012; Manova, 2008; Minetti and Zhu, 2011) . For this reason, and to ensure that our main results are not driven by financial linkages, we include measures of financial linkages in our gravity regression. As discussed above, we include measures of stocks, to proxy for financial integration, and flows. Both of these measures can be thought of as reducing the wedge between domestic and foreign prices, T ij . Since these measures are included as controls and are not central to our analysis, we did not introduce them into the model above to avoid clutter. Including them, our regression becomes
The results of these regressions are reported in Appendix Table A .2. All regressions include year and country-pair fixed effects, GDP per capita, population, and the ratio of GDP deflators. We find, without assigning any causality, that countries tend to export more to countries on which they have larger stocks of bank claims, while the association between exports and banking flows tends to be negative. Since we do find significant effects, we will continue to include these measures as control variables in all our regressions.
As the first step of our main analysis, we estimate a reduced-form equation by including our measures of bank linkages as affecting the time-varying component of T ij .
with β being our coefficient of interest, which we expect to be positive. Note that we include changes in our aggregate bank proximity measures lagged by one year. Thus, we test how new connections formed between banks in year t − 1 affect trade in year t.
As shown in the literature, export risks tend to be more important for more differentiated goods (Ranjan and Lee, 2007; Rauch, 1999; Rauch and Trinidade, 2002) . Thus, we expect the effect of bank linkages to be higher for more differentiated goods. We will, therefore, estimate the model separately for exports of homogeneous and differentiated goods, expecting coefficient β to be higher for differentiated goods.
As shown in the theoretical discussion, if our hypothesis of bank linkages mitigating export risk is correct, the effect of bank linkages will vary with the export risk of country j relative to country i, thus we extend our analysis, estimating
where R ijt is a proxy for relative export risk, with its main effect included in Z ijt δ. We expect both β 1 and β 2 to be positive.
We also test, using a similar approach, whether access to export insurance reduces the importance of bank linkages, because it provides alternative ways of mitigating export risk. Moreover, we test whether the importance of bank linkages varies with the level of economic development, by splitting our sample into countries that are members and non-members of the OECD.
Effects of Bank Linkages on Exports
Our reduced-form results are presented in Table 1 , where we test whether changes in our measure of new bank linkages formed during year t−1 affect exports in year t. The first four columns report regressions with changes in aggregate proximity ap, and the last four columns split this measure into changes in direct linkages al and changes in indirect proximity aind. In each of these sets, the first regression does not include controls for BIS stocks and flows, the second regression does include them, the third regression includes all controls but limits the sample to years prior to the trade collapse of [2008] [2009] , and the fourth regression goes back to the full sample and excludes the ratio of GDP deflators to increase the sample. All regressions include country-pair and year fixed effects and are reported with robust standard errors.
In all specifications we find a positive effect of newly formed bank linkages on next year's exports. Both direct and indirect lending linkages have a positive effect on exports, but only the effect of direct linkages is statistically significant. The coefficient on bank linkages, total or direct, remains unchanged whether or not we control for BIS stocks and flows of foreign bank claims, indicating that our measure of newly formed bank linkages is effectively orthogonal to actual banking flows in the following year. Since some BIS measures enter significantly, we continue to include them in all our regressions. The effect of banks' lending linkages becomes smaller if we exclude 2008 and 2009, the years of the global trade collapse, from the sample (columns (3) and (7)). This indicates that bank linkages became especially important for trade during the global financial crisis, a hypothesis we will explicitly test next. Finally, the effect of bank linkages on exports increases slightly if we expand the sample by excluding the ratio of GDP deflators, as in columns (4) and (8), which become our benchmark regressions.
Since in the regressions all variables are in logs, it is easy to interpret the magnitudes of the coefficients. Most of our results suggest that doubling the change in intensity of bank linkages due to new banking connections is associated with a 2-2.5 percent increase in exports in the following year; this impact is not very large, but it is not negligible either. In other words, when banks in country i extend loans to twice as many banks with whom they previously did not have a relationship in country j as in country k, other things being equal, exports from i to j increase in the following year by 2-2.5 percent more than exports from i to k. Given that the standard deviation of newly formed linkages is twice its mean, as reported in Appendix Table A.3., doubling the change in intensity of bank linkages is not an unreasonable thought experiment. Note also that this is likely to be a lower bound on the effect of bank linkages on trade, because our measure captures only a subset of bank relationships, those through the syndicated loan market. Table 2 presents the results of our further investigation of the effects of time and of the financial crisis and global trade collapse in [2008] [2009] . To this end we include in our benchmark regressions an indicator of "crisis" (years 2008 and 2009) and linear trend, both interacted with our variables of interest. We continue to include country-pair and year fixed effects. To make sure we carefully control for financial integration and financial flows, the effects of which could also have changed during the crisis and over time, we interact the crisis indicator and the linear trend with the measures of stocks and flows of bank claims as well.
In columns (1) through (3) we use our aggregate proximity measure, while in columns (4) through (6) we decompose it into direct and indirect linkages. As we expected, we find that bank linkages, including indirect linkages, became more important during the crisis years, when global trade and bank lending shrank substantially-as indicated by positive and statistically significant interaction terms in columns (1) and (4). The increased importance of overall and direct bank linkages during the crisis remains statistically significant even if we allow for increasing importance of bank linkages over time, as in columns (3) and (6). We can see, however, that indirect linkages became gradually more important over time, and once we allow for this trend, the effect of the crisis is no longer significant.
Columns (2) and (5) of Table 2 show that all bank linkages became more important over time. While the coefficients on the main effect and the interaction of our bank linkage variables with linear trend are not statistically significant (except for the indirect linkages), we can compute the threshold year for which the sum of the main effect and the effect of the interaction with trend is statistically significant at the 10 percent level according to the F-test. We find that, depending on whether we allow for the level shift during the crisis years, overall and direct bank linkages became important for trade in 1992-94 and 1990-93, respectively, while indirect connections became statistically important in 2003 if we do not allow for the level shift in 2008-09. We also tested whether the slope of the trend changed during crisis years, but we found no evidence for that.
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To sum up, we find that effects of bank linkages are positive and statistically significant, and that they are driven predominantly by direct bank linkages. Moreover, we find that bank linkages, including indirect ones, became more important in the last years of the sample, due to both positive trends and the financial crisis. We next test our hypothesis that bank linkages influence exports by reducing export risks associated with payment enforcement and other problems arising from information asymmetries.
Export Risk and Bank Linkages
In this section we provide evidence that tests our hypothesis that the mechanism through which bank linkages affect exports is related to export risk. All regressions that follow include country pair and year fixed effects as well as controls for BIS measures of stocks and flows of international banking claims, and gravity measures.
As we discussed earlier, the existing literature suggests that export risks are higher for goods that are more differentiated (Ranjan and Lee, 2007; Rauch and Trinidade, 2002) . If bank linkages help reduce export risk, this implies that for more differentiated goods the effects of bank linkages will be larger, because there are more risks to mitigate. We test this hypothesis by estimating our benchmark regressions for exports of differentiated, exchange-traded, and reference-priced goods, using Comtrade data at the 4-digit SITC level sorted into Rauch (1999) categories. 16 The results are presented in Table 3 , where the first three columns test this hypothesis with respect to our benchmark bank linkages measure, and the last three columns split this measure into direct and indirect linkages.
Columns (1) and (4) of Table 3 report the results of the regression for the exports of differentiated goods. We find that the coefficients on overall proximity and direct linkages are substantially higher for differentiated goods than for the full sample. Comparing to columns (2)- (3) and (5)- (6) we can see that coefficient on differentiated exports is almost double that on homogeneous goods, whether they are traded on an exchange or are reference priced. The differences between these coefficients are statistically significant. We do not find such a difference for indirect linkages. These results also hold if we exclude crisis years.
17 Thus, bank linkages are more important for exports of differentiated goods, which is consistent with the interpretations of our results as bank linkages reducing export risk. A more direct test of our hypothesis that bank linkages alleviate export risks is a regression with measures of bank linkages interacted with a proxy for bank risk as specified in Section 2.3. Our proxy for export risk is the export risk premium differential between the target and the source country. The regressions are presented in Table 4 , where again, the first two columns estimate regressions for overall measure of bank linkages, while the second two columns split the measure into direct and indirect linkages.
Across all columns in Table 4 , we find that the effect of our export risk proxy is as expected. An increase in the difference between the cost of export insurance in the target country and that in 16 Since the totals across all SITC4 categories in Comtrade data are not identical to IMF DOTS data, and there are no data for one of our countries, Panama, we verify that our benchmark results hold for the total exports computed from Comtrade data. This is indeed the case for the coefficient on bank linkages, which is slightly larger with Comtrade data. We also verified that our benchmark result is unchanged if we use IMF DOTS export data, but reduce the sample to be identical to that with Comtrade data. 17 In the interest of space we do not report these regressions. the source country tends to lower exports. Note that this result is obtained in the regression with country-pair fixed effects and therefore should be interpreted in dynamic terms. Columns (1) and (3) of Table 4 show that simply introducing this control into our regression does not affect our benchmark results. 18 Columns (2) and (4) show that the effect of bank linkages, both overall and direct, is substantially higher for country pairs with larger export risk in the destination country compared to the source country. In terms of magnitude, an increase in risk premium differential by one standard deviation, 0.15, corresponds to a 64 percent higher importance of overall bank linkages and a 63 percent higher importance of direct bank linkages. We find no significant effect of indirect bank linkages. These results are robust to excluding crisis years. Obviously bank linkages are not the only way to alleviate export risk, as many institutions provide export insurance around the world. Thus, another way to test whether the positive effect of bank linkages on export works through alleviating export risk, is to see whether bank linkages are less important for the countries where export insurance is more readily available. We proxy for the availability of export insurance using Berne Union data on insured export credit exposures and interact this measure for the exporter and the importer countries with our measures of bank linkages. The results are presented in Table 5 , where again the first two columns estimate regressions for the overall measure of bank linkages, while the second two columns split the measure into direct and indirect linkages.
In all regressions in Table 5 we can see that the main effect of bank linkages, which represents the effect for country pairs with no export insurance availability, is twice as high as in our benchmark regressions. In columns (1) and (3) we show that the higher the sum of export insurance availability in source and target countries, the lower the effect of overall and direct bank linkages. Columns (2) and (4) show the regressions where we separate export insurance availability in exporting and importing countries. We find that the effect of export insurance availability in the country pair is entirely due to the effect of export insurance availability in the importing countries. An increase in export insurance availability in the destination country by one standard deviation, 11.1, reduces the importance of overall bank linkages by 26 percent and of direct bank linkages by 23 percent. Some of the decline in the effect of overall linkages is due to a decline in the effect of indirect bank linkages as availability of export credit in the destination country increases, as indicated by a negative and significant interaction term in column (4). Thus, the results of these regressions are consistent with the idea that bank linkages may help mitigate export risk-when export insurance is ubiquitous in the import market, the risk of exporting to this country is most likely mitigated through insurance, making bank linkages less important. These results are also robust to excluding crisis years.
Another implication of the export risk reduction mechanism is that bank linkages should be more important for countries in which contract enforcement institutions are generally worse. We take a simple approach to testing this implication and split importers into OECD and non-OECD countries, since by all measures of the rule of law, contract enforcement and the like, OECD countries score on average much better than non-OECD countries. The results are presented in Table 6 , where the first two columns estimate regressions for overall measure of bank linkages, while the last two columns split the measure into direct and indirect linkages.
Regressions in columns (1) and (3) of Table 6 are limited to destination countries being in OECD, (2) and (4) limit the sample to non-OECD importers. We find that the effect of bank linkages is more than twice as large for the subsample of non-OECD importers. The difference between the coefficients for OECD versus non-OECD importers is statistically significant. This is consistent with our hypothesis that bank linkages will matter more if importers' institutions are less developed. These results are robust to excluding crisis years. We also find that for non-OECD importers indirect linkages have a positive effect on trade.
Tying these findings together, we find strong support for our conjecture that bank linkages increase exports by reducing export risk that arises due to asymmetric information. Four separate tests of that mechanism point towards this conclusion. Moreover, we find that the effects of bank linkages are predominantly driven by direct connections, which are naturally more important in mitigating asymmetric information and enforcing payments.
Endogeneity concerns and other robustness tests
An important concern is that our main results are driven by omitted variables or reverse causality. Our main argument against this concern is that the mechanism we discussed above and showed evidence for cannot be easily explained by omitted variables or reverse causality. However, to further assure the reader, we provide additional tests that are designed to address endogeneity through various econometric techniques: dynamic panel analysis, instrumental variables, propensity score matching, and including additional control variables. While none of these tests are perfect, due to limited data availability, their combination is quite reassuring in that our results are robust across all of them.
Our tests rely on lags to avoid effects of direct reverse causality. Persistence of the variables we consider, however, is potentially an important problem. To alleviate concerns that it is persistence in both trade and bank linkages that is driving our results, we estimate a panel regression with fixed effects and lagged dependent variables, using the Arellano and Bond (1991) approach, where we treat bank stock and flow variables and GDP per capita as predetermined and bank linkages as endogenous variables. We present the results of this regression for our benchmark specification with two different lag configurations in the first two columns of Table 7 . We can see that i) our dependent variable is, indeed, rather persistent, although it is stationary; and ii) our main results not only survive, but the coefficient on bank linkages is also now higher. Overall these results suggest that the long-run effect of bank linkages on exports is also present and amounts to an increase of about 8-14 percent in exports in the long run as a result of doubling the number of new bank linkages.
Our next approach uses instrumental variables analysis. Because our analysis covers a large number of countries, we cannot use the instrument for bank linkages successfully used in Kalemli-Ozcan et al. (2013b) , as it is limited to European countries. Because identification in our regressions with country-pair fixed effects comes from within country pair over-time variation, we cannot use any time-invariant instruments proposed in the literature (Aviat and Coeurdacier, 2007) . We attempt two sets of instruments that are likely to affect creation of new bank linkages through lending but should not have direct effect on trade.
The higher is the interest rate differences between target and source countries, the more likely banks in the source country are to extend the loans to the target country. We believe that interest rate differences are unlikely to directly affect trade between the two countries in the following year. 19 In the first specification, we instrument change in the aggregate proximity by the interaction of the change in the interest rate differential for country pairs with the aggregate proximity measure between the two countries in the first year of our sample. In the second specification, we use as instruments both the interest rate differential and its interaction with the aggregate proximity measure between the two countries in the first year of our sample. First stage estimation results and specification tests are presented in Appendix Table A .4. Columns (3) and (4) of Table 7 present the second-stage results. We see that the coefficients on instrumented lagged changes in aggregate proximity measures continue to be positive and statistically significant. Their magnitude increases substantially, which in part could be due to weak instrument problem. 20 Our main conclusion, however, remains unchanged. The second instrumental variables regression is overidentified, so we can use Hansen J-test to asses instrument validity. We find that, indeed, we cannot reject the hypothesis of orthogonality (exclusion) of instruments. Next, we estimate a propensity score (probit) regression of whether there are new bank linkages between source and target countries in year t − 1 and then compute the average treatment effect on treated (ATT) in terms of exports from source to target in year t. In doing so we discard information on how many bank linkages are created and therefore expect our results to be weaker. We continue using the interest rate differential and add aggregate proximity in year t − 2 along 19 An important caveat here is that the uncovered interest parity condition would imply close relationship between interest rate differential and the exchange rate, with exchange rate obviously affecting trade. Empirically, however, uncovered interest parity condition is shown not to hold during the time period we study (Chinn, 2006; Chinn and Quayyum, 2012) . 20 Tests consistent with weak-instruments show that even when biases are corrected, the coefficient on the endogenous variable in the second stage regression is statistically significant. Moreover, when we use estimators that are consistent with weak instruments, using LIML, GMM or k-class estimators, we continue to find the same results.
with all other control variables and fixed effects. We use five different matching techniques: nearest neighbor, two nearest neighbors, radius, Mahalonobis, and local linear. We use caliper of 0.05 for the first three methods and for all five methods we limit analysis to common support observations. In addition to computing ATT, we estimate our benchmark regression on a matched sample, with results reported in columns (5) and (6) of Table 7 using one-to-one nearest neighbor and local linear matching, respectively. ATT for all five matching techniques are reported in Table 8 .
While we lose a lot of observations both through missing data on interest rates and through limiting sample to matched observations, our benchmark results are robust. As shown in columns (5) and (6) of Table 7 , the effect of new bank linkages on trade remains positive and statistically significant, although its magnitude is slightly smaller than for the full sample. In Table 8 we report unconditional ATT as well as average treatment effect on untreated (ATU), a placebo test. We find that for all five matching techniques, the ATT is positive and, with the exception of the one-to-one nearest neighbor matching, statistically significant, while ATU is very close to zero. 21 Thus, even for reduced matched sample of observations, we find positive and statistically significant effect of new bank linkages (vs. no new linkages) formed in the previous year on exports.
Another important potential source of spurious correlation is general economic and financial conditions in each country. Hale (2012) shows that bank linkages are less likely to form if a country is experiencing a recession or a banking crisis. Clearly, these conditions can also affect exports as well as imports. Thus, we control for GDP growth in both countries as well as for financial crises (both banking and currency) in either or both countries (Laeven and Valencia, 2012) . We find that our benchmark results as well as other regressions remain identical to those presented above, even though these controls enter our regressions significantly.
22
Other robustness tests include controls for additional variables that may explain trade. We experimented with adding controls for common currency, WTO membership and regional trade agreements between source and target, 23 time-varying transportation costs, 24 and bilateral nominal exchange rates, or all of these variables at once. If anything, the results of our benchmark regression as well as the analysis of export risk gain in significance and become significant at 1 percent in most cases. We also attempted specifications in which we drop initial years in the sample, 1990-91, or drop all observations in which exports are zero. These changes do not affect our results. In addition, we attempted weighted regressions using as weights either the sum of the GDPs of the country pair, average over the sample period, or the sum of exports from source to target, also average over the sample period.
25 Most of our results remain unchanged, with significance of some of the coefficients increased. One notable change is that the effect of bank linkages on exports of homogeneous (exchange-traded) goods is much smaller and no longer statistically significant, which yields an even stronger support to the mechanism we discuss.
Conclusion
In this paper we demonstrate that connections between banks may have a positive externality. We show that when banks in a given country pair become more closely connected, it tends to increase trade between these two countries in the following year by an economically and statistically significant amount. We find this result controlling for gravity variables, financial integration and financial flows, as well as country-pair and year fixed effects. We conjecture that the mechanism for this effect is related to asymmetric information that leads to export risk. Export risk could be mitigated by bank linkages, either because they provide avenues for payment enforcement and guarantees, or because banks have access to information on importers' creditworthiness which they may share with other banks. We show in four separate tests that the data support this conjecture.
We believe that this is just one example of a positive externality that arises from bank linkages, one we can easily measure. In the wake of the global financial crisis, the literature on international banking is dominated by the discussion of the costs of bank linkages. We encourage researchers in the field to keep in mind potential benefits, whether direct ones, such as risk-sharing and diversification, or external, such as the one we demonstrated in this paper. Dependent variable log(1 + EX ijt ). Country pair and year fixed effects are included in all regressions. L. indicates one-year lag. P is GDP deflator. N is population. Y is per capita real GDP. ap ijt , aind ijt , al ijt measure changes in aggregate bank proximity, direct, and indirect linkages, respectively. bs ijt , bs jit , bf ijt , bf jit are measures of stocks and flows of bank claims from BIS. Robust standard errors in parentheses. Within R 2 reported for pair fixed effects regressions. 812 country pairs. 29 countries. *(P< 0.10), **(P< 0.05), ***(P< 0.01). (2)=0) 0.000*** 0.000*** Prob ((4)+ (5)=0) 0.000*** 0.000*** Prob ( (7) (1) and (2) and I(ap ijt−1 > 0) in column (3). All regressions include country pair and year fixed effects. i is the interest rate. AP is the aggregate proximity level. L. indicates one-year lag. N is population. Y is per capita real GDP. ap ijt measures changes in aggregate bank proximity. bs ijt , bs jit , bf ijt , bf jit are measures of stocks and flows of bank claims from BIS. Robust standard errors in parentheses. *(P< 0.10), **(P< 0.05), ***(P< 0.01). Pseudo-R 2 reported for the probit regression.
