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Abstract 
Mobile Cloud-Computing (MCC) is a term introduced by Marc Baccue in 200920 that popularized the idea of using 
cloud-hosted components as a means to overcome the resource-constraints of mobile devices. But as the 
smartphones and tablets overcame their resource-constraints, the meaning of the term MCC changed. Nowadays 
MCC is mainly associated with using mobile devices to engage cloud-hosted services and to a lesser extend with 
combining multiple mobile devices (e.g. cloud of devices). However, as the number of users with multiple mobile 
devices increases there is a growing demand for enabling apps on mobile devices to share hardware and software 
resources. This in turn leads to questions regarding decentralized interaction, coordination and resource sharing 
among multiple mobile devices. 
This paper focusses on the “horizontal scalability” of apps e.g. the ability to combine multiple mobile devices 
(executing the same mobile app) into a single compute environment that utilizes all available hardware and software 
resources in a decentralized manner. One possible approach to achieve this is by designing mobile apps as sets of 
RESTful micro-services and to allow these services to communicate via low-bandwidth IoT communication 
protocols. This paper presents the results of our performance evaluations using RESTful micro-services on mobile 
devices that communicate via the IoT protocol CoAP in different WIFI environments. 
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1. Introduction 
As an increasing number of users own more than one mobile devices the need for combining them into a single 
compute unit arises. This paper focusses on ways to enable an app to “horizontally scale” across multiple mobile 
devices by allowing it to access all available hardware and software resources within a cloud of mobile devices. It is 
assumed that each user-owned mobile device has already the app installed and that the mobile app instances 
communicate directly with each other to avoid centralized communication and coordination structures. Nevertheless, 
it is assumed that the MCC apps can still engage backend services e.g. cloud-hosted data or application servers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Combing privately owned devices to access cloud services 
 
Wireless communication between devices over short distances has been an active area of research. Using short-
range wireless protocols1,2 it is fairly easy for one mobile device to detect the presence of other nearby mobile 
devices and establish a connection with any modern mobile OS. Given the widespread adoption of the model-view-
controller (MVC) pattern, exchanging (event) messages between the distributed/replicated MVC components has 
been explored3,4,5 especially in regards to sharing views across devices. However, it is also possible to achieve a 
more fine-grained integration of systems by enabling sub-components to interact with each other6,7 across mobile 
devices. Interestingly, when communicating with cloud-hosted backend services, the REpresentation State Transfer 
(REST) pattern [8] has emerged as the de-facto standard since it can be mapped directly to the application level 
protocol HTTP. The sharing of application and host resources within MCC has been studied primarily in the context 
of combining the computational resources of mobile devices and offloading. Combining mobile devices into a 
homogeneous compute platform e.g. via MapReduce9,10 and/or linking/integrating mobile devices into existing 
distributed platforms11,12 has been suggested. However, the costs of providing/managing such a platforms leads to 
significant overhead and thus the uptake of these concepts has been limited. An alternative to the formation of a 
platform is the offloading of tasks from resource constrained mobile devices to resource rich devices. VM centric 
offloading approaches focus on migrating part or parts of a virtual machine to another13,14,15 . Besides requiring 
similar VMs these approaches require high-bandwidth and low-latency connections that are difficult to achieve when 
using short-range wireless protocols. An alternative to the virtual machine centric approach is the partitioning of the 
application and data (Cuckoo16 and Weblets17). Besides requiring the developer to predefine the part or parts of the 
application that is to be moved, they still require significant networking resources. More recently, computational 
REST (CREST) 18,19 has been proposed, but not demonstrated. CREST extends REST8 with the notion of 
computational resources (e.g. expression, program, closure, or continuation). This, in turn, allows REST compliant 
sharing of computational resources. 
In this paper we focus on the combination of the IoT protocol CoAP and the RESTful micro-services pattern as 
an alternative to existing approaches22,23,24,25,26,27 for seamless resource/component sharing across multiple mobile 
hosts. We focus on the use of the REST design pattern and low-bandwidth IoT communication protocols as a means 
to enable components/micro-services of the same app residing on different mobile host to seamlessly communicate. 
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The remainder of the paper is structured as follows. Section 2 discusses briefly the horizontal scalability of mobile 
apps. This is followed by an introduction of the CoAP protocol in section 3 and the evaluation of this protocol in 
section 4. The paper concludes with a summary and outlook. 
 
2. Horizontal Scalability of Mobile Apps 
Horizontal scaling (scaling out) refers to the ability of a system to use additional hardware (e.g. nodes) to 
improve its performance e.g. handle higher loads. Horizontal scalability is most often linked to cloud-services and 
servers and tends to be rarely used in the context of mobile apps. However, as users begin to own multiple devices 
the question emerges if an app that resides on multiple mobile devices can be enabled to seamlessly use the 
resources of N mobile hosts in order to handle higher loads or perform tasks faster/better. In case of an app that 
follows the MVC pattern, the question arises if this app could “scale out” its viewer e.g. combine multiple screens. 
Another question is if the models residing on different devices could be combined into one model to access already 
stored data and avoid costly call to cloud-hosted data-stores. In the context of this paper we view the scaling out of 
an app as the ability to seamlessly access the various resources in a cloud of user owned mobile devices. By 
constraining ourselves to the context of a single app we avoid the challenges of cross app interoperability issues e.g. 
access rights, semantics, etc. We consider the components of the MVC app as collections of resources that can be 
engaged in a RESTful manner.    
 
3. CoAP – REST over UDP 
The CoAP (Constrained Application Protocol) is an IoT protocol that tries to combine publish-subscribe features 
(e.g. MQTT) with REST. CoAP (RFC7252) was initially proposed by ARM and the University of Bremen (TZI) in 
2014. It is a specialized transfer protocol for machine-to-machine communication that has been optimized for 
constrained nodes and constrained networks. The traditional CoAP nodes have small microcontrollers with limited 
amounts of ROM and RAM, while constrained networks often have low power and high packet error rates and a 
typical throughput of 10s of kbit/s. CoAP uses UDP as the transport protocol and its package size varies from 4 
bytes to 1024 bytes. It provides a request/response interaction model between application endpoints, supports built-
in discovery of services and resources, and includes key concepts of the Web such as URIs and Internet media types. 
CoAP also can easily interface with HTTP for integration with the Web 0 and also supports encrypted 
communication. CoAP allows the requesters to subscribe to state-changes in resources by using the “observe” 
options. Using this option requires the resource to push in case of state-changes the new response to the requester 
thus implementing a highly customizable pub-sub mechanism. 
 
4. Performance Evaluation 
To evaluate the usefulness of CoAP as a means for horizontal scaling of apps we focus on the I/O performance 
evaluation in different WIFI settings. As mentioned earlier it is assumed that multiple mobile devices share the same 
app and that the app is implemented as a collection of RESTful micro-services. 
 
4.1 Experimental Setup 
The prototype system consists of clients, servers and network infrastructure. Once the server receives a request from 
the client, it starts collecting the selected data and sends them to the client over a wireless network until the client 
sends a REST request to cancel the subscription. Both client and server run the same application with the same 
micro-services but in different modes. In the evaluation, Google Nexus 7 (Android 4.4.3) is used as the server and 
Samsung GT-P7510 (Android 4.0.4) acts as the client. The set-up is shown in figure 2. The experiments runs over a 
dedicated network and a public network. The dedicated network uses the TP-Link TL-WR841N wireless router 
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(802.11b/g/n) as the access point and there are no other devices in the network during the experiments. For the 
public network, a Starbucks wireless network was chosen. All devices in all experiments have optimal signal 
strength and there is no background application on neither of the two devices. 
 
 
Figure 2: Experimental Setup 
 
Resource discovery is an important mechanism in IoT communication protocols. For discovery, the clients send a 
GET request to a special URI (./well-known/core). The URI is part of CoAP protocol standard and supported by all 
nodes in a CoAP network. When a node receives such request it sends all resources available on this device in the 
response (e.g. JSON encoded). Once the client decides which resources it wishes to observe (subscribe to state 
changes), it sends out an “observe” request with chosen id to server. The server adds the client into a subscription 
list on the chosen resource and once the state changes all subscribers on the list are updated. If the client does no 
longer wish to be informed about state changes of a resource, it send out a REST request to the server to cancel the 
I/O subscription.  
The CoAP payload size is evaluated to investigate the relationship between package size and performance and to 
determine optimal sizes. The maximum payload size in CoAP is 1024 bytes. After a fixed time interval or a state 
change of the resource, the current state will be sent to the client. Since these experiments are designed for 
performance evaluations, it is important to determine the upper boundary of the throughput. The lower boundary is 
obviously 0 and the upper boundary depends not only on network latency but also on the server request processing 
time. Sending intervals in all tests is 0, which means that there is no delay added on the server side. To understand 
how different types of wireless networks impact the I/O performance, a dedicated network and a public network 
were tested.  In order to remove bias on individual sampling, we repeated I/O subscription and I/O transfer tests. The 
subscription test were repeated 30 times and I/O transfer test -- 100 times. Payload sizes were chosen among 16, 32, 
64, 128, 256, 512 and up to 1024 bytes. For each payload size, both the subscription and transfer experiment was 
tested. The set of data collected are: 
• I/O packet sequential number 
• Payload size in bytes 
• Response time for the subscription and data transfer in milliseconds 
• Throughput for data transfer KB/s and for subscription number per second 
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In each experiment, all collected data was recorded in a log file (client and server side). When an experiment was 
finished, the mean response times were calculated from individual subscription or data transfer response times. 
Throughput was calculated from the sum of sent I/O data size divided by its total elapsed transfer time.  
To evaluate performance results we focused on the following measurement metrics: 
• Subscription Throughput 
• Subscription Response time 
• Data Throughput 
• Data Response time 
Throughput is measured in how many bytes or number of subscriptions can be sent or made in every second based 
on different payload size. Response time is measured in milliseconds. 

4.2 Evaluation 
In Figure 3, the performance results from the experiments are presented. The blue line represents data collected from 
the dedicated network and the orange line represents data collected from the public network. 
 
 
Figure 3:  Average IO Data Transfer Response Time 
 
It can be seen that there is no big difference in the data transfer response time with respect to payload size. The 
response times all fall into a small range, 1.08 to 1.45 ms. Since all response times are very low, any network 
interference or OS activity can easy cause fluctuation in the response time. Although at some payload sizes the 
response time does not follow the trend line, the bigger the payload size the bigger the response time.  
The data transfer rate grows along payload size and the throughput peaks at ca. 800 KB/s on payload size 1024 bytes 
for both networks (see Figure 4). This is as expected, since a bigger payload size has a higher I/O throughput. 
Closely looking at the data, we can see that the I/O throughput approximately doubles as the payload size doubles. 
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Figure 4: Average IO Data Transfer Throughput 
 
 
Figure 5: Average Subscription Response Time 
 
 
Figure 6: Average Subscription Throughput 
 
102   Yi Xue and Ralph Deters /  Procedia Computer Science  63 ( 2015 )  96 – 103 
For the subscription response time it can be observed that until 128 bytes payload size the response time is low at 
less than 100ms (see Figure 5). However, starting with 256 bytes payload, the response time increases rapidly. The 
response time is subject to payload size because it measures the elapsed time including the time that the first data is 
received. After 128 bytes payload, the doubled payload size introduces extra overhead to finish the request. This 
extra overhead could come from memory allocation, and/or network transfer. And the “magic” number 128 bytes 
might also be OS-related because the default network buffer is small on a mobile device. If the application is 
sensitive to subscription request time, we need to choose a payload size less or equal to128 bytes.  
In figure 6, the results echo previous observations although a bigger fluctuation is visible. 128 bytes payload still is 
the “magic” turning point when the throughput declines. The throughput on the public network is higher than the 
dedicated network but this is expected, since its response time is faster than the other one.  In general, there is no 
significantly different behaviour between two types of networks.  
The I/O performance in both network settings shows response times of less than 1.5ms and a maximum throughput 
around 800KB/s at 1024 bytes payload size (maximum). The subscription evaluation indicates that 128 bytes 
payload size is a turning point. Any bigger payload size results in longer response times and lower throughput. In 
both network settings, we are able to get least 78 subscription requests per second and more than 330 requests per 
second. The only performance difference between the two networks is that in the public network, we get a bit better 
performance in terms of response time and throughput. The major factors contributing to these difference are most 
likely the different routers used in the networks. The router used in the dedicated network is a low-cost router. 
Although the exact model used in the Starbucks coffee-shop network is unknown, it is assumed to be a high-end 
Cisco router. High-end routers always use faster processors, more internal memory and more efficient scheduling 
algorithms that allow faster response times and serve more mobile devices. However, we do not see a big difference 
between the two network settings, indicating that the performance is more device and OS specific.  
 
5. Conclusions 
As an increasing number of users own more mobile devices the need for allowing a mobile app to spread across N 
devices emerges. This paper focusses on ways to enable apps to “horizontally scale” across multiple mobile devices 
by accessing all available hardware and software resources. It presents an evaluation of the micro-services pattern in 
apps for mobile devices that use the IoT communication protocol CoAP. We examine the I/O performance of CoAP 
in 2 different wireless settings and present the data. The evaluation with two average mobile devices (smartphone & 
tablet) shows that the maximum throughput is around 800KB/s at the maximum payload size of 1024 bytes. The 
experiments show that at least 330 subscriptions per second can be achieved. In addition it is observed that the 128 
bytes payload size seems ideal in terms of subscriber response time and throughput. 
While CoAP uses UDP as a transport protocol, it is possible to use non-IP based transport protocols. Our ongoing 
work focusses on the use of BLE as means for enabling a single mobile app to scale across multiple mobile devices. 
Initial results indicate that the feasibility and good performance in replacing UDP with BLE. 
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