The physics of the electrode­‐electrolyte interface in ionic liquids by Begic, Srdan
  
  












Submitted  in  fulfilment  of  the  requirements  for  the  degree  of  
  





Institute  for  Frontier  Materials  
Deakin  University  
  
January,  2019     


   3  
Abstract  
This  thesis  explores  the  physics  of  the  electrical  double  layer  (EDL)  in  electrochemical  
ionic  liquid  (IL)  systems.  EDL  is  a  theoretical  concept  that  aims  to  describe  how  a  liquid  
electrolyte  screens  the  electric  field  emanating  from  the  surface  of  a  charged  electrode,  
which  is  currently  not  well  understood.  
In  ILs  in  particular,  the  EDL  is  not  a  double  layer  per  se,  but  consists  of  a  number  of  IL  
layers,  and  the  nature  of  the  electric  field  screening  tends  to  favour  overscreening  rather  
than  exact  screening.  Furthermore,  as  the  IL  ions  are  relatively  large  compared  to  a  typical  
aqueous  electrolyte,  the  saturation  of  the  electrode  surface  by  the  counter-­‐ions  can  be  
reached  within  the  experimentally  attainable  electrode  surface  charge  densities.  This  occurs  
when  the  IL  is  unable  to  deliver  the  required  quantity  of  counter-­‐charge  within  the  first  
screening  layer  (i.e.  the  adsorbed  layer),  which  then  triggers  a  transition  into  the  crowding  
regime  –  the  build-­‐up  of  a  second  consecutive  counter-­‐charge  layer.  This  phenomenon  is  
especially  pronounced  near  the  negative  electrode  (i.e.  the  anode),  as  this  electrode  is  
initially  screened  by  the  cation,  which  is  usually  the  larger  ion.  
By  conducting  molecular  dynamics  simulations  of  several  IL  electrolytes  based  on  two  
structurally  different  IL  cations,  it  was  found  that  the  aforementioned  effects  may  have  an  
impact  on  the  electrochemical  performance  at  the  anode.  Specifically,  an  IL  based  on  a  
pyrrolidinium  cation  (i.e.  N-­‐butyl-­‐N-­‐methylpyrrolidinium)  was  found  to  have  an  inefficient  
anode-­‐screening  structure  and  behaviour  that  is  characterised  by  a  relatively  early  transition  
into  the  lattice  saturation  and  crowding  regimes.  This  transition  was  found  to  be  associated  
with  the  collapse  of  the  anion  layers,  in  this  case  the  dicyanamide  ([dca])  anion,  within  the  
anodic  interfacial  region.  In  turn,  the  anodic  interfacial  concentration  of  the  redox  active  
metal  species,  in  this  case  zinc,  was  significantly  reduced.  Consequently,  the  transfer  of  zinc  
onto  the  anode  surface  was  impeded  and  the  transfer  rate  was  relatively  low.  
On  the  other  hand,  with  exactly  the  same  electrode  type  (i.e.  graphene)  and  at  the  same  
surface  charge  density  (i.e.  –1.91  e  nm–2),  an  IL  based  on  an  imidazolium  cation  (i.e.  1-­‐ethyl-­‐
3-­‐methylimidazolium)  was  found  to  have  a  relatively  efficient  anode-­‐screening  structure  
and  behaviour  that  is  characterised  by  a  high-­‐density  adsorbed  layer  of  imidazolium  cations  
oriented  perpendicularly  to  the  electrode  and  parallel  to  each  other.  As  a  result,  the  system  
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did  not  transition  into  the  lattice  saturation  regime;  the  density  of  the  anion  layers  was  
relatively  high;  and  the  concentration  of  zinc  in  the  interfacial  region  was  significantly  
greater  than  in  the  pyrrolidinium  system.  Consequently,  the  transfer  of  zinc  onto  the  
electrode  surface  was  greater  than  in  the  pyrrolidinium  system.  
The  simulations  of  the  same  systems  with  water  found  not  only  that  water  catalyses  the  
transfer  of  zinc  onto  the  surface  in  both  systems,  but  that  the  overall  transfer  rate  is  about  
2.5  times  greater  in  the  imidazolium  system  than  in  the  pyrrolidinium  system.  This  is  in  good  
qualitative  agreement  with  the  experimental  cyclic  voltammetry  results  that  show  that  the  
electrodeposition  peak-­‐current  density  is  about  4.0  times  greater  in  the  imidazolium  system  
than  in  the  pyrrolidinium.  Furthermore,  a  mechanism  for  the  water-­‐assisted  zinc  transfer  
was  proposed  and  suggests  that  water’s  primary  role  in  the  zinc  transfer  activation  process  
is  that  of  disassembling  zinc’s  [dca]  coordination  shell.  Although  the  experimental  
measurements  indicate  that  water  does  not  engage  in  significant  coordination  of  zinc,  the  
simulation  data  presented  herein  suggests  that  this  effect  is  of  interfacial  nature  –  it  does  
not  occur  significantly  in  the  bulk.  Namely,  as  water  tends  to  accumulate  at  the  electrodes  
and  also  exhibits  a  circular  flux  within  the  interfacial  region,  the  probability  of  zinc–water  
coordination  is  greater  in  the  interfacial  region  than  in  the  bulk.  As  a  result,  when  zinc  
becomes  coordinated  to  several  water  molecules  at  once  within  the  same  time-­‐window  –  an  
event  that  was  defined  as  the  critical  coordination  shell  –  the  [dca]  anions  can  be  
progressively  released  from  the  shell,  thus  allowing  zinc  to  jump  more  easily  across  the  IL  
layers  and,  in  some  cases,  to  be  transferred  onto  the  anode  surface.  
Finally,  by  replacing  the  [dca]  anion  with  either  hexafluorophosphate  or  
bis(trifluoromethylsulfonyl)imide  it  was  found  that  the  previously  collapsed  anion  density  
can  be  significantly  recovered.  The  origin  of  this  recovery  was  ascribed  to  the  more  stable  
anion–cation  interactions,  or  more  specifically  to  the  less-­‐perturbed  hydrogen  bonding  
between  the  cation’s  butyl  chain  and  anion’s  fluoro-­‐group.  It  is  therefore  expected  that  
these  two  anions  should  support  a  better  electrodeposition  performance  at  crowded  
anodes  than  the  [dca],  but  this  area  of  research  remains  largely  unexplored.  
Overall,  this  thesis  answers  many  important  questions  in  regards  to  the  electrochemistry  
in  IL  environments.  In  particular,  it  explains  the  relationship  between  the  electrode  
screening  and  the  electrodeposition  current  density,  which  agrees  with  the  experimental  
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findings  and  offers  a  first  reported  insight  of  this  kind  in  the  literature.  It  is  expected  that  
these  findings  will  stimulate  new  ideas  in  the  development  of  zinc,  and  other  types  of  IL-­‐
based  rechargeable  battery  systems,  such  as  those  based  on  sodium,  lithium,  magnesium,  
potassium,  aluminium  and  other  metals.  
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Thesis  outline  
This  thesis  is  intended  to  be  a  fully  self-­‐contained  document  so  that  it  can  be  used  as  a  
reference  by  any  students  and  researchers  continuing  this  work.  By  the  same  token,  any  
experienced  readers  may  choose  to  skip  the  introductory  sections  (1.1  through  to  1.11)  and  
the  entire  methodology  chapter  (2).  In  general,  the  thesis  is  structured  as  follows.  
The  first  half  of  chapter  1  presents  a  very  broad  overview  and  a  brief  literature  review  of  
the  entire  field  of  energy  technology,  which  covers  the  concepts  of  energy  extraction  and  
storage  and  introduces  the  basics  of  electrochemistry,  thermodynamics,  statistical  physics  
and  kinetics.  The  second  half  deals  more  specifically  with  the  topic  at  hand  –  ionic  liquids  –  
by  covering  in  detail  the  mathematical,  experimental  and  computer  simulation  
developments  conducted  on  this  topic  to  date.  
Chapter  2  introduces  the  method  of  molecular  dynamics  and  covers  both  the  
fundamental  theoretical  aspects  of  the  method  and  the  practical  application  of  the  method  
to  the  study  of  ionic  liquids  at  electrified  interfaces.  
Chapters  3  through  to  6  present  the  results  and  the  discussion  of  the  four  main  
investigations  conducted  in  this  thesis,  while  chapters  7  through  to  9  provide  a  general  
overview  of  the  research  aspects,  possible  avenues  for  future  research,  an  overview  of  the  
main  findings  and  the  general  conclusions.  
The  thesis  ends  with  a  list  of  references  followed  by  the  appendices.  
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Chapter  1   Introduction  
This  dissertation  presents  the  results  of  about  three  years  of  work  in  the  field  of  
condensed  matter  physics  and  energy  storage  technologies.  Although  the  research  
conducted  here  can  be  considered  as  completely  theoretical,  given  that  it  is  performed  
using  molecular  dynamics  (MD)  simulations,  it  can  be  argued  that  MD  and  other  types  of  
simulations  can  be  equally  thought  of  as  simulated-­‐matter  computational  experiments.  This  
is  because  the  primary  aim  of  such  simulations  is  to  use  numerical  models  to  represent  
matter  in  a  computer  program  and  to  then  run  those  simulations  by  instructing  the  
computer  to  calculate  how  systems  of  large  numbers  of  simulated-­‐matter  particles  interact  
with  each  other  over  time  and  under  various  simulated  physical  conditions  (e.g.  at  different  
pressures  and/or  temperatures,  in  various  types  of  confinement,  near  charged  or  uncharged  
interfaces  and  so  on).  In  simpler  language:  we  recreate  the  physical  reality  in  a  computer  
program  for  the  purpose  of  conducting  experiments  in  a  computer  program.  The  principal  
advantage  of  this  technique  is  that  it  allows  molecular-­‐level  investigation  of  a  physical  
process  from  a  number  of  perspectives  that  are  not  yet  accessible  in  physical  experiments.  
This  becomes  especially  important  for  the  studies  of  the  electrode-­‐electrolyte  interfaces  (or  
any  other  interfaces  for  that  matter),  as  the  phenomena  associated  with  the  effects  from  
the  interface  were  recently  detected  well  beyond  the  actual  interface,  often  stretching  to  
distances  of  between  4  to  30  nm  away  or  more,  which  is  usually  well  beyond  the  
experimental  reach  for  most  types  of  instruments.  Detecting  these  phenomena  is  one  thing,  
but  studying  the  mechanics  that  govern  them  from  a  molecular-­‐level  perspective  is  quite  
another.  This  is  why  any  experimental  measurements  are  extremely  valued  by  MD  
researchers  and  why  they  form  the  backbone  of  the  computational  experiments  conducted  
in  this  project,  as  discussed  later  in  this  thesis.    
When  Wood  and  Parker  performed  the  first  so-­‐called  Monte  Carlo  (MC)  simulations  of  
liquid  argon  in  1957,  it  was  a  very  exciting  time  because  the  obtained  density  of  the  
simulated  liquid  could  be  compared  to  the  real-­‐measured  density,  which  was  also  the  first  
and  the  easiest  way  to  test  validity  of  computer  simulations.  Today,  a  variety  of  equilibrium  
and  non-­‐equilibrium  quantities  (in  the  context  of  statistical  physics)  may  be  used  to  test  the  
validity  of  a  computer  model,  and  it  is  in  fact  an  almost  necessary  requirement  that  each  
computational  experiment  should  have  close  links  to  the  physical  measurements  during  all  
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stages  of  a  simulation.  However,  it  is  today  also  well  known  that  simulations  of  matter  as  
based  on  classical  physics  (CP)  are  really  just  approximations  that  have  their  own  domains  of  
validity.  In  other  words,  computer  experiments  based  on  CP  have  many  limitations,  and  it  is  
important  to  be  aware  of  those  limitations  in  interpreting  the  results  of  computational  
experiments.  More  advanced  methods,  such  as  those  based  on  quantum  mechanics  (QM),  
are  possible  but  still  expensive  for  studying  large  numbers  of  atoms.  Nonetheless,  this  work  
will  demonstrate  that  classical  MD  simulation  is  still  an  extremely  useful  method.    
To  that  end,  this  thesis  begins  with  a  general  introduction  to  energy,  energy  sourcing  
and  energy  storage  technologies,  which  is  written  in  a  storyline  style  where  concepts  are  
introduced  in  an  arbitrary  order  as  seen  appropriate.  This  is  followed  by  an  introduction  to  
electrochemistry,  thermodynamics,  statistical  physics  and  kinetics,  and  ends  with  a  
thorough  literature  review  of  the  electrical  double  layer  (EDL)  research.  Second  chapter  
contains  methodology,  while  chapters  three  through  to  six  contain  results  from  the  four  
computational  studies  conducted  as  part  of  this  project.  The  thesis  ends  with  a  general  
discussion,  conclusions  and  an  outlook  for  the  future.     
1.1   Energy  
It  can  be  said  that  energy,  in  any  scientific  definition  of  that  term,  is  the  single  most  
essential  quantity  that  enables  the  existence  of  life  on  this  planet.  The  most  widely  known  
property  of  energy  is  that  energy  cannot  be  created  or  destroyed;  only  converted  from  one  
form  to  anothera.  When  used  wisely,  the  transfer  of  energy  between  a  source  and  a  
destination  can  be  made  to  perform  some  useful  work,  in  which  case  part  of  the  energy  is  
captured  and  converted  to  a  different  form.  For  example,  a  quantity  of  water  falling  from  a  
certain  height  has  a  certain  amount  of  extractable  energy.  If  a  water  wheel  is  constructed  
immediately  below  the  falling  water  such  that  the  falling  water  can  turn  its  wheel,  part  of  
the  water’s  energy  is  transferred  to  the  wheel,  which  can  then  be  used  to  perform  some  
useful  work.  Such  a  contraption  may  arguably  be  considered  as  the  first  engineered  energy-­‐
harvesting  technology.  
Our  understanding  of  energy  has  improved  dramatically  throughout  the  last  century,  
especially  in  the  area  of  technologies  used  to  convert  the  energy  from  one  form  to  another,  
                                                                                                                
a  The  First  Law  of  Thermodynamics  
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transmit  it  over  long  distances  to  places  where  it  is  needed  but  cannot  be  acquired  locally,  
and  use  it  to  perform  work  at  those  same,  far-­‐away  locations.  Without  a  doubt,  the  single  
greatest  contributor  to  the  development  of  those  technologies  and  arguably  the  original  
pioneer  in  this  field  is  Nikola  Tesla,  who  at  the  start  of  the  20th  century  designed  and  
developed  the  polyphase  alternating-­‐current  (AC)  electrical  supply  and  transmission  system1  
that  remains  to  be  in  use  to  this  day.  These  and  other  of  Tesla’s  systems  in  the  field  of  
energy  technologies  are  contained  in  over  250  patents  registered  to  his  name  in  various  
countries.  In  addition,  Tesla  wrote  many  articles,  letters  to  the  editors  and  other  
commentaries  in  the  energy,  and  a  multitude  of  different  other  fields,  some  of  which  will  be  
mentioned  later  in  this  thesis.  It  is  therefore  hard  to  imagine  that  some  work  can  be  done  in  
this  field  without  references  to  Nikola  Tesla.  Still,  it  should  be  recognised,  in  order  not  to  
discredit  other  contributors,  that  Tesla  was  certainly  not  the  only  scientist  working  in  this  
field  at  the  time.  The  contributions  of  many  others  should  promptly  be  acknowledged,  and  
preferably  in  a  much  longer  historical  review  than  can  be  fitted  here.  However,  doing  so  
should  not  be  done,  as  has  been  done  many  times  before,  at  the  expense  of  diminishing  the  
contributions  made  by  Nikola  Tesla.  Indeed,  the  comparison  of  the  quality,  quantity  and  
importance  of  those  developments  is  not  too  difficult  to  perform  –  the  number  of  patents  
granted  and  their  adaptation  into  the  operational  technologies;  past,  present  and  future;  
should  be  sufficient  to  dispel  any  doubt,  let  alone  the  perceived  complexity  of  each  
invention  and  how  it  fares  with  those  of  today.  
Having  practically  solved  the  planet’s  first  big  energy  problem,  and  in  doing  so  also  
realising  one  of  his  lifelong  dreams,  which  was  the  efficient  extraction  and  long-­‐distance  
transmission  of  energy,  Tesla  embarked  on  a  new  adventure,  and  one  that  he  considered  to  
be  of  even  greater  significance  –  the  transmission  of  electrical  energy  without  wires.  This  
type  of  energy  transfer  was  not  a  new  idea  per  se  because  Michael  Faraday,  whose  
contributions  to  the  fields  of  both  physics  and  chemistry  are  also  great  and  many,  
discovered  the  principle  of  electromagnetic  induction  around  the  year  of  1831  –  the  fact  
that  a  changing  magnetic  field  acting  upon  a  conductor  is  able  to  induce  the  flow  of  current  
in  the  same.  In  other  words,  electrical  energy  could  be  transferred  wirelessly.  The  great  
shortcoming  of  this  technique  is  that  it  cannot  be  used  over  long  distances  due  to  a  very  low  
efficiency  of  transfer.  This  is  why  Tesla  had  to  look  for  another  way,  and  he  found  it  by  
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discovering  resonant  inductive  coupling2,  3.  In  this  method,  two  separate  conducting  coils  of  
wire,  having  the  same  resonant  frequency,  can  be  resonantly  coupled,  thus  facilitating  a  
successful  transfer  of  energy  wirelessly.  Tesla  found  that  this  type  of  coupling,  in  
combination  with  a  connection  to  and  through  the  Earth,  can  feasibly  transfer  energy  over  
long  distances.  Using  this  method,  for  example,  he  claimed  to  have  powered  incandescent  
lamps  at  distances  of  41  kilometres  between  the  source  and  the  receiver.  Unfortunately,  
Tesla  never  completed  this  project,  the  research  having  been  cut  short  by  a  lack  of  funding,  
and  today  the  long-­‐range  wireless  transfer  of  energy  is  mostly  in  the  domain  of  
experimental  systems  based  on  directional  beaming.  
The  short-­‐range  inductive  coupling  on  the  other  hand  has  been  successfully  
commercialised  for  the  purpose  of  wireless  power  transfer  for  many  applications  (e.g.  
wireless  battery  chargers  for  a  variety  of  electronics  equipment  such  as  laptops,  mobile  
phones  or  smart  watches;  see,  for  example,  Qi  wireless  charging  system).  However,  in  
recent  times  there  has  also  been  a  surge  of  interest  in  the  wireless  energy  transfer  within  
the  so-­‐called  medium  range,  which  pertains  to  distances  of  perhaps  2  metres  or  less  (see,  
for  example,  WiTricity  wireless  power  system).  Given  the  unprecedented  explosion  in  the  
number  and  variety  of  portable  electronics  equipment  in  the  past  two  decades,  including  
electric  vehicles  (EVs)  as  well  as  the  need  for  a  multitude  of  electrical  equipment  in  both  
residential  and  business  premises,  it  is  not  difficult  to  see  why  a  medium  range  wireless  
power  system  is  an  attractive  idea.  For  example,  a  design  of  an  office  space  or  a  home  
interior  could  be  made  extremely  flexible  by  installing  a  pair  of  wireless  power  systems  at  
two  optimal  locations  so  that  all  devices  can  be  powered  up  and/or  their  batteries  
recharged  anywhere  within  a  4-­‐5  metre  radius.  Similarly,  mobile  phones,  laptops,  health  
bracelets  or  smart  watches  could  be  recharged  as  soon  as  the  user  brings  them  into  the  
wireless-­‐power  equipped  room.  Indeed,  many  of  these  prospects  are  the  primary  drivers  for  
the  research  and  development  in  this  field.  
Still,  even  in  the  eventuality  of  a  widespread  deployment  of  the  medium  range  wireless  
power  system  onto  the  market  in  the  near  future,  which  is  quite  possible,  such  a  technology  
is  intended  for  localised  use  only.  Mobile  phone  users  will  still  need  to  roam  around  outside  
of  the  reach  of  such  a  system,  electric  vehicles  (EVs)  will  be  driven  off  grid  and  away  from  
any  wireless  power  system  for  them  designed,  and  the  wireless  power  will  still  be  reliant  on  
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the  existing  wired  systems.  Therefore,  and  in  the  foreseeable  future,  all  of  the  mobile  
devices,  including  and  especially  EVs,  will  still  need  to  be  energy-­‐independent,  which  is  to  
say  that  they  will  need  to  carry  their  own  energy  packs.    
Nikola  Tesla  had  a  great  vision  for  the  future,  but  that  vision  seems  to  have  only  partly  
materialised.  Nonetheless,  the  accuracy  of  his  foresight  is  a  thrilling  reminder  that  much  of  
his  other  work  in  this  field  should  not  be  easily  overlooked:  
“  When  wireless  is  perfectly  applied  the  whole  earth  will  be  converted  
into  a  huge  brain,  which  in  fact  it  is,  all  things  being  particles  of  a  real  
and  rhythmic  whole.  We  shall  be  able  to  communicate  with  one  another  
instantly,  irrespective  of  distance.  Not  only  this,  but  through  television  
and  telephony  we  shall  see  and  hear  one  another  as  perfectly  as  though  
we  were  face  to  face,  despite  intervening  distances  of  thousands  of  miles;  
and  the  instruments  through  which  we  shall  be  able  to  do  this  will  be  
amazingly  simple  compared  with  our  present  telephone.  
A  man  will  be  able  to  carry  one  in  his  vest  pocket.  “  b  
Nikola  Tesla,  1926  4  
1.2   Energy  Sources  
Some  of  the  earliest  natural  sources  of  energy  from  which  energy  was  captured  to  
perform  useful  work  in  biological  processes  are  very  likely  the  light  and  the  heat  provided  by  
the  Sun.  Notwithstanding,  depending  on  where  and  when  the  first  life  originated,  it  is  also  
possible  that  chemical  energy  or  heat  from  the  geothermal  sources  could  rank  amongst  the  
first.  Whatever  may  have  been  the  case,  the  extraction  of  energy  from  those  earliest  
sources  did  not  require  any  thoughtful  and  elaborate  schemes;  in  fact,  it  would’ve  been  
difficult  to  avoid  exposure  to  those  sources.  It  was  only  after  evolution  of  more  advanced  
life  forms  that  biological  entities  sought  to  actively  access  other  sources  of  energy,  be  it  as  a  
result  of  primitive  and  evolutionary  instinct  (e.g.  a  biological  entity  discovering  that  heat  
adds  energy  to  its  body  system  and/or  allows  work  to  be  performed  more  easily,  commits  
                                                                                                                
b  This  is  the  most  accurate  prediction  of  a  mobile  telephone,  provided  around  80  years  before  the  
invention  of  the  first  mobile  phone  equipped  with  a  camera,  and  long  before  anyone  could  comprehend  the  
depth  of  such  a  statement.  
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such  an  effect  to  memory  and  therefore  seeks  heat  whenever  possible;  alternatively,  a  
source  of  heat  might  offer  an  evolutionary  advantage  to  a  particular  species,  thus  breeding  
heat-­‐seeking  or  heat-­‐dependent  organisms),  or  as  a  result  of  advanced  cognitive  planning  
(e.g.  the  use  of  fire,  waterfalls  or  wind  by  the  early  humans).  
Although  the  early  humans  probably  did  not  think  of  energy  in  any  advanced  terms,  
there  is  no  doubt  that  they  dabbled  into  the  various  schemes  by  which  they  made  use  of  the  
natural  sources  of  energy  to  their  advantage.  Today  is  no  different  in  that  respect  –  the  
contemporary  human  still  seeks  out  different  ways  to  extract  energy  from  nature  and  use  it  
to  perform  useful  work.  However,  today  the  motivation  is  different.  Exploring  new  sources  
of  energy  and  developing  the  technologies  to  harvest  the  same  are  driven  not  so  much  by  
an  immediate  need  for  more  energy,  but  by  a  need  to  cease  the  extraction  of  energy  
obtained  from  the  burning  of  fossil  fuels.  These  sources  are  both  limited  and  damaging  to  
the  planet  –  they  emit  various  toxic  and  so-­‐called  greenhouse  gasses  that  have  been  
implicated  in  global  warming  and  an  increase  in  the  severity  of  adverse  weather  conditions5,  
as  well  as  the  premature  deaths  of  an  estimated  4-­‐7  million  people  annually  due  to  air  
contamination6.  Compounding  this  problem  is  the  fact  that  81.7%  of  the  world’s  energy  
production  comes  from  fossil  fuels,  while  from  non-­‐fossil  sources  9.6%  is  from  biofuel  (e.g.  
bio-­‐ethanol)  and  waste,  4.9%  from  nuclear  (fission)  and,  most  importantly,  less  than  2%  for  
the  combined  solar  photovoltaic,  solar  thermal,  wind  and  geothermal  energy.7  As  a  result,  
there  are  currently  massive  and  widespread  efforts  aimed  at  solving  this  problem.  In  fact,  
the  issue  is  so  severe  that  there  is  no  room  for  mistakes  –  in  order  to  halt  global  warming  by  
the  end  of  the  century,  big  transitions  must  be  made  in  the  immediate  future.  Thus,  at  the  
2015  United  Nations  Climate  Change  Conference  in  Paris8,  196  countries  agreed  that  legally  
binding  steps  need  to  be  implemented  to  achieve  a  “zero  emissions”  world  sometime  during  
the  second  half  of  the  21st  century,  which  would  hopefully  also  limit  the  global  warming  to  
less  than  1.5˚C  since  the  pre-­‐industrial  age  (i.e.  1870).  However,  some  analysts  argue  that  
these  goals  should  be  reached  much  sooner.  In  one  recent  roadmap  to  zero  emissions  by  
2050,  the  authors6  propose  an  aggressive  worldwide  conversion  to  an  80%  “wind,  water  and  
sunlight”  (WWS)  energy  by  2030  and  a  complete  100%  WWS  by  2050.  The  authors  state  
that  the  roadmap  is  technically  and  economically  feasible  even  with  the  currently  available  
technologies,  and  that  there  exist  many  benefits  in  its  implementation,  such  as  health  
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(reduction  in  deaths  due  to  pollution  and  reduction  in  health-­‐related  expenses),  
environmental  (rejuvenation  of  the  planet  and  a  halt  to  global  warming)  and  economical  
(reduction  of  costs  associated  with  global  warming  and  air  pollution  damage,  reduction  in  
the  costs  of  energy,  creation  of  new  jobs,  etc).  
It  is  worth  noting  that  nuclear  energy  (as  obtained  in  fission  reactors)  was  for  a  long  time  
considered  to  be  a  clean  and  safe  alternative  (or  supplement)  to  the  fossil  fuels.  However,  
on  March  11th  of  2011  a  tsunami  was  triggered  by  a  magnitude  9.1  earthquake  off  the  coast  
of  Japan,  which  came  crashing  into  the  Fukushima  Daiichi  nuclear  power  plant,  disabling  its  
emergency  cooling  generators,  causing  a  nuclear  meltdown,  and  releasing  radioactive  
material  into  the  environment.  The  event  was  classified  as  a  level-­‐7  disaster  (i.e.  the  most  
severe  incident  on  the  International  Nuclear  and  Radiological  Event  Scale  –  the  second  such  
incident  since  the  Chernobyl  disaster  of  1986).  Subsequently,  the  public  trust,  opinion  and  
perception  of  the  nuclear  energy  in  many  countries  around  the  world  had  significantly  
degraded,  making  nuclear  energy  of  this  type  an  unlikely  candidate  for  widespread  adoption  
in  the  future9.  The  most  illustrious  example  of  this  shift  is  the  announcement  by  Germany  to  
shut  down  all  of  its  17  nuclear  power  plants  by  202210.  In  some  other  countries  however,  
such  as  China  and  India,  the  opinion  and  support  for  nuclear  power  is  still  rather  positive11.  
Additionally,  some  recent  papers  discuss  the  feasibility  and  prospects  of  an  integrated  
hybrid  nuclear-­‐renewable  energy  system  that  might  address  various  concerns12.  
On  the  other  hand,  research  into  the  ever  elusive  practical  nuclear  fusion  is  continuing  
at  a  steady  pace13,  with  some  hoping  to  be  sending  energy  to  the  grid  within  15  years14,  
while  research  on  “cold”  nuclear  fusion  and/or  related  unknown  nuclear  reactions  (often  
also  termed  “Low  Energy  Nuclear  Reactions”  or  LENR)  is  currently  confined  to  a  small,  but  
expanding  research  community.  In  regards  to  the  latter,  there  have  recently  been  some  very  
positive  reports  from  respectable  sources15,  and  if  those  reports  are  confirmed  or  replicated  
(or  technology  successfully  commercialised),  then  LENR  could  become  a  major  new  source  
of  clean  and  cheap  energy.  
As  the  struggle  to  shift  away  from  fossil  fuels  intensifies,  the  literature  is  inundated  with  
an  ever-­‐increasing  number  of  papers  presenting  many  novel  and  creative  methods  for  the  
extraction  of  green,  renewable  energy.  To  mention  but  a  few  examples,  increasing  efforts  
have  been  made  to  extract  the  solar  thermal  energy16  in  various  ways,  to  exploit  the  free  
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energy  released  when  two  solutions  of  different  salinities  mix  as  is  the  case  in  river  
mouths17,  or  to  tap  into  the  wave  power  in  the  oceans  using  large  networks  of  
nanogenerators18  that  can  allegedly  meet  the  world’s  energy  needs.  From  another  
perspective,  it  is  also  understood  that  in  order  to  meet  the  (renewable)  energy  demands  of  
the  future,  there  should  be  no  wasteful  use  of  energy  in  inefficient  processes  and  materials.  
In  order  to  achieve  that,  many  of  the  existing  technologies  and  materials  will  have  to  be  
redesigned  and  new  ones  created,  and  materials  science  and  engineering  will  lead  the  way  
on  that  front5.  For  example,  a  recent  paper19  discusses  the  advances  made  in  quantum  
materials  and  how  these  might  address  the  issues  of  efficient  energy  harvesting,  low-­‐
energy-­‐cost  (efficient)  electronics  and  information  technologies.  Many  other  approaches  
aimed  towards  these  goals  can  be  found  in  the  energy  and  engineering  journals;  however,  
most  are  works  in  progress.  
All  in  all,  renewable  energy  based  on  WWS  is  very  likely  going  to  emerge  as  the  most  
suitable,  most  abundant,  cleanest,  cheapest  and  most  readily  extractable  source  of  energy  
in  the  21st  century.  Tesla  came  to  this  conclusion  over  100  years  ago,  and  in  relation  to  wind  
he  said:  
“  The  power  of  the  wind  has  been  overlooked.  Some  day  it  will  be  
forcibly  brought  to  the  position  it  deserves  through  the  need  of  a  
substitute  for  the  present  method  of  generating  power.  “  
Nikola  Tesla,  1902  12  
1.3   Energy  Extraction    
The  research  efforts  in  the  direction  of  WWS  have  been  significant.  Solar  photovoltaic  
(PV)  systems  can  be  considered  as  the  most  established  technology  in  this  area  and  they  
operate  on  the  principle  of  the  PV  effect,  which  is  an  observation  that  certain  materials  can  
absorb  electromagnetic  radiation  (e.g.  sunlight)  and  convert  it  into  an  electric  current.20  For  
example,  if  a  solid-­‐state  material  contains  some  electrons  that  do  not  contribute  to  the  
covalent  bonds  in  the  material,  those  electrons  would  be  able  to  move  throughout  the  
material  with  ease.  A  typical  example  is  a  silicon  crystal  doped  with  phosphorus,  which  
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forms  what  is  known  as  negatively  doped  semiconductorc  or  just  n-­‐type  silicon.  Silicon  has  
14  electrons  so  its  electron  configuration  is  [Ne]  3s23p2,  which  explains  why  its  crystal  
structure  is  composed  of  a  silicon  atom  covalently  bonded  to  four  other  silicon  atoms.  
However,  if  some  silicon  atoms  are  replaced  by  phosphorus  atoms,  with  phosphorus  having  
the  configuration  [Ne]  3s23p3,  then  those  phosphorus  sites  will  be  the  sources  of  free  
electrons.  If  such  a  material  is  placed  in  contact  with  an  appropriately  designed  counter-­‐
material  (e.g.  a  p-­‐type  silicon  in  which  boron  ([He]  2s22p1)  can  be  used  as  the  dopant  and  
thus  create  electron  vacancies),  the  interface  between  the  two  materials  will  experience  a  
rapid  equilibration  process  in  which  the  electrons  from  the  n-­‐type  material  will  cross  over  
into  the  narrow  region  inside  the  p-­‐type  material,  and  the  vacancies  (also  known  as  holesd)  
from  the  p-­‐type  will  cross  over  into  the  narrow  region  inside  the  n-­‐type  silicon.  This  
aggregation  of  charge  at  the  interface  creates  an  electric  field  that  then  limits  any  further  
diffusion  of  either  electrons  or  holes,  resulting  in  the  formation  of  what  is  known  as  the  
depletion  region.  The  depletion  region  contains  no  free  charge  carriers  because  the  electric  
field  in  this  region  does  not  favour  the  presence  of  free  charges  in  it.  However,  both  the  p-­‐
type  and  the  n-­‐type  sides  of  the  newly  combined  material  can  absorb  energy.  For  the  silicon  
crystal,  sunlight  is  sufficient  to  excite  an  electron  from  the  covalent  bond  into  a  higher  
energy  orbital,  thus  resulting  in  the  creation  of  an  electron-­‐hole  pair.  If  this  electron-­‐hole  
pair  is  generated  in  the  vicinity  of  the  depletion  region,  the  pair  can  effectively  be  
separated,  thus  resulting  in  the  generation  of  an  electric  current.  This  technology  is  known  
as  the  p-­‐n  (or  PN)  junction.  
Although  there  are  currently  many  different  PV  solar  cell  technologies  under  research  
and  development  (e.g.  dye-­‐sensitized,  CdTe,  organic,  GaAs,  perovskite,  quantum  dot,  etc),  
the  market  is  dominated  by  the  mono-­‐crystalline  silicon-­‐based  cells21,  which  are  now  
approaching  reasonably  acceptable  efficiencies  of  22.8%  (SunPower22).  Still,  much  work  
remains  to  be  done  in  reducing  the  cost  of  production  even  further  and  increasing  the  
efficiency  and  durability  of  these  cells.23  Of  the  competing  technologies,  the  most  promising  
are  probably  the  perovskite-­‐based  PV  cells,  which  are  gaining  a  lot  of  attention  because  they  
are  cheap  and  have  seen  the  greatest  improvement  in  conversion  efficiency  (currently  at  
                                                                                                                
c  Silicon  is  a  semiconductor  because  a  small  amount  of  thermal  energy  (i.e.  1.1  eV)  can  be  absorbed  by  an  
electron  in  its  covalent  bond,  thus  giving  silicon  conductive  properties.  
d  Holes  are  just  electron  vacancies,  but  their  movement  is  driven  by  electron  rearrangements.  
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22%)  over  the  time  they’ve  been  researched.24  Another  alternative  is  the  use  of  the  PV  
effect  to  capture  the  radiative  energy  and  convert  it  into  forms  other  than  electricity.  Here,  
the  principal  example  is  the  photocatalytic  splitting  of  water  molecules  that  can  be  achieved  
using  a  suitable  catalytic  process  in  a  PV  cell.25  Although  the  research  in  this  area  is  vast  and  
stretches  into  many  different  directions,  it  is  interesting  to  make  a  final  note  here  that  there  
have  been  some  efforts  of  late  in  trying  to  understand  why  the  photosynthetic  process  
exhibits  a  very  high  quantume  efficiency26-­‐28  –  an  understanding  that  could  lead  to  more  
efficient  PV  cells.  
Solar  thermal  harvesting  on  the  other  hand  is  another  approach  to  harvesting  the  Sun’s  
energy,  although  the  technologies  developed  for  this  type  of  extraction  are  also  still  
uneconomical  to  implement  due  to  low  efficiencies.29  In  principle,  harvesting  the  thermal  
energy  can  be  achieved  by  a  number  of  different  methods  such  as,  for  example,  the  
thermoelectric,  thermoelectrochemical,  thermionic,  or  thermophotovoltaic  processes.  In  
thermoelectrics,  a  temperature  gradient  at  a  junction  between  two  dissimilar  materials  (e.g.  
a  p-­‐n  junction)  can  result  in  a  potential  difference,  which  can  be  exploited  to  generate  a  
current  (i.e.  both  electrons  and  holes  migrate  away  from  the  hot  side)23;  in  
thermoelectrochemical  cells,  the  heat  is  trapped  and  converted  by  exploiting  the  Seebeck  
effect  (i.e.  a  potential  difference  can  be  generated  between  two  electrodes  held  at  different  
temperatures  if  they  are  connected  by  a  temperature-­‐dependent  redox  couple  dissolved  in  
a  suitable  electrolyte)30,  31;  in  thermionics,  the  principle  exploited  for  the  extraction  is  the  
photoelectric  effect  (i.e.  electrons  can  be  ejected  from  materials  by  the  absorption  of  
photons  of  appropriate  energy);  while  in  thermophotovoltaics  a  primary  material  absorbs  
heat  and  re-­‐emits  this  energy  as  photons  of  different  wavelength  that  can  then  be  sent  
through  another  set  of  filters  and  directed  onto  a  p-­‐n  junction.23  As  a  final  note  on  this  topic,  
it  should  be  mentioned  that  thermal  harvesting  can  be  attempted  from  other  sources  as  
well,  some  of  those  being  waste  heat  from  other  inefficient  processes  (e.g.  a  power  plant),  
geothermal  energy,  nuclear  energy  (both  at  the  power  plants  to  scavenge  the  waste  heat  
and  in  small-­‐scale  technologies  such  as  radioisotope  thermoelectric  generators).    
                                                                                                                
e  “quantum  efficiency”  pertains  to  the  conversion  of  light  that  results  in  the  generation  of  current.  This  is  
in  contrast  to  the  solar  cell  efficiency,  which  refers  to  the  conversion  efficiency  of  the  total  energy  available  in  
the  incident  radiation  (i.e.  much  of  the  absorbed  light  is  lost  when  the  generated  electron-­‐hole  pairs  
recombine  before  reaching  the  depletion  region,  which  is  the  main  source  of  solar  cell  inefficiency).  
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Overall,  in  the  WWS  research,  solar  photovoltaic  remains  the  most  dominant  and  the  
most  researched  technology,  thus  expectedly  holding  the  title  of  the  fastest  growing  
renewable  energy  field7.    
Water  turbines  on  the  other  hand,  like  wind  turbines,  are  considered  to  be  operational  
technologies.  Nonetheless,  research  on  these  is  also  still  ongoing,  especially  in  the  areas  of  
electronics  engineering  where  novel  “power  electronics”  (e.g.  fast  semiconductor  switches  
capable  of  handling  high  power  applications)  have  played  a  big  role  in  advancement  of  wind  
turbines  for  example32.  However,  some  investigators  in  this  field  are  arguing  the  case  that  
some  power  electronics  are  reducing  the  reliability  of  the  components  and  should  therefore  
be  removed  from  such  systems33.  From  another  perspective,  research  is  also  undertaken  on  
the  development  of  novel  materials.  For  example,  water  turbines  are  exposed  to  a  variety  of  
water  conditions,  sediment  and  electrolytes  in  the  water34  (or  a  combination  thereof  
depending  on  the  location  of  the  plant),  which  can  result  in  damage  to  the  turbines  from  
both  corrosion  and  mechanical  deformation35,  thus  reducing  the  conversion  efficiency  and  
inflicting  maintenance  costs  and/or  losses  in  production  due  to  maintenance  downtimes.  
Many  of  these  problems  are  shared  by  the  marine  tidal  power  stations36  or  by  any  other  
renewable  energy  plant  located  in  harsh  environmental  conditions.  Therefore,  the  research  
in  this  area  is  concentrated  on  improving  the  chemical  and  mechanical  resistance  of  the  
materials  used  in  the  construction  of  such  plants  while  simultaneously  trying  to  reduce  the  
cost  of  those  materials.  On  a  smaller  scale  of  production,  there  have  recently  been  some  
attempts  at  implementing  a  Tesla  turbine  within  the  so-­‐called  pico  hydro  applications  (i.e.  
smallest-­‐scale  purposes)37  for  use  in  rural  areas  in  some  countries.  These  pico  generators  
can  be  used  as  means  of  enabling  low  power  applications  such  as  recharging  stations  for  
batteries  or  torches.  Similarly,  there  have  recently  been  some  efforts  in  designing  wind  
turbines  based  on  Tesla’s  bladeless  turbine  design38,  39.  In  summary,  both  wind  and  water  
turbines  are  generally  mostly  used  for  industrial  power  plant  installations,  whereas  solar  PV  
systems  are  used  widely  in  both  industrial  and  residential  setting.  
Although  materials  research  and  engineering  may  constitute  the  bulk  of  research  in  this  
area  in  terms  of  both  investment  and  personnel  involved,  the  technologies  used  for  the  
extraction  of  energy  are  not  limited  to  the  materials  research.  The  processes  themselves  
must  be  made  as  efficient  as  possible  and  the  best  way  to  do  that  is  to  employ  a  smart  grid  
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management  and  process  optimisation  using  mathematical  modelling  and/or  artificial  
intelligence  algorithms40.  The  ultimate  goal  in  this  area  is  to  create  an  Energy  Internet41  –  a  
network  of  plug-­‐and-­‐play  devices  that  can  perform  a  two-­‐way  energy  exchange  on  the  grid  
in  order  to  improve  the  stability  of  the  energy  supply.  This  would  go  a  long  way  in  solving  
the  issue  of  electricity  blackouts  that  are  becoming  more  common  due  to  the  extreme  
weather  conditions  such  as  the  occurrence  of  the  heat  waves  and  cold  waves.42  To  
elaborate,  a  heat  wave  that  lasts  several  days  can  reduce  the  power  generation  efficiency  of  
the  renewable  energy  plants  and  at  the  same  time  cause  a  spike  in  energy  demand  as  a  
result  of  the  heavy  use  of  air  conditioning  and  cooling  systems.  In  such  a  case  an  energy  grid  
or  some  of  its  components  could  shut  down  due  to  an  overload,  and  in  such  a  case  it  would  
be  beneficial  if  the  energy  could  be  supplied  from  multiple  sources  connected  to  the  smart  
grid  network.    
While  solar  energy  is  the  fastest  growing  renewable  energy  source  due  to  its  widespread  
availability,  applicability,  and  flexibility  with  respect  to  the  scale  of  the  plantf,  the  energy  is  
nonetheless  of  intermittent  nature  (i.e.  not  available  at  night)  and  cannot  be  relied  upon  to  
provide  a  continuous  source  of  power  on  its  own.  Wind  energy  is  also  intermittent  so  it  
suffers  the  same  problem,  leaving  the  hydro-­‐energy  (i.e.  hydropower)  the  most  reliable  of  
the  three.  However,  hydropower  is  not  as  widely  available  as  the  solar  or  the  wind  energy  
so  it  plays  a  less  important  role  in  the  quest  for  the  energy  source  of  the  future.  Thus,  in  
order  for  either  wind  or  solar  to  take  over  the  fossil  fuels  as  the  preferred  source  of  energy,  
the  problem  of  intermittency  needs  to  be  resolved.  Naturally,  the  most  obvious  way  to  do  
this  is  to  find  a  way  to  store  the  harvested  energy  into  some  kind  of  reservoir  so  that  it  can  
be  used  when  the  wind  or  solar  energy  sources  are  not  available.  Therefore,  in  addition  to  
the  aforementioned  research  related  to  the  various  PV  systems  and  wind  turbine  designs,  
this  field  has  another  and  currently  far  more  important  research  problem  –  finding  a  
suitable  energy  storage  system.  Nikola  Tesla  also  made  a  comment  on  this  shortcoming:  
     
                                                                                                                
f  Solar  PV  plants  exhibit  the  same  efficiency  regardless  of  the  size  of  the  plant  –  the  same  is  not  true  for  
wind  power  generators.  
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“  Wind  power  has  been  in  all  times  of  inestimable  value  to  man,  if  
for  nothing  else  than  for  enabling  him  to  cross  the  seas,  and  it  is  
even  now  a  very  important  factor  in  transportationg.  But  there  are  
limitations  in  this  simple  method  of  utilizing  the  sun’s  energy.  The  
machines  are  large  for  a  given  output  and  the  power  is  
intermittent,  thus  necessitating  a  storage  of  energy  and  increasing  
the  cost  of  the  plant.  But  there  is  no  question  as  to  its  usefulness  as  
a  substitute  for  the  energy  derived  from  fuel,  and  the  fact  that  this  
power  is  literally  as  free  as  air  makes  it  a  wonderful  factor  in  the  
future  of  the  world  of  industry.  “  
Nikola  Tesla,  1902  12  
Nikola  Tesla  had  a  very  favourable  view  of  renewable  energy  sources  such  as  solar,  
thermal,  geothermalh,  wind  and  water.  He  understood  their  importance  and  considered  
them  as  nature’s  “gift”  to  humanity;  they  were  free,  economical,  clean  and  elegant.  His  
perspective  article43  on  this  topic  “The  Problem  of  Increasing  Human  Energy”  would  not  be  
out  of  place  in  any  of  today’s  periodicals.    
1.4   Energy  Storage    
Energy  storage  systems  (ESSs)  play  a  critical  role  in  energy  engineering,  however,  it  is  
important  to  remember  that  ESSs  are  not  necessarily  artificial  systems.  In  fact,  almost  all  
matter,  up  from  the  cosmological  scales  (e.g.  a  star  system)  and  down  to  the  fundamental  
particles  (e.g.  electrons),  possess  some  kind  of  energy,  which  means  that  they  are  
technically  some  forms  of  ESSs.  Sometimes,  this  energy  can  be  easily  extracted  (e.g.  a  water  
wheel),  other  times  it  cannot  (e.g.  nuclear  fusion,  which  naturally  occurs  under  immense  
pressure  and  temperature  in  the  Sun,  and  possibly  also  in  the  Earth’s  core44,  but  is  yet  to  be  
achieved  artificiallyi  with  a  positive  energy  balance).  In  the  cases  where  energy  is  easily  
extracted,  the  natural  ESS  is  often  exploited  and  is  also  taken  as  a  model  for  an  artificial  ESS  
                                                                                                                
g  It  is  interesting  to  note  that  as  of  2017  all  of  Netherlands’  electric  trains  are  powered  by  the  energy  from  
the  wind.  
h  It  can  probably  be  argued  that  geothermal  energy  should  not  be  considered  as  a  renewable  resource  –  it  
will  run  out  eventually.  But  then  again,  so  will  the  solar.  
i  Artificial  thermonuclear  explosions  in  which  a  primary  fission  generates  x-­‐rays  that  cause  a  secondary  
fusion  of  the  (hydrogen)  fuel  are  not  practical  for  use  as  continuous  energy  sources.  
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that  can  be  constructed  at  suitable  locations  where  it  has  not  naturally  developed.  For  
example,  a  waterfall  is  a  form  of  natural  ESS,  so  it  makes  sense  to  build  dams  at  convenient  
locations  to  mimic  these  systems.  In  dam  ESSs,  energy  can  be  used  to  pump  water  against  
gravity  and  into  the  dam  reservoir,  thus  making  it  available  for  later  use  (i.e.  by  releasing  it  
back  down  through  a  generator  turbine).  These  are  known  as  pumped-­‐hydro  ESSs  and  are  
widely  used  wherever  their  construction  is  practicable.  
Planet  Earth,  as  another  example,  is  an  ESS  with  an  enormous  capacity.  It  takes  the  
energy  released  from  the  nuclear  fusion  of  hydrogen  occurring  in  the  Sun,  capturing  it  in  the  
form  of  the  electromagnetic  radiation  and  storing  it  in  an  immense  number  of  different  
naturally-­‐occurring  biological,  chemical  and  physical  ESSs,  often  a  time  where  the  entire  
existence  of  such  systems  completely  depends  on  that  energy  (e.g.  Earth’s  flora).  Planet  
Mars,  although  in  the  present  state  having  relatively  limited  energy  storage  capabilities,  is  
an  ESS  nonetheless.  The  presence  of  ice  and  underground  liquid  water45,  for  example,  
constitutes  a  form  of  chemical  energy,  because  this  is  water  that  can  be  split  into  hydrogen  
and  oxygen  given  a  feasible  catalytic  process.  Similarly,  the  atmosphere  of  Mars  contains  
large  quantities  of  carbon  dioxide,  which  can  be  combined  with  oxygen  to  make  rocket  fuel  
–  another  source  of  energy.  Other  planets  in  the  Solar  System  and  elsewhere  have  different  
forms  of  energy  that  could  one  day  be  harvested,  but  the  questions  still  remain  as  to  how  
that  energy  will  be  extracted,  stored  and  transported.  
There  are  a  number  of  different  ESSs  currently  in  operational  use,  but  only  a  few  can  be  
considered  as  universal  and  widely  applicable.  For  example,  air  or  other  gasses  can  be  
compressed  and  thereby  used  to  store  energy  in  the  form  of  elastic  potential  energy  of  gas  
molecules.  Decompression  of  this  gas  through  a  valve  that  leads  into  a  turbine  can  then  be  
used  to  convert  that  energy  into  electricity,  which  can  then  be  sent  to  the  grid  or  elsewhere.  
This  type  of  ESS  usually  requires  large  storage  reservoirs,  often  in  the  form  of  caves  that  are  
lined  by  certain  types  of  minerals.  Nonetheless,  this  is  a  relatively  inexpensive  ESS  to  
operate  and  together  with  pumped  hydro  provides  the  largest-­‐capacity  ESS.46  As  such,  the  
construction  of  those  systems  is  location-­‐dependent.  Other  types  of  ESS  include  various  
thermal  systems,  kinetic  energy  storage  (e.g.  flywheel),  magnetic  energy  storage  (e.g.  
superconducting  magnetic  energy  systems),  chemical  energy  storage  (e.g.  wood,  coal,  
butane,  hydrogen),  electrochemical  energy  storage  (batteries  and  redox  systems  of  various  
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types)  and  electrical  ESS  such  as  capacitors  and  supercapacitors.46  Of  those,  the  
electrochemical  ESSs  rank  as  one  of  the  most  widely  used  ESSs  due  to  their  high  portability,  
support  for  a  wide  temperature  range,  and  high  flexibility  with  respect  to  the  construction  
scale  and  requirements.  
1.5   Electrochemistry  
As  foresighted  as  the  quest  for  efficient  ESSs  may  be,  it  would  be  unfair  to  claim  that  it  is  
driven  purely  by  the  need  to  solve  an  urgent  renewable  energy  problem.  In  fact,  a  
significant  share  of  efforts  is  very  likely  driven  by  the  market  dedicated  to  the  portable  
consumer  electronics,  which  necessitate  the  use  of  a  small  and  flexible  ESS  –  an  
electrochemical  batteryj.  In  a  recent  survey  conducted  by  finder.com.au,  89%  of  Australians  
said  they  want  a  longer  lasting  battery  more  than  any  other  feature  of  a  new  mobile  phone;  
second  on  the  list  came  the  wish  for  full  waterproofing  (selected  by  62%),  while  wireless  
battery  charging  made  the  third  most  sought-­‐after  feature  (selected  by  52%).47  Mobile  
phone  manufacturers  are  undoubtedly  well  aware  of  this  trend  so  investment  into  the  
battery  R&Dk  is  highly  expected.  
Personal  electronics,  such  as  laptop  computers,  mobile  phones,  health  bracelets,  action  
cameras,  wireless  communications  equipment  of  various  kinds,  electric  toothbrushes  and  so  
on;  or  the  EVs,  such  as  electric  cars,  bikes  and  scooters,  aerial  drones  etc.,  might  be  the  
most-­‐commonly  known  devices  that  require  a  battery,  but  the  list  is  by  no  means  
exhaustive.  Other  devices  include  items  such  as  handheld  power-­‐tools  used  in  building  and  
construction,  torches  and  portable  illumination  systems,  medical  implants,  underwater  
vessels  such  as  submarines  and  drones,  or  even  space  technologies  such  as  land-­‐based  
vehicles  of  the  “rover”  type  used  for  the  exploration  of  Mars  and  other  celestial  bodies,  
which  are  powered  by  a  combination  of  nuclear  and  electrochemical  energy.  The  list  can  go  
on.    
It  is  therefore  clear  that  the  electrochemical  ESSs  have  a  big  role  to  fill  when  it  comes  to  
portable  power.  Unsurprisingly,  today’s  electrochemical  battery  market  is  filled  with  a  large  
                                                                                                                
j  A  battery  is  an  array  of  individual  electrochemical  cells  connected  either  in  parallel  (to  increase  the  
capacity)  or  in  series  (to  increase  the  voltage),  depending  on  the  requirements.  
k  Battery  Research  &  Development  has  many  branches;  e.g.  electrolyte,  electrodes,  manufacturing,  
battery  management  system,  etc.    
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variety  of  battery  concepts  and  technologies,  and  probably  an  even  greater  number  that  are  
still  in  development.  They  are  generally  split  into  the  primary  batteries,  which  cannot  be  
rechargedl,  and  secondary  batteries,  which  are  rechargeable.  In  both  cases,  the  battery  
consists  of  two  electrodes  (a  positive  and  a  negative)  and  an  electrolyte,  which  are  chosen  
(or  designed)  in  such  a  way  so  as  to  facilitate  a  storage  of  energy  that  can  be  released  on  
demand.  Namely,  the  fundamental  principle  behind  all  electrochemical  batteries  is  that  
there  is  an  electrochemical  process  that  can  be  triggered  by  connecting  the  battery  
terminals  to  a  load  (e.g.  Fig.  1.1),  which  starts  the  battery  discharge  process.    
The  chemical  reactions  at  the  anode  (the  negative  electrode)  and  the  cathode  (the  
positive  electrode)  are  favoured  to  proceed  forward  simultaneously  and  the  electrons  
released  in  the  reaction  at  the  anode  are  sent  traveling  towards  the  cathode  through  the  
external  circuit,  thus  supplying  the  energy  to  the  requesting  load  (e.g.  a  light  bulb  filament,  
a  light-­‐emitting  diode  (LED),  or  any  other  electrical  component).  The  powerm  (P)  supplied  to  
the  load  will  depend  on  the  resistancen  (R)  in  the  load  which  will  determine  the  currento  (I).  
The  current  is  given  by  Ohm’s  law  as  I  =  VR–1,  while  power  is  given  by  P  =  VI,  where  V  is  the  
potential  difference  (or  cell  potential)  between  the  two  electrodes  (dependent  on  the  
battery  chemistry).  In  secondary  batteries,  replacing  the  load  with  a  suitable  energy  source  
that  can  reverse  the  chemical  reactions  activates  the  recharge  process  that  stores  the    
  
Figure  1.1  Concept  circuit  diagram  for  an  electrochemical  cell  powering  a  light  bulb.  Shown  on  the  
cell  are  the  cathode  (left),  the  anode  (right),  the  electrolyte  (middle),  the  separatorp  (centre),  the  light  
bulb  (top)  and  the  direction  of  electron  flow  (counter  clockwise).  
                                                                                                                
l  Sometimes,  recharging  a  primary  battery  is  possible,  but  highly  unreliable,  inconsistent  and  potentially  
hazardous.  
m  The  unit  of  power  is  watt  =  joules  /  second  =  coulomb-­‐volts  /  second  =  work  /  time.  Also,  1  coulomb  =  
6.241  ´  1018  elementary  charge  units  and  1  volt  =  1  kg  m2  A–1  s–3  
n  The  unit  of  resistance  is  ohm  =  volts  /  ampere  
o  The  unit  of  current  is  ampere  =  coulombs  /  second  
p  A  separator  prevents  the  electrodes  from  contacting  each  other  (i.e.  short  circuit)  
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energy  back  into  the  battery.  Usually,  neither  discharge  nor  recharge  are  efficient  processes  
(e.g.  the  capacity  of  the  battery  gradually  diminishes,  recharging  can  be  energy-­‐expensive,  
etc.),  which  is  a  universal  problem  for  all  battery  types.  
The  fact  that  the  source  of  energy  in  a  battery  comes  from  chemical  reactions  was  not  
immediately  apparent  to  the  early  investigators.  In  1780s  Luigi  Galvani  conducted  a  series  of  
experiments  in  which  he  triggered  contractions  of  muscles  in  the  legs  of  frogs  but  
incorrectly  concluded  that  the  twitching  of  the  frog  legs  was  powered  by  the  discharge  of  a  
physiological  capacitorq.48  Alessandro  Volta  believed  that  the  source  of  electricity  was  
actually  coming  from  the  use  of  two  dissimilar  metals  and  to  demonstrate  this  he  built  the  
so  called  Voltaic  pile  –  a  stack  of  a  number  of  alternating  zinc  and  copper  disks  soaked  in  
brine  or  other  liquids.  Volta  reported49  the  details  of  his  setup  and  findings  in  1800  and  is  
today  considered  as  the  inventor  of  the  first  electrochemical  battery.  The  correct  
interpretation  of  the  process  –  that  the  energy  comes  from  chemical  reactions  –  was  given  
by  Humphry  Davy  shortly  afterwards,  who  ended  up  constructing  large  Voltaic  piles  and  
using  them  to  discover  several  new  chemical  elements  during  the  next  decade.  Davy’s  later  
assistant,  Michael  Faraday,  continued  the  research  on  these  phenomena  and  formulated  
what  are  known  as  Faraday’s  laws  of  electrolysis  in  1834.50  While  on  historical  topic,  it  
should  be  noted  that  Faraday  developed  muchr  of  the  conceptual  understanding  of  
electromagnetism  in  the  following  two  decades,  employing  little  or  no  mathematical  
modelling  for  his  theories.  Impressed  by  Faraday’s  unique  work,  James  Clerk  Maxwell  
continued  its  development  and  unified  the  electromagnetic  theories  into  one  in  1865,  
developing  also  the  mathematical  framework  to  describe  it.51  This  framework  was  then  
reformulated  into  just  four  simple  equations  by  Oliver  Heaviside,  which  became  known  as  
                                                                                                                
q  A  capacitor  is  a  device  capable  of  storing  energy  by  facilitating  the  separation  of  positive  and  negative  
charges  (i.e.  creation  of  an  electric  field),  invented  by  Ewald  Georg  von  Kleist  in  1745  and  later  improved  by  a  
number  of  inventors.  The  most  iconic  type  of  capacitor  is  a  parallel  plate  capacitor  in  which  two  plates,  
separated  by  a  dielectric  (insulator),  store  equal  and  opposite  charges.  
r  Other  contributors  include  Charles-­‐Augustin  de  Coulomb  who  in  1785  published  a  theory  on  the  
interactions  of  charged  particles  known  as  the  Coulomb’s  law;  Hans  Christian  Ørsted  who  in  1820  discovered  
that  electricity  and  magnetism  are  related  by  noting  that  a  compass  needle  is  affected  by  a  current-­‐carrying  
wire;  and  André-­‐Marie  Ampère  who  discovered  that  two  current-­‐carrying  wires  can  be  either  attracted  or  
repelled  by  each  other  depending  on  the  direction  of  current  flow.  
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the  four  Maxwell  equations.52  The  existence  of  the  electromagnetic  waves  as  predicted  by  
Maxwell  were  confirmed  experimentally  by  Heinrich  Hertz  in  1888.s  
Volta’s  battery  produced  continuous  current  on  demand  but  it  had  one  serious  
shortcoming  –  it  produced  excessive  hydrogen  gas  at  the  copper  interface  which  slowed  
down  or  prevented  the  reaction,  thus  severely  diminishing  the  current.  This  could  be  
considered  as  the  first  recognised  problem  at  the  electrode-­‐electrolyte  interface;  a  region  in  
a  battery  that  remains  of  principal  interest  to  this  day.  This,  and  other  problems  at  the  
interface  and  in  battery  in  general  became  collectively  known  as  polarizations,  a  term  that  is  
today  still  used  to  describe  the  magnitude  of  the  departure  of  the  cell  potential  from  its  
equilibrium  value  upon  operation  of  the  battery53,  but  which  might  cause  some  confusion  
for  readers  outside  of  the  field  as  it  can  pertain  to  several  different  concepts  in  this  
research.  For  example,  later  to  be  discussed  concepts  include  electronic  polarisationt  (i.e.  
the  influence  of  electric  fields  on  the  distribution  of  atomic  and  molecular  charge  clouds),  
electrode  polarisation  (i.e.  the  electric  potential  of  the  electrode  with  respect  to  some  
reference),  electrode  electronic  polarisation  (i.e.  the  influence  of  the  electric  field  from  the  
electrolyte  on  the  distribution  of  atomic  charge  clouds  in  the  electrode  atoms)  and  the  
mentioned  electrochemical  polarisation  (i.e.  the  various  effects  that  reduce  the  potential  
difference  of  the  cell  in  operation).  Generally,  electronic  polarisation  is  often  also  referred  
to  as  electronic  polarizability,  which  is  used  to  denote  a  measure  of  how  much  a  material  
may  be  polarisable,  but  which  also  serves  to  slightly  lessen  the  confusion  with  other  
polarisation  concepts.    
To  rectify  the  problem  encountered  by  Volta’s  pile,  John  Frederic  Daniell  realised  that  
the  cell  can  be  separated  into  two  electrolyte  compartments  by  a  porous  membrane  such  
that  each  electrode  was  surrounded  by  a  different,  compatible  electrolyte.  The  design  was  
reported  in  1836  and  became  known  as  the  Daniell  cell54.  One  versionu  of  a  Daniell  cell  with  
a  zinc  anode  immersed  into  a  zinc  sulphate  electrolyte,  copper  cathode  immersed  into  a  
                                                                                                                
s  Building  up  on  the  work  of  Hertz  and  others,  Albert  Einstein  published  his  explanation  of  the  
photoelectric  effect  in  1905,  thus  instigating  the  field  of  quantum  mechanics  (QM).    
t  Polarization  spelled  with  an  ‘s’  is  the  standard  Australian  (and  British)  spelling,  but  it  refers  to  the  same  
word  as  spelled  with  a  ‘z’  in  other  English  spellings.  
u  Not  the  original  version,  but  better  for  illustration  purposes.  
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copper  sulphate  electrolyte  and  a  potassium  nitrate  salt  bridgev  (used  to  complete  the  
circuit  and  balance  the  charge  in  the  cell)  is  shown  in  Fig.  1.2.  
The  chemistry  of  the  zinc-­‐copper  battery  illustrated  in  Fig.  1.2  can  be  expressed  by  a  pair  
of  simple  equations  that  describe  fully  the  chemical  changes  taking  place  in  the  cell:  
Anode:   𝑍𝑛(𝑠)
	  	  	  	  	  	  	  	  	  
'⎯)𝑍𝑛*+(𝑎𝑞) + 2𝑒1   (1.1)  
Cathode:   𝐶𝑢*+(𝑎𝑞) +2𝑒1
	  	  	  	  	  	  	  	  	  
'⎯)𝐶𝑢(𝑠)   (1.2)  
  
Figure  1.2  A  typical  configuration  of  a  Daniell  cell  that  shows  the  key  features  of  the  cell  during  
operation:  Zinc  rod  acts  as  the  negative  electrode  and  therefore  a  source  of  electrons;  the  electrons  
are   ejected   from   the   zinc   atoms   upon   oxidation   of   zinc;   they   travel   through   the   external   circuit,  
powering  a  load  in  the  centre  (i.e.  the  spark  symbol  in  the  diagram),  and  arrive  at  the  copper  electrode  
where  they  reduce  the  copper   ions  and  thereby  electroplate   them  onto  the  electrode.  Salt  bridge  
allows  the  cell  to  neutralize  the  build-­‐up  of  charge  as  a  result  of  cell  operation.  
When  the  cell  is  connected  as  shown,  the  oxidation  (1.1)  and  the  reduction  (1.2)  proceed  
simultaneously  and  a  current  flows  through  the  load,  provided  that  the  resistance  in  the  
load  is  not  too  high.  At  this  point  it  is  useful  to  measure  the  potential  difference  that  exists  
in  the  circuit,  which  can  be  done  with  an  instrument  called  the  voltmeter.  This  however,  
only  measures  the  potential  difference  of  the  whole  cell,  but  doesn’t  indicate  the  state  or  
changes  of  either  electrode  individually.  In  order  to  study  each  electrode  separately,  a  third  
                                                                                                                
v  Salt  bridge  is  usually  made  by  soaking  an  ion-­‐conductive  material  into  an  aqueous  electrolyte  based  on  
ions  that  do  not  participate  in  any  reactions  in  the  cell  (e.g.  potassium  nitrate  in  this  case).  
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electrode  must  be  placed  into  the  electrolyte  that  does  not  experience  any  changes  in  its  
structure  during  cell  operation.  The  acting  potential  of  any  electrode  (cathode  or  anode,  
which  is  designated  as  the  working  electrode  (WE))  can  then  be  measured  with  respect  to  
this  third  electrode,  which  is  known  as  the  reference  electrode  (RE).  The  other  electrode,  
which  is  usually  not  investigated  at  the  same  time,  serves  to  complete  the  circuit  and  is  
known  as  the  counter  electrode  (CE).  Many  databases  exist  of  measurements  of  the  cell  
potential  with  respect  to  some  reference  electrode.53  For  example,  the  reactions  (1.1)  and  
(1.2)  are  known  to  give  potentials  of  +0.763  V  and  +0.340  V,  respectively,  versus  a  standard  
hydrogen  electrode  (SHE)  reference  at  25˚C,  a  pressure  of  1  bar,  and  solute  concentrationsw  
of  1  mol  L–1,  but  in  the  cases  where  it  is  not  known  which  reaction  will  proceed  forward  and  
which  backward,  it  is  necessary  to  examine  the  standard  potentials  (denoted  as  E˚)  of  all  
possible  reactions  and  from  those  values  identify  the  reduction  and  oxidation  reactions.  So,  
for  the  cases  of  the  reactions  (1.1)  and  (1.2),  written  in  the  standard  reduction  form  below,  
the  reaction  with  a  more  negative  E˚  will  be  the  source  of  the  electrons,  which  means  
oxidation  at  that  electrode.  Therefore,  it  is  possible  to  estimate  the  initial  potential  
difference  in  a  cell  before  any  reactions  even  take  place,  as  long  as  the  potentials  of  each  
reaction  separately  are  known  with  respect  to  the  same  reference.  This  is  done  by  
subtracting  the  E˚  for  oxidation  from  the  E˚  for  reduction  (when  the  equations  are  written  in  
the  standard  reduction  form),  as  shown  below.  The  estimated  (thermodynamic)  cell  
potential  E˚cell  is  sometimes  equivalent  to  the  open-­‐circuit  potential  (OCP),  which  is  the  
potential  that  exists  (as  measured)  between  the  electrodes  before  any  current  starts  
flowing.  The  discrepancy  between  the  two  values  is  discussed  later  in  section  1.11  (Kinetics).    
For  the  case  of  the  copper-­‐zinc  cell,  the  standard  cell  potential  is  then  determined  as  
follows:  
Reaction  1:   𝑍𝑛*+(𝑎𝑞) + 2𝑒1 ⇌ 𝑍𝑛(𝑠)   E˚  =  –  0.763  V  vs.  SHE  
Reaction  2:   𝐶𝑢*+(𝑎𝑞) +	  2𝑒1 ⇌ 𝐶𝑢(𝑠)   E˚  =  +  0.340  V  vs.  SHE  
Overall:   𝑍𝑛(𝑠) + 𝐶𝑢*+(𝑎𝑞) ⇌ 𝑍𝑛*+(𝑎𝑞) + 𝐶𝑢(𝑠)   E˚  cell  =  +  1.13  V  
                                                                                                                
w  Traditional  electrolytes  are  based  on  water  as  the  solvent,  termed  aqueous  electrolytes,  and  are  made  
by  dissolving  a  specific  amount  of  a  given  salt  into  water,  thus  making  up  a  specific  electrolyte  concentration  
given  in  the  units  of  mol  L–1  or  simply  M  (molar).    
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As  is  obvious  from  the  E˚  values  of  reactions  1  and  2,  the  reaction  1  will  occur  at  the  
anode,  which  means  backwards.  However,  standard  conditions  are  generally  only  applicable  
for  estimation  of  the  OCP,  and  the  cell  potential  is  known  to  quickly  deviate  from  its  OCP  
value  upon  operation  of  the  cell  (e.g.  changes  in  concentrations,  temperatures,  pressures,  
etc.).  The  estimation  of  the  cell  potential  in  an  active  cell  as  a  function  of  nonstandard  
concentrations  of  species  is  made  possible  by  the  Nernst  equation,  introduced  by  Walther  
Nernst.  However,  there  are  other  contributions  to  the  deviation  of  the  cell  potential  
(discussed  in  section  1.11  (Kinetics)).  The  Nernst  equation  is  discussed  in  section  1.10  (The  
Nernst  Equation).    
The  reduction  and  oxidation  reactions  (i.e.  redox  reactions)  discussed  above  may  be  
illustrated  and/or  studied  by  two  other  commonly  employed  methods  that  shall  be  
mentioned  here.  First,  the  energy  of  electrons  at  the  electrode-­‐electrolyte  interface  may  be  
illustrated  by  an  orbitals  diagram,  which  shows  how  raising  the  energy  of  an  electron  in  the  
electrode  can  force  it  to  jump  into  the  electrolyte  phase  and  vice  versa.  The  energy  required  
to  achieve  this  transition  is  known  as  the  HOMO-­‐LUMO  gap,  which  stands  for  Highest  
Occupied  Molecular  Orbital  –  Lowest  Unoccupied  Molecular  Orbital.  The  HOMO-­‐LUMO  
concept  is  the  basis  for  a  number  of  different  studies  of  molecular  orbitalx  energies  and  
chemical  bonding  and  is  today  often  conducted  quantitatively  using  computational  tools,  
such  as  quantum  mechanical  density  functional  theory  (DFT)55.  A  similar  principle  was  
described  earlier  in  the  discussions  of  a  p-­‐n  junction.  A  simplified  version  of  this  diagram  is  
shown  in  Fig.  1.3.  
And  second,  as  was  mentioned  earlier,  redox  reactions  can  be  studied  individually  by  
introducing  a  RE  and  controlling  the  potential  of  the  WE  with  respect  to  it.  For  example,  by  
selecting  a  suitable  WE,  CE  and  RE,  and  controlling  the  potential  of  the  WE  with  respect  to  
the  RE,  it  is  possible  to  apply  a  range  of  potentials  (e.g.  from  +1.0  V  to  –1.0  V)  while  
simultaneously  measuring  the  flow  of  current  between  the  WE  and  CE.  A  single  scan  of  
potentials  in  one  direction  is  known  as  a  linear  sweep,  which  by  itself  is  useful  for  studying  
irreversible  processes.  For  reversible  processes  however,  such  as  for  redox  reactions,  the  
procedure  itself  is  usually  reversed  (i.e.  linear  sweep  performed  backwards  from  +1.0  V  to  –  
                                                                                                                
x  Molecular  Orbital  (MO)  Theory  studies  orbital  energies  by  DFT  or  Hartree-­‐Fock  (HF)  approximations  of  
the  Schrödinger  equation  (i.e.  quantum  mechanics).  
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Figure  1.3  Graphical  representation  of  the  energy  of  electrons  in  the  electrode  as  the  electrode  
potential  is  altered  with  respect  to  the  electrolyte.  In  (a),  increasing  the  energy  of  the  electrode  causes  
its  electrons  to  jump  into  the  vacant  molecular  orbitals  (MOs)  in  the  electrolyte  phase,  thus  triggering  
reduction y   of   the   electrolyte   species;   and   in   (b),   decreasing   the   energy   of   the   electrode   allows  
electrons   from   the   occupied   MOs   in   the   electrolyte   phase   to   jump   into   the   vacant   MOs   in   the  
electrode  phase,  thus  causing  oxidation  of  the  electrolyte  species  A.  Redrawn  based  on  Fig.  1.1.2  of  
Bard  and  Faulkner53.  
1.0  V).  The  full  loop  scan  can  then  be  repeated  for  many  cycles  or  until  observing  cell  failure  
(e.g.  zero  current).  One  such  loop  generates  a  current-­‐potential  curve,  which  can  be  very  
informative  in  the  studies  of  the  chemical  changes  taking  place  in  an  electrochemical  cell  
(Fig.  1.4).  This  type  of  study  is  generally  known  as  cyclic  voltammetry  (CV)  and  is  one  of  the  
principal  methods  by  which  research  in  electrochemistry  is  conducted.  
There  are,  of  course,  a  large  number  of  other  methods  and  tools  used  for  
electrochemical  investigations,  but  they  will  not  be  discussed  in  great  detail  in  this  thesis.  
Some  other  methods  will  be  briefly  mentioned  in  the  literature  review  of  the  interface  
studies,  but  for  descriptions  of  their  operation  the  reader  is  referred  to  the  corresponding  
literature.  
                                                                                                                
y  In  this  case,  raising  the  energy  of  the  electrode  means  connecting  it  to  a  greater  source  of  electrons.    
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Figure  1.4  A  schematic  of  a  cyclic  voltammogram  for  a  typical  CV  study.  Red  arrow  (on  the  right)  
indicates  the  starting  potential  of  the  WE  (i.e.  +1.0  V),  which  is  then  increased  towards  more  negative  
values   (movement   to   the   left),  until  approaching  the  region  around  0  V  where  a   large   increase   in  
negative  current  on  the  WE  is  observed,  indicating  that  electrons  begin  flowing  from  the  electrode  
and  into  the  electrolyte  (i.e.  reduction  current).  The  peak  reduction  current  (or  peak  current  densityz)  
(i.e.  irp)  is  detected  at  around  –0.2  V  and  gradually  decreases  with  larger  negative  potentials.  The  green  
arrow   indicates   that   the  potential  of   the  WE   is   then   reversed  and  scanned  towards  more  positive  
values.   Conversely,   an   oxidation   current   is   detected   upon   reaching   a   sufficiently   high   electrode  
potential,  which  is  also  followed  by  a  peak  oxidation  current  density  (i.e.  iop).  
1.6   The  First  Law  of  Thermodynamics    
Thermodynamics  was  already  alluded  to  in  the  introductory  sections  on  energy,  albeit  in  
an  indirect  sense.  Also,  in  the  discussion  of  cell  potentials  in  the  preceding  section,  
thermodynamics  was  essentially  used  to  predict  which  reaction  will  proceed  as  oxidation  
and  which  as  reduction.  In  this  section,  some  basic  thermodynamic  formulations  are  
introduced.  For  further  details  or  alternative  derivations,  the  reader  is  referred  to  other  
sources53,  56-­‐58.    
The  first  law  of  thermodynamics  simply  states  that  energy  can  be  neither  created  nor  
destroyed;  only  converted  from  one  form  to  another.  For  a  closed  system,  which  is  a  system  
that  can  exchange  energy,  but  not  matter,  with  its  surroundings,  the  total  internal  energy  
change  of  the  system,  denoted  as  DU,  can  be  expressed  as  a  sum  of  heat  energy  absorbed  
                                                                                                                
z  The  ammeter  (incorporated  into  potentiostat  or  the  CV  instrument)  measures  the  current  flowing  from  
the  WE  to  CE,  but  the  actual  current  density  is  obtained  by  dividing  the  current  by  the  WE  surface  area.  
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or  released  by  the  system  and  work  performed  by  the  system  or  on  the  system.  This  is  given  
by:  
∆𝑈 = 𝑞 +𝑤   (1.3)  
where  q  is  the  total  heat  added  to  the  system  and  w  is  the  total  work  done  on  the  system  
(with  the  negative  quantities,  –q  and  –w,  representing  the  heat  removed  from  the  system  
and  the  work  done  by  the  system,  respectively).  
Here,  by  convention,  U  is  denoted  by  a  capital  letter  to  indicate  that  it  is  a  state  function.  
This  designation  is  used  to  signify  that  such  quantities  depend  only  on  the  initial  and  final  
states  of  the  system,  or  on  their  equilibrium  position,  and  do  not  depend  on  the  path  taken  
by  the  system  in  reaching  the  final  state  from  the  initial  state.  In  contrast,  both  q  and  w  are  
not  state  functions  –  their  values  are  path  dependent.  
One  example  of  applying  the  first  law  will  be  illustrated  here.  In  order  to  calculate  the  
work  required  to  expand  a  volume  of  an  ideal  gas,  one  may  consider  the  ideal  gas  
equationaa:  
𝑃𝑉 = 𝑛𝑅𝑇   (1.4)  
where  P  is  pressure  in  pascals,  V  is  volume  in  cubic  metres,  n  is  the  amount  of  substance  in  
moles,  R  is  the  ideal  gas  constant  (8.314  J  K–1  mol–1)  and  T  is  the  temperature  in  kelvins.  The  
right-­‐hand  side  (RHS)  is  also  equal  to  NkBT,  which  derives  from  the  fact  that  the  gas  
constant,  being  a  product  of  Boltzmann  (kB)  and  Avogadro  (NA)  constants,  may  be  combined  
with  the  number  of  gas  molecules  since  N  =  nNA.  
In  physics,  work  can  be  defined  as  the  force  acting  on  a  particle  as  it  moves  over  a  
certain  distance,  which  is  given  by  the  equation:  
𝑤 = = 𝐹(𝑥)𝑑𝑥
AB
AC
   (1.5)  
where  the  integral  is  over  the  distance  from  xi  to  xf  and  the  force  is  given  as  a  function  of  
distance,  F(x).  When  the  force  is  constant  the  integral  evaluates  to  the  simple  product  of  
                                                                                                                
aa  The  ideal  gas  law  was  developed  by  Émile  Clapeyron  in  1834,  though  its  development  was  based  on  the  
work  and  results  of  many  other  investigators.  
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force  F  (in  newtons)  and  distance  d  (in  metres).  Similarlybb,  the  work  required  to  expand  a  
volume  of  gas  against  external  pressure  can  be  given  by:  
𝑤 = −𝑃∆𝑉   (1.6)  
where  the  negative  sign  signifies  that  work  is  performed  on  the  surroundings  and  not  the  
other  way  around,  and  DV  is  the  change  in  volume.  Therefore,  rearranging  (1.4)  to  obtain  





Equation  (1.7)  can  then  be  converted  into  a  differential  form  by  considering  an  infinitesimal  





from  which  it  follows  that  the  total  work  required  to  expand  a  volume  of  gas  from  some  






	  	  	     (1.9)  
𝑤 = −𝑛𝑅𝑇	  𝑙𝑛 H
𝑉I
𝑉J
K   (1.10)  
Therefore,  in  a  manner  similar  to  that  as  shown  above,  (1.3),  (1.4)  and  other  arguments  can  
be  employed  and  reworked  into  a  number  of  other  useful  expressions  in  thermodynamics,  
some  of  which  will  be  introduced  later.  
Another  state  function  within  the  context  of  the  first  law  is  the  enthalpy.  This  function  
describes  the  total  energy  of  the  system  under  constant  pressure  (which  is  useful  because  
many  chemical  reactions  are  carried  under  atmospheric  pressure).  It  is  given  by  equation  
(1.11):  
𝐻 ≡ 𝑈 + 𝑃𝑉   (1.11)  
where  H  is  the  enthalpy  and  U  is  the  internal  energy  as  before.  In  other  words,  (1.11)  
defines  the  total  energy  required  to  create  a  system  out  of  nothing  and  insert  it  into  the  
                                                                                                                
bb  Note  that  pressure  is  the  force  divided  by  the  area,  but  distance  multiplied  by  an  area  gives  a  volume,  so  
(1.5)  and  (1.6)  are  equivalent.  
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universe  (i.e.  make  space  by  expanding  against  the  atmospheric  pressure  by  the  amount  
PV).  Now,  it  can  be  shown  from  (1.11)  that  the  change  in  enthalpy  of  this  system  is  equal  
only  to  the  heat  released  or  absorbed  by  the  system.  By  considering  a  change  in  enthalpy  
(DH)  as  a  result  of  both  a  change  in  internal  energy  (DU)  and  a  change  in  volume  (DV),  and  
for  a  system  that  is  open  to  the  atmosphere,  equation  (1.11)  can  be  restated  as:  
∆𝐻 = ∆𝑈 + 𝑃∆𝑉   (1.12)  
Then,  by  recognising  that  the  change  in  internal  energy  is  given  by  (1.3),  (1.12)  can  be  
further  written  as:  
∆𝐻 = 𝑞 + 𝑤 + 𝑃∆𝑉   (1.13)  
Therefore,  by  assuming  that  the  system  can  only  do  work  by  expansion,  which  is  described  
by  equation  (1.6),  equation  (1.13)  can  be  rewritten  in  terms  of  (1.6)  as  follows:  
∆𝐻 = 𝑞 − 𝑃∆𝑉 + 𝑃∆𝑉   (1.14)  
where  the  two  pressures  and  volumes,  P  and  V,  refer  to  the  same  quantities  because  the  
system  is  open  to  the  atmosphere,  thus  allowing  the  cancellation  of  the  last  two  terms  in  
(1.14)  and  leaving  simply:  
∆𝐻 = 𝑞   (1.15)  
Stated  in  words,  (1.15)  says  that  for  a  system  that  can  only  do  work  by  expansion,  the  total  
change  in  energy  is  equal  to  the  heat  absorbed  or  released  by  the  system.  Furthermore,  any  
exothermic  process  will  therefore  feature  a  negative  change  in  enthalpy  (a  release  of  heat)  
and  any  endothermic  process  will  feature  a  positive  change  in  enthalpy  (absorption  of  heat).  
1.7   The  Second  Law  of  Thermodynamics  
The  second  law  introduces  the  concept  of  entropy,  which  is  often  defined  as  the  state  of  
disorder  of  the  system,  though  this  definition  is  inaccurate.  A  more  accurate  but  still  
problematic  definition  describes  entropy  as  the  magnitude  of  dispersal  of  the  energy  of  the  
system,  and  the  most  accurate  definition  describes  it  as  the  logarithm  of  the  number  of  
ways  of  arranging  the  particles  in  the  system,  multiplied  by  the  Boltzmann  constant.cc  In  any  
                                                                                                                
cc  This  discussion  does  not  consider  the  Gibbs  paradox,  which  arises  when  particles  are  considered  as  
distinguishable  objects.  Consideration  of  quantum  mechanics  resolves  the  problem.  
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case,  based  on  thermodynamic  arguments,  some  of  which  will  be  mentioned  below,  
entropy  is  a  state  function  that  increases  for  any  spontaneous  process.  That  is,  the  natural  
progression  of  any  spontaneously  occurring  process  is  that  it  increases  the  dispersal  (or  
distribution)  of  energy  of  an  isolated  system,  where  an  isolated  system  is  any  system  that  
cannot  exchange  energy  or  matter  with  its  surroundings.  At  a  constant  temperature,  the  
infinitesimal  change  in  entropy  (dS)  is  defined  as:  
𝑑𝑆 =
𝑑𝑞OPQ
𝑇    (1.16)  
where  the  subscript  rev  implies  that  the  heat  energy  q  must  be  transferred  reversibly.  In  
thermodynamics,  reversibility  implies  that  the  transfer  of  energy  must  occur  without  
causing  a  change  in  entropy.  In  other  words,  any  process  that  creates  new  entropy  is  
irreversible.  An  example  of  an  irreversible  process  is  the  loss  of  energy  to  friction.dd  
Integration  of  (1.16)  yields  the  total  change  in  entropy  for  some  process  (DS),  which  for  
the  isothermal  process  yields:  
∆𝑆 =
𝑞OPQ
𝑇    (1.17)  
If  the  process  is  not  isothermal,  then  the  heat  capacity  (C)  for  a  given  mass  must  be  known.  
Heat  capacity  is  a  measure  of  a  material’s  change  in  temperature  (dT)  as  a  result  of  change  
in  heat  (dq):  
𝐶 =
𝑑𝑞
𝑑𝑇   (1.18)  
𝑑𝑞 = 𝐶	  𝑑𝑇   (1.19)  
By  substituting  (1.19)  into  (1.16),  it  follows  that:  
𝑑𝑆 =
𝐶
𝑇 𝑑𝑇   (1.20)  
Then,  similarly  to  the  progression  of  (1.8)  to  (1.10),  for  a  temperature  Ti  becoming  a  
temperature  Tf,  (1.20)  becomes:  
                                                                                                                
dd  It  should  also  be  noted  that  the  intermediate  states  in  an  irreversible  process  are  not  equilibrium  states,  
while  those  in  a  reversible  process  are  equilibrium  states.  In  other  words,  these  discussions  relate  to  systems  
that  are  initially  and  finally  at  equilibrium  (also,  while  the  concept  of  equilibrium  is  discussed  further  in  this  
section  and  in  sections  1.9-­‐1.11,  more  in-­‐depth  discussions  should  be  sought  elsewhere).  
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=𝑑𝑆 = 𝐶=
1
𝑇 𝑑𝑇	  	  	  	  	  
RB
RC
   (1.21)  
∆𝑆 = 𝐶	  𝑙𝑛 H
𝑇I
𝑇J
K	  	  	  	     (1.22)  
Returning  back  to  the  start  of  the  discussion  on  entropy,  it  is  important  to  note  that  
although  the  change  in  entropy  is  the  determining  factor  that  decides  whether  a  reaction  
will  proceed  spontaneously  or  not,  the  entropy  of  the  system  itself  is  not  sufficient  to  make  
the  final  prediction.  Namely,  the  quantity  that  needs  to  be  evaluated  is  the  total  entropy,  
which  is  a  sum  of  entropies  of  the  system  and  the  surroundings  or,  in  other  words,  the  
entropy  of  an  isolated  systemee,  and  is  given  by:  
∆𝑆STS = ∆𝑆UVU + ∆𝑆UWOO   (1.23)  
where  the  subscripts  tot,  sys  and  surr  indicate  the  total,  system  and  surroundings  entropies  
respectively  (though  in  other  texts  the  system  quantities  are  usually  not  denoted  by  
subscripts;  here  it  is  done  for  extra  clarity).  From  (1.23)  it  then  follows  that  a  process  will  be  
spontaneous  only  if  the  total  entropy  change  is  positive,  and  so  the  change  in  system  
entropy  may  not  necessarily  be  a  positive  value.  
The  change  of  entropy  of  the  surroundings  can  be  calculated  by  considering  again  
equations  (1.11)  through  to  (1.15)  whence  it  was  shown  that  for  a  system  at  constant  
pressure,  the  enthalpy  of  the  system  is  simply  the  heat  absorbed  or  released  by  the  system.  
Thus,  for  a  system  that  transfers  heat  to  the  surroundings  (i.e.  an  exothermic  process),  
(1.15)  becomes:  
∆𝐻UVU = −𝑞UWOO    (1.24)  
Therefore,  by  the  definition  of  entropy  (1.17),  the  enthalpy  change  of  the  system  is  





                                                                                                                
ee  The  surroundings  are  the  isolation.  
   42  
which  again  assumes  a  constant  temperature  and  pressure.  This  intuitive  equation  can  then  
be  substituted  into  (1.23)  to  obtain  the  total  entropy  of  a  process  in  terms  of  the  entropy  
and  enthalpy  of  the  system  alone,  rather  than  the  functions  of  the  surroundings,  to  give:  




Multiplying  (1.26)  by  T  then  yields:  
𝑇∆𝑆STS = 𝑇∆𝑆UVU − ∆𝐻UVU    (1.27)  
And  after  a  further  multiplication  by  –1,  (1.27)  becomes:  
−𝑇∆𝑆STS = ∆𝐻UVU − 𝑇∆𝑆UVU   (1.28)  
Stated  in  this  form,  (1.28)  carries  much  resemblance  to  (1.12)  and  the  term  on  the  RHS  
corresponds  to  a  quantity  that  is  defined  as  the  change  in  Gibbs  energy  (DG),  which  
describes  the  total  amount  of  energy  available  from  any  process.  More  directly,  Gibbs  
energy  (G)  can  be  loosely  derived  from  the  first  law  (1.3)  by  substituting  for  work  given  by  
(1.6)  and  heat  given  by  (1.17)  as  follows:  
∆𝑈 = 𝑇∆𝑆 − 𝑃∆𝑉   (1.29)  
𝑑𝑈 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉   (1.30)  
𝑑𝑈 − 𝑇𝑑𝑆 + 𝑃𝑑𝑉 = 0   (1.31)  
𝑑(𝑈 − 𝑇𝑆 + 𝑃𝑉) = 0   (1.32)  
𝑑(𝐻 − 𝑇𝑆) = 0   (1.33)  
where  (1.11)  was  used  for  transition  from  (1.32)  to  (1.33)  and  all  quantities  refer  to  the  
system.  Thus,  the  quantity  H  –  TS  is  defined  as  the  Gibbs  energy  (G),  or  Gibbs  free  energy  
(after  Josiah  Willard  Gibbs):  
𝐺 ≡ 𝐻 − 𝑇𝑆   (1.34)  
which  is  also  a  state  function,  and  its  change  is  then  given  by:  
∆𝐺 = ∆𝐻 − 𝑇∆𝑆   (1.35)  
or  at  standard  conditions  as:  
∆𝐺° = ∆𝐻° − 𝑇∆𝑆°   (1.36)  
Thus,  from  (1.35)  it  follows  that  Gibbs  energy  change  is  equal  to  the  LHS  of  (1.28)  and  so,  at  
constant  temperature  and  pressure,  it  can  be  stated  that:  
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∆𝐺 = −𝑇∆𝑆   (1.37)  
By  working  backwards  and  substituting  DSsys  term  from  (1.26)  into  (1.35),  it  is  easily  shown  
that:  




∆𝐺 = ∆𝐻UVU − 𝑇∆𝑆STS − ∆𝐻UVU	  	  	  	  	     (1.39)  
∆𝐺 = −𝑇∆𝑆STS	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	     (1.40)  
which  is  also  applicable  to  standard  conditions  and  so:  
∆𝐺˚ = −𝑇∆𝑆˚   (1.41)  
Therefore,  from  Gibbs  energy  follows  the  most  useful  finding  from  the  first  and  second  laws  
of  thermodynamics.  Namely,  given  that  the  change  of  entropy  is  the  primary  criterion  for  
the  spontaneity  of  a  process,  and  that  all  processes  at  constant  temperature  and  pressure  
will  yield  an  increase  in  entropy  if  they  are  spontaneous,  then  the  change  in  Gibbs  energy  
for  such  a  process  must  be  a  negative  value.  In  other  words,  a  process  that  yields  a  negative  
change  in  Gibbs  energy  will  proceed  forward  spontaneously  (i.e.  without  requiring  an  input  
of  any  additional  work).  By  extension,  it  follows  that  when  the  change  is  positive  the  process  
is  not  spontaneous  (or  is  spontaneous  in  the  backward  direction),  and  when  the  change  is  
zero  the  process  is  at  equilibrium.  This  can  also  be  stated  as  follows:  
∆𝐺° < 0   Spontaneous   (1.42)  
∆𝐺° > 0   Non-­‐spontaneous   (1.43)  
∆𝐺° = 0   Equilibrium   (1.44)  
Another  free  energy  concept  that  is  analogous  to  the  Gibbs  energy  is  the  Helmholtz  energy.  
The  Helmholtz  energy  is  derived  similarly  to  the  Gibbs  energy  but  with  the  conditions  of  
constant  volume  and  temperature,  rather  than  constant  pressure  and  temperature.  Thus,  
for  completeness  of  discussion,  Helmholtz  energy  (F)  is  given  by:  
𝐹 ≡ 𝑈 − 𝑇𝑆   (1.45)  
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The  Gibbs  energy  concept,  which  is  valid  for  any  process  at  constant  temperature  and  
pressure,  is  readily  extended  to  the  chemical  reactions.  In  this  case,  the  reaction  free  energy  
(DGr)  can  be  defined  as:  






   (1.46)  
where  the  first  sum  on  the  RHS  is  a  sum  of  the  molar  Gibbs  energiesff  (Gm)  of  all  products  
(prod.),  each  multiplied  by  its  stoichiometric  coefficient  (n),  and  the  second  sum  is  a  sum  of  
all  molar  free  energies  of  reactants  (react.),  also  multiplied  by  their  stoichiometric  
coefficients.  The  two  terms  are  subtracted  as  they  are  the  RHS  and  the  LHS  of  a  chemical  
equation,  whereas  the  multiplication  by  the  stoichiometric  coefficients  becomes  clearer  
once  a  chemical  equation  is  written,  as  done  in  (1.1).  Equation  (1.46)  is  then  also  applicable  
for  the  standard  state  as  before:  






   (1.47)  
Similar  to  the  above,  the  standard  enthalpies  of  reactions  (DHr˚)  can  be  determined  using:  






   (1.48)  
where  DHf˚  are  the  standard  enthalpies  of  formation,  which  are  essentially  changes  of  
enthalpy  required  to  form  one  mole  of  each  substance  from  its  constituent  elements.  
Furthermore,  the  same  expressions  are  used  to  find  the  standard  reaction  entropies  (DSr˚)  
as:  






   (1.49)  
where  Sm˚  are  the  standard  molar  entropies.  
Therefore,  the  reaction  free  energy  can  then  be  calculated  using  measurements  of  enthalpy  
and  entropy  by  substituting  them  into  the  expression:  
∆𝐺O° = ∆𝐻O° − 𝑇∆𝑆O°   (1.50)  
                                                                                                                
ff  Gibbs  energy  divided  by  the  amount  of  substance  (in  moles)  
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In  all  of  the  above  discussions,  the  implied  concept  of  equilibrium  (i.e.  the  
thermodynamic  equilibrium),  referred  to  either  the  mechanical  equilibrium  (i.e.  equilibration  
of  pressure)  or  the  thermal  equilibrium  (i.e.  equilibration  of  temperature),  but  nothing  was  
said  about  the  diffusive  equilibrium  (i.e.  equilibration  of  particle  concentrations).  In  other  
words,  the  number  of  particles  N,  or  the  amount  of  substance  (n),  was  assumed  to  be  
constant.  Thus,  it  stands  reasonable  to  derive  the  Gibbs  energy  under  the  condition  of  
changing  n.  The  change  in  Gibbs  energy  with  respect  to  the  amount  of  substance  at  




   (1.51)  
where  the  subscripts  indicate  the  constants.  A  more  justified  derivation  of  this  quantity  is  
presented  by  Schroeder58.  Similarly,  for  a  multi-­‐component  system,  the  chemical  potential  
must  be  calculated  with  respect  to  the  changing  species  and  all  of  the  other  species  
remaining  constant.  This  is  given  as:  





   (1.52)  
where  other  species  are  denoted  by  index  j.  Note  that  the  amount  of  substance  (n)  is  
interchangeable  with  the  number  of  particles  (N)  via  the  Avogadro  constant,  so  (1.52)  is  
sometimes  also  defined  with  respect  to  a  change  in  N.  Intuitively  from  (1.52),  it  can  be  seen  
that  adding  n  moles  of  substance  to  the  system  at  constant  temperature  and  pressure  
increases  the  Gibbs  energy  by  the  amount  equal  to  µ.    
At  this  point  it  is  useful  to  refer  to  equation  (1.30),  which  is  also  known  as  the  
thermodynamic  identity.  This  equation  can  be  easily  derived  from  an  argument  based  on  a  
stepwise  change  in  entropy  as  given  by  Schroeder58,  and,  by  considering  the  newly  defined  
chemical  potential,  it  can  be  expanded  into  the  following  useful  form:  
𝑑𝑈 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 + 𝜇	  𝑑𝑁	  	  	     (1.53)  
where  the  chemical  potential  is  given  in  terms  of  N  rather  than  n,  but  as  above,  the  two  
terms  are  interchangeable.  Also,  the  last  term  can  be  written  as  the  sum  over  the  different  
chemical  species.    
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Similarly,  for  the  other  thermodynamic  quantities  defined  in  the  sections  above,  
specifically  H,  F  and  G,  it  is  possible  to  derive  the  other  thermodynamic  identities,  again  
stated  in  the  infinitesimal  forms,  as  follows:  
𝑑𝐻 = 𝑇𝑑𝑆 + 𝑉𝑑𝑃 + 𝜇	  𝑑𝑁	  	  	  	     (1.54)  
𝑑𝐹 = −𝑆𝑑𝑇 − 𝑃𝑑𝑉 + 𝜇	  𝑑𝑁   (1.55)  
𝑑𝐺 = −𝑆𝑑𝑇 + 𝑃𝑑𝑉 + 𝜇	  𝑑𝑁   (1.56)  
These  identities  can  then  be  used  for  deriving  any  of  the  other  thermodynamic  identities  as  
partial  derivatives,  which  are  very  useful  for  quantities  dealing  with  Gibbs  energy.  For  




, 𝑉 = H
𝜕𝐺
𝜕𝑃KR,n
, 𝜇 = H
𝜕𝐺
𝜕𝑁KR,h
   (1.57)  
It  is  also  useful  to  note  that  the  term  µ  dN  can  be  considered  as  the  chemical  work  in  
analogy  to  the  expansion  and  other  types  of  work.  
1.8   The  Third  Law  of  Thermodynamics  
To  wrap  up  the  discussion  of  entropy,  it  is  now  appropriate  to  introduce  the  third  law  
which,  because  of  its  often-­‐controversial  nature  and  multiple  definitions59,  will  not  be  
discussed  at  great  length.  One  of  the  original  developers  of  the  law,  Walther  Nernst,  defined  
entropy  (or  the  key  property  of  entropy)  as  follows:  the  entropy  change  of  any  reversible  
process  approaches  absolute  zero  as  the  temperature  approaches  zero.  Mathematically  
stated  it  reads  as:  
lim
R→s
∆𝑆 = 0   (1.58)  
Albert  Einstein  disputed  this  and  argued  that  it  doesn’t  address  the  fact  that  some  
uncertainty  can  remain  in  the  system  at  T  =  0.  Nernst  went  on  to  produce  a  counter-­‐
argument  and  stated  that  thermodynamic  process  cannot  reach  absolute  zero  in  a  finite  
duration  of  time  or  by  a  finite  number  of  steps.  This  postulate  is  known  as  the  
unattainability  principle,  which,  although  widely  accepted,  is  still  a  subject  of  many  debates.  
Max  Planck  on  the  other  hand  followed  on  from  this  definition  and  produced  his  own  
understanding:  when  the  temperature  of  a  pure  substance  approaches  zero,  its  entropy  also  
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approaches  zero.  However,  such  a  definition  is  flawed  because  it  is  possible  for  a  substance  
to  approach  absolute  zero  and  still  have  a  defect  (or  an  uncertainty)  that  leaves  it  with  a  
residual  entropy,  though,  this  point  can  be  debated  as  well.  Further  discussion  on  the  topic  
is  given  by  Masanes  and  Oppenheim59  who  have  also  generalised  the  third  law  to  be  on  a  
more  equal  footing  with  the  other  laws  of  thermodynamics.  These  authors  argue  that  the  
third  law  quantifies  the  time  it  takes  to  cool  a  system.  
1.9   Statistical  Physics  
The  discussions  of  the  laws  of  thermodynamics  as  given  above  are  based  on  
phenomenological  arguments.  That  is,  they  were  developed  based  on  many  experimental  
observations  and  some  mathematics.  Another  approach  to  studying  the  thermodynamics  is  
based  on  the  probability  theory  and  statistical  mechanics  (i.e.  statistical  physics).  This  
approach,  known  as  statistical  thermodynamics,  seeks  to  build  the  macroscopic  
thermodynamic  quantities  of  a  system  based  on  the  collective  microscopic  behaviour  of  its  
individual  or  elementary  particles.  Some  concepts  will  be  introduced  here  briefly.  
From  the  point  of  view  of  statistical  mechanics,  Ludwig  Boltzmann  put  the  notion  of  
entropy  on  a  formal  footing  by  introducing  the  concept  of  absolute  entropy  (S)  as:  
𝑆 = 𝑘u ln𝑊   (1.59)  
where  W  is  the  number  of  unique  arrangements  of  the  particles  such  that  each  
arrangement  corresponds  to  the  same  energygg.  W  is  usually  defined  as  the  multiplicity,  is  
often  also  denoted  by  W,  and  is  in  essence  a  number  of  choosing  n  objects  out  of  N  as  per  
the  combinations  equation:  
𝑊 = Ω(𝑁, 𝑛) =
𝑁!
𝑛! ∙ (𝑁 − 𝑛)! = H	  
𝑁
𝑛	  K   (1.60)  
The  different  arrangementshh  of  the  particles  that  correspond  to  the  same  multiplicity  of  the  
system  are  each  known  as  a  microstate  of  that  system.  The  collection  of  individual  
microstates  that  correspond  to  the  sameii  energy  level  (or  have  the  same  composition  of  
                                                                                                                
gg  This  equation  is  the  basis  for  the  third  definition  of  entropy  as  stated  in  section  1.7  (The  Second  Law  of  
Thermodynamics).  
hh  Here,  an  arrangement  can  refer  to  any  property  of  the  microstate.  
ii  An  energy  level  that  corresponds  to  multiple  independent  microstates  is  referred  to  as  a  degenerate  
energy  level.  
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elementary  properties)  are  said  to  form  one  macrostate  of  the  system.  On  the  other  hand,  
the  collection  of  all  microstates  (i.e.  the  entire  system)  and  for  a  particular  set  of  
macroscopic  conditions  or  constraints  (e.g.  constant  number  of  particles  (N),  constant  
volume  (V)  and  constant  energy  (E))  is  known  as  the  statistical  mechanical  ensemble.  There  
are  several  different  ensembles,  as  indicated  in  the  laws  of  thermodynamics,  that  can  be  
employed  in  the  studies  of  statistical  thermodynamics.  For  example,  see  Table  1.  
A  major  feature  of  an  isolated  system  in  thermal  equilibrium,  or  rather  an  assumption  of  
the  same,  is  that  all  of  the  system’s  accessible  microstates  are  equally  probable.  This  is  
known  as  the  fundamental  assumption  of  statistical  mechanics.  This  assumption,  which  will  
not  be  discussed  at  length,  stems  from  the  fact  that  the  transfer  of  energy  at  the  
microscopic  level  is  reversible,  giving  rise  to  the  notion  of  equiprobable  state  transitions.  
This  is  known  as  the  principle  of  detailed  balance.  Furthermore,  over  a  sufficiently  long  
period  of  time,  it  is  found  that  some  macrostates  are  more  probable  than  others.  In  fact,  it  
follows  directly  from  the  fundamental  assumption  that  if  all  microstates  are  equally  likely,  
the  most  probable  macrostate  will  be  the  one  with  the  greatest  multiplicity.  
Therefore,  these  formulations  allow  the  second  law  to  be  restated  as  follows:  An  
equilibrated  system  will  be  found  in  the  macrostate  with  the  greatest  multiplicity.  In  other  
words  –  the  multiplicity  tends  to  increase.  This  is  fully  consistent  with  the  second  law  of  
thermodynamics  as  stated  earlier.  
It  is  often  said  that  the  Boltzmann  entropy  equation  (1.59)  is  the  building  block  of  much  
of  the  statistical  thermodynamics  and  statistical  physics  in  general.  This  will  become  clearer  
after  the  introduction  of  the  Boltzmann  factor,  which  quantifies  the  probability  of  finding  a  
system  in  any  particular  microstate.    
For  this  derivation,  the  approach  used  by  Schroeder58  is  employed.  Considering  a  very  
simple  system,  for  instance  a  single  hydrogen  atom,  which  is  in  thermal  equilibrium  with  a  
large  reservoir  of  known  energy  UR  and  at  a  temperature  T,  and  which  has  two  particular  
microstates,  s1  and  s2,  with  energies  E(s1)  and  E(s2)  and  probabilities  of  occurrence  Pr(s1)  and  
Pr(s2),  respectively,  it  is  possible  to  derive  an  expression  for  the  ratio  of  these  probabilities.  
Notably,  the  fundamental  assumption  of  statistical  mechanics  states  that  the  probability  of  
any  microstate  in  an  isolated  system  is  the  same,  but  since  an  atom  in  this  case  is  not  an  
isolated  system  (it  is  coupled  to  a  reservoir),  some  of  its  microstates  will  be  more  probable  
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than  others.  Therefore,  the  ratio  of  probabilities  of  state  s1  to  state  s2  can  be  given  as  the  






   (1.61)  
where  the  subscripts  R  indicate  a  reference  to  the  reservoir.  Then,  given  the  Boltzmann  
definition  of  entropy  (1.59),  the  multiplicity  can  be  rewritten  in  terms  of  entropy  via  an  
exponential  transformation  as  follows:  
Ω| = 𝑒}~/    (1.62)  
which  therefore  leads  to:  






= 𝑒}~()1}~()/    (1.63)  
Here  it  can  be  recognised  that  the  RHS  contains  a  term  that  implies  a  change  in  entropy.  
Therefore,  it  is  possible  to  use  one  of  the  thermodynamic  identities  that  describes  a  change  
in  entropy  and  substitute  it  into  (1.63).  For  this  purpose,  (1.53)  is  rearranged  to  obtain  a  
term  for  dS  with  respect  to  dU  as  follows:  
𝑑𝑈 + 𝑃𝑑𝑉 − 𝜇	  𝑑𝑁	   = 𝑇𝑑𝑆   (1.64)  
1
𝑇
(𝑑𝑈 + 𝑃𝑑𝑉 − 𝜇	  𝑑𝑁) 	  = 𝑑𝑆	  	  	  	  	  	  	  	  	     (1.65)  
1
𝑇
(∆𝑈) 	  = ∆𝑆	  	  	  	  	  	  	  	  	     (1.66)  
where  the  term  for  a  change  in  volume  was  assumed  to  be  negligibly  small  and  the  term  for  
a  change  in  number  of  particles  is  zero  (a  single  atom),  which  thus  leads  to  (1.66).  
Therefore,  (1.66)  can  now  be  substituted  for  the  numerator  in  the  exponent  of  (1.63)  to  
give:  
	  	  	  𝑆|(U) − 𝑆|(U) =
1
𝑇
𝑈|(U) − 𝑈|(U)   (1.67)  
Furthermore,  given  that  the  atom  is  in  thermal  equilibrium  with  the  reservoir,  the  change  in  
atom’s  energy  is  the  negative  of  the  change  in  reservoir’s  energy  so  that:  
	  	  	  	  	  	  	  	  
1
𝑇
𝑈|(U) − 𝑈|(U) = −
1
𝑇
𝐸(U) − 𝐸(U) = 𝑆|(U) − 𝑆|(U)   (1.68)  
   50  
which  therefore  leads  to  the  ratio  of  probabilities  as:  






   (1.69)  
By  further  rearrangement,  the  terms  associated  with  state  s1  and  those  associated  with  
state  s2  can  be  separated  to  give:  






   (1.70)  
Now,  given  that  both  the  RHS  and  the  LHS  are  independent  of  each  other,  they  must  be  
equal  to  some  constant  of  proportionality.  This  constant  is  1/Z  and  it  serves  to  convert  the  
denominator  in  (1.70)  into  an  absolute  probability,  thus  leading  to  the  most  important  
equation  in  all  of  statistical  physics  –  the  probability  of  any  state  s  as:  
	  	  	  	  𝑃O(𝑠) =
1
𝑍 𝑒
1()/R   (1.71)  
The  above-­‐mentioned  denominator,  the  exponential  term,  is  the  Boltzmann  factor:  
	  	  	  𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛𝑛	  𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑒1()/R    (1.72)  
The  constant  of  proportionality,  1/Z,  implies  a  division  of  the  Boltzmann  factor.  Indeed,  the  
constant  Z  is  known  as  the  partition  function  as  it  signifies  the  sum  of  all  Boltzmann  factors.  
It  is  determined  by  imposing  a  normalisation  of  probability  to  the  value  of  1,  which  gives  for  
Z:  
	  	  	  	  𝑍 = ^𝑒1()/R    (1.73)  
Equation  (1.71)  is  often  also  known  as  the  Boltzmann  distribution,  or  the  canonical  
distribution.  The  word  canonical  is  referring  to  the  type  of  ensemble.  Namely,  it  is  an  
ensemble  in  which  the  number  of  particles,  volume  and  temperature  are  held  constant.  
That  is,  the  system  is  in  the  thermal  equilibrium  with  its  reservoir,  which  is  at  a  fixed  
temperature  –  just  as  defined  at  the  start  of  the  derivation.  Other  types  of  ensembles  and  
their  constraints  are  shown  in  Table  1.  
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Ensemble   Constraints  
Canonical   N,V,T  
Microcanonical   N,V,E  
Isothermal-­‐isobaric   N,P,T  
Grand  canonical   µ,V,T  
Table  1.  Statistical  mechanical  ensembles  and  their  constraints.    
For  the  simulations  performed  in  this  thesis,  two  of  the  most  used  ensembles  are  the  
isothermal-­‐isobaric  (usually  referred  to  as  NPT)  and  the  canonical  ensembles  (NVT),  which  
will  be  mentioned  again  in  the  Methodology  chapter.  The  NPT  ensemble  (i.e.  the  partition  
function)  can  be  readily  derived  from  NVT  or  NVE  ensembles.  
1.10  The  Nernst  Equation  
In  an  electrochemical  ESS,  a  set  of  redox  reactions  take  place  at  each  electrode  and  
facilitate  the  transfer  of  electrons  (i.e.  the  charge)  from  one  electrode  to  the  other  via  the  
external  circuit,  as  described  earlier  (Fig.  1.2).  The  amount  of  charge  transferred  through  the  
external  circuit  is  given  by:  
𝑄 = 𝐼𝑡   (1.74)  
where  I  is  the  current  (in  amperes)  and  t  is  time  (in  seconds).  Therefore,  the  unit  for  Q  is  
coulombs  (C)  as  1  A  =  1  C  s–1.  Faraday’s  law  for  electrolysis,  which  states  that  the  passage  of  
96,485.4  C  (the  Faraday  constant,  or  F  =  eNA)  causes  one  equivalent  of  a  one-­‐electron  
reaction,  can  then  be  expressed  in  terms  of  the  amount  of  substance,  n,  consumed  in  a  







where  z  is  the  number  of  electronsjj.  
The  total  work  that  results  from  the  transfer  of  n  moles  of  electrons  through  a  potential  
difference  E  is  the  product  of  the  total  charge  transferred  and  the  potential  differencekk.  
This  can  be  written  as:  
                                                                                                                
jj  In  some  texts,  n  as  defined  here  is  denoted  by  a  capital  N,  while  z  is  usually  denoted  by  n.  
kk  Note  that  the  unit  of  energy  known  as  electron-­‐volt,  or  eV,  is  defined  as  the  energy  (in  joules)  required  
to  move  a  charge  of  1  e  through  a  potential  difference  of  1  V.  
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𝑤P = −𝑛𝑒𝑁𝐸   (1.76)  
where  the  subscript  e  indicates  electrical  work  and  the  charge  of  one  electron  is  stated  as    
–e.  (1.76)  can  be  rewritten  in  terms  of  the  Faraday  constant  (which  is  the  product  of  the  
elementary  charge  e  and  Avogadro  constants)  as  follows:  
𝑤P = −𝑛𝐹𝐸   (1.77)  
It  can  further  be  shown,  by  substitution  of  (1.75)  into  (1.77),  that  the  recovered  unit  for  
work  is  coulomb-­‐volt,  which  is  joule,  as  expected.  
In  order  to  relate  the  Gibbs  energy  to  the  other  work  (also  known  as  extra  work,  or  in  
this  case  electrical)  work,  it  is  appropriate  to  use  the  conditions  of  constant  temperature  
and  pressure  and  show  that,  starting  from  equation  (1.35)  in  infinitesimal  form,  the  Gibbs  
energy  is  equal  exactly  to  the  extra  work.  This  derivation  is  performed  elsewhere  (see,  for  
example,  Atkins  and  Jones57)  and  is  stated  as:  
∆𝐺 = 𝑤P,_cA   (1.78)  
where  the  subscript  e,max  stands  for  maximum  extra  work.  Therefore,  (1.78)  and  (1.77)  are  
directly  related:  
∆𝐺 = −𝑛𝐹𝐸   (1.79)  
and  at  standard  conditions  as  usual:  
∆𝐺˚ = −𝑛𝐹𝐸˚   (1.80)  
Thus,  (1.80)  describes  the  change  in  Gibbs  energy  as  a  function  of  cell  potential  at  standard  
conditions.  This  equation  also  implies  that,  given  that  a  spontaneous  process  must  feature  a  
negative  change  in  Gibbs  energy  as  per  the  spontaneity  condition  (1.42),  a  positive  E˚  
implies  that  a  cell  as  assembled  will  discharge  spontaneously  (i.e.  the  reaction  has  a  
spontaneous  tendency  to  form  products).  This  therefore  explains  more  clearly  the  reasoning  
behind  the  discussions  in  relation  to  (1.1)  and  (1.2)  where  the  E˚  value  was  first  calculated.  
However,  as  mentioned,  the  cell  potential  changes  with  changing  conditions.  The  main  
relationship  between  the  cell  potential  and  changing  conditions  is  given  by  the  Nernst  
equation.  There  are  several  ways  to  derive  this  equation.  For  example,  Ball56  derives  it  from  
chemical  equilibrium  theory  by  using  the  ideal  gas  law  (1.4),  chemical  potential  (1.52),  
   53  
thermodynamic  identity  for  dG  (1.56)  and  equation  (1.79).  An  intermediate  result  in  this  
derivation  is  known  as  the  van  ’t  Hoff  isotherm  (which  derives  from  the  van  ‘t  Hoff  equation)  
given  by:  
∆𝐺 = ∆𝐺˚ + 𝑅𝑇	  𝑙𝑛 
𝐴`
𝐴O
   (1.81)  
where  Ap  and  Ar  are  the  products  of  activitiesll  of  reaction  products  and  reactants,  
respectively.  The  term  in  the  square  brackets  is  usually  replaced  by  a  symbol  Q,  which  






   (1.82)  
where  the  activities  of  reaction  products  (indexed  as  j)  form  the  product  in  the  numerator  
and  activities  of  reaction  reactants  (indexed  as  i)  form  the  product  in  the  denominator.  
Therefore,  (1.81)  is  rewritten  as:  
∆𝐺 = ∆𝐺˚ + 𝑅𝑇 ln𝑄   (1.83)  
Thus,  a  substitution  of  the  terms  for  DG  (1.79)  and  DG˚  (1.80)  into  (1.83)  leads  to:  
−𝑛𝐹𝐸 = −𝑛𝐹𝐸˚ + 𝑅𝑇 ln𝑄   (1.84)  
𝐸 = 𝐸˚ −
𝑅𝑇
𝑛𝐹 ln𝑄   (1.85)  
where  E  is  the  effective  cell  potential  (also  known  as  nonstandard  electromotive  force)  and  
E˚  is  the  standard  cell  potential  (also  known  as  the  standard  electromotive  force,  or  emf)  as  
before.  Equation  (1.85)  is  the  Nernst  equation  and  describes  how  the  emf  deviates  from  its  
standard  value  as  the  reaction  proceeds  towards  DG  =  0.  
1.11  Kinetics  
The  Nernst  equation  describes  how  the  cell  potential  is  gradually  reduced  as  the  
reaction  proceeds  towards  equilibrium  via  the  faradaic  (i.e.  charge-­‐transfer)  processes  (or  
how  it  deviates  from  the  standard  cell  potential  (E˚)  at  non-­‐standard  concentrations  (or  
activities)  of  products  and  reactants),  but  it  doesn’t  address  the  impact  of  other  physical  or  
                                                                                                                
ll  The  activity  in  a  chemical  reaction  corresponds  to  the  effective  concentration  of  a  chemical  species.  
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kinetic  (i.e.  nonfaradaic)  processes.  Examples  of  nonfaradaic  processes  include  adsorption  
and  desorption  of  electrolyte  species  onto  the  electrode  surface  and  restructuring  of  the  
electrode-­‐electrolyte  interface  upon  a  change  in  electrode  polarisation  (which  refers  to  the  
atomic  and  molecular  nonfaradaic  re-­‐structuring  in  the  electrolyte  phase),  amongst  others.  
Additionally,  any  previous  history  of  cell  operation  could  contribute  to  the  restructuring  of  
the  solid-­‐phase  materials  (i.e.  changes  to  the  electrode  surface  itself  or  destruction  and/or  
electroplating  of  the  electrolyte  species)  as  a  result  of  irreversible  faradaic  processes.  
Combined,  these  effects  are  considered  to  be  responsible  for  the  observation  that  a  
measured  OCP  is  usually  different  from  the  thermodynamically  predicted  standard  cell  
potential.  
Upon  operation  of  an  electrochemical  cell,  and  in  addition  to  the  potential  drops  already  
experienced  as  a  result  of  the  abovementioned  considerations,  there  are  additional  faradaic  
and  nonfaradaic  processes  that  act  to  further  reduce  the  cell  potential  and  impede  the  
current.  These  effects  were  previously  introduced  collectively  as  polarisations.  The  deviation  
of  the  cell  potential  due  to  polarisations  is  defined  as  the  overpotential  and,  with  a  
reference  set  to  the  OCP,  is  given  by:  
𝜂 = 𝐸h − 𝐸R    (1.86)  
where  h  is  the  overpotential,  EOCP  is  the  measured  OCP  and  ET  is  the  terminal  cell  potential  
(i.e.  the  potential  of  the  cell  as  the  current  is  being  drawn  from  it).    
Generally,  the  impact  of  kinetic  effects  on  both  the  cell  potential  and  the  current  density  
at  the  electrode  can  be  classified  into  three  types:  (1)  Activation  polarisation,  which  pertains  
to  the  energy  needed  to  move  a  redox  species  across  the  interfacial  layer(s)  and  initiate  an  
electron  transfer  at  the  interface,  which  is  closely  related  to  the  phenomena  discussed  
above;  (2)  Mass  transfer  or  concentration  polarisation,  which  concerns  the  impact  of  
diffusion,  migration  and  convection  of  the  redox  species  on  the  electron  transfer  rates  at  the  
interface;  and  (3)  Ohmic  polarisations,  which  arise  from  the  resistances  encountered  in  the  
loads  connected  to  the  cell  circuit.53,  60  For  an  overall  reaction  of  the  type  shown  in  (1.87),  
the  kinetic  effects  are  best  illustrated  by  a  diagram  (Fig.  1.5),  which  describes  each  effect  as  
a  component  of  the  battery  resistance.  
𝑂 +	  𝑛𝑒
	  	  	  	  	  	  	  	  	  
 𝑅   (1.87)  
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Once  a  steady-­‐state  current  is  obtained  during  the  operation  of  the  cell,  the  rates  of  all  
reaction  steps  are  the  same.  Usually,  the  magnitude  of  this  current  is  limited  by  the  slowest  
step,  which  is  essentially  the  largest  of  the  four  resistances  (or  impedances)  as  shown  in  Fig.  
1.5.  In  other  words,  the  total  overpotential  is  the  sum  of  overpotentials  due  to  resistance  at  
each  process.  When  the  rate-­‐determining  step  of  the  reaction  is  in  the  charge-­‐transfer  
region  (i.e.  the  reaction  is  not  affected  by  limitations  due  to  mass  transfer  impedance),  and  
for  a  heterogeneous  electron  transfer  reaction  (i.e.  a  reaction  in  which  an  electron  transfer  
occurs  between  the  electrode  and  the  electrolyte),  the  electrode  exchange  current  (i)  and  
the  rate  of  reaction  are  governed  by  the  Butler-­‐Volmer  equation,  which  can  be  given  as:  
𝑖 = 𝐹𝐴𝑘s𝐶(𝑋, 𝑡)	  𝑒1 ¡¢/|R − 𝐶|(𝑋, 𝑡)	  𝑒({1 )¡¢/|R   (1.88)  
where  k0  is  the  standard  rate  constant  for  the  electrode  reaction,  CO  and  CR  are  the  bulk  
concentrations  of  O  and  R  (as  per  (1.87))  at  a  distance  X=0  from  the  surface  and  time  t,  a  is  
the  transfer  coefficient  that  describes  the  magnitude  of  change  of  overpotential  that  leads  
to  a  change  in  rate  of  reaction  (ranges  from  zero  to  unity)  and  h  is  the  overpotential.  It  
should  be  noted  that  this  is  a  generalised  form  of  the  Butler-­‐Volmer  equation  that  includes  
concentrations  of  O  and  R;  the  equation  can  be  rederived  for  many  different  conditions  and  
purposes.  Additionally,  the  current  can  be  normalised  for  the  surface  area  (A)  of  electrode  
to  give  exchange  current  density  j = i / A.  
Each  of  the  overpotential  contributions  can  also  be  represented  by  three  separate  
equations.  The  ohmic  resistance,  RW  is  given  simply  as  the  Ohm’s  law:  
𝜂£ = 𝑖𝑅   (1.89)  
where  R  is  the  sum  of  ohmic  resistances  in  the  battery.  The  activation  overpotential  is  given  
by:  
𝜂¤ = 𝜂¥¦ + 𝜂¥§ = 𝑎 − 𝑏 log 𝑖   (1.90)  
where  the  subscript  A  stands  for  activation  (overpotential)  and  a  and  b  are  constants  to  be  
determined.  This  equation  is  known  as  the  Tafel  equation  and  any  successful  model  of  
electrode  kinetics  must  explain  the  validity  of  (1.90)  in  the  cases  where  mass  transfer  is  not  
the  limiting  step.  Lastly,  the  concentration  or  mass-­‐transfer  overpotential  is  given  by  a  
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Figure  1.5  A  schematic  of  processes  in  a  general  chemical  reaction  of  the  simple  type  described  
by  equation  (1.87).  Activation  polarisation  refers  to  the  processes  in  the  red  “INTERFACE”  region;  Mass  
transfer  polarisation  refers  to  the  green  “BULK  SOLUTION”  region;  and  Ohmic  polarisation  refers  to  
the  “EXTERNAL  CIRCUIT”  region,  although  some  internal  resistances  are  also  ascribed  to  the  ohmic  
component,  such  as  resistance  of  the  electrolyte,  or  an  IR  drop  at  the  surfaces  of  some  electrodes  due  
to  resistive  films,   impurities  or  otherwise  bad  contacts.  Each  process  is  therefore  represented  by  a  
resistance   (or   impedance)   element   that   contributes   to   the   total   overpotential.   RW   is   the   ohmic  
resistance  in  the  circuit  element(s),  RCT  is  the  resistance  due  to  charge  transfer  process(es),  RCR  is  the  
resistance  due  to  any  chemical  reactions  that  precede  or  follow  the  electron  transfer  and  RMT  is  the  
resistance  due  to  the  mass  transfer  (i.e.  diffusion  and  other  mass  transfer  limits).  Schematic  is  based  
on  Figs.  1.3.6  and  1.3.7  of  Bard  and  Faulkner53;  redrawn  with  modifications.  






   (1.91)  
where  C  is  the  concentration  at  the  surface  and  CO  is  the  concentration  in  the  bulk.  
These  three  contributions  to  the  potential  drop  may  be  illustrated  by  a  voltage-­‐current  
plot  of  a  typical  battery  discharge  process  (Fig.  1.6).  
Further  to  the  mass  transfer  limitations,  the  concepts  of  diffusion,  convection  and  
migration  should  be  described  briefly.  Diffusion  is  simply  the  net  transport  of  species  along  
the  direction  of  the  chemical  potential  gradient.  Convection  is  described  as  mass  transfer  
resulting  from  stirring  of  the  solution  or  other  hydrodynamic  agitation  (e.g.  density    
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Figure  1.6  A  voltage  versus  current  plot  for  a  discharge  process  of  a  typical  battery.  Voltage  drops  
are  assigned  to  each  major  impedance  contribution  as  discussed  in  section  1.11  (Kinetics).  i  on  the  
horizontal  axis  indicates  the  initial  and  f  the  final  current  (which  is  usually  negligible  or  zero).  The  value  
of  the  OCP  is  also  indicated.  
gradients),  while  migration  is  the  movement  of  charged  species  under  the  influence  of  
electric  fields.  In  a  one-­‐dimensional  analysis,  the  mass  transfer  towards  an  electrode  is  








𝜕𝑥 + 𝐶J𝑣(𝑥)   (1.92)  
where  𝐽J(𝑥)  is  the  flux  of  species  i  (in  mol  s–1  cm–2)  at  a  distance  x  from  the  surface,  𝐷J  is  the  
diffusion  coefficient  of  species  i  (in  cm2  s–1),  𝜕𝐶J(𝑥)/𝜕𝑥  is  the  concentration  gradient  of  
species  i  at  distance  x,  𝜕𝜙(𝑥)/𝜕𝑥  is  the  electric  potential  gradient,  𝑧J	  is  the  charge  of  
species  i,  𝐶J   is  the  concentration  of  species  i  and  𝑣(𝑥)  is  the  velocity  of  the  volume  element  
along  the  x  axis.  The  three  terms  on  the  RHS  represent  the  diffusion,  migration  and  
convection  elements  of  the  mass  transfer,  respectively.  
This  section  therefore  concludes  the  introduction  to  the  theoretical  background  behind  
electrochemical  ESSs.  Although  there  are  several  conceptually  different  electrochemical  
ESSs  currently  commercialised,  and  many  that  are  still  in  development,  all  are  to  some  
degree  bounded  by  the  same  theoretical  principles  as  discussed  above.    
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It  has  already  been  mentioned  that  this  project  aimed  to  investigate  the  electrode-­‐
electrolyte  interface,  but  this  view  can  now  be  further  refined.  Namely,  of  particular  interest  
to  this  project  were  the  events  taking  place  in  the  red  region  of  Fig.  1.5,  that  is,  the  
processes  that  affect  (or  could  possibly  affect)  both  the  chemical  reactions  in  the  interfacial  
region  and  the  charge  transfer  at  the  interface.  These  are  mostly  nonfaradaic  processes  
related  to  the  physical  organisation  or  structuring  of  the  interfacial  region  (i.e.  the  physics  of  
the  interface).  The  actual  charge  transfer  processes  were  not  studied  per  se  as  this  requires  
incorporation  of  ab  initio  or  quantum-­‐mechanical  methodology,  which  was  not  employed  in  
this  study.  Furthermore,  but  to  a  much  lesser  extent,  this  project  also  looked  at  mass  
transfer  in  the  bulk  electrolyte.  All  of  these  effects  and  phenomena  at  the  interface  become  
exceedingly  more  complicated  in  experimental  batteries  that  utilise  a  novel  type  of  
electrolyte  known  as  ionic  liquids.  Those  are  discussed  in  more  details  in  section  1.13  
(Electrode-­‐Electrolyte  Interface  (EEI)).  
1.12  Ionic  Liquids  
Room  temperature  ionic  liquids  (RTILs)  or  simply  ionic  liquids  (ILs)  are  a  class  of  mostly  
organic  compounds  of  unusual  combination  of  properties.  As  the  name  implies,  these  are  
chemical  compounds  that  possess  at  least  two  ionic  constituents  –  a  cation  and  an  anion,  
which  is  in  essence  the  definition  of  an  ionic  compound.  However,  unlike  most  known  ionic  
compounds  before  the  advent  of  ILs,  the  ILs  were  generally  not  found  to  be  in  a  solid  state  
at  room  temperatures.  In  fact,  when  Paul  Walden  synthesized  and  reported61,  62  the  firstmm  
IL  in  1914,  which  was  ethylammonium  nitrate  (EAN)  (Fig.  1.7),  or  [EA][NO3]  as  it  is  
customarily  written  in  the  modern  IL  notation  (i.e.  square  bracket  for  each  type  of  ion),  he  
characterised  its  melting  point  (MP)  to  be  a  mere  12˚C.  Today,  this  definition  is  generally  
expanded  to  include  any  ionic  compounds  that  are  liquids  at  temperatures  below  100˚C,  this  
value  being  chosen  arbitrarily  and  may  include  higher  temperatures.  Compared  to  other  
ionic  compounds  known  at  the  time,  for  example  NaCl  (MP  801˚C),  EAN  was  of  special  
interest,  although  to  a  very  narrow  audience.  Furthermore,  EAN  was  highly  sensitive  to  air    
                                                                                                                
mm  It  is  generally  accepted  that  Paul  Walden  developed  the  first  IL,  but  this  conclusion  can  be  disputed.  
See,  for  example,  the  review  by  Wilkes  (2002).  
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Figure  1.7  Chemical  structure  of  IL  ethylammonium  nitrate  (EAN)  or  [EA][NO3].  The  net  positive  
charge  on  the  cation  is  largely  localized  around  the  nitrogen  atom,  while  the  net  negative  charge  on  
the  anion  is  distributed  across  the  three  N=O  bonds.  
and  moisture,  so  its  practical  application,  if  any,  would  have  been  deterred  by  this  
consideration.  
The  IL  research  remained  in  relative  obscurity  for  many  years,  with  some  work  being  
done  in  1930s  and  1940s63.  However,  in  1951  Hurley  and  Weir64  reported  on  the  
“electrodeposition  of  aluminium  from  nonaqueous  solutions  at  room  temperature”,  which  
triggered  some  renewed  interest  into  the  ILs,  especially  in  the  electrochemical  community.  
For  example,  Chum  et  al.65  (1975)  and  Wilkes  et  al.66  (1982)  performed  studies  into  the  
organic  chloride  and  aluminium  chloride  ILs,  which  can  now  be  regarded  as  the  first  
generation  of  ILs,  their  major  disadvantage  being  high  sensitivity  to  moisture.67    
  Motivated  by  the  limitations  of  chloroaluminates,  Wilkes  and  Zaworotko  managed  to  
develop  air-­‐  and  water-­‐stable  ILs  based  on  1-­‐ethyl-­‐3-­‐methylimidazolium  ([C2mim]+)  cation  
and  either  tetrafluoroborate  ([BF4]–)  or  hexafluorophosphate  ([PF6]–)  anions  in  1992.68  
Although  these  classes  of  ILs  featured  increased  tolerance  to  air  and  moisture,  it  was  later  
found  that  a  prolonged  exposure  to  moisture  can  alter  their  physicochemical  properties.67  
Nonetheless,  this  development  again  sparked  a  renewed  interest  into  the  ILs.  This  led  to  
several  further  developments  between  1996  and  1999  when  ILs  based  on  hydrophobic  
anions  such  as  trifluoromethanesulfonate,  bis-­‐(trifluoromethanesulfonyl)imide  and  tris-­‐
(trifluoromethanesulfonyl)methide  were  developed.  69,  70  These  (and  other)  ILs  also  showed  
some  new  and  very  promising  qualities  such  as  high  electrochemical  stabilities  (i.e.  they  
could  be  used  in  systems  and  environments  of  relatively  high  electric  potentials  (e.g.  3-­‐5  V  
being  common)  without  undergoing  decomposition  or  other  reactions),  high  thermal  
stabilities  (i.e.  no  decomposition  or  evaporation  at  temperatures  of  200-­‐300˚C,  though  
above  these  temperatures  most  ILs  are  found  to  decompose),  and  low  volatility  and  
flammability  (compared  to  the  typical  flammable  organic  electrolytes  used  in  most  of  
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today’s  lithium-­‐ion  batteries).63  Such  features  motivated  the  idea  that  ILs  could  be  used  as  a  
novel  class  of  electrolytes  for  batteries  and  supercapacitors;  an  area  that  has  seen  a  huge  
number  of  experimental  and  theoretical  studies  reported  to  date  (some  of  which  are  
mentioned  in  this  thesis  but  for  a  more  thorough  overview  the  reader  is  referred  to  other  
sources71-­‐74).  The  primary  advantages  that  ILs  offer  as  electrolytes  are  therefore  their  low  
volatility  and  flammability,  which  would  dramatically  improve  the  safety  aspect  of  high  
energy-­‐density  batteries  required  for  today’s  demanding  portable  electronics  applications.  
This  is  followed  by  the  high  electrochemical  windows  (which  would  support  greater  energy  
densities).  
While  on  topic,  it  should  be  noted  that  many  ILs  are  also  non-­‐toxic  and  green  (e.g.  non-­‐
polluting).63  Combined  with  the  aforementioned,  these  qualities  have  also  led  to  ILs  being  
considered  for  a  range  of  other  applications,  such  as  for  synthesis  (as  universal  and  green  
solvents)  and  catalysis70,  thermoelectrochemical  energy  harvesting30,  31,  71,  corrosion  
protection75-­‐78,  lubrication79,  and  many  other  purposes.63  
The  ILs’  generally  low  MPs  are  best  described  by  considering  their  electrostatics.  
Namely,  the  inability  of  charge  centres  on  their  ions  to  come  into  close  contact  with  each  
other  and  thus  achieve  sufficient  Coulombic  attraction  to  establish  a  crystalline  state  is  the  
primary  reason  for  their  low  MPs.  In  some  cases,  the  net  ionic  charges  are  also  delocalised  
across  the  ions,  or  over  large  orbital  “volumes”,  which  further  reduces  the  effectiveness  of  
the  Coulombic  interactions  (e.g.  nitrate  in  Fig.  1.7).  Indeed,  in  the  modern  IL  research,  
designing  a  low  MP-­‐IL  is  usually  achieved  by  designing  the  ion  pairs  with  maximum  charge  
distribution  and  greatest  structural  asymmetries  between  the  ions.  Furthermore,  today’s  
databases  of  known  IL  ions  contain  an  enormous  number  of  compounds  that  can  be  used  as  
the  building  blocks  for  an  ever-­‐increasing  number  of  novel  ILs,  the  common  consideration  
behind  the  “mix  and  match”  approach  being  that  the  ions  should  be  sterically  mismatched.  
However,  these  are  only  the  general  guidelines  and  the  true  nature  of  an  ionic  compound  
can  at  present  only  be  determined  from  detailed  quantum  mechanical  calculations  and  
many  experimental  measurements.  63,  80,  81  
The  widespread  application  of  ILs  as  novel  electrolytes  is  hindered  by  three  primary  
obstacles,  all  of  which  are  related  to  the  fact  that  ILs  are  predominantly  Coulombic  liquids.  
These  are:  
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1.   ILs  do  not  behave  according  to  any  of  the  classical  theories  of  the  EEI.63,  82-­‐89  
2.   ILs  possess  very  high  viscosities,  prompting  their  “dilution”  by  other  liquids  or  
additives.90-­‐97  
3.   ILs  are  strongly  affected  by  confinement,  which  exacerbates  the  first  two  
problems.80,  98-­‐107  
This  thesis  considers  the  above  three  problems  the  most  critical,  and  it  will  later  be  shown  
that  studying  and  understanding  the  interface  can  usually  give  some  hints  about  the  
behaviour  of  these  liquids  in  their  bulk  as  well.  The  theoretical  developments  about  the  EEI  
both  in  the  ordinary  electrolytes  and  the  ILs  are  introduced  in  section  1.13  (Electrode-­‐
Electrolyte  Interface).  
1.13  Electrode-­‐Electrolyte  Interface  
The  preceding  section  introduces  ILs  as  possible  novel  electrolyte  materials  and  
identifies  their  unresolved  interfacial  behaviour  as  the  number-­‐one  obstacle  to  their  
widespread  adoption.  This  section  introduces  what  is  known  about  this  behaviour  through  a  
literature  review,  but  it  starts  from  a  historical  perspective  by  first  considering  the  classical  
models  of  the  EEI,  which  are  still  applicable  to  many  aqueous  and  organic  liquid  electrolytes,  
before  delving  into  the  more  modern  varieties.  The  section  is  split  into  two  general  areas  –  
mathematical  modelling  and  experimental  developments,  which  discusses  the  above,  and  
computer  modelling  and  simulations  developments,  which  provides  a  rundown  of  some  
simulation  studies  of  the  ILs  at  interfaces  that  are  relevant  to  the  topic  at  hand.  The  two  
subsections  slightly  overlap.    
1.13.1  Mathematical  Modelling  and  Experimental  Developments  
Activation  polarisations  (introduced  in  section  1.11  (Kinetics)),  which  are  caused  by  the  
various  physical  phenomena  and  chemical  reactions  occurring  in  the  electrode’s  interfacial  
region  (i.e.  the  red-­‐shaded  segment  of  Fig.  1.5),  are  best  investigated  by  studying  the  
physics  of  the  EEI.  Unfortunately,  this  is  much  easier  said  than  done.  Even  in  the  cases  of  
ordinary  aqueous  electrolytes  (i.e.  simple  salts  dissolved  in  water),  which  have  been  
investigated  for  over  150  years,  the  physics  of  the  interface  is  still  not  well  understood.  The  
earliest  investigations  can  be  traced  back  to  the  work  of  German  physicist  Hermann  von  
Helmholtz  who  reported  the  first  theoretical  model  of  the  EEI  in  1853108.  In  the  Helmholtz  
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model,  a  charged  electrode  immersed  into  an  ordinary  electrolyte  solution  will  attract  ions  
of  the  opposite  charge  such  that  the  charge  on  the  electrode  is  fully  counter-­‐balanced  by  
the  adsorbed  layer  of  counter-­‐ions.  Both  the  electrolyte  ions  and  the  electrode  surface  itself  
would  also  be  solvated  (i.e.  coordinated  by  water  molecules),  so  that  there  would  be  some  
separation  between  the  two  charged  layers,  and  this  separation  being  filled  by  the  layer  of  
water  molecules.  Therefore,  the  Helmholtz  model  describes  the  EEI  as  a  parallel  plate  
capacitor  in  which  the  interfacial  potential  drop  is  linear  and  is  contained  entirely  between  
the  two  layers,  its  capacitance  being  the  same  as  that  of  a  macroscopic  parallel  plate  
capacitor,  given  by:    
where  CH  is  the  Helmholtz  capacitance,  e  is  the  dielectric  constant  of  the  medium  between  
the  “plates”  (i.e.  water)  and  d  is  the  distance  between  the  plates.  
Indeed,  the  measured  capacitance  generally  corresponded  well  with  a  predicted  
capacitance  of  a  typical  electrolytic  solution.  Correspondingly,  the  Helmholtz  EEI  model  
became  known  as  the  electrical  double  layer  (EDL)  –  a  term  that  has  become  ingrained  in  
the  literature  of  the  EEI.    
However,  inasmuch  as  Helmholtz’s  theory  was  probably  the  best  theoretical  
development  that  could’ve  been  obtained  at  the  time,  it  was  still  heavily  flawed.  First,  the  
theory  failed  to  accommodate  the  possibility  that  the  structure  or  the  capacitance  of  the  
EDL  region  could  depend  on  the  potential  of  the  electrode;  second,  the  theory  did  not  
consider  the  fact  that  ions  have  a  finite  size,  which  could  result  in  infinite  concentrations;  
third,  no  consideration  was  given  regarding  the  behaviour  of  ions  outside  of  the  imminent  
EDL  zone;  fourth,  it  failed  to  address  the  possibility  of  specific  ion  adsorption  onto  the  
surface;  and  fifth,  it  did  not  say  anything  about  the  interactions  between  the  ions  
themselves.  
About  50  years  would  pass  before  this  theory  would  be  seriously  re-­‐examined.  First  by  
Gouy109,  who  replaced  the  concept  of  an  EDL  with  an  idea  of  a  diffusive,  quasi-­‐exponentially  
decaying  charge  (i.e.  ion)  concentration  away  from  the  electrode  surface.  The  behaviour  of  
this  diffuse  layer  was  thought  to  be  governed  by  the  two  opposing  forces  –  electrostatic  
attraction  of  the  counter-­‐ions  to  the  charged  electrode  and  the  thermal  energy  of  the  
𝐶° =
𝜀
4𝜋𝑑   (1.93)  
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system  that  tended  to  destabilise  the  electrostatics  by  increasing  the  entropy  of  the  system.  
This  theory  was  then  further  refined  by  Chapman110,  who  developed  it  into  the  so-­‐called  
Poisson-­‐Boltzmann  (PB)  equation  of  the  EDL.  The  capacitance  of  the  Gouy-­‐Chapman  (GC)  
model  expanded  the  d  term  in  (1.93)  by  the  considerations  of  the  abovementioned  effects,  
which  is  given  by  (and  for  more  details  see  references63,  109,  110):  
where  CGC  is  the  GC  capacitance,  lG  is  the  so  called  Gouy  length  (i.e.  given  by  the  
distribution  of  the  net  charge  across  the  diffuse  layer),  which  of  course  depends  on  the  
potential  drop  across  the  EDL  (denoted  as  U)  and  is  given  by:  
where  lG  can  be  decomposed  into  several  simpler  and  useful  equations  as  discussed  by  
Fedorov  and  Kornyshev63,  and  𝐶s  is  the  bulk  ion  concentration.  The  general  shape  of  GC  
capacitance  as  a  function  of  the  potential  features  a  “U”  profile,  as  shown  in  Fig.  1.8.nn  
  
Figure  1.8  The  capacitance  as  a  function  of  potential  as  given  by  the  Gouy-­‐Chapman  model  (1.94)  
features  a  “U”  shape.  Based  on  Fig.  2  of  Fedorov  and  Kornyshev63  but  replotted.  For  compactness,  the  
potential  is  dimensionless  and  is  given  in  terms  of  kBT/e  which  is  about  25  mV  at  room  temperature.  
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Similarly  to  the  Helmholtz  EDL  model,  the  GC  model  failed  to  take  into  account  the  finite  
size  of  the  ions,  which  meant  that  the  Gouy  length  (1.95)  would  shrink  to  the  sub-­‐atomic  
values  as  the  potential  U  was  increased,  thereby  leading  to  extremely  large  and  unphysical  
capacitance  values.  Otto  Stern  realised  the  inadequacy  of  the  GC  capacitance  and  a  decade  
later  proposed  a  correction  to  the  GC  model111.  Stern  suggested  that  the  EDL  region  be  split  
into  two  parts  –  the  adsorbed  Helmholtz  double  layer  and  the  diffuse  GC  layer  trailing  
behind  it.  This  way,  he  argued,  the  value  of  d  in  (1.94)  would  never  approach  values  smaller  
than  the  width  of  the  Helmholtz  EDL,  which  must  correspond  to  at  least  the  size  of  a  water  
molecule.  Although  Stern  probably  realised  that  his  quick-­‐fix  solution  was  not  entirely  sound  
due  to  the  fact  that  the  diffuse  layer  was  still  treated  as  being  made  up  for  point  charges,  
the  resulting  model  was  found  to  be  suitable  for  a  large  range  of  experimental  systems.63  
The  capacitance  as  given  by  Stern  is  then  the  series  contribution  of  the  Helmholtz  and  GC  
capacitances  as  given  by:  
where  CS  is  the  Stern  capacitance,  CH  the  Helmholtz  capacitance  and  CGC  the  Gouy-­‐Chapman  
capacitance.  The  Gouy-­‐Chapman-­‐Stern  (GCS)  model  of  the  EEI  is  illustrated  graphically  in  
Fig.  1.9.    
While  the  GC  and  GCS  models  were  highly  successful  for  typical  systems  in  which  both  
the  ion  concentration  and  the  electrode  potential  were  kept  sufficiently  low,  the  theories  
failed  to  predict  the  changes  in  experimentally  measured  capacitance  at  high  ion  
concentrations  and/or  high  electrode  potentials.  This  led  to  the  research  and  development  
of  many  other  EEI  models  or  modifications  of  the  existing,  some  of  the  most  important  of  
which  will  be  mentioned  in  this  section.    
One  of  the  two  other  major  missing  concept  to  be  added  to  the  classical  (EDL)  theory  of  
the  EEI  was  the  effect  of  the  specifically  adsorbed  ions  onto  the  electrode  surface.  Although  
this  concept  was  first  considered  by  Grahame112  in  1947,  it  was  refined  by  Grahame113,  114  in  
1958  and  Parry  and  Parsons115  in  1963.  The  specific  adsorption  of  ions  results  in  small  
patches  of  the  Helmholtz  layer  providing  marginally  different  capacitances  due  to  the  
differences  in  the  separation  of  the  “plates”  at  those  locations  (e.g.  smaller  d  values  in  the  
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Figure   1.9   The   Gouy-­‐Chapman-­‐Stern  model   of   the   electrode-­‐electrolyte   interface   in   aqueous  
systems.  Ion  numbers  are  approximate.  Note  that  the  Stern  layer  contains  the  greatest  charge  density.  
The  schematic  illustrates  a  one  two-­‐dimensional  z/x-­‐plane  perpendicular  to  the  electrode  surface.  
It  should  be  noted  that  neither  Gouy,  Chapman  nor  Stern  had  incorporated  the  effects  
of  ion-­‐ion  interactions,  which  formed  one  part  of  the  still-­‐remaining  problem  of  the  EDL.  It  
was  only  in  the  1960  that  Stillinger  and  Kirkwood116  showed  how  a  finite  ion  size  should  be  
considered  in  combination  with  short-­‐range  ion-­‐ion  repulsions,  and  how  this  can  then  have  
a  profound  effect  on  the  structure  of  the  EDL.  First,  it  was  shown  how  for  sufficiently  low  
dilutions  the  GCS  model  holds,  but  when  the  electrolyte  concentration  is  increased  above  a  
certain  value,  the  result  is  a  lattice-­‐like  arrangement  of  alternating  layers  of  positive  and  
negative  ions,  which  are  not  predicted  by  the  GCS  model.  Whether  Stillinger  and  Kirkwood  
were  the  first  to  predict  this  effect  is  somewhat  disputed,  as  others117  point  out  that  Esin118  
proposed  the  same  in  1956.  At  any  rate,  it  was  at  around  this  time  that  mathematical  
developments  of  the  EEI  started  suggesting  an  oscillating  charge  density  profile  for  
sufficiently  high  ionic  concentrations  –  a  phenomenon  that  remains  of  principal  interest  in  
EEI  studies  even  today,  which  will  be  discussed  shortly.  
After  the  breakthroughs  of  Esin,  Stillinger  and  Kirkwood,  it  became  clear  that  the  charge  
density  oscillation  phenomenon  would  have  to  be  somehow  verified  experimentally.  Due  to  
the  fact  that  the  experimental  methods  capable  of  performing  such  detection  were  not  yet  
developed  at  this  time,  it  was  realised  that  the  next  best  thing  would  be  computer  
simulations.  Although  Fedorov  and  Kornyshev63  note  that  the  first  simulation  that  showed  
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charge  density  oscillations  in  an  EDL  study  was  performed  by  Torrie  and  Valleau119  in  1980  
using  the  MC  method,  Tkachev  and  Kobelev117  point  out  that  Ukhov,  Polukhin  and  Esin120  
reported  charge  density  oscillations  following  an  MD  simulation  of  a  molten  potassium  
chloride  salt  system  in  1978.  However,  the  latter  study  could  not  be  accessed  via  the  
Internet  so  it  could  not  be  hereby  verified,  but  an  assumption  is  made  that  the  observations  
of  Tkachev  and  Kobelev  are  accurate.  Thus,  these  two  studies  were  the  first  to  deliver  very  
strong  computational  evidence  to  the  idea  that  the  GCS  theory,  and  all  of  the  other  
modified  PB  theories  that  were  born  out  of  the  GCS  in  the  subsequent  years,  were  seriously  
flawed.    
Referring  briefly  again  to  the  paper  by  Torrie  and  Valleau119,  it  should  be  noted  that  this  
was  a  study  of  a  restricted  primitive  model  liquid  near  a  planar,  uniformly  charged  surface.  
The  study  was  also  systematic  in  that  it  examined  the  effect  of  the  concentration  explicitly.  
The  key  finding  was  that  at  low  electrolyte  concentrations  the  GCS  theory  and  the  PB  
modifications  hold,  but  when  the  electrolyte  concentration  is  increased  the  theories  fail.  In  
particular,  the  simulation  showed  the  emergence  of  very  slight  charge  oscillations.  
Only  a  year  later,  in  1981,  a  significant  experimental  breakthrough  was  achieved  in  the  
studies  of  the  EEI.  Namely,  by  utilising  the  then  newly  developed  surface  force  apparatus  
(SFA)121,  Horn  and  Israelachvili122  reported  the  first  physical  evidence  for  the  existence  of  an  
oscillating  force  profile  at  a  molecular  liquid  –  mica  interface  (mica  being  negatively  
charged).  They  achieved  this  by  placing  the  liquid  in  between  the  parallel-­‐oriented  SFA  
plates  and  recording  the  force  profile  between  the  plates  as  they  were  brought  closer  
together.  Considering  that  molecular  liquids  do  not  possess  ionic  components,  this  was  a  
surprising  result  that  strongly  suggested  that  a  similar  result  wold  be  obtained  with  ionic  
solutions  of  high  concentrations.  The  existence  of  the  force  oscillations  strongly  implied  a  
layered  or  wave-­‐like  molecular  structure  at  the  EEI,  thus  supporting  earlier  simulation  
results  and  triggering  further  interest  into  the  simulations  approach.  
One  of  the  most  notable  simulations  from  this  period  is  probably  that  of  Painter  et  al.123  
who  worked  on  further  developments  of  the  EEI  in  concentrated  electrolytes  and  
considered  a  high  temperature  molten  salt  as  their  computer  model.  They  found  that  at  
some  small  electrode  potentials  the  accumulated  counter-­‐charge  in  the  first  adsorbed  layer  
would  over-­‐compensate  the  charge  on  the  electrode.  There  would  then  be  another  layer  
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after  the  first,  of  the  opposite  charge  to  the  first,  and  the  absolute  value  of  its  charge  would  
be  greater  than  the  absolute  value  of  the  difference  between  the  charge  on  the  electrode  
and  the  first  layer.  They  termed  this  the  overscreening  phenomenon,  which  remains  a  very  
prominent  feature  in  the  studies  of  IL-­‐electrode  interfaces.  In  fact,  Fedorov  and  Kornyshev63  
note  that  the  nature  of  overscreening  has  not  yet  been  clearly  articulated  in  the  literature,  
though  it  is  generally  accepted  that  overscreening  is  caused  by  short-­‐range  ion-­‐ion  
interactions  as  originally  studied  in  the  context  of  molten  salts124,  125.  
Seven  years  after  their  first  ground-­‐breaking  work,  Horn  et  al.126  managed  to  go  one  
better  by  replacing  the  molecular  liquid  (octamethylcyclotetrasiloxane)  with  an  ionic  liquid  
(EAN)  and  observing  an  even  greater  number  of  oscillating  force  layers  near  a  charged  
interface.  Furthermore,  the  period  of  those  oscillations  was  similar  to  the  dimensions  of  the  
ion  pairs,  which  implied  that  the  layering  was  a  result  of  the  assembled  ion  pairs  being  
squeezed  out  by  the  approaching  mica  surfaces.  This  was  considered  to  be  an  almost  
conclusive  evidence  for  the  existence  of  layered  charge-­‐density  profiles  at  the  EEI.    
Although  by  this  time  the  topic  of  the  EEI  was  being  revisited  by  many  (for  some  
relevant  examples  see127-­‐132)  and  in  many  different  contexts  (see,  for  example  a  review  by  
Roger  Parsons  from  1990  titled  “Electrical  Double  Layer:  Recent  Experimental  and  
Theoretical  Developments”),  it  was  not  until  2007  that  another  major  breakthrough  in  the  
experimental  verification  of  the  layering  was  provided,  this  time  by  Atkin  and  Warr80.  In  this  
work,  the  authors  used  the  atomic  force  microscope  (AFM)  to  perform  a  type  of  force-­‐
distance  spectroscopy  in  which  an  AFM  tip  is  scanned  perpendicularly  towards  and  away  
from  the  electrode  surface,  thereby  recording  the  deflection  of  the  cantilever  (and  thus  the  
force)  as  it  traverses  the  IL  from  the  bulk  region  to  the  interface.  Remarkably,  the  obtained  
force-­‐distance  profile  for  EAN  agreed  very  well  with  the  results  of  Horn  et  al.126,  thus  further  
supporting  an  already  well-­‐established  notion  of  an  oscillating  force  profile  at  the  EEI  in  
highly  concentrated  liquids  such  as  ILs.  The  finding  was  especially  significant  as  it  introduced  
a  new  and  much  more  widely  available  experimental  technique  for  this  type  of  study,  which  
remains  to  be  in  use  by  many.  The  main  result  from  Atkin  and  Warr  is  reproduced  in  Fig.  
1.10.  
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Figure  1.10  AFM  force-­‐distance  spectroscopy  (FDS)  profile  of  EAN  at  mica  interface  as  reported  
by  Atkin  and  Warr80  in  2007.  Blue  dots  represent  the  force  measurements  on  approach  to  the  surface  
(note  that  the  cantilever  is  unable  to  push  any  further  past  the  x  =  0  nm  mark,  implying  that  it  has  
reached  either   the  surface  or  a  strongly  adsorbed   layer).   Image  was  slightly  digitally  enhanced  for  
clarity  and  is  reproduced  with  permission  from  American  Chemical  Society  (ACS).  
At  around  the  same  time  as  the  above  development,  Kornyshev  had  just  reported  his  
“set  of  notes”  titled  “Double-­‐Layer  in  Ionic  Liquids:  Paradigm  Change?”.88  In  this  work,  
Kornyshev  looked  at  some  previous  ideas  of  ion  size  considerations  for  EEI  models  and  
expanded  on  those  ideas  by  developing  a  new  EEI  model  based  on  a  mean-­‐field  theory  
(MFT)  lattice-­‐gas  methodology.  Kornyshev’s  model,  although  considered  as  somewhat  
crude,  was  able  to  describe  the  general  shape  of  the  experimentally  measured  capacitance-­‐
potential  curves  for  several  IL-­‐electrode  systems,  which  none  of  the  theories  existent  at  the  
time  were  able  to  predict,  thus  marking  a  significant  theoretical  development.  However,  
Kornyshev’s  MFT  model  was  not  able  to  reproduce  the  charge-­‐density  oscillations  so  it  was  
not  presented  as  a  theory  per  se.  Nonetheless,  given  the  unique  success  of  this  new  model  
in  predicting  the  capacitance  response  in  IL-­‐electrode  systems,  it  is  expected  that  it  will  play  
a  major  role  in  many  new  theoretical  developments  of  the  EEI.  For  this  reason,  Kornyshev’s  
MFT  model  is  briefly  presented  and  explored  below.  
The  model  starts  with  the  statistical  thermodynamics  form  for  the  Helmholtz  energy,  
built  from  the  previously  introduced  equations  (1.45),  (1.59),  (1.60)  and  (1.76)  to  obtain:  
𝐹 = 𝑒Φ(𝑁+ − 𝑁1) + 𝐵+𝑁+* + 𝐵1𝑁1* + 𝐶𝑁+𝑁1 − 𝑘u𝑇 ln𝑊   (1.97)  
where  F  is  the  electrostatic  potential;  N+  and  N–  are  the  numbers  of  cations  and  anions,  
respectively;  B+,  B–  and  C  are  some  constants  characterising  short-­‐range  ion-­‐ion  repulsions  
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between  cations  (B+),  anions  (B–),  and  cations  and  anions  (C),  noting  that  constants  B  must  
be  positive  (Coulombic  repulsion)  and  C  may  be  positive  or  negative  (depending  on  steric  
effects);  and  the  last  term  is  the  entropy  component  (1.59),  here  used  to  describe  the  
distribution  of  ions  over  available  “lattice  sites”  in  the  lattice-­‐gas  model,  which  is  in  essence  
the  multiplicity  as  discussed  in  section  1.9  (Statistical  Physics).  
The  multiplicity  term  W  was  defined  as  a  product  of  three  separate  components,  W  =  
W1W2W3,  which  correspond  to:  the  number  of  combinations  for  the  distribution  of  cations  
into  the  empty  lattice  sites  after  the  occupation  of  the  other  sites  by  the  anions;  the  number  
of  combinations  for  the  distribution  of  anions  in  the  empty  lattice  sites  after  the  occupation  
of  the  other  sites  by  the  cations;  and  the  number  of  combinations  for  the  arrangement  of  
the  holes  themselves.  Skipping  the  multiplication  step,  the  result  is  given  as:  
𝑊 =
𝑁!
(𝑁 − 𝑁+ − 𝑁1)! ∙ 𝑁+! 𝑁1!
   (1.98)  
where  N  is  the  total  number  of  lattice  sites.  Note  also  that  the  total  number  of  ions  (𝑁¼)  is  
given  by  the  sum  of  cations  and  anions  as  𝑁¼ = 𝑁+ + 𝑁1.  





   (1.99)  
Therefore,  taking  the  derivative  of  (1.97)  with  respect  to  N  should  yield  the  electrochemical  
potential  (due  to  the  influence  from  the  electrode  potential),  which  can  be  done  for  both  




= 𝑒Φ + 2𝐵+𝑁+ + 𝐶𝑁1 + 𝑘u𝑇 ln
𝑁+
𝑁 − 𝑁+ − 𝑁1




= −𝑒Φ+ 2𝐵1𝑁1 + 𝐶𝑁+ + 𝑘u𝑇 ln
𝑁1
𝑁 −𝑁+ − 𝑁1
   (1.101)  
where  the  multiplicity  was  approximated  by  the  use  of  Stirling’s  equation,  which  states  that    
ln𝑀! ≈ 𝑀 ln𝑀 −𝑀	     (1.102)  
in  the  limit  where  M  >>  1.    
   70  
In  order  to  obtain  an  analytical  result,  several  assumptions  have  to  be  made  at  this  
point.  First,  the  terms  for  the  short-­‐range  ion-­‐ion  interactions  are  all  set  to  zero  –  the  effects  
are  switched  off  for  simplicity  and  therefore  constitute  another  approximation;  second,  the  
bulk  concentrations  of  both  cations  (c+)  and  anions  (c–)  are  the  same  (i.e.  c0)  and  are  
obtained  from  the  average  IL  density  (𝑐̅)  as  c+  =  c–  =  c0  =  𝑐̅/2  (noting  also  that  in  the  bulk  the  
electrochemical  potential  is  equal  to  the  chemical  potential  as  the  region  is  far  away  from  
the  electrode);  and  third,  the  system  is  at  a  constant  volume  as  per  (1.99).  Therefore,  the  
concentrations  of  the  cations  and  anions  may  be  obtained  by  solving  for  N–  and  N+  from  




1 − 𝛾 + 𝛾 cosh ¹ 𝑒𝛷𝑘u𝑇
º




1 − 𝛾 + 𝛾 cosh ¹ 𝑒𝛷𝑘u𝑇
º
   (1.104)  
where  the  parameter  g    describes  the  relative  density  of  the  system  in  the  EEI  region,  
sometimes  referred  to  as  the  compacity63  or  compaction  factor133,  and  is  given  as  the  
average  number  of  IL  ions  in  the  bulk  divided  by  the  maximum  possible  number  of  ions  in  
the  EEI.  In  this  case  it  was  derived  from  (1.100)  and  (1.101)  as  the  ratio  of  the  total  number  
of  ions  (𝑁¼)  to  the  total  number  of  lattice  sites  (N)  available  to  host  them:  
𝛾 =
𝑁¼
𝑁   (1.105)  
Clearly  then,  the  value  of  g    =  1  corresponds  to  the  pure  IL  at  its  maximum  packing  density  –  
a  situation  that  is  in  practice  rarely,  if  ever  expected.  In  fact,  it  is  expected  that  most  ILs  will  
feature  a  significantly  reduced  value  of  compacity,  which  is  supported  by  various  
experimental  and  computational  results.  Furthermore,  all  mixtures  of  ILs  with  water  and/or  
other  additives  will  yield  reduced  compacities.    
In  order  to  obtain  the  capacitance  as  a  function  of  potential  for  the  Fermi-­‐like  
distributions  of  ions  as  given  by  (1.103)  and  (1.104),  it  is  necessary  to  relate  these  
concentrations  to  the  charge  densities  and  to  the  Poisson  equation  (1.106):  




𝜀 𝜌(𝑧)   (1.106)  
where  z  is  the  taken  to  be  the  axis  perpendicular  to  the  electrode  interface  and  r(z)  is  the  
charge  density  along  z.  The  charge  density  may  be  obtained  from  the  ion  concentrations  by  
multiplying  the  concentrations  with  the  elementary  charge  (and  assuming  monovalent  IL  
ions):  
𝜌 = 𝑒(𝑐+ − 𝑐1)   (1.107)  







1 + 2𝛾 sinh* ¹ 𝑒𝛷2𝑘u𝑇
º
   (1.108)  
where  the  electrostatic  potential  F  can  be  integrated,  subject  to  two  boundary  conditions,  
which  will  be  mentioned  shortly.  It  is  worthy  of  note  that  this  nonlinear  second  order  
differential  equation  resembles  a  Poisson-­‐Fermi  type  of  equation,  which,  in  the  case  when  g  
=  0  becomes  a  type  of  PB  equation  as  mentioned  in  the  earlier  discussions.  Furthermore,  the  
value  of  the  dielectric  constant  e  needs  to  be  considered  with  care  because  in  ILs  this  value  
is  dependent  on  many  degrees  of  freedom.  For  example,  the  “static  dielectric  constant”  is  
assumed  to  include  all  of  the  dielectric  contributions  such  as  those  due  to  atomic  
polarisability,  vibrations  and  librations  of  ionic  pairs,  decaying  phonon  modes  etc.,  which  is  
often  complicated  by  the  fact  that  ILs  also  have  a  dynamic  dielectric  contribution  resulting  
from  the  translational  motion  of  the  IL  ions  in  response  to  an  applied  electric  field.  Typically,  
the  “static”  dielectric  constants  of  ILs  are  measured  to  be  in  the  range  of  10-­‐15134,  but  due  
to  this  dynamic  component  those  measurements  are  difficult  to  perform  or  can  be  
unreliable.  In  any  case,  the  Kornyshev  model  uses  only  the  high  frequency  dielectric  
constant  (i.e.  the  one  due  to  the  polarisability),  which  is  primarily  applicable  to  molten  salts  
and  is  approximately  equal  to  2.    
The  two  boundary  conditions  that  can  be  used  for  the  integration  are  as  follows.  First,  




= 4𝜋𝜎   (1.109)  
   72  
where  s  is  the  surface  charge  density  on  the  electrode;  and  second,  the  electric  field  in  the  
bulk  (𝑧
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  𝐿u =
𝑒*
𝜀𝑘u𝑇
   (1.111)  
where  u  is  the  unitless  measure  of  potential  (same  as  in  Fig.  1.8),  Z  is  the  distance  from  
electrode  in  terms  of  lD,  which  is  the  Debye  length,  and  LB  is  the  Bjerrum  length.  LB  is  
defined  as  the  length  at  which  the  Coulomb  interaction  between  two  ions  in  a  medium  of  
dielectric  constant  e  is  equal  to  the  thermal  energy  kBT.  The  quantities  defined  in  (1.111)  are  
equivalent  to  those  in  aqueous  systems;  in  fact,  (1.95)  is  composed  of  terms  from  (1.111).  
Skipping  again  a  few  steps  in  the  integration  part,  the  obtained  result  for  the  potential  u  










where  the  derivative  is  positive  for  the  negatively  charged  electrode  and  negative  for  the  
positively  charged  electrode.  
The  link  between  capacitance  and  the  potential  in  (1.112)  can  be  derived  by  noting  that  
the  capacitance  at  the  EEI  can  be  given  in  the  differential  form  as:  
𝐶 =
𝑑𝜎
𝑑𝑈   (1.113)  
where  U  is  the  corresponding  potential  drop  across  the  EEI  (i.e.  the  potential  drop  between  
the  bulk  liquid  and  the  electrode  surface).  The  capacitance  in  terms  of  U  is  obtained  by  








K   (1.114)  
which  in  the  case  of  g  =  0  can  be  rewritten  as  (see88  for  more  details):  







K   (1.115)  





   (1.116)  
Finally,  substitution  of  (1.112)  into  (1.115)  results  in  the  Kornyshev  MFT  capacitance:  
𝐶 = 𝐶s
cosh ¹𝑢s2 º
1 + 2𝛾 sinh* ¹𝑢s2 º
Õ
2𝛾 sinh* ¹𝑢s2 º
ln ¹1 + 2𝛾 sinh* 𝑢s2 º
   (1.117)  
To  explore  the  behaviour  of  this  capacitance  as  a  function  of  the  compacity  factor,  four  plots  
are  made  with  g  =  (1.0,  0.6,  0.2,  0.1)  and  shown  in  Fig.  1.11.  
The  main  feature  of  the  Kornyshev’s  (“diffuse  layer”)  capacitance  is  that  it  doesn’t  “blow  
up”  as  the  potential  is  increased  indefinitely  (note  the  wings  of  the  plots  in  Fig.  1.11).  It  
achieves  this  by  implementing  volumetric  considerations,  as  discussed  above,  thus  allowing  
a  finite  crowding  of  counter-­‐ions  at  the  surface.  This  is  in  stark  contrast  to  the  GC    
  
Figure  1.11  Capacitance  as  a  function  of  potential  (dimensionless)  in  the  Kornyshev  mean-­‐field  
model  for  ionic  liquids.  Plots  are  shown  for  g  =  1.0  (bottom,  dotted),  g  =  0.6  (second  from  the  bottom,  
purple),   g   =   0.2   (second   from   the   top,   dark   blue)   and   g   =   0.1   (top,   sky   blue).   Based   on   Fig.   2   of  
Kornyshev88  but  replotted  for  different  values.  
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capacitance  (Fig.  1.8)  and  marks  a  significant  improvement  for  the  mathematical  modeling  
of  the  EEI.  Furthermore,  the  capacitance  features  a  shift  from  the  “bell”  shape  observed  at  g  
=  1.0  (i.e.  the  maximum  concentrated  liquid)  to  the  “double  hump”  or  “camel”  shape  
observed  at  g  =  0.1  (i.e.  a  dilute  solution).  This  shift  from  the  bell  to  the  camel  shape  occurs  
at  g  =  1/3  and  it  is  unclear  why  this  particular  value  is  significant,  however,  both  the  bell  
shape  and  the  camel  shape  of  capacitance  have  so  far  been  observed  for  many  IL  systems  in  
MD  simulations84,  135,  136  and  also  in  some  experimental  measurements.63,  137,  138  The  MFT  
capacitance  can  also  feature  asymmetric  double  hump  shapes  (more  in  line  with  
experiments  and  simulations,  due  to  ion  size  asymmetry)  if  the  B  and  C  terms  in  (1.100)  and  
(1.101)  are  turned  back  on  (i.e.  not  set  to  zero  as  was  done  in  the  derivation).  Lastly,  the  
crowding  phenomenon  as  encapsulated  by  the  MFT  has  recently  been  detected  
experimentally  at  the  IL-­‐electrode  interfaces139,  140.  
Nonetheless,  Kornyshev  capacitance  also  has  a  few  known  limitations.  For  example,  it  
doesn’t  predict  overscreening  or  charge  oscillations,  nor  does  it  consider  the  adsorbed  layer,  
and  the  capacitance  predicted  for  low  potentials  is  usually  larger  than  that  measured  
experimentally.  These  limitations  have  already  been  investigated  by  Kornyshev  and  others.  
For  example,  in  the  follow  up  study  by  Fedorov  and  Kornyshev85  from  2008  titled  
“Towards  understanding  the  structure  and  capacitance  of  electrical  double  layer  in  ionic  
liquids”,    the  authors  employ  MD  simulations  of  a  simplified  Lennard-­‐Jones  (L-­‐J)  model  of  an  
IL  confined  by  electrode  surfaces  in  order  to  investigate  the  nature  of  the  EEI  and  its  
capacitance  response  as  a  function  of  potential.  The  obtained  simulation  results  exhibit  
several  interesting  features.  The  ion  density  with  respect  to  the  axis  perpendicular  to  the  
electrodes  shows  clear  oscillations  at  all  tested  electrode  surface  charge  densities  (i.e.  
electrode  potentials).  Integrating  the  Poisson  equation  for  the  ions’  charge  density  along  the  
length  of  the  simulation  box  yields  a  Poisson  potential  across  the  box  (i.e.  vs.  z  axis).  The  
potential  clearly  shows  oscillations  near  the  interfaces  (Fig.  1.12).    
The  differential  capacitance  (DC)  obtained  from  the  simulations  features  an  overall  bell  
shape  (presumably  as  a  result  of  using  a  small,  round  and  symmetrical  model  for  IL  ions  that  
generates  a  high  compacity)  and,  more  importantly,  it  was  found  that  the  overestimated  
capacitance  by  the  MFT  model  can  be  “corrected”  by  implementing  an  adsorbed  (or  Stern)  
layer  contribution  explicitly.  When  the  same  correction  is  applied  to  the  GC  model,  the  
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Figure  1.12  Poisson  potential  across  a  simulation  box   for  a  primitive  spherical  model  of  an   IL.  
Reproduced  from  Fedorov  and  Kornyshev85  with  permission  from  Elsevier.  
GC-­‐predicted  capacitance  is  not  improved.  The  authors  also  note  that  the  simulation  shows  
strong  overscreening  at  low  potentials,  which  is  replaced  by  lattice  saturation  (i.e.  the  
maximum  possible  concentration  of  ions  in  the  adsorbed  layer  is  reached)  at  large  
potentials.  These  overscreening  and  crowding  layers  are  best  represented  by  a  chart  
showing  charges  in  1-­‐nm  bins  along  the  axis  perpendicular  to  the  electrode  (Fig.  1.13).  
Fig.  1.13  demonstrates  not  only  how  the  electrode  screening  behaviour  is  gradually  
changed  from  overscreening  to  crowding  as  the  electrode  surface  charge  density  is  
increased  from  0.8  µC  cm–2  to  32  µC  cm–2,  but  also  how  the  magnitude  of  overscreening  is  
the  greatest  at  the  lowest  charge  density.  Although  testing  these  features  experimentally  is  
extremely  difficult,  there  is  at  least  one  set  of  methods  that  can  probe  the  charge  density  
across  the  EEI  with  some  depth  –  those  based  on  elastic  X-­‐ray  scattering  (XRS),  which  
includes  X-­‐ray  reflectivity  (XRR)141-­‐143  and  small  angle  X-­‐ray  scattering  (SAXS)139,  144,  145.  
Indeed,  the  experimental  verification  of  crowding  was  done  with  SAXS  in  one  study139  and  
AFM  in  another140,  the  latter  method  being  more  limited  at  the  moment  and  mostly  useful  
only  for  the  adsorbed  layer.  In  addition  to  XRS  and  AFM  methods,  neutron  reflectivity146  has  
also  been  used  to  study  an  IL  at  gold  electrode  interface,  but  this  was  met  with  limited  
success.  Although  XRS  methods  remain  the  most  sensitive  tools  currently  available,  they  are  
unfortunately  still  inadequate  for  obtaining  a  direct  and  complete  comparison  to  charge-­‐
binning  or  ion  density  analyses  adjacent  to  the  electrode  surface.  
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Figure  1.13  Charge-­‐binning  analysis  of  the  layers  adjacent  to  an  electrode  surface  that  shows  large  
overscreening  (top),  small  overscreening  (bottom  left)  and  crowding  with  no  overscreening  (bottom  
right).  Note  that  the  charge  in  each  layer  is  scaled  with  respect  to  the  electrode  charge  and  that  1  e  
nm–2  =  16  µC  cm–2.  Blue  bars  correspond  to  cations,  red  bars  to  anions.  Reproduced  from  Fedorov  and  
Kornyshev85  with  permission  from  Elsevier.  
Attempting  to  model  more  complicated  IL  systems  and  verify  the  camel  shape  
capacitance  in  ILs  as  predicted  by  the  MFT,  Kornyshev,  Fedorov  and  Georgi  expanded  on  
Fedorov  and  Kornyshev’s  previous  single-­‐sphere  IL  model  (discussed  above)  to  a  set  of  two-­‐
sphere  and  three-­‐sphere  (or  three-­‐bead  as  they  call  it)  models  in  201084.  The  idea  behind  
this  MC  simulation  experiment  was  to  test  how  the  existence  of  neutral  (uncharged)  “voids”  
changes  the  simulation  results  and  whether  it  conforms  to  the  MFT  predictions.  In  the  
discussion  of  results  in  that  study  the  authors  make  a  statement:  “We  estimated  the  packing  
parameter  g  for  the  1BM  [“1  bead  cation  model”]  as  g1BM  =  0.3.  Following  [8]88  one  may  not  
expect  here  a  double-­‐hump  capacitance  profile,  and,  indeed,  this  system  shows  a  bell-­‐like  
profile…”.  This  is  most  likely  incorrect  because,  as  per  the  original  study88,  when  g  =  0.3  the  
compacity  is  already  critically  low  and  a  double-­‐hump  shape  is  expected.  There  was  no  
mention  of  this  in  the  erratum  published  for  the  reference84.  It  is  more  likely  that  the  
authors  wanted  to  say  that  for  the  1BM  the  compacity  was  estimated  to  be  greater  than  1/3  
(see  Fig.  1.11).  At  any  rate,  the  results  of  the  simulation  were  as  expected.  The  introduction  
of  excluded  volume  effects  via  zero-­‐charge  voids  connected  to  the  cations  resulted  in  the  
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double  hump  or  camel  shape  of  capacitance,  supportive  of  experimental  findings.  The  key  
result  from  this  study  is  reproduced  in  Fig.  1.14.  
  
Figure  1.14  Capacitance  versus  potential  for  an  MC  simulation  of  primitive  IL  models  based  on  
single-­‐bead,  two-­‐bead  and  three-­‐bead  cations,  demonstrating  the  transition  from  bell  shape  to  camel  
shapes  as  the  cation  model  incorporates  uncharged  beads  (i.e.  representative  of  alkyl  chains).  Also  
shown  is  an  overlay  of  an  experimental  result,  featuring  the  characteristic  camel  shape.  Reproduced  
from  reference84  with  permission  from  Elsevier.  
Only  a  year  later,  in  2011,  Bazant,  Storey  and  Kornyshev82  (henceforth  BSK)  published  a  
short  but  now  a  widely  acclaimed  paper  in  the  Physical  Review  Letters  (PRL)  in  which  they  
provided  a  simple  model  (or  theory)  that  encapsulates  both  overscreening  and  crowding  in  
primitive  molten  salt  systems.  They  achieved  this  by  considering  short  range  ion-­‐ion  
correlations  –  an  aspect  that  was  missing  in  the  Kornyshev  MFT  model  (note  that  the  
original  model  by  Kornyshev  omitted  many  considerations  in  order  to  simplify  the  derivation  
of  some  useful  models  in  a  very  approximate  sense,  with  the  idea  of  developing  those  
models  later).  The  new  BSK  model  was  able  to  reproduce  the  charge-­‐binning  results  
obtained  by  Fedorov  and  Kornyshev  (Fig.  1.13)  to  a  high  degree  of  accuracy,  as  shown  in  Fig.  
1.15.  
The  crossover  between  overscreening  and  crowding  may  also  be  represented  by  a  useful  
schematic  (Fig.  1.16)  that  describes  the  overall  understanding  of  the  IL-­‐electrode  interface  
as  predicted  by  the  BSK  theory  and  Fedorov  and  Kornyshev85  MD  simulation.  
One  issue  with  the  BSK  model  is  that,  although  predicting  overscreening,  crowding  and  
ion-­‐density  oscillations  near  an  interface,  the  predicted  ion  density  oscillations  are  only  a    
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Figure   1.15   Charge-­‐binning   results   from   the   simulation   (Fig.   1.13)   shown   as   closed   bars   and  
charge-­‐bins  as  calculated  by  the  BSK82  model  shown  as  open  bars.  Reproduced  with  permission  from  
American  Physical  Society  (APS).  
  
Figure   1.16   Structure   of   the   IL-­‐electrode   interface   predicted   by   the   BSK   model   and   MD  
simulations85.  Overscreening   is  characterised  by  a  Stern   layer   that  overcompensates   the  electrode  
charge,  which  is  prominent  at  low  electrode  potentials.  Crowding  is  characterised  by  a  swollen  Stern  
layer  at  large  electrode  potentials  that  dominates  overscreening  and  pushes  the  co-­‐ion  layer  into  the  
third  spot.  Charge  numbers  are  not  exact  and  are  used  for  illustrative  purposes  (the  interplay  between  
overscreening  and  crowding  is  a  subject  of  ongoing  research).  Grey  ions  constitute  the  electroneutral  
bulk  in  both  cases.  Note  that  cations  in  this  thesis  are  represented  by  red  colour  whenever  possible,  
while  the  BSK  paper  represents  them  with  blue,  hence  the  discrepancy.  Schematic  is  based  on  Fig.  1  
of  BSK82.  
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few  in  number  and  decay  quickly,  unable  to  reproduce  the  finer  results  (i.e.  5-­‐10  layers)  
from  the  MD  and  MC  simulations  or  AFM  and  SFA  results.  Another  is  that  it  doesn’t  cater  for  
steric  effects  of  large  cations,  which  was  partly  studied  by  the  MD  simulations.  Further  
development  of  this  particular  model  is  therefore  highly  expected.    
It  is  important  to  remember  that  the  original  Kornyshev  MFT  model  is  quite  open  for  
further  development,  which  was  its  original  purpose.  However,  it  hasn’t  seen  as  many  
expansions  as  would’ve  been  hoped,  and  this  is  likely  because  the  number  of  investigators  
capable  of  undertaking  such  developments  is  low.  Nonetheless,  there  has  been  some  
progress  of  late.  For  instance,  in  a  very  recent  paper  (2018)  by  Chen,  Goodwin,  Feng  and  
Kornyshev83  the  model  was  expanded  to  include  better  representation  of  temperature  
effects.  The  resultant  upgrade  showed  that  the  camel  shape  of  capacitance  changes  to  the  
bell  shape  at  high  temperatures,  a  result  that  has  been  seen  in  MD  simulations83,  135.  
Similarly,  in  2017  Goodwin,  Guang  and  Kornyshev147  modified  the  MFT  to  incorporate  a  
better  representation  of  short-­‐range  correlations  (i.e.  the  B  and  C  terms  that  were  neglected  
in  the  original  paper).  The  result  was  a  much  better  representation  of  reality  –  the  
capacitance  estimation  in  particular  was  significant  and  it  no  longer  required  a  correction  
for  the  Stern  layer.  
Other  than  Kornyshev,  Fedorov,  Bazant,  Storey,  Goodwin  and  other  aforementioned  
authors,  models  and  theories  for  the  EEI  have  also  been  researched  by  many  others.  To  
mention  but  a  few,  Outhwaite148-­‐152  and  others  have  been  working  on  modified  PB  
equations  for  many  years  for  the  aqueous  electrolytes,  in  which  they  have  considered  
excluded  volume  effects  back  in  the  80s.  Kjellander,  Marčelja  and  others  have  been  
publishing153-­‐157  various  mathematical  and  simulation  results  on  the  EDL  for  a  variety  of  
monovalent  and  divalent  aqueous  electrolyte  systems.  However,  the  results  and  theories  
published  in  those  studies  will  not  be  elaborated  here  and  the  reader  is  referred  to  the  
other  reviews  or  the  original  papers.  Likewise,  the  mathematical  models  presented  above  
are  considered  to  cover  roughly  the  bulk  of  the  key  developments  over  the  last  100  or  so  
years,  but  it  is  not  possible,  within  the  available  time  and  word  limit  allocation  for  this  
thesis,  to  explore  these  and  other  models  at  any  further  depth.  Nonetheless,  as  will  be  seen,  
the  models  presented  above  are  sufficient  to  tackle  the  key  results  obtained  in  the  present  
work.  
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Before  this  subsection  is  complete  however,  several  more  experimental  studies  should  
be  mentioned.  First  of  all,  it  should  be  noted  that  both  SFA  and  AFM  continue  to  play  big  
roles  in  the  research  of  EEI  in  ILs.  For  example,  Perkin  et  al.105,  158  along  with  Ueno  et  al.159  
and  Bou-­‐Malham  et  al.98  have  used  the  SFA  to  study  a  number  of  different  protic  ILs  
confined  between  negatively  charged  SFA  surfaces.  In  such  studies,  the  results  are  
qualitatively  similar  between  each  other  for  all  liquids  (i.e.  oscillating  or  quantised  force  
profile  at  certain  separations,  which  are  highly  indicative  of  a  layered  near-­‐surface  
structure).  Furthermore,  the  results  are  similar  and  comparable  to  those  obtained  by  the  
AFM.  Horn  and  Israelachvili160-­‐162  also  continue  to  study  the  interface  using  the  SFA,  but  one  
paper  by  these  authors  has  attracted  some  controversy163,  164  in  recent  years.  
Namely,  in  2013  Gebbie  et  al.161  reported  a  force  profile  between  a  molecularly  smooth  
polycrystalline  gold  and  a  single-­‐crystalline  muscovite  mica  surface  confining  an  IL  1-­‐butyl-­‐4-­‐
methylimidazolium  bis(trifluoromethanesulfonyl)imide  ([C4mim][TFSI]).  The  force  profile  
between  the  two  surfaces  showed  a  non-­‐zero  interaction  strength  that  decayed  
exponentially  across  more  than  30  nm  of  surface  separation.  Interpreting  this  odd  result  
proved  to  be  challenging.  The  authors  argued  that  the  interaction  could  be  modelled  almost  
quantitatively  by  a  Derjaguin-­‐Landau-­‐Verwey-­‐Overbeek  (DLVO)  theory,  which  describes  the  
nature  of  interaction  between  two  surfaces  submerged  into  a  liquid  environment.  The  
controversy  was  that  the  DLVO  theory  is  built  around  the  classical  EEI  models  and  considers  
the  long-­‐range  force  a  result  of  an  overlap  of  the  two  diffuse  layers  decaying  from  both  
interfaces.  Thus,  by  measuring  the  interaction  strength,  it  is  possible  to  estimate  the  
presumed  concentration  of  “free  ions”  in  this  diffuse  part,  which  in  the  case  of  Gebbie  et  
al.’s  results  came  to  be  a  very  surprising  0.003%.  In  other  words,  the  authors  argued  that  ILs  
are  essentially  strongly-­‐coupled  cation-­‐anion  pairs  that  rarely  dissociate,  the  dissociated  
fraction  being  the  0.003%.  Furthermore,  they  proposed  that  electrode  screening  in  (pure)  
ILs  is  analogous  to  that  in  the  dilute  electrolytes  (e.g.  Fig.  1.9)  in  that  the  electrode  screening  
is  effected  by  an  adsorbed  Stern  (or  Helmholtz)  layer  and  a  diffuse  GC  layer.  Not  only  was  
this  explanation  at  odds  with  much  of  the  literature  on  the  structure  of  the  IL  EEI  as  
discussed  in  this  subsection,  but  the  actual  ion  dissociation  of  this  particular  IL  was  
measured  to  be  around  60%  by  two  separate  sources165,  166.  Gebbie  et  al.  have  since  argued  
   81  
that  these  measurements  were  not  done  at  equilibrium  and  include  dynamic  effects,  
whereas  the  SFA  study  was  slow  and  equilibrated  at  each  step.    
In  2015,  Gebbie  et  al.  reported167  similar  results  for  two  more  cations  based  on  1-­‐alkyl-­‐
3-­‐methylimidazolium  (with  the  same  anion  –  [TFSI])  in  which  an  increase  in  temperature  
was  found  to  reduce  the  range  of  interaction,  thus  suggesting  that  ion  dissociation  is  
increased  by  thermal  excitation.  A  feature  article168  on  the  topic  of  long-­‐range  forces  
between  surfaces  in  ILs  was  published  in  2017  and  discusses  these  concepts  at  length  from  a  
conceptual  perspective,  highlighting  some  recent  findings.  For  example,  in  a  recent  AFM  
study  by  the  Atkin  group  the  long-­‐range  forces  between  a  silica  surface  and  a  mica  probe  do  
not  exist  at  temperatures  below  80˚C,  yet  appear  at  120˚C,  in  contrast  to  the  results  
obtained  by  Gebbie  et  al.167  However,  the  authors  note  that  the  two  experiments  featured  a  
different  IL,  which  could  have  an  entirely  different  temperature  dependence.  From  a  
rigorous  theoretical  perspective,  Kjellander169,  170  has  recently  employed  a  statistical  
mechanical  approach  to  studying  this  problem.  
The  AFM  findings  from  the  Atkin  group  are  overviewed  briefly  and  in  general.  Namely,  
for  the  ILs  studied,  it  was  found  that:  higher  temperatures  reduce  the  number  of  the  layers  
at  the  EEI  and  the  force  required  to  rupture  them171;  longer  alkyl  chains  lead  to  polar  and  
non-­‐polar  aggregations  in  the  bulk,  while  at  the  interface  longer  chains  template  more  
layers  than  shorter  alkyl  chains172,  173;  three  different  aprotic  ILs  showed  similar  force-­‐
distance  profiles  in  that  the  number  of  the  layers  increased  with  increasing  alkyl  chain  
lengths103  but  protic  ILs  show  structure  in  the  bulk  as  well174  whereas  aprotic  have  not  been  
found  to  do  so;  both  the  strength  and  the  number  of  the  layers  increases  with  increasing  
electrode  potentials  and  the  orientation  of  the  inner  layer  species  is  sensitive  to  the  
electrode  potential173,  175-­‐177;  lithium  chloride  (LiCl)  salt  reduces  the  interfacial  forces  
required  to  rupture  the  layers178,  179;  zinc  dicyanamide  (Zn[dca])  salt  (9  mol%)  either  reduces  
or  leaves  unchanged  the  number  of  layers  in  an  imidazolium-­‐based  IL,  whereas  it  increases  
the  number  of  layers  in  a  pyrrolidinium-­‐based  IL,  with  both  systems  also  having  a  3  wt%  
water180.  The  last-­‐mentioned  study  will  be  discussed  at  greater  depth  in  section  1.14  (The  
Research  Problem).    
As  mentioned  earlier,  the  AFM  method  is  being  used  by  other  groups  as  well.  For  
example,  Black  et  al.181,  182  produced  the  first  statistically-­‐strong  force-­‐distance  plots  and  
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continue  to  present  their  force-­‐distance  plots  as  histogram  overlays  of  many  scans  (in  
contrast  to  the  single  representative  scans  as  presented  by  the  Atkin  group),  while  Relat-­‐
Goberna  and  Garcia-­‐Manyes183  were  able  to,  quite  remarkably,  detect  single-­‐layer  rupturing  
forces  by  the  same  method.  In  the  latter  study,  the  authors  report  that  the  layering  in  a  
molecular  liquid  (i.e.  1-­‐undecanol)  is  ruptured  via  a  single  interaction,  whereas  the  layering  
in  an  IL  (i.e.  EAN)  is  ruptured  via  two  distinct  interactions.  This  ground-­‐breaking  work  was  
published  in  PRL,  but  has,  and  again  quite  remarkably,  gone  rather  unnoticed  (just  5  
citations  since  2015).  
Other  than  the  XRR,  SAXS,  SFA  and  the  AFM,  there  are  at  least  two  other  useful  
experimental  techniques  that  have  been  employed  for  the  study  of  the  EEI.  The  first  is  of  
course  the  CV  method,  which  can  be  used  to  obtain  information  about  the  interface  in  an  
indirect  way,  but  which  has  nonetheless  been  used  to  measure  the  interfacial  capacitance  –  
a  concept  useful  for  the  comparison  of  the  obtained  data  to  the  mathematical  models.  
However,  it  should  be  noted  that  such  measurements  can  often  be  unreliable63  due  to  a  
large  variance  reported  in  the  literature184,  despite  the  fact  that  they  can  be  taken  in  at  least  
two  different  ways,  including  by  a  three-­‐electrode  cell  setup  coupled  to  an  impedance  
analyser138,  185,  or  by  direct  extraction  from  cyclic  voltammetry  (CV)  data138,  186.  And  the  
second  method  is  sum  frequency  generation  (SFG)  spectroscopy187.  SFG  works  on  the  
principle  of  two  lasers  being  combined  at  an  interface  and  providing  information  about  the  
interfacial  vibrational  spectrum188.  SFG’s  limitation  is  primarily  in  the  fact  that  it  is  sensitive  
only  to  the  first/adsorbed  layer  at  the  interface,  but  it  can  accurately  detect  the  orientation  
of  the  adsorbed  species  within  that  limit.  Baldelli  et  al.187,  189-­‐193  have  undertaken  a  number  
of  excellent  studies  of  the  interface  by  using  this,  and  some  other  methods.    
Finally,  to  wrap  up  this  section,  it  should  be  noted  that  the  studies  of  the  EEI  in  ILs  have  
recently  also  turned  to  investigate  the  two-­‐dimensional  (2D)  and  three-­‐dimensional  (3D)  
nature  of  the  EEI,  which  require  more  advanced  molecular  models  of  ILs  based  on  full  
atomic  representations  of  each  species.  This  is  especially  important  for  the  studies  of  the  
adsorbed  layers,  which  have  been  found  in  a  variety  of  orientations  with  respect  to  the  
electrode  surface  (3D  aspect)  and  in  a  variety  of  lateral  surface  configurations  (2D  aspect)  by  
both  experimental  measurements  (AFM  and  SFG)  and  in  MD  simulations.  In  2014,  
Kornyshev  and  Qiao  in  one  instance89  and  Merlet  in  another194  both  emphasised  the  
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resurgent  importance  of  2D  and  3D  structure  in  ILs.  Some  of  these  findings  are  mentioned  in  
the  next  section.  
1.13.2  Computational  Modelling  and  Simulation  Developments  
This  section  provides  a  rundown  of  some  computational  modelling  literature  that  will  be  
useful  as  an  overview  of  the  research  of  ILs  at  EEIs  as  performed  by  MD  simulation.  An  
attempt  is  made  to  cover  all  of  the  key  publications  throughout  the  last  twenty  or  so  years  
but  it  is  likely  that  some  relevant  works  will  unfortunately  be  omitted.  Although  the  
interfaces  can  be  simulated  by  a  variety  of  techniques  such  as  Monte  Carlo  and  a  number  of  
different  density  functional  theory  approaches,  the  literature  surveyed  here  is  mostly  based  
on  the  MD  method,  which  is  also  the  most  popular.  Furthermore,  as  the  EEI  is  also  
applicable  to  supercapacitor  research,  which  may  include  a  variety  of  different  electrode  
surface  geometries,  this  review  concentrates  on  the  planar  geometry  electrodes,  which  are  
(roughly)  applicable  for  electrochemical  cells.  However,  noting  that  real  electrochemical  
electrodes  may  not  always  be  atomically  smooth  and  planar,  a  few  studies  are  mentioned  
that  describe  the  effects  of  porous  electrodes.  To  that  end,  the  section  is  split  into  three  
further  subsections:  ILs  simulated  in  their  pure  (neat)  states,  ILs  simulated  with  additives  
such  as  small  redox  salts  or  water,  and  a  miscellaneous  subsection  with  some  other  studies  
of  interest.    
1.13.2.1  Pure  Ionic  Liquids  
In  the  period  between  2003  (when  Lynden-­‐Bell  conducted  the  first  MD  studies  of  
IL+water  mixtures  at  interfaces)  and  2006  (when  the  number  of  MD  studies  started  
increasing  drastically)  there  are  only  a  few  MD  studies  of  the  pure-­‐ILs  at  interfaces.  For  
example,  a  study  from  2005  by  Chaumont  et  al.195  investigates  how  a  hydrophobic  octyl-­‐
methylimidazolium  hexafluorphosphate  ([C8mim][PF6])  behaves  in  contact  with  a  water  
interface.  Some  irregular  density  oscillations  were  detected  but,  more  importantly,  some  
mixing  was  observed  and  a  “leakage”  of  [PF6]  into  the  water  phase  was  occurring  on  a  small-­‐
scale.  Also  in  2005,  González-­‐Melchor  et  al.196  performed  MD  simulations  of  a  model  IL  (a  so  
called  “soft  primitive  model”  or  SPM  where  the  soft  refers  to  a  weak  repulsive  term  of  an  L-­‐J  
sphere,  namely  the  (1/r)n  component  where  n  is  set  to  225  instead  of  the  usual  12)  and  
found  that  the  interfacial  surface  tension  anomalously  oscillates  (Fig.  1.17).  
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Figure  1.17  Dependence  of  surface  tension  (g)  of  a  soft  primitive  model  IL  on  the  simulation  box  
length   (Lx)   shows   anomalous   oscillatory   behavior   near   a   vacuum   interface.   Reproduced   from  
González-­‐Melchor  et  al.196  with  permission  from  the  American  Institute  of  Physics  (AIP).  
In  2006  Yan  et  al.197  conducted  a  comprehensive  study  of  an  IL  –  vacuum  interface  for  a  
model  of  [C2mim][NO3].  They  found  that  the  interfacial  density  in  the  IL  phase  near  the  
interface  was  oscillatory  and  the  oscillations  stretched  to  a  distance  of  about  4  nm  away,  
but  the  interfacial  density  was  the  highest  in  the  region  within  1  nm  away  from  the  interface  
(Fig.  1.18).  
Most  importantly  however,  Yan  et  al.  performed  computations  for  both  a  polarisable  
and  a  non-­‐polarisable  model.  Surprisingly,  the  effects  of  polarisability  on  the  major  
structural  properties  of  [C2mim][NO3]  near  a  vacuum  interface  were  minimal,  which  was  
evident  from  the  similarity  in  the  number  density  profile,  but  also  in  the  preferred  
orientation  of  the  ions  in  both  the  interfacial  region  (labelled  as  a  Roman  numeral  “I”  in  Fig.  
1.18)  and  in  the  near-­‐bulk  region  (labelled  “II”),  as  well  as  the  “local  lateral  clustering”  near  
the  interface,  for  both  the  polarisable  and  the  non-­‐polarisable  models.  However,  it  was  also  
found  that  some  surface  parameters  such  as  surface  tension  are  better  approximated  by  a  
polarisable  model,  as  judged  by  the  surface  tension  values  being  in  better  agreement  with  
the  experimental  measurements.  Such  structural  properties  computed  by  Yan  et  al.  are  
largely  in  agreement  with  the  results  of  Lynden-­‐Bell198  for  a  non-­‐polarisable  model  of  1,3-­‐
dimethylimidazolium  chloride  ([C1mim][Cl]).  
Therefore,  while  the  effects  of  polarisability  are  evident  and  important  for  obtaining  
some  properties  of  these  systems  to  a  higher  accuracy,  it  can  be  concluded,  at  least  from  
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Figure  1.18  Oscillatory  atom  density  profiles  at  an  IL-­‐vacuum  interface  for  both  a  polarizable  and  
a  non-­‐polarizable  model.  Reproduced   from  Yan  et  al.197  with  permission   from  American  Chemical  
Society  (ACS).  
the  above  investigations,  that  the  studies  of  the  IL  –  solid  interface,  and  to  some  extent  
dynamics,  can  be  seen  as  relatively  reliable.  On  the  other  hand,  Tazi  et  al.199  have  shown  
that  for  a  small  molten  salt  (i.e.  LiCl  near  an  aluminium  surface)  the  effects  of  polarisation  
are  drastic  –  with  polarisation  some  layering  is  observed,  but  without  it  the  layers  
disappear.  It  remains  to  be  seen  if  similar  phenomenon  can  be  detected  for  any  IL  –  solid  
interfaces.  Nonetheless,  with  increasing  computational  power  and  more  widespread  
implementations  of  polarisable  potential  functions  in  MD  programs  it  is  expected  that  
sometime  within  the  next  two  decades  the  polarisable  models  will  become  the  norm  for  any  
type  of  MD  study  of  ILs.    
The  studies  of  the  ILs  at  interfaces  also  extend  to  the  studies  of  ILs  in  confined  spaces.  
To  that  end,  a  paper  by  Pinilla  et  al.200  is  mentioned,  in  which  the  authors  studied  
[C1mim][Cl]  confined  between  two  parallel  walls.  Unsurprisingly,  it  is  found  that  the  
[C1mim][Cl]  exhibits  a  high  density  peak  close  to  the  surface  of  either  wall,  which  is  followed  
by  a  number  of  weaker  oscillations.  By  varying  the  separation  between  the  walls,  the  
authors  find  that  the  number  of  the  layers  changes  at  certain  distances,  and  in  fact  
oscillates.  Such  a  result  is  highly  reminiscent  of  the  SFA  results  obtained  by  Perkin  et  al.104  
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who  found  the  phenomenon  of  quantised  force  as  the  parallel  plates  of  the  SFA  were  
brought  closer  with  respect  to  each  other.  One  set  of  results  from  Pinilla  et  al.  is  reproduced  
in  Fig.  1.19.  
In  2006  Lynden-­‐Bell  and  Del  Pópolo201  studied  [C4mim]  with  three  different  anions  
([PF6],  [BF4]  and  [Cl])  at  the  liquid-­‐vacuum  interface.  In  their  computer  models  they  use  a  
vacuum-­‐filled  extension  to  the  simulation  box  in  the  z-­‐direction  in  order  to  avoid  the  effects  
of  image  charges  for  the  slab  geometry,  as  originally  proposed  by  Yeh  and  Berkowitz202.  This  
correction  is  discussed  further  in  section  2.1.11,  although  in  this  particular  study  it  was  
found  to  have  a  negligible  impact  on  the  simulation.  The  results  revealed  that  the  butyl  
groups  tend  to  be  on  the  vacuum  side  of  the  interface  while  the  methyl  chains  face  the  
liquid  side.  Furthermore,  the  effects  of  temperature  and  the  anion  on  the  orientation  of  the  
cation  are  small.  Oscillations  in  the  ion  densities  were  observed,  including  the  
corresponding  oscillations  in  the  electrostatic  potentials  across  the  simulation  box  (Fig.  
1.20),  however,  it  is  also  obvious  from  the  overlapping  interfacial  oscillations  emanating  
from  both  interfaces  (Fig.  1.20)  that  the  box  was  not  sufficiently  long  to  achieve  bulk  density  
and  electroneutrality  conditions.  Therefore,  this  study  should  be  considered  more  as  a  study  
of  ILs  “in  confinement”,  rather  than  a  study  of  ILs’  interfacial  properties  in  full.  
  
Figure  1.19  Mass  density  profiles  of  the  confined  [C1mim][Cl]  as  a  function  of  decreasing  box  size.  
Fig.  2  from  Pinilla  et  al.200  reproduced  with  permission  from  ACS.  
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Figure  1.20  Electrostatic  potential  across  the  length  of  the  simulation  box  in  three  different  ILs  as  
simulated  in  an  MD  study.  Note  the  lack  of  bulk  region  in  the  [BF4]  and  [Cl]  ILs,  indicating  insufficiently  
long  z  dimension.  Also,  [bmim]  is  another  acronym  for  [C4mim].  Reproduced  from  Lynden-­‐Bell  and  Del  
Pópolo201  with  permission  from  Royal  Society  of  Chemistry  (RSC).  
In  the  same  year  the  group  of  Lynden-­‐Bell  also  performed  one  of  the  first  studies  of  
relaxation  dynamics  of  an  IL  in  response  to  an  applied  electric  field107.  In  this  study  the  ILs  
were  considered  within  the  context  of  dye-­‐sensitised  solar  cells  (DSSC)  based  on  TiO2,  where  
they  are  investigated  as  supporting  electrolytes.  First,  the  authors  confined  504  [C1mim][Cl]  
IL  pairs  between  solid  surfaces  (which  were  not  considered  to  be  as  realistic  as  they  could’ve  
been,  suggesting  an  improvement  for  any  subsequent  studies).  Then,  the  electrode  atoms  
were  assigned  partial  charges  corresponding  to  a  surface  charge  density  of  ±  2  µC  cm–2  (i.e.  
a  typical  charge  density  found  on  TiO2  under  full  illumination).  Upon  equilibration  of  the  
system  at  high  temperatures  (from  1000  to  400  K)  for  600  ps  (and  a  confirmation  of  
equilibration  for  a  single  1.5-­‐ns  run)  the  charges  were  abruptly  set  to  zero  (the  field  turned  
off)  and  the  response  of  the  IL  studied  in  the  microcanonical  ensemble  by  means  of  
computing  Poisson  potentials  and  ionic  currents.  The  process  was  repeated  for  15  different  
initial  configurations.  
The  results  revealed  several  interesting  phenomena.  First,  ion  density  oscillations  were  
detected  similarly  to  the  ILs  near  uncharged  surfaces,  but  were  of  greater  magnitude,  which  
was  understood  as  the  ability  of  the  IL  to  respond  to  the  applied  field  and  therefore  screen  
it.  The  authors  note  that  similar  findings  were  reported  in  an  experimental  study  by  Baldelli.  
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Furthermore,  because  of  the  narrow  confinement  (i.e.  4  nm  –  same  as  in  Fig.  1.19)  the  
densities  were  oscillatory  throughout  the  whole  volume  so  the  full  screening  behaviour  
could  not  be  observed.  The  response  of  the  anion  to  the  electric  field  both  when  the  field  is  
applied  and  when  it  is  removed  was  more  extensive  than  that  of  the  cation,  and  the  nature  
of  screening  was  found  to  be  very  effective  as  it  required  relatively  little  motions  of  the  ionic  
species.  Notably,  the  diffusion  process  did  not  play  a  big  role  in  the  screening  as  the  
relaxation  occurred  on  a  much  shorter  time-­‐scale.  The  relaxation  occurred  via  a  two-­‐step  
process,  the  first  step  being  fast  (t  =  0.2  ps)  and  the  second  relatively  slow  (t  =  8  ps).  This  
study  marked  a  significant  methodological  development  and  provided  several  very  useful  
answers  to  the  DSSC  research.  
Bhargava  and  Balasubramanian203  studied  [C4mim][PF6]  at  a  liquid-­‐vapour  interface  and  
found  similar  results  to  the  earlier  reports  of  Lynden-­‐Bell.  In  this  work,  the  authors  also  
computed  electron  densities  and  found  that  the  oscillations  are  not  as  prominent  as  those  
of  mass-­‐density.  Furthermore,  the  calculated  12%  excess  electron  density  at  the  interface  
was  in  excellent  agreement  with  XRR  results143.  
In  addition  to  Pinilla  et  al.200,  Liu  et  al.204  also  investigated  an  IL  at  a  solid  interface,  in  
this  instance  [C4mim][NO3]  at  a  titanium  dioxide  (TiO2)  rutile  (110)  surface.  Their  simulation  
box  setup  is  reproduced  in  Fig.  1.21.  
  
Figure  1.21  The  simulation  box  of  Liu  et  al.;  shows  multiple  titanium  dioxide  rutile  layers  on  both  
sides   of   the   box   with   periodic   boundary   conditions   applied   in   all   3   directions.   714   pairs   of  
[C4mim][NO3]  are  contained  between  the  rutile  plates.  Reproduced  from  Liu  et  al.204  with  permission  
from  ACS.	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The  results  from  such  a  study  are  not  overly  surprising.  The  inner  layer  is  mostly  
composed  of  the  [NO3]  anion  oriented  with  its  plane  perpendicular  to  the  rutile  surface,  the  
density  of  which  is  about  30  times  higher  than  that  of  the  bulk,  indicating  a  highly  
condensed  layer.  Furthermore,  the  mass  density  analysis  reveals  that  the  imidazolium  ring  
has  several  preferred  orientations  in  its  inner  (overall  second)  layer.  These  densities  and  
orientations  are  shown  in  Fig.  1.22.  
  
Figure  1.22  A  vertically-­‐oriented  z-­‐density  profile  of  the  centre-­‐of-­‐mass  of  [NO3]  (black)  and  mass  
densities  of  the  imidazolium  ring  geometrical  centre  (red),  C6  atom  (blue)  and  C10  atom  (green)  for  a  
[C4mim][NO3]  IL  (left  panel).  Second  order  Legendre  polynomial  orientational  analysis  (right  panel).  
Reproduced  from  Liu  et  al.204  with  permission  from  ACS.	  
In  2008  Fedorov  and  Kornyshev205  performed  MD  studies  of  dense  Lennard-­‐Jones  
spheres  (a  primitive  model  IL  similar  to  that  of  Melchor  et  al.196)  between  charged  walls  –  a  
study  that  was  discussed  in  more  depth  in  the  previous  subsection  and  is  mentioned  here  
only  as  a  reminder.  
Sha  et  al.206  performed  an  MD  study  of  [C1mim][Cl]  in  which  they  observed  a  first-­‐order  
phase  transition  of  that  IL  from  a  liquid  monolayer  to  a  solid  monolayer,  which  was  induced  
by  varying  the  distance  between  the  graphite  walls  confining  the  liquid.  The  resulting  solid  
layer  was  apparently  a  hydrogen-­‐bonded  network  structure  very  different  from  the  bulk.  
Such  discussions  are  somewhat  contradictory  to  those  of  the  experimental  work  of  the  
Perkin104  group  who  argue  that  the  viscosity  change  of  approximately  1-­‐3  orders  of  
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magnitude  near  the  interface  is  not  really  indicative  of  a  solid-­‐like  structure  because  for  a  
solid  transition  an  approximately  10  orders  of  magnitude  change  would  be  expected.  
Due  to  the  still  relatively  expensive  computational  methodology  at  this  time,  (or  perhaps  
a  desire  to  simplify  the  system  to  the  smallest  number  of  representative  degrees  of  
freedom,  as  preferred  by  Fedorov  and  Kornyshev),  some  groups  such  as  that  of  Yan207,  208  
tried  to  study  the  IL  –  vacuum  interface  by  coarse-­‐graining  their  MD  simulations.  Using  a  
coarse-­‐grained  model  Wang  et  al.207  were  able  to  show  that  the  bulk  regions  aggregate  to  
form  polar  and  non-­‐polar  domains,  but  the  structure  of  the  interfaces  had  not  been  studied  
quantitatively.  Instead,  a  snapshot  of  the  simulation  (Fig.  3  of  Yan  et  al.;  not  reproduced  
here)  shows  some  layering  as  being  present.  
In  2008  and  2009  there  were  two  separate  and  very  interesting  studies  on  the  structure  
of  the  same  IL  –  [C4mim][PF6]  –  on  the  same  interface  –  graphite  –  by  the  same  method  –  
MD.  As  these  studies  are  conceptually  similar  to,  and  important  for  the  work  in  this  thesis,  
they  are  explored  in  slightly  more  depth.  
First,  in  2008  Sha209  and  colleagues  performed  what  seems  to  be  the  first  MD  study  of  
[C4mim][PF6]  on  a  graphite  surface.  The  authors  used  GROMACS  (unspecified  version)  and  
potential  function  parameters  from  Lopes  and  Padua210,  211.  System  size  for  the  NPT  
equilibration  was  approximately  55  x  55  x  55  cubic  angstroms  and  yielded  density  of  the  IL  
that  was  to  within  1%  of  the  experimental  value.  The  system  for  production  run  was  
extended  in  the  z-­‐direction  to  120  angstroms,  followed  by  a  further  extension  of  60  
angstroms  of  vacuum  space,  making  a  total  system  size  of  56.56  x  56.56  (dictated  by  
graphite)  x  180  cubic  angstroms.  The  system  contained  490  ion  pairs  and  was  simulated  at  
300  K.  Annealing  of  the  system  was  not  performed.  The  simulation  box  is  shown  in  Fig.  1.23.  
Mass  density  profile  of  the  IL  near  the  graphite  surface  yielded  a  decaying  oscillation  
profile  that  extended  to  about  2  nm  into  the  bulk  (Fig.  1.24).  Compared  to  the  bulk  density,  
the  mass  density  of  the  interfacial  region  of  the  first  layer  was  about  90%  higher  than  the  
bulk,  while  its  electron  density  was  80%  higher  than  the  bulk  (not  shown  in  the  figure).  This  
is  in  contrast  to  the  weak  12%  higher  electron  density  reported  by  Bhargava  and  
Balasubramanian203  for  the  same  IL  near  the  vapour  interface.  This  means  that  solid  
surfaces,  in  this  case  graphite,  probably  have  a  much  higher  layer  templating  ability  than  
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vacuum  interfacesoo,  which  could  be  expected  due  to  the  relatively  higher  degree  of  
ordering  at  a  solid  surface.  In  general,  if  the  effect  of  surfaces  on  the  layering  phenomenon  
is  investigated  more  systematically  and  understood  better,  it  could  suggest  an  expansion  of  
the  free  energy  term  in  the  Kornyshev  MFT  (and  subsequent  models  and  theories)  to  
incorporate  explicitly  the  effects  of  surface  stabilisation.  Similarly,  the  BSK  theory  considers  
the  electrode  as  a  source  of  the  electric  field,  but  it  doesn’t  address  the  fact  that  this  field  
will  be  different  for  different  electrode  materials.  Perhaps  such  considerations  will  allow  for  
more  numerous  ion-­‐density  oscillations  than  the  current  BSK  model  predicts.  
Furthermore,  the  contents  of  the  inner  layer  mass  density  were  such  that  80%  of  that  
density  was  due  to  the  cation,  implying  that  cation-­‐graphene  interaction  was  more  
significant  than  the  anion-­‐graphene  interaction  (noting  that,  since  there  is  no  charge  on  the  
electrode,  and  that  both  cation  and  anion  have  the  same  absolute  charge,  the  nature  of  this  
interaction  is  non-­‐trivial).  This  type  of  consideration  is  also  missing  from  many  of  the  current  
EEI  models  for  ILs  (except  for  the  specific  adsorption,  particularly  of  anions,  as  considered  in  
the  earlier  theories  for  the  aqueous  systems).  
  
Figure  1.23  MD  simulation  box  for  [C4mim][PF6]  IL  as  used  by  the  Sha  group;  only  one  interface  is  
considered,  with  the  bulk  IL  placed  on  top  of  it.  Reproduced  from  Sha  et  al.209  with  permission  from  
the  American  Institute  of  Physics  (AIP).  	  
                                                                                                                
oo  It  is  questionable  whether  an  “interface”  with  a  vacuum  can  be  considered  as  an  interface  in  the  
classical  sense  of  the  term,  but  in  line  with  the  rest  of  the  literature,  this  thesis  considers  it  as  such.  
   92  
  
Figure  1.24  The  mass  density  profile  of   [C4mim][PF6]   at   a   graphite   interface   in   the   Sha   study.  
Clearly  shown  are  density  oscillations  near  the  interface  as  well  as  the  bulk  density  from  2-­‐5nm  which  
averages  to  around  1350  kg/m3.  Reproduced  from  Sha  et  al.209  with  permission  from  AIP.  	  
Mass  density  plot  for  the  anion  also  showed  a  triplet  peak  in  the  inner  layer,  which  was  
shown  to  be  a  result  of  the  fact  that  [PF6]  lay  flat  on  the  interface  with  the  three  F  atoms  in  
contact  with  the  surface  so  that  the  two  planes  of  fluorine  atoms  and  the  central  mass  of  
phosphorus  caused  the  three  mass  peaks.    The  authors  refer  to  their  inner  layer  as  being  
solid-­‐like.  
Sha  et  al.  then  investigated  the  effects  of  the  IL-­‐vapour  interface  on  the  layering  
behaviour.  They  did  this  by  cutting  the  simulation  box  in  the  z-­‐dimension  at  three  positions.  
First,  right  after  the  inner/bottom  layer,  then  after  the  second  layer  and  then  after  the  third.  
The  effects  of  the  vapour  interface  were  minimal,  if  any.  The  conclusion  was  that  a  vapour-­‐
liquid  interface  can  affect  perhaps  only  the  first  IL  layer,  and  to  a  very  limited  extent.  This  is  
slightly  in  contrast  to  the  earlier  studies  by  Lynden-­‐Bell198  who  found  that  liquid-­‐vapour  
interface  affects  the  layers  more  substantially.  
Similarly  to  most  other  MD  studies  of  the  ILs  at  interfaces,  the  ion  orientations  within  
the  first  adsorbed  layer  were  analysed  via  the  second-­‐order  Legendre  polynomial  and  
revealed  that  both  the  imidazolium  ring  and  the  alkyl  chain  lie  flat  at  the  surface  of  the  
graphite.  
The  second  study  was  published  a  year  later,  in  2009,  by  Kislenko  et  al.212.  The  novel  
aspect  about  the  study  of  Kislenko  et  al.  is  that  it  extended  the  simulation  box  environment  
to  include  a  charged  graphene  surface,  which  may  be  the  first  study  in  the  literature  that  
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investigated  both  the  longitudinal  layering  and  the  lateral  or  surface  organisation  (i.e.  2D  
structure)  while  the  surface  was  charged.  
Unsurprisingly,  the  results  of  the  relative  mass  density  of  [C4mim][PF6]  on  an  uncharged  
graphene  surface  are  very  similar  to  those  of  Sha  et  al.,  except  that  they  are  represented  
with  a  relative  mass  density  rather  than  absolute  mass  density,  and  also  include  a  volume  
charge  density  (Fig.  1.25).    
The  key  difference  between  these  two  studies,  other  than  the  fact  that  the  two  groups  
use  two  different  MD  packages  (i.e.  DL_POLY  by  Kislenko  et  al.  and  GROMACS  by  Sha  et  al.),  
is  that  Sha  et  al.  use  490  ion  pairs  while  Kislenko  et  al.  use  150.  It  is  unclear  if  this  is  causing  
any  significant  differences  in  the  results,  but  by  comparison  of  Figs.  25  and  24  it  can  be  
noted  that  the  results  by  Sha  et  al.  exhibit  a  stronger  fourth  density  oscillation  away  from  
the  interface  and  somewhat  higher  oscillations  within  the  bulk  density.  Furthermore,  
Kislenko  et  al.  use  a  single-­‐sheet  graphene  surface  while  Sha  et  al.  use  a  double-­‐sheet  
graphene  (i.e.  graphite)  surface,  which  could’ve  also  contributed  to  the  slightly  stronger  
oscillations  in  the  Sha  et  al.  results.  
As  mentioned,  Kislenko  et  al.  also  place  charges  on  their  graphene,  turning  it  into  a  
simulated  electrode.  However,  placing  a  charge  on  the  electrode  creates  an  imbalance  of  
charge  in  the  system  and  Kislenko  et  al.  alleviate  this  problem  by  changing  the  proportion  of  
  
Figure  1.25  The  relative  mass  density  and  volume  charge  density  of  [C4mim][PF6]  along  the  normal  
to  the  uncharged  graphite  surface  in  the  Kislenko  study.  Clearly  visible  are  density  oscillations  near  
the  interface.  Reproduced  from  Kislenko  et  al.212  with  permission  from  the  Royal  Society  of  Chemistry  
(RSC).  
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cations  and  anions  in  the  bulk  IL  to  account  for  the  extra  charges.  This  may  be  slightly  
problematic  to  the  study  design,  as  then  the  number  of  cations  and  anions  in  the  simulation  
box  is  uneven,  which  may  affect  the  interfacial  structure.  This  would  certainly  be  
exacerbated  by  the  small  number  of  ions.  
Nonetheless,  Kislenko  et  al.  were  able  to  show  several  new  and  interesting  interfacial  
properties.  First,  a  2-­‐dimensional  (2D)  x/y  analysis  of  the  inner  layer  structure  at  the  
interface  reveals  cations  that  are  lying  flat  on  the  surface  in  a  somewhat  disordered  manner  
and  with  most  of  the  rings  also  lying  parallel  to  the  surface  (Fig.  1.26  a).  The  symmetric  
anions  were  also  at  the  surface,  in  roughly  the  same  quantity,  but  appear  to  show  slightly  
more  ordering.  Indeed,  time-­‐averaged  analysis  of  this  structure  over  a  period  of  0.25  ns  
reveals  that  the  cations  and  anions  arrange  into  a  highly  defective  but  still  identifiable  
hexagonal  lattice  (Fig.  1.26  b).    
Furthermore,  a  2D  radial  distribution  function  (RDF)  of  rings  and  anions  reveals  two  
well-­‐defined  and  nearly  super-­‐imposed  peaks  (Fig.  5  in  the  paper212),  where  the  radius  of  
the  first  coordination  shell  is  circa  10  angstroms  and  radius  of  the  second  coordination  shell  
is  circa  17.5  angstroms.  This  finding  is  strongly  indicative  of  a  two-­‐dimensional  ordering  in  
the  adsorbed  layer.    
The  2D  structural  analysis  presented  in  this  paper  is  probably  the  first  of  this  kind  for  an  
MD  study  of  an  IL  –  solid  interface.  Indeed,  as  Kornyshev  and  Qiao  point  out  in  the  mentined  
editorial89,  this  concept  has  been  looked  at  for  a  while  from  an  experimental  point  of  view  
but  only  recently  became  a  topic  in  the  computational  studies  as  well.  
Setting  the  graphene  surface  charge  density  to  ±  0.51  e  nm–2  resulted  in  a  profound  
effect  on  the  inner  layer  structure  (Fig.  1.27).  First,  at  the  –  0.51  e  nm–2  all  of  the  anions  are  
expelled  into  the  second  layer,  while  the  density  of  the  cations  increases  by  1.5  times  from  
the  density  of  the  cations  at  the  uncharged  surface,  and  this  concentration  of  the  cation  is  
roughly  2.5  times  higher  than  the  concentration  of  the  anion  in  the  second  layer.    Secondly,  
at  the  +  0.51  e  nm–2  not  all  of  the  cations  are  expelled  into  the  second  layer,  but  the  density  
of  the  anions  on  this  cathode  jumps  to  about  2  times  higher  than  the  density  of  the  cation  in  
the  inner  peak  on  the  negative  electrode,  and  also  about  2  times  higher  than  the  density  of  
the  anion  in  the  inner  layer  on  the  uncharged  surface.  This  is  also  about  7  times  higher  than  
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Figure  1.26  A  snapshot  of  the  inner  layer  at  the  [C4mim][PF6]-­‐graphite  interface  (left)  and  a  time-­‐
averaged  analysis  (0.25  ns)  of  the  same.  Reproduced  from  Kislenko  et  al.212  with  permission  from  the  
RSC.  
the  concentration  of  the  cations  in  the  second  layer  at  the  positively  charged  surface,  and  
this  second  cationic  layer  is  therefore  poorly  defined.  In  fact,  the  alternation  of  charge  in  the  
layers  is  well  defined  only  at  the  negatively  charged  surface  but  not  at  the  positive,  where  
the  anion  ([PF6])  appears  to  cause  a  partial  collapse  of  the  layering  effect.    
In  line  with  the  original  studies  by  Lynden-­‐Bell,  calculating  the  order  parameter  S  (i.e.  
Legendre  polynomial)  was  performed  for  the  cations.  In  the  uncharged  case  the  results  are  
similar  to  those  reported  by  Sha  et  al.209,  namely  that  the  rings  are  mostly  oriented  parallel  
to  the  surface  in  the  inner  layer  (as  shown  in  Fig.  1.26  a).  Very  interestingly,  charging  the  
surface  to  –  0.51  e  nm–2  does  not  appear  to  significantly  change  the  orientation  of  the  
imidazolium  ring  in  the  inner  layer,  pushing  the  most  probable  orientation  angle  to  about  8˚  
(i.e.  a  minor  shift),  whereas  charging  the  surface  to  +  0.51  e  nm–2  pushes  the  most  probable  
tilt  to  about  25˚.  However,  this  latter  finding  could  be  related  to  the  distance  of  (some  of  
the)  cations  away  from  the  surface,  where  the  Coulomb  interaction  is  screened  by  the  inner  
anion  layer  and  is  therefore  weaker  than  what  the  cation  is  exposed  to  in  the  inner  layer  at  
the  anode.    
About  a  year  later  these  same  authors  published  a  follow-­‐up  study213  in  which  they  
investigated  the  effects  of  temperature  on  the  same  system  (i.e.  [C4mim][PF6]  at  graphite),  
and  found  that  an  increase  in  temperature  from  300  K  to  400  K  leads  to  a  decrease  in  the  
first  and  somewhat  also  in  the  second  anionic  peaks.  Curiously,  the  same  increase  in  
temperature  leads  to  a  decrease  in  the  first  cationic  density  peak,  but  to  an  increase  in  the    
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Figure  1.27  Ion  density  profiles  of  [C4mim][PF6]  at  the  uncharged  (a),  negatively  charged  (c)  and  
positively   charged   (e)   graphite   surface.   Orientational   ordering   is   shown   in   the   bottom   panels.  
Reproduced  from  Kislenko  et  al.212  with  permission  from  the  RSC.  
second  cationic  peak  (Fig.  1.28).  The  authors  note  that  this  is  an  anomaly  and  hypothesize  
that  the  reason  could  be  a  dissociation  of  a  cation-­‐anion  pair  at  higher  temperatures,  
resulting  in  a  modified  electrostatic  environment.  The  authors  also  argue  that  the  existence  
of  an  associated  cation-­‐anion  pair  was  experimentally  confirmed  by  Weingärtner  et  al.214,  
but  it  should  be  noted  that  those  results  were  estimated  for  a  bulk  liquid,  whereas  at  the  
interface  the  situation  could  well  be  different.  Furthermore,  the  authors  again  use  a  small  
number  of  ion  pairs  (i.e.  144)  and  so  it  is  unclear  what  effect  this  might  have  on  the  system  
as  a  whole.  Lastly,  it  should  be  mentioned  that  the  increase  in  the  temperature  results  in  an  
anomalous  increase  in  capacitance  (due  to  a  decrease  in  the  potential  drop)  across  the  EEI.  
This  behaviour  was  previously  observed  experimentally138.  
Sha  et  al.215  also  published  a  follow-­‐up  study  of  the  same  IL,  but  this  time  on  a  silica  
surface.  They  showed  that  a  negatively  charged  surface  can  be  problematic  for  [C4mim][PF6]  
as  this  IL  is  apparently  unable  to  screen  the  surface  charge.  This  was  suggested  by  a  never-­‐
ending  oscillatory  mass-­‐density  profile  along  the  entire  length  of  the  simulation  box  (about  
6  nm),  albeit  of  relatively  small  densities,  but  existent  nonetheless  (Fig.  3  in  that  paper215).  
The  issue  in  this  study  is  probably  an  insufficiently  long  simulation  box,  as  in  the  early  
simulations  of  Lynden-­‐Bell  and  Del  Pópolo201.  Another  thing  to  note  about  the  density  
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Figure  1.28  Mass  density  profiles  of  [C4mim][PF6]  as  a  function  of   temperature  near  a  graphite  
surface.  Reproduced  from  Kislenko  et  al.213  with  permission  from  the  RSC.  
plots  in  that  figure  is  that  the  average  bulk  density  does  not  correspond  to  the  
experimental,  which  appears  to  be  a  similar  problem  to  the  one  seen  in  the  Kislenko  study.    
Fedorov  and  Lynden-­‐Bell216  simulated  [C1mim][Cl]  on  a  neutral  graphene  surface  and  
found  specific  adsorption  of  the  [C1mim]  cation.  This  is  unsurprising  given  the  earlier  finding  
by  Kislenko  et  al.  that  the  cation  stays  adsorbed  even  when  the  graphite  surface  is  positively  
charged.  The  authors  argue  that  this  enrichment  of  cation  at  the  surface  drives  the  
formation  of  the  IL  layering.  It  should  be  noted  that  since  the  surface  is  neutral,  the  
accumulation  of  positive  charge  on  the  surface  cannot  be  considered  as  “overscreening”  
because  there  is  nothing  to  screen,  so  this  study  stands  as  a  reminder  that  interfacial  ion  or  
charge  density  oscillations  are  not  necessarily  driven  purely  by  overscreening  per  se,  but  
could  be  considered  as  being  driven  by  an  imbalance  of  charge  across  the  EEI  (i.e.  a  non-­‐
zero  electric  field  across  the  EEI).  
Wang  et  al.217  looked  at  the  effects  of  alkyl  chain  length  on  the  IL  –  solid  interface.  They  
found,  similarly  to  the  earlier  study  by  Wang  et  al.207,  that  the  bulk  region  forms  polar  and  
non-­‐polar  domains,  but  more  importantly,  that  the  longer  alkyl  chain  lengths  result  in  
reduced  density  of  the  cation  near  the  interface,  resulting  in  a  higher  presence  of  the  
unscreened  anion,  which  results  in  a  larger  potential  drop  across  the  EEI.    
Vatamanu  and  colleagues135,  136,  218-­‐221  have  performed  a  number  of  studies  of  the  
interface  for  both  molten  salts  and  ILs  using  MD,  in  which  the  results  have  been  largely  
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consistent  with  the  rest  of  the  literature.  In  these  works,  DC  plays  a  key  role  in  analyses  of  
the  EEI  behaviour.  In  one  such  study135  the  authors  find  that  an  increase  in  temperature  
results  in  a  decrease  in  DC  of  an  N-­‐methyl-­‐N-­‐propylpyrrolidinium  
bis(trifluoromethanesulfonyl)imide  ([C3mpyr][TFSI])  IL,  which  is  in  contrast  to  the  earlier-­‐
mentioned  results  of  Kislenko  et  al.213  in  which  an  increase  in  temperature  led  to  an  
anomalous  increase  in  capacitance  of  an  imidazolium-­‐based  IL.  Such  a  finding  shows  that  
these  two  classes  of  ILs  can  behave  differently,  which  was  also  seen  in  some  experimental  
work  of  Atkin  and  coworkers222,  however,  Kislenko  et  al.  only  calculated  a  single  integral  
capacitance  whereas  Vatamanu  et  al.  calculated  DC  at  multiple  surface  charge  densities,  so  
the  [C4mim]  cation  should  not  be  compared  against  the  [C3mpyr]  by  these  two  studies  
alone.  In  a  separate  study  of  [C4mim][PF6]  on  graphene  by  Liu  et  al.223  the  DC  was  found  to  
decrease  with  temperature  at  negative  electrodes,  but  a  more  complex  behaviour  was  
observed  at  the  positive  electrode  where  an  increase  of  temperature  from  450  K  to  550  K  
caused  an  increase  in  DC  but  at  600  K  the  DC  again  decreased,  indicating  a  complex  overall  
relationship  between  DC  and  temperature.  Notably,  in  many  of  their  papers,  Vatamanu  et  
al.  are  able  to  show  qualitative  agreement  in  the  shape  of  the  DC-­‐potential  curves  with  
Kornyshev’s  MFT  (e.g.  Fig.  1.29).  
Another  interesting  facet  of  the  Vatamanu  study135  is  that  at  potentials  close  to  the  
potential  of  zero  charge  (PZC)  both  the  anions  and  the  cations  are  oriented  mostly  
perpendicular  to  the  interface,  but  at  potentials  to  either  side  of  the  PZC  (±  3.47  V)  the  
counter-­‐ions  start  reorienting  into  being  mostly  parallel  with  the  interface.  This  highlights  
  
Figure  1.29  DC  of  [C3mpyr][TFSI]  showing  camel  or  double-­‐hump  C-­‐V  shapes.  Reproduced  from  
Vatamanu  et  al.135  with  permission  from  ACS.  
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the  fact  that  the  propyl  chain  is  not  sufficiently  flexible  to  move  away  from  the  charged  
surface  as  it  would  be  expected.  Indeed,  Payal  and  Balasubramanian224  report  that  the  
flexing  of  the  chain  is  not  seen  for  either  [C2mim][TFSI]  or  [C4mim][TFSI]  IL  on  a  mica  surface  
(at  least  not  significantly),  but  is  seen  for  both  hexyl-­‐  and  octyl-­‐based  imidazolium  ILs.    
Yan  et  al.225  recently  investigated  the  lateral  organisation  of  IL  ions  at  an  interface.  They  
found  that  1-­‐ethyl-­‐3-­‐methylimidazolium  bromide  ([C2mim][Br])  is  able  to  organise  in  three  
different  ways  at  a  hydroxyl  group  functionalised  surface  of  kaolinite  plates  depending  on  
the  degree  of  confinement,  such  as:  a  2D  square-­‐symmetry  structure,  a  coexisting  liquid-­‐
solid  phase,  or  an  entirely  liquid-­‐like  structure  (which  is  achieved  by  a  [Br]-­‐[OH]  hydrogen  
bond  network  that  disrupts  the  IL  structure).  While  the  existence  of  the  co-­‐existence  of  solid  
and  liquid  phases  at  an  interface  of  an  IL  and  a  solid  can  be  a  topic  of  debate  due  to  a  
number  of  conflicting  reports207,  226-­‐228,  recent  experimental  evidence  suggests  that  this  
might  be  a  real  phenomenon229.  
In  2013  Kirchner  et  al.230  simulated  a  coarse-­‐grained  model  of  an  IL  with  asymmetrically-­‐
sized  ions  confined  between  two  oppositely  charged  walls.  Other  than  the  commonly  found  
results,  the  authors  found  a  peculiar  phenomenon  in  which  at  certain  electrode  charge  
densities  the  IL  layering  collapses  into  just  a  single,  strongly-­‐adsorbed  layer  (of  a  2D  herring-­‐
bone  surface  configuration),  and  no  ordering  of  any  kind  behind  this  layer.  They  propose  
that  the  results  are  similar  to  some  STM  detections  of  similar  interfacial  structures,  however  
a  note  is  made  that  more  research  here  is  needed.  There  is  also  a  possibility  that  this  finding  
may  be  related  to  the  SFA  results  of  Gebbie  et  al.168.  
In  2014  Hu  et  al.231  conducted  a  systematic  comparative  study  of  DC  for  eight  different  
but  similar  ILs.  On  the  one  hand  they  studied  the  effects  of  alkyl  chain  length  of  the  
imidazolium  cation  by  simulating  [C2mim][FSI],  [C4mim][FSI],  [C6mim][FSI]  and  [C8mim][FSI],  
and  on  the  other  they  studied  the  effects  of  the  anions  by  simulating  [C4mim][TFSI],  
[C4mim][FSI],  [C4mim][PF6]  and  [C4mim][BF4].  The  ILs  were  confined  by  either  planar  or  
corrugated  graphite  electrodes  that  were  charged  and  polarisable  (i.e.  held  at  constant  
potentials).  As  the  DC  is  of  less  interest  in  this  thesis  than  the  interfacial  ion  densities,  the  
results  of  the  latter  are  reproduced  here  for  the  three  key  findings  (Fig.  1.30).  
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Figure  1.30  Ion  density  profiles  for  [C2mim][TFSI]  near  planar  graphite  (top  row)  and  [C2mim][FSI]  
near  both  planar  (middle  row)  and  corrugated  graphite  (bottom  row).  Left  columns  contain  densities  
at   negative   electrodes,   middle   column   at   uncharged   electrodes   and   right   column   for   positive  
electrodes.  Reproduced  from  Hu  et  al.231  with  permission  from  Elsevier.  
As  can  be  seen  in  Fig.  1.30,  the  difference  between  the  [FSI]  and  [TFSI]  systems  at  the  
planar  electrodes  are  small  but  existent.  The  greatest  difference,  somewhat  paradoxically,  
occurs  at  the  negative  electrodes  (where  adsorption  of  the  same  cation  would  be  expected),  
whence  it  can  be  seen  that  the  outer  ion  density  oscillations  are  both  better  defined  and  
extend  to  more  than  3  nm  away  in  the  [TFSI]  system  than  in  the  [FSI].  This  appears  to  be  a  
result  of  the  specific  adsorption  of  the  [FSI]  anion  onto  the  negative  electrode,  which  acts  to  
reduce  the  subsequent  density  oscillations.  Furthermore,  it  appears  that  once  the  surface  
becomes  corrugated  (bottom  row),  the  [FSI]  system  no  longer  exhibits  the  same  behaviour,  
resulting  in  restoration  of  the  layering,  which  now  resembles  the  [TFSI]  system  more  
strongly.  Nonetheless,  at  the  uncharged  and  positive  corrugated  graphite  surfaces,  the  
layering  in  the  [FSI]  system  is  significantly  diminished.  These  findings  once  again  
demonstrate  the  importance  of  the  electrode  surface  nanostructure.  Finally,  it  should  be  
mentioned  that  the  ion  density  oscillations  are  about  the  same  for  both  [C2mim]  and  
[C8mim]  systems,  which  is  probably  because  of  the  weak  electrode  potentials  of  ±  1  V.  
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In  2015  Xu  et  al.137  conducted  a  complementary  MD  and  experimental  (SFG,  CV  and  
electrochemical  impedance  spectroscopy  or  EIS)  study  of  1-­‐butyl-­‐3-­‐methylimidazolium  
dicyanamide  ([C4mim][dca])  at  a  charged  graphene  surface.  Both  MD  and  SFG  confirm  the  
earlier  findings  (e.g.  by  Lynden-­‐Bell  et  al.107  and  others)  that  the  anion  experiences  stronger  
response  to  the  applied  potentials  than  the  cation,  which  tends  to  be  specifically  adsorbed  
even  at  positively  charged  surfaces.  Although  the  MD  results  show  ion  density  oscillations,  
the  experimental  findings  suggest  that  the  capacitance  may  be  approximated  well  using  the  
classical  EDL  theories.  
Also  in  2015,  Liu  et  al.232  investigated  the  effects  of  two  similar  anions  on  the  structure  
and  dynamics  of  [C4mim]-­‐based  IL  at  a  graphite  surface  by  MD  simulations.  The  anions  were  
[FSI]  and  trifluoromethanesulfonate  ([TFS]).  The  authors  report  that  the  two  anions  
contribute  to  substantially  different  DC  shapes  and  values  and  EEI  structures.  Notably,  
[C4mim][FSI]  shows  a  broader  and  more  symmetric  camel  shape  with  DCMAX  values  at  
approximately  –1  V  and  +  1  V,  while  [C4mim][TFS]  shows  DCMAX  at  approximately  0  V  and  +  1  
V.  Both  [C4mim][TFS]  and  [C4mim][TFSI]  showed  about  the  same  number  of  EEI  layers  (2  
cationic  and  3-­‐4  anionic,  stretching  to  about  1.7  nm  away  from  the  surface);  results  that  are  
much  reminiscent  of  those  reported  earlier  by  Hu  et  al.233  for  [C4mim][BF4]  and  
[C4mim][PF6],  although  in  the  latter  study  the  shapes  of  the  DC  curves  were  similar.  Liu  et  al.  
link  the  observed  effects  to  the  smaller  size  of  the  [TFS]  anion  (that  results  in  thinner  EEI  
region)  but  lateral  or  2D  organisation  of  the  EEI  in  either  case  was  not  investigated.  
Recently,  de  Freitas  et  al.234  simulated  long-­‐chain  pyrrolidinium  IL  N-­‐decyl-­‐N-­‐
methylpyrrolidinium  bis(trifluoromethanesulfonyl)imide  [C10mpyr][TFSI]  in  confinement  by  
graphene  surfaces.  The  aim  was  to  obtain  a  molecular  level  understanding  of  an  amphiphilic  
IL  that  was  previously  used  in  experiments.  The  most  interesting  finding  from  this  study  was  
that  this  IL  self-­‐assembled  into  a  bi-­‐layer  inside  an  8.8-­‐nm  wide  confinement  region  (Fig.  
1.31),  which  is  considered  as  relatively  wide.    
These  results  are  in  line  with  the  interfacial  results  of  Vatamanu135  and  Payal  and  
Balasubramanian224,  and  for  bulk  interactions  with  those  of  Wang  et  al.217.  More  studies  of  
this  kind  would  certainly  be  useful,  especially  of  the  decyl  or  longer-­‐alkyl-­‐chain  cations  in  
simulation  boxes  that  are  long  enough  to  observe  bulk  mixing,  and  generally  the  extent  of  
the  layering  effect  at  appropriate  electrode  charge  densities.  
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Figure  1.31  The  monolayer  to  bilayer  transition  across  three  different  separations  of  graphene  
surfaces  (2.7  nm  top  left,  5.3  nm  bottom  left  and  8.8  nm  right).  Reproduced  from  de  Freitas  et  al.234  
with  permission  from  AIP.  
In  a  couple  of  studies  by  Ferreira  et  al.235  and  dos  Santos  and  Cordeiro236  it  was  found,  
by  MD  simulations  of  [C4mim][TFSI]  and  [C4mim][PF6]  confined  between  Au(100)  interfaces,  
that  the  latter  liquid  features  a  more  numerous  layering  profile.  Furthermore,  it  was  shown,  
by  gradual  replacement  of  [PF6]  by  [TFSI],  that  the  former  anion  increases  the  number  of  
layers.  This  could  become  useful  for  future  experimental  designs.  
Although  there  will  unfortunately  be  a  number  of  studies  undetected  by  this  review,  a  
most  recent  study  by  Yokota  et  al.  should  be  mentioned  before  this  subsection  is  closed.  
Namely,  in  2018  Yokota  et  al.237  reported  an  MD  simulation  of  [C4mim][TFSI]  at  mica  and  
graphite  interfaces.  Remarkably,  the  authors  note  that  the  Stern  layer  in  this  IL  almost  
completely  crystalizes  on  mica,  but  behaves  more  like  a  liquid  or  a  liquid  crystal  on  graphite  
(Fig.  1.32).  Furthermore,  the  layering  effect  is  seen  for  both  surfaces  and  extends  to  about  2  
nm  in  both  cases,  but  the  layers  appear  to  be  slightly  more  pronounced  near  the  graphite  
surface.  This  is  interesting  as  it  seems  to  imply  that  a  two-­‐dimensionally  more-­‐ordered  Stern  
layer,  depending  on  how  it  is  ordered,  could  either  promote  or  destabilise  further  layering  –  
a  topic  that  is  almost  certain  to  be  of  great  interest  in  the  future  IL  applications.  
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Figure  1.32  2D  surface  configurations  of  [C4mim]  cations  (blue)  and  [TFSI]  anions  (red)  on  mica  
(left)  and  graphite  (right)  surfaces.  Note  that  BMIM  =  [C4mim].  Reproduced  from  Yokota  et  al.237  with  
permission  from  RSC.  
1.13.2.2  Ionic  Liquids  in  Complex  Systems  
In  the  published  literature  of  MD  as  employed  for  the  studies  of  interfaces  in  ILs,  the  
first  simulations  were  probably  performed  by  Lynden-­‐Bell198,  238  and  co-­‐workers  starting  
from  around  2003  when  they  looked  at  the  behaviour  of  mixtures  of  dimethylimidazolium  
chloride  ([C1mim][Cl])  and  water  at  the  IL-­‐vapour  interfaces  (Fig.  1.33).  Before  this,  a  
number  of  similar  studies  were  performed  on  simple  molten  salts  near  vacuum  and  other  
interfaces  by  Aguado  et  al.239-­‐241  
The  general  findings  from  such  studies  are  that  ILs  exhibit  a  near-­‐surface  oscillatory  
mass-­‐density  profile,  consistent  with  the  theories  and  experiments  as  discussed  in  the  
previous  subsection.  Lynden-­‐Bell  notes  that  the  occurrence  of  density  maximum  just  below  
the  surface  was  not  apparent  in  other  simulations  of  molecular  liquids,  but  it  is  obvious  for  
[C1mim][Cl]  and  consistent  with  some  experimental  findings.  Here,  Lyndel-­‐Bell  et  al.  show  
for  the  first  time  the  strong  orientational  preference  of  the  imidazolium  cation  to  lie  
perpendicularly  to  the  interface  (i.e.  imidazolium  ring  normal  vector  oriented  close  to  0˚  
against  the  surface).  For  that  analysis,  the  authors  compute  a  second-­‐order  Legendre  
polynomial  which  is  used  to  calculate  the  mean  angle  between  two  vectors,  which  in  this  
case  were  the  vectors  of  the  surface  normal  and  the  NN  (nitrogen  to  nitrogen)  vector  on  the	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Figure  1.33  Evidence  of  mass  density  oscillations  near  an  ionic  liquid  –  gas  interface.  Reproduced  
from  Lynden-­‐Bell  et  al.198  with  permission  from  Taylor  and  Francis  (T&F).  
imidazolium  ring  (note  that  the  structure  of  the  imidazolium  ring  is  shown  in  the  
Methodology  in  this  thesis).  
The  results  from  Lynden-­‐Bell  et  al.  are  interesting  and  important  because  they  show  that  
ILs  can  exhibit  a  layering  effect  even  if  the  interfacial  surface  is  not  a  solid.  In  other  words  –  
an  IL  is  able  to  layer/order  near  an  interface  even  if  that  interface  is  disordered  to  begin  
with,  and  even  if  the  IL  is  mixed  with  various  concentrations  of  water  (i.e.  25%,  50%  and  
75%).  Lastly,  this  study  marks  probably  the  first  observation  of  water’s  preferential  
residence  near  an  interface  in  an  IL,  which  also  seemed  to  be  dependent  on  the  
concentration.  For  example,  at  25%  the  distribution  of  water  across  the  liquid  mixture  was  
roughly  even,  but  at  50%  and  75%  water  shows  a  larger  concentration  peak  near  the  vapour  
interface.  However,  because  the  concentration  of  water  was  so  high,  it  is  possible  that  
water’s  affinity  for  an  interface  may  have  been  hidden  (i.e.  the  volume  of  the  bulk  is  much  
greater  than  the  interfacial  volume,  so  any  preference  for  an  interface  gets  lost  to  the  
“noise”).  Similar  results  were  obtained  by  Lynden-­‐Bell  et  al.238  in  a  follow-­‐up  study.  
Although  the  simulations  and  theoretical  investigations  of  water-­‐IL  mixtures  and  their  
bulk  interactions  were  a  subject  of  a  number  of  research  efforts  in  the  past  decade  (e.g.  
Wang  et  al.242),  both  the  simulations  and  the  experimental  measurements  of  such  mixtures  
in  the  context  of  interfaces  are  still  very  scarce.  One  of  the  first  MD  simulations  on  this  topic  
is  probably  that  of  Feng,  Jiang,  Qiao  and  Kornyshev243  from  2014.  In  this  study  the  authors  
built  two  systems;  one  with  water  in  [C4mim][PF6]  and  another  with  water  in  [C4mim][TFSI].  
It  was  found  that  in  both  systems  water  had  a  tendency  to  accumulate  in  the  sub-­‐
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nanometre  space  within  the  electrified  graphite  interfaces,  despite  the  fact  that  it  was  
present  in  the  system  in  small  quantities  (i.e.  about  2  mol%).  This  tendency  increased  with  
increasing  electrode  surface  charge  densities.  Notably,  water  had  a  greater  tendency  to  
accumulate  near  the  positive  electrode  in  the  [PF6]  system  (when  compared  to  its  
concentration  near  the  negative  electrode  in  the  same  system),  and  only  a  slightly  greater  
tendency  to  accumulate  near  the  positive  electrode  in  the  [TFSI]  system.  The  authors  argue  
two  points  in  this  respect.  First,  the  preferential  accumulation  of  water  near  the  interfaces  is  
due  to  the  strong  electric  fields  in  these  regions  generated  by  the  IL  ions  (Fig.  1.34),  which  
can  also  dictate  water’s  orientation  because  water  is  a  dipole;  and  second,  water  has  a  
greater  preference  for  the  positive  electrode  because  it  associates  much  more  strongly  with  
[PF6]  than  with  [C4mim],  citing  two  articles  to  support  the  latter  claim.  Nonetheless,  it  needs  
to  be  noted  that  the  latter  argument  may  not  be  the  whole  story  in  this  case  because  there  
is  at  least  one  other  possibility.  Namely,  it  is  also  likely  that  the  oxygen—[electrode]+  
interaction  is  more  stable  than  the  hydrogen—[electrode]–  interaction  (which  is  expected  
on  the  opposite  end  of  the  box).  This  would  then  be  supported  by  the  hydrogen—[PF6]–  
interaction  in  the  adsorbed  and  the  second  layer  near  the  positive  electrode,  resulting  in  
greater  water  concentration  near  this  electrode.  The  reason  for  the  more  symmetry  and  an  
almost  even  attraction  of  water  to  both  positive  and  negative  electrode  in  the  [TFSI]  system  
could  be  explained  by  the  fact  that  [TFSI]  is  more  hydrophobic  than  [PF6]244,  so  it  isn’t  
attracted  to  the  water  layer  as  much  as  [PF6].  This  is  supported  by  Fig.  S2  in  the  
supplementary  information  provided  by  Feng  et  al.  which  shows  that  there  is  about  two  
times  more  water  accumulated  at  the  interfaces  in  the  [PF6]  system  than  in  the  [TFSI]  
system,  which  is  in  line  with  authors’  assertions.  A  2015  AFM  study  by  Cheng  et  al.245  also  
supports  this  possibility  because  the  authors  tested  two  different  surfaces  and  found  
different  water  effects  for  each  surface.  Notably,  Cheng  et  al.  conclude  that  the  effect  of  
water  on  RTIL  structuring  is  likely  to  be  a  result  of  a  fine  balance  between  ion-­‐water,  ion-­‐
surface  and  water-­‐surface  interactions,  which  may  vary  greatly  among  different  
combinations  of  ions  and  surfaces.    
In  another  experimental  study  of  [C4mim][TFSI]  at  a  gold  electrode  by  surface-­‐enhanced  
infrared  absorption  spectroscopy  from  2016,  Motobayashi  and  Osawa246  note  that  “water  
condensation  on  a  positively  charged  electrode  was  observed  for  the  first  time”  and  that  
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Figure  1.34  Distribution  of  cations  (red),  anions  (dashed,  blue)  and  water  (black)  near  a  negative  
(a),  uncharged  (b)  and  positive  (c)  electrode  in  [C4mim][PF6].  Bottom  panels  show  charge  densities  due  
to   IL   cation   (red)   and   anion   (dashed)   of   the   same   system.   Reproduced   from   Feng   et   al.243   with  
permission  from  ACS.  
“strong  anion-­‐water  interaction  plays  a  key  role  in  the  water  condensation”,  seemingly  
confirming  the  findings  of  Feng  et  al.  However,  the  authors  also  talk  about  “stronger”  
hydrogen  bonding  between  the  [TFSI]  and  water  than  between  [PF6]  and  water,  further  
concluding  that  “water  molecules  are  accumulated  at  the  interface  to  form  a  strong  H-­‐bond  
network  even  at  low  water  contents  despite  being  free  from  H-­‐bonding  in  the  bulk”,  which  
is  a  somewhat  questionable  statement.    
Experimentally,  another  study  appeared  in  2016,  this  time  by  Friedl  et  al.247  who  
reported  an  EIS  measurements  of  EDL  capacitance  at  a  [C4mpyr][TFSI]  –  Au(111)  interface.  
The  results  supported  the  earlier  findings  that  water  adsorbs  onto  the  positively  charged  
electrodes,  however  a  direct  comparison  to  the  MD  results  of  Feng  et  al.  cannot  be  made  
due  to  the  different  types  of  surfaces  used.  Friedl  et  al.  also  report  that  the  wings  of  the  
capacitance  curve  become  broader  with  increasing  water  content,  supporting  the  notion  
that  water  reduces  the  compacity  factor  (equation  (1.105)),  as  shown  by  fits  to  the  MFT  
model.  
The  effects  of  water  on  mica-­‐IL  interfaces  were  investigated  by  MD  as  recently  as  this  
year.  First,  Zhang  et  al.248  reported  that  water  can  affect  not  only  the  ionic  layering  in  
[C4mim][TFSI],  but  also  the  lateral  and  3D  organisation  of  the  IL  ions.  It  is  unfortunate  that  
the  authors  of  this  study  failed  to  note  a  2004  SFG  study  by  Rivera-­‐Rubero  and  Baldelli249,  
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which  reported  precisely  the  same  finding  for  the  latter  –  that  the  water  can  affect  the  3D  
orientation  of  the  [C4mim]  cation  in  the  Stern  layer.  Baldelli  and  Rivera-­‐Rubero  justify  the  
result  from  a  thermodynamics  perspective  (i.e.  the  activity  of  water  is  higher  in  a  
hydrophobic  IL  than  in  a  hydrophilic,  which  leads  it  to  populate  the  interface  in  
[C4mim][TFSI]  more  than  in  [C4mim][BF4],  the  latter  being  hydrophilic).  The  argument  by  
Baldelli  and  River-­‐Rubero  seems  to  apply  to  a  2016  MD  study  by  Docampo-­‐Álvarez  et  al.250  
who  performed  simulations  of  [C4mim][BF4]  in  confinement  by  graphite  electrodes.  In  this  
study  it  was  found  that  water  is  preferentially  located  at  the  positive  electrode,  but  is  
actually  depleted  at  the  neutral  or  negatively  charged  electrodes.  It  seems  plausible  that  at  
the  positive  electrode  the  oxygen—  [electrode]+  interaction  is  strong  enough  to  establish  a  
water  layer,  but  at  the  opposite  side  the  hydrogen—[electrode]–  cannot  do  the  same.  
And  second,  Zhang  et  al.251  (a  different  group)  performed  MD  simulations  of  
[C4mim][TFSI]  and  [C4mim][BF4]  on  mica  surfaces  with  varying  concentrations  of  water  and  
K+  ions  (the  latter  is  known  to  dissolve  from  a  mica  surface  in  ILs).  In  complete  agreement  
with  the  arguments  provided  by  Baldelli  and  Rivera-­‐Rubero,  the  authors  found  that  water  
segregates  more  into  the  interface  in  the  hydrophobic  IL  (i.e.  [C4mim][TFSI])  than  in  the  
hydrophilic  one.  Unfortunately,  these  authors  also  failed  to  note  the  work  of  Baldelli  and  
Rivera-­‐Rubero.  Note  that,  rather  curiously,  the  findings  by  Zhang  et  al.251  might  at  first  sight  
seem  to  be  in  contradiction  to  those  of  Feng  et  al.  (who  found  more  water  at  a  [PF6]  
interface  than  at  [TFSI]),  but  the  two  cannot  actually  be  considered  as  the  same  because  of  
the  two  key  differences  –  first,  Feng  et  al.  used  a  graphite  surface  while  Zhang  et  al.251  used  
a  mica  surface  (note  the  differences  between  the  two  surfaces  in  Fig.  1.32);  and  second,  
Zhang  et  al.251  also  had  a  dissolved  K+  component.  Furthermore,  in  a  simulation  of  CO2  
dissolved  in  a  [C4mim][PF6]  and  confined  by  TiO2  rutile  (110)  interface,  Yan  et  al.252  
discovered  that  the  O  atom  of  CO2  interacts  strongly  with  the  unsaturated  Ti  atom  on  the  
rutile  surface,  leading  to  high  segregation  of  CO2  at  the  interface,  supporting  the  notion  that  
the  O  atom  of  water  is  the  primary  driver  in  water’s  interfacial  segregation  as  well.  Thus,  in  
addition  to  the  fact  that  water  will,  almost  certainly,  diffuse  out  into  the  EEI  in  an  IL  system,  
the  arguments  presented  by  Cheng  et  al.245  –  that  the  concentration  of  water  at  an  interface  
will  be  dependent  on  a  fine  balance  between  the  three  key  interactions  as  mentioned  
earlier  –  seems  to  be  the  most  plausible  conclusion  for  these  studies.  
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While  water  is  very  important  in  the  context  of  ILs,  interfaces  and  electrochemistry  in  
general  (i.e.  water  is  often  added  into  ILs  to  reduce  their  viscosities  and  improve  the  
electrochemistry,  but  water  may  have  other  effects,  which  are  currently  being  
investigated)97,  244,  the  electrochemistry  in  ILs  cannot  effectively  work  without  a  redox  salt  –  
a  species  that  undergoes  oxidation  and  reduction  during  discharge  and  recharge  of  a  
battery.  For  this  reason,  MD  simulations  of  electrochemically-­‐equivalent  systems  require,  at  
the  very  least,  the  study  of  these  additional  salts  in  mixtures  with  ILs.  However,  often  a  
time,  experimental  IL-­‐electrolyte  systems  have  a  number  of  other  additives,  such  as  
molecular  liquids  as  supporting  electrolytes  or  even  water  as  an  impurity.  The  simulations  of  
these,  let’s  call  them  even  more  complex  interfacial  systems,  can  be  traced  back  to  2009.  
At  that  time,  Hollenkamp  et  al.253  reported  MD  simulations  of  both  an  ionic  liquid:  1-­‐
ethyl-­‐3-­‐methylimidazolium  bis(fluorosulfonyl)imide  ([C2mim][FSI]);  and  an  ordinary  organic  
liquid  (OL)  electrolyte:  ethylene  carbonate  (EC)  +  dimethyl  carbonate  (DMC)  in  a  3:7  ratio  by  
weight.  The  IL  electrolyte  contained  1  mol  kg–1  of  LiFSI  and  the  organic  electrolyte  contained  
1  mol  kg–1  of  LiPF6.  Both  simulations  were  performed  at  a  LiFePO4  (LFP)  (010)  interface;  a  
promising  new  electrode  material.  The  OL  electrolyte  configuration  was  based  on  a  common  
electrolyte  commercialised  for  Li-­‐ion  batteries.  The  uniqueness  of  this  study  was  that  a  
lithium  salt  had  been  simulated  in  an  interfacial  IL  system  for  the  first  time,  the  
concentration  of  which  was  a  hefty  22.6%,  and  the  energetics  of  lithium  movement  across  
the  simulation  box  investigated.  Such  a  setup  was  probably  as  close  as  could  be  gotten  to  a  
representative  model  of  an  IL-­‐based  electrochemical  cell  at  the  time,  albeit  an  inactive  one  
(i.e.  at  equilibrium).  
Molecular  density  of  IL  ions  away  from  the  LFP  surface  showed  only  2  layers  of  cations  
within  the  EEI  and  at  least  3  and  possibly  4  layers  of  anions  in  the  same  region  (Fig.  1.35).  
The  important  thing  to  note  here  is  that  the  interfacial  density  oscillations  only  extend  to  
about  1  nm  away  from  the  interface,  implying  that  the  overall  EEI  structure  is  diminished  in  
comparison  to  a  large  number  of  other  IL-­‐solid  studies.  This  kind  of  result  could  have  been  
anticipated  given  the  earlier  experimental  work  of  Hayes  et  al.179  who  showed  that  the  
addition  of  a  lithium  salt  diminishes  the  interfacial  structure,  as  discussed  previously.  
Furthermore,  SFA  measurements  by  Smith  and  Perkin254  also  show  that  the  addition  of  
lithium  disrupts  the  layering.  Still,  it  is  important  to  recall  that  this  is  not  a  universal  finding    
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Figure  1.35  A  molecular  centre-­‐of-­‐mass  number  density  profile  as  a  function  of  position  relative  
to  the  LFP  surface  for  an  IL  system.  Note  that  for  [C2mim]  only  the  imidazolium  ring  is  considered.  
Horizontal  axis  is  the  distance  z  (Å),  vertical  axis  is  molecular  density  (Å–3).  Reproduced  from  Smith  et  
al.253  with  permission  from  RSC.  
(e.g.  the  Zn[dca]  impact  on  the  pyrrolidinium-­‐based  IL),  and  that  the  structure  of  the  solid  
electrode  surface  may  also  play  a  big  role  in  the  structure  of  the  liquid  or  liquid-­‐crystal-­‐like  
EEI.  
While  many  interesting  features  and  comparison  have  been  shown  and  made  in  this  
study,  the  behaviour  of  lithium  needs  to  be  discussed  briefly.  First,  it  was  found  that  Li+  
(from  the  bulk)  does  not  approach  the  electrode  surface.  In  fact,  its  closest  approach  is  to  
around  0.75  nm  away  –  well  behind  the  adsorbed  Stern  layer  (Fig.  1.36).  This  is  supported  
by  the  fact  that  the  free  energy  of  Li+  in  the  bulk  is  still  slightly  lower  than  at  the  surface,  so  
despite  an  energy  well  created  by  a  negative  potential  at  a  distance  of  0.2  nm  away  from  
the  surface,  there  is  no  driving  force  to  push  Li+  across  the  Stern  layer  and  onto  the  surface.  
Overall,  the  free  energy  barrier  for  the  passage  of  Li  across  the  EEI  is  around  17  kJ  mol-­‐1,  
which  was  surprisingly  about  the  same  as  for  the  OL  electrolyte.  Lastly,  the  coordination  of  
Li  in  the  IL  was  much  stronger  than  in  the  OL  (as  expected).  In  the  IL,  Li+  was  coordinated  by  
4  O  atoms  from  4  different  [FSI]  anions  while  in  the  OL,  Li+  was  coordinated  by  one  [PF6]  
anion  and  3  O  atoms  from  the  carbonates  (a  coordination  that  prevails  90%  of  the  time255).  
The  authors  note  that  some  Li+  transfer  from  the  bulk  to  the  interface  occurred  in  the  OL  
electrolyte  after  a  prolonged  simulation  time  of  20  ns,  indicating  that  longer  time-­‐scales  
would  be  useful  in  these  studies.  
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Figure  1.36  The  atomic  density  profile  of  the  [C2mim][PF6]  at  the  LFP  EEI  for  the  various  atoms  in  
the  Smith  et  al.  study.  Horizontal  axis  is  the  distance  z  (Å)  away  from  the  LFP  surface.  Note  that  the  
red  peak  at  z  =  0  nm  is  due  to  the  Li  atoms  that  are  part  of  the  LFP  surface.  Reproduced  with  permission  
from  RSC.  
Technique-­‐wise,  the  free  energy  of  Li+  was  estimated  by  performing  a  potential  of  mean  
force  (POMF)  simulation.  In  POMF,  one  Li+  ion  is  constrained  on  the  z-­‐axis  but  allowed  to  
move  on  the  x  and  y  axes  over  a  sufficiently  long  period  of  time  (in  this  study  for  3  ns).  The  
particle  is  then  moved  from  the  bulk  location  towards  the  interface  in  small  increments  and  
at  each  successive  step  the  sampling  of  the  forces  is  performed  over  the  same  duration  of  
time  (3  ns).  Integration  of  the  forces  on  the  particle  then  yields  POMF  as  a  function  of  
distance  (z),  in  this  case  performed  from  1.4  nm  to  –0.1  nm.  The  negative  distance  refers  to  
the  fact  these  authors  also  perform  a  simulated  intercalation  process  in  which  the  lithium  
ion  is  pushed  into  the  LFP  electrode.  Although  the  ion  loses  its  solvation  shell  as  it  enters  the  
LFP,  the  resulting  free  energy  calculation  is  not  considered  accurate  due  to  several  factors,  
one  of  which  is  that  the  rigid  LFP  model  doesn’t  deform  to  accommodate  to  the  
intercalating  Li+,  as  would  be  expected  in  a  real  system.  Lastly,  the  free  energy  barriers  for  
bringing  lithium  onto  the  electrode  in  both  the  IL  and  the  organic  carbonate  electrolytes  
were  about  the  same.  
Similarly,  Lynden-­‐Bell’s  group  performed  some  POMF  simulations256  of  pure  ILs  in  2012,  
which  showed  free  energy  oscillations  due  to  IL  layering  and  served  as  a  starting  point  for  a  
number  of  excellent  follow-­‐up  POMF  studies  of  small  solutes  in  ILs.    
First,  in  2014  Ivaništšev  et  al.257  studied  a  generic  problem  of  moving  a  charged  Lennard-­‐
Jones  sphere  (of  +1  e  and  –1  e)  through  a  pair  of  ILs  (i.e.  [C1mim][Cl]  and  [C4mim][BF4])  and  
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performing  a  POMF  simulation.  This  allowed  construction  of  free  energy  profiles  for  several  
different  scenarios  (i.e.  movement  of  positive  charge  towards  positive,  negative  or  neutral  
electrode).  The  most  interesting  finding  from  this  study  was  that,  despite  the  fact  that  the  
interfacial  number  density  in  [C4mim][BF4]  is  considerably  lower  than  in  [C1mim][Cl],  the  
free  energy  profiles  for  both  liquids  were  qualitatively  very  similar.  Also,  the  free  energy  
profiles  showed  multiple  oscillations,  which  the  authors  correlated  to  the  locations  of  the  
layers  in  the  EEI  region.    
Second,  in  2014  Méndez-­‐Morales  et  al.258  studied  [C4mim][BF4]  with  lithium  
tetrafluoroborate  and  potassium  tetrafluoroborate  salts.  While  details  in  this  case  are  also  
interesting,  it  can  be  noted  that  the  results  and  analyses  are  similar  to  those  of  Smith  et  al.  
and  Ivaništšev  et  al.  In  summary,  in  the  cases  of  both  salts,  the  layering  exists  and  extends  
to  about  1.5  nm  away  from  the  uncharged  interface,  with  approximately  three  density  
peaks  visible  for  both  the  anion  and  the  cation,  and  to  about  2  nm  in  the  case  of  the  charged  
graphene  interface,  where  up  to  5  layers  can  be  seen.  The  free  energy  barrier  exists  in  both  
cases  and  decreases  with  increasing  concentrations  of  the  Li  and  K  salts.  For  example,  with  
10%  of  Li+  the  barrier  is  12  kJ  mol-­‐1  near  a  neutral  wall  and  up  to  25  kJ  mol-­‐1  near  a  positive  
wall  (Fig.  1.37).  These  values  are  comparable  to  both  those  of  Smith  et  al.253  and  Ivaništšev  
et  al.257.    
And  third,  carrying  on  with  the  suspicions  from  the  previous  study  that  the  interaction  
between  the  interfacial  layers  and  the  solvation  shells  of  the  ions  is  a  key  factor  that  shapes  
the  free  energy  profiles,  Ivaništšev  et  al.259  recently  found  that  indeed  the  strong  interaction  
between  a  Li+  cation  and  IL  anions  is  the  primary  reason  that  a  Li+  has  a  significantly  higher  
energy  barrier  to  reach  a  charged  surface  than  K+.  This  was  attributed  to  the  large  energy  
penalty  for  the  desolvation  of  lithium.  Overall,  the  authors  draw  a  conclusion  that  the  free  
energy  barriers  in  IL-­‐based  electrochemical  systems  may  be  the  key  factor  that  affects  the  
rate  of  chemical  reactions.  
Extending  on  from  those  ideas,  Gómez-­‐González  and  colleagues  recently  performed  
similar  simulations  for  both  divalent  and  trivalent  small-­‐ion  salts.  For  example,  in  2017  
Gómez-­‐González  et  al.260  reported  MD  simulations  of  Mg2+  (and  Li+)  in  [C4mim][BF4]  
confined  by  charged  and  uncharged  graphene  walls.  The  concentrations  of  the  salts  used  
resembled  those  from  the  previous  studies  (i.e.  0%,  10%  and  25%).  The  resulting  ion    
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Figure  1.37  The  free  energy  profiles  for  two  concentrations  of  Li+  or  K+  as  a  function  of  distance  
away   from   the   electrode   surfaces   (i.e.   positive,   negative   and   neutral   “wall”).   Reproduced   from  
Méndez-­‐Morales  et  al.258  with  permission  from  RSC.  
density  distributions  within  the  EEI  are  reproduced  in  Fig.  1.38.  
The  most  interesting  finding  from  Fig.  1.38  is  that  the  magnesium  ion  cannot  penetrate  
the  inner  two  layers  at  the  negative  electrode,  being  found  near  the  1  nm  mark  in  both  
cases.  Furthermore,  the  divalent  Mg2+  cation  approaches  closer  to  the  interface  in  the  
uncharged  system  (to  around  0.7  nm),  and  is  found  the  closest  to  the  interface  in  the  case  of  
the  positively  charged  electrodes  (at  just  under  0.6  nm).  Although  at  first  sight  this  finding  
might  seem  counterintuitive,  the  earlier  study  by  Ivaništšev  et  al.259  explained  why  this  is  so.  
Namely,  the  energy  penalty  for  the  desolvation  of  a  metal  ion  is  very  large,  which  in  this  
case  will  be  even  greater  given  the  divalent  nature  of  the  salt.  Indeed,  the  authors  note  that  
the  POMF  simulation  confirms  this.  
The  comparison  of  2D  configurations  for  the  monovalent  and  divalent  salt  systems  
shows  that  the  latter  has  a  stronger  effect  on  the  adsorbed  layer  and  is  able  to  modify  the  
surface  configurations  of  the  IL  ions  more  significantly.  This  effect  is  the  strongest  at  the  
uncharged  surfaces,  which  is  as  expected  given  that  the  IL  ions  would  have  a  significantly  
reduced  interactions  with  the  surface  and  would  therefore  be  expected  to  be  more  easily  
influenced  by  divalent  solutes  than  monovalent  ones.  This  should  of  course  not  be  
considered  as  a  general  finding  because  more  complex  systems  might  show  entirely    
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Figure  1.38  Ion  number  densities  of  Mg2+  in  [C4mim][BF4]  confined  by  negatively  charged  graphene  
(top  row),  uncharged  graphene  (middle)  and  positively  charged  graphene  (bottom  row).  Panels  on  the  
left   correspond   to   10%   magnesium   and   panels   on   the   right   to   25%   magnesium   concentration.  
Reproduced  from  Gómez-­‐González  et  al.260  with  permission  from  RSC.  
different  effects.  Lastly,  the  impact  of  an  increased  metal  salt  concentration  echoes  the  
results  found  in  earlier  studies,  which  is  that  the  free  energy  barriers  for  the  passage  of  
those  ions  towards  the  electrodes  are  slightly  reduced.  
In  2018  Gómez-­‐González  et  al.261  performed  a  similar  study  in  EAN  in  order  to  
investigate  how  the  monovalent  and  divalent  salts  fare  in  a  protic  IL.  In  this  case  the  metal  
salts  were  LiNO3  and  Mg(NO3)2  .  Remarkably,  the  extended  H-­‐bond  network  throughout  the  
whole  volume  allowed  both  metal  ions  to  approach  the  electrode  surface  more  closely  than  
in  the  aprotic  IL.  In  fact,  Li+  was  found  to  approach  the  negative  electrode  completely  (to  a  
distance  of  0.25  nm  in  the  10%  system),  while  at  the  neutral  and  positive  electrodes  it  was  
found  within  the  adsorbed  layer,  sandwiched  in  between  the  adsorbed  anion  and  the  
second-­‐layer  cation,  or  in  a  mixture  thereof,  at  around  the  0.4  nm  away.  Mg2+  on  the  other  
hand  was  not  found  at  the  electrode,  but  it  was  found  within  the  adsorbed  layer  at  a  
distance  of  about  0.4  –  0.5  nm  away  –  a  great  improvement  compared  to  its  behavior  in  the  
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[C4mim][BF4].  This  study  demonstrates  that  protic  ILs  may  offer  advantages  for  
electrochemistry  with  divalent  salts.    
A  final  study  to  mention  in  this  subsection  is  an  MD  simulation  of  a  trivalent  Al3+  in  a  
protic  IL  (EAN)  by  Gómez-­‐González  et  al.262  that  was  reported  this  year.  The  main  finding  for  
the  interface  section  is  that  Al3+  behaves  in  a  very  similar  way  to  the  Mg2+  in  EAN.  Namely,  
although  aluminium  is  not  found  as  close  to  the  surface  as,  for  example,  lithium  in  EAN,  it  is  
still  found  within  the  adsorbed  layers  near  both  charged  and  uncharged  graphene  surfaces.  
One  fact,  however,  remains  somewhat  clouded  at  this  stage  for  both  Mg2+  and  Al3+  in  EAN,  
and  that’s  a  relatively  broad  concentration  of  these  species  in  the  system  with  negative  
electrodes  within  the  inner  2  nm  that  was  shown  in  the  figures  in  those  papers.  This  could  
imply  a  much  more  complicated  electrostatic  environment  away  from  the  Stern  layer  with  
these  multivalent  salts  and  indeed  in  the  bulk  electrolyte  –  a  topic  that  should  be  
investigated  in  more  depth.  
1.13.2.3  Miscellaneous  Ionic  Liquid  Simulations  
Merlet  and  coworkers  have  published  a  number  of  high  quality  papers  on  the  modeling  
of  ILs  at  both  planar  electrodes  (incorporating  a  polarisable  FF  model  (Fig.  1.39))194,  263  and  
porous  electrodes264,  265.  For  the  planar  electrodes,  in  addition  to  all  the  usual  features  
(oscillatory  mass  and  charge  densities  etc.),  a  new  and  interesting  finding  is  presented  about  
the  lateral  organisation  of  the  [C4mim][PF6]  ions  within  the  inner  layer.  Namely,  in  a  
potential  window  of  between  0.5  -­‐  0.75  V  the  inner  layer  is  ordered,  but  anywhere  outside  
of  this  window  the  order  disappears  (Fig.  1.40).  Such  a  finding  suggests  that  the  inner  layer  
structure  may  be  a  tuneable  function  of  potential,  which  could  have  all  sorts  of  implications.    
For  the  porous  electrodes,  Merlet  et  al.265  showed  that  they  are  most  likely  responsible  
for  the  supercapacitance  phenomena  in  nanoporous  carbons.  This  has  been  suspected  for  a  
while,  both  experimentally266  and  theoretically.265  The  mechanism  behind  the  phenomenon  
is  that  as  the  electrode  pores  become  narrower  the  capacitance  increases  because  the  first  
adsorbed  layer  is  not  as  easily  screened  by  the  additional  layers  behind  it.  The  effect  is  
maximal  when  there  is  a  neat  packing  of  ions  into  electrodes  whose  pores  are  comparable  
to  the  diameters  of  the  ions,  resulting  in  a  very  effective  charge  segregation.  This  can  also  
prevent  overscreening  and  increase  packing  efficiency.  Kondrat  et  al.87,  267-­‐270  also  use  MD  
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Figure   1.39   The   use   of   polarisable   (i.e.   constant   potential)   electrodes   results   in   significant  
rearrangement  or  partial  charges  on  the  surface  in  response  to  the  adsorbed  layer.  Reproduced  from  
Merlet  et  al.194  with  permission  from  ACS.  
  
Figure   1.40   Snapshots   (b)   and   (c)   of   the   ordered   and   disordered   states   of   [C4mim][PF6]   on   a  
graphite  surface.  Reproduced  from  Merlet  et  al.194  with  permission  from  ACS.  
to  study  these  effects.  Burt  et  al.271  review  MD  of  EDL  capacitors  in  general.  Merlet  et  al.  
have  written  an  excellent  perspective  article  on  the  types  of  electrodes  used  for  the  
simulations  of  ILs  at  interfaces.272  
In  terms  of  planar  electrodes,  a  variation  of  stepped-­‐planar  electrodes  was  investigated  
by  Feng  et  al.273  in  2015  with  a  [C2mim][TFSI].  In  this  study,  the  authors  made  a  triple-­‐sheet  
graphite  electrode  and  then  successively  cut  the  upper  sheets  into  halves,  in  order  to  create  
“steps”  (Fig.  1.41).  This  could  be  a  very  relevant  topic  for  electrochemical  systems  as  it  is  
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quite  possible  that  in  some  cases  a  sheet  of  graphite  could  be  damaged  and  not  really  be  
perfectly  flat,  so  the  question  is  –  how  does  a  stepped  surface  affect  the  layering?  The  
authors  thereby  found  a  very  interesting  phenomenon  –  if  interpreted  correctly  –  of  a  
“constructive”  and  “destructive  interference”  by  the  IL  layering  itself.  For  example,  when  
the  uppermost  sheet  is  cut  in  half  and  one  half  is  removed,  the  obtained  step  size  is  still  only  
about  half  the  size  of  an  adsorbent  ion,  and  so  the  layering  in  this  case  is  not  in  phase  across  
the  electrode,  thus  being  destabilised.  When  the  second  sheet  is  also  cut  in  half  and  that  
half  removed,  leading  to  a  step  size  that  is  in  about  the  same  order  in  size  as  an  ion,  the  
layering  is  actually  enhanced.  
The  stepped-­‐electrode  concept  is  in  essence  just  another  way  of  looking  at  the  ion  size  –  
pore  size  correspondence  and  its  effects,  so  the  idea  has  been  studied  before  in  different  
contexts.  For  example,  Bedrov  et  al.233  have  looked  at  DC  with  respect  to  several  different  
electrode  porosities  and  found  that  the  greatest  C-­‐V  effects  are  seen  for  electrodes  whose  
pores  correspond  well  with  the  ion  sizes,  suggesting  the  ion-­‐to-­‐pore  packing  effects.  
Notably,  Bedrov’s  simulations  usually  employ  polarisable  models.  
Sha  et  al.274  looked  at  charge  binning  across  the  EEI  in  a  way  first  suggested  by  Fedorov  
and  Kornyshev85.  The  authors  note  that  in  their  system  the  overscreening  may  happen  at  
potentials  as  large  as  4  V,  after  which  the  crowding  can  kick  in,  whereby  the  inner  layer  can  
no  longer  fit  any  more  ions  to  screen  the  surface  charge  and  a  new  layer  starts  building  up  
  
Figure  1.41  Feng  et  al.’s  stepped  graphite  electrode  structure.  Reproduced  from  Feng  et  al.273  with  
permission  from  the  American  Institute  of  Chemical  Engineers.  
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to  compensate.  Such  a  behaviour  can  occur,  as  Sha  et  al.  argue,  when  the  inner  layer  has  a  
particularly  strong  interaction  with  the  surface.    
One  particularly  interesting  paper  appeared  in  2012  by  Ballone  et  al.275.  In  this  MD  
paper,  the  authors  apparently  attempted  to  simulate  an  AFM  force-­‐distance  experiment  of  
the  kind  performed  by  Atkin  and  others.  Having  probably  considered  the  fact  that  the  
results  produced  by  an  AFM  force-­‐distance  study  or  a  tapping  mode  imaging  procedure  are  
fundamentally  different  from  a  typically-­‐done  mass  density  or  charge  density  analysis  of  an  
MD  simulation  box,  which  makes  the  two  types  of  results  not  ideally  comparable,  the  
authors  decided  to  introduce  a  rigid  spherical  object  into  an  MD  box  with  a  diameter  of  1.6-­‐
2nm  and  slowly  push  that  object  from  the  top  of  the  film  to  the  bottom  of  the  film  and  onto  
the  surface,  thereby  measuring  the  normal  forces  acting  on  that  object  and  plotting  those  as  
a  function  of  the  traversed  z-­‐distance.  This  kind  of  setup  is  shown  in  Fig.  1.42  and  represents  
very  likely  the  first  and  the  only  of  its  kind  in  the  literature  on  this  particular  problem.  
The  normal-­‐force-­‐distance  plot  from  such  a  computational  experiment  is  shown  in  Fig.  
1.43.  As  is  clear  from  the  figure,  the  force  profile  does  seemingly  show  some  oscillatory  
behaviour,  but  the  results  appear  to  be  somewhat  inconclusive,  despite  the  claim  of  the  
authors  that  a  “near  quantitative  agreement”  is  obtained  with  experimental  results.  
Whether  this  novel  MD  approach  is  sufficiently  comprehensive  to  produce  realistic  results  is  
probably  a  question  that  will  need  more  data  to  be  answered,  as  well  as  some  thought  
about  the  density  and  pressure  changes  in  the  simulation  box  as  a  result  of  injecting  a  rigid  
sphere,  despite  the  box  being  enlarged  in  the  z  dimension.    
While  not  exactly  a  perfect  model  of  an  AFM  force-­‐distance  experiment,  this  method  
will  certainly  allow  the  theoreticians  to  produce  computational  results  that  will  be  more  
comparable  to  the  experimental  AFM  data  than  a  simple  mass  density  analysis,  but  it  
remains  to  be  seen  if  this  method  will  be  widely  adopted.  
Although  this  thesis  studies  exclusively  monovalent  ILs,  there  is  a  sizable  community  of  
researchers  who  are  interested  into  their  multivalent  analogues.  It  is  known,  for  example,  
that  most  monovalent  ILs  are  very  viscous  liquids  to  begin  with,  but  turning  them  into  
divalent  salts  ups  the  ante  quite  a  bit,  so  it  is  probably  safe  to  say  that  dicationic  ILs,  for  
instance,  will  probably  not  be  used  in  their  neat  forms  as  electrolytes  any  time  soon.  Still,  
they  could  be  used  in  some  complex  systems,  with  diluents  or  IL  mixtures,  or  other  types  of  
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Figure  1.42  A  novel  MD  setup  in  which  a  2nm-­‐diameter  nanoparticle  is  designed  to  mimic  an  AFM  
force-­‐distance  experiment  in  ILs.  Reproduced  from  Ballone  et  al.275  with  permission  from  RSC.  
  
Figure  1.43  Average  force  on  the  nano-­‐spherical  object  as  it  traverses  slowly  across  the  IL  film,  
away  from  the  silica  surface.  Also  shown  is  the  test  result  for  a  water  film,  clearly  showing  that  the  IL  
film  behaves  entirely  differently  to  the  water  film,  which  adds  reliability  to  the  results.  Reproduced  
from  Ballone  et  al.275  with  permission  from  RSC.  
additives.  This  premise  motivated  the  simulation  of  dicationic  dimethylimidazolium-­‐based  
ILs  at  graphite  interfaces  by  Li  et  al.276  in  2014,  and  a  non-­‐interface  study  of  similar  liquids  
two  years  before  that277.  Other  studies  exist  (e.g.  Li  et  al.278).  The  dicationic  ILs  were  found  
to  support  a  layered  EEI  near  a  graphite  interface  like  their  monovalent  cousins,  but  more  
interestingly,  the  flexibility  of  the  long  dimethylimidazolium  cation  allows  the  two  
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imidazolium  rings  in  the  adsorbed  layer  to  achieve  different  orientations  with  respect  to  the  
surface,  depending  on  the  surface  charge.  Most  importantly  though,  as  the  main  cation  
chain  is  extended  from  propyl  to  nonyl,  the  shape  of  the  DC  versus  potential  plot  changes  
from  the  camel  to  the  bell  shape,  implying  a  much  greater  packing  density  as  per  
Kornyshev’s  MFT.  This  is  an  important  finding  to  remember  as  it  could  one  day  become  
useful  for  the  design  of  efficient  interfaces.  
The  literature  of  MD  simulations,  even  in  this  narrow  field,  is  truly  vast,  and  there  is  no  
way  to  include  all  of  it  here.  Some  other  papers  that  can  be  mentioned  as  potentially  useful  
to  the  reader  of  this  thesis  include  the  following  papers:  Brkljača  et  al.141  (has  an  MD-­‐XRR  
comparison),  Bedrov  et  al.279  (a  discussion  of  advanced  and  more  realistic  MD  techniques),  
Chapela  et  al.280  (effects  of  alkyl  chain  lengths  and  size  on  interaction  potentials  on  critical  
temperature),  Costa  et  al.281  (a  study  of  different  electrode  materials),  Huo  and  Liu282  
(layering  and  ordering  of  [C4mim][BF4]  around  a  single-­‐walled  carbon  nanotube),  Bedrov  et  
al.283  (MD  simulations  of  Li+  transfer  across  the  solid-­‐electrolyte  interphase  (SEI)  for  lithium  
batteries)  and  Peng  et  al.284  (MD  simulations  of  long-­‐chain  [C12mim][PF6]  in  the  bulk).  
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1.14  The  Research  Problem  
Driven  by  the  desire  to  solve  one  of  the  world’s  greatest  problems  in  energy  storage  
technologies,  which  is  to  make  batteries  that  are  safe,  non-­‐flammable,  non-­‐toxic,  green,  
long-­‐lasting,  cost-­‐efficient  and  of  high  energy-­‐density,  researchers  at  the  IFM  constructed  
one  of  the  world’s  first  zinc-­‐based,  electrodeposition-­‐type,  ionic  liquids-­‐based  rechargeable  
batteries  in  2014.  Although  the  development  of  this  battery  is  still  in  the  experimental  
phase,  the  test  results  obtained  during  the  initial  stages  were  extremely  useful  to  the  
theoretical  and  computational  research  team  because  they  were  applicable  to  a  wide  range  
of  other  IL-­‐based  technologies  that  are  currently  under  research  and  development  at  the  
IFM.  The  results  from  these  preliminary  investigations  are  briefly  discussed  here.  
Namely,  the  zinc  battery  in  question  was  constructed  by  Simons94-­‐97  and  colleagues  after  
a  series  of  electrochemical  tests  of  various  IL  electrolyte  systems  starting  in  2012  or  so.  In  
those  tests,  two  ILs  were  identified  as  potential  candidates:  1-­‐ethyl-­‐3-­‐methylimidazolium  
dicyanamide  or  [C2mim][dca]  and  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  or  
[C4mpyr][dca].  The  structures  of  these  liquids  are  shown  in  the  Methodology.  Furthermore,  
it  was  found  that  the  electrochemical  performance  was  significantly  improved  if  the  systems  
contained  3  wt%  of  water  (in  addition  to  the  9  mol%  of  the  zinc  salt  in  the  form  of  Zn(dca)2).  
Cyclic  voltammetry  for  these  particular  systems,  on  a  glassy  carbon  electrode  and  against  a  
zinc  pseudo-­‐reference  electrode,  are  shown  in  Fig.  1.44.  
  
Figure  1.44  CV  of  a  3-­‐electrode  cell  containing  a  glassy  carbon  WE,  Zn  quasi-­‐RE,  Zn-­‐wire  CE,  9  mol%  
Zn(dca)2  and  3  wt%  water  in  either  [C2mim][dca]  or  [C4mpyr][dca]  ILs.  Reproduced  from  Simons  et  al.97  
with  permission  from  Wiley.  
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As  is  clear  from  Fig.  1.44,  the  deposition  of  zinc  from  [C2mim][dca]  (blue  plot)  occurs  at  –
0.23  V,  while  the  deposition  of  zinc  from  [C4mpyr][dca]  (red  plot)  occurs  at  –0.84  V.  If  an  
assumption  is  made  that  the  pseudo-­‐reference  electrodes  are  approximately  the  same  in  
each  case,  it  follows  that  the  electrodeposition  of  zinc  in  [C2mim][dca]  is  about  3.5  times  
easier  than  in  [C4mpyr][dca].  Furthermore,  in  the  same  figure,  it  can  be  noted  that  the  peak  
current  density  in  the  [C2mim][dca]  system  is  32  mA  cm–2,  while  in  the  [C4mpyr][dca]  it  is  
only  8  mA  cm–2.  This  is  a  factor  of  4  in  favour  of  the  [C2mim][dca].  Finally,  when  these  two  
systems  are  repeatedly  charged  and  discharged  in  a  symmetrical  cell  (i.e.  CR2032),  it  is  
found  that  the  cell  based  on  [C2mim][dca]  can  sustain  over  90  charge-­‐discharge  cycles  (at  a  
rate  of  0.1  mA  cm–2)  while  the  cell  based  on  [C4mpyr][dca]  can  only  sustain  about  15  (at  a  
rate  of  0.05  mA  cm–2).  
Overall,  these  results  suggested  a  remarkable  observation.  Two  systems,  of  identical  
water  and  zinc  contents,  and  with  relatively  similar  viscosities  and  conductivities,  produce  a  
vastly  different  electrochemical  response.  After  evaluating  many,  or  perhaps  all  of  the  
electrochemical  possibilities  for  these  discrepancies,  such  as  side  reactions  and  material  
contamination,  Simons  and  colleagues  concluded  that  the  major  contributor  to  these  
discrepancies  is  probably  the  interfacial  IL  structure  in  these  two  liquids  within  their  EEI  
regions.  Such  a  conclusion  was  based  on  the  earlier  work  of  Atkin  and  co-­‐workers  as  
discussed  in  the  previous  sections.  
In  order  to  probe  this  hypothesis,  Begić  et  al.180  conducted  AFM  force-­‐distance  
measurements  of  these  two  ILs  on  a  charged  carbon-­‐based  surface  (HOPG)  in  2016,  the  
results  of  which  produced  a  remarkable  finding:  the  layering  phenomenon  was  detected  for  
both  ILs  and  the  layering  was  both  more  extensive  and  better  defined  in  the  [C4mpyr][dca]  
than  in  [C2mim][dca].  Such  a  discovery  was  thus  found  to  greatly  support  the  earlier  
hypothesis  that  layering  was  a  big  factor  in  the  electrochemical  performance.    
At  that  time,  it  was  somewhat  suspected,  albeit  cautiously,  that  the  number  of  the  layers  
was  the  primary  reason  for  the  poorer  electrochemistry  in  the  [C4mpyr]  system.  This  could  
work,  in  principle,  by  the  zinc  cation  experiencing  a  series  of  impedances  as  it  travels  
through  each  successive  layer  until  it  reaches  close  enough  to  the  electrode  surface  for  a  
heterogenous  electron  tunnelling  event  to  occur  and  reduce  the  zinc  cation.  Some  thought  
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was  also  being  given  to  the  estimated  strength  of  the  layers  as  well,  but  all  in  all  the  
understanding  of  the  phenomenon  on  a  fundamental  level  was  entirely  lacking.  
Given  the  universal  nature  of  the  problem,  that  is,  the  fact  that  the  primary  application  
of  ILs  is  mainly  for  the  interfacial  technologies,  the  researchers  stood  a  lot  to  gain  from  a  
fundamental-­‐level  understanding  of  ILs  at  interfaces.  Nonetheless,  there  were  only  a  few  
papers  in  the  literature  at  the  time  that  dealt  with  the  connection  between  IL  structures  and  
electrochemistry.  In  fact,  the  number  of  such  papers  is  still  low.  One  or  two  of  those  papers  
were  already  mentioned  in  the  previous  section  and  will  be  relisted  again  here,  while  some  
other  papers  will  be  mentioned  for  the  first  time.    
First  there  was  the  work  of  Hollenkamp  et  al.253  who  in  2009  simulated  an  IL  and  an  OL  
electrolyte  at  an  LFP  interface,  but  in  that  study,  as  noted  earlier,  the  layering  phenomenon  
was  not  very  prominent  and  not  much  could  be  said  about  the  effect  of  layering  per  se,  
except  for  the  fact  that  the  inner  layer  provided  a  high  energy  barrier  for  the  passage  of  a  Li+  
ion.  In  2010  Endres  et  al.285  tried  to  correlate  some  CV  data  from  a  couple  of  studies  of  
electrodeposition  of  aluminium  and  tantalum  to  the  results  of  the  AFM  force-­‐distance  
studies  for  the  same  ILs.  The  authors’  conclusion  was  that  the  “solvation”  layers  (as  they  are  
sometimes  referred  to  by  the  Atkin  group)  probably  do  influence  electrochemical  reactions.  
But  again,  not  much  could  be  said  from  a  fundamental  point  of  view.  
Several  of  the  more  recent  studies  are  certainly  the  theoretical  and  simulation  studies  of  
Lynden-­‐Bell,  Ivaništšev,  Méndez-­‐Morales,  Gómez-­‐González  and  colleagues250,  257-­‐262  who  
have  determined  that  the  IL  layering  affects  the  energetics  of  small-­‐ion  transfers  by  
imposing  a  high  energy  penalty  for  the  desolvation  of  those  ions.  Similarly,  a  recent  ab  initio  
quantum-­‐mechanical  and  MD  study  by  Nikitina  et  al.  shows  that  the  IL  layering  affects  the  
heterogenous  electron  transfer  process  for  a  ferrocene/ferrocenium  couple  across  a  
[C4mim][BF4]  /  Au(111)  interface.  
Most  recently,  Gómez-­‐González  et  al.286  employed  density  functional  theory  to  the  study  
of  heterogenous  electron  transfer  between  a  graphene  electrode  and  a  metal  ion  (Li+  or  
Mg2+),  and  in  three  different  environments  –  vacuum,  model  molten  salt,  and  an  ionic  liquid.  
Electron  transfer  was  not  only  found  to  occur  in  all  three  environments,  but  it  was  found  
that  ILs  have  a  catalytic  effect  on  the  process,  which  is  a  remarkable  finding  that  is  sure  to  
give  further  boost  to  the  IL  electrochemical  community.  
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Overall,  not  much  else  is  known  on  this  topic.  Indeed,  Fedorov  and  Kornyshev  note  in  
their  2014  review  that  the  field  is  in  its  infancy  –  not  much  has  changed  as  of  2018.  As  
always,  there  are  far  more  questions  than  there  are  answers.  For  the  particular  systems  
employed  in  the  discussed  zinc  battery,  there  are  only  a  few  papers  published  to  date  and  
they  are  mostly  by  the  researchers  at  the  IFM.  These  are  the  papers  that  contain  the  CV  
data  of  the  two  cells  and  the  AFM  force  plots  of  the  two  ILs.  As  can  be  noted  from  the  
review  of  the  previous  literature,  [C4mpyr][dca]  is  not  a  popular  IL  in  the  modelling  
community;  the  same  can  be  said  for  [C2mim][dca],  although  the  [C2mim]  cation  has  been  
modelled  much  more  often.  
Therefore,  this  thesis  seeks  to  answer  the  following  questions:  
1.   What  are  the  interfacial  structures  of  these  two  ILs  in  their  pure  (or  neat)  forms?  
2.   What  is  the  effect  of  zinc  on  the  structure  and  dynamics  of  the  two  ILs?    
3.   What  is  the  effect  of  a  zinc  and  water  mixture  on  the  structure  and  dynamics  of  the  
two  ILs?    
4.   What  is  the  effect  of  different  anions  on  the  structure  and  dynamics  of  the  two  ILs?  
These  questions  are  explored  in  Chapters  3  through  to  6,  respectively,  but  they  are  not  
always  fully  answered.  Nonetheless,  significant  theoretical  understanding  was  developed  
and  is  presented  in  those  chapters.  
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Chapter  2   Methodology  
Computer  simulations  of  physical  and  chemical  processes  can  be  performed  on  a  
multitude  of  levels.  From  modelling  a  variety  of  simple  or  more  complex  differential  
equations  that  represent  the  physics  of  bulk  matter  (i.e.  macroscopic  laws)  to  the  modelling  
of  electronic  structures  on  each  atom  of  a  particular  molecule  and  of  a  particular  material  
(i.e.  microscopic  and  quantum-­‐mechanical  laws).  In  this  project  the  principal  method  used  
was  molecular  dynamics  (MD).  Although  MD  can  in  principle  incorporate  ab  initio  quantum-­‐
mechanical  methods  down  to  the  most  advanced  methodology  available,  these  methods  
are  computationally  still  too  expensive  and  cannot  be  used  to  feasibly  study  systems  of  
large  numbers  of  particles.  As  the  number  of  particles  (atoms)  studied  here  was  about  
20,000  on  average,  and  as  the  total  simulated  time  was  in  the  range  of  3000  ns  or  more,  the  
appropriate  method  to  use  in  this  case  was  the  classical  MD,  which  is  based  on  descriptions  
of  interactions  by  the  more  approximate  phenomenological  potential  functions  rather  than  
by  the  Schrödinger  equation.  In  brief,  an  MD  experiment  calculates  forces  between  all  
particles  in  a  system  based  on  their  potential  energy  components.  Kinetics  are  governed  by  
Newton’s  laws  of  motion  while  potentials  are  described  by  a  variety  of  different  types  
depending  on  the  system.  The  potential  function  used  here,  the  OPLS,  is  discussed  in  section  
2.1.8.  
An  alternative  to  MD  and  also  a  very  common  method  is  Monte  Carlo  (MC),  which  
differs  from  MD  primarily  in  the  way  in  which  it  samples  the  configuration.  While  MD  
evolves  a  system  by  solving  Newton’s  equations,  MC  evolves  a  system  by  incrementing  the  
changes  of  states  randomly.  If  an  increment  is  energy-­‐favourable  it  is  accepted,  otherwise  it  
depends  on  the  Boltzmann  factor  and  element  of  randomness.  The  advantage  of  this  
method  is  that  it  can  explore  complex  phase  spaces  that  are  difficult  to  reach  by  MD  if  the  
energy  landscape  is  very  complex  (e.g.  multiple  local  energy  minima  that  can  prevent  the  
system  from  crossing  the  energy  barriers  to  find  the  global  minimum).  However,  a  rough  
physical  understanding  of  the  simulated  system  is  often  helpful  in  modifying  the  MD  
method  to  reach  those  states,  so  MC  is  best  used  for  systems  that  are  very  difficult  to  
understand.  Therefore,  while  MC  can  provide  thermodynamic  and  structural  properties  of  
the  simulated  systems,  MD  can  provide  both  of  those  plus  the  dynamic  component.  As  the  
dynamic  component  was  important  for  the  current  project,  and  as  the  systems  were  
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sufficiently  well  understood  for  computational  design  purposespp,  MD  was  selected  as  the  
method  of  choice.  Nonetheless,  MC  could  be  employed  in  combination  with  MD  for  some  
extensions  to  the  present  work  in  the  future.  
The  “mechanics”  of  the  MD  method  are  discussed  in  section  2.1,  while  the  analytical  
methodology  is  discussed  in  section  2.2.    
2.1   Molecular  dynamics  method  
Classical  MD  method  studies  the  dynamics  of  atomic  systems  by  evolving  a  many-­‐body  
system  over  time  as  dictated  by  Newton’s  equations  of  motion.  This  section  introduces  
some  of  its  key  concepts.  For  further  details  the  reader  is  referred  to  other  sources58,  287-­‐290.  
For  a  given  many-­‐body  system  (e.g.  a  system  of  many  thousands  of  atoms),  and  under  
the  Born-­‐Oppenheimer  approximation  (i.e.  the  motion  of  the  electrons  and  the  nuclei  are  
decoupled  as  the  latter  are  orders  of  magnitude  more  massive  than  the  former  and  
correspondingly  can  be  assumed  to  be  stationary),  the  energy  of  the  whole  system,  or  the  
Hamiltonian,  can  be  written  as  a  sum  of  kinetic  and  potential  components  of  all  particles.  
Therefore,  for  N  number  of  particles  of  momenta  p  and  at  coordinates  r  (in  3D  space),  that  
is,  for  
𝒑n = (𝒑𝟏, 𝒑𝟐, …𝒑n)   (2.1)  
𝒓n = (𝒓𝟏, 𝒓𝟐, … 𝒓n)   (2.2)  
the  Hamiltonian  (H)  is:  
𝐻(𝒓n, 𝒑n) = 𝐾(𝒑n) + 𝑈(𝒓n)   (2.3)  
where  K  is  the  kinetic  energy  and  U  is  the  potential  energy.  Also,  the  positions  and  momenta  
of  all  particles  in  a  classical  system  can  be  thought  of  as  belonging  to  a  multidimensional  
phase  space.  In  this  space,  each  point  contains  three  components  of  momentum  and  three  
of  positions  (i.e.  in  the  x,  y  and  z  dimensions),  resulting  in  a  6N-­‐dimensional  phase  space.  
The  kinetic  energy  term  is  usually  just  the  kinetic  component  due  to  the  velocities  of  the  
atoms,  so  that  (2.3)  is  usually  written  as:  
                                                                                                                
pp  This  assumption  is  treated  with  care.  
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+ 𝑈(𝒓n)   (2.4)  
where  the  kinetic  component  is  written  in  terms  of  the  momentum  (p)  instead  of  the  
velocities.  Equation  (2.4)  can  then  be  used  to  construct  equations  of  motion  in  either  the  
Newtonian,  the  Lagrangian  or  the  Hamiltonian  form,  assuming  that  the  chosen  potential  
function  is  well-­‐behaved.  Thus,  from  Newton’s  second  law,  the  force  on  a  particle  i  can  be  
equated  to  the  negative  derivative  of  the  potential,  which  yields:  




𝑭J = −∇𝑈(𝒓n) = −
𝑑𝑈(𝒓n)
𝑑𝒓J






   (2.7)  
The  set  of  3N-­‐dimensional  second-­‐order,  nonlinear,  differential  equations  in  (2.7)  is  then  
approximated  by  numerical  integration.  This  is  discussed  in  sections  2.1.3,  2.1.4  and  2.1.5.  
The  rationale  for  the  extraction  of  thermodynamic  quantities  is  discussed  in  section  2.1.1,  
while  the  potential  energy  function  is  discussed  in  section  2.1.8.  
2.1.1   The  ergodic  hypothesis  
As  described  in  section  1.9,  the  thermodynamic  state  of  a  system  is  the  macroscopic  
quantity  that  is  generated  by  the  system’s  microstates.  When  a  physical  measurement  is  
made  (e.g.  of  a  temperature),  the  probe  samples  the  phase  space  of  the  physical  system  
over  a  finite  period  of  time.  However,  at  the  microscopic  level,  two  assumptions  can  be  
made  –  first,  the  system  is  in  equilibrium  (by  assuming  that  the  sample  is  allowed  to  
physically  equilibrate);  and  second,  the  macroscopic  time  is  approximately  infinite  at  the  
microscopic  scale.  In  this  case,  it  is  reasonable  to  assume  that  a  physical  measurement  is  
equal  to  a  time-­‐average  of  the  quantity  that  is  being  measured.  Therefore,  for  some  physical  
quantity  A  that  is  a  function  of  a  phase  space  variable  G,  where  G  is  defined  by  the  time-­‐
dependent  locations  𝒓n(𝑡)  and  momenta  of  the  particles  𝒑n(𝑡),  the  time-­‐average  of  A  can  
be  given  by:  
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  〈𝐴〉SJ_P = limâ→Î
1
𝜏
= 𝐴(𝒓n(𝑡), 𝒑n(𝑡))	  𝑑𝑡
Sä+â
Sä
   (2.8)  
It  can  then  further  be  argued  that  since  the  system  being  measured  will  visit  all  of  its  
accessible  microstates  or  phase  space  points  Γ(𝒓n, 𝒑n)  during  this  (infinite)  measurement  
time,  the  time-­‐average  value  of  A  should  correspond  to  the  average  value  of  A  calculated  
over  all  phase  space  points,  which  can  thus  be  defined  by:  
	  	  	  〈𝐴〉 = =𝐴(Γ)	  𝑑𝛤
	  
ç
   (2.9)  
By  recognising  that  the  average  of  A  as  given  by  (2.9)  is  actually  the  ensemble  average  (as  it  
covers  all  phase-­‐space  points),  it  follows  that  the  time-­‐average  is  equivalent  to  the  
ensemble-­‐average.  This  is  one  version  of  the  ergodic  hypothesisqq,  which  provides  the  key  
link  between  the  macroscopic  and  the  microscopic  quantities.  
Similarly,  it  follows  that  the  average  value  of  A  can  be  calculated  by  calculating  the  
ensemble  average  of  A  in  the  limit  of  an  infinite  number  of  microstates  of  the  ensemble.  
However,  as  this  is  obviously  impractical,  an  MD  simulation  must  be  designed  such  that  it  
samples  a  very  large  portion  of  the  representative  phase  space  of  the  system.  In  other  
words,  an  MD  system  has  to  be  both  equilibrated  and  have  a  sufficient  number  of  phase  
space  points  computed  so  that  its  average  thermodynamic  properties  can  be  calculated  
with  reasonable  accuracy.  A  properly  designed  MD  simulation  performs  exactly  this  task.    
Although  a  system  in  MD  is  actually  evolved  over  time,  the  computers  do  not  have  an  
infinite  precision  and  so  even  the  smallest  time-­‐step  between  any  two  system  states  will  
break  the  system  into  two  phase-­‐space  points.  In  other  words  –  even  though  an  MD  
simulation  generates  a  sequence  of  phase-­‐space  points  that  can  together  be  considered  as  a  
“trajectory”  connected  across  time,  this  trajectory  is  not  strictly  continuous.  It  is  simply  a  
collection  of  snapshots  (i.e.  microstates)  of  the  ensemble  at  particular  time  points.  
Therefore,  the  calculation  of  macroscopic  properties  from  an  MD  simulation  is  not  
performed  by  a  time-­‐averaging  calculation  but  by  an  ensemble-­‐averaging  calculation.  
Nonetheless,  as  the  system  is  evolved  forward  in  time,  and  Newton’s  equations  are  time-­‐
reversible  (the  integrators  must  preserve  this  propertyrr),  it  is  possible  to  estimate  
                                                                                                                
qq  The  ergodic  hypothesis  does  not  always  apply.  See,  for  example,  section  2.1.5.  
rr  There  are  some  integrators  that  do  not  preserve  this  property.  
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dynamical  properties  of  the  system  with  good  accuracy  if  they  occur  within  the  simulated  
time-­‐window.    
In  line  with  the  above  discussion,  the  ensemble  average  of  the  property  A  in  an  
equilibrated  system  is  then  the  average  with  respect  to  all  of  the  (computed)  microstates  of  
the  system,  which  can  be  given  by:  
	  	  	  〈𝐴〉PiU = =𝑑𝒓n𝑑𝒑n 𝐴(𝒓n, 𝒑n)𝑓(𝒓n, 𝒑n)   (2.10)  
where  the  last  function,  f,  is  the  probability  density  of  the  phase  space  point  (𝒓n, 𝒑n),  
which,  in  analogy  to  (1.71),  is  given  by:  






where  Q  is  the  partition  function  for  the  particular  ensemble  and  𝛽 = (𝑘u𝑇)1{.    
For  example,  for  the  canonical  ensemble,  equation  (1.73)  applies  to  a  system  of  i  
discrete  states,  but  for  (simple)  liquids,  the  system  states  are  continuous  functions  of  
positions  r  and  momenta  p  so  the  partition  function  (1.73)  for  a  collection  of  N  identical  
particles  is  generalised  to  an  integral:  
	  	  	  	  𝑄(𝑁, 𝑉, 𝑇) =
1
𝑁! ℎèn
= 𝑒1é°(𝒓ê,𝒑ê)𝑑𝒓n𝑑𝒑n    (2.12)  
where  the  energy  of  state  i  (Ei)  was  replaced  by  the  total  Hamiltonian;  the  factor  1/N!  
accounts  for  the  fact  that  the  particles  are  identical  so  that  the  partition  function  is  scaled  
with  respect  to  all  permutations  of  N;  and  the  factor  with  Planck’s  constant  (h3N)  
corresponds  to  the  zero  of  entropy  and  makes  the  partition  function  non-­‐dimensional.    
Given  that  the  Hamiltonian  is  composed  of  two  additive  terms,  K  and  U,  the  integral  can  
be  split  into  two  parts  where  the  kinetic  part  has  an  analytic  solution  (energy  of  a  particle  in  
a  cubic  box).  This  yields  an  expression:  
	  	  	  𝑄(𝑁, 𝑉, 𝑇) =
1
𝑁!Λèn
= 𝑒1éí(𝒓ê)𝑑𝒓n   (2.13)  
where  the  integral  in  (2.13)  is  then  the  configurational  integral  or  configurational  partition  
function,  and  Λ  is  the  thermal  de  Broglie  wavelength  (part  of  the  kinetic  solution),  which  is  
given  by:  
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where  m  is  the  mass  of  the  particle  (or  atom)  and  so  this  expression  needs  to  be  evaluated  
for  each  different  atom  type.    A  derivation  of  (2.14)  can  be  found  in,  for  example,  Atkins  and  
de  Paula289  pp.  572-­‐573,  while  a  derivation  of  a  more  complex  molecular  partition  function  
can  be  found  in  Vlugt  et  al.288    
Therefore,  any  thermodynamic  quantity  can  then  be  calculated  using  the  identities  given  
by  equations  (1.53-­‐1.56)  and  the  ensemble  average  expression  (2.10).  The  probability  
density  is  related  to  the  partition  function  of  each  ensemble  so  it  is  easily  adopted  for  each  
simulation.  Extraction  of  thermodynamic  quantities  and  other  analyses  are  introduced  in  
section  2.2.  
2.1.2   Initial  configuration  and  velocity  generation  
Every  MD  system  must  have  a  thoughtfully  designed  initial  microstate  of  the  phase  
space.  This  involves  distributing  the  N  number  of  molecules  into  the  V  volume  of  the  system  
(i.e.  the  simulation  “box”  or  “simbox”)  and  then  assigning  a  set  of  random  velocities  to  every  
molecule  such  that  the  initial  total  energy  of  the  system  is  as  low  as  possible.  Furthermore,  
for  every  new  set  of  potential  function  parameters  (section  2.1.9)  the  initial  density  of  the  
system  should  be  kept  to  within  20-­‐30%  of  the  experimental  (i.e.  measured)  density  to  
reduce  the  risk  of  unsuccessful  minimisation  and  equilibration  (e.g.  system  “blowing  up”  or  
unable  to  minimise  at  all).    
The  initial  configurations  of  the  molecules  are  usually  set  without  changing  their  atomic  
structure  (i.e.  whatever  the  optimised  molecular  structure  is  of  a  single  molecule,  it  remains  
unchanged  until  the  simulation  is  started).  This  may  sometimes  cause  some  difficulty  in  
distributing  a  large  number  of  molecules  (e.g.  500  or  more)  into  the  correctly  estimated  
density,  but  is  usually  not  a  serious  problem.  Molecules  may  be  distributed  randomly  or  
according  to  some  scheme,  such  as  by  packing  into  a  lattice  configuration.  The  latter  
method  is  more  appropriate  for  solid  systems  but  may  be  used  for  ILs  as  well.  In  this  project  
however,  the  locations  were  determined  randomly.  The  advantage  of  this  is  that  a  random  
system  is  less  likely  to  be  stuck  in  a  “perfectly”  good  lattice  and  will  require  lower  
temperature  to  equilibrate.  It  will  also  tend  towards  greater  initial  self-­‐mixing  and  will  
   131  
therefore  sample  larger  portion  of  the  phase  space  during  the  equilibration  phase.  A  
disadvantage  is  that  it  may  be  difficult  to  minimise  and  equilibrate.  This  was  sometimes  
found  to  be  the  case  but  was  generally  not  a  problem.  At  any  rate,  the  differences  between  
the  two  packing  methods  are  hereby  considered  as  minor.  PACKMOL291  was  used  to  
generate  initial  configurations.  
The  initial  configurations  for  the  slab  geometryss  systems  (section  2.1.11)  are  a  special  
case  that  requires  additional  thought  and  some  experience.  In  the  cases  of  just  pure  ILs,  the  
situation  is  not  overly  different  from  the  above  –  molecules  of  the  two  types  of  ions  may  be  
placed  randomly  into  the  available  volume.  However,  when  the  ILs  contain  additional  
components  (i.e.  what  this  thesis  refers  to  as  “complex  systems”),  such  as  the  presence  of  
metal  salts  and/or  water,  the  question  arises  of  whether  the  extra  components  are  placed  
into  the  middle  of  the  simbox,  or  also  distributed  randomly?  It  turns  out  that  there  are  
several  “correct”  ways  of  doing  this,  depending  on  the  aims  of  the  experiment.    
For  example,  if  the  point  of  the  study  is  to  investigate  only  the  IL  layering  behaviour  in  
the  presence  of  these  extra  components,  then  it  is  reasonable  to  randomly  distribute  all  
particles  in  the  system  and  equilibrate  accordingly.  In  the  process  of  assembling  and  
equilibrating  several  such  systems,  it  was  found  that  some  metal  ions  may  be  trapped  in  
between  the  electrode  surface  and  the  adsorbed  layer  even  though  they  could  not  pass  
through  the  layers  when  the  latter  were  fully  formed  (and  within  a  reasonable  time  
window).  In  such  a  case,  it  was  found  that  the  impact  on  the  layering  from  several  adsorbed  
metal  ions  was  negligible.  Investigating  the  impact  on  the  layering  from  a  large  number  of  
adsorbed  metal  ions  was  not  conducted  in  this  work,  although  such  a  study  could  prove  to  
be  interesting.    
If,  on  the  other  hand,  the  point  of  the  study  is  to  investigate  how  the  IL  layering  affects  
the  transport  of  metal  ions  and/or  water  from  the  bulk  to  the  interface  region  (e.g.  Fig.  5),  
then  it  certainly  stands  to  reason  that  the  pure  IL  system  should  be  equilibrated  first  
without  any  other  components  present,  and  that  the  extra  components  should  be  added  
into  the  bulk  region  after  equilibration.  Alternatively,  it  was  found  here  that  as  long  as  the  
extra  components  were  distributed  within  a  very  narrow  region  in  the  middle  of  the  simbox,  
                                                                                                                
ss  A  slab-­‐geometry  system  is  any  system  that  is  periodic  in  two  dimensions  but  not  in  the  third  –  discussed  
further  in  section  2.1.11.  
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they  posed  no  risk  of  entrapment  within  the  adsorbed,  or  any  other  layers.  Therefore,  for  
simplicity,  the  latter  method  was  used.  
The  initial  velocities  of  the  system  particles  may  also  be  issued  randomly  (from  a  defined  
range),  or  they  could  be  assigned  from  some  physical  distribution  law.  The  latter  method  is  
commonly  used  in  MD  studies  and  the  molecular  velocities  are  usually  generated  from  a  
Maxwell-­‐Boltzmann  (MB)  distribution  for  a  target  temperature,  which  was  done  here.  In  all  
simulations,  the  initial  velocities  were  generated  for  the  300  K  temperature,  and  for  each  of  
the  3N  components.  MB  distribution  is  given  by:  









ï   (2.15)  
where  p  denotes  the  probability  of  assigning  some  velocity  v  to  a  particle  i  in  the  dimension  
x.  This  is  done  by  generating  twelve  random  numbers  from  one  seed  number  in  the  range  of  
0  to  1,  subtracting  6.0  from  their  sum,  and  multiplying  the  result  by  the  standard  deviation  
of  the  velocity  distribution  ð𝑘u𝑇/𝑚J.  The  procedure  is  then  repeated  for  all  dimensions.    
Lastly,  as  the  generated  initial  velocities  may  not  sum  up  to  a  total  momentum  of  zero,  
they  are  quickly  checked  and  modified  to  ensure  that  the  momentum  is  conserved.  This  is  
done  by  re-­‐scaling  the  centre-­‐of-­‐mass  velocities  until  the  total  energy  corresponds  exactly  
to  the  temperature  defined  by  the  MB  distribution.  When  the  equilibration  is  started  all  of  
these  velocities  are  essentially  changed  within  a  few  time-­‐steps.  
2.1.3   Integration  algorithms  
Although  there  exist  several  different  integration  algorithms  (or  integrators),  the  
primary  algorithm  used  in  this  project  was  the  so-­‐called  leapfrog  algorithm,  which  carries  
much  resemblance  to  the  Verlet  algorithm.  In  fact,  both  Verlet  and  leapfrog  algorithms  have  
the  important  properties  that  they  are  time-­‐reversible,  momentum-­‐conserving  and  
“symplectic”  (the  last  term  signifying  the  fact  that  a  time-­‐evolution  of  a  system  in  its  phase  
space  preserves  the  total  area  in  the  phase-­‐space  vs.  time  plot;  i.e.  Liouville’s  theorem).  
One  way  to  derive  the  Verlet  algorithm  is  to  perform  a  Taylor  series  expansion  around  
the  point  r(t)  for  a  forward  and  reverse  time-­‐step  (Dt)  as  follows:  
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ö)   (2.16)  








ö)   (2.17)  
From  here,  the  two  equations  are  added  and  the  term  r(t  –  Dt)  subtracted  from  each  side  to  
leave  the  r(t  +  Dt)  on  the  LHS:  
	  	  	  r(t + ∆t) = 2r(t) − 𝑟(𝑡 − ∆t) +
𝑓(𝑡)
𝑚 ∆t
* + 𝒪(∆tö)   (2.18)  
Note  that  in  (2.16)  and  (2.17)  the  first  derivative  of  the  position  was  replaced  with  the  
velocity,  and  the  second  with  force  divided  by  the  mass  as  per  Newton’s  second  law.  Also,  
as  the  velocities  are  not  explicitly  calculated  in  (2.18),  they  can  be  estimated  from  the  
positions  using  the  trajectory  and  the  time-­‐step  as  follows:  
	  	  	  v(t) =
r(t + ∆t) − r(t − ∆t)
2∆t + 𝒪
(∆t*)   (2.19)  
Two  disadvantages  of  the  Verlet  algorithm  is  that  the  velocities  are  only  accurate  to  the  
order  of  Dt2,  and  that  the  positions  and  velocities  are  not  calculated  at  the  same  time.  A  
variation  of  this  algorithm  that  calculates  velocities  and  positions  at  the  same  time  is  known  
as  the  velocity  Verlet.  This  algorithm  is  given  by:  
	  	  	  r(t + ∆t) = r(t) + v(t)∆t +
𝑓(𝑡)
2𝑚 ∆t
* + 𝒪(∆tè)   (2.20)  
	  	  	  v(t + ∆t) = v(t) +
𝑓(𝑡 + ∆t) + 𝑓(𝑡)
2𝑚 ∆t + 𝒪
(∆tè)   (2.21)  
Furthermore,  (2.20)  and  (2.21)  may  be  rewritten  in  terms  of  the  acceleration  instead  of  the  
force.  
The  leapfrog  algorithm  is  equivalent  to  the  Verlet  (derived  as  above)  but  the  velocities  
are  calculated  at  half-­‐step  intervals,  which  gives:  
	  	  	  v Ht +
∆t




𝑚 ∆t + 𝒪
(∆tè)   (2.22)  
r(t + ∆t) = r(t) + v Ht +
∆t
2 K ∆t + 𝒪
(∆tè)   (2.23)  
Similarly  to  the  Verlet  algorithm,  the  leapfrog  algorithm  has  the  disadvantage  that  the  
velocities  and  positions  are  not  calculated  at  the  same  time,  which  increases  the  complexity  
   134  
of  the  integration.  Nonethless,  the  velocities  are  calculated  with  more  accuracy,  which  is  
important  for  long  simulations.  Throughout  this  project  it  was  found  that  the  leapfrog  
algorithm  could  be  used  to  efficiently  equilibrate  and  run  long  simulations  as  long  as  the  
time-­‐step  was  sufficiently  small.  Therefore,  more  accurate  algorithms  (such  as  predictor-­‐
corrector)  were  not  necessary.  
2.1.4   Integration  time  step  
It  is  generally  accepted  that  the  simulations  of  molecules  by  MD  methods  should  be  
performed  with  time-­‐steps  that  are  sufficiently  small  with  respect  to  the  shortest  vibrational  
mode  of  motion  in  the  simulated  molecules  (i.e.  the  time-­‐step  should  be  shorter  than  the  
period  of  the  highest-­‐frequency  intramolecular  vibration).  As  Frenkel  and  Smit  point  out,  
one  way  to  approach  this  is  to  “coarse-­‐grain”  the  high-­‐frequency  motion  by  fixing  the  bond-­‐
distances  between  the  vibrating  atoms  to  an  average  value.  This  approach  was  used  here  
and  all  but  two  C–H  bonds  were  constrained  to  a  separation  of  0.109  nm  between  the  two  
atoms  using  the  P-­‐LINCS  algorithm  (i.e.  “parallel  linear  constraint  solver”  by  Hess  et  al.292,  293  
as  implemented  into  the  GROMACS  program).  The  two  unconstrained  C–H  bonds  (on  a  
[C4mpyr]  cation  ring)  were  due  to  an  oversight  that  was  not  detected  until  late  in  the  
project,  but  a  follow-­‐up  simulation  revealed  that  this  did  not  create  any  significant  changes  
in  the  main  results  (Appendix  2A).  This  also  did  not  cause  any  issues  for  the  production  
time-­‐step  as  the  time-­‐step  of  1-­‐fs  was  intended  to  be  used  for  the  entire  project.  However,  
a  time-­‐step  of  2-­‐fs  may  be  used  with  full  constraints  if  the  simulation  is  sufficiently  stable.  
Furthermore,  in  some  initial  equilibrations  a  much  smaller  time-­‐step  had  to  be  used  in  order  
to  briefly  relax  the  system  from  an  improbable  initial  configuration.  
While  not  used  in  this  project,  it  is  worth  mentioning  that  coarse-­‐graining  the  molecular  
models  by  using  further  constraints  and  approximations  is  often  employed  for  the  
simulations  of  ILs.  Such  studies  may  allow  the  use  of  much  larger  integration  time-­‐steps  but  
will  inevitably  suffer  from  a  loss  of  “interaction  resolution”,  which  is  why  they  are  only  used  
in  cases  where  long  simulation  times  are  needed  or  where  the  coarse-­‐graining  is  considered  
to  have  negligible  impact  on  the  properties  being  investigated  (usually  though,  both  of  
these  requirements  should  be  satisfied,  or  some  other  method  should  be  used  to  verify  that  
coarse-­‐graining  does  not  lead  to  a  significant  loss  of  accuracy).  
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2.1.5   Lyapunov  instability  
Many-­‐body  systems  studied  here,  and  elsewhere,  are  inherently  chaotic.  That  is  to  say,  
they  are  strongly  dependent  on  the  initial  conditions  (though  this  is  not  the  only  
prerequisite  for  chaotic  behaviour)  because  a  small  difference  in  the  initial  conditions  will  
yield  an  exponentially  divergent  evolution  of  the  system.  This  behaviour  is  measured  by  the  
Lyapunov  divergence294,  295  which,  for  two  infinitesimally-­‐separated  (dG0)  simulations  in  the  
phase  space,  gives  the  divergence  rate  of  the  two  trajectories  as:  
	  	  	  |δΓ(t)| ≈ 𝑒ùS|δΓs|   (2.24)  
where  t  is  time  and  l  is  the  Lyapunov  exponent  (i.e.  the  largest  Lyapunov  exponent;  the  
number  of  exponents  is  equal  to  the  number  of  dimensions  in  the  phase  space,  i.e.  6N).  
Furthermore,  although  the  evolution  of  a  chaotic  system  may  be  seemingly  random,  it  is  
still  governed  by  a  series  of  underlying  mechanics  (e.g.  Newton’s  equations  of  motion).  In  
other  words;  a  chaotic  system  can  still  be  deterministic  –  for  two  simulations  that  start  from  
an  exactly  the  same  phase  space  point  and  evolve  according  to  the  exact  same  simulation  
parameters  (same  integrator,  same  time-­‐step,  same  computer  precision,  etc.),  the  final  
state  will  be  exactly  the  same.  Still,  it  is  not  possible  to  predict  the  final  state  of  a  chaotic  
system  based  on  its  initial  conditions,  which  is  another  way  of  saying  that  the  system  has  no  
analytical  solution.  Furthermore,  even  though  an  MD  simulation  may  provide  iterative  or  
numerical  solutions  to  the  Newton’s  equations  of  motion,  such  a  solution  is  not  going  to  be  
exact  because  of  the  finite  computer  precision.  Fortunately,  the  ergodic  hypothesis  and  
statistical  mechanics  alleviate  this  problem  because  for  a  sufficiently  long  period  of  time  a  
chaotic  system  can  still  converge  to  its  statistical  average,  which  is  the  approximate  
“solution”  obtained  by  the  Newtonian  mechanics.  
Nonetheless,  due  to  the  fact  that  an  MD  simulation  is  completely  deterministic,  it  
follows  that  the  initial  positions  and  velocities  of  the  particles  completely  define  the  future  
of  the  system.  This  could  become  problematic  in  poorly-­‐designed  MD  simulations  because  
the  entire  fate  of  the  system  depends  on  a  set  of  a  few  thousand  initial  coordinates  and  
velocities.  For  example,  it  is  possible  that  an  insufficiently  randomised  or  generally  
physically  unrealistic  initial  configuration  is  trapped  in  a  non-­‐representative  or  improbable  
energy  state,  or  leads  to  a  system  that  is  trapped  in  such  a  state.  In  such  a  case  the  system  is  
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said  to  be  non-­‐ergodic.  A  system  might  eventually  escape  from  such  a  trap  but  this  might  
take  an  impractically  long  time.  For  primarily  this  reason,  it  is  often  a  good  practice  to  
improve  the  confidence  of  the  results  by  repeating  the  simulations  from  different  initial  
conditions  (while  maintaining  the  same  ensemble).  Several  simulations  that  converge  to  the  
same  statistical  averages  by  starting  from  different  initial  conditions  are  usually  a  good  
indicator  that  the  system  is  ergodic.  
2.1.6   Thermostats  
From  the  point  of  view  of  thermodynamics,  controlling  the  temperature  of  a  system  is  
achieved  by  establishing  a  thermal  contact  between  the  system  and  a  heat  bath.  In  MD,  
temperature  can  be  controlled  in  this  way,  and  a  number  of  other  ways,  by  means  of  a  
employing  a  variety  of  thermostat  algorithms.  One  of  the  simplest  thermostat  algorithms  is  
velocity  rescaling.  This  is  an  intuitive  method  because  temperature  is  a  function  of  the  
kinetic  energy,  so  the  average  temperature  of  a  simple  monoatomic  gas  can  be  given  by  (via  




   (2.25)  
where  N  is  the  number  of  atoms  as  before  and  the  factor  of  3  signifies  the  three  degrees  of  
freedom  (i.e.  the  translational  mode  of  motion  has  3  degrees  of  freedom  in  the  3  spatial  
dimensions).  The  equipartition  theorem  states  that  the  average  energy  of  a  single  quadratic  
degree  of  freedom  at  temperature  T  is  given  by  ½  kBT  (a  derivation  and  proof  can  be  found  
in  Schroeder58).  Thus,  by  directly  rescaling  the  particle  velocities  (which  may  be  done  at  
every  thousand  time-­‐steps  or  so),  the  temperature  of  the  system  can  be  controlled  to  a  high  
accuracy.  One  big  issue  with  this  thermostat  is  that  it  interferes  with  the  Newtonian  
mechanics  to  a  high  degree,  thus  violating  the  energy  conservation  requirement  and  
introducing  incorrect  energy  fluctuations.  Although  there  are  some  workarounds  to  this  
problem,  other  thermostat  algorithms  are  usually  preferred.  Some  examples  include  the  
Berendsen296  and  the  Andersen297  thermostats,  but  these  are  not  without  their  own  
problems.  Berendsen  also  scales  the  velocities  but  does  this  slightly  differently  (via  a  weak  
coupling  scheme),  however  it  suffers  from  the  same  problem  as  the  previous  method  –  
produces  incorrect  energy  fluctuations.  Andersen  goes  a  step  further  and  creates  coupling  
with  a  heat  bath  with  which  the  system  molecules  undergo  random  collisions  –  simply  put,  a  
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particle  in  the  system  is  selected  at  random  and  its  velocity  is  reassigned  based  on  a  velocity  
obtained  from  a  Maxwell-­‐Boltzmann  distribution  for  a  given  temperature.  The  “imaginary”  
collisions  are  not  performed  at  each  time  step,  but  depend  on  a  custom  collision  frequency.  
As  with  the  previous  methods  that  adjust  the  velocities  of  the  particles  arbitrarily,  the  issues  
arise  due  to  the  impact  on  the  Newtonian  mechanics  and  loss  of  time-­‐reversibility.  Although  
the  Berendsen  and  the  Andersen  thermostats  have  been  used  very  briefly  to  diagnose  some  
problematic  initial  configurations  for  some  of  the  systems  in  the  present  study,  they  were  
not  used  for  any  of  the  final  results  presented  herein.    
  The  primary  method  employed  in  this  project  is  based  on  the  Nosé-­‐Hoover  
thermostat298-­‐300,  which  works  on  the  principle  of  applying  a  type  of  frictional  force  to  each  
particle  until  the  average  temperature  matches  the  target  temperature.  This  is  considered  
as  an  extended-­‐system  type  of  thermostat  method  in  which  the  velocities  are  not  explicitly  




















ý   (2.27)  
where  the  relaxation  time  of  the  friction  coefficient  𝜁(𝑡)  depends  on  the  m  mass  of  the  
particle,  v  velocity,  T  temperature,  3N  degrees  of  freedom  for  the  particles  (and  1  extra  for  
the  friction)  and  Qfm  fictional  heat  bath  mass  (a  high  value  leads  to  strong  coupling)tt.  This  is  
one  of  the  most  used  thermostat  algorithms  for  MD  today  as  it  suffers  from  the  least  
number  of  problems  (some  issues  can  arise  for  specific  systems300,  but  these  were  not  
detected  in  the  current  project).  
2.1.7   Barostats  
Similar  to  the  above,  the  pressure  of  a  system  is  a  function  of  volume  and  so  it  can  be  
scaled  by  simple  means  –  e.g.  volume  control.  There  is  a  Berendsen  barostat  (pressure  is  
weakly  coupled  to  an  imaginary  pressure  bath  and  volume  is  rescaled  as  required)  and  the  
                                                                                                                
tt  Equation  (2.26)  does  not  account  for  any  additional  constraints,  such  as  bond  fixing,  and  is  only  used  to  
describe  the  thermostat  mechanism.  
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Andersen  barostat  (extended  system  with  new  degrees  of  freedom;  an  approach  based  on  
the  Nosé-­‐Hoover  thermostat).  The  latter  method  was  further  developed  by  Parinello  and  
Rahman  to  allow  dynamic  shape  changes  of  the  simbox,  thus  allowing  control  of  stress  and  
pressure  at  the  same  time.  This  is  now  known  as  the  Parinello-­‐Rahman301  barostat  and  was  
used  in  this  project  for  controlling  the  pressure  in  the  NPT  ensemble.    
2.1.8   Optimised  potentials  for  liquid  simulations  
The  potential  function  used  to  describe  ILs  here,  and  in  much  of  the  rest  of  the  MD  
literature  of  IL  simulations,  is  the  Optimised  Potentials  for  Liquid  Simulations  (OPLS)  function  
developed  by  Jorgensen302-­‐304.  Without  delving  into  the  justifications  for  its  construction  in  
great  detail,  which  can  be  read  about  in  the  original  papers,  the  OPLS  can  be  understood  
easily  as  an  algebraic  sum  of  bonding  and  non-­‐bonding  interactions  that  are  made  up  of  
four  different  phenomenological  interaction  types.  It  is  given  by:  



































The  first  term  in  (2.28)  is  the  sum  of  all  bonded  interactions  that  are  modelled  as  simple  
harmonic  oscillators  with  a  spring  constant  Kr  and  the  bond  length  that  oscillates  around  its  
equilibrium  value  req.  This  is  usually  referred  to  as  bond  stretching.  The  second  term  is  
exactly  analogous  to  the  first  but  applies  to  the  bending  motion  between  three  atoms.  Here,  
Kq    is  the  force  constant  and  qeq  is  the  equilibrium  value  of  the  angle  between  the  three  
atoms.  This  is  often  referred  to  as  bond  bending.  
The  third  term  describes  rotational  motion  along  bonds  for  a  set  of  four  interconnected  
atoms.  For  example,  an  atom  chain  ijkl  could  have  the  atoms  i and  l rotate  about  the  𝚥𝑘///⃗   
bond  (Fig.  2.1).  This  structure  is  known  as  a  proper  dihedral  as  per  IUPAC  convention  (i.e.  
the  angle  between  the  planes  defined  by  ijk and  jkl).  These  motions  are  usually  well  
approximated  by  a  cosine  expansion,  where  𝜑  is  the  torsional  angle  and  V  is  an  energy  term    
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Figure  2.1  The  dihedral  angle  generated  by  four  interconnected  atoms  i, j, k and  l.  Rotation  of  i  
and  l  about  j  and  k changes  the  dihedral  angle.  The  flexibility  of  rotations  is  described  by  the  Fourier  
series  coefficients  obtained  from  full  geometry  optimisation  using  classical  and  QM  methods.  
(Fourier  coefficient).  If  the  atom  l were  to  be  connected  to  j then  ijkl would  denote  an  
improper  dihedral  whose  flexibility  would  be  more  limited.  In  GROMACS,  improper  
dihedrals  are  treated  separately  from  the  proper  dihedrals.  For  example,  an  improper  
dihedral  may  consist  of  a  planar  ring  and  a  fourth  atom  attached  to  it.  This  fourth  atom  has  
the  greatest  degree  of  freedom  so  it  is  considered  to  be  free  to  rotate.  Correspondingly,  
such  a  dihedral  is  then  described  by  a  term  analogous  to  the  second  term.  Therefore,  
improper  dihedrals  have  to  be  defined  separately  from  the  proper  dihedrals  in  the  structure  
files.  There  are  three  different  general  forms  of  improper  dihedrals  (see,  for  example,  the  
GROMACS  manual305).  
The  fourth  term  describes  the  non-­‐bonded  interactions,  including  van  der  Waals  (vdW)  
and  Coulombic  interactions.  vdW  are  best  represented  by  a  type  of  Lennard-­‐Jones  (L-­‐J)  
potential,  in  this  case  12-­‐6  (but  other  exponents  are  possible).  This  term  contains  an  
attractive  part  that  varies  with  distance  between  the  pairs  as  r–6  and  describes  the  induced  
dipole  interactions,  and  a  repulsive  part  that  varies  as  r–12  and  describes  the  strong  
repulsion  between  atoms  when  the  electron  orbitals  overlap  (e.g.  Pauli  exclusion  principle).  
It  should  be  reiterated  that  these  are  all  phenomenological  potentials  (there  are  no  electron  
orbitals  in  classical  MD).  
Coulombic  potential  represents  the  electrostatic  interactions,  which  are  the  most  
important  interactions  in  this  project  due  to  the  nature  of  the  liquids  being  simulated.  
Although  the  total  electrostatic  energy  is  conditionally  convergent,  the  convergence  is  very  
slow  (see  section  4.8.1.  of  the  Gromacs  2016  manual305  and  the  equations  therein),  
especially  for  large  systems  with  periodic  boundary  conditions  (PBCs).  A  method  for  
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calculating  the  electrostatics  with  PBCs  was  first  proposed  by  Ewald306  in  1921,  although  to  
determine  the  electrostatic  energy  of  ionic  crystals.  In  this  method,  the  slowly  converging  
direct  Coulomb  sum  is  split  into  three  parts:  the  short-­‐ranged  part  that  converges  quickly  in  
the  real  space,  the  long-­‐range  part  that  converges  quickly  in  the  Fourier  or  reciprocal  space  
and  a  constant  term.  This  method  was  later  rediscovered  for  computational  problems  and  
modified  into  a  variety  of  more  advanced  methods  such  as  particle  mesh  Ewald  and  smooth  
particle  mesh  Ewald  (SPME)  methods.307  This  splitting  of  the  potential  into  two  parts  
requires  the  specification  of  a  short-­‐range  cut-­‐off  distance,  which  was  in  this  project  set  to  
1.2  nm.  However,  the  implementation  of  SPME  method  in  the  so-­‐called  slab-­‐geometry  
systems  is  problematic  (see  section  2.1.11).  
The  force,  Fourier,  L-­‐J  and  charge  parameters  for  the  OPLS  all-­‐atom  force  field  are  
obtained  by  laborious  efforts  such  as  by  extraction  from  XRD  and  vibrational  spectroscopy  
experiments,  QM  calculations  and  MD  simulations.  Parameters  are  usually  designed  to  be  as  
transferable  as  possible  between  different  molecules.  vdW  parameters  are  obtained  from  
experimental  measurements  and  calculations,  but  they  are  usually  applicable  only  to  pairs  
of  like  atoms.  In  order  to  generalise  the  interactions  to  pairs  of  unlike  atoms,  the  
parameters  are  usually  combined  using  a  variety  of  combination  or  combining  rules.  In  this  
project,  and  in  general  for  OPLS,  the  geometric  average  rules  are  used  to  combine  the  L-­‐J  
parameters,  as  follows:  
σJk = (σJJσkk){/*	     (2.29)  
ϵJk = (ϵJJϵkk){/*	     (2.30)  
Although  non-­‐bonded  interactions  are  excluded  for  pairs  that  are  outside  the  cut-­‐off  
distance  (i.e.  1.2  nm  here),  the  bonded  pairs  that  are  no  further  than  within  3  bonds  away  
(e.g.  i  and  l  in  Fig.  2.1)  are  considered  explicitly.  However,  the  non-­‐bonded  parameters  (L-­‐J  
and  charges)  for  these  1-­‐4  pairs  are  scaled  by  a  factor  of  0.5.  All  1-­‐4  pairs  must  also  be  
defined  in  the  molecular  topology  files.  Lastly,  the  non-­‐bonded  interactions  are  calculated  
only  for  the  pair-­‐wise  contributions;  explicit  three-­‐body  and  higher  order  interactions  are  
neglected  as  their  contribution  is  both  considered  small  and  already  included  in  the  
parameterisation  of  the  pair-­‐potentials,  but  more  importantly,  it  would  not  be  
computationally  feasible  to  calculate  those  contributions.  For  the  ILs  studied  here,  
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parameters  were  taken  mostly  from  Lopes  and  Padua  but  also  from  some  other  sources  as  
detailed  in  section  2.1.13  
2.1.9   Electronic  polarizability  
Although  classical  MD  does  not  have  electron  orbitals,  the  charges  on  the  molecules  can  
still  be  distributed  across  their  atoms  in  order  to  represent  most  accurately  the  average  
dynamical  charge  distribution.  This  is  done  by  incorporating  the  concept  of  partial  charges,  
which  are  obtained  via  molecular  electrostatic  potentials  as  calculated  by  density  functional  
theory  and  other  methods.  Generally,  if  an  ion  has  a  total  charge  of  +1.0  then  the  sum  of  
the  partial  charges  on  a  molecule  must  match  this  value.  For  a  discussion  on  the  calculation  
of  the  partial  charges  the  reader  is  referred  to  other  sources211,  308.  
In  some  systems  and  for  some  molecules  and  atoms,  it  is  known  that  charges  (i.e.  
electrons)  have  extra  room  to  move  around  in  response  to  an  applied  electric  field,  which  
can  pose  serious  problems  to  the  parametrisation  efforts  for  systems  of  fixed  partial  charges  
as  the  redistribution  of  charges  can  affect  atomic  interactions.309  This  is  known  as  
polarization  and  so  all  potential  functions  that  do  not  incorporate  it  are  referred  to  as  non-­‐
polarizable  force  fields.  While  there  have  been  several  efforts  of  late  to  develop  polarizable  
force  fields  for  MD  simulations310-­‐312,  some  with  great  success,  polarizable  force  fields  are  
still  not  the  mainstream  in  MD  modelling  of  ILs  because  of  a  number  of  existing  issues  and  
considerably  increased  computational  complexity.    
However,  it  was  found  that  by  scaling  all  of  the  partial  charges  down  by  some  amount  
can  reduce  the  interaction  strengths  such  that  the  results  agree  better  with  experimental  
measurements.313,  314  Youngs  and  Hardacre315  performed  systematic  investigation  of  charge  
scaling  for  IL  simulations  and  found  that  a  factor  of  0.7  yielded  results  that  were  in  excellent  
agreement  with  ab  initio  MD  simulations,  thus  concluding  that  the  method  can  be  used  to  
approximate  polarizability.  On  the  other  hand,  Schröder316  argues  that  charge  scaling  does  
not  represent  average  polarizability,  but  that  it  can  represent  the  frequency  dependent  
generalised  dielectric  constant  and  should  therefore  be  seen  as  an  extra  parameter  in  the  
force  field  that  helps  with  improving  the  diffusion  coefficients.  Leontyev  and  
Stuchebrukhov317,  318  provided  a  theoretical  framework  for  the  justification  of  charge  scaling  
and  its  relation  to  the  polarizability  of  condensed  phases  (e.g.  liquids).  The  authors  suggest  
   142  
that  the  charges  should  be  scaled  with  respect  to  the  mean  field  as  dictated  by  the  dielectric  
constant  and  given  by  e–1/2,  and  that  these  values  should  range  from  about  0.7  to  about  0.9,  
which  would  also  depend  on  the  intramolecular  polarizability.  However,  the  authors  also  
acknowledge  that  charge-­‐scaling  should  not  be  seen  as  a  replacement  for  a  well-­‐defined  
polarizable  model.  
The  effects  of  polarization  in  consideration  to  electrodes  are  different.  For  charged  
electrodes,  the  screening  of  the  electrode  surfaces  by  counter  ions  can  be  expected  to  
induce  additional  charges  in  the  electrodes  under  certain  conditions.  This  was  recently  
discovered  experimentally  by  Comtet  et  al.100  who  found  that  electrodes  of  more  metallic  
character  (i.e.  more  free  electrons)  induced  greater  interaction  strength  between  the  
adsorbed  layer  of  an  IL  and  the  electrode  surface,  thus  facilitating  longer-­‐range  “freezing”  of  
the  interfacial  region  for  more  metallic  electrodes.  The  finding  was  explained  in  the  context  
of  Thomas-­‐Fermi  framework.  Therefore,  for  a  non-­‐polarizable  force  field  it  is  expected  that  
the  charges  in  the  electrodes  are  slightly  underestimated  for  a  given  potential.  Merlet  et  
al.194,  264  employ  and  discusses  the  importance  of  various  electrode  structures  and  electrode  
polarisation  modelling  with  the  use  of  a  constant  potential  method319.  An  example  of  a  
polarizable  electrode  is  shown  in  Fig.  39.  
Due  to  the  fact  that  the  simulations  in  this  project  were  expected  to  be  in  the  hundreds  
of  nanoseconds  for  each  of  the  several  different  planned  systems  (i.e.  expensive  
simulations),  polarizable  force  fields  were  not  developed  or  employed  for  either  the  ILs  or  
the  electrodes.  Nonetheless,  given  the  above  discussion,  it  was  possible  to  design  a  
reasonably  representative  system.    
First,  the  model  electrode  used  was  graphene,  which  is  expected  to  show  some  induced  
charges  but  not  as  much  as  say,  platinum  or  gold.  This  is  in  line  with  the  findings  of  Paek  et  
al.320  In  order  to  ensure  that  the  charges  on  the  electrode  would  be  sufficient,  the  surface  
charge  densities  were  varied  from  0  to  ±1.91  e  nm–2.  This  range  covers  approximately  the  
experimentally  measured  surface  charge  densities  in  various  IL-­‐electrode  systems.  For  
example,  Kislenko  et  al.321  recently  surveyed  the  literature  and  found  that  the  experimental  
charge  densities  for  IL-­‐electrode  systems  range  from  about  –1.22  e  nm–2  to  about  +1.86  e  
nm–2.  Furthermore,  in  order  to  test  the  effects  of  uneven  charge  distribution  on  the  
electrodes,  one  simulation  was  performed  with  a  pseudo-­‐polarised  graphene  electrode  to  
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investigate  the  impact  of  polarisation  in  this  limited  sense.  This  pseudo-­‐polarised  graphene  
scheme  is  shown  in  Fig.  2.2.  
And  second,  electronic  polarizability  within  the  bulk  interactions  was  approximated  by  a  
scaled  charge,  though  not  with  the  often-­‐used  high  scaling  factors  of  0.5  to  0.7,  but  by  a  
lower  scaling  of  0.8.  The  scaling  factor  was  selected  to  be  as  low  as  possible  in  order  to  
preserve  the  electrostatic  parameters  as  much  as  possible,  but  not  too  low  to  be  ineffective  
in  improving  the  dynamical  behaviour  and  approximating  the  polarizability  effects.  
Additionally,  and  as  discussed  in  Chapter  4,  charge-­‐scaling  had  to  be  as  low  as  possible  to  
ensure  that  the  screening  behaviour  of  the  electrodes  by  the  ILs  was  not  impacted  by  a  
heavily  reduced  charge.  Nonetheless,  it  should  also  be  noted  that  for  some  exploratory  
purposes,  some  simulations  were  performed  with  a  scaling  factor  of  0.6.  These  have  shown  
very  promising  results  in  terms  of  the  system  dynamics,  but  it  is  a  question  of  whether  the  
heavily  reduced  charges  can  be  employed  to  the  study  of  the  interfacial  region  and  the  
screening  behaviour.  
  
Figure  2.2  The  pseudo-­‐polarized  graphene  sheet  with  the  surface   charge  density  of  |±1.91|  e    
nm–2  distributed  non-­‐uniformly  across  four  different  regions  as  indicated  by  the  colour  scheme  and  
labels.   Grey-­‐coloured   carbons   belong   to   the   base-­‐charge   group   that   has   a   low-­‐charge   density   of  
0.02169  e  atom–1,  yellow  colour  corresponds  to  the  medium  charge  of  0.05  e  atom–1,  lime  green  to  
the  medium-­‐high  charge  of  0.075  e  atom–1  and  green  corresponds  to  a  high  charge  density  of  0.09  e  
atom–1.   Electrode   contains  680   carbon  atoms   (fixed   in  place)   –   the   same  number  as  used   for   the  
uniformly  charged  electrodes  for  the  main  simulations.  
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2.1.10  Periodic  boundary  conditions  
Periodic  boundary  conditions  (PBC)  are  usually  a  necessary  component  of  every  MD  
simulation.  PBCs  are  implemented  in  order  to  eliminate  the  relatively  large  effects  of  walls  
of  the  simulation  box  on  the  simulation.  The  issue  arises  due  to  the  relatively  small  number  
of  particles  (e.g.  104  -­‐  106)  in  a  simulation  as  opposed  to  the  number  of  particles  in  a  
macroscopic  sample  (e.g.  1023),  meaning  that  the  properties  of  the  “bulk”  would  be  difficult  
or  impossible  to  simulate.  
As  the  name  implies,  PBCs  are  implemented  by  imposing  periodic  boundaries  in  place  of  
hard  walls.  The  most  natural  way  of  doing  this  is  to  create  an  exact  “live”  copy  of  the  
simulation  box  and  place  it  adjacently  to  each  plane  of  the  main  simbox.  Each  copy  of  the  
simbox  is  then  surrounded  by  further  copies,  which  continues  to  infinity.  The  main  simbox  
then  no  longer  sees  any  boundaries  and  so  any  particle  that  exists  the  main  simbox  enters  
into  an  adjacent  copy  of  the  simbox,  which  means  that  it  re-­‐enters  the  main  simbox  from  
the  opposite  side.  This  concept  is  usually  best  illustrated  by  a  diagram  (Fig.  2.3),  which  was  
in  this  case  drawn  to  represent  the  setup  used  in  this  project  (see  section  2.1.11).  
  
Figure  2.3  Illustration  of  PBCs  for  the  slab  geometry  system  in  this  project.  Vacuum  distance  is  not  
to  scale  but  the  horizontal  distance  represents  the  z  dimension.  Particles  are  free  to  diffuse  laterally  
over   the   x   and  y  dimensions  but   are   confined  on   z   by   the  electrodes.  Blue  and   red   vertical   lines  
represent   the   negative   and   positive   electrodes,   respectively.   Dark   purple   double-­‐headed   arrow  
illustrates  the  nearest  image  condition  for  the  interaction  between  the  green  and  the  orange  atoms.  
Main  cell   is   represented  by  green  background  while  periodic   image  cells  have  white  backgrounds.  
Periodic  images  are  replicated  infinitely  in  all  dimensions.  
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The  interaction  of  the  particles  is  then  extended  to  include  interactions  across  the  
invisible  box  boundaries,  but  this  is  done  in  such  a  way  that  the  particles  in  the  main  simbox  
only  interact  with  the  nearest  image  particles.  An  image  particle  is  any  particle  that  crosses  
the  PBCs,  and  the  nearest  image  convention  is  used  to  calculate  the  interactions  most  
accurately  and  avoid  multiple  interactions  between  the  same  particles.  This  is  illustrated  by  
considering  the  interaction  between  the  orange  and  the  green  particles  in  Fig.  2.3.  As  the  
distance  between  the  particles  is  shorter  across  the  PBCs  than  through  the  main  cell,  this  
interaction  preferentially  takes  place.  Furthermore,  because  the  non-­‐bonded  interactions  
are  truncated  at  distances  at  which  the  potential  energy  between  the  particles  becomes  
relatively  small  (e.g.  at  1.2-­‐1.4  nm),  this  distance  is  often  much  shorter  than  the  shortest  
box  dimension  (which  is  the  case  in  this  project)  and  so  the  nearest  image  convention  does  
not  come  into  effect.  Lastly,  the  electrodes  were  designed  such  that  there  is  a  spacing  of  
one  bond-­‐length  in  between  the  periodic  images  so  that  there  is  perfect  continuity  of  
graphene  across  the  PBC.  
2.1.11  Slab  geometry  systems  
A  slab-­‐geometry  system  is  any  system  that  is  periodic  in  two  dimensions  but  not  in  the  
third.  For  example,  most  systems  where  the  focus  of  the  study  is  an  interface  or  the  effects  
of  confinement  are  usually  slab-­‐geometry  systems.  These  systems  are  difficult  to  simulate  
because  the  SPME  method  for  the  calculation  of  the  long-­‐range  electrostatics  is,  in  its  
original  form,  inadequate.  
The  problem  arises  because  the  SPME  rests  on  the  underlying  assumption  that  the  
system  is  infinitely  periodic.  This  prompted  a  number  of  different  modifications  to  the  
classical  Ewald  summation  method,  which  has  consequently  introduced  additional  
computational  complexity.  For  example,  several  papers322,  323  developed  a  2D  version  of  the  
Ewald  summation  method  but  it  was  found  that  such  methods  are  computationally  
expensive324.  Another  approach,  by  Shelley  and  Patey325,  involved  the  use  of  the  
conventional  3D  Ewald  summation  and  the  expansion  of  the  simbox  by  the  addition  of  an  
empty  space  between  the  periodic  images  of  the  simboxes  in  the  “slab”  (e.g.  z)  dimension.  
This  approach  proved  to  be  feasible  as  it  separated  the  periodic  images  sufficiently  to  avoid  
artificial  interactions  along  the  newly-­‐periodic  third  dimension,  however,  some  inaccuracies  
were  still  found  for  different  (asymmetric)  geometries  of  the  system  (e.g.  asymmetric  slab  
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geometry).  Yeh  and  Berkowitz202  explored  this  problem  further  and  in  1999  successfully  
employed  a  correction  term  for  the  slab  geometry  systems  (a  version  of  which  was  first  
derived  by  Smith326  in  1981).  This  correction  term,  in  combination  with  the  conventional  3D  
Ewald  summation  and  an  expansion  of  the  z  dimension  by  empty  space  to  a  distance  of  
three  times  the  length  of  the  z  dimension  (which  can  vary),  allowed  for  an  artefact-­‐free  
calculation  of  electrostatic  interactions  across  the  PBCs.  The  modified  method  was  
designated  as  EW3DC  (Ewald  3D  with  the  correction  term)  and  has  since  been  implemented  
into  the  GROMACS  MD  simulation  program  (see  section  2.1.12).  Although  this  method  was  
built  into  the  GROMACS  program  for  a  long  time,  it  was  found  during  this  project  that  the  
implementation  was  incorrect  in  version  5.1.2.  Thus,  the  reader  is  strongly  advised  to  avoid  
that  version  for  any  continuation  of  this  work  and  to  use  at  least  the  version  2016.3.    
Therefore,  the  main  geometry  of  the  simulation  box  as  used  throughout  this  project  was  
that  of  a  slab  geometry  system  elongated  in  the  z  dimension  (Fig.  2.4).  Vacuum  was  added  
behind  the  main  simbox  to  a  distance  of  3z  and  the  correction  term  applied  through  the  
GROMACS  program.  It  should  be  noted  that  a  vacuum  of  less  than  3z  should  work  as  well  
(see  original  paper202  for  details).  
  
Figure   2.4   Snapshot   of   an   actual   IL   system   simbox   showing   the   two   electrodes   and   the   2z  
extension  (total  z  =  3z).  Obtained  and  modified  from  the  published  work327  with  permission  from  RSC.  
2.1.12  Domain  decomposition  
For  very  large  systems  the  simulations  are  not  easily  performed  on  a  single  core  of  a  
single  central  processing  unit  (CPU).  In  order  to  make  use  of  multiple  cores  on  multiple  CPUs  
(i.e.  on  CPU  clusters),  the  simulation  program  must  implement  some  parallelisation  
schemes;  most  often  the  Message  Passing  Interface  or  MPI.  As  the  interactions  in  an  MD  
simulation  can  be  grouped  into  the  long-­‐range  and  short-­‐range,  it  is  possible  to  slice  up  a  
single  large  system  into  multiple  “domains”.  This  is  known  as  domain  decomposition.  Each  
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domain  is  then  assigned  to  a  particular  core,  or  usually  to  a  number  of  cores  (depending  on  
how  many  are  available),  which  is  known  as  an  MPI  rank.  At  the  beginning  of  each  MD  
integration  step,  the  system  is  partitioned  across  the  available  ranks  and  neighbour  
searching  is  performed.  This  involves  communication  of  coordinates  and  forces  across  
different  ranks,  and  depending  on  the  system  geometry  and  structure,  may  result  in  a  load  
imbalance  –  some  ranks  may  have  greater  computational  load  than  others,  which  can  create  
bottlenecks  and  reduce  efficiency.  GROMACS  alleviates  this  problem  by  employing  dynamic  
load  balancing.  This  is  especially  important  for  the  electrostatic  interactions  as  SPME  
involves  interactions  between  all  particles.  Unfortunately,  domain  decomposition  is  severely  
limited  for  a  system  that  utilises  the  EW3DC  method  because  this  method  does  not  yet  
allow  a  decomposition  in  the  z  dimension.  This  in  turn  limited  the  maximum  number  of  
CPUs  in  this  project  to  48,  which  was  not  a  significant  issue  with  the  employed  system  sizes  
and  the  computational  resources  available,  but  it  did  cause  several  delays  until  the  issue  
was  identified.  
2.1.13  Force  field  parameters  and  molecular  topologies  
The  potential  function  used  in  this  project  was  the  OPLS  and  there  was  no  coarse-­‐
graining.  All  atoms  were  considered  individually  (i.e.  the  method  often  referred  to  as  OPLS-­‐
AA).  Carbon  to  hydrogen  bond  stretching  was  constrained  by  LINCS  to  0.109  nm,  but  all  
other  bonds,  angles,  dihedrals  and  non-­‐bonded  interactions  were  considered  explicitly.  The  
parameters  used  for  (2.28)  were  obtained  from  references  as  listed  in  Table  2.  
Also,  the  non-­‐bonded  interactions  were  cut-­‐off  at  1.2  nm  where  they  are  considered  to  
be  negligible,  with  the  exception  of  1-­‐4  pairs  for  which  the  non-­‐bonded  interactions  are  
included  but  scaled  by  a  factor  of  0.5,  as  discussed  in  section  2.1.8.  The  structures  of  the  IL  
ions  are  shown  in  Fig.  2.5.  
Water  is  one  of  the  most  widely  simulated  MD  molecules  and  has  a  number  of  different  
models  developed  for  it.  Based  on  the  evaluation  of  water  models  by  Wu  et  al.328,  and  the  
fact  that  a  flexible  water  model  was  preferred  for  this  project  (a  fixed  water  model  may  
have  several  advantages  for  a  bulk  system  in  which  water  is  the  only  or  the  main  
constituent),  a  flexible  simple  point  charge  model  introduced  by  Wu  et  al.  was  selected  
based  on  the  very  good  benchmarking  results.  Water  partial  charges  were  not  scaled.  
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Species   Abbrev.   FF  Parameters  
1-­‐ethyl-­‐3-­‐methylimidazolium   [C2mim]   Lopes  and  Pádua211  
1-­‐butyl-­‐3-­‐methylimidazolium   [C4mim]   Lopes  and  Pádua211  
N-­‐butyl-­‐N-­‐methylpyrrolidinium   [C4mpyr]   Lopes  and  Pádua210  
dicyanamide   [dca]   Lopes  and  Pádua211  
hexafluorophosphate   [PF6]   Kaminski  and  Jorgensen329  
bis(trifluoromethylsulfonyl)imide   [TFSI]   Lopes  and  Pádua210  
water  (SPC/Fw)   H2O   Wu  et  al.328  
zinc   Zn   AMBER*330-­‐332    
Table  2  Force  field  references  for  the  models  simulated  here.  *Zinc  parameters  as  built  into  the  
GROMACS  database  (AMBER  force  field)  were  used  with  e = 0.195998  and  s =  0.0523000;  it  was  not  
possible  to  identify  the  original  publication,  if  any.  
  
Figure  2.5  Chemical  structures  of   the   IL   ions  simulated   in   this  project   (cations  are  on  the   left;  
anions  on  the  right).  From  (a)  to  (f)  the  ions  are  as  follows:  [C2mim],  [dca],  [C4mim],  [TFSI],  [C4mpyr]  
and  [PF6].  Full  names  and  FF  references  are  show  in  Table  2.  Some  atoms  are  labelled  in  different  
conventions  as  these  were  later  used  for  some  analyses.  
Zn2+  is  a  3d10  species,  which  makes  it  relatively  more  polarizable  compared  to  some  
other  +2  elements  such  as  Mg2+  (which  has  a  harder  neon  core),  and  also  gives  zinc  a  
relatively  high  charge-­‐to-­‐radius  ratio333.  Furthermore,  Zn2+  experiences  significant  charge  
transfer  in  complexes  by  accepting  charge  from  both  water  and  amino  acid  ligands  as  
investigated  by  ab  initio  calculations334,  which  thus  reduces  the  effective  positive  charge  on  
the  zinc  cation.  Together,  these  properties  make  zinc  an  important  element  in  biochemical  
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systems333.  Therefore,  modelling  the  present  system  using  a  polarizable  potential  would  
probably  be  advantageous.  For  example,  Zhang  et  al.335  found  that  a  polarizable  potential  
yields  zinc  coordination  of  4,  which  is  more  in  line  with  experiment  than  the  coordination  of  
6  that  is  obtained  with  an  under-­‐polarised  model.  This  is  expected  to  be  a  source  of  error,  so  
zinc  coordination  was  not  studied  in  depth.  Furthermore,  Ahlstrand  et  al.336  showed  that  
even  with  a  polarizable  force  field,  zinc  interaction  energies  still  showed  very  large  
deviations  compared  to  the  ab  initio  results,  implying  that  modelling  of  zinc  in  MD  remains  a  
technical  and  a  scientific  challenge.  Zinc  charge  was  therefore  scaled  down  by  the  same  
factor  as  the  ILs  (i.e.  from  +2  to  +1.6)  in  order  to  reduce  the  overestimated  interaction  
effects,  account  for  charge  transfer,  preserve  the  charge  neutrality  and  maintain  accurate  
system  composition  (i.e.  unscaled  zinc  would  lead  to  excess  positive  charge  which  would  
need  to  be  counter-­‐balanced  by  excess  anions).  
2.1.14  Simulation  procedure  
For  each  new  system,  the  general  procedure  was  an  equilibration  in  the  NPT  ensemble  
of  216-­‐512  IL  pairs,  depending  on  the  system,  and  at  300  K,  with  no  charge  scaling.  
Equilibration  usually  required  anywhere  from  4-­‐8  ns.  Equilibration  was  observed  as  the  
convergence  of  energy  and  volume  fluctuations  to  the  standard  deviation  over  a  0.5  ns  
simulation  time  interval.    
Upon  establishing  the  equilibrium  volume,  and  therefore  the  density,  for  the  employed  
force  field  parameters,  the  main  elongated  simbox  (Fig.  2.3)  was  built  by  calculating  the  
required  length  of  the  box  to  achieve  the  required  density.  These  dimensions  are  noted  in  
the  relevant  chapters.  Electrodes  were  placed  at  z=0  and  z=(L+0.2  nm)  where  L  is  the  
required  length  of  the  box  and  0.2  nm  added  to  make  space  for  the  second  electrode.  
Systems  were  then  minimised  using  the  steepest  descent  algorithm  and  briefly  relaxed  
using  a  fine  time-­‐step  of  0.0002  ps  for  25  ps.  After  successful  relaxation  the  time-­‐step  was  
increased  to  the  usual  0.001  ps  (i.e.  1  fs)  and  the  annealing  and  production  schemes  
initiated.  These  schemes  are  detailed  in  the  methods  for  each  chapter.  
Simulations  were  initially  performed  using  GROMACS  5.1.2,  but  this  version  was  later  
found  to  have  some  bugs  with  EW3DC  implementation.  While  these  bugs  were  found  to  
produce  an  incorrect  electrostatic  potential  calculation,  they  were  found  to  have  negligible  
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impact  on  the  interfacial  structures  and  layering.  Therefore,  simulation  results  in  Chapter  3,  
which  were  obtained  using  GROMACS  5.1.2,  were  considered  as  valid  as  the  analyses  did  
not  involve  a  study  of  electrostatic  potentials.  GROMACS  2016.1  and  2016.3  were  used  for  
simulations  in  Chapters  4-­‐6,  as  noted  in  each  Methods  section  in  the  results  chapters.  
2.2   Analysis  of  trajectories  
This  section  introduces  some  of  the  analytical  tools  for  MD  simulations  as  used  in  this  
project.  In  general,  analyses  were  performed  with  a  variety  of  tools,  including  in-­‐built  
GROMACS  programs  and  custom  Python  scripts.  
2.2.1   Visual  inspection  
Visual  inspection  is  often  a  critical  component  for  any  MD  simulation.  It  can  be  used  to  
both  diagnose  problems  with  an  initial  simbox,  or  help  design  an  analysis  by  inspecting  the  
final  simbox  state  or  even  a  continuous  video  of  the  entire  trajectory.  Visualisation  of  MD  
simboxes  in  this  project  was  achieved  mostly  using  PyMOL337  molecular  graphics  program.  
Also,  chemical  structures  were  originally  drawn  using  the  visual  chemical  editor  
Avogadro338.  
2.2.2   System  energy  
The  total  energy  of  the  system  is  the  sum  of  the  time-­‐averaged  kinetic  and  potential  












   (2.32)  
where  the  index  𝜏  is  the  time-­‐step  at  which  the  instantaneous  energies  are  computed  and  w  
is  the  total  number  of  time-­‐steps.  Total  energy  or  separate  energy  components  were  
calculated  using  the  GROMACS  function  “gmx  energy”.  
2.2.3   System  temperature  
Temperature  is  a  function  of  the  kinetic  energy  as  per  (2.25).  It  was  obtained  using  
GROMACS  function  “gmx  energy”.  
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2.2.4   System  density  
Bulk  (system)  density  (ρu)  is  simply  the  total  mass  divided  by  the  unit  volume  and  
averaged  over  the  time  period  corresponding  to  the  equilibrated  system.  It  is  computed  by  
integrating  the  mass  density  (ρ_)  within  the  volume  of  the  simulation  box  and  at  the  time-­‐













   (2.33)  
where  ρ_  is  the  mass  density  at  coordinates  x,  y  and  z  at  time  t,  while  V  is  the  total  volume  
of  the  box  and  w  is  the  final  time-­‐step  (which  also  corresponds  to  the  total  number  of  time-­‐
steps).  
  For  NPT  simulations  density  is  obtained  by  taking  the  average  over  the  last  0.5-­‐2  ns  of  
the  equilibrated  simulation  trajectory.  GROMACS  function  “gmx  energy”  was  used  to  
calculate  the  density.  
2.2.5   Mean  squared  displacement  
Mean  squared  displacement  (MSD)  (2.34)  can  be  used  to  calculate  approximate  
diffusion  coefficients  from  the  Einstein  relation  (2.35),  but  these  calculations  cannot  be  
strictly  applied  to  IL  systems  in  confinement  due  to  the  system  asymmetry  (i.e.  presence  of  
electrodes  and  confinement)  and  other  considerations.  Nonetheless,  given  that  the  accurate  
diffusion  coefficients  were  not  required  for  this  study,  the  Einstein  relation  was  used  to  
obtain  some  rough  estimates  instead  of  the  more-­‐appropriate  anisotropic  Smoluchowski  
equation339.  





𝜕𝑡    (2.35)  
where  𝒓J  is  the  location  of  species  i  (for  molecules  this  is  usually  the  centre  of  mass  or  
geometry).  GROMACS  function  “gmx  msd”  was  used  to  compute  MSD.  
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2.2.6   Root  mean  squared  deviation  
This  type  of  analysis  is  most  commonly  employed  for  studies  of  protein  folding  and  
ligand-­‐receptor  interactions.  An  attempt  was  made  here  to  use  this  method  to  study  the  
dynamic  evolution  of  the  adsorbed  layer  with  increasing  electrode  charge  density  for  one  
system.  This  is  made  by  taking  the  structure  of  the  adsorbed  layer  at  the  beginning  as  the  
reference  structure  and  measuring  the  average  deviation  of  this  structure  from  the  
reference  with  respect  to  time.  This  type  of  analysis  can  provide  an  indication  of  the  relative  
plasticity  of  the  adsorbed  layer  and  some  other  information.  Root  mean  squared  deviation  
(RMSD)  is  given  by:  








   (2.36)  
where  M  =  ∑ 𝑚JnJË{   is  the  total  mass  of  N  number  of  atoms  and  ri  is  the  position  of  atom  i  at  
time  t.  GROMACS  function  “gmx  rms”  was  used  to  compute  the  RMSD  for  the  adsorbed  
layer.  
2.2.7   Partial  atomic  density  
The  calculation  of  a  one-­‐dimensional  partial  number  density  (𝜌n)  along  the  axis  
perpendicular  to  the  electrode  surface  (i.e.  the  z  axis)  in  a  slab-­‐geometry  system  is  the  most  
important  analytical  tool  for  these  types  of  systems.  Not  only  is  it  straight-­‐forward  to  
compute,  but  it  can  produce  a  wealth  of  information  about  a  system.  Although  𝜌n   can  be  
computed  for  a  snapshot  of  the  system  at  a  particular  time,  which  can  have  its  value,  the  
analysis  is  usually  performed  for  an  extended  period  of  time  (to  obtain  a  “time-­‐averaged”  
quantity).  Furthermore,  the  analysis  can  be  performed  for  the  equilibration  stage  or  for  the  
production  stage,  depending  on  the  requirements.  The  main  quantities  of  interest  from  this  
type  of  analysis  are  the  partial  densities  of  the  cations  and  anions  in  an  interfacial  study,  
which  tell  the  average  locations  of  the  ions  and  from  that  the  interfacial  structure  and  the  
layering  behaviour  of  the  studied  IL.  Partial  density  of  species  i  given  by  ρn,J   is  a  time-­‐
average  of  the  atomic  density  along  z  over  volume  elements  defined  by  the  slice  thickness  
Dz  and  given  by  the  following  equation:  


















   (2.37)  
where  𝑛J	  represents  the  number  of  atoms  of  species  i  within  the  slice  𝑧k   as  integrated  over  
the  local  coordinates  𝑥′(𝑧k)  and  𝑦′(𝑧k)  during  the  time-­‐step  𝑡â;  x0  and  y0  correspond  to  the  
half-­‐lengths  of  the  electrode  dimensions  centred  on  x  and  y,  respectively;  J  represents  the  
final  slice  on  z,  w  represents  the  final  time-­‐step  of  time-­‐steps  𝑡,  and  Dz  is  the  slice  thickness  
along  the  length  of  the  box  (z)  as  defined  in  the  analysis.  Furthermore,  the  volume  element  
of  any  slice  (V)  and  the  total  length  of  the  box  (L)  are  defined  by:  
𝑉 = 4𝑥s𝑦s∆𝑧; 	  𝐿 = 𝐽∆𝑧   (2.38)  
where  J  also  represents  the  total  number  of  slices  (J  =  L  /  ∆𝑧).  It  is  usually  recommended  
that  Dz  is  half  of  the  atomic  diameter  for  best  resolution,  but  this  is  not  necessary.  
Partial  molecular  density  (PMD)  is  an  extension  to  the  above,  where  the  𝑛J  quantity  is  
replaced  by  the  centre  of  geometry  (COG)  of  the  whole  ions.  PMDs  were  used  to  obtain  
COGs  of  each  layer  for  the  purpose  of  obtaining  z-­‐windows  for  the  charge-­‐binning  analyses.  
GROMACS  function  “gmx  density”  was  used  to  compute  partial  densities.  
2.2.8   Orientation  angle  
For  the  study  of  the  3D  orientation  of  the  inner  layer  species,  an  angle  between  two  





   (2.39)  
The  angles  were  computed  between  the  vectors  normal  to  the  electrode  surface  and  the  
vectors  normal  to  the  IL  cation  ring  plane,  as  well  as  between  the  vectors  defining  the  butyl  
chains  and  the  vectors  normal  to  the  electrode  surface  (i.e.  the  z  axis).  
Further  details  are  in  the  Methods  section  of  individual  chapters  where  these  analyses  
were  conducted.  An  alternative  approach  would’ve  been  to  use  the  2nd  order  Legendre  
polynomial  and  plot  the  angle  distribution  for  the  entire  interfacial  region,  however  this  was  
deemed  unnecessary  as  the  adsorbed  layer  was  of  the  primary  interest.  Furthermore,  it  was  
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much  more  important  to  obtain  a  histogram  of  the  average  angles  for  one  layer,  rather  than  
a  single-­‐point  average  value  as  a  function  of  z.  GROMACS  function  “gmx  gangle”  was  used  to  
compute  angles  between  vectors.  
2.2.9   Radial  distribution  function  
Radial  distribution  function  (RDF)  or  pair  correlation  function  can  provide  information  on  
the  spatial  distribution  of  atoms  around  each  other.  For  example,  a  [cation]-­‐[anion]  RDF  
should  show  the  highest  peak  at  the  distance  r  at  which  the  first  coordination  shell  of  anions  
is  located.  There  can  often  be  additional  peaks  for  longer-­‐range  ordering.  RDF  was  used  in  
this  study  but  this  type  of  analysis  should  be  considered  to  have  a  non-­‐negligible  uncertainty  
component  due  to  the  fact  that  zinc’s  interaction  strength  is  overestimated  due  to  a  lack  of  
polarizability  (as  discussed  in  section  2.1.9),  as  well  as  the  fact  that  the  simulation  boxes  are  
confined  in  the  z  dimensions  by  the  graphene  sheets.  Nonetheless,  RDF  can  still  be  used  to  








   (2.40)  
where  𝑔J(𝑟)  is  the  probability  of  finding  particle  i  at  a  distance  r.  RDF  was  calculated  using  
the  GROMACS  function  “gmx  rdf”.  
2.2.10  Charge  density  
Charge  density  of  species  i  given  by  ρÿ,J   is  computed  in  almost  the  same  way  as  partial  
number  density,  except  that  the  collected  quantity  is  the  charge,  which  is  in  this  thesis  also  
usually  binned  (i.e.  averaged  over  much  wider  slices  as  defined  by  a  larger  Dz).  Equation  is  


















   (2.41)  
where  𝑞J	  represents  the  total  amount  of  elementary  charge  collected  for  the  species  i  
within  the  slice  𝑧k   as  integrated  over  the  local  coordinates  𝑥′(𝑧k)  and  𝑦′(𝑧k)  during  the  time-­‐
step  𝑡â;  x0  and  y0  correspond  to  the  half-­‐lengths  of  the  electrode  dimensions  centred  on  x  
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and  y,  respectively;  J  represents  the  final  slice  on  z,  w  represents  the  final  time-­‐step  of  time-­‐
steps  𝑡,  and  Dz  is  the  slice  thickness  along  the  length  of  the  box  (z)  as  defined  in  the  analysis.  
The  resulting  plots  are  usually  quite  different  due  to  the  fact  that  there  are  only  two  
types  of  charges  and  that  these  approach  electroneutrality  very  quickly  due  to  the  multiple  
degrees  of  freedom  in  the  molecular  structures  and  the  tendency  of  the  system  to  screen  
the  charge.  Nonetheless,  these  charge  density  plots  are  useful  for  the  calculation  of  
electrostatic  potentials.  A  special  way  of  performing  charge  density  analyses  in  interfacial  
systems  is  to  define  relatively  wide  “charge  bins”  (i.e.  large  Dz values)  along  the  z  axis  and  
calculate  the  average  charge  per  bin  per  time.  These  bins  are  usually  defined  to  correspond  
to  the  IL  layers  near  the  interface,  which  then  allows  investigation  of  the  screening  
behaviour.  This  is  done  in  chapter  4.  Charge  density  was  calculated  using  custom  Python  
scripts  and  the  MDAnalysis340,  341  package.  
2.2.11  Electrostatic  potential  
Electrostatic  or  Poisson  potential  was  calculated  by  integrating  the  one-­‐dimensional  
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   (2.42)  
where  F(z)  is  the  potential  along  the  length  of  the  box,  𝜖s  is  permittivity  of  vacuum  and  
𝜌ÿ(𝑧C)  is  the  average  charge  per  slice.  This  equation  can  be  derived  by  applying  Gauss’  law  
to  charged  plates  (i.e.  z-­‐slices).342  
This  type  of  analysis  can  be  used  to  study  the  screening  behaviour  at  the  interface  and  
interfacial  capacitance.  This  was  done  briefly  in  Chapter  4,  but  generally  the  study  of  
differential  capacitance  is  expensive  and  was  outside  the  scope  of  this  project.  GROMACS  
function  “gmx  potential”  was  not  used  to  compute  the  electrostatic  potentials  as  it  was  
found  to  be  faulty.  An  alternative  method  was  devised  using  a  Python  script  and  
MDAnalysis340,  341  package.  
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2.2.12  Rare  events  
For  some  of  the  studies  in  this  project  custom  methods  were  used  to  detect  rare  events  
in  a  trajectory.  In  order  to  detect  rare  events,  the  rare  event  must  be  defined  
unambiguously  so  that  it  can  be  programmed  into  an  algorithm.  In  the  studies  conducted  
here,  there  were  a  few  different  kinds  of  rare  events.  First  was  the  transfer  of  metal  ions  
from  the  bulk  liquid  onto  the  electrode  surface,  which  was  seen  to  occur  on  a  relatively  
long-­‐time  scale.  This  type  of  event  can  be  easily  detected  by  simply  defining  the  crossing  
distance  on  the  z  axis  when  a  particle  of  interest  moves  from  one  side  to  the  other.  Second  
was  the  detection  of  change  in  the  coordination  sphere  structure.  This  was  performed  by  
defining  the  coordination  sphere  radius  and  detecting  changes  in  the  number  and  kind  of  
coordinating  species.  A  third  kind  of  rare  event  was  the  tracking  of  water  molecules  as  they  
flux  between  the  electrode  surface  and  the  bulk  liquid.  All  of  these  studies  were  conducted  
in  chapter  5.  Various  other  analyses  were  then  scripted  for  investigating  the  atoms  and  
molecules  within  the  time-­‐windows  of  the  rare  events.  For  these  purposes  the  trajectory  
was  examined  using  modules  from  MDAnalysis340,  341  and  custom  Python  scripts.  
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Results  
The  following  four  chapters  contain  the  main  results  obtained  in  this  research  project.  
Each  results  chapter  has  a  self-­‐contained  introduction.  In  this  way  the  necessary  background  
and  context  is  provided  should  the  reader  wish  to  skip  a  detailed  historical  and  deeper  
introduction  to  the  field  given  in  chapter  1.  However,  the  reader  is  referred  to  the  
Introduction  chapter  (and  especially  to  sections  1.12  through  to  1.14)  for  a  more  extensive  
analysis  of  past  literature.  Some  figures  and  equations  might  be  referenced  from  the  earlier  
chapters,  but  they  will  appear  in  full  in  any  work  published  separately.       
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Chapter  3   Electrical  Layering  in  Ionic  Liquids  at  Graphene  Interfaces  
3.1   Preface  
This  chapter  explores  the  interfacial  structures  of  [C2mim][dca],  [C4mpyr][dca]  and  
[C4mim][dca]  at  graphene  electrodes.  Investigations  are  made  of  the  1-­‐dimensional  partial  
density  along  the  z  axis,  2-­‐dimensional  (x/y)  organisation  of  the  IL  ions  within  the  adsorbed  
layer,  and  3-­‐dimensional  orientation  of  the  IL  ions  within  the  adsorbed  layer  on  the  negative  
electrodes.    
Large  parts  of  this  chapter  were  previously  published  in  the  journal  Physical  Chemistry  
Chemical  Physics  with  the  following  details:  
S.  Begić,  E.  Jónsson,  F.  Chen  and  M.  Forsyth,  “Molecular  dynamics  simulations  of  
pyrrolidinium  and  imidazolium  ionic  liquids  at  graphene  interfaces”,  Physical  Chemistry  
Chemical  Physics,  2017,  19,  30010-­‐30020.  
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3.2   Abstract  
Understanding  the  electrode-­‐electrolyte  interface  is  essential  in  the  battery  research  as  
the  ion  transport  and  ion  structures  at  the  interface  most  likely  affect  the  performance  of  a  
battery.  Here  the  interfacial  structures  of  three  ionic  liquids:  1-­‐ethyl-­‐3-­‐methylimidazolium  
dicyanamide  ([C2mim][dca]),  1-­‐butyl-­‐3-­‐methylimidazolium  dicyanamide  ([C4mim][dca])  and  
N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  ([C4myr][dca])  at  a  charged  and  uncharged  
graphene  interface  are  investigated  using  molecular  dynamics  simulations.  It  is  found  that  
these  ionic  liquids  (ILs)  behave  differently  both  in  the  bulk  phase  and  near  a  graphene  
interface  and  that  this  difference  is  apparent  in  all  types  of  analyses  performed  here.  First,  a  
partial  density  analysis  in  the  direction  perpendicular  to  the  surface  of  the  electrodes,  
which,  in  the  cases  near  a  negatively  charged  graphene,  reveals  that  the  pyrrolidinium  
system  is  generally  more  layered  than  the  imidazolium  systems.  Second,  a  2D  topographic  
structure  analysis  of  the  IL  species  in  the  inner  layer  near  a  negatively  charged  graphene  
surface,  which  reveals  that  the  pyrrolidinium  system  exhibits  a  quasi-­‐hexagonal  surface  
configuration  of  the  cations,  while  the  imidazolium  systems  show  linearly  arranged  groups  
of  cations.  Third,  a  3D  orientation-­‐preference  analysis  of  cation  rings  near  the  negative  
graphene  electrode,  which  shows  that  the  pyrrolidinium  rings  prefer  to  lie  parallel  to  the  
electrode  surface  while  the  imidazolium  rings  prefer  to  stand  on  the  electrode  surface  at  
high  tilt  angles.  Extending  the  imidazolium  alkyl  chain  was  found  to  reduce  the  number  of  
the  imidazoliums  that  can  link  up  into  linearly  arranged  groups  in  the  inner  layer  2D  
structures.  These  results  support  earlier  experimental  findings  and  indicate  that  the  
interfacial  nanostructures  may  have  significant  influence  on  the  electrochemical  
performance  of  IL-­‐based  batteries.  
3.3   Introduction  
In  1914  a  Latvian  chemist343  by  the  name  of  Paul  Walden  became  the  first  person  to  
report61  on  the  synthesis  and  properties  of  ethylammonium  nitrate,  a  salt  with  a  melting  
point  of  mere  12˚C.  Such  salt  compounds  that  melt  below  100˚C  are  today  known  as  ionic  
liquids  (ILs).  The  rise  of  modern  ILs  seems  to  have  started  sometime  at  the  eve  of  the  21st  
century,  and  very  likely  as  a  result  of  the  ground-­‐breaking  work  of  Wilkes  and  Zaworotko68  
and  later  Bonhôte  et  al.69  who  succeeded  in  making  new  classes  of  air-­‐  and  water-­‐stable  ILs.    
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At  that  time  many  researchers  realised  that  there  may  be  a  possibility  of  using  ILs  as  
novel  electrolytes  for  batteries  and  other  devices.  The  advantages  would  be  great;  
flammable  electrolytes  could  be  replaced  by  safe  and  non-­‐flammable  ones  (examples  of  
which  can  be  found  amongst  the  ILs),  battery  potential  could  be  pushed  to  higher  values  
due  to  the  ILs’  high  electrochemical  stability,  and  ideally  there  would  be  no  need  to  dissolve  
electrolytic  salts  as  ILs  themselves  were  already  intrinsically  charged  and  therefore  
conductive.  However,  despite  the  promise  of  using  ILs  in  electrochemical  devices,  their  full  
potential  is  yet  to  be  realised73,  in  part  due  to  a  rather  limited  understanding  of  the  
electrode-­‐electrolyte  interface  –  a  puzzle  that  remains  unsolved  in  the  physics  community  
even  in  standard  electrolytes.  
The  concept  of  the  electrode-­‐electrolyte  interface  and  the  notion  that  this  was  a  unique  
problem  was  first  recognised  by  the  German  physicist  Hermann  von  Helmholtz  in  1853108.  
He  postulated  that  a  charged  electrode  surface  would  be  lined  by  an  adsorbed  layer  of  
hydrated  counter-­‐ions,  which  would  fully  balance  the  charge  on  that  surface.  Thus,  the  
theory  of  the  electrical  double  layer  (EDL)  was  born.  Unfortunately,  because  many  of  the  
fundamental  features  were  still  unknown  at  the  time,  the  theory  was  flawed.  Gouy109,  
Chapman110  and  Stern111  made  significant  improvements  but  the  theory  was  still  unsuitable  
for  highly  concentrated  electrolyte  solutions.  Stillinger  and  Kirkwood116  showed  that  such  
solutions  should  exhibit  alternating  layers  of  cations  and  anions  near  an  interface.  
Computationally,  Torrie  and  Valleau119  conducted  Monte  Carlo  simulations  of  a  restricted  
primitive  model  electrolyte  and  showed  that  charge  density  oscillations  appear  near  an  
interface  at  sufficiently  high  electrolyte  concentrations.  Experimentally,  Horn  et  al.122,  126  
used  Surface  Force  Apparatus  (SFA)  to  show  an  interfacial  oscillating  force  profile  for  both  a  
molecular  and  an  ionic  liquid,  while  Atkin  and  Warr80  used  the  Atomic  Force  Microscope  
(AFM)  to  show  very  similar  results.  These  and  other  developments  are  discussed  further  by  
Fedorov  and  Kornyshev  in  their  comprehensive  review63  and  in  the  Introduction  chapter  of  
this  thesis.  
Researchers  in  this  field,  especially  those  utilising  ILs  as  novel  materials,  are  faced  with  
the  task  of  understanding  not  only  the  mechanism  of  formation,  but  also  the  strong  
possibility  that  these  layers  might  have  a  specific  functional  effect  at  the  interface.  
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For  this  task,  both  experimental  and  theoretical  approaches  are  being  utilised.  For  
example,  in  order  to  explore  the  behaviour  of  neat  ILs  near  interfaces  and  under  various  
conditions,  a  number  of  groups  have  conducted  MD  simulations135,  194,  197,  198,  200,  201,  203-­‐205,  
207-­‐209,  212,  213,  215,  219,  238.  The  general  conclusion  from  such  studies  is  that  ILs  exhibit  oscillating  
density  profiles  near  many  different  types  of  interfaces,  which  are  dependent  on  a  number  
of  factors  such  as,  for  example,  temperature,  surface  charge,  IL  structure  and  so  on.  
Furthermore,  ILs  have  been  found  to  create  two-­‐dimensional  (2D)  order  in  the  
inner/adsorbed  layers194,  212,  as  well  as  a  three-­‐dimensional  (3D)  orientation  preference  in  
the  inner  layer198,  209.  An  overview  of  computational  insights  into  the  studies  of  interfaces  in  
various  types  of  electrolytes  can  be  found  in  a  recent  review  by  Zhan  et  al.344.  
On  the  other  hand,  for  electrochemical  applications,  which  are  probably  of  main  interest  
in  the  majority  of  these  studies  (followed  closely  by  research  on  corrosion),  special  attention  
is  now  also  being  paid  to  the  interfacial  behaviour  of  metal  salts  dissolved  in  ILs,  such  as  
lithium177,  179,  253,  258,  259,  345,  potassium258,  magnesium260  and  zinc180.  General  findings  from  
these  studies  suggest  that  metal  salts  usually  have  significant  effect  on  the  interfacial  
structure  (including  on  the  IL  layering),  and  vice  versa.      
In  regards  to  these  studies,  of  particular  interest  to  us  are  the  IL  systems  with  the  zinc  
salt.  Begić  et  al.180  used  AFM  force-­‐distance  spectroscopy  to  investigate  interfacial  
nanostructures  of  two  IL-­‐based  electrochemical  systems;  a  1-­‐ethyl-­‐3-­‐methylimidazolium  
dicyanamide  ([C2mim][dca])  and  an  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  
([C4mpyr][dca]);  both  with  zinc  dicyanamide  (Zn(dca)2)  salt  as  the  redox  species.  The  results  
revealed  that  the  two  systems  exhibit  differing  layering  behaviour,  with  the  [C4mpyr]  system  
exhibiting  more  layers  at  almost  all  of  the  tested  conditions.  This  is  interesting  because  
these  two  ILs  were  previously  shown97  to  support  reversible  cycling  of  zinc  metal,  but  the  
[C2mim]  system  was  found  to  be  superior  to  the  [C4mpyr]  despite  the  two  systems’  
physicochemical  similarities  such  as,  for  example,  viscosity  and  conductivity.  In  addition,  
zinc  deposition  in  the  [C2mim]  system  required  –0.23  V  vs.  a  zinc  pseudo-­‐reference  to  
initiate,  whereas  the  same  deposition  in  the  [C4mpyr]  system  required  a  much  greater  
overpotential  of  –0.84  V.  For  these  reasons,  it  was  decided  to  further  explore  the  interfacial  
behaviour  of  these  systems.  To  that  end,  this  chapter  presents  the  first  set  of  the  MD  
simulations  of  these  liquids  in  their  neat  states.  
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3.4   Methods  
GROMACS346  5.1.2  package  was  used  to  simulate  IL-­‐electrode  systems  of  three  different  
ILs:  [C4mpyr][dca],  [C2mim][dca]  and  also  1-­‐butyl-­‐3-­‐methylimidazolium  dicyanamide  
([C4mim][dca])  (Fig.  3.1).  The  latter  was  added  to  investigate  the  effect  of  an  extended  alkyl  
chain  on  the  imidazolium  ring  and  to  get  a  clearer  comparison  with  [C4mpyr][dca].  Initial  
simulation  box  configurations  were  generated  using  Packmol291.  
  
Figure  3.1  2D  structures  of  the  studied  IL  ions  with  atom  labels  as  used  in  analyses.  
To  establish  the  density  of  each  IL,  NPT  simulations  were  run  with  216  ion-­‐pairs.  The  
pressure  was  set  to  1  atm  using  the  Parrinello-­‐Rahman  method  while  the  temperature  was  
set  to  300  K  using  the  Nosé-­‐Hoover  method.  The  simulations  were  run  for  6  ns  for  
[C4mpyr][dca]  and  [C2mim][dca]  and  for  16  ns  for  [C4mim][dca]  with  a  timestep  of  0.001  ps  
in  each  case  (this  ∆t  was  used  throughout).  The  densities  were  averaged  over  the  last  3  ns  of  
the  simulation  time  for  [C4mpyr][dca],  over  the  last  5  ns  for  [C2mim][dca]  and  over  the  last  8  
ns  for  [C4mim][dca].  The  densities  were  found  to  be  within  about  0.5%  of  experimentally  
reported  values  for  [C4mpyr]347  and  [C2mim]93  systems,  but  within  4%  for  the  [C4mim]90,  348,  
349  system.  512  IL  pairs  were  then  packed  into  a  new  fixed-­‐volume  simulation  box  using  the  
newly  calculated  densities  and  confined  by  a  pair  of  graphene  monolayer  electrode  sheets  
(each  of  680  carbon  atoms)  on  the  z-­‐axis  (Fig.  3.2).    
  
Figure  3.2  Simulation  box  setup.  Shows  electrode  1  (blue,  negative),  electrode  2  (red,  positive),  
the  equilibrated  ionic  liquid  (cation:  lime,  anion:  white).  Box  is  extended  on  the  z  axis  by  vacuum  to  a  
total  length  of  3z.  Periodic  boundary  conditions  are  applied  in  x,  y  and  z.  
   163  
The  x  and  y  dimensions  of  the  simulation  box  were  locked  at  4.26  nm  and  4.18  nm,  
respectively.  The  z-­‐dimensions  were  fixed  to  10.2  nm,  7.62  nm  and  8.98  nm,  for  
[C4mpyr][dca],  [C2mim][dca]  and  [C4mim][dca]  systems,  respectively,  which  were  calculated  
based  on  their  densities.  Periodic  boundary  conditions  (PBC)  were  applied  in  all  dimensions  
and  each  simulation  box  was  expanded  to  300%  (of  the  electrode  distance)  in  the  z  
dimension  by  introducing  a  region  of  vacuum  beyond  the  graphene  slabs.  This  was  done  to  
neutralise  any  image  charge  effects,  and  was  further  supported  by  the  addition  of  a  
corrective  term  in  the  simulations202.  In  all  simulations  the  graphene  sheets  were  fixed.  
All  simulated  systems  were  first  optimised  by  an  annealing  simulation  from  300  K  to  700  
K  for  2  ns  in  a  stepwise  fashion  (i.e.  the  temperature  was  raised  at  a  rate  of  1  K  ps-­‐1  and  after  
each  100  K  the  system  was  maintained  at  its  temperature  for  100  ps;  while  the  final  
temperature  of  700  K  was  maintained  for  200  ps,  before  the  system  was  then  cooled  back  
down  to  300  K  in  the  same  fashion).  NVT  simulation  was  then  performed  for  an  additional  
30  ns,  saving  the  data  every  5  ps.    
Graphene  electrodes  were  set  up  such  that  each  carbon  atom  was  assigned  a  constant  
charge  that  varied  from  0  to  ±0.05  e  per  atom  in  steps  of  0.01  e  for  each  separate  
simulation,  making  a  total  of  6  different  surface  charge  densities.  This  resulted  in  a  total  of  
18  simulations  for  the  3  systems,  each  of  30  ns  of  NVT  production  time.  In  our  analyses,  we  
define  s  =  0.01  e  atom–1  ≈  0.38  e  nm–2.  It  should  be  noted  that  fixed  charges  on  electrodes  
have  some  shortcomings  in  MD  simulations264  such  as  minor  modifications  of  the  inner  layer  
structure  and  large  deviations  in  relaxation  dynamics,  which  become  more  significant  at  
higher  electrode  potentials.  While  these  effects  were  expected  to  be  a  source  of  error,  the  
main  aim  of  this  study  was  to  explore  the  structural  differences  rather  than  the  dynamics  of  
these  liquids,  and  to  correlate  this  data  to  the  experimental  work.  
In  depth  analyses  of  inner  layers  were  performed  only  for  the  graphene  surface  charge  
density  of  ±5s  (approx.  ±1.9  e  nm−2).  This  value  is  the  theoretically  predicted  surface  charge  
density  of  graphene  at  a  modest  potential  of  1.3  V  vs.  Pt  reference350  (1.3V  was  chosen  
arbitrarily  but  such  that  it  is  sufficient  for  the  tested  zinc  electrochemistry97).  However,  it  
should  be  noted  that  in  the  same  study350  the  theoretical  value  was  found  to  be  unrealistic  
due  to  the  residual  impurities  in  graphene,  and  the  measured  value  of  capacitance  was  only  
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about  half  of  the  predicted.  Nonetheless,  in  this  study  we  chose  to  run  in-­‐depth  analyses  by  
considering  an  idealised  graphene  model.  
The  Optimized  Potentials  for  Liquid  Simulations  (OPLS)302  potential  function  (Eq.  3.1)  
was  used  for  MD  simulations,  which  is  given  in  the  form:    



































This  is  the  equation  (2.28)  from  the  Methodology  chapter.  The  first  three  terms  in  Eq.  1  
describe  bond  stretching,  bond-­‐bending  and  dihedral  torsion,  while  the  fourth  term  
describes  non-­‐bonded  interactions  including  Van  der  Waals  and  Coulomb  interactions.  The  
force  field  parameters  for  the  ILs  were  taken  from  the  works  of  Padua  and  Lopes210,  211,  351,  
352.  The  non-­‐bonding  parameters  for  graphene  carbon  were  the  same  as  those  for  ILs’  
carbon  atoms.  Long-­‐range  electrostatics  were  computed  with  particle  mesh  Ewald  
method307.  All  but  two  of  cation’s  C-­‐H  bonds  were  constrained  (see  Appendix  2A),  while  
anions  were  fully  flexible.  
Analyses  were  performed  for  the  last  10  ns  of  the  30  ns  simulations  to  ensure  that  the  
sampling  is  performed  in  an  equilibrated  state  of  the  system.  To  investigate  system  
equilibration  a  time-­‐window  analysis  was  performed  of  the  partial  density  profiles  of  the  
[C4mpyr][dca]  system  at  ±5s  for  every  2  ns  from  10  ns  to  30  ns,  which  showed  that  after  
about  16  ns  the  number  of  the  cationic  layers  near  the  anode  stabilises  (i.e.  7-­‐8  layers  until  
16  ns,  4-­‐6  layers  from  16  –  30  ns).  This  is  available  in  Appendix  3A.  
Layer  numbers  were  estimated  by  considering  as  a  “possible  layer”  any  cationic  peak  
near  the  anode  that  rises  above  the  mean  and  standard  deviation  lines  calculated  from  the  
partial  density  analyses  of  the  same  systems  without  electrodes.  While  such  a  definition  
makes  the  discussion  of  layer  numbers  somewhat  easier,  it  is  possible  that  certain  layers  
may  exist  as  dynamic  time-­‐dependent  features.  
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3.5   Results  and  discussion  
Three  types  of  structural  analyses  were  conducted:  partial  density  profiles  were  
calculated  along  the  axis  perpendicular  to  the  surface  of  the  electrodes  (here  defined  as  the  
z  axis);  interfacial  two-­‐dimensional  (2D)  structure/configuration  analysis  of  ions  near  the  
electrodes;  and  a  three-­‐dimensional  (3D)  analysis  of  angular  orientation  of  the  cation  rings  
on  the  negative  (5s)  graphene  electrodes.    
Analyses  of  partial  densities  (Fig.  3.3)  were  performed  for  18  simulations  and  over  the  
whole  simulation  box.  Inner  layer  (2D  and  3D)  analyses  were  performed  only  for  the  5s  
charged  systems  –  the  most  relevant  systems  for  the  electrochemistry  of  interest.  
Correspondingly,  such  analyses  have  been  performed  mostly  near  the  negative  electrode  
surface  as  these  are  more  relevant  for  the  electrodeposition-­‐type  of  electrochemistry,  
which  was  of  interest  here180.  One  analysis  was  performed  of  the  interfacial  region  near  the  
positive  electrode  in  [C2mim][dca]  for  exploratory  purposes.  
3.5.1   Partial  atomic  density  
Fig.  3.3  presents  partial  density  profiles  of  both  cations  (calculated  on  N1)  and  anions  
(calculated  on  N3)  as  a  function  of  distance  relative  to  electrode  1  (Fig.  3.2)  for  both  
uncharged  (Fig.  3.3  p-­‐r)  and  charged  (Fig.  3.3  a-­‐o)  graphene  systems.  Analysis  of  these  
densities  reveals  major  differences  between  the  three  ILs.  
3.5.1.1   Uncharged  graphene  
In  the  [C4mpyr][dca]  system  between  the  uncharged  graphene  sheets  (Fig.  3.3  p)  it  is  
difficult  to  deduce  the  exact  number  of  layers  due  to  an  erratic  and  not  well-­‐defined  density  
profile.  However,  in  our  estimate,  which  is  based  on  the  conditions  described  in  the  
Methods,  there  could  be  anywhere  from  3  to  8  layers  near  the  electrode  1  in  this  system  
(the  most  probable  number  being  7).  This  estimation  can  be  more  clearly  gleaned  from  the  
zoomed-­‐in  version  of  this  plot  presented  in  Fig.  3.4.  On  the  other  hand,  in  the  imidazolium  
systems  (Figs.  3.3  q  and  3.3  r)  the  profiles  are  much  less  erratic  and  more  well-­‐defined,  and  
the  number  of  the  layers  is  reduced  compared  to  the  pyrrolidinium  system  (i.e.  5  in  
[C2mim][dca]  and  4  in  [C4mim][dca];  also  shown  more  clearly  in  Fig.  3.4).  Xu  et  al.137  
reported  finding  3-­‐5  layers  in  [C4mim][dca]  in  an  MD  simulation,  which  is  in  agreement  with    
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Figure  3.3  Partial  density  profiles  of  all  three  IL  systems  at  both  charged  (a-­‐o)  and  uncharged  (p-­‐r)  
graphene  conditions.  Cation  densities  are  traced  on  N1  atom  (red)  and  anion  densities  on  N3  atom  
(blue).  A  dashed  horizontal  line  indicates  the  mean  or  bulk  density  as  calculated  in  systems  without  
electrodes  and  green  transparent  highlight  around  the  dashed  line  indicates  the  standard  deviation  of  
the  bulk  density.  For  clarity,  systems  at  successive  charge  densities  have  been  offset  on  the  y  axis  by  
20  units  and  some  inner  peaks  have  been  truncated.  s  ≈  0.38  e  nm–2.  
our  findings.  These  differences  in  the  number  of  the  density  peaks  and  their  shapes  in  the  
partial  density  profiles  are  related  to  the  differences  in  the  chemical  structures  and  
orientations  of  the  cations.  
In  regards  to  the  inner  layer,  which  is  comprised  of  both  the  cations  and  the  anions,  the  
nitrogen  atom  closer  to  the  graphene  is  that  of  the  anion,  but  only  in  the  [C4mpyr][dca]  
system.  In  the  [C2mim][dca]  system  the  anion’s  N3  is  possibly  still  slightly  closer  than  the  
cation’s  N1  but  in  the  [C4mim][dca]  both  N3  and  N1  are  at  approximately  the  same  distance.  
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Figure  3.4  Zoomed-­‐in  cation-­‐only  partial  densities  (N1-­‐atom)  of  all  3  ILs  at  both  uncharged  and  
negatively   charged   graphene.   The   thick   green   region   indicates   the  mean   (dashed)   with   standard  
deviation  of  partial  densities  as  obtained  from  the  simulations  of  the  corresponding  ILs  in  the  absence  
of  electrodes.  
This  implies  that  the  pyrrolidinium’s  butyl  chain  is  not  the  driving  factor  in  causing  the  
N1  on  [C4mpyr]  to  be  further  away  from  the  interface  than  the  N3,  and  that  the  specific  
cation-­‐anion  interaction  is  more  significant  in  that  respect.  Furthermore,  the  total  number  
of  cations  within  the  inner  layer  is  almost  always  higher  than  that  of  the  anions  (evident  
either  by  the  integration  of  the  density  peaks  or  by  visual  inspection  of  Fig.  3.5  a-­‐c),  which  at  
first  may  seem  surprising,  given  that  the  cation  is  about  twice  as  large  as  the  anion.  
However,  the  reason  for  this  disparity  is  likely  twofold.  First,  there  is  a  tendency  of  the  
cations  with  longer  alkyl  chains  to  form  polar  and  non-­‐polar  domains207,  215,  217,  353,  354,  which  
in  this  case  happens  also  in  the  inner  interfacial  layer;  and  second,  there  are  likely  specific    
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Figure  3.5  2D   (x,y)   snapshots  of   the   inner   layers  of   all   IL   systems  at  both  uncharged  and  –5σ  
charged  graphene  conditions.  When  graphene  is  uncharged,  polar  and  non-­‐polar  domains  dominate  
the   inner   layer   structure   (a-­‐f),   but   when   the   graphene   is   charged   to   –5σ   =   –1.9   e   nm-­‐2   strong  
electrostatic  conditions  lead  to  rearrangements  into  quasi-­‐hexagonal  (g)  and  linear  (h,i)  structures.  
Figure  (a-­‐c)  are  represented  by  complete  sphere  models  while  figure  (d-­‐i)  are  represented  by  stick  
models  in  which  the  cation  alkyl  moieties  have  been  removed  for  clarity.  Graphene  is  shown  in  the  
background  of  all  figures  as  a  line  model.  
cation-­‐graphene  interactions  (as  seen,  for  example,  in  Pensado  et  al.’s  work355)  that  may  be  
giving  graphene  a  layer-­‐templating  ability.  This  phenomenon  is  most  clearly  visible  in  the  
case  of  [C4mim][dca]’s  inner  layer,  where  it  can  be  seen  that  the  cations  may  form  “cation  
flowers”  on  the  surface,  in  which  the  alkyl  chains  of  three  or  four  cations  can  group  together  
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in  the  centre,  with  the  imidazolium  rings  lying  parallel  to  the  surface  and  on  the  perimeter  
of  that  centre,  undisturbed  by  each  other  and  promptly  charge  counter-­‐balanced  by  the  
surrounding  anions  (Fig.  3.5  c  and  3.5  f).  A  similar  but  less  visually  obvious  behaviour  is  
present  in  both  [C4mpyr][dca]  and  [C2mim][dca]  (Fig.  3.5  a-­‐b  and  d-­‐e).  This  aggregation  
therefore  leads  to  the  build-­‐up  of  cations,  but  also  of  the  anions  (for  charge  balancing),  at  
the  graphene  surface.  
The  disproportionate  number  of  cations  and  anions  within  the  inner  layer  is  probably  
the  cause  for  the  build-­‐up  of  additional  density  oscillations  away  from  that  layer  (for  charge  
balancing).  These  oscillations  can  then  seemingly  extend  throughout  the  entire  simulation  
box,  but  eventually  do  decay  to  the  bulk  density  (i.e.  into  the  standard  deviation).  This  
happens  first  in  the  [C4mim][dca]  system  at  around  1.5  nm  away  from  the  graphene  surface  
(Figs.  3.3  r  and  3.4  e),  then  in  the  [C2mim][dca]  at  around  2.5  nm  (Figs.  3.3  q  and  3.4  c)  and  
lastly  in  the  [C4mpyr][dca]  at  around  4  nm  (Figs.  3.3  p  and  3.4  a).    
In  the  cases  of  [C2mim]  and  [C4mim]  the  density  oscillations  are  significantly  more  
symmetric  near  the  interface  than  in  the  [C4mpyr]  system.  The  reasons  for  this  are  unclear  
but  it  is  likely  due  to  specific  cation-­‐anion  interactions.  Nonetheless,  an  interesting  
asymmetrical  pattern  was  observed  in  the  bulk  phase  of  [C4mim][dca]  system  (Fig.  3.3  r)  
where  one  half  of  the  simulation  box  shows  quite  uniform  and  non-­‐oscillatory  behaviour  
from  about  2  nm  to  4.5  nm  while  the  other  half  shows  distinctive  (but  generally  weak)  
oscillatory  behaviour  (from  about  4.5  nm  to  6  nm  and  further).  It  is  currently  not  known  why  
this  occurs  but  a  likely  reason  is  the  existence  of  extensive  polar  and  non-­‐polar  aggregations  
that  lead  to  a  well-­‐mixed  bulk  density.  This  is  supported  by  the  fact  that  the  partial  density  
profile  of  this  system  over  the  entire  30  ns  of  the  simulation  (not  presented)  does  show  
small  oscillations  in  the  bulk  (c.f.  last  10  ns  used  for  analysis).    
3.5.1.2   Charged  graphene  
Raising  the  surface  charge  density  from  0  to  ±  1s  resulted  in  an  increase  of  density  of  
the  cations  in  the  inner  layer  near  the  negative  electrode  only  in  the  [C4mpyr][dca]  system  
(Fig.  3.3  m),  while  having  little  –  if  any  effect  on  the  density  of  cations  in  the  same  region  in  
the  imidazolium  systems.  Instead,  in  the  latter  systems  the  effect  was  only  in  the  reduction  
of  the  anion  numbers  within  the  inner  layers  near  the  negative  electrodes  (Figs.  3.3  n  and  
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3.3  o).  Notably,  the  anions  were  still  present  in  the  inner  layers  near  the  negative  electrodes  
in  all  three  systems.    
The  presence  of  the  cations  in  the  inner  layers  near  positive  electrodes  has  been  
observed  previously135,  212,  356  and  is  due  to  the  alkyl  chain  interaction  with  the  surface  
carbons.  The  adsorption  of  co-­‐ions  in  [C4mim][dca]  was  confirmed  experimentally  by  Sum  
Frequency  Generation  (SFG)  spectroscopy  by  Xu  et  al.137  near  a  charged  graphene  surface.  
It’s  important  to  note  that  it  is  at  this  surface  charge  density  of  1s  that  the  
[C4mpyr][dca]  system  differs  the  most  in  comparison  to  the  two  imidazolium  systems  in  
terms  of  the  (cation)  layer  numbers  near  the  negative  electrode  (i.e.  about  7  vs.  3-­‐4,  
respectively).  This  is  in  good  agreement  with  the  AFM  data180  for  comparison  of  
[C4mpyr][dca]  vs.  [C2mim][dca]  near  graphite  at  –0.1  V  (i.e.  5  vs.  3,  respectively).  It  is  noted  
however,  that  in  the  AFM  force-­‐distance  experiments,  it  is  not  known  whether  the  layers  
detected  are  due  to  the  individual  cations  and  anions  or  to  an  associated  IL  pair  or  both.  
Furthermore,  the  depth  of  this  layering  in  this  simulation  extends  to  about  4.5  nm  in  the  
[C4mpyr][dca]  system,  while  in  the  AFM  study  the  outermost  force  peak  was  detected  at  
about  3  nm.  While  this  might  seem  like  a  significant  discrepancy,  it  should  be  noted  that  the  
AFM  experiments  show  “apparent  separation”  rather  than  the  “actual  separation”  from  the  
graphite  surface,  implying  that  it  is  not  known  whether  the  innermost-­‐detected  layer  is  
actually  graphite  or  just  an  impenetrably  strong  layer  of  some  (adsorbed)  IL  species.  
Conversely,  it  is  also  possible  that  some  weaker  outer  layers  could  not  be  detected  in  the  
AFM  experiments  due  to  the  stiffness  of  the  utilised  cantilever.  
Furthermore,  the  potential  applied  in  the  AFM  study  was  still  about  three  times  lower  
than  the  one  at  1s  here,  and  from  experimental  studies  it  is  known  that  ion  orientations  are  
potential-­‐dependent191,  which  could  result  in  different  lengths  of  layering.    
Lastly,  it  should  be  noted  that  the  same  cation,  [C4mpyr],  was  studied  with  a  
tris(pentafluoroethyl)trifluorophosophate  ([FAP])  anion  near  a  charged  sapphire  interface  in  
an  X-­‐ray  reflectivity  study  by  Mezger  et  al.142.  In  that  study  a  pronounced  interfacial  layering  
behaviour  was  confirmed  with  an  approximate  layer  spacing  of  0.8  nm.  For  comparison,  in  
the  present  system  the  average  spacing  between  the  7  detected  cationic  layers  at  1s  was  
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approximately  0.64  nm;  the  difference  likely  due  to  the  flat  anion  ([dca])  compared  to  the  
bulkier  [FAP].    
While  the  partial  density  profiles  presented  here  will  not  be  discussed  at  great  length,  
several  more  important  features  should  be  mentioned.  First,  at  the  next  graphene  charge  
density  of  2s  the  expulsion  of  the  anions  from  the  inner  layer  near  the  negative  electrode  
was  complete  in  all  three  systems  (Fig.  3.3  j-­‐l).    
Second,  the  imidazolium  systems  showed  the  most  symmetrical  partial  density  profiles  
(comparing  the  regions  near  the  negative  and  the  positive  electrodes)  and  the  least  erratic  
nitrogen  densities  at  3s  (Fig.  3.3  g-­‐i),  while  the  same  is  true  for  [C4mpyr]  system  at  2s  (Fig.  
3.3  j).  Notably,  the  [C4mpyr]  system  exhibited  the  most  prominent  layering  (i.e.  the  highest  
density  of  cations  and  anions  in  the  outer  layers  and  the  most  well-­‐defined  peaks)  near  the  
negative  electrode  at  3s  (Fig.  3.3  g).  The  same  behaviour  was  detected  at  3s  in  the  [C2mim]  
system  (Fig.  3.3  h),  while  the  [C4mim]  system  showed  well-­‐behaved  and  extensive  layering  
at  3s  (Fig.  3.3  i),  but  also  at  4s  (Fig.  3.3  f)  and  5s  (Fig.  3.3  c).  In  the  latter  two  cases  the  
[C4mim]  system  also  exhibited  more  extensive  (i.e.  more  numerous  and  well-­‐defined)  
layering,  which  was  not  the  case  in  the  [C4mpyr]  and  [C2mim]  systems,  implying  that  the  
butyl  chain  on  a  charge-­‐delocalised  cation  can  act  as  a  layer-­‐supporting  system  (provided  
such  an  effect  is  compatible  with  the  anion).    
Third,  the  layering  of  [C4mpyr]  system  at  the  higher  surface  charge  densities  of  4s  (Fig.  
3.3  d)  and  5s  (Fig.  3.3  a)  seems  to  be  largely  unstable  near  the  negative  electrode,  but  it  is  
unclear  why  this  is  so  (i.e.  specific  interactions,  destabilisation  caused  by  inner  layer  
orientations  or  instability  arising  from  incomplete  screening  of  the  electrode).  Time-­‐window  
analysis  of  the  layering  phenomenon  in  this  system  from  10  ns  to  30  ns  revealed  not  only  
slow  equilibration  time,  but  also  the  existence  of  dynamic  peaks  (i.e.  layers)  (Appendix  3A),  
which  makes  any  discussion  of  layer  numbers  cumbersome.  Additionally,  in  order  to  ensure  
that  the  system  was  not  suffering  from  slow  dynamics,  the  simulation  in  Fig.  3.3  a  was  
extended  by  10  ns  at  an  elevated  temperature  of  700  K.  This  revealed  that  the  system  in  Fig.  
3.3  a  still  experienced  unusual  layering,  characterised  by  a  low-­‐density  peak  of  the  first  
anionic  layer  near  the  negative  electrode  (Appendix  3B).  This  behaviour  was  not  observed  in  
either  of  the  other  two  systems.  It  seems  likely  that  the  reason  for  this  is  the  inability  of  the  
inner  cationic  layer  to  completely  screen  the  high  negative  surface  charge  density,  which  
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thus  reduces  the  density  of  the  first  anionic  layer.  Still,  it  remains  unclear  how  this  
contributes  towards  the  weaker  (or  unstable)  layering  in  this  system  at  the  4s  and  5s  
surface  charge  densities.  This  phenomenon  is  investigated  in  depth  in  the  next  chapter.  
Fourth,  in  general,  partial  density  profiles  near  the  positive  electrodes  are  better  defined  
(i.e.  they  show  clear  decay,  smooth  density  peaks  at  2s<s<5s  and  consistently  achieve  bulk  
density  within  2.5  nm  away  from  the  electrode),  indicating  that  the  [dca]  anion  in  the  inner  
layer  has  the  ability  to  keep  the  layering  profile  near  its  electrode  consistent  at  various  
conditions  and  in  combination  with  different  cations.    
And  fifth,  increasing  the  surface  charge  density  can  significantly  restructure  the  inner  
layer  configurations  (Fig.  3.5  d-­‐i).  This  may  have  an  effect  on  the  overall  layering,  i.e.  not  
only  in  its  length  into  the  bulk,  but  also  in  the  number  of  the  layers.  
3.5.2   Adsorbed  cation  layer  structure  at  –5s  
In  order  to  further  study  the  differences  between  these  ILs  in  relation  to  their  
electrochemical  behaviour,  2D  and  3D  aspects  of  the  inner  layers  near  the  negative  5s  
graphene  electrode  were  examined  (Figs.  3.6  and  3.7).    
In  the  [C4mpyr][dca]  system  the  inner  layer  is  firstly  shown  as  a  scatter  plot  of  N1  atoms  
(red  circle  with  a  yellow  outline)  of  the  [C4mpyr]  cations,  which  was  taken  as  a  snapshot  of  
the  last  frame  of  the  simulation  (Fig.  3.6  a).  Immediately  obvious  from  this  snapshot  is  the  
fact  that  the  nitrogen  atoms  are  arranged  into  a  quasi-­‐hexagonal  configuration  across  the  
graphene  surface.  This  configuration  was  found  to  have  long-­‐term  stability  as  it  was  
persistent  throughout  the  last  10  ns  of  the  simulation,  which  is  shown  in  the  overlay  of  all  
time-­‐frames  for  that  period  in  Fig.  3.6  b.  Quasi-­‐hexagonal  (and  hexagonal)  2D  structures  
have  been  seen  previously174,  194,  212,  357,  358  in  both  computational194,  212,  357,  358  and  
experimental174  studies,  and  seem  to  arise  as  a  result  of  ion-­‐surface  interactions  that  are  
brought  on  by  the  tendency  of  the  inner  layers  to  pack  counter-­‐ions  at  higher  densities  in  
order  to  screen  the  charge  on  the  surface  of  the  adjacent  electrode.    
To  clarify,  by  taking  a  closer  look  at  the  3D  orientation  of  the  inner  layer  species  (Fig.  3.6  
e),  it  becomes  clear  that  hexagonal  configurations  in  this  system  are  made  possible  by  the  
reorientation  of  the  [C4mpyr]  ring  to  lie  flat  on  the  surface  of  the  electrode,  with  its  alkyl  tail  
oriented  away  from  the  electrode  in  roughly  a  perpendicular  direction.  With  such  an  
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Figure   3.6   A   2D   (x,y)   and   a   3D   (x,y,z)   study   of   the   cation   configuration   and   orientation  
(respectively)  in  the  innermost  layers  of  the  [C4mpyr]  ((a),  (b),  (e)  and  (g))  and  the  [C2mim]  ((c),  (d),  (f)  
and  (h))  systems  near  negative  (–5σ)  graphene  electrodes.  (a)  and  (c)  show  snapshots  of  the  nitrogen  
atoms  of  the  cations  on  the  graphene  sheet  (the  rest  of  the  cation  atoms  having  been  removed  for  
clarity);   (b)   and   (d)   show   a   time-­‐lapse   overlay   of   cation   nitrogen   atoms   for   the   last   10   ns   of   the  
simulations;  (e)  and  (f)  show  a  3D  snapshot  of  a  selected  number  of  cations  in  the  inner  layers  that  
exemplifies  their  orientations;  and  (g)  and  (h)  show  a  histogram  of  the  ring  orientation  analysis  using  
the  angles  between  the  marked  vector  n  and  the  z-­‐axis.  s  ≈  0.38  e  nm–2.  
orientation  the  electrostatic  attraction  between  the  cations  and  the  surface  quickly  leads  to  
a  two-­‐dimensional  close-­‐packing  of  the  [C4mpyr]  rings  (Fig.  3.6  b),  resulting  in  hexagonal  
surface  structures.  Fig.  3.6  g  shows  that  the  [C4mpyr]  ring  has  an  85%  probability  to  lie  
roughly  in  this  orientation  with  respect  to  the  graphene  surface,  thus  allowing  for  a  
persistent  quasi-­‐hexagonal  configuration.    
In  the  imidazolium  systems  (Figs.  3.6  c-­‐d,  3.6  f,  3.6  h  and  3.7),  the  situation  is  quite  
different.  In  the  [C2mim]  system  the  cations  at  the  surface  form  linearly  arranged  groups  
that  seem  to  be  dominated  by  the  imidazolium-­‐imidazolium  π  stacking,  as  demonstrated  by  
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some  highlighted  cations  in  Figs.  3.6  c,  3.6  d  and  3.6  f.  This  was  also  reported  in  other  MD359  
and  experimental  studies360  that  have  indicated  the  existence  of  such  linear  chains  of  
imidazolium  cations  on  charged  surfaces.  However,  some  other  studies  had  shown  that,  in  
combination  with  other  anions  and  at  different  conditions,  the  imidazolium  cation  can  also  
assemble  into  a  hexagonal  or  quasi-­‐hexagonal  configuration  instead212,  357.  Thus,  it  follows  
that  this  cation  might  also  have  a  dual  (or  multifaceted)  2D  configuration  at  the  surface  that  
may  be  controlled  by  some  parameter,  whether  it  be  the  surface  type,  charge,  potential,  
anion  species,  alkyl  chain  length,  degree  of  confinement  or  otherwise.  In  the  present  results,  
this  linear  configuration  is  persistent  over  the  last  10  ns  of  the  simulation,  with  some  
localised  movement  being  present  as  indicated  by  the  slight  spread  of  the  double  red  circle  
that  represents  the  two  nitrogens  (N1–N3)  on  the  imidazolium  ring  (Fig.  3.6  d).  The  longest  
identified  chain  of  [C2mim]  at  these  conditions  is  made  up  of  9  cations,  which  stretches  
across  the  PBCs,  thus  indicating  that  simulations  with  larger  graphene  slabs  must  be  
undertaken  to  study  this  phenomenon  further.  For  the  representative  snapshot  of  the  
[C2mim]  on  the  surface  9  cations  in  the  chain  were  isolated  for  the  preview  (Fig.  3.6  f),  which  
already  indicate  that  the  majority  of  the  cations  in  this  system  are  lying  with  their  rings  
tilted  at  high  angles  against  the  surface.  Statistical  analysis  of  this  orientation  (Fig.  3.6  h)  
confirms  this  picture  by  showing  that  approximately  84%  of  the  time  the  [C2mim]  ring  
normal  is  found  tilted  at  high  angles  (50-­‐130˚)  against  the  z  axis.  SFG191,  192,  361  spectroscopy  
has  shown  that  imidazoliums  have  a  tendency  to  lie  next  to  the  electrode  surfaces  with  their  
rings  tilted  at  medium  to  high  angles  –  35-­‐60˚  depending  on  the  potential.  Similarly,  a  
combined  MD  and  quantum-­‐mechanical  study359  showed  that  the  [C2mim]  cation  has  a  
preference  for  a  tilted  conformation  but  that  this  preference  strongly  depends  on  the  type  
of  the  surface  and  the  number  of  surrounding  cations.  Nonetheless,  in  the  cases  of  
uncharged  graphene  surface  Pensado  et  al.355  report  that  the  lowest  energy  state  for  an  
imidazolium  cation  near  the  surface  is  the  one  where  the  ring  is  oriented  parallel  to  the  
surface  and  its  alkyl  chain  is  oriented  away  from  the  surface.  This  is  consistent  with  our  
simulation  results,  as  seen  from  the  snapshots  of  the  imidazolium  systems  near  uncharged  
graphene  in  Figs.  3.4  e  and  3.4  f.  
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In  regards  to  the  [C4mim]  system,  the  number  of  the  linearly  arranged  groups  was  
somewhat  less  than  that  found  in  the  [C2mim]  system,  and  the  longest  detected  chain  was  
composed  of  5  or  6  cations  (Fig.  3.7  b).  Interestingly,  there  seemed  to  be  a  greater  number    
  
Figure   3.7   A   2D   (x,y)   and   a   3D   (x,y,z)   study   of   the   cation   configuration   and   orientation  
(respectively)  in  the  innermost  layer  of  the  [C4mim][dca]  system  near  negative  graphene  electrode.  
(a)  shows  a  snapshot  of  the  N1-­‐N3  pairs  of  nitrogens  of  the  cations  on  the  graphene  sheet;  (b)  shows  
a  10  ns  time-­‐lapse  overlay  of  the  N1-­‐N3  pairs;  (c)  shows  a  3D  snapshot  of  a  selected  number  of  cations;  
and   (d)   shows   a   histogram   of   the   angle   between   vectors   pointing   orthogonally   away   from   the  
imidazolium  ring  plane  and  z  axis.  s  ≈  0.38  e  nm–2.     
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of  smaller  chains  in  this  system  that  were  also  packed  closer  together;  likely  as  a  result  of  
the  longer  alkyl  group  getting  in  the  way  of  chain  formation.  Lastly,  the  orientation  of  the  
[C4mim]  rings  was  still  approximately  the  same  as  that  of  the  [C2mim],  with  the  high  tilt  
angles  (50-­‐130˚)  of  the  ring  plane-­‐normal  against  the  z  axis  being  92%  probable.  
3.5.3   Adsorbed  anion  layer  structure  at  +2s  to  +6s  
Although  not  reported  in  the  original  publication,  an  additional  investigation  was  
conducted  of  the  adsorbed  [dca]  layer  in  the  [C2mim][dca]  system  at  the  positive  electrode.  
Upon  a  visual  examination  of  the  trajectory  it  was  noted  that  the  adsorbed  [dca]  layer  in  this  
system  exhibited  “freezing”  and  even  crystallization  behaviour  at  certain  high  positive  
surface  charge  densities.  While  this  is  not  immediately  obvious  from  the  snapshots  (Fig.  3.8)  
in  which  the  [dca]  anions  look  somewhat  disordered,  more  quantitative  analyses  such  as  
root  mean  square  deviation  (RMSD)  and  two-­‐dimensional  radial  distribution  function  (RDF)  
of  the  adsorbed  layer  are  more  conclusive  (Fig.  3.9).    
For  example,  Fig.  3.9  a  shows  that  at  +6s  the  adsorbed  [dca]  layer  does  not  deviate  
much  from  its  original  atomic  locations,  and  when  it  does  so,  the  movements  are  brief  (i.e.  
step-­‐like  jumps  at  around  17.5  ns  and  22  ns).  These  results  are  reminiscent  of  the  stick-­‐slip  
behaviour  that  was  previously  investigated  at  IL  interfaces  by  Perkin  et  al.105,  but  in  those  
studies  the  IL  layers  were  also  mechanically  squeezed.    
Furthermore,  the  crystallisation  behaviour  is  clearly  seen  in  the  RDF  analyses  of  this  
layer  (Fig.  3.9  c)  for  the  5s  (red)  and  6s  (dark  red)  systems.  In  the  latter  system  especially,  
strong  RDF  oscillations  continue  throughout  (i.e.  over  the  whole  2.2  nm  radius).  Most  
importantly  however,  the  correlation  between  layer  dynamics  and  electrode  charge  density  
is  not  linear.  This  is  seen  in  the  fact  that  the  most  diffusive  layer  is  the  one  at  4s  (magenta  
coloured  line),  which  had  diffused  by  about  0.7  nm  from  its  starting  configuration.    
The  least  dynamic  layers  were  those  at  2s  and  6s.  Although  this  might  imply  that  the  
layer  has  to  be  either  weakly  interacting  or  strongly  interacting  with  the  surface  for  this  to  
occur,  this  might  not  be  the  only  reason.  For  instance,  it  is  also  likely  that  the  particular  
orientations  of  the  ions,  both  in  the  first  and  the  second  layer,  are  contributing  to  this  
behaviour.  This,  for  example,  is  the  argument  made  for  the  explanation  of  the  stick-­‐slip  
behaviour  of  ILs.105  
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Figure   3.8   Inner   layer   2D   configurations   and   approximate   numbers   of   the   [dca]   anions   in  
[C2mim][dca]  at  three  different  graphene  charge  densities  of  +4σ  (a),  +5σ  (b)  and  +6σ  (c).  A  significant  
increase  in  adsorbed  ion  density  is  observed.  s  ≈  0.38  e  nm–2.  
  
Figure  3.9  Top  panels:  RMSD  over  30  ns  of  the  adsorbed  [dca]  layer  (a)  and  the  second  [C2mim]  
layer  (b)  near  the  positive  graphene  electrodes  (from  +2σ  to  +6σ);  bottom  panels:  2D  RDF  of  the  [dca]-­‐
[dca]   structure   for   the   adsorbed   layer   (c)   and   2D   RDF   for   the   [C2mim]-­‐[C2mim]   structure   in   the  
volumetric   slice   that  defines   the   second   layer   (some  error  expected  due   to  diffusion  but  was  not  
calculated)  near  the  positive  (2σ-­‐6σ)  graphene  electrodes  and  for  the  last  10  ns  of  the  simulation.  5σ  
and  6σ  plots  in  (c)  were  offset  by  +1  on  the  g(r)  axis  for  clarity.  s  ≈  0.38  e  nm–2.  
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Overall,  the  crystallisation  of  the  adsorbed  layer  was  not  surprising  per  se,  especially  
while  in  confinement  and  at  relatively  low  temperatures  (e.g.  ILs  in  confinement  are  rarely  
simulated  at  300  K  due  to  overestimated  non-­‐bonded  interactions315),  but  here  it  is  shown  
that  this  behaviour  can  be  studied  in  detail  by  RDF  and  RMSD.  Also,  it  might  be  possible  to  
dynamically  investigate  the  diffusive  behaviour  in  the  vicinity  of  the  electrodes  by  an  MSD-­‐
type  of  analysis,  but  this  was  not  performed  here.  In  depth  analyses  of  the  inner  layers  by  
the  methods  reported  in  this  section  are  not  performed  for  any  of  the  other  systems,  but  
such  an  investigation  should  certainly  form  part  of  the  future  studies  on  this  topic.  
3.6   Conclusions  
The  results  presented  in  this  study  show  that  the  two  IL  systems,  [C4mpyr][dca]  and  
[C2mim][dca],  have  significantly  different  interfacial  structure  in  all  types  of  analyses  
performed  here,  which  is  supportive  of  earlier  experimental  findings180  that  revealed  
significant  interfacial  differences  between  the  two  systems.  Moreover,  these  differences  are  
solely  a  result  of  the  differences  in  the  cation  structure,  given  that  all  of  the  other  
parameters  were  the  same.  In  line  with  the  theoretical  predictions  and  key  experimental  
confirmations  of  the  existence  of  the  layering  phenomenon  in  highly  concentrated  
electrolytes  near  charged  but  also  uncharged  interfaces,  such  layering  has  been  observed  in  
this  MD  study  for  all  three  systems  studied.    
[C4mpyr][dca]  system  is  found  to  be  more  layered  than  either  the  [C2mim][dca]  (7  layers  
vs.  4)  or  the  [C4mim][dca]  (7  layers  vs.  3)  at  the  lowest  tested  graphene  charge  density  of  1s  
(where  s  =  0.38  e  nm–2),  supportive  of  the  AFM  data180.  At  higher  charge  densities  the  
layering  behaviour  changes  in  all  systems  and  is  the  most  similar  between  the  three  at  3s,  
where  all  systems  feature  4-­‐5  layers  and  show  well-­‐behaved  layering.    
In  terms  of  the  2D  configurations  of  the  innermost  layers  at  –5s,  [C4mpyr][dca]  showed  
a  distinctive  quasi-­‐hexagonal  configuration  while  the  [C2mim][dca]  and  [C4mim][dca]  
showed  linearly  arranged  groups  of  cations.  2D  ordering  was  also  observed  near  the  positive  
electrode  in  the  [C2mim][dca]  system  where  crystallisation  behaviour  of  the  [dca]  anion  was  
detected,  but  this  was  not  studied  at  depth.  
3D  orientation  analysis  of  the  pyrrolidinium  and  imidazolium  rings  revealed  an  
orientational  preference  near  charged  surfaces.    Namely,  [C4mpyr]  rings  prefer  to  lie  parallel  
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to  the  negative  graphene  surface  while  [C2mim]  and  [C4mim]  rings  prefer  to  stand  at  high  
tilt  angles  against  the  surface.    
In  regards  to  the  extension  of  the  ethyl  to  a  butyl  group  on  the  imidazolium  ring,  it  can  
be  reported  that  the  main  effect  of  that  extension  was  a  reduction  in  the  length  of  the  
stacked  cationic  chains,  which  is  ascribed  to  the  possibly  increased  alkyl  chain  interactions.  
It  is  also  likely  that  a  mild  increase  in  the  number  of  the  layers  near  the  negative  electrode  is  
observed,  while  near  the  uncharged  electrode  the  number  of  the  supported  layers  was  
actually  reduced  by  one.  
Given  the  previous  electrochemical94-­‐97  and  AFM180  studies  of  these  ILs,  and  the  
computational  results  presented  herein,  it  is  hereby  concluded  that  the  electrochemical  
performance  of  these  ILs  is  likely  related  to  their  interfacial  structures  and  dynamics.  
However,  additional  studies  are  needed  to  explore  this  avenue  further  and  this  is  done  in  
the  next  two  chapters.  
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Chapter  4   Overscreening  and  Crowding  in  Electrochemical  Ionic  
Liquid  Systems  
4.1   Preface  
In  the  previous  chapter  it  was  discovered  that  the  [C4mpyr][dca]  system  experiences  a  
layering  instability  of  unknown  origin  at  –4s (Fig.  3.3  a)  and  –5s (Fig.  3.3  d)  electrodes.  In  
addition  to  exploring  the  origin  of  that  instability,  this  chapter  also  investigates  the  impact  
of  zinc  on  the  layering  and  vice  versa.  Simulations  are  performed  of  the  two  main  ILs,  
[C2mim][dca]  and  [C4mpyr][dca],  with  9  mol%  Zn[dca]2  salt,  with  special  emphasis  placed  on  
improving  the  sampling  of  the  phase  space  by  the  use  of  high  temperature  simulations  and  
charge  scaling.  Analyses  include  a  study  of  the  partial  atomic  densities  and  electrode  
screening  behaviour  (i.e.  charge-­‐layers  or  charge  binning  analysis).  
Some  parts  of  this  chapter  are  being  prepared  for  a  publication  with  the  following  
details:  
S.  Begić,  F.  Chen,  E.  Jónsson  and  M.  Forsyth,  “Overscreening  and  crowding  in  
electrochemical  ionic  liquid  systems”  
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4.2   Abstract  
It  is  known  that  ionic  liquids  (ILs)  behave  differently  at  an  electrode  surface  compared  to  
traditional  electrolytes,  however,  the  impact  of  this  on  electrochemical  processes  is  not  yet  
clear.  In  this  work,  the  interfacial  behaviour  of  two  ILs,  1-­‐ethyl-­‐3-­‐methylimidazolium  
dicyanamide  ([C2mim][dca])  and  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  
([C4mpyr][dca])  is  investigated  within  the  context  of  a  rechargeable  zinc  battery.  In  previous  
experiments,  [C2mim][dca]  outperformed  [C4mpyr][dca]  in  several  ways  (e.g.  lower  
overpotential  required  to  initiate  electrodeposition  of  zinc,  higher  zinc  deposition  peak  
current  density,  and  greater  number  of  supported  charge-­‐discharge  cycles).  For  more  
information,  see  section  1.14  of  Chapter  1.  Here,  a  set  of  mixtures  containing  zinc  in  those  
ILs,  and  confined  by  graphene  electrodes,  is  investigated  using  molecular  dynamics  
simulations.  The  results  reveal  the  presence  of  layers  and  show  how  the  two  systems  differ  
with  respect  to  those  layers:  [C4mpyr][dca]  provides  overscreening  by  the  adsorbed  layer  at  
both  uncharged  surfaces  and  low  surface  charge  densities,  but  an  underscreening  and  a  
transition  into  the  crowding  regime  at  higher  surface  charge  densities,  whereas  
[C2mim][dca]  provides  overscreening  at  all  tested  charge  densities  and  does  not  transition  
into  the  crowding  regime.  As  a  result,  the  interfacial  concentration  of  zinc  is  higher  in  
[C2mim][dca],  strongly  suggesting  a  large  impact  on  the  electrochemical  performance  of  a  
battery.    
4.3   Introduction  
Battery  research  is  an  interdisciplinary  area  that  spans  many  fields  of  science  and  
engineering.  One  of  those  fields,  and  arguably  perhaps  the  most  important  at  this  point  in  
time,  is  the  study  of  concentrated  electrolytes,  of  which  the  principal  example  are  the  ionic  
liquids  (ILs).63  First  reported  by  Paul  Walden  in  191461,  these  ionic  compounds  are  generally  
recognised  by  the  fact  that  many  are  unable  to  solidify  at  room  temperatures  –  a  
characteristic  that  was  once  thought  to  be  the  defining  feature  of  ionic  compounds.  
However,  owing  to  their  large  and  often  asymmetric  constituents  (i.e.  usually  large  cations  
and  small  anions),  the  electrostatic  forces  are  severely  dampened  and  the  lattice  packing  
disrupted,  resulting  in  a  liquid,  rather  than  a  solid  state81.  In  addition,  depending  on  ion  
selection,  many  ILs  have  a  number  of  potentially  useful  properties  such  as  high  
electrochemical  windows,  high  thermal  stabilities,  low  vapour  pressures,  non-­‐flammability  
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and  intrinsic  conductivity72.  Combined,  these  features  hint  at  the  possibility  of  using  ILs  as  
novel  electrolyte  materials.  
Nonetheless,  the  widespread  use  and  application  of  ILs  as  advanced  electrolytes  is  
hindered  by  several  obstacles.  First,  ILs  often  exhibit  very  high  viscosities63;  second,  they  are  
strongly  affected  by  confinement100,  102;  and  third,  and  perhaps  most  importantly,  they  do  
not  behave  according  to  the  Helmholtz108,  or  Gouy-­‐Chapman-­‐Stern109-­‐111  theories  of  the  
electrical  double-­‐layer  (EDL).  Such  theories  describe  a  charged  electrode  that  is  lined  by  a  
layer  of  counter-­‐ions  that  precisely  screen  the  surface  charges,  but  this  picture  changes  
dramatically  as  the  ionic  concentration  is  increased,  rendering  the  classical  EDL  theories  
almost  obsolete.63  Specifically,  concentrated  electrolytes  do  not  generally  form  a  double  
layer,  but,  due  to  the  presence  of  excess  charges  packed  closely  together,  often  form  
multiple  ionic  layers  near  a  charged  electrode.  This  arrangement,  which  was  previously  
predicted  in  both  mathematical116  and  computational  works119,  and  subsequently  verified  
experimentally  by  different  methods,  such  as  surface  force  apparatus126  and  atomic  force  
microscopy80,  is  accompanied  by  the  effect  termed  the  overscreening,  first  discussed  in  the  
context  of  ILs  by  Kornyshev88.    
In  overscreening,  the  first  adsorbed  layer  of  counter-­‐ions  overcompensates  the  charges  
on  the  adjacent  electrode,  triggering  a  build-­‐up  of  an  additional  layer  of  ions  that  approach  
the  first  layer  in  order  to  screen  it.  This  additional  layer  itself  is  prone  to  overscreening  (with  
respect  to  the  total  interfacial  charge  balance  up  to  that  distance),  and  so  more  additional  
layers  keep  building  up  until  electroneutrality  is  achieved  in  the  bulk,  which  usually  occurs  
within  a  few  nanometres  away  from  the  electrode85.  
Notably,  as  the  surface  charge  density  on  the  electrode  is  increased,  the  magnitude  of  
overscreening  in  the  first  layer  becomes  progressively  smaller,  and  an  additional  layer  of  
counter-­‐ions  starts  building  up.  This  is  described  as  a  transition  into  the  lattice  saturation  
regime,  which  is  associated  with  an  effect  termed  crowding  –  the  build-­‐up  of  the  additional  
layer  of  counter-­‐ions82,  85,  which  was  recently  detected  experimentally139,  140.  The  term  
crowding  was  originally  introduced  by  Bazant  et  al.82  in  their  mathematical  modelling  of  
overscreening  and  crowding,  but  the  actual  phenomenon  of  lattice  saturation  was  discussed  
previously  by  others88,  362.  The  meaning  of  this  term  is  slightly  expanded  here  and  a  
transition  into  the  crowding  regime  is  defined  as  either  the  start  of  the  build-­‐up  of  the  
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second  adjacent  counter-­‐ion  layer  (i.e.  of  the  opposite  charge  to  the  electrode)  or  the  start  
of  the  collapse  of  the  first  co-­‐ion  layer  (i.e.  of  the  same  charge  as  the  electrode).  Which  of  
these  two  effects  will  come  first  is  likely  dependent  on  the  system  and  is  a  topic  of  
research.88  The  full  crowding  regime  is  therefore  defined  as  the  complete  removal  of  the  co-­‐
ion  layer  from  the  second  interfacial  layer  region.  Thus,  it  is  not  excluded  that  the  transition  
into  the  crowding  regime  can  begin  even  before  lattice  saturation  takes  place.  
Although  overscreening  and  crowding  are,  and  have  been,  topics  of  ongoing  theoretical  
research  for  quite  some  time,  the  effects  of  these  phenomena  on  the  electrochemistry  in  IL  
environments  are  largely  unknown.63  In  this  work,  we  report  that  these  effects  can  explain  a  
large  discrepancy  in  the  electrochemical  performance  of  two  recently  investigated  ILs.  97,  180,  
327  
4.4   Methods  
The  GROMACS363  2016.3  package  was  used  for  all  MD  simulations.  Initial  simulation  
boxes  were  constructed  by  randomly  distributing  512  IL  cations,  51  zinc  cations  and  614  
[dca]  anions  into  a  rectangular  cell  using  Packmol291.  IL  2D  structures  are  shown  in  Fig.  4.1  
while  cation  3D  structures  are  shown  in  Fig.  4.9.  The  volume  of  the  cell  was  set  to  
approximately  reproduce  the  experimental  IL  densities.  These  cells  were  then  enclosed  by  
adding  graphene  sheets  at  each  end.  Graphene  sheet  dimensions  were  4.26  x  4.18  nm,  
which  formed  the  base  of  each  rectangular  cell,  and  the  z  dimension  of  each  cell  then  
depended  on  the  IL  density  (i.e.  [C4mpyr]:  z  =  10.53  nm;  [C2mim]:  z  =  8.37  nm).  The  cells  
were  then  expanded  by  adding  2z-­‐length  of  vacuum  behind  one  graphene  sheet  in  order  to  
correct  image  charge  effects,  with  the  term  from  Yeh  and  Berkowitz202.  This  is  discussed  in  
depth  in  the  Methodology  chapter.  Custom  Python  scripts  were  used  to  interconnect  the  
various  program  packages  whenever  needed.  Periodic  boundary  conditions  (PBC)  were  
  
Figure  4.1  2D  structures  of  the  studied  IL  cations  and  anions  with  atom  labels  as  used  in  analyses.    
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applied  in  all  3  dimensions  and  graphene  atoms  were  fixed  in  space.  Visualisation  and  
imaging  of  simulation  boxes  were  realised  using  PyMOL337.  
The  potential  function  used  for  MD  was  the  OPLS  by  Jorgensen  et  al.302,  304  (Eq.  3.1).  
Potential  function  parameters  for  ILs  were  taken  from  the  works  of  Lopes  and  Padua210,  211,  
351,  352,  but  the  partial  charges  were  scaled  down  by  20%  to  improve  dynamical  properties  
and  partly  account  for  polarisation  effects316.  All  but  two  C-­‐H  bonds  on  IL  cations  were  
constrained  (see  Appendix  2A)  whereas  angles  and  torsion  angles  were  fully  flexible.  Zinc  L-­‐J  
parameters  were  taken  from  AMBER  force  field  implemented  into  the  GROMACS  
database330,  but  the  zinc  charge  was  scaled  down  from  +2  to  +1.6.  Zinc  is  generally  difficult  
to  model  and  some  issues  are  discussed  in  Chapter  2,  section  2.1.13.  The  non-­‐bonded  
interaction  parameters  for  graphene’s  carbons  were  the  same  as  for  the  carbons  in  the  ILs.  
Long-­‐range  electrostatics  were  computed  with  the  particle  mesh  Ewald  method307.  Force  
field  validation  and  NPT  simulations  of  neat  ILs  were  done  in  the  previous  chapter327  and  the  
relevant  methodology  was  described  therein.  NPT  ensemble  was  used  for  simulating  bulk  
densities  for  all  systems.  NVT  ensemble  was  adopted  for  the  interface  model.  The  pressure  
was  held  at  approximately  1  atm  using  the  Parrinello-­‐Rahman  method  and  the  temperature  
was  controlled  using  the  Nosé-­‐Hoover  method.  The  MD  time-­‐step  was  set  to  1  fs.  Data  was  
sampled  every  5  ps  for  the  300  K  simulations  and  every  2ps  for  the  700  K  and  1000  K  
simulations.  
Each  graphene  electrode  sheet  consisted  of  680  carbon  atoms  and  a  constant  charge  
was  assigned  to  each  carbon  atom.  Three  different  surface  charge  densities  (s)  were  
prepared.  First  with  no  charges  on  the  electrodes  (0s),  second  with  a  charge  of  0.01  e  atom–
1,  making  a  graphene  sheet  with  s  =  ±0.38  e  nm–2  (i.e.  equal  and  opposite  charge  density  for  
positive  and  negative  electrodes),  and  third  with  a  charge  of  0.05  e  atom–1,  resulting  in  5s  =  
±1.91  e  nm–2.  These  values  correspond  to  the  same  0s,  1s  and  5s  charge  densities  as  in  the  
previous  chapter327,  and  also  cover  the  range  of  experimentally  attainable  electrode  charge  
densities  in  ILs  during  electrodeposition,  which  range  from  around  10  µC  cm–2  
(corresponding  to  about  1.6  s)  to  around  30  µC  cm–2  (corresponding  to  about  4.9  s).321    
It  should  be  noted  that  electrodes  with  constant  charges  have  some  disadvantages  in  
simulations  due  to  their  non-­‐polarizable  nature,  including  minor  effects  on  the  layering  and  
large  effects  on  relaxation  dynamics264.  This  was  deemed  an  acceptable  source  of  error  for  
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this  study  because  relaxation  dynamics  were  not  investigated  and  bulk  dynamics  were  
improved  by  the  use  of  scaled  charge  models  and  high  temperature  simulations.  
Furthermore,  for  the  extended  simulation  times  employed  here,  the  constant  potential  
models  would  have  been  considerably  more  expensive  computationally.  However,  in  order  
to  partly  test  the  effects  of  polarized  electrodes,  some  simulations  were  performed  using  5s  
pseudo-­‐polarised  graphene  (i.e.  an  electrode  on  which  the  charge  density  was  made  non-­‐
uniform  explicitly),  and  the  results  showed  only  minor  deviation  from  the  previous  results,  
with  the  key  features  of  interest  still  present.  These  findings  are  discussed  in  section  4.5.6.  
Additionally,  it  was  shown  in  the  previous  chapter  that  uniform  and  constant-­‐charge  
electrodes  are  able  to  reproduce  qualitatively  experimental  results  for  these  systems.  
A  five-­‐step  simulation  procedure  was  performed  for  each  system,  resulting  in  a  total  of  
24  time-­‐windows  of  interest  and  a  simulation  time  of  82  ns  for  each  system  (i.e.  a  total  of  
492  ns  of  simulated  time,  two  ILs  combined  with  three  surface  charge  densities).  First,  each  
system  was  annealed  for  2  ns  by  heating  it  from  300  K  to  700  K  and  back  to  300  K  using  the  
method  described  previously327  (Chapter  3).  Second,  and  continuing  from  the  configurations  
at  the  end  of  the  first  step,  the  systems  were  maintained  at  300  K  for  0.5  ns  and  then  
annealed  for  a  second  time  by  heating  them  from  300  K  to  700  K  over  the  next  0.5  ns.  After  
this,  the  temperature  of  each  system  was  maintained  at  700  K  for  the  next  8  ns,  and  then  
cooled  down  to  300  K  over  the  last  1  ns.  Third,  and  continuing  from  the  configuration  
obtained  in  the  second  step,  the  systems  were  held  at  300  K  for  an  extended  production  run  
of  30  ns.  Fourth,  the  systems  were  maintained  at  300  K  for  0.4  ns  and  then  once  again  
annealed  (for  the  third  time)  by  raising  the  temperature  from  300  K  to  1000  K  over  a  period  
of  0.7  ns  and  holding  the  temperature  at  1000  K  for  the  next  8  ns.  The  temperature  was  
then  reduced  back  down  to  300  K  over  0.7  ns  and  maintained  at  300  K  for  the  last  0.2  ns.  
And  fifth,  the  configurations  obtained  in  the  previous  step  were  simulated  for  a  second  
extended  production  run  of  30  ns.  This  scheme  is  shown  graphically  in  Fig.  4.2.  Various  
analyses  were  performed  for  each  simulation  step  except  for  the  first  (which  was  used  to  
briefly  prepare  the  system  for  the  subsequent  runs),  as  indicated  in  the  relevant  figures.  
Equilibration  at  700  K  (step  2)  and  1000  K  (step  4)  was  achieved  within  3-­‐6  ns  (energy  and  
partial  density  verification).  
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Figure  4.2  Graphical  representation  of  the  new  simulation  temperature  profiles  for  each  of  the  5  
simulation  stages  (or  steps).  The  annealing  of  step  1  corresponds  to  the  brief  annealing  method  as  
also  used  in  the  previous  chapter.  Steps  2  to  5  were  introduced  in  this  chapter  to  alleviate  issues  with  
slow  dynamics  and  improve  sampling  of  the  phase  space.  
The  multiple  heating  and  annealing  process  was  designed  to  improve  the  overall  
statistical  strength  of  the  results  by  ensuring  a  better  sampling  of  the  phase  space  of  the  
systems  than  what  was  achieved  in  the  previous  chapter,  thus  alleviating  the  issues  
associated  with  slow  dynamics.  
Average  charges  per  identifiable  layers  (i.e.  higher-­‐density  peaks)  were  averaged  over  
the  8  ns  of  the  700  K  trajectories  with  charges  collected  every  0.1  ns.  The  layer  (or  bin)  
selections  were  based  on  the  centre  of  geometry  (COG)  partial  density  plots  (Fig.  4.7).  
Charges  were  counted  across  the  z-­‐sections  (i.e.  the  bins)  defined  by  the  margins  as  shown  
in  Table  4.1.  A  discussion  on  the  definition  of  a  layer  and  bin  selection  is  presented  in  
section  4.5.4,  where  partial  densities  were  also  plotted  for  the  terminal  hydrogen  atoms  on  
the  longer  alkyl  chains  of  each  cation.  
Electrostatic  potentials  were  calculated  by  integrating  the  1-­‐D  Poisson  equation342  (Eq.  




= (𝑧 − 𝑧C)𝜌ÿ(𝑧C)𝑑𝑧′
Ê
s
   (4.1)  
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where  F(z)  is  the  potential  along  the  length  of  the  box,  𝜖s  is  permittivity  of  vacuum  and  
𝜌ÿ(𝑧C)  is  the  average  charge  per  slice.  The  generated  potential  therefore  is  due  to  both  the  
charges  in  the  electrodes  and  the  charges  in  the  IL  mixture.  
4.5   Results  and  Discussion  
The  two  main  analyses  in  this  chapter  are  the  partial  atomic  density  of  species  along  the  
z-­‐axis  (section  4.5.1)  and  the  charge-­‐binning  analysis  along  the  z-­‐axis  (section  4.5.3).  Several  
other  supportive  analyses  were  performed  such  as  estimation  of  diffusion  coefficients  by  
mean  squared  displacement  (MSD)  (Appendix  4A),  charge  densities  (Appendix  4B)  and  
electrostatic  potentials  from  charge  densities  (section  4.5.4).  Two  simulations  were  
performed  to  investigate  the  impact  of  non-­‐uniformly  polarized  electrodes,  while  a  third  
was  performed  to  study  the  impact  of  unscaled  charge  (section  4.5.6).  Simulation  boxes  of  
the  700  K  simulations  (step  2)  are  visualised  in  Fig.  4.3.  
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Figure  4.3  3D  overview  and  dimensions  of  each  simulation  cell  (a  snapshot  taken  at  t  =  10  ns  of  
the  700  K  simulations  at  5s)  for  (a)  [C4mpyr][dca]  +  9%  Zn  and  (b)  [C2mim][dca]  +  9%  Zn  systems.  IL  
cations   are   coloured   in   lime  green,   anions   in  marine  blue,   zinc   in  magenta,   negative  electrode   in  
marine  blue  and  positive  electrode  in  dark  red.  2z  vacuum  is  not  shown.  
4.5.1   Partial  atomic  density  
The  layering  behaviour  was  studied  by  means  of  computing  the  partial  atomic  density  
(PAD)  of  N1  atoms  on  the  cations,  N3  atoms  on  the  anion  and  Zn  atom  along  the  z  axis.  
Partial  densities  are  shown  in  Figs.  4.4  –  4.6.  
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Figure  4.4  Partial  density  profiles  of  zinc  and  the  central  nitrogen  atoms,  N1  and  N3  on  the   IL  
cation  and  anion,  respectively,  for  the  0s  electrodes.  Electrode  1  is  at  z  =  0  nm.  For  clarity,  zinc  signal  
was  increased  by  a  factor  of  two  and  inner  IL  density  peaks  were  truncated.  Small  black  arrows  indicate  
the   important   peaks   and   the   direction   of   the   arrows   indicates   the   significant   changes.   Vertical-­‐
oriented  labels  on  the  left-­‐hand  side  indicate  the  simulation  step  number  (as  defined  in  Fig.  4.2),  the  
temperature,  the  simulation  time  for  which  the  analysis  was  computed  and  the  axis  label.  
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Figure  4.5  Partial  density  profiles  of  zinc  and  the  central  nitrogen  atoms,  N1  and  N3  on  the   IL  
cation  and  anion,  respectively,  for  the  1s  electrodes.  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  zinc  
signal  was  increased  by  a  factor  of  two  and  inner  IL  density  peaks  were  truncated.  Small  black  arrows  
indicate   the   important   peaks   and   the   direction   of   the   arrows   indicates   the   significant   changes.  
Vertical-­‐oriented  labels  on  the  left-­‐hand  side  indicate  the  simulation  step  number,  the  temperature,  
the  simulation  time  for  which  the  analysis  was  computed  and  the  axis  label.  1s  =  ±  0.38  e  nm–2.  
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Figure  4.6  Partial  density  profiles  of  zinc  and  the  central  nitrogen  atoms,  N1  and  N3  on  the   IL  
cation  and  anion,  respectively,  for  the  5s  electrodes.  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  zinc  
signal  was  increased  by  a  factor  of  two  and  inner  IL  density  peaks  were  truncated.  Small  black  arrows  
indicate   the   important   peaks   and   the   direction   of   the   arrows   indicates   the   significant   changes.  
Vertical-­‐oriented  labels  on  the  left-­‐hand  side  indicate  the  simulation  step  number,  the  temperature,  
the  simulation  time  for  which  the  analysis  was  computed  and  the  axis  label.  5s  =  ±  1.91  e  nm–2.  
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Partial  densities  for  these  3  different  surface  charge  density  systems  are  discussed  
separately  and  the  analyses  are  performed  mainly  for  the  700  K  simulations  as  these  were  
considered  as  being  the  most  representative.  To  clarify,  the  diffusion  coefficients  of  zinc  and  
IL  ions  in  these  systems  at  300  K  were  found  to  be  between  2  to  110  times  lower  than  that  
measured  experimentally.  This  is  attributable  to  both  the  slowdown  due  to  the  
overestimated  interactions  of  the  fixed-­‐charge  models315  (even  with  a  charge  scaling  of  0.8)  
but  also  to  the  physics  of  ILs  under  confinement  that  were  shown  to  slow  down  when  the  
spacing  between  the  confining  walls  is  10  nm  and  less159.  At  700  K  the  diffusion  was  about  9  
to  31  times  higher  than  the  experimental  values,  while  at  1000  K  the  diffusion  was  38  to  125  
times  higher.  Therefore,  the  analyses  are  performed  mainly  for  the  700  K  simulations  as  the  
dynamics  at  this  temperature  are  considered  the  best  of  the  three  (i.e.  sufficiently  high  to  
alleviate  issues  with  the  fixed-­‐charge  model,  system  confinement  and  relatively  short  
simulation  time  of  8  ns  at  700  K,  but  not  too  high  to  cause  thermal  artefacts).  However,  
some  results  at  other  temperatures  were  mentioned  for  validation  purposes.  It  should  be  
noted  that  the  dynamics  correspondence  with  experimental  values  can  be  improved  further  
by  applying  a  greater  charge  scaling  factor  (this  was  tested  in  some  similar  systems  but  is  
still  a  work  in  progress),  however  the  priority  here  was  to  preserve  the  electrostatic  
information  as  much  as  possible.  Lastly,  as  the  large  electrochemical  discrepancy  was  
associated  with  events  near  the  negative  electrode,  the  analyses  concentrate  on  this  
electrode.    
4.5.1.1   PAD:  0s  electrodes  
At  0s  (uncharged)  electrodes  and  700  K  (Fig.  4.4  a-­‐b)  partial  atomic  densities  reveal  
results  that  are  much  like  those  seen  for  the  0s  systems  without  zinc  (Fig.  3.3  p  and  q),  
except  that  here  the  700  K  temperature  has  allowed  a  better  reproduction  of  the  partial  
densities  of  the  pyrrolidinium  system  (Fig.  4.4  b)  because  this  system  now  appears  to  be  
more  layered  than  the  imidazolium  system  (Fig.  4.4  a),  as  would  be  expected  based  on  the  
AFM  results180  for  the  low  surface  charge  densities.  
The  mixing  of  the  cation  and  anion  in  the  interfacial  layers  appears  to  be  much  stronger  
in  the  [C2mim][dca]  system  (Fig.  4.4  a)  as  the  density  peaks  here  are  in  phase  and  of  
approximately  the  same  magnitude.  This  is  not  the  case  in  the  [C4mpyr][dca]  system  (Fig.  
4.4  b)  where  the  peaks  are  generally  out  of  phase.  This  is  most  likely  caused  by  an  
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imbalance  of  the  cation  and  anion  numbers  at  the  interface,  as  discussed  in  the  previous  
chapter,  but  it  could  also  indicate  a  significant  difference  in  the  specific  cation-­‐anion  
interactions  between  the  two  systems.    
The  concentration  of  zinc  within  the  adsorbed  layer  region  (i.e.  within  0.7  nm)  is  greater  
in  the  [C2mim][dca]  system  where  some  zinc  was  found  to  approach  the  electrode  surface  
to  a  very  close  distance  of  just  0.4  nm  away.  This  was  not  the  case  in  the  [C4mpyr][dca]  
system  where  zinc’s  closest  approach  was  to  around  1.2  nm  away  from  the  electrode.  
At  300  K  (Fig.  4.4  c-­‐d  and  g-­‐h),  the  system  dynamics  are  greatly  reduced  and  the  
sampling  is  not  adequate.  System  dynamics  are  even  more  reduced  in  these  zinc  systems  
than  in  the  neat  IL  systems,  so  the  results  at  300  K  as  obtained  here  are  used  only  for  
support  and  validation  of  high  temperature  results.  In  this  case,  the  low-­‐temperature  results  
are  supportive  of  the  high  temperature  results  –  all  features  as  discussed  above  are  partly  
observed  in  the  low-­‐temperature  simulations.  
At  1000  K  (Fig.  4.4  e-­‐f),  the  greatest  impact  has  been  on  the  distribution  of  zinc.  Here,  
zinc  was  able  to  penetrate  the  second  layers  and  insert  itself  into  the  inner  layers  at  a  
distance  of  around  0.3  nm  away  from  the  electrode  surfaces  in  each  system.  Furthermore,  
the  concentration  of  zinc  in  each  case  was  clearly  layered,  albeit  weakly.  Thus  the  1000  K  
results  are  supportive  of  all  results  at  lower  temperatures.    
4.5.1.2   PAD:  1s  electrodes  
At  1s  and  700  K  (Fig.  4.5  a-­‐b),  both  systems  feature  several  alternating  cation-­‐anion  
layers  near  both  electrodes.  However,  the  [C2mim][dca]  system  (Fig.  4.5  a)  shows  a  fewer  
number  of  layers  than  the  [C4mpyr][dca]  (Fig.  4.5  b),  which  is  again  consistent  with  the  
previous  modeling327  and  experimental180  studies  for  the  comparable  electrode  charge  
densities.  Notable  in  this  case  is  the  existence  of  a  zinc  peak  in  both  systems  near  the  
negative  electrodes  (at  around  0.8  nm  in  the  [C2mim]  and  0.9  nm  in  the  [C4mpyr]  system),  
and  the  fact  that  this  peak  is  considerably  greater  in  the  [C2mim][dca]  system.  This  is  
ascribed  to  the  greater  diffusion  coefficients  in  the  [C2mim]  system  (see  Appendix  4A),  as  
well  as  the  greater  concentration  of  anions  in  the  adsorbed  layer  and  the  lower  
concentration  of  the  cations  in  the  second  cation  layer.  
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At  300  K  (Fig.  4.5  c-­‐d  and  g-­‐h),  the  heavily  reduced  diffusion  coefficients  make  the  
results  difficult  to  interpret,  however  the  main  features  seen  in  the  700  K  simulations  still  
appear  to  be  present  (i.e.  alternating  layering,  similar  concentrations  of  cations  and  anions  
and  similar  locations  and  magnitudes  of  the  zinc  peaks).  At  1000  K  (Figs.  4.5  e-­‐f),  the  results  
are  very  similar  to  those  at  700  K,  with  the  exception  that  the  magnitudes  (i.e.  
concentrations)  of  IL  layers  are  slightly  reduced  due  to  the  increased  entropy.  Interestingly,  
in  both  systems  zinc  peaks  appear  to  be  slightly  more  pronounced,  likely  due  to  the  
increased  diffusion  bringing  in  more  zinc  into  the  interfacial  regions,  but  the  small  zinc  peak  
that  was  seen  previously  in  the  0s  [C2mim]  system  at  1000  K  at  around  0.3  nm  away  from  
the  electrode  (Fig.  4.4  e)  was  now  significantly  reduced  (by  about  a  factor  of  5),  indicating  
that  zinc  was  probably  dragged  away  by  the  anion.  Lastly,  it  should  be  mentioned  that  the  
concentration  of  zinc  near  the  interfaces  is  also  slightly  layered  at  1000  K,  but  not  as  
prominently  as  in  the  0s  systems  at  the  same  temperature.  Notably,  these  peaks  appear  to  
be  trailing  the  anion  peaks  by  0.1  –  0.2  nm,  indicating  that  the  anion  layering  is  probably  
driving  the  formation  of  zinc  layering  as  well.  
These  layered  zinc  concentrations  were  expected  based  on  the  results  of  recent  studies  
by  Ivaništšev  et  al.259,  Méndez-­‐Morales  et  al.258  and  Gomez-­‐Gonzalez  et  al.260,  who  
investigated  interactions  of  IL-­‐solvated  metal  ions  and  the  free  energy  barriers  due  to  the  IL  
layering.  
4.5.1.3   PAD:  5s  electrodes  
At  5s  and  700  K  (Fig.  4.6  a-­‐b),  partial  density  profiles  reveal  a  remarkable  phenomenon  –  
[C4mpyr][dca]  system’s  (Fig.  4.6  b)  second  layer  at  the  negative  electrode  had  almost  
completely  shrunk,  whereas  the  corresponding  layer  in  the  [C2mim][dca]  system  (Fig.  4.6  a)  
remained  fully  present.  This  collapse  of  the  anion  peak  seems  to  have  heavily  destabilised  
the  layering  behaviour  in  the  [C4mpyr]  system  as  also  observed  in  the  previous  chapter,  and,  
more  importantly,  reduced  the  size  of  the  first  zinc  layer  (i.e.  the  zinc  concentration)  near  
the  negative  electrode  in  that  system.  Analysing  this  behaviour  by  collecting  the  average  
charge  that  each  layer  provides  over  time  (Fig.  4.11),  it  was  found  that  the  adsorbed  layer  
consisting  of  [C4mpyr]  cations  was  unable  to  overscreen  the  negative  electrode  charge  by  
the  same  factor  as  in  the  1s  case  (or  as  in  the  [C2mim]  system),  and  that  the  full  screening  
of  the  electrode  required  2-­‐3  layers  and  a  distance  of  about  1.2  nm.  On  the  other  hand,  a  
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full  screening  was  achieved  in  the  [C2mim]  system  by  the  adsorbed  layer  alone  and  across  a  
distance  of  under  0.7  nm.    
The  collapse  of  the  anion  layer  in  the  [C4mpyr]  system  can  be  described  as  the  onset  of  
transitioning  of  this  system  into  the  crowding  regime.  This  transitioning  is  defined  as  the  
start  of  the  decrease  of  the  first  anion  layer  near  the  negative  electrode  (i.e.  decrease  of  the  
first  co-­‐ion  peak),  and  the  transition  is  considered  to  be  complete  when  and  if  the  anion  
peak  disappears  completely  and  is  replaced  by  two  adjacent  cation  layers.  Although  it  was  
not  tested  at  what  charge  density  that  transition  becomes  complete,  the  triggering  of  the  
transition  is  of  greater  interest  and  here  it  is  proposed  that  it  is  caused  by  several  factors.  
First,  the  unscreened  negative  charge  on  the  electrode  creates  unfavourable  conditions  for  
the  build-­‐up  of  an  anion  layer  within  the  1.2  nm  distance  away  from  the  electrode  (even  in  
the  presence  of  a  well-­‐defined  cation  layer);  and  second,  the  outward-­‐oriented  butyl  chain  
is  thought  to  be  a  contributing  factor  by  acting  as  a  relatively  weakly  charged  “spacer”.  
Namely,  the  total  charge  on  the  butyl  chain  is  only  0.176  e,  which  is  22%  of  the  total  charge  
of  0.8  e.  This  is  explored  further  in  section  4.5.6.  
The  aforementioned  behaviour  of  the  [C4mpyr][dca]  system  was  not  observed  in  the  
[C2mim][dca]  system  (Fig.  4.6  a).  The  primary  reason  for  this  seems  to  be  that  the  [C2mim]  
system’s  inner  layer  was  able  to  pack  a  sufficiently  large  number  of  cations  into  the  
adsorbed  layer  at  the  –5s  electrode,  which  therefore  did  not  cause  a  collapse  of  the  
adjacent  anion  peak.  It  is  also  likely  that  the  smaller  alkyl  chain  contributed  in  this  case  by  
allowing  the  anions  to  accumulate  more  readily  in  the  second  layer  than  in  the  
[C4mpyr][dca]  system.  
The  ability  of  the  [C2mim][dca]  system  to  pack  a  much  greater  number  of  cations  into  
the  inner  layer  lies  in  its  ability  to  stack  up  the  cation  rings  at  high  angles  against  the  
electrode  surface,  thus  forcing  them  into  orderly  linear  chains,  as  discussed  in  the  previous  
chapter327,  and  so  enabling  a  high-­‐density  adsorbed  layer.  This  is  partly  illustrated  for  the  
present  systems  in  the  snapshots  of  the  inner  layers  at  the  negative  electrodes  shown  in  Fig.  
4.7.  Such  a  configuration  is  then  expected  to  be  supported  by  imidazolium  ring  π  –  π  orbital  
interactions364.  It  is  also  worth  mentioning  that  the  adsorbed  layer  contained  a  small  
percentage  of  cations  whose  rings  were  still  oriented  parallel  to  the  electrode  surface  (some  
visible  in  Fig.  4.7),  thus  indicating  that  this  IL  is  probably  able  to  overscreen  an  even  more  
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highly  charged  electrode.  This  could  be  achieved  by,  for  example,  tilting  the  remaining  flat-­‐
lying  cations  and  thus  making  room  for  additional  cations  to  join  the  ranks,  which  would  
then  also  be  stabilised  by  π  –  π  interactions.  This  type  of  surface  structuring  of  the  
imidazolium  cation  has  been  reported  previously  in  both  experimental360  and  theoretical256,  
359  studies,  and  this  type  of  lattice  saturation  and  reordering  was  recently  investigated  for  
several  ILs  by  Kislenko  et  al.321.  
The  findings  are  essentially  confirmed  for  low-­‐temperature  simulations  because  at  300  K  
(Fig.  4.6  c-­‐d  and  g-­‐h)  the  collapse  of  the  anion  layer  in  the  [C4mpyr]  system  is  still  discernible  
and  the  associated  decrease  of  the  zinc  concentration  also  visible.  At  1000  K  (Figs.  4.6  e-­‐f),  
the  results  are  almost  the  same  as  those  at  700  K,  with  a  possible  exception  of  the  
emergence  of  a  new  small  zinc  peak  in  the  [C4mpyr][dca]  system  near  the  negative  
electrode  at  around  1.7  nm.  Given  the  increased  diffusion  coefficients  at  1000  K,  it  stands  to  
reason  that  the  new  peak  is  due  to  the  additional  sampling  of  the  diffusion  during  the  same  
8  ns  timeframe.  Nonetheless,  the  two  zinc  peaks  in  the  [C4mpyr]  system  (located  at  1.2  and  
1.7  nm)  are  significantly  weaker  than  those  in  the  [C2mim][dca]  system  (located  at  1.1  and  
1.6  nm),  confirming  the  previous  results  and  the  association  with  the  crowding  transition.  
Remarkably,  in  none  of  the  systems  studied  at  5s  is  zinc  able  to  penetrate  the  inner  
layers  completely  and  reach  the  negative  electrode  surface.  This  is  in  contrast  to  several  
other  studies  of  the  IL-­‐electrode  interfaces  where  ions  such  as  K+  and  Li+  258  are  often  found  
in  contact  with  the  electrodes,  though  less  so  for  divalent  cations  such  as  Mg2+  due  to  the  
stronger  solvation  shells260.    
Thus,  the  lack  of  Zn2+  in  the  innermost  layers  could  be  a  result  of  many  factors,  in  
addition  to  the  stronger  solvation  shells.  However,  the  use  of  a  much  greater  surface  charge  
density,  which  results  in  stronger  layering  and  probably  greater  free  energy  barriers  near  
the  interface,  is  likely  to  be  another  important  factor.  Finally,  it  should  be  reminded  that  the  
electronic  polarizability  is  only  approximated  by  the  use  of  a  scaled  charge,  and  although  it  
has  not  been  incorporated  in  either  of  the  other  studies258,  260,  it  is  very  likely  going  to  be  
more  important  for  a  zinc  system,  due  to  the  softness  of  the  zinc’s  3d10  shell.  However,  a  
realistic  zinc  model  remains  elusive  even  with  more  advanced  methods  such  as  those  based  
on  quantum  mechanics  (as  discussed  in  chapter  2  in  section  2.1.13).  
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Figure   4.7   Inner   layer   structures   of   [C2mim][dca]   and   [C4mpyr][dca]   at   the   –5s   graphene  
electrodes  with  (a)  and  (b)  showing  full  structures  and  (c)  and  (d)  showing  only  rings  (imidazolium  and  
pyrrolidinium,  respectively)  for  clarity.  Cation  counts  are  shown  below  the  charts.  
Lastly  in  regards  to  this  part  of  the  discussion,  it  should  be  mentioned  that  the  crowding  
regime  is  considered  to  be  fully  reached  when  the  intermediate  anion  layer  completely  
disappears,  resulting  in  two  adjacent  cation  layers,  as  discussed  in  the  original  papers82,  85.  
Although  this  regime  was  not  reached  at  the  used  electrode  charge  densities,  this  work  
shows  that  even  as  the  system  begins  its  transition  towards  this  regime,  there  can  be  
serious  consequences  for  the  interfacial  structuring.  In  the  experimental  verification  of  the  
crowding  phenomenon,  the  authors  also  note  that  the  crowded  electrode  contains  a  
mixture  of  ions,  and  not  only  an  extended  layer  of  a  single  ion  type139.  What’s  more,  this  
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work  shows  that  the  crowding  transitions  in  IL  systems  can  be  triggered  at  lower  potentials  
than  expected135,  274  –  essentially  as  soon  as  the  first  co-­‐ion  density  peak  starts  showing  a  
decrease,  and  that  these  transitions  can  be  triggered  by  a  variety  of  factors.  Consequently,  it  
is  expected  that  the  reduced  concentration  of  zinc  near  the  interface  in  the  [C4mpyr][dca]  
system  plays  a  key  role  in  the  poorer  electrochemical  performance  of  this  system,  which  
would  also  be  affected  by  the  different  interfacial  structures  of  the  ILs  as  these  were  shown  
to  affect  the  electron  transfer  across  the  interface285,  365.  
4.5.2   Partial  molecular  density    
Here,  partial  molecular  density  along  the  z-­‐axis  is  calculated  for  the  COG  of  each  
molecule,  with  zinc  being  represented  by  the  usual  atomic  density  (Fig.  4.8).    
This  type  of  analysis  is  used  to  obtain  the  most  accurate  estimate  of  the  locations  of  the  
ionic  layers,  which  are  then  used  to  designate  the  bins  for  charge-­‐binning  analyses  in  section  
4.5.4.  Furthermore,  as  the  notion  of  a  “layer”  is  being  extensively  used  in  this  thesis,  a  brief  
discussion  on  the  meaning  of  this  concept  is  presented  in  the  next  section.  
Based  on  the  COG-­‐defined  peaks,  the  systems  were  partitioned  along  the  z-­‐axis  such  
that  the  peaks  are  used  to  guide  the  identification  of  the  interfacial  bins  on  the  z  axis  (Table  
4.1).    
System   Bin  margins  
[C4mpyr][dca]  0s   [0.100,  0.705],  [0.705,  1.245],  [1.245,  1.725],  [1.725,  2.081],  
[2.081,  2.851]  
[C4mpyr][dca]  1s   [0.100,  0.575],  [0.575,  0.875],  [0.875,  1.235],  [1.235,  1.556],  
[1.556,  2.045],  [2.045,  2.691]  
[C4mpyr][dca]  5s   [0.100,  0.581],  [0.581,  0.945],  [0.945,  1.445],  [1.445,  2.000],  
[2.000,  2.345],  [2.345,  2.791]  
[C2mim][dca]  0s   [0.100,  0.630],  [0.630,  1.050],  [1.050,  1.485],  [1.485,  2.170],  
[2.170,  2.750]  
[C2mim][dca]  1s   [0.100,  0.575],  [0.575,  1.000],  [1.000,  1.365],  [1.365,  1.935]  
  
[C2mim][dca]  5s   [0.100,  0.655],  [0.655,  1.040],  [1.040,  1.410],  [1.410,  1.700]  
Table  4.1  Layer  margins  for  the  charge-­‐binning  analyses,  rounded  to  3  decimal  places.  Margins  are  
given  for  each  layer  as  [z1,  z2]  in  nm.  Note  that  all  interfacial  space  is  accounted  for  (i.e.  no  “unbinned”  
space)  and  up  to  a  distance  where  density  oscillations  are  no  longer  significant.  
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Figure  4.8  Partial  molecular  densities  based  on  the  centre  of  geometry  of  each  molecule  of  the  
[C4mpyr][dca]  (b,d,f)  and  [C2mim][dca]  (a,c,e)  systems  at  all  three  surface  charge  densities  (top  row:  
0s,  middle  row:  1s,  bottom  row:  5s).  Zinc  is  represented  by  the  usual  partial  atomic  density  but  this  
time  scaled  up  by  a  factor  of  3.  
4.5.3   Definition  of  a  layer  
The  concept  and  definition  of  a  layer  in  interfacial  IL  systems  is  non-­‐trivial.  Although  the  
layering  behaviour  can  be  clearly  discerned  in  terms  of  both  the  force  profiles  (AFM  and  SFA  
experiments)  and  partial  densities  (MD  simulations),  most  layers  (with  possible  exception  of  
some  adsorbed  layers)  will  probably  experience  significant  overlaps  due  to  entropy,  
diffusion,  molecular  asymmetries  and  intermolecular  interactions.  Therefore,  a  layer  in  a  
macroscopic  sense  should  not  be  considered  in  the  same  way  as  a  layer  at  the  microscopic  
scale.  In  the  former  case  it  may  be  possible  to  obtain  an  estimate  of  a  layer’s  thickness  with  
reasonable  accuracy,  but  in  the  latter,  at  the  micro-­‐scale,  this  may  not  always  be  possible.  
The  question  then  arises  as  to  why  the  thickness  or  location  of  a  layer  should  be  important.  
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Although  from  a  materials  engineering  perspective  there  could  be  many  reasons  to  seek  this  
answer,  such  as  for  example  in  the  investigation  of  lubrication  mechanics,  for  the  present  
study  however  the  answer  to  this  question  is  not  of  great  concern.  However,  in  order  to  
investigate  the  electrode  screening  behaviour,  it  is  helpful  and  perhaps  slightly  more  
accurate  to  design  the  charge-­‐binning  analyses  such  that  the  bins  correspond  to  the  
particular  molecular  moieties  or  whole  molecules  in  order  to  investigate  the  correlation,  if  
any,  between  the  molecular  structure  and  the  electrode  screening.  To  elaborate,  and  to  
obtain  a  more  accurate  picture  of  the  layering  profile  of  these  two  systems,  two  additional  
atomic  partial  densities  are  computed,  but  this  time  the  terminal  alkyl  hydrogens  on  the  
longest  chain  on  the  IL  cations  are  included  in  the  analysis  (Fig.  4.9).  These  densities  are  
shown  in  Fig.  4.10.  
Starting  with  the  pyrrolidinium  system,  as  can  be  noted  in  Fig.  4.10  b,  a  single  sharp  
hydrogen  peak  appears  between  0.5  nm  and  1  nm  near  the  negative  electrode,  implying  a  
layer-­‐like  high  concentration  of  alkyl  chains.  This  section  was  binned  separately  (i.e.  the  
second  bin)  even  though  that  in  great  part  it  belongs  to  the  same,  adsorbed  layer.  This  is  
because  the  same  section  is  not  significant  in  the  COG  plot  (Fig.  4.8  f)  and  is  frequented  by  
the  anions  from  the  first  anionic  layer  and  cations  from  the  second  cationic  layer.  Although  
the  binning  margins  can  be  selected  arbitrarily  in  any  number  of  ways  depending  on  the  
purpose  of  the  study,  and  as  long  as  all  volume  is  accounted  for,  this  example  clearly  
illustrates  that  the  concept  of  a  layer  in  IL  systems  is  vague.    
  
Figure   4.9  3D   ball   and   stick  models   of   the   [C2mim]   (a)   and   the   [C4mpyr]   (b)   cations  with   the  
terminal  alkyl  hydrogens  on  the  longest  chain  labelled  and  coloured  green.  Nitrogens  are  coloured  
dark  red,  carbons  grey  and  other  hydrogens  white.  
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Figure  4.10  Partial  atomic  densities  of  the  [C2mim][dca]+Zn  (a)  and  [C4mpyr][dca]+Zn  (b)  systems  
at  5s  electrodes  and  700  K  (step  2)  with  the  densities  of  the  terminal  alkyl  hydrogens  on  the  longest  
chain  shown  explicitly  (dashed  line)  to  illustrate  their  layer-­‐building  contribution.  Hydrogen  densities  
were  scaled  down  by  factors  of  0.2  and  0.4  in  (a)  and  (b),  respectively,  for  clarity.  Zinc  density  was  
scaled  up  by  a  factor  of  3.  
Similar  to  the  results  for  the  [C4mpyr]  cation,  Fig.  4.10  a  shows  the  [C2mim]  terminal  
hydrogen’s  two  sharp  peaks  at  around  0.25  nm  and  0.6  nm,  indicating  that  the  imidazolium  
cation  takes  up  two  distinct  orientations;  one  with  the  longer  alkyl  chain  oriented  towards  
the  surface  and  another  with  the  chains  oriented  away  from  the  surface.  In  this  case,  the  
first  bin  is  again  taken  to  be  within  0.7  nm  from  the  surface  as  in  the  pyrrolidinium  case  (see  
Table  4.1),  but  here  the  bin  covers  mostly  all  of  the  adsorbed  layer  (i.e.  the  ethyl  chain  is  not  
as  long  as  the  butyl).  Note  that  the  adsorbed-­‐layer  orientation  of  these  two  cations  near  
charged  graphene  electrodes  are  consistent  with  the  findings  from  the  previous  chapter  and  
the  literature  cited  therein.  
It  should  also  be  noted  that  the  situation  here  is  slightly  different  than  in  the  case  of  the  
coarse-­‐grained  IL  model  by  Fedorov  et  al.84,  in  which  the  inner  layer  was  defined  as  the  
“charged  head”  plus  a  “neutral  tail”  oriented  away  from  the  surface  at  high  electrode  
charge  density  with  no  anions  entering  this  region.  In  the  present  case,  the  tail  is  not  
neutral,  but  carries  a  positive  charge  of  0.176  e,  or  22%  of  the  total  0.8  e,  thus  it  attracts  
other  species  and  so  blends  the  first  layer  with  the  second.    
Further  to  the  discussion,  a  layer  margin  could  also  be  defined  as  the  plane  of  the  
weakest  force,  such  that  when  an  attempt  to  penetrate  or  pressure  the  said  layer  is  made,  
the  layer  could  break  or  slip  along  this  (shear)  plane.  In  such  a  case  the  separation  (or  a  slip)  
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of  the  two  adjacent  sides  along  the  shear  plane  might  not  necessarily  result  in  a  
homogenous  separation  of  two  layers,  but  it  should  give  an  approximate  estimate  of  where  
the  layers  are.  This  could  be  one  way,  for  example,  to  obtain  some  physical  information  
about  the  thickness  of  each  layer.  Both  the  SFA104,  105,  159  and  the  AFM80  are  capable  of  
detecting  these  inter-­‐layer  forces,  and  indeed  estimate  the  layer  thickness,  though  the  latter  
method  can  do  so  for  very  narrow  surface  areas  as  well  and  can  even  detect  the  rupture  of  a  
single  layer183.  At  any  rate,  no  attempts  have  been  made  here  to  identify  these  potential  
shear  planes  and  the  discussions  of  “layers”  in  the  electrode  screening  analysis  are  based  on  
the  partial  density  of  the  COG  of  each  species.  However,  for  the  [C4mpyr][dca]  system  care  
is  taken  to  consider  the  screening  due  to  the  entire  adsorbed  layer,  which  is  spread  over  the  
two  bins.  
4.5.4   Electrode  screening  analysis  
As  mentioned  earlier,  the  average  charge  provided  by  each  layer  was  computed  by  
binning  the  charges  for  each  layer  and  averaging  them  over  the  time  of  the  simulation  (Fig.  
4.11).    
4.5.4.1   Screening  analysis:  0s  electrodes  
In  the  cases  of  uncharged  electrodes  (Fig.  4.11  a  and  d)  the  adsorbed  layers  of  both  
systems  contained  more  cations  than  anions,  but  in  the  [C4mpyr][dca]  system  (Fig.  4.11  d)  
this  difference  was  three  times  as  large  (i.e.  +1.1  e  in  the  [C2mim][dca]  system  and  +3.2  e  in  
the  [C4mpyr][dca]  system).  This  is  primarily  attributed  to  the  longer  alkyl  chains  of  the  
[C4mpyr]  cation,  which  were  previously  shown  to  interact  and  stabilise  cations  onto  the  
surface  (see  Chapter  3)327,  but  also  to  the  greater  size  of  the  cation,  which  takes  up  more  
electrode  surface  area  when  the  alkyl  chains  are  oriented  parallel  to  the  electrode  (as  is  the  
case  for  uncharged  electrodes).  This  unequal  concentration  of  cations  and  anions  at  the  
surface  then  stimulates  the  growth  of  the  additional  layers  that  then  screen  the  generated  
net  charge.  
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Figure  4.11  Charges  per  layer  near  the  negative  electrodes  for  [C2mim][dca]  system  at  0s,  1s  and  
5s  (a,  b  and  c,  respectively)  and  [C4mpyr][dca]  system  at  0s,  1s  and  5s  (d,  e  and  f,  respectively)  at  
700  K.  Red  bars  represent  positive  charges  due  to  cations,  blue  bars  negative  charges  due  to  anions  
and  black  bars  represent  the  overall  charge  balance  for  each  individual  layer.  Charges  located  on  the  
electrodes  are  represented  by  the  black  bars  placed  at  z  <  0  locations.  Each  bar  is   labelled  with  its  
value,   rounded   to  1  decimal  place   for   clarity.   The   locations  of   the  bars  on   the   z   axis   corresponds  
roughly   to   the   peaks   (COGs)   of   each   layer.   There   are   no   spaces   between   bins   and   all   charge   is  
accounted  for  (see  Table  4.1).  In  the  5s  cases  the  charge  labels  for  the  cations  in  the  inner  layer  are  
the  top  numbers  (the  number  immediately  below  is  the  charge  balance  on  that  layer).  
4.5.4.2   Screening  analysis:  1s  electrodes  
The  situation  in  the  1s  cases  (Fig.  4.11  b  and  e)  already  shows  an  interesting  charge  
distribution  behaviour.  Here,  the  total  charge  on  the  negative  electrode  is  –6.8  e,  yet  each  
of  the  adsorbed  layers  overscreens  this  charge.  The  [C4mpyr]  system  (Fig.  4.11  e)  provides  a  
substantial  +10.0  e  (an  excess  of  1.47  times  more  than  needed  for  complete  screening),  
while  the  [C2mim]  system  (Fig.  4.11  b)  provides  a  slightly  lower  but  still  significant  counter-­‐
charge  of  +9.2  e  (an  excess  of  1.35).  This  ratio  of  the  average  charge  provided  by  the  IL  layer  
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versus  the  total  charge  up  to  that  distance  is  defined  as  the  screening  factor  =  (charge  
supplied  in  the  bin  z=L+1)  /  (charge  balance  for  bins  0  to  L).  
Furthermore,  the  second  layer  in  the  [C4mpyr][dca]  system  then  provides  an  average  
charge  of  –5.9  e,  which  is  1.84  times  greater  than  the  charge  balance  from  the  electrode  
and  the  adsorbed  layer.  On  the  other  hand,  the  second  layer  in  the  [C2mim][dca]  system  
provides  only  –2.0  e,  which  is  an  underscreening  with  a  factor  of  0.83  with  respect  to  the  
charge  balance  from  the  electrode  and  the  adsorbed  layer.  The  third  layer  in  the  
[C4mpyr][dca]  system  delivers  an  average  of  +4.3  e,  which  is  again  an  overscreening  with  
respect  to  the  charge  balance  on  the  electrode  and  the  first  two  layers  by  a  factor  of  1.59,  
while  the  third  layer  in  the  [C2mim][dca]  system  delivers  a  negligible  –0.6  e.  This  clearly  
indicates  that  the  [C4mpyr][dca]  system  has  a  propensity  for  persistent  large  overscreening.    
4.5.4.3   Screening  analysis:  5s  electrodes  
In  the  cases  of  5s  electrodes  (Figs.  4.11  c  and  f),  the  results  again  reveal  the  most  
interesting  findings.  Here,  the  total  charge  on  the  negative  electrode  is  –34  e,  but  this  time  
the  [C2mim][dca]  system  (Fig.  4.11  c)  delivers  the  greater  charge  balance  –  a  remarkable  
+39.8  e  (an  overscreening  with  a  factor  of  1.17).  The  situation  in  the  [C4mpyr][dca]  system  
(Fig.  4.11  f)  needs  to  be  considered  here  with  care  because  the  inner  layer  is  actually  spread  
over  the  two  bins  in  the  0<z<1  nm  region  due  to  the  outstretched  butyl  chain  that  forms  
part  of  the  second  layer  (as  discussed  in  section  4.5.3).  Therefore,  the  charge  balance  over  
the  inner  two  bins  yields  a  net  of  +33.2  e  (i.e.  28.7  +  4.5),  which  is  slightly  in  the  domain  of  
underscreening  with  a  factor  of  0.98.  Given  the  fact  that  this  system  was  shown  to  have  a  
propensity  for  greater  overscreening  at  the  same  electrode  charge  density,  it  is  then  not  
surprising  that  at  5s  and  an  inner  layer  screening  factor  of  0.98  (compared  to  1.47  exhibited  
at  1s),  this  system  shows  signs  of  having  begun  its  transition  towards  the  crowding  regime.  
Nonetheless,  there  remains  a  high  possibility  of  poor  interaction  strength  between  the  
weakly  charged  outstretched  butyl  chain  and  the  anion  layer,  which  might  be  contributing  
towards  the  triggering  of  this  transition,  or  which  might  be  altogether  directly  related  to  the  
tendency  of  this  system  for  large  overscreening.  This  is  discussed  a  bit  further  in  section  
4.5.6.2.  
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4.5.5   Electrostatic  potential  
Electrostatic  (i.e.  Poisson)  potentials  for  both  systems  at  all  charge  densities  are  plotted  
in  Fig.  4.12.  Charge  density  comparisons  for  the  5s-­‐700K  systems  are  shown  in  Appendix  4B.  
The  potential  drops  with  respect  to  each  electrode  can  be  estimated  from  the  plots  of  
the  Poisson  potentials.    
  
Figure   4.12  Poisson   potentials   of   the   [C2mim][dca]+Zn   (a,   c,   e)   and   [C4mpyr][dca]+Zn   (b,   d,   f)  
systems  at  300  K,  700  K  and  1000  K  (steps  2,  3  and  4)  for  the  0s  (top  row),  1s  (middle  row)  and  5s  
(bottom  row)  conditions.    
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Figure   4.13   Poisson   potential   of   the   [C2mim][dca]+Zn   system   with   uncharged   electrodes  
illustrating  how  the  anodic  potential  of  zero  charge  (labelled  as  DV)  is  estimated.  
The  potential  drop,  DV,  is  given  by  DV  =  Velectrode  –  Vbulk  –  VPZC,  where  Velectrode  is  the  potential  
on  the  electrode,  VPZC  is  the  potential  of  the  bulk  in  the  case  of  uncharged  electrodes  (i.e.  
Fig.  4.12  a-­‐b)  and  Vbulk  the  potential  in  the  bulk  IL  in  the  case  of  charged  electrodes  (i.e.  Fig.  
4.12  c-­‐f)  for  which  the  potential  drop  is  being  calculated.  Using  the  potential  drops  it  is  then  
possible  to  estimate  the  integral  capacitance  of  each  electrode  by  evaluating  C  =  s  /  DV.  
VPZC  for  the  [C4mpyr][dca]  system  is  estimated  to  be  roughly  about  –0.05  V  (Fig.  4.12  b),  
which  is  slightly  lower  than  –0.1  V  for  [C2mim][dca]  (Figs.  4.12  a  and  4.13).  The  estimation  of  
the  PZC  for  the  latter  system  is  shown  in  Fig.  4.13.  Although  these  values  include  a  large  
error  due  to  the  slow  dynamics  at  300  K,  they  are  nevertheless  small  compared  to  the  
values  of  the  potential  drop  at  higher  charge  densities  and  therefore  have  only  a  minor  
contribution  towards  the  final  values.  Additionally,  other  sources  of  error  at  any  
temperature  include  the  fact  that  the  charges  were  scaled  down  by  20%  and  that  electronic  
polarizability  was  not  included  in  the  simulations.  Therefore,  the  electrostatic  potentials  
presented  here  (and  in  other  studies  with  similar  methodology)  should  be  considered  with  
care  and  mostly  for  comparative  purposes.  
With  the  electrodes  set  to  1s  (Fig.  4.12  c-­‐d),  the  potential  drops  with  respect  to  the  
negative  electrode  (here  the  anode)  are  »  1.4  V  and  »  1.1  V  for  the  [C2mim]  and  [C4mpyr]  
systems,  respectively,  at  300  K.  At  700  K  the  anodic  potential  drop  in  the  [C2mim]  system  is  
around  1.35  V  (roughly  the  same  as  at  1000  K),  while  the  drop  in  the  [C4mpyr]  system  at  700  
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K  is  around  1.3  V  and  at  1000  K  around  1.4  V.  Thus,  although  the  values  are  similar,  it  can  be  
concluded  that  the  anodic  potential  drops  at  1s  are  slightly  higher  in  the  [C2mim][dca]  than  
in  the  [C4mpyr][dca].  Therefore,  the  [C2mim][dca]  system  exhibits  lower  anodic  capacitance  
compared  to  the  [C4mpyr][dca]  system  at  the  1s  conditions  and  at  lower  temperatures.  
With  the  5s  electrodes  (Fig.  4.12  e-­‐f),  the  situation  is  reversed,  reminiscent  of  the  
charge  binning  results  (Fig.  4.11).  This  time  the  anodic  potential  drops  at  all  temperatures  
are  greater  in  the  [C4mpyr][dca]  system  by  a  margin  of  between  1.0  to  1.2  V.  This  implies  
that  the  anodic  capacitance  of  this  system  is  now  significantly  reduced,  which  can  be  linked  
back  to  the  underscreening  at  the  adsorbed  layer  and  the  collapse  of  this  system’s  anion  
layer  at  –5s.    
Thus,  the  most  notable  finding  from  the  set  of  plots  for  the  charged  electrodes  (Fig.  4.12  
c-­‐f)  is  the  fact  that  the  anodic  potential  drop  is  initially  greater  in  the  [C2mim][dca]  system  
(Fig.  4.12  c)  but  after  raising  the  charge  to  5s  the  drop  becomes  greater  in  the  
[C4mpyr][dca]  system  (Fig.  4.12  f).  This  is  therefore  another  confirmation  of  the  weaker  
screening  power  of  the  [C4mpyr][dca]  system.  
4.5.5.1   Capacitance  values  at  –5s  
The  study  of  the  electrode  capacitance  is  slightly  outside  the  scope  of  this  project  for  
two  reasons.  First,  a  proper  study  of  the  capacitive  behavior  should  be  performed  at  
multiple  finely-­‐spaced  electrode  charge  densities  so  that  a  plot  of  differential  capacitance  
(DC)  versus  potential  can  be  obtained  and  studied  in  relation  to  the  theoretical  models.  
Such  a  plot  could  also  be  used,  for  example,  to  determine  the  optimum  operating  potential  
of  a  battery  or  a  supercapacitor.  Unfortunately,  a  study  of  DC  is  time-­‐consuming  and  
expensive.  And  second,  as  it  is  currently  not  clear  how  the  capacitance  is  related  to  the  
electrochemical  performance,  this  topic  is  left  for  a  future  study.  Nonetheless,  in  order  to  
briefly  explore  the  differences  in  the  anodic  capacitances  at  –5s,  an  integral  capacitance  is  
calculated  for  these  two  systems  below.    
For  the  example  of  the  [C2mim][dca]+Zn  system  at  5s  (Fig.  4.14),  the  actual  potential  
drop  with  respect  to  the  negative  electrode  is  given  by:  
DV  =  Velectrode  –  Vbulk  –  VPZC  
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DV  =  0  –  10.85  +  0.1  =  –  10.75  V  
The  capacitance  at  the  negative  electrode  (i.e.  5s  =  –  30.56  µC  cm–2)  is  then  found  from:  
C  =  –  30.56  µC  cm–2  /  –  10.75  V  =  2.84  µF  cm–2  
Again,  this  value  is  likely  underestimated  due  to  the  approximations  and  methodology  as  
discussed  above  and  in  the  Methods.  For  example,  for  a  slightly  related  IL  ([C4mim][PF6])  Sha  
et  al.274  obtain  a  higher  capacitance  of  3.53  µF  cm–2  even  at  a  lower  charge  density  (19.22  
µC  cm–2),  though  the  differences  exist  in  both  the  cation  and  the  anion,  and  the  system  was  
modeled  with  an  Au(100)  electrode.  
  
Figure   4.14   Poisson   potential   of   the   [C2mim][dca]+Zn   system   at   5s   electrodes   showing   the  
estimation  of  the  anodic  potential  drop.  
The  capacitance  of  the  anode  in  the  [C4mpyr][dca]+Zn  system  at  5s  was  estimated  to  be  
2.54  µF  cm–2  ,  which  is  similarly  underestimated,  but  definitely  lower  than  that  in  the  
[C2mim][dca]+Zn  system.  Therefore,  these  findings  are  again  in  agreement  with  those  from  
the  previous  sections.  More  importantly  however,  in  an  experimental  study  of  the  DC  of  two  
similar  ILs,  N-­‐butyl-­‐N-­‐methylpyrrolidinium  hexafluorophosphate  ([C4mpyr][PF6])  and  1-­‐butyl-­‐
4-­‐methylimidazolium  hexafluorophosphate  ([C4mim][PF6]),  Zhang  et  al.366  report  that  the  
anodic  capacitance  is  greater  in  the  [C4mim]  system  than  in  the  [C4mpyr]  system,  which  is  in  
agreement  with  the  results  obtained  here.  
4.5.6   Polarizability  effects  
Several  tests  were  made  to  explore  the  behaviour  of  the  [C4mpyr][dca]  system  under  
two  different  conditions  that  are  associated  with  polarizability  effects.  First,  the  system  was  
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simulated  with  a  set  of  pseudo-­‐polarized  electrodes.  This  was  done  to  investigate  how  the  
layering  behaviour  changes  when  the  electrode  surface  charge  density  is  non-­‐uniform  as  
would  be  the  case  in  a  polarizable  system.  Second,  the  system  was  simulated  with  full  
charges  on  the  IL  ions  (i.e.  unscaled  charges).  This  was  done  to  investigate  how  the  layering  
behaves  when  the  adsorbed  layer  is  able  to  deliver  the  full  weight  of  its  charge  instead  of  
the  usual  80%.  And  third,  the  system  was  simulated  with  both  pseudo-­‐polarized  electrodes  
and  full  IL  charges  to  investigate  the  combined  effect  of  full  charges  and  polarized  
electrodes  on  the  layering.  Detailed  analyses  in  this  case  were  not  deemed  necessary  as  the  
primary  objective  was  the  study  of  partial  densities  and  the  general  layering  behaviour.  
However,  an  extension  to  this  work  is  planned  as  part  of  a  future  study.  
4.5.6.1   Pseudo-­‐polarized  electrodes  
The  non-­‐uniform  polarization  scheme  for  the  5s  electrodes  was  introduced  and  
discussed  in  the  Methodology  chapter,  but  is  reproduced  here  for  easier  reference  (Fig.  
4.15).  Simulation  procedure  in  this  case  involved  only  the  first  two  steps  from  the  main  
method,  and  the  partial  density  (Fig.  4.16)  is  plotted  for  step  2,  as  before.  
  
Figure   4.15   A   5s   pseudo-­‐polarized   electrode   with   four   different   surface   charge   groups   as  
indicated  on  the  diagram.  The  dimensions  of  the  electrode  are  the  same  as  for  the  uniformly  charged  
electrodes  in  the  main  simulations.  
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Figure  4.16  Partial  atomic  density  profile  of  the  [C4mpyr][dca]  confined  by  5s  pseudo-­‐polarized  
(PP)  electrodes  for  9ns  of  a  700  K  simulation  (i.e.  step  2).  q  =  0.8  is  the  charge-­‐scaling  factor.  
As  is  clear  from  the  above  figure,  it  is  very  likely  that  a  polarizable  electrode  will  have  a  
significant  effect  on  the  interfacial  structure  judging  by  the  somewhat  recovered  first  
anionic  peak  near  the  negative  electrode  and  an  overall  slightly  more  stable  layering  in  this  
region  than  before.  Nonetheless,  the  inability  of  the  adsorbed  layer  to  provide  the  large  
overscreening  is  obvious  in  the  strongly  peaked  second  cationic  layer,  and  in  the  still-­‐
collapsed  first  anionic  layer  in  this  system,  so  it  is  reasonable  to  assume  that  this  validates  
the  previous  findings  in  general.  However,  it  would  be  premature  to  draw  any  definitive  
conclusions  at  this  stage  without  further  analyses  and  additional  simulations,  including  a  
study  of  the  polarization  behaviour  of  the  adsorbed  layer  by  quantum  mechanical  methods,  
which  is  certainly  a  topic  for  a  future  study.  
4.5.6.2   Screening  with  unscaled  charges  
Naturally,  an  adsorbed  layer  at  the  negative  electrode  will  most  likely  be  polarized,  with  
the  charges  on  the  cation  being  pulled  towards  the  electrode  side,  which  will  depend  on  the  
structure  of  the  cation  and  its  orientation  at  the  surface.  Indeed,  this  is  likely  one  of  the  
reasons  why  the  [C4mpyr][dca]  system  experiences  a  layering  instability  at  the  –4s  and  –5s  
electrodes  and  a  loss  of  anionic  density.  Namely,  the  butyl  chain  is  weakly  charged  to  begin  
with  (when  charges  are  unscaled),  but  it  is  then  even  more  weakly  charged  when  the  
charges  are  scaled  down  by  20%.  When  this  butyl  chain  is  fully  oriented  away  from  the  
electrode,  and  this  becomes  true  in  general  for  most  cations  within  the  adsorbed  layer  
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(which  occurs  at  –4s  and  –5s),  the  collective  butyl  chain  structure  creates  a  “spacer”  type  
of  a  layer  or  a  hindrance,  thus  creating  unfavourable  conditions  for  the  build-­‐up  of  the  
anions  in  this  region.  This  would  then  of  course  play  into  the  fact  that  the  [C4mpyr]  cation  is  
unable  to  screen  the  electrode  within  the  first  charge  bin  (Fig.  4.11  f),  so  this  combination  of  
factors  triggers  the  transition  of  this  system  into  the  crowding  regime,  which  leads  to  the  
build-­‐up  of  the  second  cationic  layer.  While  it  seems  counter-­‐intuitive  that  a  cation-­‐rich  
region  might  be  creating  unfavourable  conditions  for  the  build-­‐up  of  anions  in  the  same  
region,  it  needs  to  be  emphasized  that  the  molecular  charge  density  is  not  the  same  as  a  
simple  point  charge,  so  the  conditions  might  emerge  at  which  this  type  of  complex  
electrostatic  environment  could  exist.  Although  the  exact  role  of  the  anion  in  this  case  is  not  
yet  clear  (this  is  investigated  in  Chapter  6),  this  section  explores  the  partial  density  in  the  
case  where  the  charges  on  the  ions  are  not  scaled  down.  Additionally,  the  simulation  was  
performed  with  9  mol%  Zn[dca]2  present  as  in  the  main  study.  A  partial  density  plot  is  
shown  in  Fig.  4.17.  
As  is  obvious  from  Fig.  4.17,  enabling  the  full  charges  has  had  a  stabilizing  effect  for  the  
anodic  interfacial  region.  The  anion  density  has  been  greatly  enhanced  in  the  first  anionic  
layer  and  the  overall  layering  appears  to  be  more  ordered  than  in,  for  example,  Fig.  4.6  b.  
However,  the  two  dominant  layers  are  still  the  first  and  the  second  cationic  layers,    
  
Figure  4.17  Partial  atomic  density  profile  of  the  [C4mpyr][dca]+Zn  system  with  full  charge  (FC),  
confined  by  5s  (uniformly  charged)  electrodes,  for  9ns  of  a  700  K  simulation  (i.e.  step  2).    
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indicating  that  the  system  has  probably  again  entered  into  the  crowding  transition,  thus  
validating  the  previous  findings  in  general.  Furthermore,  the  distribution  of  zinc  is  
significantly  different  than  in  the  Fig.  4.6  b.  Here,  the  zinc  density  has  an  almost  symmetric  
distribution  in  the  bulk  electrolyte  that  is  characterised  by  many  sharp  peaks,  indicating  its  
greatly  limited  diffusivity.  Additionally,  zinc  is  not  found  in  as  large  quantities  near  the  
interface  as  before  (in  the  1-­‐2nm  region),  indicating  that  the  free  energy  barriers  are  now  
probably  much  higher  than  before.  Overall,  this  is  most  likely  a  result  of  overestimated  
interactions  as  discussed  in  the  methodology.  
4.5.6.3   Unscaled  charges  and  pseudo-­‐polarized  electrodes  
Lastly,  an  attempt  is  made  to  combine  both  the  pseudo-­‐polarized  electrodes  and  the  
full-­‐charge  system  in  order  to  perform  a  quick  comparison  to  the  Fig.  4.16.  To  that  end,  one  
simulation  is  performed  (without  zinc)  and  the  partial  density  plot  is  shown  in  Fig.  4.18.  
While  the  partial  density  plot  in  this  case  reveals  a  much  more  stable  layering  profile  
near  the  negative  electrode  and  an  almost  fully-­‐recovered  anionic  density,  it  is  clear  that  
even  in  this  extreme  case  the  system  still  experiences  a  greater  second  cationic  density  than  
the  first  anionic  density.  This  again  indicates  that  the  greater  charge  density  in  the  butyl  
chain  region  is  probably  the  driving  force  for  the  recovery  of  the  anionic  density  and  the  
overall  layering.  However,  whether  the  butyl  chain  can  retain  such  a  large  charge  near  a  5s  
  
Figure  4.18  Partial  atomic  density  profile  of  the  [C4mpyr][dca]  IL  with  full  charges  (FC)  confined  by  
5s  pseudo-­‐polarized  (PP)  electrodes  for  9ns  of  a  700  K  simulation  (i.e.  step  2).    
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electrode  is  questionable,  if  not  unlikely.  Lastly,  the  impact  of  a  20%  stronger  screening  as  a  
result  of  full  charges  should  not  be  underestimated  in  its  role  to  fully  screen  the  electrode  
and  thus  minimise  the  effect  of  the  electric  field  emanating  from  the  electrode  (in-­‐depth  
screening  in  this  case  was  not  investigated).  Therefore,  the  interface  between  a  
[C4mpyr][dca]  IL  and  a  negative  graphene  electrode  at  medium  and  high  surface  charge  
densities  is  most  likely  in  a  complex  electrostatic  equilibrium  that  is  characterised  by  several  
key  interactions  as  briefly  discussed  and  proposed  here.  Thus,  in  order  to  explore  this  
phenomenon  further,  the  system  needs  to  be  simulated  by  a  variety  of  quantum  mechanical  
and  MD  methods,  which  is  a  topic  for  a  future  study  as  mentioned  earlier.  
4.6   Conclusions  
This  chapter  presents  a  set  of  findings  that  show  how  two  IL  electrolyte  systems,  
[C4mpyr][dca]  and  [C2mim][dca]  with  9%  Zn(dca)2  salt,  differ  in  their  electrode-­‐screening  
behaviour,  which  may  be  implicated  in  an  effect  on  their  electrochemical  performance.  
Namely,  when  confined  by  graphene  charged  to  1s  or  ±  0.38  e  nm–2,  both  systems  
exhibit  characteristic  layering  in  which  the  inner  adsorbed  layer  overscreens  the  electrode  
charge.  The  [C2mim]  system  overscreens  the  negative  electrode  by  a  factor  of  1.35  while  the  
[C4mpyr]  overscreens  it  by  a  factor  of  1.47.  Notably,  the  [C4mpyr][dca]  system  also  shows  a  
tendency  for  large  overscreening  in  the  subsequent  layers  while  [C2mim][dca]  does  not.  
When  the  graphene  surface  charge  density  is  raised  to  5s  or  ±  1.91  e  nm–2,  the  [C2mim]  
system’s  adsorbed  layer  is  again  able  to  overscreen  the  negative  electrode  but  by  a  
moderately  reduced  factor  of  1.17  (i.e.  15%  reduction  with  respect  to  1.35),  whereas  the  
[C4mpyr]  adsorbed  layer  is  unable  to  fully  screen  the  electrode  and  shows  a  screening  factor  
of  0.98  (i.e.  50%  reduction  with  respect  to  1.47).    
[C2mim][dca]  achieves  more  efficient  screening  by  reorienting  its  cations  to  a  highly-­‐
tilted  conformation  whereby  the  imidazolium  rings  are  stacked  at  high  angles  next  to  each  
other  and  in  chains,  which  can  be  stabilised  by  π  –  π  orbital  interactions364.  This  allows  
[C2mim][dca]  to  pack  a  very  densely  populated  layer  of  cations  onto  the  negative  surface.  In  
addition,  this  IL  did  not  appear  to  reach  an  orientational-­‐saturation  regime,  which  is  hereby  
defined  as  a  regime  in  which  all  of  the  cations  are  in  an  orientation  that  maximises  their  
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packing  density.  In  other  words  –  this  IL  may  effectively  screen  an  even  greater  surface  
charge  density.  
[C4mpyr][dca]  on  the  other  hand  is  a  less  efficient  screening  material  and  even  though  it  
also  has  some  flexibility  in  adopting  a  different  orientation  to  maximise  its  screening  
power327,  this  screening  is  still  heavily  hindered  by  the  bulkiness  and  geometry  of  the  
[C4mpyr]  cation  and  a  transition  into  the  lattice  saturation  regime.  This  is  exacerbated  by  
the  tendency  of  this  system  for  large  overscreening,  which  is  probably  caused  by  alkyl  chain  
interactions.  These  factors  then  act  to  trigger  the  onset  of  transition  of  this  system  into  the  
crowding  regime.  This  transition  is  marked  by  the  decrease  of  the  first  anion  peak  and  an  
increase  of  the  second  cation  peak  near  the  negative  electrode,  which  then  acts  to  reduce  
the  concentration  of  zinc  in  this  region.    
The  exact  cause  for  the  collapse  of  the  anion  density  could  not  be  determined  with  
certainty  at  this  time,  but  the  limited  study  of  polarizability  effects  and  charge  scaling  
reveals  that  the  most  likely  cause  for  this  collapse  is  the  relatively  low  positive  charge  in  the  
outstretched  butyl  chain  of  the  [C4mpyr]  cation.  This  is  then  further  affected  by  the  electric  
field  due  to  about  2%  of  the  unscreened  negative  charge  on  the  electrode.  Lastly,  the  effect  
of  the  anion  structure  is  probably  also  important,  and  this  is  investigated  in  chapter  6.  
From  the  methodological  perspective,  it  should  be  noted  that  the  use  of  a  pseudo-­‐
polarized  electrode  marks  probably  the  first  use  of  such  an  electrode  in  MD  literature.  The  
big  advantage  of  this  method  is  that  it  can  reproduce  some  effects  of  a  polarizable  electrode  
but  at  the  same  time  be  very  simple  to  implement  and  exhibit  no  additional  computational  
costs.  Furthermore,  the  method  can  be  pushed  even  a  step  further  by  implementing  a  
dynamic  change  of  the  polarization  scheme  at  a  little  additional  expense.  In  general,  the  
method  has  great  developmental  opportunities.  For  example,  a  series  of  simulations  with  
fully  polarizable  electrodes  could  be  performed  in  order  to  obtain  a  rough  estimate  of  the  
polarized  charge  distribution  for  a  particular  system,  which  could  then  be  used  as  a  scheme  
to  create  a  series  of  pseudo-­‐polarized  electrodes  for  different  purposes.  
Overall,  given  the  previous  electrochemical  findings  about  these  two  systems97  that  
showed  that  [C2mim][dca]  outperforms  [C4mpyr][dca]  as  an  IL  electrolyte,  as  well  as  the  
associated  findings  in  the  other  experimental139,  140,  180,  285  and  theoretical  works365,  it  is  
hereby  concluded  that  the  large  overscreening  and  the  crowding-­‐transition-­‐induced  
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decrease  of  the  interfacial  zinc  density  are  having  a  negative  impact  on  the  electrochemical  
performance  of  the  [C4mpyr][dca]  +  Zn  system.  These  findings  therefore  demonstrate  for  
the  first  time  how  the  physical  structure  of  IL  ions  and  their  electrode  screening  behaviour  
can  affect  the  electrochemical  performance  of  an  IL-­‐based  battery.       
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Chapter  5   Water  as  a  Catalyst  for  Ion  Transport  across  the  Interface  
5.1   Preface  
In  the  previous  two  chapters  it  was  established  that  the  [C2mim][dca]  and  [C4mpyr][dca]  
exhibit  stark  differences  in  their  interfacial  structure  and  dynamics  near  a  negatively  
charged  graphene  electrode.  Although  the  results  in  those  chapters  implied  why  and  how  
the  electrochemistry  differs  so  strongly  in  the  two  ILs,  the  effect  of  water  had  not  been  
investigated.  As  it  is  known  from  the  previous  experimental  and  theoretical  works  that  
water  sometimes  diffuses  into  the  adsorbed  layer  and  sometimes  it  does  not,  and  that  it  can  
also  affect  the  orientations  of  the  adsorbed  layer  species,  the  impact  of  water  cannot  be  
neglected  in  these  systems.  This  chapter  studies  the  effect  of  3  wt%  water  in  the  two  IL  
systems  with  9  mol%  zinc  salt.  Special  emphasis  this  time  around  is  placed  on  the  study  of  
different  initial  configurations  (i.e.  multiple  replicas).  Analyses  include  partial  atomic  
densities,  zinc  coordination  and  dynamics.  
Some  parts  of  this  chapter  are  being  prepared  for  a  publication  with  the  following  
details:  
S.  Begić,  F.  Chen,  E.  Jónsson  and  M.  Forsyth,  “Water  as  a  catalyst  for  ion  transport  
across  the  electrical  double  layer  in  ionic  liquids”.  
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5.2   Abstract  
It  was  previously  shown  that  the  ionic  liquid  (IL)  systems  based  on  1-­‐ethyl-­‐3-­‐
methylimidazolium  dicyanamide  ([C2mim][dca])  outperformed  N-­‐butyl-­‐N-­‐
methylpyrrolidinium  dicyanamide    ([C4mpyr][dca])  in  the  context  of  a  rechargeable  zinc  
battery.  Namely,  [C2mim][dca]  required  a  lower  overpotential  to  initiate  electrodeposition  
of  zinc,  enabled  a  higher  zinc  deposition  peak  current  density,  and  supported  a  greater  
number  of  charge-­‐discharge  cycles.  For  more  information,  see  section  1.14  of  Chapter  1.  
Although  the  origin  of  the  discrepancy  was  not  known  at  the  time,  the  investigations  in  the  
previous  two  chapters  indicated  that  the  physical  structure  of  the  cations  and  their  
electrode  screening  behaviour  are  the  most  likely  cause  for  the  differences  in  the  
electrochemistry.  In  this  chapter,  those  investigations  are  extended  by  the  inclusion  of  
water  (in  addition  to  zinc)  into  the  IL  electrolyte  systems.  The  results  of  the  simulations  
reveal  three  primary  findings.  First,  it  is  shown  that  water  activates  the  transfer  of  zinc  onto  
the  negative  electrodes  by  acting  as  a  catalyst;  second,  it  is  shown  that  transfer  of  zinc  is  
about  2.5  times  greater  in  the  [C2mim][dca]  system  than  in  the  [C4mpyr][dca]  system,  which  
is  consistent  with  experimental  measurements;  and  third,  when  the  layering  instability  and  
the  anion  layer  collapse  are  largely  eliminated  in  the  [C4mpyr][dca]  system,  the  zinc  transfer  
dynamics  are  completely  changed  and  the  [C4mpyr][dca]  system  starts  providing  a  more  
favourable  environment  for  zinc  transfers.  A  mechanism  for  the  zinc  transfer  is  also  
proposed.  
5.3   Introduction  
Room-­‐temperature  ionic  liquids  or  just  ionic  liquids  (ILs)  are  ionic  compounds  with  
unusually  low  melting  points.  Although  first  reported61  by  Paul  Walden  in  1914,  the  interest  
in  these  compounds  was  very  limited  for  the  most  part  of  the  20th  century.  With  the  
developments  of  new  air  and  water-­‐stable  ILs68,  69,  and  the  rising  interest  in  new  battery  
technologies,  many  researchers  turned  to  the  idea  of  using  ILs  as  novel  electrolytes.  ILs  have  
many  potential  advantages  over  aqueous  or  organic  molecular  liquid  electrolytes.  For  
example,  ILs  are  inherently  conductive,  they  are  stable  over  wide  electrochemical  windows,  
they  have  high  thermal  stabilities,  many  are  non-­‐flammable  and  non-­‐toxic,  and  most  exhibit  
low  vapour  pressures.72  These  features  mostly  stem  from  the  fact  that  ILs  are  coulombic  
liquids,  a  state  which  the  ILs  maintain  thanks  to  the  bulky  and  asymmetric  combination  of  its  
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cation  and  anion.  The  steric  hindrances  caused  by  the  geometry  and  non-­‐uniform  charge  
distribution  on  the  IL  ions  (especially  the  cation),  act  to  disrupt  the  usually-­‐expected  
crystallisation  of  the  ions  and  packing  into  a  lattice.81  Thus,  ILs  are  seen  as  the  most  
promising  new  generation  of  electrolyte  materials  for  batteries  and  other  devices.  
The  widespread  application  of  ILs  as  battery  electrolytes  is  obstructed  by  three  main  
problems.  First,  the  physics  of  the  ILs  both  in  the  bulk  phase  and  near  an  interface  is  not  
fully  understood  –  ILs  do  not  behave  according  to  the  classical  theories109-­‐111  of  the  electrical  
double  layer  (EDL)  because  of  their  coulombic  nature63,  82-­‐89.  Second,  ILs  usually  exhibit  very  
high  viscosities,  which  prompts  their  dilution  by  viscosity-­‐enhancing  additives  (such  as  
water),  which  in  turns  diminishes  their  advantages  over  other  liquid  electrolytes90-­‐97.  And  
third,  ILs  are  strongly  affected  by  confinement,  with  various  unexpected  effects  being  
detected  in  spaces  as  narrow  as  20-­‐30  nm,  which  could  become  a  problem  for  battery  
designs.  80,  98-­‐107  
One  of  the  most  characteristic  features  of  ILs  is  that  they  create  layered  structures  at  
interfaces.  These  layered  and  generally  charge-­‐oscillating  structures  were  predicted  to  occur  
even  for  aqueous  electrolytes  at  sufficiently  high  concentrations  of  the  dissolved  salts116,  118,  
119.  According  to  the  models  developed  to  date,  they  arise  as  a  result  of  enhanced  ion-­‐ion  
interactions82,  116.  Layered  structures  at  the  IL-­‐electrode  interface  were  detected  
experimentally  by  both  Surface  Force  Apparatus  (SFA)126  and  Atomic  Force  Microscopy  
(AFM)80  and  are  today  one  of  the  most  researched  phenomena  in  this  field.  
One  particularly  interesting  phenomenon  at  the  IL-­‐electrode  interfaces  is  the  existence  
of  overscreening.123-­‐125  Namely,  for  a  given  charged  electrode  immersed  into  an  IL,  the  IL  
counter-­‐ions  (i.e.  the  ions  whose  charge  is  opposite  to  that  of  the  electrode)  screen  the  
electric  field  in  the  electrode  in  such  a  way  that  the  electrode  becomes  overscreened  
because  the  number  of  the  adsorbed  counter-­‐ions  is  generally  greater  than  the  charge  on  
the  electrode.  This  phenomenon  is  usually  more  pronounced  at  the  lower  electrode  
potentials  than  at  the  higher,  while  at  some  critically  high  potentials  it  is  progressively  
replaced  by  crowding.  Crowding  describes  the  situation  where  the  screening  material  (e.g.  
IL)  completely  saturates  the  electrode  surface  (i.e.  lattice  saturation)  but  is  still  unable  to  
fully  screen  the  electrode  charge,  resulting  in  the  build-­‐up  of  a  multi-­‐layer  screening  (and  
overscreening,  if  entropy  and  thermal  effects  permit).  In  fact,  both  overscreening  and  
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crowding  are  still  topics  of  intensive  research  efforts.63,  82,  147  In  the  previous  chapter,  for  
example,  it  was  shown  that  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  ([C4mpyr][dca])  
experiences  a  relatively  early  transition  to  the  crowding  regime  and  at  the  same  time  shows  
tendency  for  high  overscreening.  This  was  ascribed  to  its  screening-­‐inefficient  structure  and  
geometry.  On  the  other  hand,  1-­‐ethyl-­‐3-­‐methylimidazolium  dicyanamide  ([C2mim][dca])  
exhibited  relatively  high  screening  power  and  did  not  transition  into  the  crowding  regime.  
This  resulted  in  the  latter  system  supporting  a  much  greater  concentration  of  zinc  near  the  
negative  electrode,  which  was  ascribed  to  its  superior  electrochemical  performance.  
Nonetheless,  the  two  systems  simulated  in  the  previous  chapter  were  not  fully  
representative  of  the  actual  electrochemical  systems  because  they  didn’t  include  water  
(which  was  by  design,  as  the  aim  was  to  explore  neat  ILs  first).  Thus,  the  primary  aim  of  the  
present  chapter  is  to  incorporate  water  into  those  systems  at  a  3  wt%  concentration  and  
investigate  how  it  affects  the  previous  results.    
The  effect  of  water  on  IL-­‐electrode  interfaces  has  been  investigated  by  several  
experimental  and  theoretical  studies  but  is  generally  a  new  avenue  of  research.  For  
example,  one  of  the  first  molecular  dynamics  (MD)  studies  on  the  topic  seems  to  be  that  of  
Feng  et  al.243  from  2014  that  investigated  the  impact  of  about  2  mol%  of  water  on  the  
interface  between  either  1-­‐butyl-­‐4-­‐methylimidazolium  hexafluorophosphate  ([C4mim][PF6])  
or  1-­‐butyl-­‐4-­‐methylimidazolium  bis(trifluorosulfonyl)imide  ([C4mim][TFSI])  and  graphite.  The  
authors  found  that  water  diffuses  into  the  adsorbed  layer  in  both  systems  and  its  
concentration  at  the  electrodes  increases  with  increasing  surface  charge  density.  
Furthermore,  water  had  a  greater  tendency  to  accumulate  near  the  positive  electrode  than  
near  the  negative,  but  this  tendency  was  lower  in  the  [TFSI]  system  than  in  the  [PF6]  system.  
This  may  be  attributable  to  the  fact  that  [PF6]  is  more  hydrophilic  than  [TFSI]244  so  it  
stabilizes  the  water  layer  near  a  positive  electrode  more  strongly  in  this  system.  This  would  
probably  also  be  supported  by  the  fact  that  at  the  positive  electrode  the  dominant  
interaction  is  between  the  water’s  oxygen  atom  and  the  surface,  whereas  at  the  negative  
electrode  the  interaction  would  be  between  water’s  two  hydrogen  atoms  and  the  surface  
(i.e.  a  more  delocalised  interaction).  In  an  AFM  study  by  Cheng  et  al.245  it  was  found  that  the  
type  of  the  surface  of  the  electrode  also  has  a  strong  effect  on  the  water  layer,  which  led  
the  authors  to  conclude  that  there  is  most  likely  a  fine  balance  between  the  ion-­‐water,  ion-­‐
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surface  and  water-­‐surface  interactions,  and  which  might  vary  greatly  between  different  
systems.  
Similarly,  in  2016  Motobayashi  and  Osawa246  used  surface-­‐enhanced  infrared  absorption  
spectroscopy  to  show  that  water  condenses  at  the  positive  gold  electrode  in  the  
[C4mim][TFSI],  thus  confirming  the  presence  of  water  at  the  positive  electrode  as  indicated  
by  the  simulations  of  Feng  et  al.243  Motobayashi  and  Osawa  argue  the  case  of  strong  water-­‐
anion  interactions  as  the  primary  reason  for  their  observations.  In  the  same  year,  Friedl  et  
al.247  used  electrochemical  impedance  spectroscopy  to  show  that  water  diffuses  onto  the  
positive  gold  electrode  also  in  N-­‐butyl-­‐N-­‐methylpyrrolidinium  bis(trifluorosulfonyl)imide  
([C4mpyr][TFSI]).  
In  2018,  Zhang  et  al.248  performed  MD  simulations  of  water  at  a  [C4mim][TFSI]-­‐mica  
interface  and  reported  that  water  not  only  affects  the  IL  layering,  but  also  the  3D  
orientation  of  the  layered  species.  Although  the  authors  did  not  notice  the  earlier  work  of  
Rivera-­‐Rubero  and  Baldelli249  who  used  sum  frequency  generation  spectroscopy  to  study  
the  orientation  of  the  [C4mim]  cation  (in  [C4mim][TFSI])  at  a  gas-­‐liquid  interface,  their  
findings  were  in  agreement.  Namely,  Rivera-­‐Rubero  and  Baldelli  found  that  water  affects  
the  3D  orientation  of  the  [C4mim]  in  the  hydrophobic  IL  but  not  in  the  hydrophilic  (i.e.  
[C4mim][PF6]).  The  argument  presented  by  the  authors  in  the  latter  study  is  worthy  of  note  
–  in  a  hydrophobic  IL  water  is  not  as  stable  in  the  bulk  so  it  diffuses  out  to  the  interface  
where  it  finds  a  more  favourable  environment,  whereas  in  the  hydrophilic  IL  water  is  stable  
also  in  the  bulk  IL.  More  discussion  about  these  works  can  be  found  in  Chapter  1  and  in  a  
just-­‐published  review  by  Qiao367,  but  to  conclude,  it  is  probably  safe  to  say  that  the  
presence  of  water  at  an  interface  and  on  the  electrode  is  very  likely,  although  its  
concentration  there  will  depend  on  a  fine  balance  between  water-­‐ion,  water-­‐surface  and  
ion-­‐surface  interactions  as  originally  proposed  by  Cheng  et  al.245  
In  relation  to  the  IL  systems  studied  here,  Simons  et  al.95,  96  investigated  the  effects  of  
water  on  the  electrochemical  performance  of  both  [C2mim][dca]  and  [C4mpyr][dca]  with  
Zn[dca]2.  For  the  [C2mim][dca]  system  it  was  found  that  the  addition  of  3  wt%  water  
improves  the  overall  conductivity  by  improving  the  fluidity  (i.e.  reducing  the  viscosity)  of  the  
liquid,  while  it  made  no  significant  changes  to  the  coordination  environment  of  Zn.96  Similar  
findings  were  obtained  for  the  [C4mpyr][dca]  system.  Notably,  in  the  [C2mim][dca]  system  it  
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was  also  found  that  when  the  water  content  is  reduced  from  3  wt%  to  0.05  wt%  the  zinc  
deposition  overpotential  is  increased  by  about  0.1  V,  which  the  authors  conclude  is  due  to  
changes  to  the  physicochemical  properties  of  the  IL.94  Additionally,  the  3  wt%  water  content  
allowed  for  a  smooth  morphology  of  the  electrodeposited  zinc,  whereas  the  0.05  wt%  
produced  a  sponge-­‐like  morphology  with  poor  adhesion  properties.94  Similar  results  were  
reported  by  Xu  et  al.368  
In  this  chapter,  the  effect  of  water  is  investigated  for  both  of  these  ILs  in  relation  to  their  
interfacial  properties  near  the  negative  electrode,  while  the  coordination  environment  of  
zinc  is  investigated  with  respect  to  both  its  bulk  and  interfacial  dynamics.  
5.4   Methods  
The  core  method  in  this  chapter  is  the  same  as  in  the  previous  chapter  (i.e.  the  5-­‐stage  
simulation  procedure),  with  the  main  new  addition  being  multiple  replicas  (illustrated  in  the  
replica  tree  diagram  in  Fig.  5.3)  and  the  presence  of  3  wt%  of  water.  The  method  from  the  
previous  chapter  is  therefore  reproduced  here  for  the  ease  of  reference,  and  modified  
where  it  differs:  
The  GROMACS363  2016.3  package  was  used  for  most  MD  simulations  while  GROMACS  
5.1.2  was  used  in  a  few  cases  (before  it  was  discovered  that  this  version  had  a  bug).  Initial  
simulation  boxes  were  constructed  by  randomly  distributing  512  IL  cations,  51  zinc  cations,  
614  [dca]  anions  and  168  or  192  water  molecules  for  [C2mim]  and  [C4mpyr]  systems  
respectively  (i.e.  3  wt%),  into  a  rectangular  cell  using  Packmol291.  IL  2D  structures  are  shown  
in  Fig.  5.1.  The  volume  of  the  cell  was  set  to  approximately  reproduce  the  experimental  IL  
densities,  which  were  reproduced  by  NPT  simulations  with  water.  These  cells  were  then  
enclosed  by  adding  graphene  sheets  at  each  end.  Graphene  sheet  dimensions  were  4.26  x  
4.18  nm,  which  formed  the  base  of  each  rectangular  cell,  and  the  z  dimension  of  each  cell  
then  depended  on  the  IL  density  (i.e.  [C4mpyr]:  z  =  10.87  nm;  [C2mim]:  z  =  8.71  nm).  The  
cells  were  then  expanded  by  adding  2z-­‐length  of  vacuum  behind  one  graphene  sheet  in  
order  to  correct  image  charge  effects,  with  the  term  from  Yeh  and  Berkowitz202.    
This  is  discussed  in  depth  in  the  Methodology  chapter.  Custom  Python  scripts  were  used  
to  interconnect  the  various  program  packages  whenever  needed.  Periodic  boundary  
conditions  (PBC)  were  applied  in  all  3  dimensions  and  graphene  atoms  were  fixed  in  space.  
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Figure  5.1  2D  structures  of  the  studied  IL  cations  and  anions  with  atom  labels  as  used  in  analyses.  
Visualisation  and  imaging  of  simulation  boxes  were  realised  using  PyMOL337.  
The  potential  function  used  for  MD  was  the  OPLS  by  Jorgensen  et  al.302,  304  (Eq.  2.2).  
Potential  function  parameters  for  ILs  were  taken  from  the  publications  of  Lopes  and  
Padua210,  211,  351,  352,  but  the  partial  charges  were  scaled  down  by  20%  to  improve  dynamical  
properties  and  partly  account  for  polarisation  effects316.  C-­‐H  bonds  on  IL  cations  were  
constrained  whereas  angles  and  torsion  angles  were  fully  flexible.  Zinc  L-­‐J  parameters  were  
taken  from  AMBER  force  field  implemented  into  the  GROMACS  database330,  but  the  zinc  
charge  was  scaled  down  from  +2  to  +1.6.  Zinc  is  generally  difficult  to  model  and  some  issues  
are  discussed  in  Chapter  2,  section  2.1.13.  The  non-­‐bonded  interaction  parameters  for  
graphene’s  carbons  were  the  same  as  for  the  carbons  in  the  ILs.  Water  was  implemented  as  
a  flexible  simple  point  charge  model  by  Wu  et  al.328,  denoted  as  SPC/Fw.  Long-­‐range  
electrostatics  were  computed  with  the  particle  mesh  Ewald  method307.  Force  field  validation  
and  NPT  simulations  of  neat  ILs  were  done  in  the  Chapter  3  and  the  relevant  methodology  
was  described  therein.  NPT  ensemble  was  used  for  simulating  bulk  densities  for  all  systems.  
NVT  ensemble  was  adopted  for  the  interface  model.  The  pressure  was  held  at  
approximately  1  atm  using  the  Parrinello-­‐Rahman  method  and  the  temperature  was  
controlled  using  the  Nosé-­‐Hoover  method.  The  MD  time-­‐step  was  set  to  1  fs.  Data  was  
sampled  every  5  ps  for  the  300  K  simulations  and  every  2ps  for  the  700  K  and  1000  K  
simulations.  
Each  graphene  electrode  sheet  consisted  of  680  carbon  atoms  and  a  constant  charge  
was  assigned  to  each  carbon  atom.  Three  different  surface  charge  densities  (s)  were  
prepared.  First  with  a  charge  of  0.01  e  atom–1,  making  a  graphene  sheet  with  1s  =  ±0.38  e  
nm–2  (i.e.  equal  and  opposite  charge  density  for  positive  and  negative  electrodes),  second  
with  a  charge  of  0.03  e  atom–1,  making  a  graphene  sheet  with  3s  =  ±1.14  e  nm–2,  and  third  
with  a  charge  of  0.05  e  atom–1,  resulting  in  5s  =  ±1.91  e  nm–2.  These  values  correspond  to  
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the  same  1s,  3s  and  5s  charge  densities  as  in  the  previous  chapters.  5s  was  chosen  as  this  
corresponds  roughly  to  the  highest  experimentally  attainable  charge  densities  during  
electrodeposition,  which  is  around  30  µC  cm–2  (corresponding  to  about  4.9  s)321,  and  which  
showed  a  clear  crowding  behaviour  in  the  previous  chapters;  3s  was  chosen  to  investigate  
the  changes,  if  any,  when  the  [C4mpyr][dca]  system  experiences  significantly  improved  
layering  behaviour  (e.g.  Fig.  3.3  g  in  Chapter  3:  the  highest  charge  density  at  which  
[C4mpyr][dca]  system’s  layering  does  not  show  significant  instabilities);  and  1s  was  
intended  only  for  a  brief  analysis  of  partial  atomic  densities  so  that  a  comparison  can  be  
made  to  the  systems  without  water  (previous  chapter).  
It  should  be  noted  that  electrodes  with  constant  charges  have  some  disadvantages  in  
simulations  due  to  their  non-­‐polarizable  nature,  including  minor  effects  on  the  layering  and  
large  effects  on  relaxation  dynamics264.  This  was  deemed  an  acceptable  source  of  error  for  
this  study  because  relaxation  dynamics  were  not  investigated  and  bulk  dynamics  were  
improved  by  the  use  of  scaled  charge  models  and  high  temperature  simulations.  
Furthermore,  for  the  extended  simulation  times  employed  here,  the  constant  potential  
models  would  have  been  considerably  more  expensive  computationally.  Nonetheless,  some  
validation  tests  using  pseudo-­‐polarised  electrodes  in  the  previous  chapter  showed  that  the  
polarization  effects  do  not  drastically  change  the  general  structural  features  of  crowding  
and  anion  layer  collapse,  so  a  non-­‐polarizable  electrode  is  not  expected  to  produce  
significant  errors.  Additionally,  it  was  shown  in  the  previous  chapters  that  uniform  and  
constant-­‐charge  electrodes  are  able  to  reproduce  qualitatively  experimental  results  for  
these  systems.  
A  five-­‐step  (5-­‐S)  simulation  procedure  was  performed  for  each  system  as  in  the  previous  
chapter,  resulting  in  a  total  of  8  time-­‐windows  of  interest  for  each  simulation.  As  this  was  
slightly  more  complex  simulation  design  than  in  the  previous  chapter,  the  replica  tree  
diagram  is  shown  in  Fig.  5.2  for  clarity.  In  summary,  each  of  the  two  systems  ([C2mim][dca]  
and  [C4mpyr][dca]),  with  water  and  zinc,  consisted  of  4  replicas  and  a  total  of  9  simulations:  
replica  1  was  simulated  for  all  three  charge  densities  and  in  GROMACS  5.1.2,  while  replicas  
2-­‐4  were  simulated  for  the  two  main  charge  densities  (3s  and  5s)  and  in  GROMACS  2016.3.  
Originally,  there  were  5  replicas  of  each  system,  but  a  power  failure  at  the  supercomputer  
facility  corrupted  the  trajectory  of  one  of  the  replicas,  which  was  then  discarded.    
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Figure  5.2  Replica  tree  diagram  for  one  IL  system.  The  initial  configuration  is  randomised  4  times  
to  make  up  4  replicas  of  the  system  (labelled  1  to  4).  Each  of  these  replicas  is  then  simulated  at  5s  
(corresponding  to  systems  labelled  a)  and  3s  (systems  labelled  b).  Replica  1c  was  also  simulated  at  
1s.    
The  5-­‐S  temperature  control  was  the  same  as  before.  First,  each  system  was  annealed  
for  2  ns  by  heating  it  from  300  K  to  700  K  and  back  to  300  K  using  the  method  described  
previously327  (Chapter  3).  Second,  and  continuing  from  the  configurations  at  the  end  of  the  
first  step,  the  systems  were  maintained  at  300  K  for  0.5  ns  and  then  annealed  for  a  second  
time  by  heating  them  from  300  K  to  700  K  over  the  next  0.5  ns.  After  this,  the  temperature  
of  each  system  was  maintained  at  700  K  for  the  next  8  ns,  and  then  cooled  down  to  300  K  
over  the  last  1  ns.  Third,  and  continuing  from  the  configuration  obtained  in  the  second  step,  
the  systems  were  held  at  300  K  for  an  extended  production  run  of  30  ns.  Fourth,  the  
systems  were  maintained  at  300  K  for  0.4  ns  and  then  once  again  annealed  (for  the  third  
time)  by  raising  the  temperature  from  300  K  to  1000  K  over  a  period  of  0.7  ns  and  holding  
the  temperature  at  1000  K  for  the  next  8  ns.  The  temperature  was  then  reduced  back  down  
to  300  K  over  0.7  ns  and  maintained  at  300  K  for  the  last  0.2  ns.  And  fifth,  the  configurations  
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obtained  in  the  previous  step  were  simulated  for  a  second  extended  production  run  of  30  
ns.  This  scheme  is  shown  graphically  in  Fig.  5.3.  Analyses  were  performed  for  each  
simulation  step  except  for  the  first  (which  was  used  to  briefly  prepare  the  system  for  the  
subsequent  runs),  as  indicated  in  the  relevant  figures.  Equilibration  at  700  K  (step  2)  and  
1000  K  (step  4)  was  achieved  within  3-­‐6  ns  (by  verification  of  total  energy  and  partial  
density).    
The  multiple  heating  and  annealing  processes,  along  with  multiple  replicas,  were  
designed  to  improve  the  overall  statistical  strength  of  the  results  by  ensuring  a  better  
sampling  of  the  phase  space  of  the  systems  than  what  was  achieved  the  previous  chapters,  
thus  alleviating  the  issues  associated  with  slow  dynamics  and  the  relatively  small  scale  of  
the  system.  
Electrostatic  potentials  were  calculated  by  integrating  the  1-­‐D  Poisson  equation342  (Eq.  




= (𝑧 − 𝑧C)𝜌ÿ(𝑧C)𝑑𝑧′
Ê
s
   (5.1)  
where  F(z)  is  the  potential  along  the  length  of  the  box,  𝜖s  is  permittivity  of  vacuum  and  
𝜌ÿ(𝑧C)  is  the  average  charge  per  slice.    
  
Figure  5.3  Graphical  representation  of  the  5-­‐S  simulation  temperature  profiles  for  each  of  the  5  
simulation  stages  (or  steps).    
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5.5   Results  and  discussion  
The  effect  of  water  on  the  distribution  and  dynamics  of  zinc  was  found  to  be  significant  
in  both  systems.  However,  the  changes  were  mostly  detected  with  respect  to  the  interfacial  
behaviour,  while  in  the  bulk  liquids  the  coordination  environment  of  zinc  was  only  slightly  
modified.  The  three  main  types  of  analyses  in  this  chapter  are  the  partial  atomic  density,  
radial  distribution  function  for  zinc,  and  zinc  transfer  dynamics.  The  two  systems  with  zinc  
and  water  are  visualised  for  the  final  step  of  the  1000  K  simulation  in  Fig.  5.4.  
  
Figure  5.4  3D  overview  and  dimensions  of  each  simulation  cell  (a  snapshot  taken  at  t  =  10  ns  of  
the   1000   K   simulations   of   replica   4   at   5s)   for   (a)   [C4mpyr][dca]   +   9%   Zn   +   3wt%  water   and   (b)  
[C2mim][dca]  +  9%  Zn  +  3wt%  water  systems.  IL  cations  are  coloured  in  lime  green,  anions  in  marine  
blue,  zinc  in  magenta,  water’s  oxygen  in  red,  water’s  hydrogen  in  white,  negative  electrode  in  marine  
blue  and  positive  electrode  in  dark  red.  2z  vacuum  is  not  shown.  z  dimension  is  given  for  the  distance  
between  the  two  electrodes  (i.e.  does  not  include  +  0.4  nm  for  the  thickness  of  the  two  electrodes).  
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The  most  important  findings  from  this  chapter  is  the  fact  that  water  activates  the  
transfer  of  zinc  from  the  bulk  and  onto  the  negative  electrode  surface.  This  new  activity  of  
zinc  doesn’t  actually  occur  in  the  300  K  simulations;  occurs  only  to  a  very  limited  extent  in  
the  700  K  simulations  (and  only  in  the  [C2mim][dca]  system);  while  it  occurs  significantly  in  
the  1000  K  simulations  in  both  systems  (and  more  in  the  [C2mim][dca]  than  in  the  
[C4mpyr][dca]).  Additionally,  water  was  found  at  both  positive  and  negative  electrodes,  and  
usually  in  uneven  amounts  (except  at  the  5s  electrodes,  where  the  concentration  of  water  
near  the  anodes  was  about  the  same  in  both  systems).    
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5.5.1   Partial  atomic  density  
Partial  atomic  densities  (PADs)  for  the  1s  systems  are  shown  in  Fig.  5.5.  
  
Figure  5.5  Partial  density  profiles  of  zinc  (magenta),  oxygen  atoms  on  water  (black  dotted)  and  
the  central  nitrogen  atoms,  N1  and  N3  on  the  IL  cation  (red)  and  anion  (blue),  respectively,  for  the  1s  
systems  (replica  1c).  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  zinc  signal  was  increased  by  a  factor  
of  two  and  inner  IL  density  peaks  were  truncated.  Small  arrows  indicate  the  important  peaks  and  the  
direction  of  the  arrows  indicates  the  significant  changes.  1s  =  ±  0.38  e  nm–2  
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PADs  for  the  3s  systems  are  shown  in  Fig.  5.6.  
  
Figure  5.6  Partial  density  profiles  of  zinc  (magenta),  oxygen  atoms  on  water  (black  dotted)  and  
the  central  nitrogen  atoms,  N1  and  N3  on  the  IL  cation  (red)  and  anion  (blue),  respectively,  for  the  3s  
systems  (replica  1b).  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  zinc  signal  was  increased  by  a  factor  
of  two  and  inner  IL  density  peaks  were  truncated.  Small  arrows  indicate  the  important  peaks  and  the  
direction  of  the  arrows  indicates  the  significant  changes.  3s  =  ±  1.14  e  nm–2  
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PADs  for  the  5s  systems  are  shown  in  Fig.  5.7.  
  
Figure  5.7  Partial  density  profiles  of  zinc  (magenta),  oxygen  atoms  on  water  (black  dotted)  and  
the  central  nitrogen  atoms,  N1  and  N3  on  the  IL  cation  (red)  and  anion  (blue),  respectively,  for  the  5s  
systems  (replica  4a).  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  zinc  signal  was  increased  by  a  factor  
of  two  and  inner  IL  density  peaks  were  truncated.  Small  arrows  indicate  the  important  peaks  and  the  
direction  of  the  arrows  indicates  the  significant  changes.  5s  =  ±  1.91  e  nm–2  
   231  
5.5.1.1   PAD:  1s  systems  
PADs  for  the  1s  systems  with  water  may  be  compared  directly  to  the  corresponding  
results  for  the  same  systems  without  water  as  investigated  in  the  preceding  chapter  (i.e.  Fig.  
4.5).    
At  700  K  (Fig.  5.5  a-­‐b),  immediately  obvious  is  the  fact  that  the  interfacial  zinc  density  
near  the  anode  now  features  two  strong  peaks  in  both  systems,  and  at  almost  the  same  
locations  in  both  systems  (i.e.  at  around  0.8  nm  and  1.6  nm).  Although  the  same  two  peaks  
were  seen  in  the  [C2mim][dca]  system  without  water  (Fig.  4.5  a),  the  new  zinc  layers  in  the  
[C4mpyr][dca]  system  are  in  stark  contrast  to  the  single  weak  zinc  peak  that  was  found  in  
the  same  system  without  water  (Fig.  4.5  b).  Thus,  the  impact  of  water  in  the  1s  systems  is  
seemingly  much  more  significant  for  the  [C4mpyr][dca]  system  than  for  the  [C2mim][dca].  A  
brief  remark  should  be  made  that  a  very  small  inner  peak  at  the  0.3-­‐0.4  nm  mark  in  both  
systems  was  also  present,  indicating  that  for  a  brief  moment  of  time  some  of  the  zinc  
contacted  the  electrode  and  was  then  pulled  back  into  the  0.8  nm  layer  (or  into  the  bulk).  
While  the  same  contact  was  actually  recorded  in  the  [C2mim][dca]  system  without  water  
(Fig.  4.5  a),  this  peak  was  not  marked  with  an  arrow  in  that  figure  and  was  not  studied  at  
depth.  In  the  [C4mpyr][dca]  system  without  water,  there  was  no  contact  of  zinc  with  the  
electrode  at  any  time.  Overall,  these  preliminary  results  indicate  that  water  allows  zinc  
more  freedom  in  the  interfacial  region  in  the  [C4mpyr][dca]  but  has  only  a  minor  effect  in  
the  [C2mim][dca]  system.    
The  layering  of  the  IL  is  also  detected  in  both  systems,  and  is  almost  identical  to  that  
found  in  the  systems  without  water.  [C2mim][dca]  features  roughly  3-­‐4  cationic  and  4  
anionic  layers  extending  to  a  total  distance  of  about  2.5  nm,  while  [C4mpyr][dca]  features  4-­‐
5  cationic  and  5  anionic  layers  extending  to  a  total  distance  of  about  3.5  nm.  Thus,  the  
results  are  in  agreement  with  the  AFM  findings180  that  the  latter  system  is  more  layered  at  
the  comparable  surface  charge  densities.  
In  the  1000  K  simulations  (Fig.  5.5  e-­‐f),  the  outer  zinc  peaks  in  both  systems  (i.e.  at  1.6  
nm)  have  been  diminished  due  to  increased  entropy  and  diffusion,  and  the  zinc  density  
there  cannot  be  distinguished  from  the  bulk  zinc  density  (i.e.  approx.  0.25  Zn1.6+  atoms  nm–3  
with  some  variation  along  the  length  of  the  box).  However,  the  inner  peaks  at  the  0.8-­‐0.9  
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nm  are  still  present  and  well-­‐defined,  and  are  remarkably  similar  in  both  systems  (i.e.  about  
0.5  Zn1.6+  atoms  nm–3).    
The  300  K  simulations  (Fig.  5.5  g-­‐h),  as  in  the  previous  tests,  were  marred  with  slow  
dynamics  and  insufficient  sampling.  However,  the  final  30  ns  production  run  at  300  K  
appears  to  have  enabled  a  greater  correlation  between  the  water  and  zinc  density,  as  can  
be  noted  in  Fig.  4.5  g  from  about  1  nm  to  about  4  nm  and  Fig.  4.5  h  from  about  1  nm  to  
about  9  nm.  This  could  indicate  several  things  but  was  not  studied  any  further  (zinc  
coordination  is  studied  in  section  5.5.3  but  only  for  the  5s  systems).  It  is  known  from  the  
experimental  measurements  by  Simons  et  al.95,  96  that  water  does  not  engage  in  significant  
coordination  of  zinc  in  these  systems.  Thus,  the  final  300  K  simulations,  as  before,  are  only  
used  for  rough  verification  purposes  of  the  main  trends.  
Lastly,  the  presence  of  water  adsorbed  onto  the  electrode  (or  being  dynamically  
recycled  between  the  electrode  and  the  bulk)  was  recorded  in  both  systems  and  at  all  
temperatures.  However,  a  few  interesting  observations  can  be  made  in  this  respect.  First,  
water  is  almost  always  found  in  greater  quantities  near  the  positive  electrode  than  near  the  
negative,  which  is  in  line  with  the  earlier  simulations243,  250  and  experimental  
measurements246,  247  for  similar  ILs  and  can  be  described  by  a  combination  of  factors,  such  
as  more  stable  oxygen–cathode  and  [dca]–hydrogen  interactions  than  the  corresponding  
hydrogen–anode  and  [cation]–oxygen  interactions.  Second,  water  concentration  is  greater  
at  the  interface  in  the  high-­‐temperature  simulations  than  in  the  low-­‐temperature  
simulations,  which  is  likely  caused  by  the  greater  diffusivity  of  water  at  high  temperatures  
and  the  corresponding  greater  probability  of  its  diffusion  across  the  layering  onto  the  
electrode.  And  third,  water  also  shows  a  layering  behaviour  near  the  interface,  but  this  
layering  is  most  likely  driven  by  the  IL  layering  and  not  by  the  water  itself.  
5.5.1.2   PAD:  3s  systems  
The  idea  behind  studying  the  3s  systems  arose  after  the  5s  systems  were  simulated.  
Namely,  in  the  5s  cases,  which  are  discussed  in  section  5.5.1.3,  zinc  was  found  to  cross  the  
interfacial  layering  and  reach  the  negative  electrode  in  significant  quantities  in  both  
systems,  but  these  quantities  differed.  3s  systems  were  then  simulated  to  explore  the  
effect  of  changed  layering  behaviour  on  the  zinc  transfer,  but  the  zinc  transfer  counts  are  
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discussed  at  length  in  section  5.5.2.  Here,  a  brief  analysis  of  the  PADs  for  the  3s  systems  is  
presented.  
In  all  respects,  the  [C4mpyr][dca]  system  has  again  experienced  the  greater  impact.  In  
the  700  K  simulations  (Fig.  5.6  b),  this  system  shows  a  dramatic  change  in  the  layering  
behaviour  of  zinc,  this  time  featuring  only  two  very  weak  peaks  within  the  2  nm  region  away  
from  the  anode,  with  a  third  peak  being  visible  at  the  3  nm  mark  (right  next  to  the  
outermost  anionic  peak  at  2.9  nm).  In  the  [C2mim][dca]  system  (Fig.  5.6  a),  two  zinc  peaks  
are  again  present,  indicating  minor  change  from  the  1s  simulations.  
More  importantly  however,  the  1000  K  simulations  (Fig.  5.6  e-­‐f)  reveal  the  resurgence  of  
3  zinc  peaks  in  both  systems,  and  a  stronger  inner  peak  in  the  [C4mpyr][dca]  system  (at  0.3  
nm),  in  contrast  to  the  1s  results.  Given  the  lack  of  any  signs  of  crowding  or  anion  peak  
collapse  in  this  system  at  3s,  it  stands  to  reason  that  these  conditions  might  allow  for  better  
electrochemical  performance  of  this  system  than  those  at  5s,  as  explored  in  the  previous  
chapter  (and  as  long  as  the  electrodeposition  threshold  voltage  does  not  induce  a  charge  
greater  than  3s).  Furthermore,  the  strong  presence  of  water  at  the  anode  and  the  fact  that  
its  concentration  there  is  about  twice  as  large  as  in  the  [C2mim][dca]  system,  is  probably  
having  a  strong  impact  on  the  favourable  zinc  transfers  in  the  [C4mpyr][dca]  system  at  3s.  
This  is  discussed  further  in  section  5.5.2.    
5.5.1.3   PAD:  5s  systems  
As  noted  earlier,  a  stable  transfer  of  zinc  from  the  bulk  to  the  electrode  surface  was  
achieved  in  this  system  for  the  first  time.  The  primary  contributor  to  this  is  water  and  the  
mechanism  of  this  is  discussed  in  section  5.5.4.  Here,  only  the  PAD  is  discussed  briefly.  
In  the  700  K  simulations  (Fig.  5.7  a-­‐b),  the  greatest  effect  of  water  was  again  on  the  
[C4mpyr][dca]  system.  Although  the  signatures  of  crowding  are  again  present  (collapse  of  
the  anion  layer  and  rise  of  the  second  adjacent  cation  layer),  water  appears  to  have  
modified  the  density  profiles  significantly.  For  example,  in  the  [C4mpyr][dca]  system  (Fig.  5.7  
b)  the  anion  layer  appears  to  have  been  pushed  further  away  from  the  electrode  (previously  
at  around  0.8  nm,  now  at  1  nm),  and  the  second  cation  layer  is  pulled  further  inwards  
(previously  twin  peaks  at  0.9  and  1.1  nm,  now  at  0.7  nm  and  1.1  nm).  Additionally,  zinc  
density  now  features  several  peaks  that  appear  to  be  trailing  the  anion  layers  by  about  0.1-­‐
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0.2  nm.  In  the  [C2mim][dca]  system  on  the  other  hand  (Fig.  5.7  a),  zinc  density  is  also  
somewhat  layered,  but  it  also  features  some  transfer  of  zinc  into  the  contact  with  the  
anode,  which  was  not  seen  in  the  systems  without  water.  The  300  K  results  (Fig.  5.7  c)  show  
that  zinc  is  not  able  to  escape  the  electrode  and  go  back  into  the  bulk,  which  was  seen  in  
the  3s  system  when  the  latter  was  cooled  down  from  1000  K  to  300  K  (Fig.  5.6  e  and  g).  
The  most  significant  findings  for  the  5s  systems  are  obtained  for  the  1000  K  simulations  
(Fig.  5.7  e-­‐f),  which  show  a  persistent  transfer  of  zinc  onto  the  electrode  in  both  systems.  It  
is  likely  that  the  same  transfers  could  be  seen  in  greater  frequency  in  the  700  K  (and  lower  
temperature)  simulations  after  a  much  longer  simulation  time,  but  this  was  not  investigated  
due  to  the  limited  computational  resources  (such  a  study  could  potentially  require  ten  times  
as  much  computational  power).  Most  importantly,  it  appears  that  the  transfer  was  
significantly  greater  in  the  [C2mim][dca]  system  than  in  the  [C4mpyr][dca],  seemingly  in  
agreement  with  the  electrochemical  tests97.  For  example,  in  the  replica  4  systems  (Fig.  5.7  e-­‐
f),  eight  zinc  ions  were  transferred  in  the  [C2mim][dca]  system  while  only  one  zinc  was  
transferred  in  the  [C4mpyr][dca]  during  the  same  simulation  time.  In  order  to  obtain  a  more  
accurate  transfer  ratio  comparison,  zinc  transfer  analysis  was  performed  for  all  4  replicas  
and  discussed  in  section  5.5.2  
5.5.1.4   PAD:  convergence  test  
Given  the  fact  that  these  many-­‐body  systems  are  chaotic,  it  should  be  verified  that  
systems  with  different  initial  conditions  converge  to  the  same  average  results  in  terms  of  
the  general  layering  profiles.  To  investigate  this  quality,  two  PADs  are  plotted  for  the  5s  
systems  and  700  K  simulations  (step  2)  where  each  point  on  the  plot  is  computed  as  a  4-­‐
point  average  and  its  standard  deviation  is  calculated  from  the  same  4  data  points  
corresponding  to  the  4  replicas.  Standard  deviation  for  the  density  is  then  represented  as  a  
vertical  error  bar  for  each  point.  The  PAD  for  the  [C4mpyr][dca]  is  shown  in  Fig.  5.8  and  the  
PAD  for  the  [C2mim][dca]  is  shown  in  Fig.  5.9.  
As  is  clear  from  both  figures,  the  general  results  are  consistent  between  replicas  and  the  
greatest  uncertainties  are  in  the  critical  points  and  the  bulk  of  the  box,  as  expected.  
However,  the  uncertainties  in  the  densities  are  relatively  low  in  comparison  to  the  signal  of  
the  main  features  (i.e.  number  and  shape  of  density  peaks).  
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Figure  5.8  Partial  density  plot  for  the  5s  [C4mpyr][dca]  system  at  step  2  (700  K),  averaged  over  4  
replicas.  Lines  represent  the  mean  while  vertical  error  bars  represent  the  standard  deviation  for  the  4  
replicas.  
  
Figure  5.9  Partial  density  plot  for  the  5s  [C2mim][dca]  system  at  step  2  (700  K),  averaged  over  4  
replicas.  Lines  represent  the  mean  while  vertical  error  bars  represent  the  standard  deviation  for  the  4  
replicas.  
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5.5.2   Zinc  transfer  dynamics  
The  number  of  zinc  ions  that  were  adsorbed  onto  the  anode  surface  was  counted  at  the  
end  of  step  4  (1000  K)  for  both  systems  and  across  all  4  replicas.  Results  are  tabulated  in  
Table  5.1.  
Electrode  and  IL   Rep  1   Rep  2   Rep  3   Rep  4   Rep  5   Sum   Average  
–3s  [C2mim][dca]   0   0   0   0   0   0   0  
–3s  [C4mpyr][dca]   3   0   2   4   2   11   2.2  
–5s  [C2mim][dca]   9   7   4   8   n/a   28   7  
–5s  [C4mpyr][dca]   4   2   4   1   n/a   11   2.75  
Table  5.1  Zinc   transfers   from   the  bulk   to   the  negative  electrode   for  both   systems  and  all   available  
replicas  (“Rep”).  Replicas  #5  at  5s  were  corrupted,  but  replicas  #5  at  3s  are  available.  3s  =  ±  1.14  e  nm–2,  
5s  =  ±  1.91  e  nm–2  
Although  there  is  a  large  standard  deviation  between  the  four  replicas  due  to  the  small  
scale  of  the  system  with  respect  to  the  sampling  demands  of  this  particular  investigation,  in  
three  out  of  four  replicas  with  the  5s  electrodes  the  transfer  of  zinc  was  greater  in  the  
[C2mim][dca]  system  than  in  the  [C4mpyr][dca],  and  in  one  replica  the  transfer  rates  were  
the  same.  Remarkably,  the  situation  with  the  3s  electrodes  is  not  only  the  opposite,  but  it  
appears  that  the  [C2mim][dca]  system  had  completely  lost  its  ability  to  facilitate  a  zinc  
transfer  to  the  surface.  The  key  difference  between  the  3s  and  5s  systems  is  in  the  fact  that  
the  5s  [C4mpyr][dca]  system  experiences  a  layering  instability  that  is  characterised  by  the  
collapse  of  the  anion  peak  and  a  rise  of  the  second  cation  peak  –  a  phenomenon  that  is  not  
detected  in  the  [C2mim][dca]  system.  It  therefore  stands  to  reason  that  the  collapse  of  the  
layering  and  the  transition  into  the  crowding  regime  of  the  former  system  is  responsible  for  
the  lower  zinc  transfer  numbers  in  that  system,  which  supports  the  hypothesis  presented  in  
the  previous  chapter.  However,  the  striking  finding  that  the  [C2mim][dca]  does  not  favour  
the  transfer  of  zinc  at  all  onto  the  –3s  electrode  indicates  that  other  factors  are  at  play.  For  
example,  it  is  likely  that  the  greater  concentration  of  water  at  the  anode  in  the  
[C4mpyr][dca]  system  (Fig.  5.6)  enables  the  transfer  of  zinc,  while  the  relatively  low  
concentration  of  water  at  the  anode  in  the  [C2mim][dca]  system  is  insufficient  to  do  the  
same  in  this  system  for  the  same  sampling  period.  The  effect  of  water  is  explored  in  the  next  
three  sections.    
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Although  the  specific  reasons  for  the  recovery  of  the  anion  density  at  the  –3s  electrodes  
were  not  investigated  in  full  detail  just  yet  (this  is  currently  under  separate  investigation),  
two  [C4mpyr][dca]  replicas  were  briefly  examined  with  respect  to  the  orientations  of  the  
[C4mpyr]  cations  on  their  negative  electrodes.  As  suspected,  it  was  found  that  the  [C4mpyr]  
cation  experiences  a  significant  re-­‐orientation  of  about  80%  of  all  adsorbed  cations.  The  
new  orientations  show  a  very  diverse  range  of  angles  for  both  the  [C4mpyr]  ring  and  its  butyl  
chain  (Fig.  5.10),  with  a  significant  proportion  of  butyl  chains  lying  parallel  to  the  electrode  
surface.  This  indicates  that  the  [dca]  anions  are  now  able  to  approach  the  electrode  surface  
more  closely  than  before  (a  careful  inspection  of  the  3s  and  5s  partial  densities  shows  that  
this  is  true).  By  extension,  the  zinc  ions  will  then  also  be  able  to  approach  the  anode  surface  
more  closely,  which  will  ensure  an  easier  transfer  onto  the  surface.  The  investigation  of  the  
3s  systems  is  ongoing.  
Furthermore,  the  transfer  of  zinc  towards  the  anode  should  be  discussed  with  respect  to  
the  sampling.  Namely,  although  the  electrode  surface  area  is  reasonably  sized  (approx.  4  by  
4  nm),  it  is  not  suitable  for  long  sampling  of  zinc  transfer  dynamics  because  of  a  saturation  
problem  –  each  new  zinc  ion  at  the  electrode  will  reduce  the  probability  of  subsequent  
transfers  because  zinc  there  will  exist  as  an  ion  rather  than  as  a  reduced  species  (i.e.  it  will  
occupy  a  certain  region  of  space  on  the  electrode  and  albeit  “screened”  by  the  electrode,  it  
will  still  prevent  other  zinc  ions  from  being  transferred  to  those  locations;  by  the  same  
token,  it  will  screen  the  electrode  charge  even  though  in  a  reduced  state  this  should  not  
  
Figure   5.10   Adsorbed   layer   orientations   of   the   [C4mpyr]   cation   in   the   [C4mpyr][dca]   system  
(replicas  1  (a)  and  2  (b))  at  the  –3s  electrodes  and  1000  K.    
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happen).  Furthermore,  as  zinc  is  being  transferred  onto  the  electrode,  its  concentration  in  
the  bulk  is  significantly  degraded.  For  instance,  5  zinc  ions  represent  about  10%  loss  in  
concentration  in  the  bulk,  meaning  that  after  5  transfers  the  effective  bulk  concentration  
becomes  8.1  mol%.  For  9  zinc  ions  at  the  surface  (the  maximum  transfer  recorded)  the  bulk  
concentration  drops  to  7.4  mol%.  It  is  therefore  obvious  that  the  sampling  should  not  
exceed  more  than  about  11  transfers  with  systems  of  this  size  (corresponding  to  a  bulk  
concentration  drop  to  about  7  mol%),  which  produces  an  estimated  error  in  the  analysis  of  
transfer  of  about  25%.  This  includes  the  22%  that  is  due  only  to  the  loss  in  the  bulk  
concentration  (i.e.  1  –  [(51-­‐11)/51]),  and  a  conservative  3%  for  the  effects  of  zinc  that  was  
already  transferred  to  the  surface  but  not  reduced  (the  latter  value  may  be  much  higher).  
However,  it’s  important  to  emphasize  that  this  is  just  an  estimate.  It  is  known  from  the  work  
of  Méndez-­‐Morales  et  al.258  that  the  bulk  concentration  of  a  particular  ion  changes  its  free  
energy  barriers  at  the  interface,  so  without  performing  a  potential  of  mean  force  (POMF)  
simulation  it  cannot  be  accurately  determined  how  the  change  in  the  bulk  concentration  
affects  the  zinc  transfer  from  that  aspect  (e.g.  it  is  unlikely  to  be  a  linear  relationship).  Lastly,  
the  mere  fact  that  there  is  less  zinc  in  the  bulk  after  each  transfer  means  that  each  next  
transfer  will  be  less  probable  than  the  previous.  Therefore,  the  8-­‐ns  simulation  time  at  1000  
K  is  considered  as  optimal  as  it  is  sufficient  to  sample  the  transfer  while  maintaining  an  
acceptable  rate  of  error.  Nonetheless,  multiple  replicas  are  still  necessary  due  to  the  small  
number  of  zinc  ions  and  large  variations  in  zinc  transfers  between  systems  with  different  
initial  conditions.  
Although  slightly  off-­‐topic,  it  should  be  noted  that  this  sampling  of  zinc  transfer  is  
performed  as  the  system  is  being  pushed  away  from  the  equilibrium  (i.e.  the  system  is  in  
quasi-­‐equilibrium  –  the  large  part  of  the  system  is  equilibrated  but  a  relatively  minor  
process  is  still  occurring  inside  of  the  system  that  is  slowly  increasing  the  energy  of  the  
system  until  it  will  eventually  be  forced  to  stop),  so  the  transfer  of  zinc  is  considered  as  non-­‐
equilibrium  sampling.  With  that  in  mind,  it  stands  to  reason  that  this  methodology  can  be  
significantly  improved  so  that  zinc  (or  other  ion)  transfers  can  be  forced  to  occur  at  lower  
temperatures,  faster  rates,  and  be  only  slightly  affected  by  the  changes  in  the  
concentrations.  This  could  be  achieved  by  designing  a  non-­‐equilibrium  MD  system  (or  a  so-­‐
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called  steered  MD  simulation),  which  is  currently  being  considered  as  part  of  a  separate  
study.  
If  the  error  rate  is  now  assumed  to  be  in  the  range  of  about  25%,  and  if  the  zinc  transfers  
across  the  IL  layering  can  be  considered  as  being  equivalent  to  the  electrodeposition  current  
density  in  a  crude  sense,  then  a  direct  comparison  can  be  made  between  the  MD  
simulations  and  the  results  from  experimental  measurements.  For  example,  in  the  
[C2mim][dca]  system  the  total  zinc  transfers  over  the  4  replicas  sum  up  to  28,  while  in  the  
[C4mpyr][dca]  system  this  number  is  11.  Given  that  the  electrode  surface  areas  and  the  
simulation  times  were  the  same  in  each  case,  then  the  ratio  of  these  transfer  numbers  is  
directly  comparable  to  the  ratio  of  electrodeposition  current  densities  for  the  two  systems.  
Thus,  in  MD  the  estimated  electrodeposition  current  density  is  2.5  times  greater  in  the  
[C2mim][dca]  system  than  in  the  [C4mpyr][dca],  while  in  experimental  cyclic  voltammetry  
(CV)  measurements  the  same  system’s  current  density  is  4  times  greater97.  Given  the  
estimated  error  of  25%  it  stands  to  reason  that  the  MD-­‐obtained  differences  in  the  
electrodeposition  current  density  are,  in  the  best  case  (upper  limit),  within  22%  of  the  
experimental  measurements  (i.e.  [(2.5  ×  1.25)  /  4]  =  0.78).  Therefore,  at  least  22%  of  error  
remains  unaccounted  for.  This  could  be  simply  a  consequence  of  the  very  limited  sampling  
of  this  process,  or  it  could  be  that  other  factors  are  causing  the  discrepancy.  Although  the  
former  is  more  likely,  both  possibilities  could  be  contributing  equally.  At  any  rate,  the  
comparison  is  considered  as  realistic  and  supportive  of  the  experimental  measurements.  
Overall,  while  these  comparisons  and  findings  should  be  considered  with  caution  in  any  
case,  the  methodology  is  now  almost  ready  to  be  tested  for  its  predictive  capabilities  or  
further  verifications  for  different  sets  of  IL  electrochemical  systems.  
5.5.3   Average  zinc  coordination  
It  is  known  from  the  experimental  measurements  of  zinc  coordination  in  these  IL+water  
systems95,  96  that  the  coordination  of  zinc  by  water  is  negligible  at  the  9  mol%  zinc  
concentrations.  Analysis  of  zinc  coordination  in  the  MD  systems  shows  that  this  is  slightly  
different  here  than  what  the  measurements  suggest,  however,  it  needs  to  be  emphasized  
that  the  following  radial  distribution  function  (RDF)  analyses  are  computed  for  the  confined  
system  so  the  results  are  skewed  by  the  effects  from  the  interfaces.  Furthermore,  it  is  also  
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known  that  Zn2+  is  highly  polarizable  due  to  its  3d10  shell  and  that  it  accepts  charge  transfers  
when  coordinated  by  water  and  amino  acids  in  aqueous  environments334,  so  even  though  
the  zinc  charge  is  reduced  to  +1.6  in  this  study  to  account  for  these  effects,  there  is  likely  
going  to  be  some  error  in  zinc  coordination  and  dynamics  (more  about  this  can  be  found  in  
section  2.1.13  in  Chapter  2).  Nonetheless,  RDFs  are  computed  for  both  systems  for  the  5s  
electrodes  and  indicate  that  zinc  coordination  by  water  is  about  equally  as  likely  as  zinc  
coordination  by  [dca].  A  3D  snapshot  of  the  [C2mim][dca]  zinc  coordination  environment  is  
shown  in  Fig.  5.11,  while  RDFs  are  shown  in  Fig.  5.12  and  5.13.    
Although  the  RDF  for  the  centre  of  mass  (COM)  shows  that  in  both  systems  zinc  is  more  
closely  coordinated  by  water  than  [dca]  (Fig.  5.12  a-­‐b),  this  result  is  a  consequence  of  the  
fact  that  water  is  a  smaller  molecule  than  [dca]  and  so  its  COM  is  closer  to  the  zinc  than  the  
COM  of  [dca].  However,  as  the  actual  coordination  of  zinc  by  [dca]  occurs  by  the  [dca]’s  
terminal  N  atoms  (Fig.  5.1),  hereby  labelled  as  NZ,  and  water’s  O  atom,  zinc  coordination  is  
more  accurately  studied  by  the  atomic  RDFs  (i.e.  Zn-­‐NZ  and  Zn-­‐O).  Nonetheless,  the  COM  
RDFs  will  be  useful  for  some  discussions  in  the  next  section,  and  here  it  is  only  noted  that  
water  coordination  to  zinc  is  slightly  more  probable  in  the  [C2mim][dca]  than  in  the  
[C4mpyr][dca]  at  both  300  K  and  1000  K  temperatures  (with  negligible  differences  at  700  K).    
  
Figure  5.11  3D  snapshot  of  the  [C2mim][dca]  +  zinc  +  water  system  at  the  last  frame  of  the  700  K  
simulation  (step  2).  IL  ions  are  semi-­‐transparent  so  that  zinc  (magenta)  and  water  (red/white)  can  be  
seen  clearly.    
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At  the  same  time,  zinc  coordination  by  [dca]  is  slightly  more  probable  in  the  [C4mpyr][dca]  
than  in  the  [C2mim][dca],  and  again  at  both  300  K  and  1000  K  but  not  at  700  K.  
Thus,  the  coordination  environment  is  more  accurately  represented  by  the  atomic  RDFs  
in  Fig.  5.12  c-­‐d.  Here,  it  is  clearly  shown  that  both  water  and  [dca]  form  the  first  
coordination  shell  at  around  0.18  nm  and  0.20  nm,  respectively,  in  both  systems  at  300  K  
(full  lines,  magenta  and  blue,  respectively).  Furthermore,  in  the  [C2mim][dca]  system  (left  
panel)  the  probability  of  finding  water  in  the  first  coordination  shell  is  about  twice  as  high  as  
  
Figure  5.12  3D  Zn-­‐RDF  plots  for  the  [C2mim][dca]  (left  panels)  and  [C4mpyr][dca]  (right  panels).  
Centre  of  mass  (COM)  plots  (Zn-­‐[dca]  and  Zn-­‐water)  are  shown  in  the  top  panels  and  atomic  plots  (Zn-­‐
NZ  and  Zn-­‐O)  are  shown  in  the  bottom  panels.  Full  lines  (offset  on  g(r)  by  +400)  represent  300  K,  dashed  
lines  (offset  by  +200)  represent  700  K  and  dotted  lines  (no  offset)  1000  K.  Zn-­‐[dca]  coordination  is  
represented  with  the  blue  colour  while  Zn-­‐water  is  represented  by  magenta.  
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the  probability  of  finding  [dca]  in  the  first  coordination  shell,  while  in  the  [C4mpyr][dca]  
system  (right  panel,  also  300  K)  the  probability  of  finding  either  water  or  [dca]  is  about  even.  
The  probability  of  coordination  of  water  to  zinc  at  700  K  is  almost  identical  in  magnitude  
in  both  systems  and  is  about  25-­‐30%  greater  than  the  probability  of  coordination  of  [dca]  to  
zinc  at  the  same  temperature.  This  can  be  linked  back  to  the  PADs  of  these  systems  at  700  K  
where  it  was  found  that  this  temperature  allows  accumulation  of  zinc  layers  near  the  
interface  (Fig.  5.7  a-­‐b),  where  zinc  is  then  more  likely  to  be  engaged  by  water  as  there  is  
more  water  at  the  interface  than  in  the  bulk.  Additionally,  there  is  a  more  extensive  
sampling  at  this  temperature  than  at  300  K.  In  the  [C4mpyr][dca]  system  however,  the  
probability  of  finding  [dca]  in  the  coordination  of  zinc  is  about  20%  greater  than  in  the  
[C2mim][dca]  system  (i.e.  comparing  blue  dashed  peaks  in  Fig.  5.12  c  and  d),  but  this  
comparison  is  made  easier  by  a  direct  overlay  of  zinc  coordination  in  both  systems  as  shown  
in  Fig.  5.13  a  (i.e.  dark  blue  lines  for  [C4mpyr]  and  light  blue  lines  for  [C2mim]  systems).  That  
is,  at  all  three  temperatures  (top,  middle  and  bottom  plots),  the  dark  blue  line  is  about  20%  
above  the  light  blue  line,  indicating  20%  greater  probability  of  Zn-­‐[dca]  coordination  in  the  
[C4mpyr][dca]  system.  
In  the  1000  K  simulations  (Fig.  5.12,  dotted  lines),  the  probability  of  water-­‐zinc  
coordination  is  again  greater  in  the  [C2mim][dca]  system,  and  water-­‐zinc  coordination  is  
favoured  over  water-­‐[dca]  coordination  in  this  system  (by  about  30%,  same  as  at  700  K).  The  
latter  finding  is  not  found  in  the  [C4mpyr][dca]  system  where  both  zinc-­‐water  and  zinc-­‐[dca]  
coordinations  are  evenly  probable.  A  direct  comparison  of  the  Zn-­‐NZ[dca]  between  the  two  
systems  at  the  1000  K  simulations  is  shown  in  Fig.  5.13  b  top  (blue  lines),  and  a  direct  
comparison  of  Zn-­‐O(water)  between  the  two  systems  is  shown  on  the  bottom  of  the  figure  
(magenta  lines).  Here  it  is  clearly  shown  that  the  coordination  environment  is  slightly  
different  between  the  two  systems  at  this  temperature,  with  the  zinc-­‐[dca]  coordination  
being  more  probable  in  the  [C4mpyr][dca]  system  than  in  the  [C2mim][dca]  (blue  lines),  and  
the  zinc-­‐water  coordination  being  more  probable  in  the  [C2mim][dca]  system  than  in  the  
[C4mpyr][dca]  system  (magenta  lines).  As  it  was  shown  earlier  that  the  [C2mim][dca]  system  
exhibits  greater  zinc  transfer  rates,  the  zinc  at  the  electrode  surface  will  be  preferentially  
coordinated  by  the  water  molecules  found  there,  so  the  RDFs  will  be  slightly  skewed  
towards  water  in  this  system,  which  will  also  contribute  to  the  results  in  Fig.  5.13  b.  In  line    
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Figure  5.13  3D  Zn-­‐RDF  plots  for  the  [C2mim][dca]  and  [C4mpyr][dca]  systems  on  the  same  axes.  
Centre  of  mass  (COM)  RDFs  (Zn-­‐[dca]  and  Zn-­‐water  in  both  systems  and  at  all  temperatures)  are  shown  
in  (a)  while  atomic  RDFs  (Zn-­‐NZ  and  Zn-­‐O  for  both  systems  at  1000  K)  are  shown  in  (b).  In  (a),  full  lines  
(offset  on  g(r)  by  +400)  represent  300  K,  dashed  lines  (offset  by  +200)  represent  700  K  and  dotted  lines  
(no   offset)   1000   K.   Zn-­‐[dca]   coordination   is   represented   with   the   blue   colour   while   Zn-­‐water   is  
represented  by  magenta.  Label  EMIM  =  [C2mim]  and   label  PYR  =  [C4mpyr].  Light  colours  represent  
[C2mim]  plots  and  dark  colours  [C4mpyr].  In  (b),  full  lines  represent  the  [C4mpyr]  system  and  dashed  
lines   the   [C2mim].  Water   coordination   is   coloured   in  magenta   and   [dca]   coordination   in   blue,   as  
before.  
with  that,  it  should  be  noted  that  coordination  in  electrode  systems  cannot  be  interpreted  
in  the  same  way  as  coordination  in  bulk  systems  without  electrodes.  In  the  latter  systems  a  
greater  probability  of  coordination  can  indicate  the  strength  of  interaction,  but  in  the  
former  systems  (with  electrodes),  this  is  not  necessarily  the  case  due  to  the  complex  
interfacial  energy  landscape,  so  the  coordination  in  these  systems  merely  indicates  the  
probability  of  finding  a  particular  species  within  the  coordination  shell,  which  is  why  it  was  
discussed  mostly  in  terms  of  probabilities.  
5.5.4   Temporal  zinc  coordination  
In  order  to  study  time-­‐resolved  structure  of  the  first  coordination  shell  (set  to  r  =  0.4  
nm),  several  of  the  transferred  zinc  ions  were  followed  from  t  =  1  ns  to  t  =  9  ns  during  the  
1000  K  simulation  (in  the  5s  systems)  and  their  coordination  environment  recorded  as  a  
function  of  time.  This  analysis  reveals  a  significant  impact  of  water  on  the  dynamics  of  zinc  
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near  an  anode.  Results  for  4  transfers  in  the  [C2mim][dca]  system  are  shown  in  Fig.  5.14  and  
for  4  transfers  in  the  [C4mpyr][dca]  system  are  show  in  Fig.  5.15,  while  an  additional  transfer  
in  the  [C2mim][dca]  system  is  annotated  with  features  of  interest  and  shown  in  Fig.  5.16.    
The  temporal  coordination  plots  for  [C2mim][dca]  (Fig.  5.14)  reveal  interesting  new  
features.  In  general,  it  seems  that  a  transfer  of  zinc  to  the  surface  of  the  electrode  (z  =  0  nm)  
occurs  usually  after  a  spike  in  the  number  of  water  molecules  in  the  first  coordination  shell.  
This  can  be  seen  in  all  four  plots  where  each  transfer  of  zinc  is  preceded  by  a  spike  in  water  
coordination  from  either  a  0  or  1  to  usually  3-­‐4.  However,  in  some  cases,  as  in  Appendix  5A  
(Zn-­‐12835(R3)),  a  lower  number  of  water  molecule  can  still  activate  a  transfer  if  that  
transfer  is  favourable.  Thus,  although  water  is  generally  implicated  in  the  zinc  transfer  
  
Figure   5.14  Time-­‐resolved  molecular   coordination   of   the   zinc   atoms   before,   during   and   after  
transfer  onto  the  anode  surface  for  the  [C2mim][dca]  5s  system  with  9  mol%  Zn  and  3  wt%  water.  
Coordination  by  [dca]  anions  is  shown  as  blue  line  and  coordination  by  water  as  red  line  (both  on  the  
left  axis),  while  zinc’s  z  coordinate  is  shown  as  the  green  line  (right  axis).  Coordination  sphere  is  taken  
as  r  =  0.4  nm  and  coordinating  species  were  counted  if  any  of  their  constituent  atoms  were  found  
inside  of  this  sphere  at  time  t.  
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process  in  this  system,  it  is  not  always  necessary.  This  is  especially  true  for  the  [C4mpyr][dca]  
system,  where  it  was  found  that  water  can  sometimes  provide  a  relatively  large  
coordination  spike  and  at  times  overtake  [dca]  as  the  primary  coordinating  species  (e.g.  Fig.  
5.15  a,  t  =  5.06  ns,  6  water  molecules  in  the  coordination  shell),  but  the  zinc  transfer  can  still  
fail  to  occur.  For  example,  in  Fig.  5.15  a,  two  water  spikes  are  recorded  but  the  zinc  transfer  
only  occurs  after  the  second  one  (at  t  =  5.52  ns),  presumably  because  at  the  time  of  that  
spike  it  was  located  both  closer  to  the  electrode  and  at  a  more  suitable  transfer  location  on  
the  electrode  laterally.  In  general,  it  appears  that  zinc  transfers  in  the  [C4mpyr][dca]  system  
are  made  possible  by  the  presence  of  water,  but  that  water  plays  a  lesser  role  in  this  system    
  
Figure   5.15  Time-­‐resolved  molecular   coordination   of   the   zinc   atoms   before,   during   and   after  
transfer  onto  the  anode  surface  for  the  [C4mpyr][dca]  5s  system  with  9  mol%  Zn  and  3  wt%  water.  
Coordination  by  [dca]  anions  is  shown  as  blue  line  and  coordination  by  water  as  red  line  (left  axis),  
while  zinc’s  z  coordinate  is  shown  as  the  green  line  (right  axis).  Coordination  sphere  is  taken  as  r  =  0.4  
nm  and  coordinating  species  were  counted  if  any  of  their  constituent  atoms  were  found  inside  of  this  
sphere  at  time  t.  
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than  in  the  [C2mim][dca]  at  the  5s  conditions.  An  additional  plot  is  selected  and  annotated  
showing  some  of  the  general  features  detected  in  this  analysis  (Fig.  5.16).  Fig.  5.16  indicates  
that  the  spikes  in  water  coordination  can  also  help  to  bring  zinc  across  outer  layers.  For  
instance,  at  t  =  5.5  ns  a  spike  in  water  coordination  from  0  molecules  to  4  molecules  and  a  
subsequent  decoordination  by  1  [dca]  anion  brought  zinc  down  from  the  second  zinc  layer  
at  z  =  1.6  nm  to  the  first  zinc  layer  at  z  =  1.1  nm  (i.e.  cca.  1.1-­‐1.2  nm).  These  layers  are  
shown  in  PADs  in  Fig.  5.7  e.  A  second  water  spike  at  6.1  ns  and  a  third  shortly  afterwards  at  
6.3  ns  seem  to  have  triggered  another  decoordination  of  [dca].  At  a  couple  of  points  in  time  
zinc  was  coordinated  by  4  waters  and  only  3  [dca]  anions,  which  then  presumably  allowed  
zinc  to  be  transferred  down  another  step  and  onto  the  electrode  surface.  However,  to  
emphasize  again,  this  seems  to  be  a  general  rule  and  there  are  exceptions.  These  exceptions  
are  most  likely  dictated  by  other  factors,  such  as  the  structure  of  the  adsorbed  layer  and  the    
  
Figure   5.16  Time-­‐resolved  molecular   coordination   of   the   zinc   atoms   before,   during   and   after  
transfer  onto  the  anode  surface  for  the  [C2mim][dca]  5s  system  with  9  mol%  Zn  and  3  wt%  water.  
Coordination  by  [dca]  anions  is  shown  as  blue  line  and  coordination  by  water  as  red  line  (left  axis),  
while  zinc’s  z  coordinate  is  shown  as  the  green  line  (right  axis).  Coordination  sphere  is  taken  as  r  =  0.4  
nm  and  coordinating  species  were  counted  if  any  of  their  constituent  atoms  were  found  inside  of  this  
sphere  at  time  t.  Dark  blue  arrows  indicate  [dca]  drops  while  dark  red  arrows  indicate  water  spikes.  
Horizontal  black  lines  indicate  layers  that  correspond  to  the  partial  density  plots  while  black  arrows  
point  to  features  of  interest.  
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concentration  of  anions  in  the  first  anionic  layer.  Thus,  additional  work  is  needed  to  
elucidate  the  finer  details,  including  with  the  use  of  a  higher  sampling  frequency  than  what  
was  collected  here  so  that  these  rare  events  can  be  studied  more  quantitatively.  
5.5.5   Critical  zinc  coordination  
Just  before  the  zinc  atoms  were  transferred  onto  the  electrode  surface,  they  were  
coordinated  by  a  mixture  of  water  and  [dca]  as  shown  in  the  previous  section.  This  
coordination  environment  that  exists  shortly  before  the  transfers  take  place  is  hereby  
denoted  as  the  critical  coordination  shell  (henceforth  CCS),  or  critical  zinc  coordination.  As  it  
was  also  shown  in  the  previous  section,  water  plays  a  significant  role  in  its  ability  to  activate  
zinc  transfers.  In  order  to  investigate  the  origin  of  the  water  that  is  found  within  the  CCS,  
four  zinc  transfers  are  selected  for  an  analysis,  two  in  the  [C2mim][dca]  system  and  two  in  
the  [C4mpyr][dca].  These  are:  Zn-­‐12799  (Fig.  5.16)  and  Zn-­‐12829  (Fig.  5.14  c)  in  the  
[C2mim][dca]  system;  and  Zn-­‐18447  (Fig.  5.15  a)  and  Zn-­‐18435  (Fig.  5.15  c)  in  the  
[C4mpyr][dca]  system.  The  CCS  (again  of  r  =  0.4  nm)  was  selected  to  be  somewhere  in  the  
interval  of  about  50  ps  before  the  transfer  event,  and  such  that  at  this  point  in  time  the  
coordination  shell  has  the  highest  number  of  water  molecules  and  the  lowest  number  of  
[dca]  anions.  These  correspond  to  the  water  spikes  just  before  the  zinc  transfers  as  shown  in  
Figs.  5.13  to  5.15.  The  critical  water  molecules  were  then  tagged  and  their  z-­‐coordinate  was  
tracked  for  at  least  200  ps  (but  often  longer)  before  and  after  the  transfer  event.  The  four  
plots  for  the  four  zinc  transfers  are  shown  in  Fig.  5.17.  
Tracking  the  water  in  these  four  cases  illuminates  several  interesting  points.  For  
example,  in  all  four  cases  at  least  one  of  the  water  molecules  from  the  CCS  is  initially  located  
in  the  adsorbed  layer,  and  at  least  one  molecule  goes  back  into  the  adsorbed  layer  after  the  
transfer  event.  It  is  tentative  to  conclude  with  any  certainty,  but  it  seems  that  in  the  
[C2mim][dca]  system  (Fig.  5.17  a-­‐b)  more  water  in  the  CCS  originates  from  the  interface  than  
in  the  [C4mpyr][dca]  system  (Fig.  5.17  c-­‐d).  This  would  be  supported  by  the  findings  from  the  
3s  (Fig.  5.6)  systems  where  it  was  shown  that  the  [C2mim][dca]  system  experiences  a  
shortage  of  water  at  the  interface  and  at  the  same  time  suffers  a  reduced  number  of  zinc  
transfers  (actually  zero  transfers  for  the  5  sampled  replicas;  Table  5.1).  It  is  also  supported  
by  the  tentative  finding  from  the  previous  section  that  water  plays  a  lesser  role  in  the  zinc  
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transfers  in  the  [C4mpyr][dca]  system.  This  is  definitely  a  point  worth  investigating  further  
by  sampling  and  analysing  a  much  greater  number  of  zinc  transfer  events  (e.g.  at  least  100  
for  each  IL).  Notably,  although  the  water  residence  time  was  not  investigated,  a  brief  check  
of  the  100-­‐ps  time-­‐window  preceding  the  formation  of  the  CCS  (in  Fig.  5.16)  reveals  that  
even  as  early  as  only  10  ps  before  the  CCS  the  water  molecules  in  the  coordination  shell  are  
different  from  those  at  the  time  of  the  CCS.  This  indicates  a  relatively  short  residence  time  
and  it  could  explain  why  a  large  concentration  of  water  at  the  interface  would  be  crucial  for  
the  zinc  transfers  –  zinc  approaches  the  electrode  to  within  1  nm  and  during  its  brief  stay  in  
this  locality  it  must  pick  up  enough  water  to  cross  the  barrier,  but  because  water  is  difficult  
  
Figure   5.17   Z-­‐coordinates   of   the   oxygen   atom   of   water   that   forms   part   of   the   zinc’s   critical  
coordination  shell  before,  during  and  after  four  different  zinc  transfer  events.  The  crossed  transparent  
thick  grey  lines  indicate  the  spatial  and  the  temporal  locations  of  the  critical  coordination  shell.  Water  
molecule  (residue)  numbers  are  used  as  line  labels.  Zinc  atom  unique  identifying  numbers  are  used  as  
zinc  labels.  
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to  keep  in  the  shell,  more  water  is  needed  in  the  vicinity  of  zinc  to  reinforce  the  CCS  as  soon  
as  possible  and  allow  zinc  to  cross  onto  the  surface.  
Whether  the  critical  water  that  travels  to  the  adsorbed  layer  is  simply  being  dragged  
along  by  the  zinc,  or  whether  it  follows  through  a  “hole”  left  behind  by  the  travelling  zinc,  is  
certainly  another  interesting  question.  Preliminary  analysis  (not  presented  in  this  thesis)  
shows  that  one  water  is  coordinated  to  zinc  during  each  zinc  transfer,  and  this  water  travels  
with  zinc  to  the  electrode  surface,  where  it  usually  stays  for  some  time,  before  diffusing  out  
again.  At  any  rate,  a  more  thorough  study  of  water-­‐mediated  zinc  transfer  would  require  a  
finer  sampling  frequency,  a  greater  number  of  sampled  rare  events,  and  an  additional  time  
to  develop  scripts  for  automatic  analysis.  A  search  of  the  literature  did  not  reveal  any  
studies  to  date  that  perform  rare-­‐event  analysis  for  ion  transfers  across  the  electrode-­‐
electrolyte  interface  in  ILs,  except  for  the  POMF  simulations  that  only  look  at  the  free  
energy  barriers  and  not  at  the  transfer  dynamics  (and  not  in  the  comparative  sense  as  was  
done  here).    
5.5.6   Electrostatic  potential  
Poisson  potentials  (Fig.  5.18)  reveal  that  the  addition  of  water  into  these  systems  can  
have  a  non-­‐negligible  effect  on  the  potential  drops  near  the  negative  electrodes.  This  is  
ascribed  to  the  water’s  dielectric  property  and  its  ability  to  approach  close  to  the  electrode  
surface  and  apply  additional  screening  (in  tandem  with  the  adsorbed  cation  layer).  The  
potential  drops  in  the  [C2mim][dca]  system  were  reduced  from  the  previous  10.9  V  (approx.)  
to  the  new  10.2  V  near  the  negative  5s  electrode  in  the  700  K  simulation,  and  in  the  
[C4mpyr][dca]  system  the  previous  12  V  was  reduced  to  about  11.5  V.  Although  this  has  
benefited  the  [C4mpyr][dca]  system  by  increasing  its  screening  power  within  the  adsorbed  
layer  (note  that  the  electrode  screening  behaviour  of  these  systems  was  discussed  at  length  
in  the  previous  chapter),  the  contribution  was  still  insufficient  to  prevent  the  anion  layer  
collapse  and  layering  instabilities  (which  are  probably  more  affected  by  the  polarisation  of  
the  alkyl  chain,  as  also  discussed  in  the  previous  chapter).  Nonetheless,  the  presence  of  
water  increases  the  capacitance  near  the  electrodes  by  providing  the  additional  screening.  
This  is  also  discussed  by  Qiao  et  al.243,  367  
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Figure  5.18  Electrostatic  potentials  for  [C2mim][dca]  +  zinc  +  water  (a)  and  [C4mpyr][dca]  +  zinc  +  
water  (b)  with  5s  electrodes  at  300  K  (black  line),  700  K  (green  dashed  line)  and  1000  K  (red  dotted  
line)  temperatures.  
5.5.7   Zinc  transfer  mechanism  
Overall,  there  is  enough  data  here  to  propose  a  preliminary  mechanism  for  the  transport  
of  zinc  across  the  IL  layering  and  onto  the  negative  electrode.    
First,  at  almost  all  simulated  conditions,  water  molecules  diffuse  out  from  the  bulk  and  
onto  the  electrode  surface,  where  water  maintains  a  constant  presence  at  some  relatively  
high  concentration  with  respect  to  the  bulk.  Occasionally,  water  molecules  escape  the  
electrode  when  the  changes  in  the  adsorbed  IL  layer  trigger  an  energy-­‐favourable  
environment  and  pull  the  water  out.  Water  is  therefore  seen  to  move  throughout  the  entire  
volume,  and  in  the  5s  cases  there  is  about  an  even  number  of  water  molecules  at  the  anode  
in  both  [C2mim][dca]  and  [C4mpyr][dca].    
Second,  if  the  water  that  is  diffusing  more  or  less  freely  throughout  the  box  encounters  
a  zinc  ion,  there  is  a  relatively  high  probability  that  it  will  coordinate  this  zinc  ion,  albeit  for  a  
brief  period  (probably  undetectable  experimentally).  If  several  of  the  water  molecules  
encounter  the  same  zinc  ion  within  the  same  time-­‐window  (an  event  that  was  defined  as  
the  critical  coordination  shell  or  CCS),  the  charge  on  the  zinc  ion  is  partly  screened  by  the  
coordinating  water  molecules  and  the  [dca]  anions  can  at  this  point  be  progressively  
released  from  the  coordination  shell.  When  that  happens,  the  zinc  ion  is  able  to  move  more  
easily  across  any  energy  barriers  generated  by  the  IL  layering  (especially  the  cation  layers),  
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so  if  it  is  located  somewhere  on  the  boundary  of  the  bulk  and  some  outer  IL  layer,  it  can  
cross  the  energy  barrier  and  move  one-­‐layer  inwards.  This  is  also  supported  by  the  potential  
of  mean  force  calculations  by  Ivaništšev  et  al.259  which  show  that  the  desolvation  of  the  
metal  ions  is  the  most  expensive  step  in  crossing  the  interfacial  energy  barriers  due  to  the  IL  
layering.  Then,  depending  on  its  location  in  the  interfacial  layers,  the  zinc  ion  will  again  be  
coordinated  by  the  [dca].  However,  as  the  water  continues  to  diffuse  around,  new  water  will  
at  some  point  approach  the  same  zinc  and  form  another  CCS,  allowing  zinc  to  cross  a  step  
further  towards  the  electrode  surface.  The  process  is  repeated  until  the  zinc  is  transferred  
onto  the  electrode.  Whether  the  water-­‐coordinated  zinc  travels  to  the  electrode  surface  via  
the  same  “tunnel”  from  which  the  water  came,  or  whether  it  diffuses  laterally  until  it  finds  a  
new  energy  “hole”,  is  again  unclear  and  a  topic  of  separate  investigation.  
The  fact  that  the  spectroscopy  measurements95  do  not  indicate  zinc-­‐water  interactions  
can  be  explained  by  the  fact  that  water  operates  here  in  an  interfacial  capacity  –  the  mere  
fact  that  there  is  a  water  accumulation  at  the  interface  raises  the  probability  of  temporary  
water-­‐zinc  coordination  near  the  interface  and,  sometimes,  a  CCS-­‐type  of  coordination  that  
facilitates  zinc’s  movement  through  the  layers  and  onto  the  electrode.  This  is  in  line  with  an  
argument  by  Xu  et  al.368,  who  have  shown  that  the  electrodeposition  potential  for  zinc  in  
[C2mim][dca]  shifts  to  more  negative  values  after  repeated  charge-­‐discharge  cycling,  which  
the  authors  ascribed  to  the  decomposition  of  water  at  the  interface  and  a  corresponding  
drop  in  water  concentration  inside  of  the  cell.  Furthermore,  Xu  et  al.368  pointed  out  that  
without  water  present,  the  zinc  reduction  in  [C2mim][dca]  proceeds  via  a  two-­‐step  process  
(i.e.  two  reduction  peaks),  which  could  indicate  that  the  zinc’s  strong  [dca]  coordination  
shell  prevents  zinc  from  reaching  the  electrode  surface  to  the  same  distance  as  with  water,  
and  so  the  first  zinc  reduction  may  be  occurring  via  a  charge  transfer  or  a  heterogenous  
electron  tunnelling  event  while  the  zinc  ion  is  located  in  the  second  or  third  layer.  After  zinc  
is  temporarily  reduced  from  a  +2  to  a  +1  state,  removal  of  a  [dca]  anion  from  the  shell  
allows  it  to  then  pass  more  easily  to  the  surface.  Similarly  to  this,  Simons  et  al.94  reported  
that  a  lack  of  water  pushes  the  electrodeposition  potentials  to  more  negative  values.    
Xu  et  al.368  suggested  that  the  primary  mechanism  for  water-­‐assisted  zinc  
electrochemistry  in  ILs  is  to  create  Zn(H2O)x2+  complexes  in  the  bulk  and  thereby  allow  faster  
diffusion  and  greater  deposition  current  density  of  zinc  in  a  [C2mim][dca]  system.  They  have  
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hinted  that  water  has  some  interfacial  effect  but  no  details  were  proposed.  Simons  et  al.  on  
the  other  hand  ascribed  the  water’s  synergistic  electrochemical  behaviour  to  its  possible  
impact  on  the  IL  layering.94  Here  it  is  shown  that  neither  of  those  hypotheses  are  likely  to  be  
the  key  in  water’s  role  in  IL  electrochemistry.  Instead,  water’s  most  likely  role  in  this  case  is  
that  of  allowing  zinc  to  cross  the  free  energy  barrier  by  disassembling  its  [dca]  coordination  
shell.  However,  although  the  effect  of  water  is  more  significant  at  the  interface  than  in  the  
bulk,  the  temporary  coordination  of  zinc  by  water  in  the  bulk  may  still  help  to  decrease  the  
viscosity  as  suggested  by  Xu  et  al.368,  369  Furthermore,  the  proposition  that  water  
decomposition  can  lead  to  ZnO  deposits  and  thus  impede  the  electrochemical  performance  
also  still  stands,  and  ZnO  presence  was  confirmed  by  X-­‐ray  diffraction  and  scanning  electron  
microscopy.368  
The  third  step  in  the  mechanism  would  then  be  the  reduction  of  the  zinc  ion  to  the  zinc  
metal  and  its  subsequent  desolvation  by  any  remaining  water  molecules,  which  are  then  
recycled.  In  order  for  these  water  molecules  to  be  recycled,  the  electrode  potential  must  be  
kept  below  the  water-­‐splitting  threshold,  but  as  Xu  et  al.368  pointed  out,  the  inclusion  of  a  
stabilizing  agent  such  as  dimethyl  sulfoxide  may  help  to  prevent  the  decomposition  of  water  
at  the  electrode  surface.  It  is  therefore  concluded  that  the  presence  of  water  at  the  
interface  in  these  IL  systems  plays  a  key  role  in  the  interfacial  zinc  transfer  mechanics.  In  
that  sense,  water  acts  as  a  catalyst  for  the  zinc  transfer.    
Lastly,  the  fact  that  the  rates  of  transfer  are  lower  in  the  [C4mpyr][dca]  system  at  5s  is  
very  likely  caused  by  the  presence  of  a  less  favourable  energy  landscape  in  the  interfacial  
region  of  this  system,  which  is  created  by  the  collapse  of  the  anion  layer  and  the  rise  of  the  
second  cation  layer.  This  is  supported  by  the  disappearance  of  the  zinc  transfer  discrepancy  
as  found  in  the  3s  systems  (Table  5.1)  where  the  anion  layer  is  restored.  
5.6   Conclusions  
In  line  with  the  results  presented  in  the  previous  two  chapters,  the  findings  in  this  
chapter  clearly  demonstrate  that  the  [C2mim][dca]  system  supports  more  efficient  
electrochemical  performance  than  the  [C4mpyr][dca]  system  for  a  particular  set  of  
conditions,  in  agreement  with  experimental  measurements.  Namely,  with  the  5s  
electrodes,  the  [C2mim][dca]  system  supports  about  2.5  times  more  zinc  transfers  than  the  
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[C4mpyr][dca]  system,  or,  in  the  best  case  scenario  (errors  considered),  3.8  times  more  zinc  
transfers.  This  is  in  good  agreement  with  the  experimental  measurements  in  which  the  
equivalent  electrodeposition  current  densities  are  found  to  be  4  times  greater  in  the  
[C2mim][dca]  system.  These  differences  are  ascribed  to  several  factors,  the  most  important  
of  which  is  the  fact  that  the  [C4mpyr][dca]  system  suffers  from  a  layering  instability  that  is  
characterised  by  the  collapse  of  the  first  anion  peak  (second  peak  overall  near  the  anode),  
which  is  associated  with  the  transition  of  this  system  into  the  crowding  regime.  The  
crowding  regime  is  discussed  in  the  previous  chapter.  Another  factor  worth  mentioning  is  
the  slightly  greater  probability  of  zinc-­‐[dca]  coordination  in  the  [C4mpyr][dca]  system,  which  
could  be  responsible  for  a  greater  energy  expense  to  desolvate  zinc.  
When  the  electrode  charge  density  is  reduced  to  3s,  the  situation  takes  a  drastic  turn  
and  the  [C4mpyr][dca]  system  supports  more  zinc  transfers.  The  [C2mim][dca]  system  not  
only  becomes  less  conducive  to  these  transfers,  but  during  the  sampled  8  ns  over  5  different  
replicas,  none  of  the  zinc  ions  were  transferred  onto  the  electrode  surface.  While  this  is  
largely  ascribed  to  the  fact  that  at  3s  the  [C4mpyr][dca]  does  not  suffer  from  a  layering  
instability  and  the  collapse  of  the  anion  layer,  the  greater  concentration  of  water  at  the  
anode  in  the  [C4mpyr][dca]  and  the  relatively  low  concentration  of  water  at  the  anode  in  the  
[C2mim][dca]  system  is  also  a  contributing  factor.  
Water  was  found  to  play  a  significant  role  in  all  cases,  but  most  importantly  at  the  5s  
conditions.  Here,  water  was  found  to  facilitate  persistent  zinc  transfer  in  both  systems,  
which  can  be  ascribed  to  the  water’s  flexibility  in  movement  and  an  ability  to  coordinate  the  
zinc  ions  on  a  temporary  basis.  In  particular,  water  was  found  to  accumulate  at  both  
electrodes  and  maintain  a  constant  circular  flux  between  the  electrode  surface  and  the  bulk  
liquid,  passing  almost  seamlessly  through  the  IL  layering.  In  doing  so,  water  can  help  bring  
zinc  across  the  IL  layering  by  temporarily  forcing  the  removal  of  [dca]  from  zinc’s  
coordination  shell,  thus  allowing  zinc  to  cross  energy  barriers.  
Therefore,  the  results  presented  herein,  and  in  combination  with  the  results  from  the  
previous  chapter,  provide  an  unprecedented  insight  into  the  mechanics  behind  the  large  
differences  in  the  electrochemical  performance  of  the  two  IL  systems  based  on  
[C2mim][dca]  and  [C4mpyr][dca]  within  the  context  of  a  rechargeable  zinc  battery.  
Additionally,  the  elucidated  mechanism  is  likely  to  be  applicable  to  a  wide  range  of  
   254  
electrochemical  IL  systems.  Although  the  story  is  far  from  complete,  and  further  research  is  
necessary  to  explore  the  other  avenues  as  mentioned  throughout  the  results  section,  the  
methodology  as  presented  here  is  now  almost  ready  to  be  tested  for  its  predictive  
capabilities.  Should  the  theory  developed  in  the  first  three  chapters  be  sound,  then  it  can  be  
employed  to  the  development  of  new  experimental  IL-­‐based  battery  systems,  including  the  
studied  zinc  system.  
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Chapter  6   The  Impact  of  Cation-­‐Anion  Interactions  on  Crowding    
6.1   Preface  
In  the  previous  three  chapters  it  was  shown  that  the  structure  and  geometry  of  the  
[C4mpyr]  cation  can  have  a  significant  effect  on  the  electrochemical  processes  in  ionic  
liquids  based  on  this  cation,  which  stems  from  the  fact  that  this  cation  is  an  inefficient  
electrode  screening  agent.  Namely,  in  response  to  medium  and  high  electric  fields,  its  
pyrrolidinium  ring  tends  to  lie  flat  against  the  electrode  surface,  which  takes  up  a  relatively  
large  surface  area.  This  leads  to  a  poor  screening  ability  within  the  adsorbed  layer,  which  
leaves  part  of  the  electric  field  due  to  the  negative  charges  unscreened  and  emanating  into  
the  second  layer  region.  Furthermore,  the  weakly  charged  butyl  chain  usually  orients  
perpendicularly  away  from  the  electrode  and  forms  part  of  the  second  layer,  thus  creating  
an  unfavourable  environment  for  the  accumulation  of  an  anion  layer  within  the  second  
layer.  The  drop  in  the  anion  density  then  reduces  the  density  of  the  active  redox  species  
within  the  second  layer  (in  this  case  Zn2+),  which  correlates  with  the  experimental  
observations  of  a  diminished  peak-­‐reduction  current  density,  and  likely  also  the  increased  
electrodeposition  potential  threshold.  
In  this  chapter  this  behaviour  is  explored  further  by  investigating  the  impact  of  the  anion  
structure  and  geometry  on  the  collapse  of  the  anion  layer  in  the  [C4mpyr]  system.  For  this  
purpose,  the  dicyanamide  anion  was  replaced  with  either  bis(trifluoromethylsulfonyl)imide  
or  hexafluorophosphate.  Analyses  include  the  study  of  partial  densities,  electrode  screening  
behaviour,  electrostatic  potentials,  [C4mpyr]  cation  orientations  and  cation-­‐anion  
interactions.  
Some  parts  of  this  chapter  are  being  prepared  for  a  publication  with  the  following  
details:  
S.  Begić,  F.  Chen,  E.  Jónsson  and  M.  Forsyth,  “The  impact  of  cation-­‐anion  interactions  
on  electrode  crowding  in  ionic  liquids”.  
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6.2   Abstract  
It  was  previously  shown  that  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  IL  
([C4mpyr][dca])  has  a  propensity  for  large  overscreening  and  yet  at  the  same  time  exhibits  
poor  screening  power  at  certain  electrode  potentials  due  to  an  inefficient  screening  
geometry.  Furthermore,  the  weakly  charged  butyl  chain,  when  it  is  oriented  away  from  the  
electrode,  causes  a  collapse  of  the  [dca]  layer,  thus  triggering  an  accelerated  transition  to  
the  crowding  regime.  In  turn,  the  crowding  effects  reduce  the  frequency  of  zinc  transfers  to  
the  electrode,  which  has  a  detrimental  effect  on  the  electrochemical  performance.  In  this  
study  it  is  shown  that  the  weakly  charged  butyl  chain  and  the  partly  unscreened  negative  
electrode  are  not  the  only  factors  contributing  to  the  collapse  of  the  anion  layer.  This  is  
achieved  by  replacing  the  [dca]  anion  with  hexafluorophosphate  ([PF6])  in  one  system  and  
bis(trifluoromethylsulfonyl)imide  ([TFSI])  in  another,  and  showing  that  the  corresponding  
anion  layer  is  significantly  recovered  in  both  cases,  thus  restoring  the  previously  destabilised  
layering  behaviour.  This  was  found  to  be  a  consequence  of  the  different  and  more  widely  
distributed  partial  charges  on  these  anions  that  allow  them  to  more  effectively  interact  with  
the  adsorbed  [C4mpyr]  layer.  It  is  therefore  expected  that  the  [PF6]  and  [TFSI]  anions  should  
support  a  more  efficient  electrodeposition  performance  with  the  [C4mpyr]  cation  compared  
to  the  [dca]  anion.  Thus,  it  is  shown  that  the  specific  cation-­‐anion  interactions  are  equally  as  
important  as  the  structure  of  the  cation  itself  in  their  collective  roles  of  electrode  screening  
behaviour  and  facilitation  of  ion  transport  across  the  interface.    
6.3   Introduction  
Ionic  liquids  (ILs)  are  compounds  of  salts  that  exist  as  liquids  at  room  temperatures.  This  
quality  is  made  possible  by  the  fact  that  the  constituent  ions,  and  usually  the  cation,  are  
relatively  large  and  structurally  complex  molecules,  featuring  non-­‐uniform  molecular  charge  
distributions  and  structural  asymmetries.  As  a  result,  ILs  are  unable  to  pack  into  an  ordered  
crystalline  lattice  at  low  temperatures,  which  makes  them  interesting  from  both  theoretical  
and  practical  perspectives.72,  81  
From  the  theoretical  perspective,  there  is  a  great  deal  of  interest  in  understanding  the  
self-­‐assembly  of  ILs  near  interfaces.  In  this  respect,  ILs  are  unique  because  their  electrode  
screening  behaviour  does  not  conform  to  the  classical  theories  of  the  electrical  double  layer  
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(EDL).  In  the  classical  theories,  an  electrode  is  screened  by  either  a  single  hydrated  layer  of  
point-­‐like  counter-­‐ion  species  (i.e.  counter-­‐charge)  or  a  combination  of  the  adsorbed  layer  
and  a  hydrated  diffuse  layer  that  decays  quasi-­‐exponentially  away  from  the  adsorbed  
layer.109-­‐111  These  theories  were  found  to  be  inadequate  even  in  aqueous  systems  when  the  
concentration  of  the  dissolved  salt  reaches  relatively  high  values63,  so  it  is  not  surprising  that  
they  are  inadequate  for  liquids  with  maximum  ionic  concentrations  and  non-­‐point-­‐like  
charge  distributions.  
In  particular,  ILs  tend  to  overscreen,  rather  than  just  screen,  charged  electrode  surfaces,  
which  is  part  of  the  reason  why  they  sometimes  exhibit  extended  layering.  For  example,  
whenever  there  is  overscreening  of  one  layer,  the  next  layer  must  screen  the  newly  
generated  electric  field  resulting  from  the  charge  imbalance  on  the  previous  two  layers,  but  
the  next  layer  doesn’t  just  screen  the  previous  difference  –  it  overscreens  it  yet  again.88,  123-­‐
125  As  the  entropy  increases  further  away  from  the  electrode,  the  amount  of  overscreening  
at  each  new  layer  becomes  progressively  smaller  until  the  layers  disappear  into  the  bulk  
density,  which  usually  happens  within  2-­‐6  nm  (but  could  be  longer  depending  on  the  system  
and  the  temperature).    
One  particularly  interesting  phenomenon  occurs  when  the  adsorbed  layer  is  unable  to  
effectively  screen  the  electrode  surface.  This  happens  when  the  electrode  surface  exhibits  
medium  to  high  charge  densities  and  the  screening  counter-­‐ion  has  a  screening-­‐inefficient  
geometry  (or  charge  distribution)  that  prevents  it  from  delivering  the  required  counter-­‐
charge  within  the  adsorbed  layer.  Furthermore,  this  usually  occurs  at  lower  charge  densities  
near  the  negative  electrode  than  near  the  positive  because  in  the  latter  case  the  adsorbed  
screening  agent  is  the  anion,  which  is  usually  much  smaller  than  the  cation  and  is  thus  able  
to  pack  enough  counter-­‐charge  into  the  same  surface  area.  Thus,  in  some  IL  systems  the  
negative  electrode  can  experience  underscreening  within  the  adsorbed  layer  as  this  layer  
reaches  a  lattice  saturation  regime,  which  then  triggers  the  build-­‐up  of  a  second  adjacent  
cation  layer  and/or  the  collapse  of  the  anion  density  within  the  second  layer.88  In  this  thesis,  
this  phenomenon  is  defined  as  the  onset  of  transition  into  the  crowding  regime,  which  was  
implicated  in  the  lower  zinc  transfer  rates  in  the  [C4mpyr][dca]  IL  system  in  the  previous  
chapter.  
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The  term  crowding  was  originally  introduced  by  Bazant  et  al.82,  but  the  actual  
phenomenon  of  lattice  saturation  was  discussed  previously  by  others88,  362.  The  meaning  of  
this  term  was  slightly  expanded  in  chapter  4  in  this  thesis  and  the  full  crowding  regime  is  
defined  as  the  complete  disappearance  of  anions  from  the  second  interfacial  layer  near  the  
negative  electrode  and  its  replacement  by  a  second  cation  layer.  Some  authors  even  refer  to  
this  as  “overcrowding”,  which,  although  intuitive,  might  create  some  confusion  in  the  longer  
term  of  this  research.  The  transition  between  overscreening  and  crowding  is  a  topic  of  
ongoing  theoretical  research.88    
From  practical  perspectives,  ILs  attract  a  lot  of  interest  for  a  wide  range  of  purposes,  one  
of  which  is  their  application  as  electrolyte  solutions.72,  94-­‐96,  368,  370  For  example,  ILs  can  have  
wide  electrochemical  windows  (i.e.  high  electrochemical  stability),  so  they  could  potentially  
increase  the  energy  density  of  lithium-­‐ion,  or  other  types  of  rechargeable  batteries  
necessary  for  high-­‐energy-­‐density  applications,  by  enabling  more  reactive  anode  or  cathode  
materials.72,  370  Furthermore,  many  ILs  are  also  non-­‐flammable,  non-­‐toxic  and  exhibit  low  
vapour  pressures  as  well  as  high  thermal  stabilities,  all  of  which  makes  them  attractive  from  
a  safety  point  of  view.63  The  electrochemical  and  interfacial  behaviour  of  ILs  is  still  not  fully  
understood  and  is  subject  of  intensive  research  efforts,  in  particular  for  beyond  Li-­‐ion  
energy  storage  applications.    
In  a  recently  built  experimental  IL-­‐based  rechargeable  zinc  battery  system94-­‐97,  two  ILs  
were  tested  for  their  electrolytic  properties  and  were  found  to  support  reversible  cycling  of  
zinc  metal.  However,  the  two  ILs,  N-­‐butyl-­‐N-­‐methylpyrrolidinium  dicyanamide  
([C4mpyr][dca])  and  1-­‐ethyl-­‐3-­‐methylimidazolium  dicyanamide  ([C2mim][dca]),  produced  
starkly  different  electrochemical  responses,  particularly  during  the  reduction  of  the  zinc  
metal,  with  the  latter  system  showing  superior  electrochemical  performance  (i.e.  lower  zinc  
electrodeposition  potential,  higher  zinc  reduction  current  density,  greater  number  of  
supported  charge-­‐discharge  cycles).  The  origin  of  these  discrepancies  was  explored  at  length  
in  the  previous  three  chapters  where  it  was  shown  that  the  issue  is  created  by  the  
screening-­‐inefficient  structure  and  geometry  of  the  [C4mpyr]  cation.  Specifically,  the  
[C4mpyr]  cation  cannot  screen  the  negative  electrode  as  effectively  as  [C2mim]  and  it  takes  
three  IL  layers  to  do  so.  As  a  result,  the  first  anion  layer  near  the  negative  electrode  (i.e.  the  
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second  layer  overall)  experiences  a  partial  collapse,  which  reduces  the  frequency  of  zinc  
transfers  onto  the  electrode  surface  in  this  system.    
In  this  chapter,  the  effect  of  two  different  anions,  bis(trifluoromethylsulfonyl)imide  
([TFSI])  and  hexafluorophosphate  ([PF6])  is  explored  in  relation  to  the  collapse  of  the  anion  
layer  in  a  [C4mpyr][anion]  system  near  the  –1.91  e  nm–2  graphene  electrode.    These  two  
anions  are  being  investigated  for  application  in  other  battery  systems,  in  particular  Li  and  Na  
devices  and  so  an  understanding  of  the  interfacial  behaviour  of  ILs  based  on  these  anions  is  
of  interest.    
6.4   Methods  
The  core  method  in  this  chapter  is  similar  as  in  the  previous  chapters  but  the  simulation  
time  was  shorter  and  only  one  replica  was  simulated.  Details  of  the  simulation  are  described  
in  the  next  few  pages.  
The  GROMACS363  2016.3  package  was  used  for  all  MD  simulations.  Initial  simulation  
boxes  were  constructed  by  randomly  distributing  512  [C4mpyr]  cations  and  512  [TFSI]  or  
[PF6]  anions  into  a  rectangular  cell  using  Packmol291.  IL  2D  structures  are  shown  in  Fig.  6.1.  
The  volume  of  the  cell  was  set  to  reproduce  the  densities  of  the  ILs  as  obtained  from  
equilibrated  NPT  simulations.  These  cells  were  then  enclosed  by  adding  graphene  sheets  at  
each  end.  Graphene  sheet  dimensions  were  4.26  x  4.18  nm,  which  formed  the  base  of  each  
rectangular  cell,  and  the  z  dimension  of  each  cell  then  depended  on  the  IL  density  (i.e.  
[TFSI]:  z  =  13.93  nm;  [PF6]:  z  =  10.24  nm).  The  cells  were  then  expanded  by  adding  2z-­‐length  
of  vacuum  behind  one  graphene  sheet  in  order  to  correct  image  charge  effects,  with  the  
term  from  Yeh  and  Berkowitz202.  This  is  discussed  in  depth  in  the  Methodology  chapter.  
Custom  Python  scripts  were  used  to  interconnect  the  various  program  packages  whenever  
  
Figure  6.1  2D  structures  of  the  [C4mpyr]  cation  (a),  [TFSI]  anion  (b)  and  [PF6]  anion  (c),  with  atom  
labels  as  used  in  analyses.  
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needed.  Periodic  boundary  conditions  (PBC)  were  applied  in  all  3  dimensions  and  graphene  
atoms  were  fixed  in  space.  Visualisation  and  imaging  of  simulation  boxes  were  realised  
using  PyMOL337.  
The  potential  function  used  for  MD  was  the  OPLS  by  Jorgensen  et  al.302,  304  (Eq.  2.2).  
Potential  function  parameters  for  [C4mpyr]  and  [TFSI]  were  taken  from  the  publications  of  
Lopes  and  Padua210,  while  the  parameters  for  [PF6]  were  taken  from  Kaminski  and  
Jorgensen329.  All  partial  charges  were  scaled  down  by  20%  to  partly  account  for  polarisation  
effects  and  improve  dynamical  properties316,  although  a  set  of  full  charge  simulations  was  
also  explored  for  a  comparison.  C-­‐H  bonds  on  IL  cations  were  constrained  whereas  angles  
and  torsion  angles  were  fully  flexible.  The  non-­‐bonded  interaction  parameters  for  
graphene’s  carbons  were  the  same  as  for  the  carbons  in  the  ILs.  Long-­‐range  electrostatics  
were  computed  with  the  particle  mesh  Ewald  method307.  NPT  ensemble  was  used  for  
simulating  bulk  densities  for  all  systems.  NVT  ensemble  was  adopted  for  the  interface  
model.  The  pressure  was  held  at  approximately  1  atm  using  the  Parrinello-­‐Rahman  method  
and  the  temperature  was  controlled  using  the  Nosé-­‐Hoover  method.  The  MD  time-­‐step  was  
set  to  1  fs.  Data  was  sampled  every  5  ps.  
Each  graphene  electrode  sheet  consisted  of  680  carbon  atoms  and  a  constant  charge  
was  assigned  to  each  carbon  atom.  One  surface  charge  density  (s)  was  prepared  for  both  
systems  by  assigning  a  charge  of  0.05  e  atom–1,  resulting  in  5s  =  ±1.91  e  nm–2  as  used  in  the  
previous  chapters.  5s  was  chosen  as  this  corresponds  roughly  to  the  highest  experimentally  
attainable  charge  densities  during  electrodeposition,  which  is  around  30  µC  cm–2  
(corresponding  to  about  4.9  s)321,  and  which  showed  a  clear  crowding  behaviour  and  a  
collapse  of  the  anion  layer  in  the  previous  chapters.  
It  should  be  noted  that  electrodes  with  constant  charges  have  some  disadvantages  in  
simulations  due  to  their  non-­‐polarizable  nature,  including  minor  effects  on  the  layering  and  
large  effects  on  relaxation  dynamics264.  This  was  deemed  an  acceptable  source  of  error  for  
this  study  because  relaxation  dynamics  were  not  investigated  and  bulk  dynamics  were  
improved  by  the  use  of  scaled  charge  models  and  high  temperature  simulations.  
Nonetheless,  some  validation  tests  using  pseudo-­‐polarised  electrodes  in  chapter  4  showed  
that  the  polarization  effects  do  not  drastically  change  the  general  structural  features  of  
crowding  and  anion  layer  collapse,  so  a  non-­‐polarizable  electrode  is  not  expected  to  
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produce  significant  errors.  Additionally,  it  was  shown  in  the  previous  chapters  that  uniform  
and  constant-­‐charge  electrodes  are  able  to  reproduce  qualitatively  experimental  results  for  
these  systems.  
A  five-­‐step  simulation  procedure  was  performed  for  each  system,  similar  to  the  method  
in  the  previous  chapters  but  with  significant  changes.  Namely,  starting  with  the  full-­‐charge  
(i.e.  unscaled  systems),  each  system  was  annealed  for  2  ns  by  heating  it  from  300  K  to  700  K  
and  cooling  to  300  K  using  the  method  described  previously327  (Chapter  3).  Second,  and  
continuing  from  the  configurations  at  the  end  of  the  first  step,  the  systems  were  maintained  
at  300  K  for  a  30  ns  production  run.  From  this  point  the  same  configuration  was  duplicated  
so  that  two  exactly  the  same  systems  were  created.  One  of  these  duplicates  was  then  
charge-­‐scaled  by  0.8,  while  the  other  was  kept  at  full  charges.  Both  systems  were  then  
annealed  for  a  second  time  by  heating  them  from  300  K  to  700  K  over  the  next  1  ns  and  this  
temperature  was  then  maintained  for  the  next  8  ns.  After  this,  the  systems  were  cooled  
down  to  370  K  over  the  last  1  ns  and  the  temperature  of  370  K  was  maintained  for  a  third  
production  run  of  20  ns.    
Analyses  were  performed  for  each  simulation  step  except  for  the  first  (which  was  used  
to  briefly  prepare  the  system  for  the  subsequent  runs),  as  indicated  in  the  relevant  figures.  
Equilibration  at  700  K  was  achieved  within  2.5  ns  (energy  and  partial  density  verification).    
The  multiple  heating  and  annealing  processes  were  designed  to  improve  the  sampling  of  
the  phase  space  of  the  systems  compared  to  the  previous  chapters,  with  the  370  K  
temperature  chosen  to  represent  the  “cold”  systems  instead  of  the  usual  300  K  which  was  
found  to  be  too  low  in  the  previous  chapters  for  the  simulated  time  of  30  ns.    
Electrostatic  potentials  were  calculated  by  integrating  the  1-­‐D  Poisson  equation342  (Eq.  




= (𝑧 − 𝑧C)𝜌ÿ(𝑧C)𝑑𝑧′
Ê
s
   (5.1)  
where  F(z)  is  the  potential  along  the  length  of  the  box,  𝜖s  is  permittivity  of  vacuum  and  
𝜌ÿ(𝑧C)  is  the  average  charge  per  slice.    
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6.5   Results  and  discussion  
The  effects  of  different  anions  were  found  to  be  significant  in  both  cases,  with  both  of  
the  simulated  anions  having  been  found  to  restore  the  anion  layer  in  the  interfacial  region  
near  the  negative  electrodes  in  the  5s  [C4mpyr]  system.  Interestingly,  the  response  of  each  
anion  was  different,  and  their  responses  could  be  linked  to  their  structure  and  geometry.  
This  is  discussed  in  the  results  sections  below.  The  simulation  boxes  of  each  systems  are  
visualised  in  Fig.  6.2.  
  
Figure  6.2  3D  overview  and  dimensions  of  each  simulation  cell  (a  snapshot  taken  at  t  =  10  ns  of  
the  700  K  simulations  for  [C4mpyr][TFSI]  (a)  and  [C4mpyr][PF6]  (b)  systems.  [C4mpyr]  is  coloured  in  lime  
green,  IL  anions  in  marine  blue.  2z  vacuum  is  not  shown.  z  dimension  is  given  for  the  distance  between  
the  two  electrodes  (i.e.  does  not  include  +  0.4  nm  for  the  thickness  of  the  two  electrodes).  
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6.5.1   Partial  atomic  density  
Partial  atomic  densities  (PAD)  are  computed  for  both  the  charge-­‐scaled  (0.8)  systems  
(Fig.  6.3)  and  full-­‐charge  (1.0)  systems  (Fig.  6.4).    
  
Figure  6.3  Partial  atomic  density  profiles  of  the  [C4mpyr][TFSI]  (a  and  c)  and  [C4mpyr][PF6]  (b  and  
d)  5s  charge-­‐scaled  (CS,  0.8)  systems,  plotted  for  the  N1  atom  on  [C4mpyr],  N  atom  on  [TFSI]  and  P  
atom  on  [PF6].  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  inner  IL  density  peaks  were  truncated.  
Small  arrows  indicate  the  important  peaks  and  the  direction  of  the  arrows  indicates  the  significant  
changes.  5s  =  ±  1.91  e  nm–2  
Immediately  obvious  from  Fig.  6.3  is  the  fact  that  the  anion  density  is  significantly  
restored  within  the  interfacial  region  near  the  negative  electrode  in  comparison  to  the  [dca]  
systems  in  the  previous  chapters.  This  is  a  significant  and  an  important  change  as  it  indicates  
that  the  structure  of  the  anion  can  be  equally  as  important  as  the  structure  of  the  cation.  
In  particular,  the  anion  density  near  the  anode  in  the  [C4mpyr][TFSI]  system  with  5s  
electrodes  (Fig.  6.3  a  and  c)  is  characterised  by  three  well-­‐defined  layers  extending  to  about  
2.5  nm  away  from  the  electrode,  thus  exhibiting  a  stark  difference  compared  to  the  
generally  collapsed  anionic  layering  in  the  corresponding  [dca]  system.  Notably,  the  first  
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anionic  layer  is  still  smaller  than  the  second  cationic  layer,  implying  that  the  [C4mpyr]  
system  has  again  begun  a  transition  into  the  crowding  regime  as  expected  (electrode  
screening  is  explored  further  in  section  6.5.3).  This  is  significant  because  it  shows  that  this  
anion  is  not  affected  as  strongly  as  [dca]  by  the  effects  of  the  crowding  transition,  and  it  
implies  that  the  [TFSI]  anion  with  a  [C4mpyr]  cation  might  lead  to  more  efficient  
electrodeposition  of  zinc  or  other  metals  than  the  [dca]  anion  with  a  [C4mpyr]  cation.  For  
example,  Kar  et  al.371  showed,  in  the  supplementary  information  of  that  paper,  how  zinc  
(added  in  the  form  of  zinc  chloride)  can  be  deposited  from  an  N-­‐ethyl-­‐N-­‐
methylpyrrolidinium  bis(trifluoromethylsulfonyl)imide  ([C2mpyr][TFSI])  without  water,  
although  it  then  fails  to  be  oxidised  on  the  reverse  scan.  This  also  illustrates  that  the  
structure  of  the  interfacial  region  near  the  positive  electrode  may  be  equally  as  important  a  
research  topic,  and  an  avenue  for  future  studies.  Furthermore,  the  same  authors371  show  
that  the  [TFSI]  anion  supports  reversible  cycling  of  zinc  in  a  range  of  ILs  based  on  quaternary  
alkoxy  alkyl  ammonium  cations,  and  does  so  again  without  requiring  the  presence  of  water  
(in  contrast  to  the  [dca]  systems).  In  yet  another  study,  Xu  et  al.369  report  that  the  presence  
of  water  in  a  [C4mpyr][TFSI]  can  be  beneficial  to  the  electrochemical  performance  of  zinc  
cycling  and  that  it  forms  [TFSI]–water  clusters  by  hydrogen  bonding.  Based  on  the  findings  
from  the  previous  chapter,  the  result  presented  here  also  support  that  hypothesis,  
especially  for  the  processes  in  the  interfacial  region.  The  authors  also  note  that  the  
optimum  concentration  of  water  was  found  to  be  only  around  2  wt%  (higher  values  lead  to  
excessive  water  decomposition  and  formation  of  ZnO,  as  discussed  in  the  previous  chapter).  
Therefore,  some  of  these  experimental  results  support  the  notion  that  the  [TFSI]  anion  can  
provide  a  better  electrodeposition  environment  than  the  [dca]  anion,  which  is  likely  a  result  
of  its  stable  layering  and  interpenetration  into  the  butyl  chain  region  on  the  adsorbed  
[C4mpyr]  layer  (note  that  inner  layer  orientations  are  investigated  in  section  6.5.5).    
The  situation  in  the  [C4mpyr][PF6]  system  (Fig.  6.3  b  and  d)  appears  to  be  even  more  
favourable.  Here,  the  interfacial  region  near  the  anode  reveals  not  only  3  well-­‐established  
[PF6]  layers,  but  the  second  of  those  layers  actually  mixes  with  the  second  [C4mpyr]  layer  in  
a  roughly  40:60  ratio.  Some  mixing  within  the  second  layer  also  occurred  in  the  [TFSI]  
system  but  not  as  much  as  in  [PF6].  This  is  ascribed  to  the  better  shielding  of  the  positive  
charge  in  the  [PF6]  cation  that  can  be  considered  as  almost  having  a  spherical  symmetry.  
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This  then  allows  the  partially  negative  fluorine  atoms  to  interact  more  stably  with  the  butyl  
chains.  The  same  argument  goes  for  the  [TFSI]  anion,  although  in  that  case  some  of  the  
positive  charge  is  less  shielded  and  the  interactions  with  the  butyl  chain  are  therefore  
expected  to  be  smaller  than  in  the  [PF6].  This  is  explored  further  in  section  6.5.5.  Also  
detected  in  this  system  is  the  crowding  transition,  with  the  second  cationic  layer  being  
greater  in  magnitude  than  the  first  anionic  layer.  Again,  screening  is  discussed  in  detail  in  
section  6.5.3.  
In  terms  of  the  general  layering  profile,  the  [PF6]  system  also  shows  a  greater  number  of  
interfacial  layers  than  the  [TFSI]  system,  which  holds  true  for  both  the  anodic  and  the  
cathodic  interfacial  regions.  The  same  trend  was  found  previously  by  Ferreira  et  al.235  and  
dos  Santos  and  Cordeiro236  who  investigated  these  two  anions  with  the  1-­‐butyl-­‐4-­‐
methylimidazolium  cation.  
The  effects  of  utilising  the  full  charges  are  well  pronounced  in  both  systems.  In  the  
[C4mpyr][TFSI]  system  (Fig.  6.4  a  and  c),  there  are  two  obvious  changes.  First,  the  interfacial  
layer  densities  are  slightly  greater  than  before,  as  would  be  expected  after  enhancing  the  
interaction  strengths;  and  second,  the  interfacial  layering  near  the  positive  electrode  now  
shows  alternating-­‐layering  behaviour.  This  is  in  contrast  to  the  charge-­‐scaled  system  (Fig.  
6.3  a)  that  shows  that  the  layering  near  the  positive  electrode  is  non-­‐alternating  but  more  
mixed  (except  for  the  adsorbed  [TFSI]  layer).  This  is  likely  a  result  of  the  non-­‐uniform  charge  
distribution  tipping  in  favour  of  an  alternating  layering  behaviour  following  an  enhancement  
of  the  interaction  strengths,  and  the  behaviour  may  be  specific  for  this  particular  system.  
Although  this  was  not  studied  any  further  it  is  an  important  reminder  that  charge-­‐scaling  
can  have  significant  effects  in  these  systems  near  either  electrode,  and  it  is  therefore  
important  to  verify  that  the  results  are  generally  consistent  between  the  charge-­‐scaled  and  
full-­‐charge  simulations.  Which  of  these  two  layering  behaviours  is  more  realistic  cannot  be  
determined  with  any  certainty  at  this  time.  To  investigate  this  phenomenon,  it  is  necessary  
to  conduct  an  ab  initio  type  of  simulation  and  investigate  specific  polarization  effects  for  this  
particular  interface.  As  the  interfacial  regions  within  the  positive  electrodes  were  not  a  
target  of  this  study,  this  is  outside  of  the  scope  and  is  a  topic  for  future  studies.  
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Figure  6.4  Partial  atomic  density  profiles  of  the  [C4mpyr][TFSI]  (a  and  c)  and  [C4mpyr][PF6]  (b  and  
d)  5s  full-­‐charge  (1.0)  systems,  plotted  for  the  N1  atom  on  [C4mpyr],  N  atom  on  [TFSI]  and  P  atom  on  
[PF6].  Negative  electrode  is  at  z  =  0  nm.  For  clarity,  inner  IL  density  peaks  were  truncated.  Small  arrows  
indicate  the  important  peaks  and  the  direction  of  the  arrows  indicates  the  significant  changes.  5s  =  ±  
1.91  e  nm–2  
Full-­‐charge  simulations  of  the  [C4mpyr][PF6]  system  (Fig.  6.4  b  and  d)  also  reveal  
significant  differences.  Here,  the  layer  densities  are  generally  higher  than  before  as  a  result  
of  the  increased  interaction  strengths,  but  more  importantly,  the  onset  of  the  crowding  
transition  can  no  longer  be  deduced  only  from  these  density  profiles.  Specifically,  in  this  
particular  system  the  first  anionic  layer  is  now  greater  in  magnitude  than  the  second  
cationic  layer,  so  it  is  necessary  to  perform  other  tests  to  determine  if  the  system  has  
started  transitioning  into  the  crowding  regime.  This  was  not  investigated  as  the  primary  
focus  in  this  case  are  the  charge-­‐scaled  systems.  
6.5.2   Partial  molecular  density  
Partial  molecular  density  (PMD)  reveals  results  similar  to  those  with  PADs.  The  analysis  
is  performed  only  for  the  700  K  charge-­‐scaled  simulations,  which  are  then  used  to  generate  
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binning  windows  for  charge-­‐binning  analyses.  A  brief  mention  can  be  made  here  that  the  
PMDs  reveal  the  generally  more  numerous  and  more  extensive  layering  behaviour  in  the  
[PF6]  system  (Fig.  6.5  b),  whose  anodic  region’s  5  anionic  and  4  cationic  layers  extend  to  
about  4  nm  away  from  the  electrode.  On  the  other  hand,  the  [TFSI]  system’s  (Fig.  6.5  a)  
anodic  layering  consists  of  about  4  anionic  and  3  cationic  layers  that  extend  to  about  3.5  nm  
away  from  the  electrode.  The  results  are  consistent  with  PADs,  although  the  layering  
behaviour  is  slightly  easier  to  examine  using  the  PADs  (Fig.  6.3  a  and  b).  
  
Figure  6.5  Partial  molecular  density  profiles  of   the   [C4mpyr][TFSI]   (a)  and   [C4mpyr][PF6]   (b)  5s  
charge-­‐scaled  systems,  plotted  for  the  centre  of  geometry  of  each  ion  and  700  K  (step  3)  simulations.  
6.5.3   Electrode  screening  analysis  
Charge-­‐binning  analysis  (Fig.  6.6)  is  performed  to  study  the  screening  behaviour  in  these  
two  systems.  Charge-­‐bins  (CB)  are  selected  based  on  the  centre-­‐of-­‐geometry  partial  
molecular  density  plots  in  Fig.  6.5.  As  in  chapter  4,  CBs  are  selected  to  approximately  sample  
the  charge  due  to  the  significant  PMD  peaks  so  that  correlations  can  be  made  about  the  
screening  and  the  molecular  moieties  that  contribute  to  it.  Same  as  before,  there  are  no  
spaces  between  CBs,  and  CBs  windows  can  vary  in  z-­‐length.    
CB  histograms  for  both  systems  (Fig.  6.6)  reveal  a  screening  behaviour  of  the  anode  that  
is  similar  to  that  found  in  the  [C4mpyr][dca]  at  5s.  First,  the  screening  of  the  electrode  
cannot  be  achieved  by  the  pyrrolidinium  rings  alone  because  the  first  bin,  which  
corresponds  to  the  rings,  is  unable  to  deliver  the  required  34  e  charge.  The  second  bin,  
which  samples  the  charges  of  the  butyl  chains  belonging  to  the  cations  adsorbed  onto  the  
surface,  the  anions  that  mix  with  them,  and  some  parts  of  the  cations  from  the  third  layer  
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that  also  mix  in,  is  almost  neutral.  Specifically,  in  the  [C4mpyr][TFSI]  system  the  second  bin  
provides  only  +1.0  e,  which  together  with  the  first  bin  delivers  a  counter-­‐charge  of  +31.7  e,  
which  is  clearly  in  the  domain  of  underscreening  with  a  screening  factor  (SF)  of  0.93.  
Similarly,  in  the  [C4mpyr][PF6],  the  first  two  bins  deliver  +32.3  e,  which  is  again  an  
underscreening  and  the  SF  is  0.95.  For  this  reason,  the  third  bin  in  both  systems  is  again  net-­‐
positive,  such  that  with  the  third  bin  the  electrode  is  fully  screened  and  there  is  a  slight  
overscreening  in  both  cases.  The  key  difference  between  these  CBs  and  that  found  for  the  
[C4mpyr][dca]  system,  is  that  the  second  bin  carries  a  much  larger  negative  charge.  This  
leads  to  an  overall  smaller  SF  for  the  combined  first  2  bins  in  the  two  systems  studied  here  
compared  with  the  dca  system.  
  
Figure  6.6  Charge-­‐binning  analysis  for  the  anodic  regions  near  [C4mpyr][TFSI]  (a)  and  [C4mpyr][PF6]  
(b)  systems  near  5s  electrodes  and  for  700  K  (step  3)  simulations.  
The  primary  reason  for  the  slight  differences  in  the  screening  behaviour  stems  from  the  
fact  that  the  [TFSI]  and  [PF6]  anions  are  able  to  penetrate  the  butyl  chain  layer  region  (i.e.  
the  second  bin),  and  stay  there  for  longer  periods  of  time  than  the  [dca]  anion.  This  was  
already  indicated  in  the  PADs  as  shown  in  Figs.  6.3  and  6.4,  and  is  decidedly  due  to  the  
structure  and  geometry  of  the  anions  (section  6.5.5).    
6.5.4   Electrostatic  potential  
Given  that  the  electrode  screening  behaviour  found  above  differed  slightly  from  that  for  
the  [dca]  system  studied  in  chapter  4,  the  electrostatic  potentials  generated  by  the  new  
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charge  distributions  are  investigated  briefly  here.  In  both  cases  the  anodic  potential  drop  
(Fig.  6.7  a  and  b)  in  these  systems  is  almost  the  same  as  that  in  the  [dca]  system  (Fig.  4.12  f  
in  chapter  4),  illuminating  the  fact  that  it  is  that  first  bin  that  provides  the  greatest  
contribution  to  the  final  value  of  the  potential  drop,  with  the  subsequent  layers  only  slightly  
modifying  it.  However,  as  discussed  in  the  previous  chapters,  these  potentials  are  likely  
overestimated  due  to  the  employed  methodology.    
Thus,  the  presence  of  the  significantly  greater  concentration  of  anions  within  the  second  
bin  did  not  do  much  to  decrease  the  potential  drop  (i.e.  increase  the  capacitance).  
Therefore,  simulations  of  zinc  or  other  more  common  metal  ions  such  as  lithium  or  sodium  
in  combination  with  these  two  ILs  would  be  a  useful  topic  for  a  future  study  of  transfer  rates  
as  done  in  the  previous  chapter.  This  should  be  combined  with  the  experimental  cyclic  
voltammetry  to  test  the  hypothesis  that  the  [PF6]  and  [TFSI]  anions  would  create  a  more  
favourable  electrodeposition  environment  in  the  presence  of  the  [C4mpyr]  cation  compared  
with  the  [dca]  IL  analogue.  
  
Figure  6.7  Electrostatic  potentials  for  [C4mpyr][TFSI]  (a  and  c)  and  [C4mpyr][PF6]  (b  and  d)  
systems  with  5s  electrodes  at  both  700  K  (top)  and  370  K  (bottom)  temperatures.  
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6.5.5   Cation-­‐anion  interactions  
In  order  to  understand  the  origin  of  the  recovered  anion  density  within  the  adsorbed  
layer  structure  that  stretches  across  the  first  2  bins  in  the  CB  analysis  (Fig.  6.6),  the  anion  
partial  charges,  structure  and  geometry  are  investigated.  First,  it  needs  to  be  verified  that  
the  pyrrolidinium  cation’s  orientations  are  the  same  as  with  the  [dca]  system.  A  quick  check  
of  the  locations  of  the  terminal  alkyl  hydrogens  of  each  cation  show  that  these  peaks  
overlap  almost  exactly  and  show  a  maximum  at  around  0.81  nm  (Fig.  6.8).    
Secondly,  and  more  importantly,  the  time-­‐averaged  angles  of  the  ring-­‐plane  normal  
versus  z  axis  and  𝑁{𝐶R//////////⃗   vector  vs  z  axis  reveal  that  the  orientations  are  approximately  the  
same  in  both  systems,  and  at  both  temperatures  (with  some  temperature-­‐caused  
broadening  of  the  angle  distributions  as  expected)  (Fig.  6.9).  
In  particular,  the  highest-­‐probability  angles  between  the  plane  normal  and  z  axis  are  
about  14˚  in  both  systems,  indicating  an  approximately  flat  orientation  of  the  ring  with  
respect  to  the  electrode  (noting  that  the  pyrrolidinium  ring  itself  is  not  exactly  planar),  
which  is  the  same  as  found  before  in  the  [dca]  system.  Similarly,  the  highest  probability  
angles  between  the  butyl  chain  and  the  z  axis  are  about  35˚,  indicating  some  tilt  of  the  butyl    
  
Figure  6.8  Partial  density  plot  of   the  terminal  alkyl  hydrogen  atoms  H28,  H29  and  H30  on   the  
[C4mpyr]  cation  for  all  three  systems  for  comparison.  The  density  of  the  [dca]  system  was  taken  from  
the  chapter  4  and  the  system  also  contained  zinc.  Green  semi-­‐transparent  vertical  bar  indicates  the  
H28-­‐30  peak  maximum  for  clarity  and  the  corresponding  atoms  are  coloured  green  in  the  3D  inset.  
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Figure  6.9  Average  angles  between  ring  plane  normals  (defined  by  N1–C3–C4  atoms)  and  z  axis  (a  
and  b),  and  between  butyl  chains  (defined  by  𝑵𝟏𝑪𝑻///////////⃗   vectors)  and  z  axis  (c  and  d),  of  the  [C4mpyr]  cation  
in  the  [C4mpyr][TFSI]  system  (left  panels)  and  [C4mpyr][PF6]  system  (right  panels).  
chain  but  generally  oriented  outward,  which  is  again  roughly  the  same  as  found  in  the  [dca]  
system.  Thus,  the  presence  of  different  anions  did  not  significantly  alter  the  orientations  of  
the  [C4mpyr]  cations  adsorbed  onto  the  negative  electrode.  
Secondly,  now  that  the  orientations  are  verified,  the  first  anion  density  peaks  are  
examined  with  a  PAD  analysis  by  separating  the  anion  atoms  into  two  groups  –  partially  
positive  and  partially  negative.  Partially  positive  groups  are  plotted  in  red  and  partially  
negative  groups  in  blue  and  the  results  are  shown  in  Fig.  6.10.  Pyrrolidinium  cation’s  3D  
structure  in  its  approximate  orientation  is  included  in  the  background  as  a  visual  aid,  and  
the  results  for  the  [C4mpyr][dca]  system  (with  zinc)  are  calculated  for  the  previously  
simulated  system  from  chapter  4.  
Immediately  clear  from  Fig.  6.10  is  that  the  anions  are  preferentially  oriented  with  the  
negative  atoms  towards  the  electrode  (or,  more  specifically,  towards  the  cation  moieties),  
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although  the  [PF6]  anion  is  roughly  spherically  symmetric  so  it  will  always  be  the  case  that  its  
negative  atoms  are  closer  to  the  surrounding  charge  than  its  partially  positive  P.  This  is  
curious,  and  it  illustrates  an  important  fact.  All  three  anions  show  preferential  orientation,  
which  is  dictated  by  the  fact  that  the  anions  are  inserting  themselves  into  a  region  of  overall  
positive  charge,  in  order  to  screen  it.  This  means  that,  in  the  cases  of  non-­‐spherically  
symmetric  anions  such  as  [dca]  and  [TFSI],  these  anions  will  adopt  a  dipolar  conformation  in  
order  to  maximise  their  screening  power.  Given  that  the  [dca]  anion  is  relatively  small,  its  
charge  distribution  is  spread  over  a  narrow  volume  and  its  flexibility,  whatever  it  may  be,  is  
not  as  high  as  that  in  the  [TFSI],  which  is  a  larger  molecule  that  can  adopt  a  stronger  dipolar  
conformation.  Although  this  might  seem  surprising  given  that  the  calculated  dipole  
moments  of  both  [dca]  and  [TFSI]  are  similar372  (i.e.  0.16  e  Å  and  0.13  e  Å,  respectivelyuu),    
  
Figure   6.10  Partial   atomic   densities   of   the   anions   split   into   positive   (red)   and   negative   (blue)  
atomic  groups  near  the  negative  electrodes  in  the  [C4mpyr][PF6]  system  (top,  dotted,  density  offset  
by  +40),  in  the  [C4mpyr][TFSI]  system  (middle,  dashed,  density  offset  by  +20)  and  in  the  [C4mpyr][dca]  
+  Zn  system  for  a  direct  comparison  (bottom,  no  offset).  [C4mpyr]’s  3D  structure  is   included  in  the  
background  as  a  visual  aid,  while  the  semi-­‐transparent  red  and  green  vertical  bars  highlight  the  ring  
and  tail  regions,  respectively.  
                                                                                                                
uu  Note  that  1  debye  (D)  =  0.20819434  e  Å  
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the  calculations  are  performed  for  the  bulk  liquid  rather  than  for  ions  lodged  within  the  
interfacial  IL  layers,  where  they  are  exposed  to  the  non-­‐bulk-­‐like  electric  fields.  For  example,  
even  though  the  N3–CºN  arm  in  [dca]  is  somewhat  flexible  (equilibrium  angle  is  175˚  and  its  
force  constant  is  425  kJ  mol–1),  its  charge  distribution  is  relatively  symmetric  around  the  
central  N3  atom  (Fig.  6.11  a)  and  the  arm  is  usually  in  its  linear  conformation.  On  the  other  
hand,  even  though  the  [TFSI]  anion  and  particularly  the  C–S–N3  angle  are  slightly  more  rigid  
(equilibrium  angle  is  103.5˚  while  the  force  constant  is  764  kJ  mol–1),  the  [TFSI]  still  has  
greater  conformational  freedom  due  to  its  geometry  and  charge  distribution  (Fig.  6.11  b).  
This  is  true  in  the  bulk  phase  as  well,  where  [TFSI]  can  exist  in  a  conformational  equilibrium  
between  its  cis  and  trans  forms  with  respect  to  the  locations  of  the  –CF3  groups373,  however,  
the  effect  is  likely  going  to  be  much  more  pronounced  at  the  interface.  
Furthermore,  the  charge  distribution  on  both  the  anions  and  the  cations  are  likely  to  
carry  some  error  due  to  a  lack  of  polarizability  and  ion-­‐specific  force-­‐field  parameterisation.  
For  example,  Chaban  and  Voroshylova308  reparametrized  the  Canongia  Lopes−Pádua  force  
field  for  the  [C4mpyr]  cation  with  [dca]  and  [TFSI]  anions  (amongst  other)  and  found  that  
different  anions  alter  the  charge  distribution  on  the  cation.  Although  the  new  parameters  
were  found  to  improve  the  dynamical  properties  of  the  simulated  systems,  it  remains  
unclear  whether  such  reparamerisation  would  be  more  appropriate  for  an  interfacial  study  
compared  to  the  original  Lopes  and  Pádua  force  field210.  At  any  rate,  the  impact  of  charge  
distributions  can  be  discussed  briefly  to  some  extent.  
In  particular,  it  needs  to  be  recognised  that  larger  anions  will  generally  be  kinetically  less  
responsive  to  the  surrounding  charge  than  smaller  anions  of  the  same  total  charge,  as  long  
as  the  charge  distribution  is  sufficiently  delocalised  and  well  distributed  across  the  larger  
anion.  This  is  the  case  for  both  the  [PF6]  and  [TFSI]  anions.  As  shown  in  Fig.  6.11,  the  F  atoms  
in  particular  exhibit  a  relatively  small  and  well-­‐distributed  negative  charge  when  compared  
to  the  N  atoms  on  [dca],  and  so  even  if  those  F  atoms  come  in  contact  with  the  partially  
negative  carbon  atoms  on  the  [C4mpyr]’s  butyl  chain  (e.g.  CT  atom  =  –0.144  e),  the  
attraction  between  the  other  F  atoms  and  the  butyl  chain’s  H  atoms  (H-­‐bonding)  will  tend  to  
stabilise  the  overall  interaction.  In  other  words,  [dca]’s  lack  of  H-­‐bonding  stabilisation  and  
its  ineffective  shielding  of  the  positive  charge  leads  to  interaction  instabilities.    
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Figure  6.11  3D  structures  and  partial  atomic  charges  of  [dca]  (a),  [TFSI]  (b)  and  [PF6]  (c)  anions.  
Partial  charges  correspond  to  the  charge-­‐scaled  system  (i.e.  total  anion  charge  is  –0.8  e).  
The  [dca]  is  an  interesting  molecule  in  that  respect,  and  in  chapter  4  it  was  found  that  a  
20%  change  in  charge  on  the  butyl  chain  results  in  a  significant  interruption  of  the  [dca]–
butyl  interactions.  However,  it  should  be  reminded  that  the  electric  field  originating  from  
the  negative  charges  from  an  underscreened  electrode  will  also  be  contributing  to  that  
problem.  
The  [PF6]  (Fig.  6.11  c),  like  the  [TFSI],  also  penetrates  the  butyl  chain  region,  and  actually  
does  so  more  easily  than  either  the  [dca]  or  the  [TFSI].  It  even  mixes  with  the  second  cation  
layer  to  a  relatively  large  extent  (Fig.  6.3  b).  This  is  undoubtedly  related  to  its  highly  shielded  
P  atom,  which  is  contained  inside  a  shell  of  six  F  atoms  (note  that  [PF6]  also  exhibits  a  zero  
dipole  moment372,  as  expected),  as  well  as  its  all-­‐around  hydrogen  bonding.  The  F–P–F  angle  
has  an  equilibrium  value  of  90˚  and  a  relatively  high  force  constant  of  1165  kJ  mol–1,  thus  
preventing  the  P  atom  from  exposure  and  from  coming  in  close  contact  with  the  positive  
charges  on  the  butyl  chain.  As  a  result,  the  partially  negatively  charged  F  atoms  interact  
stably  with  the  butyl  chain,  even  in  the  presence  of  an  underscreened  electrode.  Therefore,  
the  presence  of  well-­‐distributed  charge,  a  greater  number  of  atoms  in  general,  and  the  
presence  of  the  relatively  weakly  charged  F  atoms  (H-­‐bonding  stabilisation)  in  both  the  
[TFSI]  and  the  [PF6],  are  all  linked  to  these  anions’  stable  layering  in  the  underscreened  
[C4mpyr]  system.  
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Although  the  quantitative  analysis  of  these  phenomena  could  be  expanded  further,  such  
as  by  investigating  the  average  angles,  spatial  distribution  functions,  interaction  energies,  
and  bond  lengths  as  a  function  of  z  distance,  or  by  calculating  the  dipole  moments  as  a  
function  of  z  using  the  method  from  Li  et  al.374,  such  investigations  are  outside  of  the  scope  
of  this  thesis  and  form  part  of  a  separate  project.  Nonetheless,  a  quick  look  can  be  taken  at  
several  snapshots  of  the  anodic  interfacial  regions  (first  2  layers)  in  both  the  [TFSI]  and  the  
[PF6]  systems  (Fig.  6.12).  
These  snapshots  reveal  several  additional  features,  and  particularly  so  for  the  [TFSI]  
system.  First,  in  both  systems  it  can  be  seen  that  the  parts  of  the  anions  that  penetrate  the  
butyl  chain  region  are  mostly  those  containing  the  F  atoms,  as  expected  as  per  the  earlier  
discussion.  Secondly,  in  the  [TFSI]  system  there  is  a  certain  degree  of  order  within  the  anion  
layer  that  is  characterised  by  linear  stacking  of  the  anions  into  the  regions  of  reduced  butyl  
chain  density.  This  is  likely  a  result  of  specific  interactions  both  within  the  first  cation  layer  
(butyl  chain  aggregations)  and  within  the  second  anion  layer  ([TFSI]–[C4mpyr]  interactions).  
The  regions  of  reduced  butyl  chain  density  are  marked  with  semi-­‐transparent  blue  triangles  
in  Fig.  6.12  c,  and  the  same  regions  are  marked  on  the  top  views  with  semi-­‐transparent  blue  
rectangles  in  Fig.  6.12  d.  This  type  of  ordering  is  not  detected  qualitatively  in  the  [PF6]  
system,  and  quantitative  analyses  were  not  performed.  However,  as  an  additional  check,  
the  top  views  of  the  pyrrolidinium  ring  surface  configurations  indicate  that  the  adsorbed  
cations  in  the  [TFSI]  system  are  indeed  much  more  strongly  ordered  than  the  cation  rings  in  
the  [PF6]  system  (Fig.  6.13).  
These  results  suggest  that  the  interfacial  structure  in  these  systems  cannot  be  ignored  
even  in  the  more  loosely  defined  outer  layers.  More  importantly,  they  also  suggest  that  the  
structure  and  geometry  of  the  anion  can  be  equally  as  important  as  the  structure  and  
geometry  of  the  cations,  indicating  that  the  cation-­‐anion  interactions  need  to  be  considered  
as  a  whole  when  investigating  the  impact  of  IL  layering  on  the  electrochemical  performance.  
The  importance  of  the  anion  is  nothing  new  per  se  and  it  has  been  known  for  a  while  in  the  
experimental  community  that  different  anions  can  significantly  modify  the  performance  of  
the  IL  even  if  the  cation  is  kept  the  same.63,  72  Similarly,  in  the  theoretical  community  there  
have  been  several  comparative  simulations  all  pointing  to  the  fact  that  different  anions  
usually  lead  to  significant  changes  in  the  interfacial  profile  and  dynamics.231,  232,  235,  236  Some  
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Figure   6.12   Snapshots   of   the   first   two   layer   structures   in   [C4mpyr][TFSI]   (left   panels)   and  
[C4mpyr][PF6]  (right  panels)  from  a  sideview  with  cations  shown  as  stick  models  and  anions  as  sphere  
models  (a  and  b),  from  the  same  sideview  but  only  showing  the  cation  rings  on  the  surface  (c  and  d),  
and  from  the  top  view  of  the  anode  showing  the  cation  rings  and  complete  anions  (e  and  f).  The  blue  
and   green   shaded   regions   in   c   and   e   correspond   to   the   butyl   chain   aggregations   and   anion  
aggregations,  respectively.  
of  these  studies  were  discussed  at  greater  length  in  chapter  1  of  this  thesis.  Furthermore,  
the  importance  of  hydrogen  bonding  in  ILs  is  long-­‐recognised  and  has  been  investigated  in  
the  bulk  systems  for  a  while375-­‐377,  but  the  importance  of  hydrogen  bonding  in  the  interfacial  
electrochemical  systems  has  only  been  investigated  in  one  recent  study  by  Gómez-­‐González  
et  al.261  In  that  work,  it  was  found  that  H-­‐bonding  can  significantly  improve  the  metal  ion    
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Figure   6.13   Adsorbed   layer   structures   on   the   negative   electrodes   in   [C4mpyr][TFSI]   (a)   and  
[C4mpyr][PF6]  (b)  systems,  showing  only  the  pyrrolidinium  ring  locations.  
density  near  the  electrode  surfaces,  which  supports  the  notions  developed  in  this  chapter.  
Lastly,  the  importance  of  different  anions  on  the  effects  associated  with  crowding  and  anion  
layer  collapse  have  not  been  investigated  until  now.  
6.6   Conclusions  
The  most  important  finding  in  this  chapter  is  the  fact  that  the  collapsed  anion  density,  
which  was  previously  found  to  be  due  to  the  poor  butyl-­‐chain–[dca]  interactions,  can  be  
recovered  by  replacing  the  [dca]  anion  with  fluorinated  anions  that  have  well  distributed  
partial  charge,  such  as  [TFSI]  or  [PF6].  These  anions  have  a  greater  penetrating  power  due  to  
their  interfacial  H-­‐bonding  networks  and  better  shielding  of  their  positive  charges,  both  of  
which  allows  them  to  establish  a  more  stable  interaction  with  the  weakly  charged  outward-­‐
oriented  butyl  chains  of  the  [C4mpyr]  cation  within  both  the  adsorbed  and  the  second  
layers.  This  recovery  can  occur  even  if  the  electrode  surface  is  slightly  underscreened  as  in  
the  case  of  the  crowded  [C4mpyr]  system  near  the  –1.91  e  nm–2  graphene  electrodes.    
Therefore,  although  the  anions  investigated  here  do  not  promote  any  additional  
aggregations  of  positive  charges  within  the  first  two  layers  and  as  such  do  not  change  the  
electrode  screening  behaviour  in  that  respect,  they  do  bring  in  the  additional  negative  
charge  into  the  second  layer  and  thereby  correct  some  of  the  layering  problems  associated  
with  the  crowding  transition.  While  it  is  not  known  if  the  overall  electrochemistry  (reduction  
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as  well  as  oxidation)  would  be  improved  with  such  a  replacement,  the  reduction  reaction  is  
likely  to  be  improved  according  to  the  theoretical  understanding  developed  in  the  previous  
three  chapters.  Nonetheless,  a  careful  study  of  the  screening  properties  near  both  
electrodes  and  with  other  types  of  anions  should  be  able  to  devise  an  electrochemically-­‐
optimised  IL.  Finally,  the  findings  themselves  illustrate  the  importance  of  the  cation-­‐anion  
interactions  on  the  screening  behaviour  in  crowded  systems.     
   279  
Chapter  7   Prospects  for  Future  Studies  
This  thesis  has  explored  a  small  but  important  area  in  the  physics  of  the  electrode-­‐
electrolyte  interface  in  ionic  liquids.  It  has  concentrated  predominantly  on  the  physics  near  
the  negative  electrode  as  this  region  was  implicated  in  causing  a  stark  difference  in  the  
electrochemical  behaviour  of  a  pair  of  ionic  liquid  systems  employed  within  the  context  of  a  
rechargeable  zinc  battery.  In  the  four  chapters  presented  here,  a  variety  of  computational  
experiments  were  undertaken  and  analyses  performed.  These  could  be  generally  classified  
into  four  types:  one-­‐dimensional  studies  of  the  structure,  dynamics  and  other  derived  
properties  of  ionic  liquid  mixtures  in  the  direction  perpendicular  to  the  electrodes;  two-­‐
dimensional  studies  of  the  adsorbed  layer  structures  in  the  direction  parallel  to  the  
electrodes;  three-­‐dimensional  studies  of  the  adsorbed  layer  orientations  with  respect  to  the  
electrodes;  and  four-­‐dimensional  studies  of  the  coordination  environments  of  zinc  (i.e.  time-­‐
resolved  coordination).  The  specific  types  of  analyses  from  each  of  those  groups  can  be  
found  in  the  names  of  the  subsections  in  the  Results  and  Discussion  sections  of  each  
chapter,  and  if  not  there,  then  in  the  methods  of  those  chapters.  However,  there  are  other  
types  of  analyses,  as  well  as  other  types  of  experiments  that  could  be  performed  as  an  
extension  to  this  work.  
For  example,  in  chapter  3  there  is  a  small  section  on  the  study  of  the  interfacial  region  
near  the  positive  electrode  (i.e.  section  3.5.3).  This  region  was  found  to  show  very  
interesting  properties  with  respect  to  the  arrangement  of  the  [dca]  anions,  and  the  
dynamics  of  the  inner  layer.  Similarly,  in  chapter  6  it  was  found  that  slight  changes  in  the  
partial  charges  on  the  anions  can  significantly  alter  the  layering  profile  near  the  positive  
electrode  (i.e.  section  6.5.1).  As  the  positive  electrode  is  important  for  the  oxidation  process  
in  an  electrochemical  cell,  it  is  expected  that  an  investigation  of  this  region  will  yield  equally  
as  interesting  and  useful  results  as  the  studies  of  the  negative  electrode  as  conducted  in  this  
thesis.  Thus,  it  is  highly  recommended  that  a  researcher  who  continues  this  work  should  
investigate  the  interfacial  region  near  the  positive  electrode  as  well,  but  keeping  in  mind  
that  the  best  approach  to  do  that  would  be  to  study  a  pair  of  systems  that  were  investigated  
(or  would  be  investigated)  experimentally.  Furthermore,  it  was  found  that  the  surface  
configuration  of  the  imidazolium  cations  on  the  negative  electrode  exhibits  a  stacking  
behaviour  in  which  the  cation  rings  orient  parallel  to  each  other  and  at  high  tilt  angles  with  
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respect  to  the  electrodes,  thus  forming  linear  chains  on  the  electrode  surface.  These  chains  
were  sometimes  found  to  stretch  across  the  periodic  boundaries,  which  means  that  the  
length  of  the  chains  may  be  even  greater  than  that  reported  in  this  thesis.  In  order  to  
explore  the  maximum  length  that  the  cation  chains  can  achieve,  as  well  as  their  impact  on  
the  system  as  a  whole,  an  electrode  with  a  larger  surface  area  should  be  investigated.  
In  chapter  4,  it  was  shown  how  a  high  surface  charge  density  can  trigger  a  crowding  
transition  if  the  IL  counter-­‐ion  is  unable  to  deliver  the  required  screening  charge.  Although  
crowding  was  discussed  previously  and  also  detected  experimentally  (for  more  information  
and  references  see  chapter  4),  it  was  never  studied  in  relation  to  electrochemistry.  
However,  this  can  now  be  expanded  further.  For  example,  what  is  the  effect  of  a  corrugated  
surface,  or  a  different  type  of  electrode,  on  the  structure  of  the  screening  layers?  In  relation  
to  the  two  IL  systems  studied  here,  answering  such  questions  could  be  potentially  very  
useful.  
In  chapter  5,  many  avenues  remain  unexplored.  For  example,  the  3s  systems  could  be  
analysed  in  more  detail,  particularly  in  relation  to  the  transfer  dynamics  and  cation  
orientations  at  the  negative  electrode.  As  zinc  transfer  was  found  to  occur  under  these  
conditions  in  the  [C4mpyr][dca]  system,  these  transfer  events  should  be  analysed  
individually.  The  surface  configuration  of  the  cations  could  also  be  investigated,  as  well  as  
the  electrode  screening  behaviour  by  charge-­‐binning  analysis;  again,  these  were  not  
completed  for  either  the  3s  or  the  5s  systems  due  to  time  restraints.  The  rare  events  (i.e.  
zinc  transfers),  were  only  investigated  for  a  handful  of  transfers  due  to  time  limitations,  but  
a  Python  script  should  be  developed  to  ensure  that  hundreds  of  these  events  can  be  
analysed  automatically  in  order  to  obtain  more  resolution  and  correlation  power.  
Furthermore,  it  was  found  that  the  sampling  frequency  of  2-­‐5  ps  does  disrupt  the  resolution  
somewhat,  so  a  finer  sampling  frequency  at  perhaps  a  subpicosecond  range  would  be  
beneficial  to  obtain  more  resolution  on  the  critical  coordination  sphere.  Finally,  an  
important  set  of  experiments  that  are  highly  recommended  are  the  potential  of  mean  force  
simulations  for  zinc  in  the  vicinity  of  the  negative  electrode.  Such  simulations  should  be  
compared  for  systems  with  and  without  water  to  confirm  quantitatively  that  water  reduces  
the  free  energy  barriers.    
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Chapter  6  presented  an  initial  study  of  how  different  anions  affect  the  layering  
behaviour  in  a  crowded  system.  There  are  many  opportunities  for  an  extension  of  that  
work,  as  suggested  in  the  chapter  itself.  For  example,  the  interfacial  region  near  the  
negative  electrode,  which  was  found  to  exhibit  a  recovered  anion  density,  could  be  
understood  much  better  by  analysing  the  other  IL  properties  as  a  function  of  z  distance  such  
as:  orientations  of  the  cations  and  anions,  spatial  distribution  functions  or  cylindrical  RDFs  
around  the  butyl  chains,  interaction  energies  between  cations  and  anions,  bond  lengths  for  
bonds  of  interests  and  dipole  moments  of  anions.    
Several  of  the  common  issues  associated  with  simulations  in  each  chapter  is  the  lack  of  
polarizability  in  both  the  electrode  and  the  ionic  liquid  mixtures.  It  is  now  generally  
accepted  that  polarizability  effects  could  be  very  important  in  some  systems,  and  in  this  
thesis  it  was  also  shown  that  when  some  effects  of  polarizability  are  implicitly  included,  
significant  changes  are  often  observed.  Therefore,  a  continuation  of  this  work  should  
implement  polarizable  force  field  models  to  both  confirm  the  trends  obtained  here  and  to  
expand  on  those  findings  by  conducting  further  simulations  using  polarizable  models  (even  
if  only  for  verification  purposes).  Another  common  issue  is  the  fact  that  differential  
capacitance  (DC)  was  not  investigated  in  depth.  The  primary  reason  for  this  is  that  DC  is  a  
study  more  appropriate  for  the  supercapacitor  research,  or  for  the  comparison  of  
capacitance-­‐potential  plots  to  the  theoretical  models,  none  of  which  was  the  aim  of  this  
thesis.  Nonetheless,  as  it  is  currently  not  known  what  the  relationship  between  capacitance  
and  electrochemical  performance  actually  is,  a  future  study  of  DC  for  an  IL  system  
susceptible  to  crowding  transitions  could  be  an  avenue  to  explore.  
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Chapter  8   General  Discussion  
In  general,  this  thesis  provides  a  molecular  level  understanding  of  the  effect  of  cation  
chemical  structure  on  the  IL  structuring  at  a  charged  electrode  and  correlates  this  with  the  
previous  AFM  and  electrochemical  studies.  Starting  with  chapter  1,  it  was  first  shown  that  
the  inner  layer  structures  of  the  two  ILs,  [C4mpyr][dca]  and  [C2mim][dca],  differed  
significantly  in  all  three  aspects  of  analysis  –  one-­‐dimensional  partial  density  along  the  z-­‐
axis,  two-­‐dimensional  surface  configuration  of  the  adsorbed  counter-­‐ions,  and  three-­‐
dimensional  orientation  of  the  counter-­‐ion  species.  While  this  was  a  preliminary  
investigation  whose  aim  was  to  obtain  a  first-­‐look  into  the  interfacial  structures  of  the  two  
systems,  an  odd  layering-­‐instability  issue  was  detected  that  could  not  be  immediately  
explained.  The  origin  of  this  instability  then  formed  one  of  the  primary  aims  for  the  next  two  
chapters,  where  methodology  was  modified  to  explore  this  phenomenon  in  greater  detail.  
The  other  core  aims  pertained  to  the  exploration  of  the  physical  differences  between  the  
two  IL  systems  in  confinement  and  how  those  differences  could  be  used  to  help  explain  the  
electrochemical  discrepancy  between  the  two  systems.  Experimental  measurements  such  as  
those  by  the  atomic  force  microscopy,  cyclic  voltammetry  and  nuclear  magnetic  resonance  
were  found  to  be  very  useful  as  a  guide  for  interpreting  the  computational  results  (and  vice  
versa)  and  designing  further  simulations.  In  particular,  in  chapter  3  a  qualitative  agreement  
was  obtained  for  the  comparison  of  the  numbers  of  the  interfacial  IL  layers  near  the  
negative  electrode,  which  was  further  confirmed  by  the  additional  simulations  in  chapters  4  
and  5.    
In  chapter  4,  the  nature  of  the  layering  instability  and  the  anion  layer  collapse  was  
explored  at  depth  and  its  impact  on  the  distribution  of  zinc  was  investigated.  From  the  
methodological  perspective,  the  simulation  method  was  redesigned  from  the  previous  
chapter  such  that  the  sampling  of  the  phase  space  was  greatly  improved.  This  was  done  by  
running  an  8-­‐ns  simulation  at  700  K,  which,  although  unrealistic  from  an  experimental  point  
of  view,  was  used  as  a  modelling  trick  to  speed  up  the  simulation  and  thus  overcome  both  
the  issues  associated  with  overestimated  electrostatics  and  the  generally  slow  sampling.  
Similar  simulations  in  the  literature  also  employ  physically-­‐unrealistic  temperatures  for  
similar  reasons,  but  generally  not  greater  than  500  K.  In  this  project,  the  heating  to  the  700  
K  and  the  cooling  back  to  300  K  was  not  achieved  instantly,  but  was  performed  over  a  1-­‐ns  
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interval  for  each  step,  which  was  done  in  order  to  minimise  any  quenching  effects.  The  low-­‐
temperature  simulations  (i.e.  at  300  K)  were  then  used  for  cross-­‐referencing  to  support  the  
findings  observed  at  the  high  temperature  simulations,  and  in  that  way  establish  that  the  
700  K  simulations  did  not  suffer  from  serious  artefacts.  This  procedure  was  inspired  by  the  
replica  exchange  method,  and  it  is  possible  that  the  replica  exchange  might  give  even  better  
results,  but  this  cannot  be  ascertained  at  this  time  and  would  have  to  be  investigated  in  
depth  because  the  two  methods  are  distinctly  different.  The  1000  K  simulations  were  used  
for  similar  reasons,  but  were  included  more  for  exploratory  purposes.  Indeed,  there  were  
some  signs  that  the  1000  K  simulations  may  not  be  safely  cooled  down  to  300  K  over  a  1-­‐ns  
interval  due  to  a  possible  quenching  problem  (chapter  5,  section  5.5.1.1),  however,  the  
1000  K  simulation  itself  was  found  to  be  very  useful  in  chapter  5  as  it  enabled  successful  zinc  
transfer.  This  is  discussed  further  below.  In  general,  although  this  was  a  large  
methodological  improvement  with  respect  to  the  previous  chapter,  many  aspects  can  still  
be  further  improved.  In  that  respect,  a  future  researcher  may  find  it  useful  to  re-­‐design  this  
method  in  accord  with  the  issues  identified  herein.  For  example,  the  methodology  can  be  
modified  to  include  significantly  decreased  rates  of  the  heating  and  cooling  steps  and  to  
cover  a  greater  range  of  temperatures  over  the  same  simulation  time  (e.g.  up  to  100  ns).  
From  the  scientific  perspective,  the  results  in  chapter  4  were  found  to  be  plausible.  For  
example,  at  the  low  negative  electrode  surface  charge  densities,  both  the  [C4mpyr]  and  the  
[C2mim]  cations  can  deliver  the  necessary  screening  and  overscreening  of  the  electrode,  as  
expected,  and  achieve  this  within  about  0.6  nm  away  from  the  electrode.  However,  at  the  
medium  to  high  electrode  charge  densities,  the  [C4mpyr]  cation  is  unable  to  effectively  
screen  the  electrode  charge  within  0.6  nm  due  to  its  screening-­‐inefficient  geometry.  
Specifically,  as  a  consequence  of  its  chemical  structure  and  molecular  charge  distribution,  
[C4mpyr]  screens  the  surface  with  its  ring  planes  oriented  roughly  parallel  to  the  surface  
(and  butyl  chains  oriented  perpendicularly  away),  thus  taking  up  a  large  surface  area  and  
reaching  the  lattice  saturation  regime  (i.e.  no  additional  cations  can  fit  into  the  adsorbed  
layer).  The  [C2mim][dca]  on  the  other  hand  does  not  have  this  problem  as  its  cations  can  be  
oriented  with  their  ring  planes  perpendicular  to  the  electrode  and  parallel  to  each  other,  
thus  achieving  a  significantly  greater  packing  density  on  the  surface  and  not  reaching  the  
lattice  saturation  regime.  The  question  then  becomes  if  the  medium  and  high  surface  
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charge  densities  as  used  here  are  realistic.  The  work  here  suggests  that  they  are,  even  
though  most  works  in  the  literature  usually  simulate  at  much  lower  electrode  charge  
densities.  Namely,  in  this  project  the  investigated  electrode  surface  charge  densities  ranged  
from  0  to  ±  1.91  e  nm–2,  and  although  the  extraction  of  the  actual  charge  densities  during  
electrodeposition  experiments  is  cumbersome,  a  recent  review321  of  the  experimental  
literature  revealed  that  in  ionic  liquid  environments,  electrode  surface  charge  densities  can  
range  from  about  –1.3  e  nm–2  to  about  +2.0  e  nm–2  .  These  values  depend  both  on  the  IL  and  
the  type  of  the  electrode  surface,  and  would  likely  also  be  affected  by  polarizability.  Thus,  
by  including  those  values  (in  the  negative  range),  and  values  slightly  larger  than  that  (i.e.  up  
to  the  simulated  ±  1.91  e  nm–2)  ensures  that  the  simulated  systems  accurately  represent  the  
experimental  charge  densities,  and  that  they  also  cover  slightly  outside  of  that  range  for  
exploratory  purposes.  For  example,  even  in  the  case  that  the  highest  simulated  surface  
charge  densities  are  overestimated  with  respect  to  the  experimental  systems,  this  can  be  
used  to  highlight  the  features  of  interest  (i.e.  stronger  “signal”  and  better  sampling  of  the  
layering  collapse  and  zinc  transfer  dynamics).  Notably,  the  layering  instability  was  detected  
even  at  –1.5  e  nm–2,  which  justifies  the  used  approach.  Lastly,  the  associated  collapse  of  the  
first  anion  layer  in  the  interfacial  region  near  the  anode  appeared  to  reduce  the  
concentration  of  zinc  in  this  region,  which  makes  sense  as  zinc  would  then  have  a  more  
limited  coordination  environment  in  that  region  and  therefore  less  probability  of  reaching  
this  heavily  diminished  anion  layer.  As  a  consequence,  it  is  expected  that  this  would  disrupt  
the  electrodeposition  process  in  various  ways,  which  would  be  consistent  with  experimental  
observations.  
Chapter  5  investigated  the  effects  of  water  on  the  same  two  systems  and  the  results  
were  again  found  to  be  very  plausible.  Water  was  found  to  activate  the  transfer  of  zinc  from  
the  bulk  liquid  to  the  electrode  surface  in  both  systems  at  the  –1.91  e  nm–2  electrode  charge  
densities.  Remarkably,  the  difference  in  the  rates  of  zinc  transfer  was  in  very  good  
qualitative  agreement  with  the  experimental  observations.  [C2mim][dca]  system  supported  
about  2.5  times  more  zinc  transfers  than  [C4mpyr][dca]  at  the  same  simulated  conditions.  
Experimentally,  this  ratio  was  about  4.0  in  favour  of  [C2mim][dca]97.  It  is  expected  that  a  
greater  number  of  replicas  (i.e.  systems  with  different  initial  conditions)  should  make  this  
agreement  even  better.  The  absolute  current  densities  were  not  investigated  as  it  is  very  
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likely  that  the  simulated  systems  may  be  running  at  speeds  that  are  orders  of  magnitude  
faster  than  the  real  systems.  This  estimate  is  based  on  the  recent  findings100  that  ionic  
liquids  may  be  experiencing  a  freezing  behaviour  near  electrified  interfaces  and  in  
confinement.  It  is  therefore  expected  that  the  same  or  similar  results  may  be  obtained  at  
lower  simulation  temperatures  (e.g.  300-­‐350  K)  but  over  many  hundreds  and  even  
thousands  of  nanoseconds  of  simulation  time.  This  is  a  test  that  a  future  researcher  may  
find  very  useful  as  it  is  possible  that  some  details,  and  especially  mechanistic  details  of  zinc  
transfer,  were  smeared  out  by  the  high-­‐temperature  simulations.  A  recommended  setup  
would  be  a  temperature  of  not  more  than  370  K  (preferably  lower),  a  simulation  time  of  at  
least  300  ns  (and  possibly  up  to  and  over  1000  ns)  and  a  sampling  of  the  trajectory  at  every  
100  fs  or  so.  This  type  of  simulation  would  take  up  an  extremely  large  amount  of  memory  
(as  per  the  current  standards)  so  it  may  be  some  time  before  this  become  feasible.  
The  mechanism  of  zinc  transfer  was  also  found  to  be  credible.  Water’s  primary  role  in  
the  activation  of  the  transfer  appears  to  be  that  of  temporarily  disassembling  zinc’s  [dca]  
coordination  shell  and  thereby  allowing  zinc  to  cross  the  IL  layering  and  reach  the  electrode  
surface.  There  is  some  evidence  that  this  may  be  occurring  in  a  step-­‐wise  fashion  with  zinc  
jumping  between  layers  when  the  situation  favours  it  to  do  so  (Fig.  5.16).  This  effect  is  more  
pronounced  near  the  interface  as  water  tends  to  accumulate  in  the  adsorbed  layer.  
Furthermore,  water  has  the  ability  to  flux  through  the  interface  much  more  easily  than  
other  species  because  of  its  neutral  charge  and  small  size.  For  this  reason,  there  is  also  going  
to  be  some  error  with  respect  to  the  concentration  of  the  water  in  the  bulk.  Namely,  when  
the  water  accumulates  in  large  quantities  at  the  interfaces,  its  bulk  concentration  is  
significantly  reduced.  Thus,  a  follow-­‐up  simulation  should  take  this  calculation  into  account  
and  raise  the  concentration  of  water  in  the  simulated  systems  such  that  after  the  
equilibration  the  bulk  content  is  approximately  3  wt%,  as  intended  (and  as  used  
experimentally).  Nonetheless,  the  qualitative  picture  of  water-­‐assisted  zinc  transfer  as  
obtained  here  is  sensible  and  it  challenges  the  two  previous  theories94,  368  about  water’s  role  
in  these  zinc  systems.  
A  small  side-­‐investigation  in  Chapter  5  was  conducted  to  determine  whether  the  
layering  instability,  and  particularly  the  anion  layer  collapse,  was  responsible  for  the  
difference  in  the  zinc  transfer  rates.  By  choosing  an  electrode  surface  charge  density  at  
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which  both  systems  featured  well-­‐defined  alternating  IL  layers  near  the  negative  electrode  
(i.e.  –1.14  e  nm–2),  the  simulations  were  repeated  as  before.  Remarkably,  not  only  did  the  
[C4mpyr][dca]  system  now  feature  a  well-­‐defined  layering  profile,  but  it  supported  a  greater  
number  of  zinc  transfers  than  [C2mim][dca].  In  fact,  the  latter  system  could  not  support  any  
zinc  transfers  at  all.  A  quick  check  of  the  orientations  revealed  that  the  [C4mpyr]  cation  was  
now  in  a  variety  of  orientations  with  respect  to  the  surface,  with  many  of  their  butyl  chains  
lying  flat  against  the  surface  (Fig.  5.10).  It  is  suspected  that  this  has  created  regions  of  space  
within  the  adsorbed  layer  through  which  zinc  may  easily  pass  and  reach  the  surface  of  the  
electrode.  Furthermore,  the  [C4mpyr][dca]  system  featured  a  greater  concentration  of  
water  at  the  interfaces  than  [C2mim][dca],  which  is  likely  to  be  another  important  factor.  
These  investigations  could  be  further  extended.  
Chapter  6  digressed  slightly  from  the  core  two  systems  (i.e.  [C2mim]  vs.  [C4mpyr])  and  
instead  concentrated  only  on  the  problematic  [C4mpyr]  cation.  Here,  this  cation  was  
matched  up  with  two  other  anions,  the  [PF6]  and  the  [TFSI],  thereby  creating  two  new  IL  
systems  for  an  investigation  of  their  layering  properties  and  behaviour.  By  simulating  the  
two  systems  at  both  370  K  and  700  K,  and  in  confinement  by  the  ±  1.91  e  nm–2  electrodes  
(that  is,  at  the  surface  charge  densities  at  which  the  [C4mpyr]  cation  exhibits  strong  
crowding  effects),  it  was  found  that  both  [PF6]  and  [TFSI]  inner  anodic  layers  are  significantly  
restored  in  comparison  to  the  results  with  the  [dca]  anion.  In  other  words,  these  two  anions  
did  not  experience  as  strong  of  a  disruption  to  their  layering  as  the  [dca].  In  fact,  both  of  
these  anions  were  found  to  engage  in  significant  mixing  with  the  cation  layers  as  well  (e.g.  
Fig.  6.3).  Although  this  chapter  opens  up  an  entirely  new  research  direction  where  many  
avenues  remain  unexplored,  the  underlying  cause  for  the  restored  anion  density  was  
ascribed  to  several  of  the  key  properties  of  [PF6]  and  [TFSI].  This  is  best  understood  with  
reference  to  Fig.  6.11.  First,  both  [PF6]  and  [TFSI]  feature  molecular  moieties  in  which  the  
positive  charge  is  well  shielded  by  the  negatively  charged  F  atoms;  second,  both  anions  
feature  more  widely-­‐distributed  charge  density  as  a  result  of  the  greater  number  of  their  
constituent  atoms;  and  third,  [TFSI]  anion  also  features  a  greater  conformational  freedom  
and  is  able  to  adopt  a  dipolar  conformation  where  necessary.  As  a  result,  the  H-­‐bonding  in  
these  two  anions  is  not  as  easily  destabilised  as  the  H-­‐bonding  with  [dca]  and  the  cation,  
thus  allowing  the  [PF6]  and  the  [TFSI]  to  interact  more  stably  with  the  butyl  chain  on  the  
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cation  and  thereby  establish  a  stable  anionic  layer.  While  this  interpretation  is  offered  here  
on  a  tentative  basis,  the  findings  are  still  considered  as  reasonably  sound  and  it  is  highly  
likely  that  future  research  and  analysis  will  agree  with  the  results  presented  herein.  
Certainly,  there  will  be  some  errors  due  to  a  lack  of  polarizability  and  the  fact  that  the  
different  anions  will  generally  affect  the  charge  distribution  on  the  cation  as  well308,  but  in  
the  end  the  results  will  be  best  judged  on  their  merit  by  a  comparison  to  an  experimental  
measurement.  As  such,  it  is  highly  recommended  that  atomic  force  microscopy,  cyclic  
voltammetry,  and  other  experimental  tests  are  performed  on  a  pair  of  zinc  IL  systems  based  
on  [C4mpyr][TFSI]  and  [C4mpyr][PF6].  
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Chapter  9   Conclusions  
Ionic  liquids  are  extremely  complex  compounds  whose  collective  behaviour  is  governed  
both  by  the  intrinsic  properties  of  their  individual  molecular  and  atomic  constituents  and  by  
the  emergent  properties  that  are  not  necessarily  characteristic  for  their  individual  parts.  
Although  offering  potentially  great  benefits  as  novel  electrolyte  materials,  ILs  are  still  not  
widely  adopted  for  that  role  due  to  the  fact  that  their  behaviour  is  still  not  well  understood.  
In  order  to  advance  the  knowledge  on  that  front,  this  thesis  has  explored  a  set  of  two  IL  
systems,  [C4mpyr][dca]  and  [C2mim][dca],  that  were  previously  shown  to  support  reversible  
cycling  of  zinc  metal  in  electrochemical  tests,  but  at  the  same  time  exhibited  quite  different  
electrochemical  performance,  despite  having  similar  physicochemical  properties.  
Specifically,  [C2mim][dca]  supported  a  greater  peak-­‐reduction  current  density,  a  greater  
number  of  charge-­‐discharge  cycles,  and  a  lower  reduction  overpotential  threshold.    
The  early  investigations  were  focussed  on  gaining  an  elementary  understanding  of  the  
structure  of  the  layering  of  these  two  ILs  near  graphene  interfaces  as  it  was  already  well-­‐
known  that  ILs  do  not  behave  according  to  the  classical  theories  of  the  electrical  double  
layer63.  Molecular  dynamics  simulations  were  conducted  and  a  clear  layering  profile  was  
detected  in  both  liquids,  in  agreement  with  the  earlier  atomic  force  microscopy  results180.  
Furthermore,  the  adsorbed  layer  structures  showed  clear  and  well-­‐defined  differences  
between  the  two  ILs,  with  [C4mpyr][dca]  exhibiting  a  quasi-­‐hexagonal  surface  configuration  
of  the  cations  in  which  the  pyrrolidinium  rings  were  oriented  roughly  parallel  to  the  
electrodes  and  the  butyl  chains  were  oriented  roughly  perpendicularly  away  from  the  
electrodes.  On  the  other  hand,  [C2mim][dca]  exhibited  linear  chains  of  highly  tilted  
imidazolium  rings  that  were  stacked  in  parallel  next  to  each  other  on  the  electrode  surface.  
Lastly,  a  brief  note  was  made  that  the  layering  behaviour  in  the  [C4mpyr][dca]  system  was  
somewhat  disrupted.  The  conclusion  from  that  first  study  was  that  those  surface  
configurations  were  likely  responsible  for  the  electrochemical  discrepancies,  while  the  
layering  instability  could  not  be  explained.  
The  second  investigation  introduced  the  9  mol%  of  zinc  salt  as  Zn(dca)2  into  the  two  IL  
systems  and  the  simulation  methodology  was  modified  to  improve  the  sampling  process.  
The  new  simulations  were  able  to  resolve  more  clearly  the  nature  of  the  previous  layering  
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instability  issue  from  which  it  was  determined  that  the  cause  of  the  collapse  was  partly  
related  to  the  inability  of  the  [C4mpyr]  cation  to  effectively  screen  the  negative  electrode,  
and  partly  to  the  poor  interaction  between  [dca]  and  the  [C4mpyr]’s  butyl  chain.  Both  of  
these  causes  are  related  to  the  [C4mpyr]’s  chemical  structure  and  geometry  that  dictate  this  
cation’s  surface  configuration  and  orientation  as  discussed  in  the  previous  paragraph.  In  
particular,  the  [C4mpyr]  cation  reaches  the  lattice  saturation  regime  much  sooner  than  
[C2mim]  because  of  its  surface  orientation  preference,  which  then  leaves  part  of  the  electric  
field  emanating  from  the  electrode  to  be  unscreened  within  the  screening  region  dominated  
by  the  rings  (i.e.  within  0.6  nm).  In  turn,  the  [dca]–cation  interaction  within  the  second  layer  
(i.e.  0.6-­‐1.0  nm)  is  strongly  affected  and  the  [dca]  layer  experiences  a  near-­‐total  collapse.  It  
is  possible  that  the  effect  will  be  slightly  less  pronounced  with  polarizable  force  fields,  but  
very  likely  to  still  be  present.  The  primary  consequence  of  this  phenomenon  was  that  the  
zinc  concentration  was  significantly  decreased  within  the  second  interfacial  layer  in  the  
[C4mpyr][dca]  system,  which  suggests  that  this  effect  is  very  likely  related  to  the  lower  zinc  
electrodeposition  peak-­‐current  density  in  this  system.  Furthermore,  the  significantly  
degraded  anion  density  within  the  second  layer  is  likely  going  to  increase  the  free  energy  
barrier  for  the  passage  of  zinc  to  the  surface,  thereby  causing  a  greater  electrodeposition  
potential  threshold.  However,  potential  of  mean  force  simulations  (i.e.  free  energy  barrier  
estimation)  were  not  conducted  and  form  part  of  a  future  study.  
The  third  set  of  computational  experiments  introduced  both  9  mol%  zinc  and  3  wt%  
water  into  the  two  systems.  The  effect  of  water  was  significant.  First,  water  was  found  to  
activate  the  transfer  of  zinc  onto  the  anode  surface  and  thereby  act  as  a  catalyst  for  zinc  
transfer.  Water  molecule’s  small  size  and  neutral  charge  allow  it  to  travel  through  the  IL  
layering  with  more  ease  than  any  other  species,  which  creates  a  circular  interfacial  water  
flux.  Furthermore,  water  has  a  tendency  to  accumulate  at  the  charged  interfaces,  which  was  
already  known  from  some  earlier  studies190,  243,  248,  250,  251.  As  a  result,  the  fluxing  water  
molecules  can  often  coordinate  to  zinc,  and  although  experimental  measurements  indicate  
that  water–zinc  coordination  is  negligible95,  96  in  these  systems,  simulation  results  suggest  
that  the  situation  near  the  interface  may  be  quite  different  than  that  in  the  bulk.  For  
example,  there  is  some  evidence  to  suggest  that  zinc  movement  across  the  layers  is  dictated  
by  what  have  been  termed  here  as  critical  coordination  events  –  certain  narrow  time-­‐
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windows  during  which  zinc  becomes  temporarily  coordinated  by  several  water  molecules  at  
once.  Critical  coordination  then  triggers  a  disassembly  of  the  zinc’s  [dca]  coordination  shell,  
which  then  allows  zinc  an  easier  movement  across  the  IL  layers.    
Second,  the  transfer  of  zinc  was  about  2.5  times  more  probable  (or  2.5  times  greater)  in  
the  [C2mim][dca]  than  in  the  [C4mpyr][dca].  This  is  in  good  qualitative  agreement  with  the  
experimental  measurement  where  zinc  electrodeposition  peak  current  density  was  about  
4.0  times  greater  in  the  [C2mim][dca]97.  It  is  highly  expected  that  a  greater  number  of  
simulated  replicas  will  further  improve  the  agreement  between  these  rates.  
And  third,  the  origin  of  the  differences  in  the  rates  was  found  to  be  most  likely  related  to  
the  collapsed  anion  density  in  the  [C4mpyr][dca].  This  was  investigated  by  simulating  the  
same  systems  at  the  lower  charge  density  of  –1.14  e  nm–2  where  the  first  anodic  anion  layer  
in  both  systems  was  well-­‐established.  The  changes  in  the  zinc  transfer  were  quite  surprising  
as  the  [C4mpyr][dca]  was  then  found  to  support  more  zinc  transfers  than  [C2mim][dca],  with  
the  latter  system  not  being  able  to  support  any  zinc  transfers  at  all.  The  phenomenon  is  
currently  under  further  investigation.  
The  last  investigation  in  this  thesis  concentrated  on  understanding  the  origin  of  the  
weak  [dca]–butyl  chain  interactions.  This  was  achieved  by  replacing  the  [dca]  with  both  [PF6]  
and  [TFSI]  and  simulating  these  ILs  in  their  neat  forms  and  in  confinement  by  the  same  
graphene  electrodes.  The  simulations  suggested  that  both  [PF6]  and  [TFSI]  interacted  quite  
stably  with  the  butyl  chain,  thereby  resulting  in  well-­‐established  anion  layers  in  the  anodic  
interfacial  regions  in  both  systems.  The  origin  of  this  stability  was  related  to  the  well-­‐
distributed  charge  density  on  these  anions,  as  well  as  their  well-­‐shielded  positive  charges  
and,  in  the  case  of  [TFSI],  a  relatively  high  conformational  freedom  and  the  ability  to  adopt  
dipolar  conformation  that  can  further  stabilise  the  anion–cation  interactions.  Whether  
these  two  anions  would  support  a  better  electrochemical  performance  with  the  zinc  metal  
and  the  [C4mpyr]  cation  is  a  question  that  cannot  be  resolved  at  this  time.  This  is  because  
the  positive  electrode  may  be  equally  as  important  as  the  negative  so  the  oxidation  reaction  
must  be  considered  as  well.  However,  a  future  cyclic  voltammetry  test  should  be  able  to  
answer  that  question  unambiguously.  In  conclusion,  this  last  investigation  had  
demonstrated  that  the  cation–anion  interactions  may  play  a  very  important  role  in  the  
interfacial  regions  of  the  electrochemical  IL  systems.  
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Overall,  in  this  thesis  many  important  questions  have  been  answered,  and  many  other  
posed.  In  conclusion,  it  was  shown  that  the  two  IL  systems  that  support  markedly  different  
electrochemical  performance  also  exhibit  quite  distinct  surface  configurations  and  
orientations  of  their  ions,  and  that  those  orientations  and  configurations  play  a  fundamental  
role  in  the  physics  of  the  interface.  Specifically,  it  was  shown  how  an  inefficient  electrode-­‐
screening  structure  and  geometry  of  an  IL  cation  can  disrupt  the  layering  behaviour  near  an  
anode,  which  can  then  have  adverse  effects  on  the  transfer  of  zinc  ions  to  the  interface.  
Furthermore,  it  was  shown  how  a  replacement  of  the  anion  may  possibly  rectify  some  of  
those  issues,  but  that  avenue  of  research  is  still  largely  unexplored.  It  is  highly  expected  that  
the  findings  presented  here  will  be  a  useful  guide  for  the  development  of  other  IL-­‐based  
electrochemical  systems,  such  as  those  based  on  sodium,  lithium,  magnesium,  potassium  or  
other  metals.  It  is  also  not  excluded  that  the  development  of  the  rechargeable  zinc  battery  
be  continued  in  the  near  future.  
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APPENDIX  2A  
Discovered  late  in  this  project  was  the  fact  that  two  C–H  bonds  on  the  [C4mpyr]  ring  
were  left  unconstrained.  While  this  would  only  imply  a  greater  resolution  in  the  simulation,  
it  still  had  to  be  verified  that  this  did  not  cause  any  significant  changes  to  the  main  results  
due  to  a  potential  bias.  Thus,  one  simulation  was  repeated  with  all  C–H  bonds  constrained  
and  the  key  result  of  crowding-­‐induced  anion  layer  collapse  was  verified  to  be  the  same  as  
before  (Fig.  2A.1).  
  
Figure  2A.1  Partial  atomic  density  of  the  [C4mpyr][dca]  +  9%  Zn  system  at  the  ±1.91  e    
nm–2   graphene   electrodes   with   all   C–H   bonds   constrained.   No   significant   difference   was  
observed  with  respect  to  the  simulations  where   two  C–H  bonds  on  the  pyrrolidinium  ring  
were  unconstrained.  
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APPENDIX  3A  
Fig.  3A.1  shows  a  typical  partial  density  profile  at  a  number  of  time-­‐windows  as  used  to  
investigate  system  equilibration.  
  
Figure  3A.1  Partial  atomic  density  of  the  neat  [C4mpyr][dca]  system  at  the  ±  1.91  e  nm–2  
graphene  electrodes  at  2-­‐ns  time-­‐window  intervals  plotted  over  the  30-­‐ns  total  simulation  
time.  Layer  numbers  stabilise  after  about  16  ns  (at  300  K),  but  these  are  only  rough  tests  and  
statistical  analysis  was  not  performed.  
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APPENDIX  3B  
Fig.  3B.1  shows  high-­‐temperature  verification  of  the  unusual  partial  density  profile  near  
the  anode.  The  verification  simulation  was  performed  as  the  main  results  in  chapter  3  were  
obtained  at  300  K.  
  
Figure   3B.1   Partial   atomic   density   of   the   neat   [C4mpyr][dca]   system   at   the   ±   1.91    
e  nm–2  graphene  electrodes  at  700  K.  Simulation  conducted  in  support  of  the  main  results  in  
chapter  3.  
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APPENDIX  4A  
Mean  squared  displacement  (MSD)  values  obtained  via  the  Einstein  relation  (which  is  
not  strictly  applicable  to  a  confined  system)  are  shown  in  Table  4A.1.  
T(K)ss   Species   Graphene  0s   Graphene  1s   Graphene  5s  
7002   [C2mim]   0.7541  ±  0.0097   0.7427  ±  0.0706   0.8457  ±  0.1299  
7002   [dca]   0.7244  ±  0.0445   0.8148  ±  0.0097   0.9354  ±  0.0170  
7002   [Zn]   0.2857  ±  0.0461     0.3599  ±  0.0602   0.4618  ±  0.0487  
3003   [C2mim]   0.0220  ±  0.0024   0.0227  ±  0.0006   0.0348  ±  0.0025  
3003   [dca]   0.0195  ±  0.0030   0.0166  ±  0.0030   0.0277  ±  0.0007  
3003   [Zn]   0.0052  ±  0.0011   0.0044  ±  0.0017   0.0051  ±  0.0018  
10004   [C2mim]   1.6138  ±  0.0621   1.6452  ±  0.4575   1.6343  ±  0.0711  
10004   [dca]   1.7496  ±  0.0821   1.9094  ±  0.3862   2.0700  ±  0.1992  
10004   [Zn]   1.2578  ±  0.3138   1.2095  ±  0.4784   0.9671  ±  0.1887  
3005   [C2mim]   0.0217  ±  0.0014   0.0239  ±  0.0006   0.0297  ±  0.0035  
3005   [dca]   0.0160  ±  0.0002   0.0190  ±  0.0003   0.0262  ±  0.0011  
3005   [Zn]   0.0024  ±  0.0008   0.0052  ±  0.0004   0.0041  ±  0.0014  
7002   [C4mpyr]   0.3187  ±  0.0580   0.2877  ±  0.0404   0.3405  ±  0.0057  
7002   [dca]   0.4092  ±  0.0516   0.4049  ±  0.0492   0.5587  ±  0.0095  
7002   [Zn]   0.1996  ±  0.0222   0.1412  ±  0.0970   0.2038  ±  0.0213  
3003   [C4mpyr]   0.0013  ±  0.0006   0.0020  ±  0.0004   0.0035  ±  0.0004  
3003   [dca]   0.0012  ±  0.0005   0.0016  ±  0.0005   0.0078  ±  0.0016  
3003   [Zn]   0.0002  ±  0.0003   0.0005  ±  0.0001   0.0008  ±  0.0007  
10004   [C4mpyr]   0.9607  ±  0.1500   1.1602  ±  0.2627   0.7927  ±  0.0023  
10004   [dca]   1.2772  ±  0.2895   1.5490  ±  0.2755   1.3808  ±  0.1288  
10004   [Zn]   0.9591  ±  0.0054   1.1682  ±  0.3556   0.5749  ±  0.0804  
3005   [C4mpyr]   0.0018  ±  0.0001   0.0019  ±  0.0000   0.0031  ±  0.0002  
3005   [dca]   0.0016  ±  0.0000   0.0017  ±  0.0002   0.0052  ±  0.0001  
3005   [Zn]   0.0006  ±  0.0002   0.0003  ±  0.0000   0.0006  ±  0.0004  
Table  4A.1  Diffusion  coefficients  obtained  from  MSD  analyses  for  all  systems  at  all  graphene  
charge  densities  and  at  all  simulation  steps  (ss)  labelled  as  subscripts.  Unit  is  10–5  cm2  s–1.  
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APPENDIX  4B  
Another  way  of  looking  at  the  screening  properties  near  the  anode  is  to  perform  a  
simple  charge  density  analysis  (Fig.  4B.1).  Here  it  can  clearly  be  seen  that  the  [C2mim][dca]  
system  delivers  the  greater  charge  density  within  the  adsorbed  layer.  These  findings  are  
usually  better  illustrated  by  the  charge-­‐binning  analyses.  
  
Figure  4B.1  Charge  densities  of  the  [C4mpyr][dca]  (green)  and  [C2mim][dca]  (blue)  systems  
with  zinc  at  700  K.  
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APPENDIX  5A  
Fig.  5A.1  shows  a  zinc-­‐transfer  event  in  the  [C2mim][dca]  system  where  the  zinc  transfer  
occurs  with  an  unusually  low  number  (0-­‐2)  of  coordinated  water  molecules  within  a  0.2-­‐ns  
transfer  period  window  (the  usually  detected  number  of  water  molecules  in  an  average  
“critical  coordination  shell”  is  between  3-­‐6).  
  
Figure  5A.1  Zinc-­‐transfer  event  in  the  [C2mim][dca]  +  zinc  +  water  system  in  which  the  
transfer  occurs  with  only  up  to  two  water  molecules  in  the  coordination  shell  within  a  0.2  ns  
period  around  the  transfer  event.  
 
