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Abstract
Under certain restrictions on pair–potentials it is proved that the eigenvalues in the three–particle
system are absorbed at zero energy threshold if there is no negative energy bound states and zero
energy resonances in particle pairs.
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I. INTRODUCTION
We consider the N–particle Schro¨dinger operator
H(λ) = H0 − λ
∑
1≤i<j≤N
Vij(ri − rj), (1)
where λ > 0 is a coupling constant, H0 is a kinetic energy operator with the center of
mass removed, ri ∈ R3 are particle poaition vectors, the pair potentials are real (further
restrictions on the potentials would be given later). Suppose that for λ in the vicinity of
some λcr <∞ there is a bound state ψ(λ) ∈ D(H0) with the energy E(λ) < inf σess(H(λ))
and E(λ) → inf σess(H(λcr)) when λ → λcr. The question whether E(λcr) ∈ σpp(H(λcr))
was considered in various contexts in [1–6] (the list of references is by far incomplete).
In [7], Theorem 3.3, it was claimed that if Vij ∈ C∞0 (R3), Vij ≥ 0, and none of the
subsystems has negative energy bound states or zero energy resonances, then there exists
ψ(λcr) ∈ D(H) = D(H0), ψ(λcr) 6= 0 such that H(λcr)ψ(λcr) = 0. Unfortunately, the proof
in [7] contains a mistake. In Eq. 53 of [7] the mixed term containing first order derivatives
is erroneously omitted, which makes the results of Ref. 35 in [7] concerning the fall off of
the wave function inapplicable. And it is not immediately clear how the arising hurdle can
be overcome. Here we prove the result stated by Karner for N = 3 with a different method
and for a larger class of potentials (Theorem 2 of this paper). In the next publication [8] we
demonstrate that the condition on the absence of zero energy resonances in particle pairs is
essential, i.e. under certain conditions appearance of a zero energy resonance in one of the
two–body subsystems makes the statement false.
Note, that the 3–body case differs essentially from the 2–body case, where under similar
restrictions on pair potentials the zero–energy ground state can never be a bound state
[1, 6]. The conclusion that a zero energy resonance in the three–body system is in fact a
bound state is unexpected and has far reaching physical consequences, which concern the
size of a system in its ground state (we ignore the particle statistics here). In the two–body
case the size of the system in the ground state can be made infinite by tuning, for example,
the coupling constant so that the bound state with negative energy approaches the zero
energy threshold [6]. In the three body case the size of the system remains finite, given
that in the course of tuning the coupling constants of two–body subsystems stay away from
critical values, at which the two–body zero energy resonances appear. To underline the
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connection with the size of the system we formulate the proofs in terms of spreading and
non–spreading sequences of bound states. The result has applications in the physics of halo
nuclei [9], molecular physics [10] and Efimov states [11].
The paper is organized as follows. In Sec. II we use the ideas of Zhislin [12] to set up
the framework for the analysis of eigenvalue absorption in connection with the spreading
of sequences of wave functions. Here we prefer to maintain generality and do not restrict
ourselves to N = 3. In Sec. III we consider the 3–body case and employ the equations of
Faddeev type to prove Theorem 2, which is the main result of the paper.
II. SPREADING AND BOUND STATES AT THRESHOLD
The main result of this section (Theorem 1) appears implicitly in [12], where Zhislin
considers minimizing sequences of the energy functional in Sobolev spaces. For our purposes
it is more useful to consider sequences of eigenstates and use an approach in the spirit of [3].
Consider the N -particle Hamiltonian, which depends on a parameter
H(λ) = H0 + V (λ), (2)
V (λ) =
∑
1≤i<j≤N
Vij(λ; ri − rj), (3)
where H0 is the kinetic energy operator with the center of mass removed, Vij are pair
potentials and ri ∈ R3 are position vectors. For the parameter λ we assume that λ ∈ R
(this is done for clarity, in fact, λ can take values in a topological space). We impose the
following set of restrictions.
R1 H(λ) is defined for an infinite sequence of parameter values λ1, λ2, . . . and λcr,
where limn→∞ λn = λcr.
R2 |Vij(λ; y)| ≤ F (y) for all λ defined in R1, where Vij , F ∈ L2(R3) + L∞∞(R3).
R3 ∀f ∈ C∞0 (R3N−3) : limλn→λcr
∥∥[V (λn)− V (λcr)]f∥∥ = 0.
The symbol L∞∞ denotes bounded Borel functions going to zero at infinity. By R2 H(λ) is
self-adjoint on D(H0) [14].
The bottom of the essential spectrum is denoted as
Ethr(λ) := inf σess(H(λ)). (4)
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The set of requirements on the system continues as follows
R4 for all λn there is E(λn) ∈ R, ψ(λn) ∈ D(H0) such that H(λn)ψ(λn) =
E(λn)ψ(λn), where ‖ψ(λn)‖ = 1 and E(λn) < Ethr(λn).
R5 limλn→λcr E(λn) = limλn→λcr Ethr(λn) = Ethr(λcr) .
The requirements R4-5 say that for each n the system has a level below the continuum
and for λn → λcr the energy of this level approaches the bottom of the continuous spectrum.
In the proofs we shall use the term “spreading sequence”, which is due to Zhislin
[12]. The sequence of functions fn(x) ∈ L2(Rd) spreads if there is a > 0 such that
lim supn→∞ ‖χ{x||x|>R}fn‖ > a for all R > 0. (the notation χΩ always means the characteris-
tic function of the set Ω). The sequence fn is totally spreading if limn→∞ ‖χ{x||x|≤R}fn‖ = 0
for all R > 0.
Lemma 1. Let H(λ) be a Hamiltonian satisfying R1-5. Then
sup
n
‖H0ψ(λn)‖ <∞. (5)
Proof. The statement represents a well-known fact, see e. g. [12] but for completeness we
give the proof right here. The Shro¨dinger equation H0ψ(λn) = −V (λn)ψ(λn) +E(λn)ψ(λn)
gives the bound ‖H0ψ(λn)‖ ≤ ‖V (λn)ψ(λn)‖+O(1). By R2 |Vij| ≤ Fij, where for a shorter
notation we denote Fij := F (xi − xj). Using that Fij is H0 bounded [14] with a relative
bound 0 we obtain
‖V (λn)ψ(λn)‖ =
∥∥∑
i<j
Vij(λn; xi − xj)ψ(λn)
∥∥ ≤ N(N − 1)
2
∥∥Fijψ(λn)∥∥ ≤ (6)
a‖H0ψ(λn)‖+ b ≤ a‖V (λn)ψ(λn)‖+O(1), (7)
where a, b > 0 are constants and a can be chosen as small as pleased. Setting a = 1/2 and
dividing (6)–(7) by ‖V (λn)ψ(λn)‖ we find that ‖V (λn)ψ(λn)‖, respectively ‖H0ψ(λn)‖ must
be uniformly bounded.
The following theorem illustrates the connection between non-spreading and bound states
at threshold.
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Theorem 1 (Zhislin). Let H(λ) satisfy R1-5. If the sequence ψ(λn) does not totally spread
then H(λcr) has a bound state at threshold ψcr ∈ D(H0), that is
H(λcr)ψcr = Ethr(λcr)ψcr, (8)
.
For the proof we need a couple of technical Lemmas.
Lemma 2. Suppose fn ∈ D(H0) is such that supn ‖H0fn‖ < ∞ and fn w→ f0. Then (a)
f0 ∈ D(H0); (b) for any operator A, which is relatively H0 compact ‖A(fn − f0)‖ → 0.
Proof. First, let us prove that the sequence H0fn is weakly convergent. A proof is by
contradiction. Suppose H0fn has two weak limit points, i.e. there exist f
′
k, f
′′
k , which are
subsequences of fn and for which H0f
′
k
w→ φ1 and H0f ′′k w→ φ2, where φ1,2 ∈ L2 and φ1 6= φ2.
On one hand, because φ1 6= φ2 and D(H0) is dense in L2 there is g ∈ D(H0) such that
(φ1 − φ2, g) 6= 0. On the other hand, using that f ′k w→ f0 and f ′′k w→ f0 we get
(φ1 − φ2, g) = lim
k→∞
[(
H0(f
′
k − f ′′k ), g
)]
= lim
k→∞
[(
(f ′k − f ′′k ), H0g
)]
= 0, (9)
a contradiction. Hence, H0fn
w→ G, where G ∈ L2. ∀f ∈ D(H0) by self-adjointness of H0
we obtain (H0f, f0) = limn→∞(H0f, fn) = (f,G). Thus f0 ∈ D(H0) and G = H0f0, which
proves (a). To prove (b) note that (H0 + 1)(fn − f0) w→ 0. Using that compact operators
acting on weakly convergent sequences make them converge in norm we get
A(fn − f0) = A(H0 + 1)−1(H0 + 1)(fn − f0)→ 0, (10)
since A(H0 + 1)
−1 is compact by condition of the lemma.
Lemma 3. Suppose fn ∈ D(H0) is such that supn ‖H0fn‖ < ∞ and fn w→ f0. Then (a) if
fn does not spread then fn → f0 in norm; (b) if fn does not totally spread then f0 6= 0.
Proof. Let us start with (a). Because fn does not spread it is enough to show that
‖χ{x||x|≤R}(fn − f0)‖ → 0 for all R in norm. And this is true because χ{x||x|≤R} is relatively
H0 compact [14, 15] and Lemma 2 applies. To prove (b) let us assume by contradiction that
fn
w→ 0. Using the same arguments we get that ‖χ{x||x|≤R}fn‖ → 0 for all R. But this would
mean that fn totally spreads contrary to the condition of the Lemma.
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Proof of Theorem 1. Because ψ(λn) does not totally spread there are a, R > 0 and a subse-
quence λk such that ‖χ{x||x|<R}ψ(λk)‖ > a. From this subsequence by the Banach-Alaoglu
theorem we choose a weakly convergent sub/subsequence (for which we keep the notation
ψ(λk)) such that ψ(λk)
w→ ψcr, where ψcr ∈ D(H0) by Lemma 2. The sub/subsequence
ψ(λk) does not totally spread and is weakly convergent, hence, by Lemma 3(b) ψcr 6= 0. For
any f ∈ C∞0 we have(
[H(λcr)− Ethr(λcr)]f, ψcr
)
= lim
λn→λcr
(
[H(λcr)− Ethr(λn)]f, ψ(λn)
)
= (11)
lim
λn→λcr
([
H(λn)− (V (λn)− V (λcr))− Ethr(λn)
]
f, ψ(λn)
)
= (12)
lim
λn→λcr
{[
E(λn)−Ethr(λn)
](
f, ψ(λn)
)
−
(
[V (λn)− V (λcr)]f, ψ(λn)
)}
= 0, (13)
where in the last equation we have used R3,5. Summarizing, for all f ∈ C∞0 we have([
H(λcr)−Ethr(λcr)
]
f, ψcr
)
=
(
f,
[
H(λcr)− Ethr(λcr)
]
ψcr
)
= 0, (14)
meaning that (8) holds.
The following Lemmas will be needed in the next Section.
Lemma 4. A uniformly norm–bounded sequence of functions fn ∈ L2(Rn), where every
weakly converging subsequence converges also in norm, does not spread.
Proof. By contradiction, let us assume that fn spreads. Then it is possible to extract a
subsequence gk = fnk with the property ‖χ{x||x|≥k}gk‖ > a, where a > 0 is a constant. On
one hand, it is easy to see that gk with this property has no subsequences that converge in
norm. On the other hand, by the Banach-Alaoglu theorem gk must have at least one weakly
converging subsequence, which is norm–convergent by condition of the lemma.
Lemma 5. Suppose g ∈ C(R3N−3) has the property that |g| ≤ 1 and g = 0 if |ri−rj | < δ|x|,
where δ is a constant. Then the operator gF (ri − rj) is relatively H0 compact.
Proof. It suffices to consider the case F ∈ L2(R3) (the case F ∈ L∞∞(R3) trivially follows
from Lemma 7.11 in [15]). For k = 1, 2, . . . we can write
gFij(H0 + 1)
−1 = χ{x| |ri−rj |<k}gFij(H0 + 1)
−1 + χ{x| |ri−rj |≥k}gFij(H0 + 1)
−1. (15)
The first operator on the rhs is compact (Lemma 7.11 in [15]). We need to show that the
second one goes to zero in norm when k →∞ (in this case the operator on the lhs is compact
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as a norm-limit of compact operators). The following integral estimate of the square of its
norm is trivial
∥∥χ{x| |ri−rj |≥k}gFij(H0 + 1)−1∥∥2 ≤ 1(4π)2
∫
|r|≥k
d3r |F (r)|2
∫
d3r′
e−2|r
′|
|r′|2 . (16)
Because F ∈ L2(R3) the rhs goes to zero as k →∞.
III. THE CASE OF THREE PARTICLES
We apply the framework of Sec. II to the system of three particles with non-positive
potentials. The case N > 3 and potentials taking both signs would be considered elsewhere.
For simplicity we take the parameter λ > 0 as a coupling constant of the interaction (see
[1, 2])
H(λ) = H0 − λV, (17)
V =
∑
1≤i<j≤3
Vij(ri − rj). (18)
We shall need the following additional requirements
R6 Vij ≥ 0 and λVij(y) ≤ F (y), where F ∈ L2(R3) ∩ L1(R3) and λ takes values as
defined in R1.
R7 There exists ǫ > 0 such that H0 − (λ + ǫ)Vij ≥ 0 for all λ defined in R1 and all
pair potentials Vij.
Requirement R7 means that the two–particle subsystems have no bound states with negative
energy and no resonances at zero energy. This results in Ethr(λ) = 0. Our aim is to prove
Theorem 2. Suppose H(λ) defined in (17)–(18) satisfies R1, R4-7. Then for n → ∞ the
sequence ψn does not spread and there exists a bound state at threshold ψcr ∈ D(H0) such
that H(λcr)ψcr = 0.
We shall defer the proof, which boils down to the construction of Faddeev equations
[16], see also [17, 18], to the end of the section. Let us introduce an analytic operator
function Bij(z) for each pair of particles (ij). We shall construct B12 and the other two
operators are constructed similarly. We use Jacobi coordinates [19] x = [
√
2µ12/~](r2 − r1)
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and y = [
√
2M12/~](r3−m1/(m1+m2)r1−m2/(m1+m2)r2), where µij = mimj/(mi+mj)
andMij = (mi+mj)ml/(mi+mj+ml) are reduced masses (the indices i, j, l are all different).
These coordinates make the kinetic energy operator take the form
H0 = −∆x −∆y. (19)
Let F12 denote the partial Fourier transform in L2(R6) acting as follows
fˆ(x, py) = F12f(x, y) = 1
(2π)3/2
∫
d3y e−ipy· yf(x, y). (20)
Then B12(z) is defined through
B12(z) = 1 + z + F−112 t(py)F12, (21)
where
t(py) = (
√
|py| − 1)χ{py | |py|≤1}. (22)
Similarly, using other Jacobi coordinates one defines Bij(z) and Fij(z) for all particle pairs.
Note that Bij(z) and B
−1
ij (z) are analytic on Re z > 0.
Lemma 6. The operator function in L2(R6)
Aij(z) = (H0 + z2)−1V 1/2ij Bij(z) (23)
is uniformly bounded for z ∈ (0, 1], and strongly continuous for z → +0.
Proof. We take the case when (ij) = (12), other indices are treated similarly. Instead of
A12(z) we consider F12A12(z)F−112 . We take z ∈ (0, 1) and split the operator
F12A12(z)F−112 = K1(z) +K2(z), (24)
where
K1(z) = (−∆x + p2y + z2)−1V 1/212 (αx)[t(py) + 1], (25)
K2(z) = (−∆x + p2y + z2)−1V 1/212 (αx)z (26)
are integral operators acting on φ(x, py) ∈ L2(R6) as
K1(z)φ =
1
4π
∫
d3x′
e−
√
p2y+z
2|x−x′|
|x− x′| V
1/2
12 (αx
′)[t(py) + 1]φ(x
′, py), (27)
K2(z)φ =
z
4π
∫
d3x′
e−
√
p2y+z
2|x−x′|
|x− x′| V
1/2
12 (αx
′)φ(x′, py). (28)
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The numerical coefficient α depends on masses α := ~/
√
2µ12. Applying the Cauchy-Shwarz
inequality we get∣∣K1(z)φ∣∣2 ≤ ∫ d3x′ e−2|py||x−x′||x− x′|2 [t(py) + 1]2V12(αx′)×
∫
d3x′
∣∣φ(x′, py)∣∣2, (29)∣∣K2(z)φ∣∣2 ≤ z2 ∫ d3x′ e−2z|x−x′||x− x′|2 V12(αx′)×
∫
d3x′
∣∣φ(x′, py)∣∣2, (30)
where we have used z ∈ (0, 1]. Integrating (29) and (30) over x leads to∫
d3x
∣∣K1(z)φ∣∣2 ≤ cc′c′′[∫ d3x′∣∣φ(x′, py)∣∣2], (31)∫
d3x
∣∣K2(z)φ∣∣2 ≤ cc′[∫ d3x′∣∣φ(x′, py)∣∣2], (32)
where c, c′, c′′ are the following finite constants
c =
∫
d3x′V12(αx
′), (33)
c′ =
∫
d3x
e−2|x|
|x|2 , (34)
c′′ = sup
py∈R3
[t(py) + 1]
2/|py|. (35)
Integrating (31)–(32) over py gives that K1,2(z) is uniformly norm–bounded for z ∈ (0, 1].
The strong continuity for z → +0 follows from (27)–(28) by the dominated convergence
theorem.
It is convenient to introduce the notation
Cik;jm(z) = V 1/2ik (H0 + z2)−1V 1/2jm . (36)
We shall need the following
Lemma 7. Suppose R1, R4-7 are satisfied and k2n := −E(λn). Then the operators
Rij(λn) = [1− λnCij;ij(kn)]−1 (37)
are uniformly bounded for all n and converge in norm when n→∞.
Proof. The operators Cij;ij(z) are uniformly bounded for z > 0 and converge in norm
Cij;ij(z) → Cij;ij(0) for z → +0 (this follows from writing out the kernel FijCij;ij(kn)F−1ij
explicitly, like in the proof of Lemma 6, and checking that ‖Cij;ij(z)− Cij;ij(0)‖ → 0). From
R7 and Birman–Schwinger principle [1, 14] ‖λnCij;ij(k2n)‖ < 1−ε, where ε > 0 is a constant.
From expanding (37) in von Neumann series it follows that Rij(λn) converges in norm.
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Lemma 8. For (ik) 6= (jm) the operator function B−1ik (z)Cik;jm(z) is uniformly norm–
bounded for z ∈ (0, 1] and strongly continuous for z → +0.
Proof. We focus on B−112 (z)C12;23(z), the other indices are treated similarly. Let us show that
F12B−112 (z)C12;23(z)F−112 is uniformly bounded for z ∈ (0, 1].
F12B−112 (z)C12;23(z)F−112 = K1(z) +K2(z), (38)
where
K1(z) =
1
z + 1
F12C12;23(z)F−112 , (39)
K2(z) = F12
(
B−112 (z)−
1
z + 1
)
C12;23(z)F−112 . (40)
C12;23(z) is uniformly bounded for z ∈ (0, 1]. Indeed, C12;23(z) is a product of V 1/212 (H0 +
z2)−1/2 and (H0 + z
2)−1/2V
1/2
23 , which gives ‖C12;23(z)‖ ≤ ‖C12;12(z)‖1/2‖C23;23(z)‖1/2 ≤
‖C12;12(0)‖1/2‖C23;23(0)‖1/2, where each norm is bounded by the Birman–Schwinger principle.
Thus K1(z) is uniformly norm–bounded for z ∈ (0, 1].
Below we prove that the Hilbert-Schmidt norm of K2(z) is bounded for z ∈ (0, 1]. Let us
first consider the Fourier transformed interaction term F12V 1/223 F−112 . In Jacobi coordinates
the interaction term has the form V
1/2
23 = V
1/2
23 (βx + γy), where β and γ 6= 0 are real
constants depending on masses β = −m2~/((m1 + m2)
√
2m12) and γ = ~/
√
2M12. The
Fourier transformed operator acts on φ(x, py) as
F12V 1/223 F−112 φ =
1
(2π)3/2γ3
∫
d3p′yV̂
1/2
23 ((py − p′y)/γ) exp
{
i
β
γ
x · (py − p′y)
}
φ(x, p′y), (41)
where V̂
1/2
23 ∈ L2(R3) is a Fourier transform of V 1/223 ∈ L2(R3). For the kernel of K2(z) we
get
K2(x, py; x
′, p′y) =
1
27/2π5/2γ3
[
1
z + 1 + t(py)
− 1
z + 1
]
V
1/2
12 (αx) (42)
×e
−
√
p2y+z
2|x−x′|
|x− x′| exp
{
i
β
γ
x′ · (py − p′y)
}
V̂
1/2
23 ((py − p′y)/γ). (43)
For the square of the Hilbert-Schmidt norm we obtain
‖K2(z)‖22 =
1
27π5
cc′c˜
∫
|py|≤1
d3py
[
1
z +
√|py| − 1z + 1
]2
1√
p2y + z
2
, (44)
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where c, c′ are defined in (33)–(34) and
c˜ =
1
γ6
∫
d3p′y|V̂ 1/223 (p′y/γ)|2 (45)
is finite because V̂
1/2
23 ∈ L2. Estimating the integral in (44) we finally obtain
‖K2(z)‖22 ≤
1
27π5
cc′c˜
∫
|py|≤1
d3py
1
p2y
=
1
25π4
cc′c˜. (46)
The strong continuity of K2(z) for z → +0 follows from the explicit form of the kernel in
(42)–(43). The strong continuity of K1(z) is proved similarly.
Remark. Though the operator sequence in Lemma 6 is, in fact, norm–continuous for z → +0,
the operator sequence in Lemma 8 is not. To keep the same pattern of proof we prefer to
stick to the strong continuity in both cases.
Lemma 9. Suppose H(λ) defined in (17)–(18) satisfies R1, R4-7. If ψk is a weakly conver-
gent subsequence of ψn, then V
1/2
ij ψk converges in norm.
Proof. We use the functions of the IMS decomposition [15, 20], which for s = 1, 2, 3 satisfy
Js ∈ C2(R3N−3), Js ≥ 0,
∑
s J
2
s = 1 and Js(λx) = Js(x) for λ ≥ 1 and |x| = 1. Given these
properties of Js there exists C > 0 [15, 20] such that for i 6= s
supp Js ∩ {x||x| > 1} ⊂ {x| |ri − rs| ≥ C|x|}. (47)
By the IMS formula [15, 20] the Hamiltonian H(λ) can be decomposed as
H(λ) =
3∑
s=1
JsHs(λ)Js +K(λ), (48)
where
Hs(λ) = H0 − λVlm, (l 6= s,m 6= s) (49)
K(λ) = −λ
3∑
s=1
(Vls + Vms)|Js|2 +
3∑
s=1
|∇Js|2 (l 6= s,m 6= s, l 6= m). (50)
By condition of the lemma ψk
w→ ψcr, where ψcr ∈ D(H0) by Lemma 2. We shall prove
the lemma in three steps given through equations
(a) lim
k→∞
(
(ψk − ψcr), K(λk)(ψk − ψcr)
)
= 0 (51)
(b) lim
k→∞
(
(ψk − ψcr), H(λk)(ψk − ψcr)
)
= 0 (52)
(c) lim
k→∞
(
(ψk − ψcr), Vij(ψk − ψcr)
)
= 0. (53)
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From (c) the statement of the lemma clearly follows. Let us start with (a). From R6 we
have
|(f,K(λ)f)| ≤ (f, K˜f) (∀f ∈ D(H0)), (54)
where the operator K˜ is defined through
K˜ = λ
3∑
s=1
(Fls + Fms)|Js|2 +
3∑
s=1
|∇Js|2 (l 6= s,m 6= s, l 6= m). (55)
The first sum in (55) is relatively H0 compact by Lemma 5, and the second sum is relatively
H0 compact because |∇Js|2 ∈ L∞∞(R3N−3) (see [20]). Thus K˜ is relatively H0 compact and
((ψk − ψcr), K˜(ψk − ψcr))→ 0 (56)
follows from Lemma 2. This proves (a). Rewriting the expression in (b) we obtain
(
(ψk − ψcr), H(λk) (ψk − ψcr)
)
= E(λk)
(
(ψk − ψcr), ψk
)− (57)(
(ψk − ψcr), H(λcr)ψcr
)− [λk − λcr]((ψk − ψcr), V ψcr), (58)
where we have used H(λk) = H(λcr) + [λk − λcr]V . All terms on the rhs of (57)–(58) go to
zero because E(λk)→ 0 and ψk w→ ψcr. It remains to be shown that (c) is true.
lim
k→∞
(
(ψk − ψcr), Vij(ψk − ψcr)
)
=
3∑
s=1
lim
k→∞
(
(ψk − ψcr), JsVijJs(ψk − ψcr)
)
(59)
= lim
k→∞
(
(ψk − ψcr), JlVijJl(ψk − ψcr)
)
(l 6= i 6= j), (60)
where we have used that JiVij and JjVij are relatively H0 compact by Lemma 5 and the
corresponding scalar products vanish by Lemma 2.
From (a), (b) and (48) we obtain
(
(ψk − ψcr), JlHl(λk)Jl(ψk − ψcr)
)→ 0 (∀l). (61)
Together with R7 this gives us
lim
k→∞
((ψk − ψcr), JlVijJl(ψk − ψcr)) = 0 (l 6= i 6= j). (62)
Finally, comparing (62) and (59)–(60) we conclude that (c) holds.
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Proof of Theorem 2. It is enough to show that any weakly converging subsequence of ψn
converges in norm. Indeed, in this case by Lemma 4 ψn does not spread and thus by
Theorem 1 there must exist a bound state at threshold. In order not to overload the notation
with additional subscripts we keep the same notation for a weakly converging subsequence,
that is we assume ψn
w→ ψcr and we must prove ‖ψn − ψcr‖ → 0.
By Schro¨dinger equation for k2n = −En > 0
ψn = λn
∑
i<j
[H0 + k
2
n]
−1Vijψn = λn
∑
i<j
Aij(kn)
[
B−1ij (kn)V
1/2
ij ψn
]
, (63)
where Aij is defined in (23). By Lemma 6 ψn converges in norm if the sequence
B−1ij (kn)V
1/2
ij ψn does. The convergence of the latter we prove below. From (63) we ob-
tain
V
1/2
ij ψn = λn
∑
l<m
Cij;lm(kn)[V 1/2lm ψn]. (64)
Using (37) we rewrite (64)
V
1/2
ij ψn = λnRij(kn)
∑
l<m
(lm)6=(ij)
Cij;lm(kn)(V 1/2lm ψn). (65)
Now we act with B−1ij (kn) on both parts of (65) and use that it commutes with Rij(kn)
B−1ij (kn)V
1/2
ij ψn = λnRij(kn)
∑
l<m
(lm)6=(ij)
B−1ij (kn)Cij;lm(kn)(V 1/2lm ψn). (66)
By Lemmas 7,8,9 the rhs converges in norm.
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