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Dynamics of the generalized unimodular gravity theory
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The Hamiltonian formalism of the generalized unimodular gravity theory, which was recently sug-
gested as a model of dark energy, is shown to be a complicated example of constrained dynamical
system. The set of its canonical constraints has a bifurcation – splitting of the theory into two
branches differing by the number and type of these constraints, one of the branches effectively de-
scribing a gravitating perfect fluid with the time-dependent equation of state, which can potentially
play the role of dark energy in cosmology. The first class constraints in this branch generate local
gauge symmetries of the Lagrangian action – two spatial diffeomorphisms – and rule out the tem-
poral diffeomorphism which does not have a realization in the form of the canonical transformation
on phase space of the theory and turns out to be either nonlocal in time or violating boundary
conditions at spatial infinity. As a consequence, the Hamiltonian reduction of the model enlarges
its physical sector from two general relativistic modes to three degrees of freedom including the
scalar graviton. This scalar mode is free from ghost and gradient instabilities on the Friedmann
background in a wide class of models subject to a certain restriction on time-dependent parameter
w of the dark fluid equation of state, p = wε. For a special family of models this scalar mode can
be ruled out even below the phantom divide line w = −1, but this line cannot be crossed in the
course of the cosmological expansion. This is likely to disable the generalized unimodular gravity
as a model of the phenomenologically consistent dark energy scenario, but opens the prospects in
inflation theory with a scalar graviton playing the role of inflaton.
PACS numbers: 98.80.Cq, 04.20.Fy, 04.50.Kd
1. INTRODUCTION
Recently suggested theory of the generalized unimod-
ular gravity (GUMG) [1] was motivated by the necessity
to build a model of dark energy with a variable in time
equation of state that could fit cosmological acceleration
data. As a candidate for dark energy, this model over-
steps the limitations of the simplest models – Einstein
general relativity (GR) with a fundamental cosmologi-
cal constant and the unimodular gravity (UMG) theory
[2]. In GR the global degree of freedom responsible for
cosmological acceleration exists in the form of the funda-
mental cosmological constant Λ, while the UMG theory
is more flexible because Λ arises as an integration con-
stant of equations of motion and should be fixed by the
choice of initial conditions. This flexibility is not suffi-
cient, however, to unleash dark energy evolution, Λ˙ 6= 0.
In particular, it does not allow the system to cross the
phantom divide line w = −1 of the equation of state
parameter [3, 4], which is likely to be indicated by obser-
vations [5, 6].
Quite interestingly, this dilemma of obtaining non-
clustering (that is global or homogeneous in space) but
evolving in time physical mode can be solved by general-
izing the unimodular gravity theory – replacing the UMG
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condition of a unit determinant of the spacetime metric
gµν by the following condition
(−g00)−1/2 = N(γ), γ = det γij , (1.1)
with some rather generic function N(γ) of the determi-
nant of the 3-dimensional metric γij . Using this kine-
matical restriction on metric coefficients in the Einstein-
Hilbert action SEH [ gµν ] as the definition of the GUMG
action,
SGUMG[ gij , g0i ] = SEH [ gµν ]
∣∣
(−g00)−1/2=N(γ)
, (1.2)
one obtains the theory whose equations of motion effec-
tively coincide with Einstein equations in the presence of
a perfect fluid which has a barotropic equation of state
p = wε, its parameter w = w(γ) being determined by the
function N(γ) and therefore evolving in time [1]. Impor-
tant feature of the model is that this dark fluid is built
of purely gravitational degrees of freedom – dark energy
constituent of the theory is not achieved by adding ex-
tra fields, like for example quintessence [7], Chaplygin
gas [8], dilaton [9] or khronon [10], but composed of the
original spacetime metric variables. As a modification of
Einstein gravity, it also does not fall into the category of
higher-derivative [11] or nonlocal gravity [12] models, be-
cause it is based on an ultralocal kinematical restriction
on the lapse function of the theory.
An obvious advantage of this model is that it should
not actually be required to pass typical tests on corre-
spondence principle with GR phenomenology, because
every solution of Einstein theory solves GUMG equations
2of motion – as one can show, nine GUMG equations of
motion are just the projections of ten Einstein equations
onto the subspace of metric coefficients satisfying the con-
dition (1.1). Reversed statement is not correct – there are
nontrivial solutions in GUMG theory, which are absent
in general relativity. Equivalently, GUMG theory gener-
ically has additional physical degrees of freedom missing
in GR. Their dynamics might lead to classical and quan-
tum instabilities including as a particular case clustering
phenomenon which is not acceptable for dark energy con-
stituents. The attempt of addressing this problem was
recently undertaken in [13], but it is hard to agree with
various points and conclusions of this work. Therefore,
the main goal of our paper is to make a systematic anal-
ysis of the physical degrees of freedom in GUMG theory
and find out how robust is this theory against potential
ghost and gradient instabilities.
The dynamical content of the physical sector strongly
depends on local gauge symmetries and their realization
as canonical transformations in the constrained Hamil-
tonian formalism of the theory. Therefore, we develop
here the canonical formalism of GUMG model and im-
mediately find out that it is very interesting from the
viewpoint of the theory of constrained dynamics [14]. It
turns out to be essentially more complicated than that
of the Einstein GR or UMG. It has several generations of
constraints which in terminology of [14] bifurcate, that is
split the theory into two branches differing both by the
number of constraints and their type – of the first and
of the second class. Moreover, the first class constraints
in the physically interesting branch, associated with the
presence of dark fluid, do not separately belong to defi-
nite generations (primary, secondary, etc.) but represent
nontrivial linear combinations of those. This requires
to modify the known Henneaux-Teitelboim procedure of
recovering the Lagrangian gauge symmetries from the
canonical transformations generated by first class con-
straints [14]. We develop such a modification and find
that the number of local gauge symmetries of the La-
grangian action is actually smaller than their number an-
ticipated in [1], so that GUMG theory seems to violate
the so-called Dirac conjecture of constrained dynamics
– equality of the number of Lagrangian gauge symme-
tries and the number of primary first class constraints.
It turns out, however, that the Dirac conjecture still re-
mains true, because one of the three spacetime diffeo-
morphisms of GUMG theory considered in [1] is actually
nonlocal in time (or violates boundary conditions at spa-
tial infinity) and, therefore, does not participate in the
Hamiltonian reduction to the physical sector. Ultimately
this leads to the third local degree of freedom – the scalar
“graviton” which is absent in GR and UMG theory.
We find the range of perturbative stability of the the-
ory on the cosmological Friedmann background – the
class of functions w(γ) for which this scalar graviton is
free from ghost and gradient instabilities. With a dynam-
ical scalar graviton this range implies w > −1. Moreover,
there is a special family of models in which the scalar
graviton is not dynamical, so that stability citeria essen-
tially relax and this range extends below the phantom
divide line w = −1. In any case, however, this line is
not crossed in the course of the cosmological expansion,
which makes GUMG model hardly feasible as a candi-
date for dark energy scenario. On the other hand, this
model turns out to be interesting as a possible source
of inflation, the scalar graviton playing the role of infla-
ton having a nontrivial speed of sound, which is briefly
discussed in conclusions of the paper.
2. GAUGE INVARIANCE IN THE
GENERALIZED UNIMODULAR GRAVITY
The GUMG theory action (1.2) can equivalently be
rewritten in terms of ten independent metric coefficients
with the kinematic relation (1.1) enforced via the La-
grange multiplier λ [1],1
SGUMG[ gµν , λ ] =
∫
[ t
−
,t+]×Σ
d4x
[
g1/2R
− λ( (−g00)− 12 −N(γ) ) ]+ SB.
(2.1)
Here SB = S⊥+S⊢ is the boundary term of the Gibbons-
Hawking type which effectively removes due to integra-
tion by parts second-order spacetime derivatives from the
Einstein-Hilbert Lagrangian. It consists of the surface
terms S⊥ at the future and past spacelike boundaries
Σ± at t± and the surface term S⊢ at the “side” time-
like boundary of the topology [ t−, t+] × ∂Σ, ∂Σ being
the boundary of spatial slices Σ – their structure will be
discussed in more detail below.
Addition of these surface terms guarantees consistency
of the variational procedure for this action subject to
fixed induced metric of the boundary of the spacetime
domain [ t−, t+]×Σ. As a result the action is stationary
on the configurations satisfying the Einstein equations,
Rµν − 1
2
gµνR =
1
2
Tµν , (2.2)
Tµν =
2√
g
δ
δgµν
∫
d4xλ
(
(−g00)−1/2 −N(γ))
= (ε+ p)uµuν + p gµν , (2.3)
with the stress tensor of the effective perfect fluid which
has a 4-velocity uµ = −δ0µN and the equation of state
with a variable barotropic parameter w,
p = wε, w = 2
d lnN(γ)
d ln γ
, ε =
λ√
γ
. (2.4)
1 For simplicity of the formalism we use the units in which the
gravitational coupling constant is dimensionaless and equals G =
1/16π.
3Nonconstant nature of w is what distinguishes this model
from unimodular gravity (corresponding to w = −1) and
serves as a main motivation to consider GUMG as a can-
didate for dark energy which has the phenomenological
equation of state with w essentially depending on the red
shift parameter.
The energy density ε here is in fact composed of the
metric,
ε = 2 uµuν Gµν , Gµν = Rµν − 1
2
gµν R, (2.5)
as it follows from the contraction of (2.2) with uµuν .
Therefore, the ten equations (2.2) are not independent,
but represent the projection of the vacuum Einstein equa-
tions on the set of nine independent equations
P ρσµν Gρσ = 0,
P ρσµν ≡ δρ(µδσν) −
[
uµuν + w(uµuν + gµν)
]
uρuσ,
(2.6)
as it should be for nine independent metric coefficients gij
and g0i. Here the projector P
ρσ
µν has left and right zero
eigenvalue eigenvectors, uµuνP ρσµν = 0, P
ρσ
µν [uρuσ +
w(uρuσ + gρσ) ] = 0.
2
The canonical formalism of the theory is usually de-
scribed in terms of the ADM (3+1)-decomposition of the
spacetime metric into the lapse function N , shift func-
tions Ni and the spatial metric γij of spacelike slices of
a constant time x0 = t [15]
N = (−g00)−1/2, Ni = g0i, N i = γijNj ,
γij = gij , γ
ij = (γij)
−1 = gij − N
iN j
N2
.
(2.7)
In terms of these variables subtraction of Gibbons-
Hawking boundary terms S⊥ at the future and past spa-
tial surfaces Σ± leads to the the action
SGUMG[ γij , N
i ]
=
t+∫
t
−
dt
∫
Σ
d3xN
√
γ
(
3R+K2ij −K2
) ∣∣∣
N=N(γ)
+ S⊢,
(2.8)
where the bulk term is the ADM action in terms the
extrinsic curvature of the spatial slices
Kij =
1
2N
(∇iNj +∇jNi − γ˙ij), K = γijKij , (2.9)
including spatial covariant derivatives ∇i with respect to
the 3-metric γij and the 3-dimensional scalar curvature
2 This explains why every solution of vacuum Einstein theory is
also a solution of the GUMG model, as mentioned in Introduc-
tion. The same property also holds for Einstein and GUMG
theories with matter sources.
3R of this metric. The lapse function is explicitly ex-
pressed as a function of γ, which turns out to be more
convenient than introducing this dependence via the La-
grange multiplier.
We will not give here a concrete form of the “side”
surface term S⊢. It certainly identically vanishes for
spatially closed cosmology, and we will also explicitly de-
scribe its effect for the linearized theory on the asymp-
totically flat spacetime, where S⊢ is responsible for the
ADM energy [15], and asymptotically Friedmann Uni-
verse. As we will see, boundary conditions critically in-
fluence gauge invariance properties of the GUMG theory,
and the mechanisms of this influence are rather different
in these two topologically closed and open cases.
Because of the GUMG kinematical restriction on met-
ric coefficients (1.1) the theory is not invariant under lo-
cal spacetime diffeomorphisms with a generic vector field
parameter ξµ(t, x)
δξgµν = Dµξν +Dνξµ, ξµ = gµνξ
ν , (2.10)
(Dµ is the covariant derivative with respect to the met-
ric gµν). As it was assumed in [1], because of general
coordinate invariance of the Einstein action the GUMG
action (1.2) at least naively is invariant under the subset
of diffeomorphisms which preserve the condition (1.1).
Rewritten in the basis of ADM variables (2.7) the diffeo-
morphisms with a generic ξµ = (ξ0, ξi) read
δξN = Nξ˙0 + N˙ξ0 −NN l∂lξ0 + ξl∂lN, (2.11)
δξN i = N iξ˙0 + N˙ iξ0 − (N2γij +N iN j) ∂jξ0
+ ξ˙i + ξl∂lN
i −N l∂lξi, (2.12)
δξγij = γ˙ijξ
0 + 2N lγl(i∂j)ξ
0 + ξl∂lγij + 2γl(i∂j)ξ
l,
(2.13)
so that the preservation of the condition N − N(γ) = 0
reduces to the differential equation on ξµ
δξ
[
N−N(γ) ] = N[ ∂tξ0− (1+w)Nk∂kξ0−w ∂lξl ] = 0.
(2.14)
From the viewpoint of the dynamical content of the
theory, the invariance transformations of the action can
be considered as gauge ones (that is not changing the
physical state of the system) only if they are local in
time, which means that they should be labelled by inde-
pendent gauge parameters and their time derivatives to
some finite order. Then the invariance transformations
can be endowed with a finite support within the full time
range [ t−, t+] and should vanish together with all their
time derivatives at t±, thus changing fields only inside
the spacetime sandwich. This means that the solution of
(2.14) for ξµ(x) should not contain nonlocality in time.
At least naively, this does not apply to nonlocal prop-
erties of this solution in space – spatially nonlocal but
local in time system can be considered as a legitimate
gauge constrained system subject to canonical quantiza-
tion [14]. This means that Eq.(2.14) should be solved for
the spatial components ξi of ξµ in terms of its temporal
4one ξ0 and its time derivative, but not vice versa. There
are two solutions of this type, which were suggested in [1]
– one is given by a purely spatial 3D transversal vector
ξµ =

 0
ξi⊥

 , ∂kξk⊥ = 0, (2.15)
and the second one has a 3D longitudinal component
parameterized by a nonvanishing ξ0 and ξ˙0
ξµ =

 ξ0
∂i 1∆
Dtξ
0
w

 , Dt = ∂t − (1 + w)Nk∂k, (2.16)
where 1/∆ is the nonlocal operation – the inverse of the
spatial Laplacian ∆ = ∂i∂i, ∂
i ≡ δij∂j . Here impor-
tant subtlety arises which distinguishes the case of spa-
tially closed models without a boundary from the case of
asymptotically flat spacetimes or Friedmann cosmologies
with asymptotically flat spatial slices.
2.1. Spatially closed models
Closed GUMG models are important for the theory
of cosmological perturbations on the background of the
Friedman metric with the S3-topology of the spatial slices
Σ. To begin with, we will modify the formulation of
GUMG theories – incorporate a kind of 3-dimensional
bimetric covariance by introducing in the condition (1.1)
the dependence on auxiliary spatial metric σij ,
N(γ)→ N(γ/σ), σ = detσij . (2.17)
Then this condition becomes a scalar with respect to
simultaneous coordinate transformations of two spatial
metrics γij and σij and allows one to consider the model
in an arbitrary coordinate system on Σ.3 The auxiliary
metric can be taken time independent, but generally has
curvature and involves spatial coordinates, σij = σij(x),
x = xi. Then Eq.(2.14) gets modified by a simple re-
placement of all 3-dimensional partial derivatives with
covariant derivatives for the metric σij ,
∂i → ∇¯i, ∇¯kσij = 0, ∇¯i = σij∇¯j . (2.18)
Note that the transformations (2.11)-(2.13) can also be
rewritten by this replacement in the bimetric covariant
3 This also allows one to avoid coordinate singularities, which in
the absence of this additional metric would necessarily mar the
formalism. Say, in the case of Σ = S3 in the natural spherical
coordinate system the determinant γ vanishes at the poles of the
3-sphere and becomes not invertible, whereas with the choice
of σij as a metric of the unit 3-sphere the ratio γ/σ becomes
regular throughout the whole S3. We thank A.Kulyabin for this
observation.
form which involves nonvanishing ∇¯-derivatives of the
dynamical metric γij .
4
The same rule applies to the solutions (2.15) and
(2.16), but there is a problem with the latter. For the
nonlocal longitudinal vector
ξi‖ = ∇¯i
1
∆¯
Dtξ0
w
(2.19)
to be well defined the function Dtξ0/w should not contain
a constant zero mode of the covariant Laplacian ∆¯ =
σij∇¯i∇¯j . On closed compact Σ this scalar Laplacian has
a discreet spectrum with a single constant mode, and this
condition reduces to∫
Σ
d3x
√
σ
ξ˙0 − (1 + w)Nk∂kξ0
w
= 0. (2.20)
This is in complete agreement with the fact that the co-
variant version of the equation (2.14) implies on compact
space without a boundary that∫
Σ
d3x
√
σ
ξ˙0 − (1 + w)Nk∂kξ0
w
=
∫
Σ
d3x
√
σ ∇¯lξl ≡ 0.
(2.21)
Therefore, ξ0(t, x) should satisfy a nontrivial differen-
tial in time equation, so that it cannot have a compact
support within the time range and cannot be treated as
a local gauge parameter. Thus, on closed compact space
ξ0-transformation is not a gauge transformation of the
theory – it nontrivially changes field configurations at
t± and corresponds to a change in the physical state of
the system. Only the 3-dimensional transverse vectors
(2.15) generate local gauge transformations on a com-
pact closed space5 – the property that was not envisaged
in [1]. Below we will confirm this property both in the
canonical formalism of the full nonlinear GUMG theory
and by explicit calculations in the linearized theory on
the homogeneous Friedmann background.
2.2. Asymptotically flat models
In asymptotically flat models breakdown of gauge in-
variance under ξ0-transformations has a different mecha-
nism. In this case the most natural choice of the auxiliary
metric is σij = δij , the flat space Laplacian has a contin-
uous spectrum and the kernel of its Green’s function
1
∆¯
δ(x− y) = − 1
4pi |x− y | ∼
1
|x | , |x | → ∞, (2.22)
4 It should be emphasized that the bimetric covariance does not
bring in the theory local gauge invariance because an auxiliary
metric is not dynamical – it plays in the action the role of external
parameter which is not subject to variations in the variational
principle.
5 Transverse 3-dimensional vectors ξi
⊥
can be rendered local com-
pact support in the overcomplete basis of dual two-forms by
choosing the representation ξi
⊥
= ǫijk∇¯jλk in terms of an ar-
bitrary covector field λk with a compact support.
5generates at the spatial infinity the multipole expansion
for ξi‖ in (2.19), beginning with
ξi‖(x) ∼
1
|x |2 . (2.23)
In contrast to the closed model case no equations imposed
on ξ0 are needed for the existence of this expansion, ex-
cept the requirement of the integration convergence in the
convolution of the Green’s function kernel and Dtξ0(y).
This can be attained by imposing the falloff condition at
infinity Dtξ0(y) ∼ 1/| y |3 which is obviously guaranteed
for ξ0(x) with a compact support. In contrast to ξ0(x),
however, ξi‖(x) slowly falls off at infinity, so that the sur-
face integral over the remote spacetime boundary turns
out to be finite and nonvanishing,∫
dt
∫
|x|→∞
d2Σi(x) ξ
i
‖(x) 6= 0. (2.24)
As we show below in the linearized theory, exactly this
integral contributes to the gauge transformation of the
GUMG action and breaks its invariance. Thus, ξ0-
transformation also does not belong to local gauge sym-
metries of the GUMG theory.
3. BIFURCATION OF CANONICAL
CONSTRAINTS
Canonical formalism for the Lagrangian action (2.8)
begins with the definition of momenta conjugated to
phase space coordinates N i and γij
Pi = 0, (3.1)
piij = −√γ(Kij − γijK), (3.2)
and the Legendre transform with respect to phase space
velocities from the Lagrangian to the Hamiltonian H.
Thus we get the primary constraint (3.1), and the Hamil-
tonian takes the form of the linear combination of what
is called in Einstein theory the Hamiltonian H⊥ and mo-
menta Hi constraints,
H =
∫
Σ
d3x
(
NH⊥ +N
iHi
)
+H ⊢, (3.3)
H⊥ =
γinγjmpi
ijpimn− 12 pi2√
γ
−√γ 3R, pi = γijpiij , (3.4)
Hi = −2γij∇kpijk. (3.5)
The Hamiltonian also includes a spatial surface term H ⊢
inherited from integrations by parts and the surface term
in the action (2.8), but here we will not go in its de-
tails and disregard it, though of course it plays impor-
tant role by making the variational procedure consistent
under fixed boundary conditions at ∂Σ.
As a result, the theory can be equivalently reformu-
lated as a variational principle for the total canonical ac-
tion including the primary constraints with the Lagrange
multipliers ui1
ST [ γij , pi
ij , N i, Pi, u
i
1 ] =
∫
dt d3x
(
piij γ˙ij + PiN˙
i
−NH⊥ −N iHi − ui1Pi
)
, (3.6)
In the conventional terminology [14] this is the total ac-
tion of the constrained system. For all phase space func-
tions Φ it generates their canonical evolution via the Pois-
son bracket {..., ...} defined on the space of canonical co-
ordinates and momenta,
Φ˙ =
{
Φ,H + ∫ d3y uk1(y)Pk(y)}, (3.7)
and yields the primary constraints (3.1) by varying their
Lagrange multipliers.
Unlike in Einstein theory, H⊥ here is no longer a con-
straint because the lapse function is not an independent
variable, but the momenta constraints
Hi = 0. (3.8)
arise as secondary constraints from the requirement of
conservation of the primary ones, P˙i = 0, because
{Pi,H +
∫
d3y uk1(y)Pk(y)} = −Hi. In its turn, their
conservation leads in view of the Poisson bracket com-
mutator {Hi,H} = ∂k(NkHi)+Hk∂iNk+∂i(wNH⊥) to
the new tertiary constraints
Ti = 0, Ti = ∂iT, T ≡ wNH⊥, (3.9)
where w = w(γ) is given by (2.4). Conservation of Ti
results in the following relation
{Ti,H} = ∂i
(
w ∂k
(
N2γklHl
)
+NkTk+T S
)
= 0, (3.10)
where
S = Ω ∂kN
k − d lnw
d ln γ
piN√
γ
, (3.11)
Ω = 1 + w + 2
d lnw
d ln γ
. (3.12)
Omitting in (3.10) the terms which are already propor-
tional to the existing constraints, one can rewrite (3.10)
as T ∂iS = 0. This immediately leads to two possible
quaternary constraints:
T = 0 (3.13)
(which is equivalent to general relativistic constraint
H⊥ = 0) or
∂iS = 0. (3.14)
In the terminology of [14] this is a bifurcation of the sys-
tem of constraints – the theory has two dynamically dif-
ferent branches corresponding to these cases. No further
6constraints appear in both of these branches. Indeed, in
the first branch the conservation of T
{T,H} = w ∂k
(
N2γklHl
)
+NkTk + T S = 0 (3.15)
is proportional to the existing constraints, while in the
second branch the conservation of Si is just an equation
on the Lagrange multiplier ui1.
All secondary and higher order constraints are the
corollaries of dynamical equations. To see this as a
byproduct and get the Lagrangian expressions for con-
straints we note that in view of (2.2) the effective
stress tensor of the perfect fluid is covariantly conserved,
∇µTµν = 0. With uµ = −g0µN the spatial component
of this conservation law reads
∇µTµi = 1
N
√
γ
∂i(
√
γεwN) = 0 (3.16)
But from (2.4) and (2.5) it follows that ε
√
γ = −H⊥,
which immediately brings us to the tertiary constraint
(3.9). On the other hand, the temporal component of
Bianchi identities gives
uν∇µTµν = ε
N
[
(1+w)∂kN
k−(∂t−Nk∂k) ln√γεN
]
= 0,
(3.17)
where we took into account that u0 = 1/N , ui = −N i/N ,
p = wε and the expression for w, w = 2d lnN/d ln γ. If
ε = 0, then we get the T = −wε√γN = 0 branch of
the theory. If T 6= 0, then one can express the time
derivative of
√
γ εN from the equation above and use it
in the conservation law T˙i = −∂i∂t(√γεwN) = 0, which
gives T˙i = T Si = 0, where
Si = ∂i
[
(1 + w) ∂kN
k + (∂t −Nk∂k) lnw
]
(3.18)
coincides with the Lagrangian form of the constraint Si –
this can be directly verified by substituting into (3.11) the
Lagrangian expressions for momenta. Therefore, with
T 6= 0 we recover the Si = 0 branch.
The last comment of this section concerns the com-
pact space modification (2.17). Transition to this case in
the above formulae with the time-independent metric σij
consists, as was mentioned above, in the replacement of
all partial derivatives by covariant derivatives with the
Riemannian σ-metric connection, acting on relevant ten-
sors or tensor densities. In particular, sinceH⊥ is a scalar
density, the covariant derivative ∇¯i, which should replace
∂i in the constraint Ti, reads as
Ti = ∇¯iT ≡
√
σ ∂i
wNH⊥√
σ
. (3.19)
4. ALGEBRA OF CONSTRAINTS FOR TWO
BRANCHES OF GUMG THEORY
As we saw, the sets of constraints are different for
two bifurcating branches. Here we consider their Pois-
son bracket algebras and begin with the T = 0 case.
In this case we have primary Pi, secondary Hi and ter-
tiary T constraints which all belong in the Dirac termi-
nology to the first class, because their commutators with
each other are vanishing on their full constraint surface
(Pi, Hi, T ) = 0,
{Pi(x), Pj(y)}={Pi(x), Hj(y)}={Pi(x), T (y)}=0, (4.1)
{Hi(x), Hj(y)} = Hj(x) ∂iδ(x, y)− (i, x↔ j, y), (4.2)
{Hi(x), T (y)} =−δ(x, y) ∂iT−
(
Ω T
)
(y) ∂iδ(y, x), (4.3)
{T (x), T (y)}
=
(
wN
)
(y)
(
γijwNHi
)
(x) ∂jδ(x, y)− (x↔y), (4.4)
and they also commute with the Hamiltonian
{H, Pi} = Hi, (4.5)
{H, Hi} = −∂k(NkHi)−Hk∂iNk − ∂iT, (4.6)
{H, T } = −w ∂k
(
N2γklHl
)−Nk∂kT − T S. (4.7)
For this branch of the theory the stress tensor of the ef-
fective perfect fluid is obviously vanishing because ε =
−T/w√γN = 0, and the equations of motion coincide
with the vacuum Einstein equations. Obvious interpre-
tation of this GUMG branch is that it is a partial gauge
fixing of the Einstein theory in the gauge (1.1).
Interestingly, the algebra of constraints in the T = 0
branch of the theory is very similar to the case of the uni-
modular gravity, even though in UMG with w = −1 and
N(γ) = 1/
√
γ, the function T = −H⊥/√γ is no longer
a constraint, but rather a constant of motion fixed by
initial conditions. Indeed, in this case Ω ≡ 0 and the S-
constraint (3.11) is absent, so that Pi, Hi and Ti form the
full set of constraints. Moreover, their Poisson bracket
algebra is closed – the first two sets of commutators co-
incide with (4.1) and (4.2), while the rest of them read{
Hi(x), Tj(y)
}
= −∂j
(
Ti δ(y, x)
)
, (4.8){
Ti(x), Tj(y)
}
=∂xi ∂
y
j
(
N(y)
(
γklNHk
)
(x) ∂lδ(x, y)
)
− (i, x↔ j, y). (4.9)
These constraints also commute with the Hamiltonian as
(4.5) and
{H, Hi} = −∂k
(
NkHi
)−Hk∂iNk − Ti, (4.10)
{H, Ti} = ∂i
(
∂k(N
2γklHl)−NkTk
)
. (4.11)
Thus, in unimodular gravity, just like in general relativ-
ity, all constraints belong to the first class [2, 16, 17].
The second branch of T 6= 0 and Si = 0 is nontrivial
and physically much more interesting because it incor-
porates the effective perfect fluid simulating the role of
dark energy. It has four generations of constraints from
primary to quaternary ones for which we will use the
collective notation
φI =
(
Pi, Hi, Ti, Si
)
. (4.12)
Their Poisson bracket commutators form the matrix
7{φI(x), φJ (y)} =


0 0 0 {Pi(x), Sj(y)}
0 0 {Hi(x), Tj(y)} {Hi(x), Sj(y)}
0 {Ti(x), Hj(y)} 0 {Ti(x), Sj(y)}
{Si(x), Pj(y)} {Si(x), Hj(y)} {Si(x), Tj(y)} 0

 . (4.13)
Its nonvanishing elements imply that the first class con-
straints, which commute with each other and with the
Hamiltonian, should be disentangled from (4.12) as lin-
ear combinations of φJ(x) with some coefficients U
J
A
φA =
∫
d3x UJA(x)φJ (x) =
∫
d3x
[
ajA(x)Pj(x)
+ bjA(x)Hj(x) +c
j
A(x)Tj(x) + d
j
A(x)Sj(x)
]
. (4.14)
Here we use the first part of the alphabet with capi-
tal roman letters A,B,C, ... to label the first class con-
straints in contrast to indices from the second part of the
alphabet I, J, ... labelling the original set of spatially lo-
cal constraints. The nature of these indices can be very
different depending on the choice of basis in the space of
φA. To begin with, the constraints φA in contrast to φI
almost always are spatially nonlocal like, say, irreducible
components of transverse vectors and tensors. Therefore,
these indices should include both discrete labels with a fi-
nite range and continuous or countable labels with an in-
finite range, like for example a momentum of the Fourier
transform k, A 7→ A = 1, 2, ...;k. We will not specify
them here, because they might be very different in differ-
ent cases of closed compact or infinite open space Σ. We
will only assume the DeWitt rule for contraction of these
repeated indices, which implies not only the summation
over the discrete labels in A, but also the integration over
its continuous part.
With the choice of first class constraints in the form
(4.14) the coefficients UJA = a
j
A, b
j
A, c
j
A, d
j
A should form
on the subspace of vanishing constraints in phase space
a zero eigenvalue eigenvector of the matrix of constraint
commutators
{
φA, φI(y)
} ∣∣∣
φI=0
≡
∫
d3xUJA(x)
{
φJ (x), φI(y)
} ∣∣∣
φI=0
= 0. (4.15)
Using the following nonvanishing elements of this matrix
{
Pi(x), Sj(y)
}
= −∂yj
(
Ω(y) ∂iδ(y, x)
)
,{
Hi(x), Hj(y)
}
= Hj(x) ∂iδ(x, y)− (i, x↔ j, y),{
Hi(x), Tj(y)
}
= −T (y) ∂yj
(
Ω(y) ∂iδ(y, x)
)
−Ω(y)Tj(y) ∂iδ(y, x) − ∂yj
(
Ti(y) δ(y, x)
)
,
{
Hi(x), Sj(y)
}
= −∂yj
[
Si δ(y, x)−Ω∂i∂kNkδ(y, x)
+
dΩ(y)
d ln γ
(
2∂kN
k − piN√
γ
)
(y) ∂iδ(y, x)
]
,
{
Ti(x), Tj(y)
}
= ∂i∂
y
j
(
(wN)(y)
(
wNγklHk
)
(x)∂lδ(x, y)
)
− (x↔ y),{
Ti(x), Sj(y)
}
= ∂i∂
y
j
(
. . .
)
,
(where we do not explicitly specify the last rather compli-
cated commutator because it will not be needed in what
follows) one has the set of explicit equations on UJA(x)
∂i(Ω ∂jd
j
A) = 0,
∂i
(
ΩT∂jc
j
A
)
+
∫
d3y {Hi(x), S(y)} ∂jdjA(y) = 0,
T ∂i(Ω∂jb
j
A)−
∫
d3y {Ti(x), S(y)} ∂jdjA(y) = 0,
∂i(Ω ∂ja
j
A) +
∫
d3y {Si(x), Hj(y)} bjA(y)
−
∫
d3y {Si(x), T (y)} ∂jcjA(y) = 0.
The solution of the first three equations gives the condi-
tion of transversality of djA, c
j
A and b
j
A
∂jd
j
A = 0, ∂jc
j
A = 0, ∂jb
j
A = 0, (4.16)
whereas in view of the relation∫
d3y{Si(x), Hj(y)} bjA(y)=−∂i
[
Ω ∂j(b
j
A ∂kN
k)−bjASj
]
,
(4.17)
the fourth equation takes the form ∂i[Ω ∂j(a
j
A −
bjA ∂kN
k) ] = 0 and has two solutions. The first is
ajA = b
j
A ∂kN
k when bjA 6= 0 and the second is ∂jajA = 0,
otherwise. Therefore, the full set of first-class constraints
is
PA =
∫
d3xaiA(x)Pi(x), (4.18)
HA =
∫
d3x biA(x)
(
Hi(x) + ∂kN
k(x)Pi(x)
)
. (4.19)
Here aiA(x) and b
i
A(x) both form a complete set of
transversal vectors enumerated by condensed indices
which were discussed above. Without loosing general-
ity these two sets can be identified, what we will do in
what follows,
aiA(x) = b
i
A(x) = e
i
A(x), ∂ie
i
A(x) = 0, (4.20)
8eiA(x) representing some complete basis in the space of
all transverse vector fields. In addition to this basis it is
useful to introduce the dual basis eBi (x) which has the
following properties∫
d3x eiA(x) e
B
i (x) = δ
B
A ,
eiA(x) e
A
j (y) = Π
i
j(x, y), ∂iΠ
i
j(x, y) = 0.
(4.21)
Here Πij(x, y) is a projector on the space of transverse
vectors. This dual basis allows one to show that the
first class constraints form the subalgebra – their com-
mutators express as their own linear combinations with-
out contributions of second class constraints. Calculating
the commutators of (4.18)-(4.19) one can see that in the
resulting expressions the original constraints Pi(x) and
Hi(x) get functionally contracted (that is with summa-
tion over the discrete index i and integration over space)
with some transverse vectors V i(x). Since ΠijV
j ≡∫
d3yΠij(x, y)V
j(y) = V i(x), one can insert into these
contractions the projector Πij and then use its bilinear
decomposition in the basis of eiA and its dual. This con-
verts the resulting answer into the linear combinations of
PA and HA which read
{PA, PB} = {PA, HB} = 0, (4.22)
{HA, HB} = HC
∫
d3x eCi
(
ejA∂je
i
B − ejB∂jeiA
)
+ PC
∫
d3x eCi ∂j
[
∂kN
k(eiAe
j
B − eiBejA)
]
. (4.23)
Similarly we have Poisson brackets of the first-class and
second-class constraints
{PA, Pi}={PA, Hi} = {PA, Ti}={PA, Si} = 0, (4.24)
{HA, Pi} = −∂i(ekAPk), (4.25)
{HA, Hi} = −ekA ∂kHi −Hk ∂iekA, (4.26)
{HA, Ti} = −∂i(ekATk), (4.27)
{HA, Si} = −∂i(ekASk), (4.28)
and the Poisson brackets of first-class constraints with
the Hamiltonian
{H, PA} =
∫
d3x eiAHi, (4.29)
{H, HA} =
∫
d3xHi ∂j
[
N jeiA −N iejA
]
(4.30)
5. CANONICAL REALIZATION OF
LAGRANGIAN SYMMETRIES
According to the conventional canonical formalism
of gauge constrained systems [14], the number of La-
grangian gauge symmetries of the theory equals the num-
ber of the primary first class constraints, which is the
essence of the so-called Dirac conjecture. Under a num-
ber of assumptions on the structure of constraint algebra
and the distribution of constraints in several generations
(primary, secondary, etc.) this conjecture was proven in
[14]. In our case of GUMG theory in its physically in-
teresting Si = 0, T 6= 0 branch the situation seems very
involved and even contradictory – the number of antici-
pated local gauge symmetries of the Lagrangian action is
three, while there are four first class constraints. More-
over, these constraints do not belong to a concrete gen-
eration, but represent linear combinations of the original
primary and secondary constraints. In addition we have
second class constraints in all four generations, not to
say that the tertiary, Ti = 0, and quaternary, Si = 0,
constraints are reducible in view of their longitudinal na-
ture. In this section we will apply a modified version of
the Henneaux-Teitelboim procedure [14] to recover the
Lagrangian symmetries of the theory and show that it ac-
tually satisfies the Dirac conjecture, even though it does
not satisfy the set of assumptions made in [14]. Quite
interestingly, this canonical procedure recovers only two
gauge symmetries of the GUMG action – spatial diffeo-
morphisms with the transverse vector field (2.15) and
prohibits the ξ0-diffeomorphism (2.16) even despite the
fact that at the Lagrangian level the latter falls out of
the category of local gauge symmetries entirely due to
subtle nonlocal behavior at spacetime boundaries.
5.1. Symmetries of the extended and total actions
The recovery of Lagrangian symmetries of generic
constrained systems begins in [14] with the construction
of the extended canonical action
SE =
∫
dt
(
pk q˙
k −H− umφm
)
, (5.1)
which includes together with the primary constraints φm1
a full set of all the constraints φm and their conjugated
Lagrange multipliers um, consisting of M (primary, sec-
ondary, etc.) generations,
φm = (φm1 , φm2 , . . . φmM ), m = m1, . . .mM . (5.2)
Here mi, i = 1, . . .M , enumerates the members of the i-
th generation. In general, the first class constraints φA do
not belong to a concrete generation but rather represent
a linear combination of φm mixing the constraints from
different generations with some coefficients UmA – zero-
vectors of the matrix {φn, φm}|φ=0 (cf. Eq.(4.15)),
φA = U
m
A φm. (5.3)
Off the constraint surface in phase space they satisfy
the following commutation relations with some structure
functions,
{φA, φm} = CnAmφn, {H, φA} = V mA φm, (5.4)
9and allow one to have a canonical transformation of
phase-space variables which preserves the constraints and
the Hamiltonian
δ
(
qn
pn
)
=
{(
qn
pn
)
, φA µ
A
}
. (5.5)
Here µA are some gauge parameters generally depending
explicitly on time, phase-space variables and Lagrange
multipliers, µA = µA(t, q, p, u).
This canonical transformation can be accompanied by
the transformation of the Lagrange multipliers um which
together with (5.5) leaves the extended action invariant
when the parameters µA have in time a compact support.
In view of the transformations of the symplectic term
δ ( pk q˙
k ) =
d
dt
[(
pk
∂
∂pk
− 1
)
φAµ
A
]
+ φA
DµA
Dt
, (5.6)
where DµA/Dt denotes the partial time derivative acting
only on explicit time dependence on time and Lagrange
multipliers
DµA
Dt
=
(
∂t + u˙
m ∂
∂um
)
µA(t, q, p, u)
=
( d
dt
− q˙k ∂
∂qk
− p˙k ∂
∂pk
)
µA(t, q, p, u), (5.7)
the variation of the extended action (after omitting the
total derivative term) takes the form
δSE =
∫
dt φm
[
UmA
(DµA
Dt
+
{
µA,H+ unφn
})
+CmAnµ
Aun − VmA µA − δum
]
. (5.8)
This vanishes under an obvious transformation law for
the Lagrange multipliers
δum = UmA
(DµA
Dt
+
{
µA,H+unφn
})
+CmAnµ
Aun−VmA µA.
(5.9)
Note that this equation includes as a particular case the
situation when the original set of constraints was already
splitted into the first and second class constraints. In this
case UmA = δ
m
A , and the transformations of Lagrange mul-
tipliers also split into those of the first class constraints
with the explicit time derivative of µA and those of the
second class ones without this time derivative.
Transformations (5.5) and (5.9) leave the extended ac-
tion invariant off shell for arbitrary values of all (primary
and higher) Lagrange multipliers um, and their number
equals the number of all first class constraints. The num-
ber of Lagrangian gauge transformations is smaller and
they act on the Lagrangian action functional having a
smaller number of arguments – only Lagrangian coordi-
nates qk. These transformations are in one-to-one cor-
respondence with the transformations of the so-called
total canonical action [14] including, in contrast to the
extended action (5.1), only the primary constraints,
ST =
∫
dt (pk q˙
k −H− um1φm1). (5.10)
This action can be regarded as a partial gauge fixing of
the gauge symmetries of the extended action in a spe-
cial gauge of vanishing secondary and higher Lagrange
multipliers umi = 0, i = 2, . . .M . Therefore, its in-
variance transformations are residual gauge transforma-
tions (5.5) and (5.9) with the special values of parame-
ters µA = µA(t, q, p, u) preserving this gauge, δumi = 0
for i = 2, . . .M . In view of the above equation for δum
this leads to the relation
UmiA
(DµA
Dt
+
{
µA,H + um1φm1
})
+ CmiAm1µ
Aum1 − V miA µA = 0, i = 2, . . .M, (5.11)
which should be treated as a set of equations on µA.
When this set can be solved for a subset of parameters µA
ultralocally in time in terms of a complementary subset of
independent parameters and their time derivatives, then
the resulting transformations (5.5) and (5.9) with m =
m1 will form the gauge symmetries of the total action
which are equivalent to the Lagrangian symmetries of
the theory. Obviously, the number of these symmetries
coincides with the range of this subset of independent
parameters µA complementary to the dependent ones.
When all the constraints are of the first class, Eq.(5.11)
can be further simplified. Indeed, in this case UmA be-
comes an identity matrix, so that the indicesm and A be-
come identified. Moreover, the procedure of constraints
derivation implies the following simplifications of struc-
ture functions: V mimj = 0 when i > j +1 and C
mi
mj ,m1 = 0
when i > j (following from the fact that the (i + 1)-th
generation of constraint is generated only by the first i
generations, and because nonvanishing values of Cmimj ,m1
with i > j+1 would imply the equation on the Lagrange
multiplier um1 rather than the new constraint [14]). This
allows one to rewrite Eq.(5.11) as the following chain of
equations
Vmimi−1µ
mi−1 =
Dµmi
Dt
+
{
µmi ,H + um1φm1
}
+
M∑
j=i
(
Cmimjm1u
m1 − V mimj
)
µmj (5.12)
with i = 2, . . .M , where the summation over genera-
tions runs for each i from i to M . This system of equa-
tions can be solved for µmi−1 recursively starting from
i =M and taking µmM as independent parameters. This
procedure ends at the step i = 2, in which we evaluate
µm1 in terms of these independent parameters.
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5.2. Symmetries of the GUMG action
Here we apply the above procedure to two different
bifurcating branches of the GUMG theory. The branch
of T = 0 physically is less interesting because it corre-
sponds to the vacuum general relativistic model without
the perfect fluid. However, to demonstrate the recovery
of spacetime diffeomorphisms restricted by the condition
(1.1), we start with this particular branch and the related
case of the unimodular gravity – both having only first
class constraints.
Symmetries of T = 0 branch
All the constraints Pi, Hi and T in the extended
action of the T = 0 branch
SE =
∫
dt d3x
(
piij γ˙ij + PiN˙
i −NH⊥ −N iHi
− ui1Pi − ui2Hi − u3T
)
, (5.13)
belong to the first class and, according to the previ-
ous section, give rise to extended gauge transforma-
tions, which we derive below. For this purpose, we de-
note Pi(x), Hi(x) and T (x) respectively as φm1x, φm2x
and φ3x ≡ φx and rewrite the algebra of these con-
straints (4.1) and (4.5)–(4.7) in condensed notations with
mi 7→ m1x, m2x, m3x ≡ x, the index i = 1, 2, 3 mark-
ing in accordance with (5.2) the constraints generation.
Then in view of (4.1) {φm1x, φmiy} = 0, and the corre-
sponding structure functions turn out to be vanishing,
C
mjz
m1x,miy = 0. In these notations the relations (4.5)–
(4.7) read as
{H, φm1x} = V m2ym1x φm2y, (5.14)
{H, φm2x} = V n2ym2x φn2y + V ym2xφy, (5.15)
{H, φx} = V m2yx φm2y + V yx φy, (5.16)
where the integration over y is implied and the remaining
structure functions equal
V m2ym1x = δ(x, y)δ
m2
m1 ,
V n2ym2x = −∂k
(
Nkδ(x, y)
)
δn2m2 − δ(x, y) ∂m2Nn2 ,
V ym2x = −∂m2δ(x, y),
V m2yx = −w(x) ∂k
(
N2γkm2δ(x, y)
)
,
V yx = −Nk(x) ∂kδ(x, y)− S δ(x, y).
In the case of solely first class constraints the matrix
UmA in (5.3) is a unit one, U
m
A = δ
m
A , and Eq.(5.12) for
the parameters of residual gauge transformations, µA 7→
(µm1y1 , µ
m2y
2 , µ
y
3), takes the form of the following two
equations
µm2y2 V
x
m2y =
Dµx3
Dt
+ {µx3 ,H}+ um1y{µx3 , φm1y} − µy3V xy ,
(5.17)
µm1y1 V
m2x
m1y =
Dµm2x2
Dt
+ {µm2x2 ,H}+ um1y{µm2x2 , φm1y}
− µm2y2 V m2xm2y − µy3V m2xy . (5.18)
When the parameter µ3 is rewritten in terms of a new
independent parameter ξ0, µ3 = ξ
0/w, the first equation
(5.17) explicitly reads as
∂kµ
k
2 =
1
w
(
ξ˙0 −Nk∂kξ0 −
[
∂kN
k + {lnw,H}
−Nk∂k lnw − S
]
ξ0
)
, (5.19)
and in view of the expression for S, S = (1 + w)∂kN
k +
{lnw,H}−Nk∂k lnw – a simple corollary of Eqs.(3.11)-
(3.12), it finally takes the form
∂k(µ
k
2 − ξ0Nk) =
1
w
Dtξ0, (5.20)
where Dt is defined in Eq.(2.16), Dt = ∂t− (1+w)Nk∂k.
One solution of this equation is parameterized by an ar-
bitrary function ξ0,
µi2 = ξ
0N i + ∂i
1
w∆
Dtξ0, (5.21)
while another one is an arbitrary transverse vector with
ξ0 ≡ 0,
µi2 = ξ
i
⊥, ∂kξ
k
⊥ = 0. (5.22)
The explicit form of the second equation (5.18),
µi1 =
Dµi2
Dt
+
{
µi2,H+
∫
d3y uk1Pk
}
+ µk2∂kN
i
−Nk∂kµi2 −N2γik∂k(wµ3), (5.23)
can now be used for the determination of the parameter
µi1. For the solution (5.21) it can be rewritten as
µi1 = ξ˙
0N i + ξ0 ui1 −
(
N2γij +N iN j
)
∂jξ
0
+
{
∂i
1
w∆
Dtξ0,H+
∫
d3xul1Pl
}
+ ∂i
1
w∆
Dtξ˙0
+
(
∂jN
i − δijN l∂l
)
∂j
1
w∆
Dtξ0, (5.24)
and
µi1 = (∂t −Nk∂k) ξi⊥ + ξk⊥∂kN i (5.25)
for the solution (5.22).
Thus, we have the following two canonical generators
of gauge transformations of the total GUMG action (3.6)
in the branch T = 0. The first one is
G0 =
∫
d3x
(
Pi µ
i
1 +Hi µ
i
2 + T
1
w
ξ0
)
, (5.26)
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where ξ0 is an independent parameter and the parame-
ters µ1 and µ2 are defined in terms of ξ
0 respectively by
(5.24) and (5.21). The second one is
G⊥ =
∫
d3x (Pi µ
i
1 +Hi ξ
i
⊥), (5.27)
with an arbitrary transverse vector ξi⊥ and the vector µ
i
1
defined in terms of ξi⊥ by Eq.(5.25).
To compare the action of these generators on the vari-
ables N i and γij with their spacetime diffeomorphisms in
the Lagrangian formalism, consider first the transforma-
tion of N i by the generator G0, δ0N
i = {N i, G0} = µi1.
Note that for the Lagrangian values of canonical mo-
menta (that is, when the equation of motion for the mo-
menta is satisfied) ui1 = N˙
i and the two (fourth and fifth)
terms in (5.24) can be rewritten as{
∂i
1
w∆
Dtξ0,H+
∫
d3xul1Pl
}
+ ∂i
1
w∆
Dtξ˙0
= ∂t ∂
i 1
w∆
Dtξ0, (5.28)
whence
δ0N
i = N iξ˙0 + N˙ iξ0 − (N2γij +N iN j)∂jξ0
+
[
δij (∂t −N l∂l) + ∂jN i
]
∂j
1
w∆
Dtξ0, (5.29)
which is just the diffeomorphism transformation law of
the shift function (2.12) with the spacetime vector pa-
rameter (2.16). A similar calculation for the canonical
transformation δ⊥N
i = {N i, G⊥} = µk1 with µk1 given
by (5.25) shows that it is just a diffeomorphism with the
parameter (2.16).
Next, considering the gauge transformations of γij take
into account that with the Lagrangian value of the mo-
mentum Pi = 0 the first term in (5.26) and (5.27) van-
ishes, so that the commutator of γij with µ
i
1 does not
contribute at all. Moreover, note that the generator of
the form G =
∫
d3x (H⊥F
⊥+Hi F
i) gives rise to the dif-
feomorphism of γij with the vector parameter ξ
µ defined
by the relations ξ0 = F⊥/N and ξi = F i−N iF⊥/N (F⊥
and F i are respectively the normal and tangential projec-
tions of ξµ on the spatial slice of constant x0 = t). There-
fore, comparison with the generators (5.26) and (5.27)
(remember that T = wNH⊥) shows that G0 defines the
diffeomorphism of γij with the parameter (2.16), while
G⊥ defines a spatial diffeomorphism with the parameter
(2.15), which is in a complete agreement with the gauge
symmetries of the Lagrangian formalism.
Symmetries of the unimodular gravity theory
The UMG theory, which is directly related to the T = 0
branch of GUMG, also demonstrates the canonical real-
ization of all three diffeomorphism symmetries. In this
case the extended action differs from (5.13) only by the
last term which should read as −ui3Ti. Similarly, the full
set of first class constraints Pm(x), Hm(x) and Tm(x) de-
noted respectively as φm1x, φm2x and φm3x differs from
that of the T = 0 branch by the replacement φx → φm3x.
Their algebra again has structure functions with vanish-
ing components C
mjz
m1x,miy = 0, and their commutators
with the Hamiltonian repeat the relations (5.14)-(5.16)
with obvious replacements φx → φm3x, V ym2x → V m3ym2x ,
V m2yx → V m2ym3x and V yx → V n3ym3x, where
V m3ym2x = −δm3m2 δ(x, y), (5.30)
V m2ym3x = ∂m3∂k
(
N2γkm2 δ(x, y)
)
, (5.31)
V n3ym3x = −∂m3
(
Nn3 δ(x, y)
)
. (5.32)
Correspondingly, the equations (5.12) take the form
(
V m3xm2y µ
m2y
2
)
‖
=
(Dµm3x3
Dt
+ {µm3x3 ,H}
+ {µm3x3 , φm1y} um1y − Vm3xn3y µn3y3
)
‖
, (5.33)
µm2x1 =
Dµm2x2
Dt
+ {µm2x2 ,H}+ {µm2x2 , φn1y} un1y
− V m2xn2y µn2y2 − V m2xn3y µn3y3 , (5.34)
where only the longitudinal part of the first vector equa-
tion is enforced, since it is contracted in the transfor-
mation of the action with the longitudinal vector Tm3 ≡
∂m3T .
Choosing independent longitudinal vector µk3 as µ
k
3 =
∂k(1/∆)ξ0 with an arbitrary scalar parameter ξ0, one
finds a general solution of Eq. (5.33)
µk2 = −∂k
1
∆
ξ˙0 +Nk ξ0 + ξk⊥, (5.35)
where ξk⊥ is an arbitrary transverse vector. Therefore, it
follows from (5.34) that for the ξ0-transformation with
ξk⊥ = 0
µi1 = ξ˙
0N i + ξ0 ui1 −
(
N2γij +N iN j
)
∂jξ
0
− [ δij(∂t −N l∂l) + ∂jN i ] ∂j 1∆ ξ˙0, (5.36)
where we took into account that in UMG theory w = −1,
the operator Dt ≡ ∂t is field independent and, therefore,
does not contribute to the Poisson bracket commutator
term in Eq.(5.28). Similarly µi1 = (∂t − Nk∂k) ξi⊥ +
∂kN
i ξk⊥ for transformations with ξ
0 = 0. Thus, as in
the T = 0 branch of GUMG theory, we again obtain two
generating functions (5.26) and (5.27) with T/w = NH⊥,
which reproduce at the Lagrangian level the diffeomor-
phisms with volume preserving vector parameters (2.16)
and (2.15), ∂µξ
µ = 0.
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Symmetries of T 6= 0, Si = 0 branch
Extended action of this GUMG branch is of the form
SE =
∫
dt d3x
(
piij γ˙ij + PiN˙
i −N(γ)H⊥ −N iHi
− ui1Pi − ui2Hi − ui3Ti − ui4Si
)
, (5.37)
where the first-class constraints φA = (PA1 , HA2), A 7→
A1, A2, are hidden in the full set of constraints φmx =(
Pm1x, Hm2x, Tm3x, Sm4x
)
as the linear combinations
(4.18) and (4.19), φA = U
mx
A φmx with the following non-
vanishing components of UmxA ,
Um1xA1 = e
m1
A1
(x), Um1xA2 = e
m1
A2
(x) ∂kN
k(x),
Um2xA2 = e
m2
A2
(x).
(5.38)
In view of (4.24)-(4.25) and (4.29)-(4.30) their algebra
reads as
{PA1 , φm1x} = {PA1 , φm2x} = {PA1 , φm3x}
= {PA1 , φm4x} = 0, (5.39)
{HA2 , φm1x} = Cn1yA2,m1xφn1y, (5.40)
{H, PA1} = V m2xA1 φm2x, (5.41)
{H, HA2} = V m1xA2 φm1x + V m2xA2 φm2x, (5.42)
where
V m2xA1 = e
m2
A1
(x), (5.43)
V m2xA2 = ∂k
[
Nk(x) em2A2 (x)−Nm2(x) ekA2(x)
]
. (5.44)
To obtain the generator of canonical transformation
which leaves the total action invariant, one should solve
in accordance with the Henneaux-Teitelboim procedure
the equations (5.11) for µA in terms of some independent
parameters. For i = 3, 4 these equations are satisfied
identically since
UmixA = C
mix
A,m1y
= V mixA = 0, i = 3, 4. (5.45)
In the case of i = 2 the equation takes the form
Um2xA
(
DµA
Dt
+
{
µA,H+ um1yφm1y
})
+ Cm2xA,m1y µ
Aum1y − Vm2xA µA = 0. (5.46)
Using the explicit expressions (5.43), (5.44) and the fact
that Cm2xA,m1y = 0 due to Eqs.(5.39)-(5.40), one obtains
the relation
µm1 = ξ˙
m
⊥ − ∂k
(
Nkξm⊥ −Nmξk⊥
)
, (5.47)
written down in terms of transverse vectors µm1 (x) and
ξm⊥ (x) which are in one-to-one correspondence with µ
A
1
and µA2
µm1 (x) = e
m
A (x)µ
A
1 , ξ
m
⊥ (x) = e
m
A (x)µ
A
2 ,
µA1 =
∫
d3x eAm(x)µ
m
⊥1(x), µ
A
2 =
∫
d3x eAm(x) ξ
m
⊥ (x).
Therefore, the canonical generator G⊥ = PA µ
A
1 +
HA µ
A
2 , with µ
A
1 and µ
A
2 expressed via (5.47) in terms
of an arbitrary transverse vector ξi⊥ can be rewritten in
the reducible basis of transverse vectors as
G⊥ =
∫
d3x
[
(ξ˙i⊥ −Nk∂kξi⊥ + ξk⊥∂kN i)Pi + ξi⊥Hi
]
.
(5.48)
Obviously this is just the generator (5.27) with the vector
µi1 given by (5.25), derived above for the case of T = 0
branch, which is responsible for transverse spatial diffeo-
morphisms of both γij and N
i.
But in contrast to the T = 0 branch, this is the only
set of two (per space point) local gauge transformations
that exist in the Si = 0, T 6= 0 branch of the theory. The
number of local gauge transformations coincides with the
number of primary first class constraints, which is less
than four – the full number of first class constraints.
The Dirac conjecture turns out to be true again, even
though the set of assumptions listed in [14] as sufficient
conditions for the validity of this conjecture are not satis-
fied. As one can see, this conclusion based on the canon-
ical formalism of the model fully matches with the La-
grangian formalism accounting for the subtleties of gauge
transformations at timelike and spacelike boundaries of
spacetime, considered above in Sect.2. Below we reveal
the detailed mechanism of this gauge invariance (and its
violation) in the approximation of linearized theory on
spatially closed and asymptotically flat Friedmann back-
ground.
6. LINEARIZED THEORY
We consider now the GUMG model in the linearized
approximation on the background of the homogeneous
Friedmann metric of positive or zero spatial curvature,
k = +1 or k = 0 respectively. In these cases we have
the metric and curvature in terms of the scale factor a(t)
and correspondingly the metric σij of the 3-dimensional
sphere of unit radius or the flat metric,
γij = a
2(t)σij(x), N = N(a), N
i = 0, , (6.1)
3R =
6
a2
k, Kij = −aa˙
N
σij , H =
a˙
a
. (6.2)
H denotes the Hubble factor of the Friedmann back-
ground – we hope that it will not be confused with the
notation for the GR Hamiltonian and momentum con-
straints. Equations of motion for this background read
δS
δγij
=
√
σ
a3
N
[
2H˙ + 3(1− w)H2
+ (1 + 3w)
N2
a2
k
]
σij = 0, (6.3)
δS
δN i
≡ 0, (6.4)
where in view of homogeneity the shift component is iden-
tically satisfied. One can check that the first equation has
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the integral of motion with a constant C
H2
N2
+
k
a2
=
C
3Na3
, (6.5)
which can be interpreted as the Friedmann equation with
the physical Hubble factor in cosmic time, H/N = a˙/Na,
and the dark energy density ε = 2C/Na3 (the right hand
side being 8piGε/3 in our units with G = 1/16pi). The
nonzero constant C is what distinguishes the T 6= 0
branch of the model from its general relativistic branch
and simulates this dark energy density which identically
satisfies the stress tensor conservation law
dε
da
= −3 (1 + w) ε
a
. (6.6)
6.1. Action of linearized theory and its gauge
invariance properties
Now we expand the GUMG action to second order in
perturbations of γij and N
i, which we denote as follows
δγij = a
2sij , δN
i = Si, (6.7)
along with the first and second order variations of N(γ)
– the function of the perturbed 3-metric,
δN = NA, δ2N =
1
4
wN
[
(Ω − 1)s2 − 2s2ij
]
, (6.8)
Here in view of δN = wNs/2
A =
1
2
w s, s = σijsij , s
2
ij ≡ σimσjnsijsmn, (6.9)
Ω is defined by Eq.(3.12), and everywhere here and in
what follows all spatial indices are raised and lowered by
the metric σij . As a result the second order variation of
the action reads
1
2
δ2SGUMG = S(2)
+
∫
dt d3x
d
dt
{√
σ
a3H
N
(
sij − 1
2
s2
)}
, (6.10)
with the first term given by
S(2) =
∫
dt d3x
√
σ a3
{
1
N
(
∇(iSj) −
s˙ij
2
)2
− 1
N
(
∇kSk − s˙
2
)2
− 4H
N
(
∇kSk − s˙
2
)
A
− 6
N
H2A2 +
1
4
N
a2
(
2∇ksij∇isjk −∇ksij∇ksij − 2∇isij∇js+∇is∇is
)
+
N
a2
k
(
s2ij −
1
2
s2
)
− 2N
a2
ksA− N
a2
(∇jsij −∇is)∇iA + 1
4a3
CwΩ s2
}
, (6.11)
where in addition to the rule of raising and lowering
indices by the metric σij all covariant derivatives are
also defined with respect to this metric. One can check
that all the terms except the last one coincide with the
quadratic part of the Einstein action on the Friedmann
background [18]. The last term is a modification due
to GUMG generalization, which obviously vanishes for
C = 0 (GR branch of the model) and for w = −1 when
Ω = 0 – see Eq.(3.12). In this case this is just a unimod-
ular gravity model.
Below we will discard the total derivative term in (6.10)
and build the canonical formalism and the physical sector
for the quadratic action S(2). Hamiltonian formalisms for
(6.10) and (6.11) differ, of course, by a canonical trans-
formation, but for S(2) the formalism is simpler. Another
remark concerns spatial surface terms in (6.11). The spa-
tial derivatives here are organized so that the variational
principle is consistent under a fixed metric of the time-
like boundary (only squares of first order derivatives and
no second order derivatives are contained in S(2)). On
the other hand, for spatially closed model (k = 1) this
problem is irrelevant and the same applies to asymptot-
ically flat space, because falloff condition for metric per-
turbations makes all quadratic surface terms arising from
integrations by parts vanishing at infinity.
As usual in the linearized theory on the field back-
ground, the gauge transformations of perturbation fields
are defined as the part of the transformations (2.11)-
(2.13) of zeroth order in perturbations (their cross terms
with ξµ belong to the next order of perturbation theory).
Therefore, these transformations read
δξsij = 2Hσij ξ
0 +∇iξj +∇jξi, ξi = σijξj , (6.12)
δξSk = −N
2
a2
∇kξ0 + ξ˙k, ∇i = σij∇j , (6.13)
and they of course reproduce for the vectors ξµ satis-
fying the (σ-metric covariantized) equation (2.14) the
general relativistic transformation law for A = ws/2,
δξA = ∂t(Nξ
0)/N . Under these transformations the
quadratic action transforms as
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δξS(2) =
∫
dt
∫
∂Σ
d2Σi
√
σNa
[
2
(
Si(∆ + 2k)− Sj∇i∇j
)
ξ0 + (s˙ij∇j − s˙∇i) ξ0
+4H A∇iξ0 + sjk∇i∇jξk − sij∆ξj − 4k A ξi − 2C
Na
(1 + w)Si ξ0
]
+
∫
d3x
√
σ Na
[ (−∇jsij ∇i +∇is∇i − 2ks) ξ0 + C
Na
(1 + w) s ξ0
] ∣∣∣ t+
t
−
+2C
∫
dt d3x
√
σ
[ d lnw
d ln γ
s ξ˙0 + (1 + w)Si∇iξ0
]
, (6.14)
where we carefully took into account all surface terms
originating from integration by parts.
As is expected this expression for general relativistic
case of C = 0 reduces to the surface integral and van-
ishes for ξµ with a compact support inside the spacetime
domain, which is the case of the theory invariant un-
der local gauge transformations. For GUMG theory we
have additional terms including spacetime volume inte-
grals. This is strange because the gauge transformations
of GUMG theory are just a subclass of gauge transfor-
mations of general relativity, so that the difference in the
gauge transformation of the action can only be of the
boundary terms type. It turns out indeed that this ex-
tra spacetime integral reduces to the surface integral at
timelike and spacelike boundaries.
To see this perturb the exact equation (1.1) for ξµ and
obtain the relation
w∇iξi(1) = −
[ d lnw
d ln γ
s ξ˙0(0)
+ (1 + w)Si∇iξ0(0)
]
+ ξ˙0(1) (6.15)
where ξi
(1)
= δξi and ξ0
(1)
= δξ0 are the first order per-
turbations of ξµ under the variations of the metric and
shift functions on the Friedmann background (6.1)-(6.2),
and we took into account that the background value of w
is independent of space coordinates. Therefore, the last
spacetime integral term in (6.14) also becomes a surface
term
2C
∫
dt d3x
√
σ
[ d lnw
d ln γ
s ξ˙0 + (1 + w)Si∇iξ0
]
= 2C
∫
Σ
d3x
√
σ ξ0(1)
∣∣∣ t+
t
−
− 2C
∫
dtw
∫
∂Σ
d2Σi ξ
i
(1).
(6.16)
As we show now, this relation implies that for both closed
compact and open asymptotically Friedmann models the
action is not invariant under ξ0-transformation.
Indeed, for closed models timelike surface integrals
are absent, but ξ0 cannot be a field independent vari-
able with a compact support, because it should sat-
isfy the equation (2.14) nontrivially depending on the
fields. When expanded in powers of metric perturba-
tions, ξµ =
∑
n ξ
µ
(n), this equation implies that the spa-
tially constant mode of the lowest order ξ0
(0)
is time inde-
pendent,
∫
d3x
√
σξ˙0
(0)
= 0, other harmonics of ξ0
(0)
being
arbitrary and admitting a compact support in time. On
the contrary, the same mode of ξ0
(1)
is strongly restricted
by the differential in time equation
∫
d3x
√
σ
[
ξ˙0(1) −
d lnw
d ln γ
s ξ˙0(0)
− (1 + w)Sk∇kξ0(0)
]
= 0, (6.17)
so that ξ0
(1)
cannot have a compact support. In particu-
lar, ξ0
(1)
(t±) 6= 0 and the gauge transformation (6.14) is
nonzero in view of the first term of Eq.(6.16). Other
terms are vanishing because they already contain one
power of perturbation fields, so that ξ0 factor should in-
clude only the leading order part ξ0(0) which has a com-
pact support in time. Thus, the closed model action
is invariant only under the transverse spatial diffeomor-
phisms with the vectors ξµ = (0, ξi⊥) having a compact
support in time. These are the only gauge transforma-
tions generated by the canonical first class constraints in
the T ∼ C 6= 0 branch of the theory.
In the open models case with asymptotically flat space
slices, ξ0 can be taken field independent, because the in-
tegral of equation (6.15) is no longer a restriction on the
choice of ξ0, but just the relation which determines the
flux of the vector ξi
(1)
through the remote spatial bound-
ary,
∫
∞ d
2Σi ξ
i
(1). Therefore, ξ
0 can have a compact sup-
port in time, and all spacelike integrals at t± in (6.14)
and (6.16) vanish. However, ξi(1)(x) ∼ 1/|x|2, |x| → ∞,
and this “side” surface flux of the form (2.24), generated
by the last term of (6.16), is nonvanishing. Note that this
is also the only term that breaks gauge invariance of the
action, because other “side” surface integrals are zero in
view of the falloff conditions for sij(x), S
i(x), ξµ(x).6
Thus, in both closed and open cases the ξ0-
transformation of the action is given by the nonvanishing
3-dimensional integral over the full boundary of space-
6 Integrability condition for terms without spatial derivatives of
metric perturbations in (6.11) imply that sij(x) ∼ 1/| x |
2,
Si(x) ∼ 1/| x |, ξi(x) ∼ 1/| x | and ξ0(x) ∼ 1/| x |2 (the latter
two restrictions guarantee that the gauge transformation (2.13)
with γ˙ij ∼ δij a˙/a should not violate the falloff condition for
sij(x)), which guarantees that all surface terms except the one
in (6.16) vanish at spatial infinity |x | → ∞.
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time (6.16),
δξS(2) = 2C
∫
∂(4M)
d3ΣµΞ
µ
(1),
4M = [ t−, t+]× 3Σ, Ξµ(1) =
(
ξ0(1),−w ξi(1)
)
,
(6.18)
with a zero timelike or “side” part in a closed model case
and a zero spacelike part, Ξ0(1) = 0, for an asymptotically
flat model. The GUMG action is gauge invariant only
under two spatial diffeomorphisms with a transverse 3-
vector having a compact support both in space and time.
All this is in full accordance with the canonical formalism
of the T ∼ C 6= 0 branch, considered above. Note that
UMG theory with w = −1 is an exception from this rule
even for C 6= 0, because the equation (1.1) in this case is
field independent, and ξµ(1) = 0.
6.2. Physical sector
The number of degrees of freedom in the physical sector
is determined by the number of first and second class con-
straints and, therefore, is different in different branches
of the model. In the T 6= 0 branch their counting gives
18 − 2 × 4 − 4 = 2 × 3 – three local degrees of free-
dom, where 18 is the number of phase space variables
N i, Pi, γij , pi
ij , 4 is the number of first class constraints
PA, HA and 4 is the number of second class constraints
– two longitudinal components of Pi and Hi and two in-
dependent constraints among Ti and Si (since Ti = ∂iT
and Si = ∂iS only one longitudinal component counts
for each of them). In the T = 0 branch of GUMG and in
UMG, just like in GR, the counting is different and ob-
viously gives two degrees of freedom, 18− 2× 7 = 2× 2,
where 7 is the full set of first class constraints Pi, Hi and
T [16].
In the linearized theory disentangling these degrees
of freedom runs via the decomposition of the metric
perturbations into the linear combination of transverse-
traceless tensor modes tij , transverse vector modes Fi, Vi
and the scalar modes ψ,E,B,
sij = tij + 2∇(iFj) − 2ψ σij + 2∇i∇jE, (6.19)
tii = ∇itij = ∇iF i = 0, (6.20)
Si = Vi +∇iB, ∇iV i = 0. (6.21)
Using this decomposition in (6.11) one finds that the ten-
sor transverse-traceless modes decouple from the vector
and scalar sectors, S(2) = St+Sv+Ss, in the form of the
action of two field-theoretical oscillators on the non-static
Friedmann background
St =
∫
dt d3x
√
σa3
[
t˙2ij
4N
− N
4a2
(∇ktij)2 − kN
2a2
t2ij
]
.
(6.22)
Transverse vector modes Fi and Vi enter only the action
Sv, while the action of the scalar sector Ss equals
Ss =
∫
dt d3x
√
σa3
[
− 6
N
(ψ˙ +HA)2 − 4
N
(ψ˙ +HA)∆(B − E˙) + 2k
N
(B − E˙)∆(B − E˙)
−2N
a2
ψ (∆ + 3k)ψ +
4N
a2
A (∆ + 3k)ψ
]
+ C
∫
dt d3x
√
σ
Ω
w
A2, (6.23)
where the perturbation of the lapse function A, cf.
Eq.(6.7), reads in terms of the scalar modes of the metric
perturbations as
A = w(∆E − 3ψ). (6.24)
Obviously, it is this sector that contains in the case of
the T 6= 0 GUMG branch the third physical degree of
freedom. To disentangle it one has to build the canonical
formalism of the linearized theory and solve the relevant
constraints and canonical gauge conditions in a conven-
tional Hamiltonian reduction procedure. Four gauge con-
ditions, necessary to gauge out the symmetries generated
by the four first class constraints PA and HA at the lin-
earized level are used for the determination of the four
transverse vector modes (Fi, Vi). But their quadratic ac-
tion Sv vanishes on the linearized constraints, and their
choice dynamically affect neither the transverse-traceless,
nor the scalar sector of the theory. Therefore, we do not
specify vector modes at all and consider only the scalar
sector in what follows. The reduction of this scalar sector
to physical modes follows only from solving its canonical
first and second class constraints – the linearized version
of the constraints of the full nonlinear theory considered
above.
As one can see now, this reduction goes very differ-
ently in the spatially homogeneous and inhomogeneous
subspaces of the model. To begin with, for spatially con-
stant modes ψ0, E0 and B0 the quadratic action (6.23)
reads as
S(0)s =
∫
dt d3x
√
σ a3
{
− 6
N
(
ψ˙0 − 3wHψ0
)2
+
[ 9C
a3
wΩ− 6N
a2
k(1 + 6w)
] (
ψ0
)2}
, (6.25)
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and does not generate any constraints. This is the action
of one global physical mode which is in fact the first order
perturbation of the background solution of Eq.(6.3). This
can be easily verified by noting that S
(0)
s coincides with
the second order variation of the minisuperspace action
S(0)s =
1
2
δ2
∫
dt d3x
√
σ
[
6 kN(a) a− 6 a
3
N(a)
a˙2
a2
]
(6.26)
under the variations of the scale factor δa = aψ0 and the
a-dependent lapse function δN(a) = 3wN(a)ψ0. This ac-
tion generates the second order equation of motion for ψ0
which has a runaway solution corresponding to either the
cosmological acceleration or inflation, if it is applied in
context of inflationary cosmology. This single mechanical
(rather than field-theoretical) mode has a ghost nature
because of the negative sign of its kinetic term and does
not differ much from the scale factor mode in GR, ex-
cept that ψ0 in GUMG is dynamically independent and
its nonvanishing constant of motion C is freely specified
by initial conditions.
For spatially inhomogeneous modes with ∆ 6= 0 the
situation is different – this is the case of constrained sys-
tem. The definition of the canonical momenta,
Πψ = −4
√
σ
a3
N
[
3(ψ˙ +HA) + ∆(B − E˙) ], (6.27)
ΠE = 4
√
σ
a3
N
[
∆(ψ˙ +HA)− k∆(B − E˙) ], (6.28)
ΠB = 0, (6.29)
implies one primary constraint. On the subspace of in-
vertible operator ∆ + 3k, where the equations
(∆ + 3k)(ψ˙ +HA) =
N
4a3
1√
σ
(ΠE − kΠψ), (6.30)
(∆ + 3k)∆(B − E˙) = − N
4a3
1√
σ
(∆Πψ + 3ΠE) (6.31)
can be uniquely solved for ψ˙ and E˙, the Legendre trans-
form with respect to these velocities gives the total
canonical action which includes the Hamiltonian H and
this primary constraint with the Lagrange multiplier u,
S(>0)s =
∫
dt
{∫
d3x
(
Πψψ˙ +ΠEE˙ +ΠBB˙
)−H − ∫ d3xuΠB
}
, (6.32)
H = N
8a3
∫
d3x√
σ
{
−Πψ k
∆+ 3k
Πψ + 2Πψ
1
∆ + 3k
ΠE + 3ΠE
1
∆ + 3k
1
∆
ΠE
}
+
∫
d3x
{
2N a
√
σ ψ(∆ + 3k)ψ −A
[
HΠψ + 4
√
σN a (∆ + 3k)ψ
]
−C√σ Ω
w
A2 +BΠE
}
. (6.33)
The conservation of the primary constraint (6.29) leads
to the sequence of secondary, tertiary and quaternary
constraints
{ΠB,H} = −ΠE = 0, (6.34)
{ΠE ,H} = T = 0, (6.35)
T ≡ √σ∆
(
2CΩA
+w
[
H
Πψ√
σ
+ 4Na(∆ + 3k)ψ
])
, (6.36)
∂T
∂t
+ {T,H} = Cw√σ∆
(
12H
dΩ
d ln γ
A
w
+
N
a3
d lnw
d ln γ
Πψ√
σ
+ 2Ω∆B
)
= 0, (6.37)
where the explicit time derivative ∂/∂t acts only on the
background variables in T . The conservation of the last
constraint leads to the equation on the Lagrange multi-
plier u, so that the sequence of these constraints termi-
nates at the quaternary one.7
There is an additional subtlety for a spatially closed
model, k = +1, when the operator ∆ + 3 has discrete
zero modes, and the nonlocal terms in the Hamiltonian
(6.33) seem to be ill defined. This is the set of four
eigenmodes of the Laplacian operator on the 3-sphere,
∆Zn(x) = −n(n + 2)Zn(x), labeled by n = 1, which
have the property ∇i∇jZ1(x) = −σijZ1(x). This mode,
however, does not contribute to the physical sector of
the theory. To see this, note that in the subspace of this
mode the left hand sides of Eqs.(6.30)-(6.31) are vanish-
ing, which means that we have extra primary first class
7 These constraints are equivalent to but not directly coincide with
the longitudinal parts of linearized constraints Hi, Ti, and Si of
the full nonlinear theory considered above. This is because the
canonical formalisms of the full theory and its linearized ver-
sion are related by the canonical transformation corresponding
to the total derivative term in (6.10) – see discussion following
Eq.(6.11).
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constraint
Π1E −Π1ψ = 0. (6.38)
This constraint generates the gauge transformationE1 →
E1 + ζ, ψ1 → ψ1 − ζ, which leaves the linearized 3-
metric (6.19) invariant because its scalar part equals
−2ψ1 σij + 2∇i∇jE1 = −2σij(ψ + E)1. Indistinguisha-
bility of these two terms in the decomposition of sij into
irreducible components requires additional gauge condi-
tion to fix ψ1 and E1 separately, while the physical sec-
tor depends only on their sum. The dynamical effect
of this extra constraint is that the kinetic term of the
n = 1 mode completely vanishes in the Hamiltonian, so
that ill-defined nonlocal terms disappear. Moreover, in
view of the secondary constraint Π1E = 0 the both mo-
menta in the n = 1 sector vanish, and the tertiary and
quaternary constraints completely kill its physical mode,
because both (ψ + E)1 and B1 turn out to be zero due
to (6.36) and (6.37).8
Thus, for spatially inhomogeneous modes with ∆ 6= 0
the tertiary and quaternary constraints (6.36)-(6.37) can
be algebraically solved for A and B in terms of ψ and Πψ
and used in (6.32) along with primary and secondary con-
straints. This gives the sector of one local scalar degree
of freedom with the physical Hamiltonian H∗[ψ,Πψ]
S(>0)s [ψ,Πψ] =
∫
dt
{∫
d3xΠψψ˙ −H∗[ψ,Πψ]
}
, (6.39)
H∗[ψ,Πψ] =
∫
d3x
[ 1
2
ΠψG(∆)Πψ +ΠψV (∆)ψ
+
1
2
ψ U(∆)ψ
]
, (6.40)
where the coefficienss G(∆), U(∆) and V (∆) are the fol-
lowing (non)local operators – functions of the covariant
Laplacian9,
G(∆) =
1
4
√
σ
[ 2w
CΩ
H2 − N
a3
k
∆+ 3k
]
, (6.41)
V (∆) =
2w
CΩ
NaH(∆ + 3k), (6.42)
U(∆) = 4Na
√
σ(∆ + 3k)
[
1 +
2wNa
CΩ
(∆ + 3k)
]
. (6.43)
The above equations for S
(>0)
s [ψ,Πψ] andH∗[ψ,Πψ] ap-
ply only in the spatially inhomogeneous sector of the the-
ory. In the closed cosmological model with the discrete
8 For the open model with k = 0 the difficulty of the above
type becomes the problem of the dipole mode which seems to
invalidate the Hamiltonian (6.33) because of the infrared di-
vergent integral
∫
d3xΠE(1/∆
2)ΠE =
∫
d3x [(1/∆)ΠE ]
2 with
(1/∆)ΠE(x) ∼ 1/|x| at |x| → ∞. But again in the physical
sector, when the secondary constraint ΠE = 0 is enforced, this
problem is easily circumvented.
9 Local degrees of freedom with a nonlocal Hamiltonian sounds as
an euphemism, but this is a usual terminology accepted to dis-
tinguish field-theoretical modes associated with location in coor-
dinate or dual momentum space from global mechanical ones.
set of modes on the 3-sphere, ψ(x)→ ψn, this means that
the space integral should be replaced as
∫
d3x→∑∞n=2,
G(∆)→ G(−n(n+2)), etc. For spatially flat Friedmann
background, k = 0, the spectrum of degrees of freedom
is continuous and can be represented by Fourier modes,
ψ(x) → ψˆ(p), ∫ d3x → ∫ d3p, G(∆) → G(−p2), which
are adjacent at p→ 0 to the discrete homogeneous mode
ψ0.
6.3. Perturbative (in)stability
A nontrivial effect of solving the constraints is a com-
plicated form of the coefficient G(∆) in the kinetic term
of (6.40) – in contrast to the ghost mode in the homo-
geneous sector, its sign strongly depends on the details
of the model. The positivity of this coefficient guar-
antees absence of ghost modes and conversion of the
action to the Lagrangian form with the canonical nor-
malization of the physical mode, ψ → ϕ. Exclusion
of the canonical momentum via its equation of motion,
Πψ = G
−1(ψ˙ − V ψ), gives the Lagrangian action
S(>0)s [ψ ] =
∫
dt d3x
[ 1
2
ψ˙ G−1ψ˙ − ψ˙ G−1V ψ
− 1
2
ψ (U − V G−1V )ψ
]
. (6.44)
For positive G in terms of the canonically normalized
field ϕ,
ψ = σ1/4
√
Gϕ, (6.45)
it reads after several integrations by parts
S(>0)s [ψ ] =
1
2
∫
dt d3x
√
σ
{
ϕ˙2 − ϕ
[
GU − V 2
+
1
2
∂t
(
G˙
G
)
− 1
4
(
G˙
G
)2
+ V ∂t ln
G
V
]
ϕ
}
. (6.46)
A remarkable property of the coefficients (6.41)-(6.43)
is that the combination GU − V 2 is linear in ∆, so that
non-polynomial in spatial derivatives (nonlocal) nature
of the action takes place only for a closed model and is
significant only for long wavelengths modes with a small
∆,
G =
wH2
2
√
σ CΩ
+O
(
k
∆
)
. (6.47)
In this limit the potential part of the action represents
the sum of gradient squared and the mass term with the
effective mass parameter m2eff = m
2
eff(a) which explicitly
depends on a,
GU − V 2 + 1
2
∂t
(
G˙
G
)
− 1
4
(
G˙
G
)2
+ V ∂t ln
G
V
= −c2s
∆
a2
N2 +m2effN
2 +O
(
k
∆
)
, (6.48)
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and cs – the speed of sound parameter defined by
c2s =
w(1 + w)
Ω
. (6.49)
Thus, the short wavelengths part of the action – the limit
of big ∆ – takes the form
S(>0)s [ψ ] =
1
2
∫
dt d3x
√
σ
{
ϕ˙2
+N2ϕ
[
c2s
∆
a2
−m2eff
]
ϕ
}
. (6.50)
For spatially flat Friedmann model this representation is
exact for the full range of spatial gradients ∆ = −p2 –
the square of the comoving momentum.
Absence of ghost instability, G > 0, and gradient in-
stability, c2s > 0, implies in view of (6.47), (6.49) and the
positivity of the constant C (cf. Eq.(6.5)) the following
two inequalities
w
Ω
> 0, 1 + w > 0. (6.51)
Outside of this range generic GUMG theory is unstable
either due to ghost or gradient instability of the infinite
set of modes extending to UV limit. Note that the second
inequality is consistent with conclusions that violation
of null energy condition is associated with perturbative
instabilities [22, 23].
Of course, there is always a ghost spatially homo-
geneous mode which, as was mentioned above, is just
the perturbation of the minisuperspace Friedmann back-
ground. This mode can hardly disprove the GUMG the-
ory, because this type of instability, or presence of a run-
away solution, is just the essence of the cosmological ac-
celeration or inflation phenomenon. A wrong sign of the
kinetic term of the homogeneous background mode does
not make general relativity an unstable theory, which is
usually explained by the fact that this mode is not dy-
namically independent. In GUMG theory this mode is
the physical one, and its effect is measured by the magni-
tude of the constant C which is a part of freely specifiable
initial conditions – just like the cosmological constant as
a constant of integration in UMG theory. Otherwise, it
works dynamically exactly the same way as the scale fac-
tor mode in GR.
A possible objection to the stability of the GUMG
model might be that simultaneous growth of negative
energy background mode and the positive energy inho-
mogeneous modes is not prohibited by the conservation
law for the total energy. But this objection is likely to
be refuted by a simple argument that this is just a back
reaction of cosmological perturbations on the Friedmann
background, and the issue of this problem, or the mag-
nitude of this effect, is far from being settled both at the
classical and, even more so, at the quantum level [19, 20].
Thus, GUMG theory can be added to the list of reasons
[4, 21] why in certain cases ghost modes are not harmful
in physical models.
The linearized theory analysis above does not stand a
smooth limit w = −1 which corresponds to the UMG
theory, because of the singularity caused by Ω = 0. This
is because the number of local degrees of freedom drops
in this limit to two, and the theory still remains stable
even though it falls out of the domain (6.51). Finally,
below the phantom divide line w = −1 the extra scalar
mode again becomes dynamical, but it suffers gradient
instability with a negative c2s.
We will not discuss here other sources of instability,
like the tachyonic one associated with the sign of the ef-
fective mass term in (6.50). The criteria of stability of the
theory on a nonstationary background are very sophisti-
cated when the positivity of the Hamiltonian, which is
not conserved, becomes parametrization dependent and
no longer indicative of the consistency of the model [24].
In particular, competing contributions of time dependent
comoving momentum and mass-like terms in (6.50) are
subject to cosmological perturbation theory which re-
veals the particle creation and formation of inflationary
power spectra. These phenomena will be considered else-
where [25], whereas below we will only briefly discuss the
prospects of applying the GUMG model in context of
dark energy and inflation theories.
7. DISCUSSION AND CONCLUSIONS
Generalized unimodular gravity theory turned out to
have a very rich dynamical structure. Its canonical for-
malism incorporates four generations of constraints of
both the first and the second class, the first class ones
being nontrivial linear combinations of the constraints
belonging to different (primary and secondary) genera-
tions. Moreover, the number of primary first class con-
straints seemingly contradicts the originally claimed local
symmetries of the Lagrangian action of GUMG model [1],
which would indicate the breakdown of the Dirac conjec-
ture in the theory of constrained dynamics. It turned
out, however, that this conjecture still applies in GUMG
model, because one of the originally assumed Lagrangian
symmetries is actually either nonlocal in time or violates
boundary conditions at spatial infinity. The constrained
Hamiltonian formalism clearly reveals this peculiarity,
which is deeply hidden in the Lagrangian framework, and
allows one to recover true local symmetries as canonical
transformations acting in the phase space of the theory.
Another peculiarity of this model is the so-called bi-
furcation of the system of constraints, which means that
the theory has two branches with different numbers of
constraints belonging to different classes. One branch
is characterized by the set of first class constraints and
can be interpreted as general relativity within a partial
gauge fixation of spacetime diffeomorphisms, correspond-
ing to the kinematical restriction on metric coefficients
in GUMG model – the lapse function as a rather generic
function of the 3-metric determinant. The second, physi-
cally most interesting branch, is the one in which this re-
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striction gives rise to the effective perfect fluid originally
suggested as a candidate for dark energy. This dark fluid
has a barotropic equation of state p = wε with a vari-
able parameter w = w(a) depending on the cosmological
scale factor [1]. This branch has only two local diffeo-
morphism symmetries realized as canonical transforma-
tions on phase space – this enlarges the physical sector of
the theory from two general relativistic degrees of free-
dom to three degrees of freedom. Perturbative analyses
on the closed and spatially flat Friedmann background
shows that this extra degree of freedom – the scalar gravi-
ton – can be free of ghost and gradient instabilities in a
wide class of GUMG models satisfying the restrictions
(6.51). The second branch also includes a well-known
unimodular gravity model corresponding to a constant
value w = −1 which belongs to the boundary of this sta-
bility domain, but the theory is still stable, because the
scalar mode is not dynamical one – all the constraints of
UMG model are the first class ones and they rule this
mode out of the physical sector.
Even though GUMG theory was originally suggested
as a model for cosmological acceleration, by and large
it fails to accommodate the dark energy phenomenology.
Cosmological data suggests [5, 6] that the effective pa-
rameter w could be below −1 at small z, which contra-
dicts (6.51). One of the possibilities to relax this stabil-
ity criterion could be an attempt to construct a GUMG
model in which the unstable scalar mode ψ is not physi-
cal – the method analogous to elimination of ghost modes
by canonical constraints in [26]. Quite interestingly, it is
possible.
If one chooses the function w(a) in such a way that
Ω = 0, the sequence of canonical constraints (6.34)-(6.37)
does not terminate at the fourth generation, because the
conservation of (6.37) is no longer an equation on the La-
grange multiplier. In addition, two more constraints are
generated, ∆(∆ + 3k)A = 0 and ∆B = 0. As a result
all six scalar variables (ψ,Πψ, E,ΠE , B,ΠB) are ruled
out by the six constraints, and only harmless transverse-
traceless tensor modes survive in the inhomogeneous sec-
tor of the model. In view of the expression (3.12) for Ω
its zero value implies the following dependence of w and
N on the scale factor
w =
v
a3 − v , N = n
v − a3
va3
, (7.1)
where v and n are some integration constants. Interest-
ing case of w < −1 implies that v > a3. In the course
of cosmological expansion when a grows to a0 = v
1/3
the barotropic parameter w → −∞ and N → 0, so that
a˙ → 0 as it follows from the modified Friedmann equa-
tion (6.5). The scale factor reaches maximum with the
infinite physical Hubble parameter a˙/Na ∼ (v − a3)−1/2
and infinite acceleration in the cosmic (proper) time,
d2a/dτ2 = d2a/(Ndt)2 → ∞. This is the analogue of
the Big Rip singularity [27] beyond which the physical
evolution cannot be analytically continued. For a neg-
ative v the parameter w stays above its value −1 and
smoothly grows to zero in the course of expansion, which
is again different from the dark energy scenario, because
it does not cross the phantom divide line w = −1 and re-
sembles more the exit from inflation picture. Altogether,
including this case of nondynamical scalar graviton, it
seems that GUMG model is more interesting as a new
candidate for inflation scenario, rather than the source
of dark energy.
The GUMG model of inflation could be rather interest-
ing, because the role of the inflaton is played by the scalar
sector of the metric field. The situation is similar to the
R2-inflation in the Starobinsky model [11], when the role
of inflaton is played by the dynamical conformal mode of
the metric. Here the same is realized without higher or-
der derivatives of the metric – entirely due to kinematical
restriction on the lapse function of the theory. In view
of the expression (3.12) for Ω, stability conditions (6.51)
for the scalar graviton at negative w imply that
dw
d ln a
> −3w(1 + w) > 0, (7.2)
which is consistent with the inflation scenario, because w
grows to zero at the exit from inflation, just like in the
zero Ω case above.
Moreover, the scalar graviton ψ with the action (6.50)
has a dispersion equation with a nontrivial speed of sound
(6.49) determined by the time-dependent equation of
state of the effective perfect fluid p = w(a) ε. It is inter-
esting that in the hydrodynamical formalism of inflation
theories, incorporating also the class of k-essence mod-
els [28], the speed of sound (critically effecting the pri-
mordial power spectrum of perturbations) is determined
by the effective equation of state of the inflaton field,
c2s = dp/dε. In the GUMG model this expression equals
dp
dε
= w + ε
dw/da
dε/da
= w − 1
3
1
1 + w
dw
d ln a
, (7.3)
where we took into account the stress tensor conserva-
tion law (6.6) for ε. On the other hand, in view of the
expression (3.12) for Ω, the sound of speed of the GUMG
scalar graviton (6.49) is the same up to quadratic order
in dw/da
c2s =
w
1 + 13w(1+w)
dw
d ln a
=
dp
dε
+O
( (
dw/da
)2 )
. (7.4)
For slowly varying functions w(a) these two parameters
nearly coincide. For faster varying equations of state
their discrepancy is not surprising, though, because the
dynamics of the usual inflaton field additional to gravity
is qualitatively different from the case when the inflaton
belongs to the metric sector and acquires a dynamical
nature due to nontrivial GUMG kinematics.
Thus, despite the fact that generalized unimodular
gravity most likely represents a failed attempt to build a
phenomenologically consistent model of dark energy, this
theory can be regarded as a rather prospective source of
inflation scenario, which is a subject of further studies
[25].
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