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Abstract
He et al. (2018) have called into question the util-
ity of pre-training by showing that training from
scratch can often yield similar performance to
pre-training. We show that although pre-training
may not improve performance on traditional
classification metrics, it improves model robust-
ness and uncertainty estimates. Through exten-
sive experiments on adversarial examples, label
corruption, class imbalance, out-of-distribution
detection, and confidence calibration, we demon-
strate large gains from pre-training and comple-
mentary effects with task-specific methods. We
introduce adversarial pre-training and show ap-
proximately a 10% absolute improvement over
the previous state-of-the-art in adversarial ro-
bustness. In some cases, using pre-training
without task-specific methods also surpasses the
state-of-the-art, highlighting the need for pre-
training when evaluating future methods on ro-
bustness and uncertainty tasks.
1. Introduction
Pre-training is a central technique in the research and appli-
cations of deep convolutional neural networks (Krizhevsky
et al., 2012). In research settings, pre-training is ubiqui-
tously applied in state-of-the-art object detection and seg-
mentation (He et al., 2017). Moreover, some researchers
aim to use pre-training to create “universal representations”
that transfer to multiple domains (Rebuffi et al., 2017). In
applications, the “pre-train then tune” paradigm is com-
monplace, especially when data for a target task is acutely
scarce (Zeiler & Fergus, 2014). This broadly applicable
technique enables state-of-the-art model convergence.
However, He et al. (2018) argue that model convergence
is merely faster with pre-training, so that the benefit on
modern research datasets is only improved wall-clock time.
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Surprisingly, pre-training provides no performance bene-
fit on various tasks and architectures over training from
scratch, provided the model trains for long enough. Even
models trained from scratch on only 10% of the COCO
dataset (Lin et al., 2014) attain the same performance as
pre-trained models. This casts doubt on our understanding
of pre-training and raises the important question of whether
there are any uses for pre-training beyond tuning for ex-
tremely small datasets. They conclude that, with modern
research datasets, ImageNet pre-training is not necessary.
In this work, we demonstrate that pre-training is not
needless. While He et al. (2018) are correct that models
for traditional tasks such as classification perform well
without pre-training, pre-training substantially improves
the quality of various complementary model components.
For example, we show that while accuracy may not no-
ticeably change with pre-training, what does tremendously
improve with pre-training is the model’s adversarial
robustness. Furthermore, even though training for longer
on clean datasets allows models without pre-training to
catch up, training for longer on a corrupted dataset leads
to model deterioration. And the claim that “pre-training
does not necessarily help reduce overfitting” (He et al.,
2018) is valid when measuring only model accuracy,
but it becomes apparent that pre-training does reduce
overfitting when also measuring model calibration. We
bring clarity to the doubts raised about pre-training by
showing that pre-training can improve model robustness to
label corruption (Sukhbaatar et al., 2014), class imbalance
(Japkowicz, 2000), and adversarial attacks (Szegedy et al.,
2014); it additionally improves uncertainty estimates
for out-of-distribution detection (Hendrycks & Gimpel,
2017b) and calibration (Nguyen & O’Connor, 2015),
though not necessarily traditional accuracy metrics.
Pre-training yields improvements so significant that on
many robustness and uncertainty tasks we surpass state-
of-the-art performance. We even find that pre-training
alone improves over techniques devised for a specific task.
Note that experiments on these tasks typically overlook
pre-training, even though pre-training is ubiquitous else-
where. This is problematic since we find there are tech-
niques which do not comport well with pre-training; thus
some evaluations of robustness are less representative of
real-world performance than previously thought. Thus re-
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Figure 1. Training for longer is not a suitable strategy for label
corruption. By training for longer, the network eventually be-
gins to model and memorize label noise, which harms its overall
performance. Labels are corrupted uniformly to incorrect classes
with 60% probability, and the Wide Residual Network classifier
has learning rate drops at epochs 80, 120, and 160.
searchers would do well to adopt the “pre-train then tune”
paradigm for increased performance and greater realism.
2. Related Work
Pre-Training. It is well-known that pre-training im-
proves generalization when the dataset for the target task
is extremely small. Prior work on transfer learning has
analyzed the properties of this effect, such as when fine-
tuning should stop (Agrawal et al., 2014) and which layers
should be fine-tuned (Yosinski et al., 2014). In a series of
ablation studies, Huh et al. (2016) show that the benefits of
pre-training are robust to significant variation in the dataset
used for pre-training, including the removal of classes re-
lated to the target task. In our work, we observe similar
robustness to change in the dataset used for pre-training.
Pre-training has also been used when the dataset for the tar-
get task is large, such as Microsoft COCO (Lin et al., 2014)
for object detection and segmentation. However, in a recent
work He et al. (2018) show that pre-training merely speeds
convergence on these tasks, and real gains in performance
vanish if one trains from scratch for long enough, even with
only 10% of the data for the target task. They conclude
that pre-training is not necessary for these tasks. Moreover,
Sun et al. (2017) show that the accuracy gains from more
data are exponentially diminishing, severely limiting the
utility of pre-training for improving performance metrics
for traditional tasks. In contrast, we show that pre-training
does markedly improve model robustness and uncertainty.
Robustness. The susceptibility of neural networks to
small, adversarially chosen input perturbations has re-
ceived much attention. Over the years, many methods
have been proposed as defenses against adversarial exam-
ples (Metzen et al., 2017; Hendrycks & Gimpel, 2017a),
but these are often circumvented in short order (Carlini &
Wagner, 2017). In fact, the only defense widely regarded as
having stood the test of time is the adversarial training pro-
cedure of Madry et al. (2018). In this algorithm, white-box
adversarial examples are created at each step of training
and substituted in place of normal examples. This does pro-
vide some amount of adversarial robustness, but it requires
substantially longer training times. In a later work, Schmidt
et al. (2018) argue further progress on this problem may re-
quire significantly more task-specific data. However, given
that data from a different distribution can be beneficial for a
given task (Huh et al., 2016), it is conceivable that the need
for task-specific data could be obviated with pre-training.
Learning in the presence of corrupted labels has been well-
studied. In the context of deep learning, Sukhbaatar et al.
(2014) investigate using a stochastic matrix encoding the
label noise, though they note that this matrix is difficult
to estimate. Patrini et al. (2017) propose a two-step train-
ing procedure to estimate this stochastic matrix and train
a corrected classifier. These approaches are extended by
Hendrycks et al. (2018), who consider having access to a
small dataset of cleanly labeled examples, leverage these
trusted data to improve performance.
Zhang & Sabuncu (2018) show that networks overfit to
the incorrect labels when trained for too long (Figure 1).
This observation suggests pre-training as a potential fix,
since one need only fine-tune for a short period to attain
good performance. We show that pre-training not only im-
proves performance with no label noise correction, but also
complements methods proposed in prior work. Also note
that most prior works (Goldberger & Ben-Reuven, 2017;
Ma et al., 2018; Han et al., 2018) only experiment with
small-scale images since label corruption demonstrations
can require training hundreds of models (Hendrycks et al.,
2018). Since pre-training is typically reserved for large-
scale datasets, such works do not explore the impact of pre-
training.
Networks tend not to effectively model underrepresented
classes, which can affect a classifier’s fairness of underrep-
resented groups. To handle class imbalance, many training
strategies have been investigated in the literature. One
direction is rebalancing an imbalanced training dataset. To
this end, He & Garcia (2008) propose to remove samples
from the majority classes, while Huang et al. (2016)
replicate samples from the minority classes. Generating
synthetic samples through linear interpolation between
data samples belonging in the same minority class has
been studied in Chawla et al. (2002). An alternative
approach is to modify the supervised loss function. Cost
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Table 1. Adversarial accuracies of models trained from scratch, with adversarial training, and with adversarial training with pre-training.
All values are percentages. The pre-trained models have comparable clean accuracy to adversarially trained models from scratch, as
implied by He et al. (2018), but pre-training can markedly improve adversarial accuracy.
CIFAR-10 CIFAR-100
Clean Adversarial Clean Adversarial
Normal Training 96.0 0.0 81.0 0.0
Adversarial Training 87.3 45.8 59.1 24.3
Adv. Pre-Training and Tuning 87.1 57.4 59.2 33.5
sensitive learning (Japkowicz, 2000) balances the loss
function by re-weighting each sample by the inverse
frequency of its class. Huang et al. (2016) and Dong et al.
(2018) demonstrate that enlarging the margin of a classifier
helps mitigate the class imbalance problem. However,
adopting such training methods often incurs various time
and memory costs.
Uncertainty. Even though deep networks have achieved
high accuracy on many classification tasks, measuring
the uncertainty in their predictions remains a challenging
problem. Obtaining well-calibrated predictive uncertainty
could be useful in many machine learning applications such
as medicine or autonomous vehicles. Uncertainty estimates
need to be useful for detecting out-of-distribution samples.
Hendrycks & Gimpel (2017b) propose out-of-distribution
detection tasks and use the maximum value of a classifier’s
softmax distribution as a baseline method. Lee et al.
(2018b) propose Mahalanobis distance-based scores which
characterize out-of-distribution samples using hidden fea-
tures. Lee et al. (2018a) propose using a GAN (Goodfellow
et al., 2014) to generate out-of-distribution samples; the
network is taught to assign low confidence to these GAN-
generated samples. Hendrycks et al. (2019) demonstrate
that using non-specific, real, and diverse outlier images
or text in place of GAN-generated samples can allow
classifiers and density estimators to improve their out-of-
distribution detection performance and calibration. Guo
et al. (2017) show that contemporary networks can easily
become miscalibrated without additional regularization,
and we show pre-training can provide useful regularization.
3. Robustness
Datasets. For the following robustness experiments, we
evaluate on CIFAR-10 and CIFAR-100 (Krizhevsky &
Hinton, 2009). These datasets contain 32 × 32 color
images, both with 60,000 images split into 50,000 for
training and 10,000 for testing. CIFAR-10 and CIFAR-
100 have 10 and 100 classes, respectively. For pre-
training, we use Downsampled ImageNet (Chrabaszcz
et al., 2017), which is the 1,000-class ImageNet dataset
(Deng et al., 2009) resized to 32 × 32 resolution. For
ablation experiments, we remove 153 CIFAR-10-related
classes from the Downsampled ImageNet dataset. In this
paper we tune the entire network. Code is available at
github.com/hendrycks/pre-training.
3.1. Robustness to Adversarial Perturbations
Setup. Deep networks are notably unstable and less ro-
bust than the human visual system (Geirhos et al., 2018;
Hendrycks & Dietterich, 2019). For example, a network
may produce a correct prediction for a clean image, but
should the image be perturbed carefully, its verdict may
change entirely (Szegedy et al., 2014). This has led re-
searchers to defend networks against “adversarial” noise
with a small `p norm, so that networks correctly general-
ize to images with a worst-case perturbation applied.
Nearly all adversarial defenses have been broken (Carlini &
Wagner, 2017), and adversarial robustness for large-scale
image classifiers remains elusive (Engstrom et al., 2018).
The exception is that adversarial training in the style of
Madry et al. (2018) has been partially successful for de-
fending small-scale image classifiers against `∞ perturba-
tions. Following their work and using their state-of-the-art
adversarial training procedure, we experiment with CIFAR
images and assume the adversary can corrupt images with
perturbations of an `∞ norm less than or equal to 8/255.
The initial learning rate is 0.1 and the learning rate anneals
following a cosine learning rate schedule. We adversarially
train the model against a 10-step adversary for 100 epochs
and test against 20-step untargeted adversaries. Additional
results with 100-step adversaries and random restarts are in
the Supplementary Materials. Unless otherwise specified,
we use 28-10 Wide Residual Networks, as adversarially
trained high-capacity networks exhibit greater adversarial
robustness (Kurakin et al., 2017; Madry et al., 2018).
Analysis. It could be reasonable to expect that pre-
training would not improve adversarial robustness. First,
nearly all adversarial defenses fail, and even some adver-
sarial training methods can fail too (Engstrom et al., 2018).
Current adversarial defenses result in networks with large
generalization gaps, even when the train and test distribu-
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Figure 2. Error curves for label noise correction methods using training from scratch and pre-training across a full range of label cor-
ruption strengths. For the No Correction baseline, using pre-training results in a visibly improved slope of degradation with a more
pronounced elbow at higher corruption strengths. This also occurs in the complementary combinations of pre-training with previously
proposed correction methods.
tions are similar. For instance, CIFAR-10 Wide ResNets
are made so wide that their adversarial train accuracies are
100% but their adversarial test accuracies are only 45.8%.
Schmidt et al. (2018) speculate that a significant increase
in task-specific data is necessary to close this gap. To re-
duce this gap, we introduce adversarial pre-training, where
we make representations transfer across data distributions
robustly. However, successfully doing so requires an un-
conventional choice. Choosing to use targeted adversaries
or no adversaries during pre-training does not provide sub-
stantial robustness. Instead, we choose to adversarially pre-
train a Downsampled ImageNet model against an untar-
geted adversary, contra Kurakin et al. (2017); Kannan et al.
(2018); Xie et al. (2018).
We find that an adversarially pre-trained network can sur-
pass the long-standing state-of-the-art model by a signif-
icant margin. By pre-training a Downsampled ImageNet
classifier against an untargeted adversary, then adversari-
ally fine-tuning on CIFAR-10 or CIFAR-100 for 5 epochs
with a learning rate of 0.001, we obtain networks which
improve adversarial robustness by 11.6% and 9.2% in ab-
solute accuracy respectively.
As in the other tasks we consider, a Downsampled Ima-
geNet model with CIFAR-10-related classes removed sees
similar robustness gains. As a quick check, we pre-trained
and tuned two 40-2 Wide ResNets, one pre-trained typi-
cally and one pre-trained with CIFAR-10-related classes
excluded from Downsampled ImageNet. We observed only
a 1.04% decrease in adversarial accuracy compared to the
typically pre-trained model, which demonstrates that the
pre-trained models do not rely on seeing CIFAR-10-related
images, and that simply training on more natural images
increases adversarial robustness. Notice that in Table 1 the
clean accuracy is approximately the same while the adver-
sarial accuracy is far larger. This indicates again that pre-
training may have a limited effect on accuracy for tradi-
tional tasks, but it has a strong effect on robustness.
It is even the case that the pre-trained representations can
transfer to a new task without adversarially tuning the en-
tire network. In point of fact, if we only adversarially
tune the last affine classification layer, and no other pa-
rameters, for CIFAR-10 and CIFAR-100 we respectively
obtain adversarial accuracies of 46.6% and 26.1%. Thus
adversarially tuning only the last affine layer also surpasses
the previous adversarial accuracy state-of-the-art. This fur-
ther demonstrates that that adversarial features can robustly
transfer across data distributions. In addition to robust-
ness gains, adversarial pre-training could save much wall-
clock time since pre-training speeds up convergence; com-
pared to typical training routines, adversarial training pro-
hibitively requires at least 10× the usual amount of training
time. By surpassing the previous state-of-the-art, we have
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Table 2. Label corruption robustness results with and without pre-training. Each value is an area under the error curve summarizing
performance at 11 corruption strengths. Lower is better. All values are percentages. Pre-training greatly improves performance, in some
cases halving the error, and it can even surpass the task-specific Forward Correction.
CIFAR-10 CIFAR-100
Normal Training Pre-Training Normal Training Pre-Training
No Correction 28.7 15.9 55.4 39.1
Forward Correction 25.5 15.7 52.6 42.8
GLC (5% Trusted) 14.0 7.2 46.8 33.7
GLC (10% Trusted) 11.5 6.4 38.9 28.4
shown that pre-training enhances adversarial robustness.
3.2. Robustness to Label Corruption
Setup. In the task of classification under label corrup-
tion, the goal is to learn as good a classifier as possible
on a dataset with corrupted labels. In accordance with prior
work (Sukhbaatar et al., 2014) we focus on multi-class clas-
sification. Let x, y, and y˜ be an input, clean label, and po-
tentially corrupted label respectively. The labels take val-
ues from 1 to K. Given a dataset D of (x, y˜) pairs with x
drawn from p(x) and y˜ drawn from p(y˜ | y, x), the task is
to predict argmaxy p(y | x).
To experiment with a variety of corruption severities, we
corrupt the true label with a given probability to a randomly
chosen incorrect class. Formally, we generate corrupted la-
bels with a ground truth matrix of corruption probabilities
C, where Cij = p(y˜ = j | y = i) is the probability of
corrupting an example with label i to label j. Given a cor-
ruption strength s, we constructC with (1−s)I+s11T/K,
I the K ×K identity matrix. To measure performance, we
use the area under the curve plotting test error against cor-
ruption strength. This is generated via linear interpolation
between test errors at corruption strengths from 0 to 1 in
increments of 0.1, summarizing a total of 11 experiments.
Methods. We first consider the baseline of training from
scratch. This is denoted as Normal Training in Table 2.
We also consider state-of-the-art methods for classification
under label noise. The Forward method of Patrini et al.
(2017) uses a two-stage training procedure. The first stage
estimates the matrix C describing the expected label noise,
and the second stage trains a corrected classifier to pre-
dict the clean label distribution. We also consider the Gold
Loss Correction (GLC) method of Hendrycks et al. (2018),
which assumes access to a small, trusted dataset of cleanly
labeled (gold standard) examples, which is also known as
a semi-verified setting (Charikar et al., 2017). This method
also attempts to estimate C. For this method, we specify
the “trusted fraction,” which is the fraction of the available
training data that is trusted or known to be cleanly labeled.
In all experiments, we use 40-2 Wide Residual Networks,
SGD with Nesterov momentum, and a cosine learning rate
schedule (Loshchilov & Hutter, 2016). The “Normal” ex-
periments train for 100 epochs with a learning rate of 0.1
and use dropout at a drop rate of 0.3, as in Zagoruyko
& Komodakis (2016). The experiments with pre-training
train for 10 epochs without dropout, and use a learning rate
of 0.001 in the “No Correction” experiment and 0.01 in
the experiments with label noise corrections. We found the
latter experiments required a larger learning rate because
of variance introduced by the stochastic matrix corrections.
Most parameter and architecture choices recur in later sec-
tions of this paper. Results are in Table 2.
Analysis. In all experiments, pre-training gives large per-
formance gains over the models trained from scratch. With
no correction, we see a 45% relative reduction in the area
under the error curve on CIFAR-10 and a 29% reduction on
CIFAR-100. These improvements exceed those of the task-
specific Forward method. Therefore in the setting with-
out trusted data, pre-training attains new state-of-the-art
AUCs of 15.9% and 39.1% on CIFAR-10 and CIFAR-100
respectively. These results are stable, since pre-training
on Downsampled ImageNet with CIFAR-10-related classes
removed yields a similar AUC on CIFAR-10 of 14.5%.
Moreover, we found that these gains could not be bought
by simply training for longer. As shown in Figure 1, train-
ing for a long time with corrupted labels actually harms
performance as the network destructively memorizes the
misinformation in the incorrect labels.
We also observe complementary gains of combining pre-
training with previously proposed label noise correction
methods. In particular, using pre-training together with the
GLC on CIFAR-10 at a trusted fraction of 5% cuts the area
under the error curve in half. Moreover, using pre-training
with the same amount of trusted data provides larger per-
formance boosts than doubling the amount of trusted data,
effectively allowing one to reach a target performance level
with half as much trusted data. Qualitatively, Figure 2
shows that pre-training softens the performance degrada-
tion as the corruption strength increases.
Importantly, although pre-training does have substantial
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Table 3. Experimental results on the imbalanced CIFAR-10 and CIFAR-100 datasets.
Dataset Method
Imbalance Ratio 0.2 0.4 0.6 0.8 1.0 1.5 2.0
Total Test Error Rate / Minority Test Error Rate (%)
C
IF
A
R
-1
0 Normal Training 23.7 / 26.0 21.8 / 26.5 21.1 / 25.8 20.3 / 24.7 20.0 / 24.5 18.3 / 23.1 15.8 / 20.2
Cost Sensitive 22.6 / 24.9 21.8 / 26.2 21.1 / 25.7 20.2 / 24.3 20.2 / 24.6 18.1 / 22.9 16.0 / 20.1
Oversampling 21.0 / 23.1 19.4 / 23.6 19.0 / 23.2 18.2 / 22.2 18.3 / 22.4 17.3 / 22.2 15.3 / 19.8
SMOTE 19.7 / 21.7 19.7 / 24.0 19.2 / 23.4 19.2 / 23.4 18.1 / 22.1 17.2 / 22.1 15.7 / 20.4
Pre-Training 8.0 / 8.8 7.9 / 9.5 7.6 / 9.2 8.0 / 9.7 7.4 / 9.1 7.4 / 9.5 7.2 / 9.4
C
IF
A
R
-1
00 Normal Training 69.7 / 72.0 66.6 / 70.5 63.2 / 69.2 58.7 / 65.1 57.2 / 64.4 50.2 / 59.7 47.0 / 57.1
Cost Sensitive 67.6 / 70.6 66.5 / 70.4 62.2 / 68.1 60.5 / 66.9 57.1 / 64.0 50.6 / 59.6 46.5 / 56.7
Oversampling 62.4 / 66.2 59.7 / 63.8 59.2 / 65.5 55.3 / 61.7 54.6 / 62.2 49.4 / 59.0 46.6 / 56.9
SMOTE 57.4 / 61.0 56.2 / 60.3 54.4 / 60.2 52.8 / 59.7 51.3 / 58.4 48.5 / 57.9 45.8 / 56.3
Pre-Training 37.8 / 41.8 36.9 / 41.3 36.2 / 41.7 36.4 / 42.3 34.9 / 41.5 34.0 / 41.9 33.5 / 42.2
additive effects on performance with the Forward Correc-
tion method, we find that pre-training with no correction
yields superior performance. This observation implies that
future research on label corruption should evaluate with
pre-trained networks or else researchers may develop meth-
ods that are suboptimal.
We observe that pre-training also provides substantial im-
provements when swapping out the Wide ResNet for an
All Convolutional Network (Springenberg et al., 2014). In
the No Correction setting, area under the error curves on
CIFAR-10 for Normal Training and Pre-Training are 23.7%
and 14.8% respectively. On CIFAR-100, they are 46.5%
and 41.0% respectively. Additionally, when fine-tuning a
Wide ResNet on Places365 downsampled in the same fash-
ion as ImageNet in earlier experiments, we obtain area
under the error curves of 19.3% and 49.5% compared to
28.7% and 55.4% with Normal Training. These experi-
ments demonstrate the generalizability of our results across
architectures and datasets used for pre-training.
3.3. Robustness to Class Imbalance
In most real-world classification problems, some classes
are more abundant than others, which naturally results in
class imbalance (Van Horn et al., 2018). Unfortunately,
deep networks tend to model prevalent classes at the ex-
pense of minority classes. This need not be the case. Deep
networks are capable of learning both the prevalent and
minority classes, but to accomplish this, task-specific ap-
proaches have been necessary. In this section, we show
that pre-training can also be useful for handling such im-
balanced scenarios better than approaches specifically cre-
ated for this task (Japkowicz, 2000; Chawla et al., 2002;
Huang et al., 2016; Dong et al., 2018).
Setup. Similar to Dong et al. (2018), we simulate class
imbalance with a power law model. Specifically, we set
the number of training samples for a class c as follows,
nc = ba/(b+ (c− 1)−γ)e, where b·e is the integer round-
ing function, γ represents an imbalance ratio, a and b
are offset parameters to specify the largest and small-
est class sizes. Our training data becomes a power law
class distribution as the imbalance ratio γ decreases. We
test 7 different degrees of imbalance; specifically, γ ∈
{0.2, 0.4, 0.6, 0.8, 1.0, 1.5, 2.0} and (a, b) are set to force
(maxc nc,minc nc) to become (5000, 250) for CIFAR-10
and (500, 25) for CIFAR-100. A class is defined as a mi-
nority class if its size is smaller than the average class size.
For evaluation, we measure the average test set error rates
of all classes and error rates of minority classes.
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Figure 3. Class-wise test set error rates are lower across all classes
with pre-training. Here the imbalanced dataset is a CIFAR-10
modification with imbalance ratio γ = 0.2.
Methods. The class imbalance baseline methods are as
follows. Normal Training is the conventional approach of
training from scratch with cross-entropy loss. Oversam-
pling (Japkowicz, 2000) is a re-sampling method to build
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a balanced training set before learning through augmenting
the samples of minority classes with random replication.
SMOTE (Chawla et al., 2002) is an oversampling method
that uses synthetic samples by interpolating linearly with
neighbors. Cost Sensitive (Huang et al., 2016) introduces
additional weights in the loss function for each class pro-
portional to inverse class frequency.
Here we use 40-2 Wide Residual Networks, SGD with Nes-
terov momentum, and a cosine learning rate schedule. The
experiments with pre-training train for 50 epochs without
dropout and use a learning rate of 0.001, and the exper-
iments with other baselines train for 100 epochs with a
learning rate of 0.1 and use dropout at a drop rate of 0.3.
Analysis. Table 3 shows that the pre-training alone sig-
nificantly improves the test set error rates compared to
task-specific methods that can incur expensive back-and-
forth costs, requiring additional training time and memory.
Here, we remark that much of the gain from pre-training is
from the low test error rates on minority classes (i.e., those
with greater class indices), as shown in Figure 3. Further-
more, if we tune a network on CIFAR-10 that is pre-trained
on Downsampled ImageNet with CIFAR-10-related classes
removed, the total error rate increases by only 2.1% com-
pared to pre-training on all classes. By contrast, the dif-
ference between pre-training and SMOTE is 12.6%. This
implies that pre-training is indeed useful for improving ro-
bustness against class imbalance.
4. Uncertainty
To demonstrate that pre-training improves model uncer-
tainty estimates, we use the CIFAR-10, CIFAR-100, and
Tiny ImageNet datasets (Johnson et al.). We did not use
Tiny ImageNet in the robustness section, because adversar-
ial training is not known to work on images of this size,
and using Tiny ImageNet is computationally prohibitive
for the label corruption experiments. Tiny ImageNet con-
sists of 200 ImageNet classes at 64 × 64 resolution, so we
use a 64 × 64 version of Downsampled ImageNet for pre-
training. We also remove the 200 overlapping Tiny Ima-
geNet classes from Downsampled ImageNet for all experi-
ments on Tiny ImageNet.
In all experiments, we use 40-2 Wide ResNets trained using
SGD with Nesterov momentum and a cosine learning rate.
Pre-trained networks train on Downsampled ImageNet for
100 epochs, and are fine-tuned for 10 epochs for CIFAR
and 20 for Tiny ImageNet without dropout and with a learn-
ing rate of 0.001. Baseline networks train from scratch for
100 epochs with a dropout rate of 0.3. When performing
temperature tuning in Section 4.2, we train without 10% of
the training data to estimate the optimum temperature.
Table 4. Out-of-distribution detection performance with models
trained from scratch and with models pre-trained. Results are an
average of five runs. Values are percentages.
AUROC AUPR
Normal Pre-Train Normal Pre-Train
CIFAR-10 91.5 94.5 63.4 73.5
CIFAR-100 69.4 83.1 29.7 52.7
Tiny ImageNet 71.8 73.9 30.8 31.0
4.1. Out-of-Distribution Detection
Setup. In the problem of out-of-distribution detection
(Hendrycks & Gimpel, 2017b; Hendrycks et al., 2019; Lee
et al., 2018a;b; Liu et al., 2018), models are tasked with
assigning anomaly scores to indicate whether a sample is
in- or out-of-distribution. Hendrycks & Gimpel (2017b)
show that the discriminative features learned by a classi-
fier are well-suited for this task. They use the maximum
softmax probability maxk p(y = k | x) for each sample
x as a way to rank in- and out-of-distribution (OOD) sam-
ples. OOD samples tend to have lower maximum softmax
probabilities. Improving over this baseline is a difficult
challenge without assuming knowledge of the test distri-
bution of anomalies (Chen et al., 2018). Without assuming
such knowledge, we use the maximum softmax probabil-
ities to score anomalies and show that models which are
pre-trained then tuned provide superior anomaly scores.
To measure the quality of out-of-distribution detection, we
employ two standard metrics. The first is the AUROC,
or the Area Under the Receiver Operating Characteristic
curve. This is the probability that an OOD example is as-
signed a higher anomaly score than an in-distribution ex-
ample. Thus a higher AUROC is better. A similar measure
is the AUPR, or the Area Under the Precision-Recall Curve;
as before, a higher AUPR is better. For in-distribution data
we use the test dataset. For out-of-distribution data we
use the various anomalous distributions from Hendrycks
et al. (2019), including Gaussian noise, textures, Places365
scene images (Zhou et al., 2017), etc. All OOD datasets do
not have samples from Downsampled ImageNet. Further
evaluation details are in the Supplementary Materials.
Analysis. By using pre-training, both the AUROC and
AUPR consistently improve over the baseline, as shown
in Table 4. Note that results are an average of the AUROC
and AUPR values from detecting samples from various
OOD datasets. Observe that with pre-training, CIFAR-100
OOD detection significantly improves. Consequently
pre-training can directly improve uncertainty estimates.
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Table 5. Calibration errors for models trained from scratch and
models with pre-training. All values are percentages.
RMS Error MAD Error
Normal Pre-Train Normal Pre-Train
CIFAR-10 6.4 2.9 2.9 1.2
CIFAR-100 13.3 3.6 10.3 2.5
Tiny ImageNet 8.5 4.2 7.0 2.9
4.2. Calibration
Setup. A central component of uncertainty estimation in
classification problems is confidence calibration. From a
classification system that produces probabilistic confidence
estimates C of its predictions Ŷ being correct, we would
like trustworthy estimates. That is, when a classifier pre-
dicts a class with eighty percent confidence, we would
like it to be correct eighty percent of the time. Nguyen
& O’Connor (2015); Hendrycks & Gimpel (2017b) found
that deep neural network classifiers display severe overcon-
fidence in their predictions, and that the problem becomes
worse with increased representational capacity (Guo et al.,
2017). Integrating uncalibrated classifiers into decision-
making processes could result in egregious assessments,
motivating the task of confidence calibration.
To measure the calibration of a classifier, we adopt
two measures from the literature. The Root Mean
Square Calibration Error (RMS) is the square root of
the expected squared difference between the classifier’s
confidence and its accuracy at said confidence level,√
EC [(P(Y = Ŷ |C = c)− c)2] . The Mean Absolute
Value Calibration Error (MAD) uses the expected abso-
lute difference rather than squared difference between the
same quantities. The MAD Calibration Error has the same
form as the Expected Calibration Error used by Guo et al.
(2017), but it employs adaptive binning of confidences for
improved estimation. In our experiments, we use a bin size
of 100. We refer the reader to Hendrycks et al. (2019) for
further details on these measures.
Analysis. In all experiments, we observe large improve-
ments in calibration from using pre-training. In Figure 4
and Table 5, we can see that RMS Calibration Error is at
least halved on all datasets through the use of pre-training,
with CIFAR-100 seeing the largest improvement. The
same is true of the MAD error. In fact, the MAD error on
CIFAR-100 is reduced by a factor of 4.1 with pre-training,
which can be interpreted as the stated confidence being
four times closer to the true frequency of occurrence.
We find that these calibration gains are robust across pre-
training datasets. With Places365 pre-training the RMS er-
ror is 3.1 on CIFAR-10, and with ImageNet pre-training
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Figure 4. Root Mean Square Calibration Error values for mod-
els trained from scratch and models that are pre-trained. On all
datasets, pre-training reduces the RMS error by more than half.
the RMS error is 2.9; meanwhile, the baseline RMS error
is 6.4. The gains are also complementary with the tem-
perature tuning method of Guo et al. (2017), which fur-
ther reduces RMS Calibration Error from 4.15 to 3.55 for
Tiny ImageNet when combined with pre-training. How-
ever, temperature tuning is computationally expensive and
requires additional data, whereas pre-training does not re-
quire collecting extra data and can naturally and directly
make the model more calibrated.
5. Conclusion
Although He et al. (2018) assert that pre-training does
not improve performance on traditional tasks, for other
tasks this is not so. On robustness and uncertainty tasks,
pre-training results in models that surpass the previous
state-of-the-art. For uncertainty tasks, we find pre-trained
representations directly translate to improvements in pre-
dictive uncertainty estimates. He et al. (2018) argue that
both pre-training and training from scratch result in models
of similar accuracy, but we show this only holds for unper-
turbed data. In fact, pre-training with an untargeted adver-
sary surpasses the long-standing state-of-the-art in adver-
sarial accuracy by a significant margin. Robustness to label
corruption is similarly improved by wide margins, such
that pre-training alone outperforms certain task-specific
methods, sometimes even after combining these methods
with pre-training. This suggests future work on model
robustness should evaluate proposed methods with pre-
training in order to correctly gauge their utility, and some
work could specialize pre-training for these downstream
tasks. In sum, the benefits of pre-training extend beyond
merely quick convergence, as previously thought, since
pre-training can improve model robustness and uncertainty.
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A. CIFAR-10-Related Classes Excluded from
Downsampled ImageNet
The ImageNet-1K classes that are related to CIFAR-10 are
as follows:
n03345487, n03417042, n04461696, n04467665,
n02965783, n02974003, n01514668, n01514859,
n01518878, n01530575, n01531178, n01532829,
n01534433, n01537544, n01558993, n01560419,
n01580077, n01582220, n01592084, n01601694,
n01608432, n01614925, n01616318, n01622779,
n02123045, n02123159, n02123394, n02123597,
n02124075, n02085620, n02085782, n02085936,
n02086079, n02086240, n02086646, n02086910,
n02087046, n02087394, n02088094, n02088238,
n02088364, n02088466, n02088632, n02089078,
n02089867, n02089973, n02090379, n02090622,
n02090721, n02091032, n02091134, n02091244,
n02091467, n02091635, n02091831, n02092002,
n02092339, n02093256, n02093428, n02093647,
n02093754, n02093859, n02093991, n02094114,
n02094258, n02094433, n02095314, n02095570,
n02095889, n02096051, n02096177, n02096294,
n02096437, n02096585, n02097047, n02097130,
n02097209, n02097298, n02097474, n02097658,
n02098105, n02098286, n02098413, n02099267,
n02099429, n02099601, n02099712, n02099849,
n02100236, n02100583, n02100735, n02100877,
n02101006, n02101388, n02101556, n02102040,
n02102177, n02102318, n02102480, n02102973,
n02104029, n02104365, n02105056, n02105162,
n02105251, n02105412, n02105505, n02105641,
n02105855, n02106030, n02106166, n02106382,
n02106550, n02106662, n02107142, n02107312,
n02107574, n02107683, n02107908, n02108000,
n02108089, n02108422, n02108551, n02108915,
n02109047, n02109525, n02109961, n02110063,
n02110185, n02110341, n02110627, n02110806,
n02110958, n02111129, n02111277, n02111500,
n02111889, n02112018, n02112137, n02112350,
n02112706, n02113023, n02113186, n02113624,
n02113712, n02113799, n02113978, n01641577,
n01644373, n01644900, n03538406, n03095699,
n03947888.
We choose these WordNet IDs by using the WordNet hier-
archy, though different class selections are conceivable.
B. Evaluating Adversarial Robustness with
Random Restarts
PGD attacks with multiple random restarts and more itera-
tions make for stronger adversaries. However, at the time of
writing it is currently not standard to evaluate models with
random restarts, even though restarts have been shown to
reduce accuracy of adversarially trained models (Mosbach
et al., 2018). Other models completely break against ad-
versaries using 100 steps. For completeness we include
results with random restarts and more steps. An external
evaluation by Marius Mosbach of our adversarially pre-
trained CIFAR-10 model found that using 100 steps and
1,000 random restarts reduces accuracy to 52.9%, using a
1,000 example subset of the CIFAR-10 test set. Compared
to the baseline of normal training evaluated with a weaker
adversary, adversarial pre-training remains 7.1% higher in
absolute accuracy. While it is not standard to evaluate with
multiple random restarts, it is currently standard to evalu-
ate with adversaries which take many steps. Adversaries
with 100 steps and no restarts hardly affect the model’s ac-
curacy, in that accuracy changes from 57.4% to 57.2% or
by only 0.2%.
C. Full Out-of-Distribution Detection Results
We use the problem setup from Hendrycks et al.
(2019). We use various datasets such as Gaussian Noise,
Rademacher Noise, etc. Note that the ImageNet-21K
dataset is the ImageNet-22K dataset with the ImageNet-1K
classes held out. Results are in Table 6.
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Table 6. Out-of-distribution example detection for the maximum softmax probability baseline detector and the MSP detector after pre-
training. All results are percentages and an average of 5 runs.
AUROC ↑ AUPR ↑
Din Dtestout Normal Pre-Training Normal Pre-Training
Ti
ny
Im
ag
eN
et
Gaussian 49.4 67.4 15.2 21.1
Rademacher 70.7 75.0 23.0 25.5
Blobs 76.2 69.5 28.2 23.1
Textures 68.7 72.4 29.5 31.8
SVHN 86.6 89.1 53.2 58.8
Places365 76.8 74.6 36.8 31.8
LSUN 73.2 71.6 30.4 27.4
ImageNet-21K 72.7 71.7 29.9 28.5
Mean 71.8 73.9 30.8 31.0
C
IF
A
R
-1
0
Gaussian 96.2 96.7 70.5 73.1
Rademacher 97.5 97.6 79.4 78.4
Blobs 94.7 97.2 69.0 83.5
Textures 88.3 93.7 56.6 70.4
SVHN 91.8 95.7 63.7 76.9
Places365 87.4 91.0 56.1 67.7
LSUN 88.7 93.7 57.4 72.4
CIFAR-100 87.1 90.7 54.1 65.4
Mean 91.5 94.5 63.4 73.5
C
IF
A
R
-1
00
Gaussian 48.8 96.5 14.6 82.7
Rademacher 52.3 98.8 15.7 92.5
Blobs 85.9 89.6 44.9 56.4
Textures 73.5 79.7 33.1 44.1
SVHN 74.5 79.6 32.0 48.5
Places365 74.1 74.6 34.0 34.2
LSUN 70.5 70.9 28.7 27.7
CIFAR-10 75.5 75.3 34.5 35.8
Mean 69.4 83.1 29.7 52.7
