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In this paper, we consider a class of stochastic semilinear integrodifferential equations
and prove the existence, uniqueness and approximate solutions in a separable Hilbert
space. The convergence of solutions using Faedo–Galerkin approximations is established.
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1. Introduction
In many fields of science and engineering there is a large number of problems which are intrinsically nonlinear and
complex in nature, involving stochastic excitations of a Gaussianwhite noise type. Gaussianwhite noise is an abstraction and
not a physical process, mathematically described as a formal derivative of a Brownianmotion process, all such problems are
mathematicallymodelled by stochastic differential equations or inmore complicated cases, by stochastic integrodifferential
equations. Stochastic differential equations in both finite and infinite dimensions have received much attention in recent
years and the existence results may be found in several monograph and books (the reader may refer [1,2] for the finite-
dimensional setting and [3,4] for the infinite-dimensional setting). Stochastic integrodifferential equations are important
from the viewpoint of applications since they incorporate (natural) randomness into the mathematical description of the
phenomena, and therefore provide a more accurate description of it. Since these equations are not solvable in most cases,
it is important to find their approximate solutions in an explicit form or in a form suitable for applications of numerical
methods. The theory of procedure for approximating the solution of a stochastic differential equations (SDEs) is widely
studied by several authors. In the finite-dimensional case, the Cauchy–Maruyama approximation (see Maruyama [5] and
Mashane [6]), Caratheodory approximation (see Bell andMohammed [7] andMao [8]) and Euler–Maruyama approximation
(see [9]) have been used to study the solutions of SDEs. In the infinite-dimensional case, Liu [10] treated the Caratheodory
approximation of solutions for a class of semilinear stochastic evolution equation. Barbu [11] considered the solutions of
stochastic semilinear equations using Picard approximation. Twardowska [12] gave a wide theory of SDEs concerned with
theWong–Zakai approximation. Langevin et al. [13] investigated, stochastic perturbation of functional differential equations
in a Banach space. A semigroup-theoretic development of a theory for the stochastic analogues of deterministic evolution
equations is both powerful and beneficial since it enables one to investigate a broad class of stochastic partial differential
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equations within a unified context. In these directions, Caratheodory successive approximate solution has been employed
by Balasubramaniam and Dauer [14] for obtaining suitable controllability conditions of semilinear stochastic evolution
equations with time delays in Hilbert Space. The results presented in the current manuscript constitute a continuation
and generalization of existence results in two ways. For one, we study the Faedo–Galerkin approximations for a class of
semilinear stochastic integrodifferential equations, to the authors knowledge this approach is new in the study of such
stochastic problems in the literature. And two, our result constitute a stochastic variant of the results concerning the
existence ofmild solutions in [15]; this enables one to introduce noise into the concretemodels that are subsumed as special
cases of the integrodifferential system being studied, thereby allowing for a more accurate description of the phenomenon.
In the present work, we shall prove the convergence of solutions of the following stochastic evolution integrodifferential
equation in a separable Hilbert space H using the Faedo–Galerkin approximations,
dx(t)+ Ax(t)dt = f (t, x(t))dt +
∫ t
0
a(t − s)g(s, x(s))dw(s), t ∈ J = (0, T ], T <∞
x(0) = φ, (1)
where A is a closed, positive definite, self-adjoint linear operator from the domain D(A) in H . We assume that A has a pure
point spectrum 0 < λ0 ≤ λ1 ≤ · · · and a corresponding complete orthonormal system {xi} so that Axi = λixi and
(xi, xj) = δij, (·, ·) is the inner product in H and δij is the Kronecker delta function. These assumptions on A guarantee
that A generates an analytic semigroup e−tA. The nonlinear operators f and g are defined on D(Aα) for some α, 0 < α < 1
and φ is in D(A). The map a is a real-valued continuous function on R+. Suppose {w(t)}t≥0 is a given K -valued Brownian
motion or Wiener process with a finite trace nuclear covariance operator Q ≥ 0. We are employing the same notation
‖ · ‖ for the norm L(K ,H), where L(K ,H) denotes the space of all bounded linear operators from K into H . The functions
f : J × Cα(T ) → H and g : J × Cα(T ) → LQ (K ,H) are the measurable mappings in H norm LQ (K ,H) norm respectively.
(LQ (K ,H) denotes the space of all Q -Hilbert–Schmidt operators from K into H which is going to be defined below).
The manuscript is organized as follows. In Section 2, we recall some necessary preliminaries. In Section 3, using an
associated integral equation and projection operator an approximate integral equation is considered. The existence and
uniqueness of solution to this approximate integral equations and the convergence of approximate integral equation to
the associated integral equation is established. We consider the Faedo–Galerkin approximate solution and prove the main
result concerning the convergence of such an approximation in Section 4. Finally in Section 5, an example is presentedwhich
illustrates the main theorem.
2. Preliminaries
Let (Ω, F, P) be a complete probability space furnished with complete family of right continuous increasing sub-σ -
algebras {Ft , t ∈ J} satisfying Ft ⊂ F. An H-valued random variable is an F-measurable function x(t) : Ω → H and
a collection of random variables S = {x(t, w) : Ω → H|t ∈ J} is called a stochastic process. Usually we suppress the
dependence on w ∈ Ω and write x(t) instead of x(t, w) and x(t) : J → H in the place of S. Let βn(t) (n = 1, 2, . . .)
be a sequence of real-valued one-dimensional standard Brownian motions mutually independent over (Ω, F, P). For more
details of this section the reader may refer [3]. Set
w(t) =
∞∑
n=1
√
λnβn(t)ζn, t ≥ 0,
where λn ≥ 0, (n = 1, 2, . . .) are nonnegative real numbers and {ζn} (n = 1, 2, . . .) is complete orthonormal basis in K . Let
Q ∈ L(K , K) be an operator defined by Q ζn = λnζn with finite Tr Q =∑∞n=1 λn <∞, (Tr denotes the trace of the operator).
Then the above K -valued stochastic process w(t) is called a Q -Wiener process. We assume that Ft = σ(w(s) : 0 ≤ s ≤ t)
is the σ -algebra generated byw and FT = F. Let ϕ ∈ L(K ,H) and define
‖ϕ‖2Q = Tr(ϕQϕ∗) =
∞∑
n=1
‖√λnϕζn‖2.
If ‖ϕ‖Q < ∞, then ϕ is called a Q -Hilbert–Schmidt operator. Let LQ (K ,H) denote the space of all Q -Hilbert–Schmidt
operators ϕ : K → H . The completion LQ (K ,H) of L(K ,H) with respect to the topology induced by the norm ‖ · ‖Q
where ‖ϕ‖2Q = 〈〈ϕ, ϕ〉〉 is a Hilbert space with the above norm topology. The collection of all strongly-measurable, square-
integrable H-valued random variables, denoted by L2(Ω, F, P;H) ≡ L2(Ω;H), is a Banach Space equipped with norm
‖x(·)‖L2 = (E‖x(.; ν)‖2H)
1
2 ,
where E stands for integration with respect to probability measure P. An important subspace is given by L02(Ω,H) = {f ∈
L2(Ω,H) : f is F0 measurable}. The fractional power operator Aα of A for 0 ≤ α ≤ 1 are well defined from D(Aα) ⊆ H into
H (cf. Pazy [16, p. 69–75]). D(Aα) is a Banach space endowed with norm
‖x‖α = ‖Aαx‖, x ∈ D(Aα).
In order to establish the result we assume the following hypotheses.
(H1) a ∈ Lploc(0,∞) for some 1 < p <∞.
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(H2) Themap f is defined from [0,∞)×D(Aα) intoH and there exists a nondecreasing functionMf from [0,∞) into [0,∞)
depending on R > 0 such that
‖f (t, x)− f (t, y)‖ ≤ Mf (t)‖x− y‖α,
and
‖f (t, x)‖ ≤ Mf (t),
for all (t, x) and (t, y) in [0,∞) × BR(D(Aα), φ), where BR(Z, z0) = {z ∈ Z | ‖z − z0‖Z ≤ R} for any Banach space Z
with the norm ‖x‖Z = {supt∈J ‖x‖2}1/2.
(H3) The nonlinear map g is defined from [0,∞) × D(Aα) into LQ (K ,H) and there exists a nonnegative function Mg ∈
Lqloc(0,∞) depending on R > 0, where 1 < q <∞, (1/p)+ (1/q) = 1, such that
‖g(t, x)− g(t, y)‖Q ≤ Mg(t)‖x− y‖α,
and
‖g(t, x)‖Q ≤ Mg(t),
for a.e. t ∈ [0,∞) and all x, y ∈ BR(D(Aα), φ).
Definition 2.1. A continuous Ft-adapted stochastic process x(t) : J → H with
∫ T
0 ‖x(s)‖2ds <∞ a. s. [P] is a mild solution
of (1) provided the following integral equation to be verified
x(t) = e−tAφ +
∫ t
0
e−(t−s)Af (s, x(s))ds+
∫ t
0
e−(t−s)A
(∫ s
0
a(s− τ)g(τ , x(τ ))dw(τ)
)
ds, for all t ∈ J, a. s. [P]. (2)
In addition to the familiar Young, Hölder and Minkowski inequalities, the inequality of the form
(∑n
i=1 ai
)m ≤ nm−1∑n
i=1 a
m
i , where ai are nonnegative constants (i = 1, 2, . . . , n) andm, n ∈ N, is helpful in establishing various estimates.
3. Existence of approximate solutions
We shall continue to use the notations introduced in the earlier section. The existence of solutions of (1) is closely
associated with the integral equation (2).
In this section we shall consider an approximate integral equation to (2) and establish the existence and uniqueness
of solutions to the approximate integral equation. By a solution x to (2) on J , we mean a function x ∈ Cα(T ) for some
0 < α < 1 satisfying (2) where Cα(T ) is the Banach space C(J, L2(Ω,D(Aα))) of all continuous functions from J into
L2(Ω,D(Aα)) endowed with the supremum norm
‖x‖α = sup
t∈J
‖Aαx(t)‖.
By a solution x to (2) on [0, T˜ ), 0 < T˜ ≤ ∞, we mean a function x such that x ∈ Cα(T ) for some 0 < α < 1 satisfying (2)
on J for every 0 < T < T˜ .
Since−A generates the analytic semigroup e−tA, t ≥ 0, wemay add cI to−A for some constant c , if necessary, and assume
without loss of generality that ‖e−tA‖ ≤ M and that−A is invertible. Furthermore Aα commutes with e−tA and there exists
a constantMα > 0 depending on α such that
‖Aαe−tA‖ ≤ Mαt−α, t > 0. (3)
Let 0 < T0 <∞ be arbitrary fixed and
M(R) = (1+ R)(TM2f (T0)+ Tr(Q )‖a‖2Lp(0,T0)‖Mg‖2Lq(0,T0)). (4)
We choose T0 in such a way that
T0 <
[
R
6
(1− 2α)(M(R)M2α)−1
] 1
1−2α
, (5)
and
sup
t∈J
E‖Aα(e−tA − I)φ‖2 ≤ R
6
. (6)
From part (d) of Theorem 6.13 in Pazy [16, p. 74] which states that for 0 < β ≤ 1 and x ∈ D(Aβ),
‖(e−tA − I)x‖ ≤ Mβ tβ‖x‖β .
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If 0 < β < 1 is such that 0 < α + β < 1, then Aαy ∈ D(Aβ) for any y ∈ D(Aα). Therefore, for t, s ∈ J , we have
‖Aα(e−tA − I)e−sAx‖ ≤ Mβ tβ‖Aα+βe−sAx‖ ≤ MβMα+β tβs−(α+β)‖x‖. (7)
Let Hn denote the finite-dimensional subspace of H spanned by {ϕ1, ϕ2, . . . , ϕn} and let Pn : H → Hn be the corresponding
projection operator for n = 1, 2, . . . .We define
fn : J × Cα(T )→ H and gn : J × Cα(T )→ LQ (K ,H),
respectively by,
fn(t, x) = f (t, Pnx(t)) and gn(t, x) = g(t, Pnx(t)).
Proposition 3.1. Let 0 < α < 12 , assume that the hypotheses (H1)–(H3) hold and φ ∈ L02(Ω,Hα) then there exists a unique
xn ∈ BR(Cα(T ), φ¯) and converges to the unique mild solution x ∈ BR(Cα(T ), φ¯).
Proof. We divide the proof into the following steps.
Step 1. The operatorΦn : BR(Cα(T ), φ¯)→ BR(Cα(T ), φ¯)with φ¯ = φ for t ∈ J and
(Φnx)(t) = e−tAφ +
∫ t
0
e−(t−s)Afn(s, x(s))ds+
∫ t
0
e−(t−s)A
(∫ s
0
a(s− τ)gn(τ , x(τ ))dw(τ)
)
ds,
is well defined and continuous in BR(Cα(T ), φ¯).
First we need to show that the map t → (Φnx)(t) is continuous from J into L2(Ω,D(Aα))with respect to ‖ · ‖α norm. Let
t1, t2 ∈ J with t1 < t2, by the use of Hölder’s inequality and Ito’s formula we have,
E‖(Φnx)(t2)− (Φnx)(t1)‖2α ≤ 3
{
‖(e−t2A − e−t1A)φ‖2α + E
∥∥∥∥∫ t2
t1
Aαe−(t2−s)Afn(s, x(s))ds
∥∥∥∥2
+ E
∥∥∥∥∫ t1
0
Aα(e−(t2−s)A − e−(t1−s)A)fn(s, x(s))ds
∥∥∥∥2
+ E
∥∥∥∥∫ t1
0
Aα(e−(t2−s)A − e−(t1−s)A)
(∫ s
0
a(s− τ)gn(τ , x(τ ))dw(τ)
)
ds
∥∥∥∥2
Q
+ E
∥∥∥∥∫ t2
t1
Aαe−(t2−s)A
(∫ s
0
a(s− τ)gn(τ , x(τ ))dw(τ)
)
ds
∥∥∥∥2
Q
}
≤ 3
{
‖(e−t2A − e−t1A)φ‖2α +
∫ t1
0
‖Aα(e−(t2−s)A − e−(t1−s)A)‖2
[
TE‖fn(s, x(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
+
∫ t2
t1
‖Aαe−(t2−s)A‖2
[
TE‖fn(s, x(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
}
. (8)
We use (4) and (7) for establishing the first integral in (8) to obtain the inequality,∫ t1
0
‖Aα(e−(t2−s)A − e−(t1−s)A)‖2
[
TE‖fn(s, x(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
≤
∫ t1
0
‖Aα(e−(t2−t1)A − I)e−(t1−s)A‖2
[
TE‖fn(s, x(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
≤
∫ t1
0
‖Aα(e−(t2−t1)A − I)e−(t1−s)A‖2
(
TM2f (T0)+ Tr(Q )‖a‖2Lp(0,T0)‖Mg‖2Lq(0,T0)
)
ds
≤ M2α,β(t2 − t1)2β , (9)
where
M2α,β = M2βM2α+βM(R)
T 1−2(α+β)0
(1− 2(α + β)) , 0 < α + β <
1
2
.
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Using (4) and (3), the second integral of (8) can be estimated as∫ t2
t1
‖Aαe−(t2−s)A‖2
[
TE‖fn(s, x(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
≤ M2αM(R)
(t2 − t1)1−2α
1− 2α . (10)
From the inequalities (8)–(10), it follows that (Φnx)(t) is continuous from J into L2(Ω,D(Aα))with respect to the norm ‖·‖α .
Now, applying Aα and subtracting Aαφ from both the sides of (8), we get
E‖(Φnx)(t)− φ‖2α ≤ 3
{
E‖(e−tA − I)φ‖2α +
∫ t
0
‖Aαe−(t−s)A‖2
[
TE‖fn(s, x(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
]
ds
}
.
It follows from (3)–(6) that,
E‖(Φnx)(t)− φ‖2α ≤ 3
{
R
6
+M(R)M2α
T 1−2α0
1− 2α
}
≤ R.
Taking supremum over J we obtain thatΦn maps BR(Cα(T ), φ¯) into BR(Cα(T ), φ¯).
Step 2. There existsMT < 1 such that, if x, y ∈ BR(Cα(T ), φ¯), then
‖(Φnx)− (Φny)‖2Cα(T ) ≤ MT‖x− y‖2Cα(T ).
Now it remains to show thatΦn is a strict contraction on BR(Cα(T ), φ¯).
For x, y ∈ BR(Cα(T ), φ¯), we have
E‖(Φnx)(t)− (Φny)(t)‖2α ≤ 2
{∫ t
0
‖Aαe−(t−s)A‖2
[
E‖fn(s, x(s))− fn(s, y(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))− gn(τ , y(τ ))‖2dτ
]
ds
}
≤ 2(TM2f (T0)+ Tr(Q )‖a‖2Lp(0,T0)‖Mg‖2Lq(0,T0))×M2α
T 1−2α0
1− 2α E‖x− y‖
2
Cα(T )
≤ 2
R
M(R)M2α
T 1−2α0
1− 2α E‖x− y‖
2
Cα(T )
≤ 1
3
E‖x− y‖2Cα(T ).
Here we have used (5) to obtain the last inequality. Taking supremum over J , we get
‖(Φnx)− (Φny)‖2Cα(T ) ≤
1
3
‖x− y‖2Cα(T ).
Thus Φnx is a strict contraction on BR(Cα(T ), φ¯). Therefore by Banach contraction principle, there exists a unique xn ∈
BR(Cα(T ), φ¯) such thatΦnxn = xn. That is xn satisfies the approximate integral equation,
xn(t) = e−tAφ +
∫ t
0
e−(t−s)Afn(s, xn(s))ds+
∫ t
0
e−(t−s)A
[∫ s
0
a(s− τ)gn(τ , xn(τ ))dw(τ)
]
ds. (11)
Step 3. There exists a constantMt0 , independent of n, such that
E‖xn(t)‖2β ≤ Mt0 , 0 ≤ β <
1
2
, t0 ≤ t ≤ T ,
for any φ ∈ L02(Ω,D(Aα)). Moreover, if φ ∈ L02(Ω,D(A)), then there exists a constantM0, independent of n, such that
E‖xn(t)‖2β ≤ M0, 0 ≤ β <
1
2
, 0 ≤ t ≤ T .
From the last steps we have the existence of a unique xn ∈ BR(Cα(T ), φ¯) satisfying (11). Part (a) of Theorem 6.13 in Pazy
[16, p. 74] implies that e−tA : H → L2(Ω,D(Aβ)) for t > 0 and 0 ≤ β < 12 . Also, from Theorem 2.4 in Pazy [16, p. 4],
we have e−tAx ∈ L2(Ω,D(A)) if x ∈ L2(Ω,D(A)). The results of the theorem follow from these facts and the fact that
L2(Ω,D(A)) ⊆ L2(Ω,D(Aβ)) for 0 ≤ β < 12 .
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Applying Aβ on both the sides of (11) and using Part(c) of Theorem 6.13 in Pazy [16, p. 74] after taking the norm, we have,
for t0 ≤ t ≤ T .
E‖xn(t)‖2β ≤ 3
{
‖Aβe−tAφ‖2 + E
∥∥∥∥∫ t
0
Aβe−(t−s)Afn(s, x(s))ds
∥∥∥∥2
+ E
∥∥∥∥∫ t
0
Aβe−(t−s)A
(∫ s
0
a(s− τ)gn(τ , x(τ ))dw(τ)
)
ds
∥∥∥∥2
Q
}
≤ 3
{
‖Aβe−tAφ‖2 + T
∫ t
0
‖Aβe−(t−s)A‖2E‖fn(s, x(s))‖2ds
+ Tr(Q )
∫ t
0
‖Aβe−(t−s)A‖2
(∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
)
ds
}
≤ 3
{
M2β t
−2β
0 E‖φ‖2 +M2βM(R)
T 1−2β0
1− 2β
}
≤ Mt0 .
If φ ∈ L02(Ω,D(A)), then φ ∈ L02(Ω,D(Aβ)) for 0 ≤ β < 12 and we get,
E‖xn(t)‖2β ≤ 3
{
‖Aβe−tAφ‖2 + T
∫ t
0
‖Aβe−(t−s)A‖2E‖fn(s, x(s))‖2ds
+ Tr(Q )
∫ t
0
‖Aβe−(t−s)A‖2
(∫ s
0
|a(s− τ)|2E‖gn(τ , x(τ ))‖2dτ
)
ds
}
≤ 3
{
M2‖Aβφ‖2 +M2βM(R)
T 1−2β0
1− 2β
}
≤ M0.
Step 4. The sequence {xn} is a Cauchy sequence in BR(Cα(T ), φ¯).
Now, for 0 < t ′0 < t0, we have
E‖xn(t)− xm(t)‖2α ≤ 2
{(∫ t ′0
0
+
∫ t
t ′0
)
‖Aαe−(t−s)A‖2
[
TE‖fn(s, xn(s))− fm(s, xm(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , xn(τ ))− gm(τ , xm(τ ))‖2dτ
]
ds
}
. (12)
The first integral of (12) can be estimated as,∫ t ′0
0
‖Aαe−(t−s)A‖2
[
TE‖fn(s, xn(s))− fm(s, xm(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , xn(τ ))− gm(τ , xm(τ ))‖2dτ
]
ds
≤ 2M(R)M2α(t0 − t ′0)−2αt ′0. (13)
Second integral of (12) with the use of step 3, becomes,∫ t
t ′0
‖Aαe−(t−s)A‖2
[
TE‖fn(s, xn(s))− fm(s, xm(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , xn(τ ))− gm(τ , xm(τ ))‖2dτ
]
ds
≤ 2
∫ t
t ′0
M2α(t − s)−2α
[
TE‖fn(s, xn(s))− fn(s, xm(s))‖2 + TE‖fn(s, xm(s))− fm(s, xm(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2(E‖gn(τ , xn(τ ))− gn(τ , xm(τ ))‖2 + E‖gn(τ , xm(τ ))− gm(τ , xm(τ ))‖2)dτ] ds
≤ 2
∫ t
t ′0
M2α(t − s)−2α
[
TM2f (T0)E‖xn(t)− xm(t)‖2α + E‖(Pn − Pm)xm(t)‖2α
+ Tr(Q )
∫ s
0
|a(s− τ)|2M2g (T0)
(
E‖xn(τ )− xm(τ )‖2α + E‖(Pn − Pm)xm(τ )‖2α
)
dτ
]
ds
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≤ 2M(R)M2α
[
Mt0
λm
2(β−α)
T 1−2α0
1− 2α +
∫ t
t ′0
1
(t − s)2α E‖xn − xm‖
2
Cα(s)ds
]
, (14)
since, for 0 < α < β < 12 we have
E‖Aα(Pn − Pm)xm(t)‖2 ≤ E‖Aα−β(Pn − Pm)Aβxm(t)‖2
≤ 1
λm
2(β−α) E‖Aβxm(t)‖2.
Using the inequalities (13) and (14) in (12), we obtain
E‖xn − xm‖2Cα(t) ≤ 4M(R)M2α(t0 − t ′0)−2αt ′0 + 4M(R)M2α
Mt0
λm
2(β−α)
T 1−2α0
1− 2α
+ 4M(R)M2α
∫ t
t ′0
1
(t − s)2α E‖xn − xm‖
2
Cα(s)ds. (15)
Applying Gronwall’s inequality in (15) then lettingm→∞ and using the fact that t ′0 is arbitrary, we get the required result.
Step 5. xn converges to x in Cα(T ).
We first assume that φ ∈ L02(Ω,D(A)). In view of the step 4 we have,
lim
m→0 sup{n≥m,0≤t≤T }
E‖xn(t)− xm(t)‖2α = 0.
This implies that there exists x ∈ Cα(T ) such that xn converges to x in themean square sense and also almost surely in Cα(T ).
Further, for xn ∈ BR(Cα(T ), φ¯),
E‖xn − x‖2α ≤ 2
{∫ t
0
‖Aαe−(t−s)A‖2
[
TE‖fn(t, xn(t))− f (t, x(t))‖2
+ Tr(Q )
∫ s
0
|a(t − s)|2E‖gn(t, xn(t))− g(t, x(t))‖2dt
]
ds
}
≤ 2M2α
{
TE‖f (t, Pnxn(t))− f (t, x(t))‖2 + Tr(Q )
∫ s
0
|a(t − s)|2E‖g(t, Pnxn(t))− g(t, x(t))‖2
}
T 1−2α0
1− 2α
≤ 2M2α
{
TM2f (T0)
(
E‖f (t, Pnxn(t))− f (t, Pnx(t))‖2α + E‖f (t, Pnx(t))− f (t, x(t))‖2α
)
+ Tr(Q )
∫ s
0
|a(t − s)|2M2g (t)
(
E‖g(t, Pnxn(t))− g(t, Pnx(t))‖2α
+ E‖g(t, Pnx(t))− g(t, x(t))‖2α
)} T 1−2α0
1− 2α
≤ 2M2αM(R)
[
E‖xn(t)− x(t)‖2α + E‖(Pn − I)x(t)‖2α
] T 1−2α0
1− 2α .
Taking supremum over [0, T ], we get
lim
n→∞ sup{0≤t≤T }
E‖xn(t)− x(t)‖2α = 0,
in the mean square sense.
Now, let φ ∈ L02(Ω,D(Aα)). Since for 0 < t ≤ T , Aαxn(t) converges to Aαx(t) and xn(0) = x(0) = φ, we have, for
0 ≤ t ≤ T , Aαxn(t) converges to Aαx(t) in the mean square sense in L2(Ω,H). Furthermore, since each xn is in BR(Cα(T ), φ¯)
we have x ∈ BR(Cα(T ), φ¯) and for any 0 < t0 ≤ T ,
lim
n→∞ sup{t0≤t≤T }
E‖xn(t)− x(t)‖2α = 0,
in the mean square sense. Also,
sup
t0≤t≤T
E‖fn(t, xn(t))− f (t, x(t))‖2 ≤ M2f (T0)[E‖xn − x‖2Cα(T ) + E‖(Pn − I)x‖2Cα(T )] → 0 as n→∞.
and
sup
t0≤t≤T
E‖gn(s, xn(s))− g(s, x(s))‖2ds ≤ M2g (T0)[E‖xn − x‖2Cα(T ) + E‖(Pn − I)x‖2Cα(T )] → 0 as n→∞.
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Step 6. x satisfies the integral equation (2).
Now, for 0 < t0 < t , we may rewrite (11) as
xn(t) = e−tAφ +
(∫ t0
0
+
∫ t
t0
)
e−(t−s)A
[
fn(s, xn(s))+
∫ s
0
a(s− τ)gn(τ , xn(τ ))dw(τ)
]
ds.
Thus,
E
∥∥∥∥xn(t)− e−tAφ − ∫ t
t0
e−(t−s)A
[
fn(s, xn(s))+
∫ s
0
a(s− τ)gn(τ , xn(τ ))dw(τ)
]
ds
∥∥∥∥2
≤ E
∥∥∥∥∫ t0
0
e−(t−s)A
[
fn(s, xn(s))+
∫ s
0
a(s− τ)gn(τ , xn(τ ))dw(τ)
]
ds
∥∥∥∥2
≤
∫ t0
0
‖e−(t−s)A‖2
[
T E‖fn(s, xn(s))‖2 + Tr(Q )
∫ s
0
|a(s− τ)|2E‖gn(τ , xn(τ ))‖2dτ
]
ds
≤ M2M(R)t0. (16)
Letting n→∞ in (16), we get
E
∥∥∥∥x(t)− e−tAφ − ∫ t
t0
e−(t−s)A
[
f (s, x(s))+
∫ s
0
a(s− τ)g(τ , x(τ ))dw(τ)
]
ds
∥∥∥∥2 ≤ M2M(R)t0.
Since 0 < t0 ≤ T is arbitrary, we obtain that x satisfies the integral equation (2).
Step 7. Uniqueness.
Now we show the uniqueness. Let x1 and x2 be two solutions of (2). Let
R = max{E‖x1 − φ¯‖2Cα(T ), E‖x2 − φ¯‖2Cα(T )}.
Then, for 0 < η ≤ T , we have
E‖x1(η)− x2(η)‖2α ≤ 2
{
T
∫ η
0
‖Aαe−(η−s)A‖2 [TE‖f (s, x1(s))− f (s, x2(s))‖2
+ Tr(Q )
∫ s
0
|a(s− τ)|2E‖g(τ , x1(τ ))− g(τ , x2(τ ))‖2dτ
]
ds
}
≤ 2
{
M(R)M2α
∫ η
0
(η − s)−2αE‖x1 − x2‖2Cα(s)ds
}
. (17)
Taking supremum on 0 ≤ η ≤ t in (17), we obtain
E‖x1 − x2‖2Cα(T ) ≤ 2
{
M(R)M2α
∫ η
0
(η − s)−2αE‖x1 − x2‖2Cα(s)ds
}
.
From Gronwall’s inequality and the fact that
E‖x1 − x2‖2 ≤ 1
λ2α0
E‖x1 − x2‖2Cα(T )ds,
it follows that x1 = x2 on [0, T ]. This completes the proof of the theorem. 
Corollary 3.2. If there exists a continuous function K : [0,∞)→ [0,∞) such that
E‖x(t)‖2α ≤ K(t), t ≥ 0,
then x satisfies (2) on [0,∞).
4. Faedo–Galerkin approximations
For any 0 < t < T , we have a unique x ∈ Cα(T ) satisfying the integral equation
x(t) = e−tAφ +
∫ t
0
e−(t−s)Af (s, x(s))ds+
∫ t
0
e−(t−s)A
∫ s
0
a(s− τ)g(τ , x(τ ))dw(τ)ds. (18)
Also, we have a unique solution xn ∈ Cα(T ) of the approximate integral equation
xn(t) = e−tAφ +
∫ t
0
e−(t−s)Af (s, Pnxn(s))ds+
∫ t
0
e−(t−s)A
∫ s
0
a(s− τ)g(τ , Pnxn(τ ))dw(τ)ds. (19)
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If we project Eq. (19) onto Hn, we get the Faedo–Galerkin approximation x¯n(t) = Pnxn(t) satisfying
x¯n(t) = e−tAPnφ +
∫ t
0 e
−(t−s)APn
[
f (s, x¯n(s))+
∫ s
0 a(s− τ)g(τ , x¯n(τ ))dw(τ)
]
ds. (20)
Solutions x of (18) and x¯n of (20) have the representations
x(t) =
∞∑
i=0
αi(t)xi, αi(t) = (x(t), xi), i = 0, 1, . . .
x¯n(t) =
n∑
i=0
αni (t)xi, α
n
i (t) = (x¯n(t), xi), i = 0, 1, . . . . (21)
Using (21) in (20),
x¯n(t) = e−tAPnφ +
∫ t
0
e−(t−s)APn
[
f
(
s,
n∑
i=0
αni (t)xi
)
+
∫ s
0
a(s− τ)g
(
τ ,
n∑
i=0
αni (τ )xi
)
dw(τ)
]
ds. (22)
Differentiating (22) with respect to ‘t ’, we obtain a system of first order stochastic integrodifferential equations
dαni (t)+ λiαni (t)dt = F ni (t, αn0(t), . . . , αnn(t))dt +
∫ t
0
a(t − s)Gni (t, αn0(s), . . . , αnn(s))dw(s),
αni (0) = φi,
where
F ni (t, α
n
0(t), . . . , α
n
n(t)) =
(
f
(
t,
n∑
i=0
αni (t)xi
)
, xi
)
,
Gni (t, α
n
0(t), . . . , α
n
n(t)) =
(
g
(
t,
n∑
i=0
αni (t)xi
)
, xi
)
,
and φi = (φ, xi) for i = 1, 2, . . . , n.
For the convergence of αni to αi, we have the following convergence theorem.
Theorem 4.1. Let (H1)–(H3) hold. Then we have the following,
(a) If φ ∈ L02(Ω,D(Aα)), then for any 0 < t0 ≤ T ,
lim
n→∞ supt0≤t≤T
[
n∑
i=0
λ2αi E‖αi(t)− αni (t)‖2
]
= 0.
(b) If φ ∈ L02(Ω,D(A)), then
lim
n→∞ sup0≤t≤T
[
n∑
i=0
λ2αi E‖αi(t)− αni (t)‖2
]
= 0.
Proof.
E‖Aα(x(t)− x¯n(t))‖2 =
∞∑
i=0
E‖Aα(αi(t)− αni (t))xi‖2
=
∞∑
i=0
λ2αi E‖(αi(t)− αni (t))xi‖2.
Thus,
E‖Aα(x(t)− x¯n(t))‖2 ≥
n∑
i=0
λ2αi E‖(αi(t)− αni (t))‖2. 
To conclude the result of the theorem, we may use the following result a proof of which is similar to the proof of step 4 and
step 5 in Proposition 3.1.
Proposition 4.2. Let (H1)–(H3) hold and let T be any number such that 0 < t < T . Then we have the following,
(a) If φ ∈ L02(Ω,D(Aα)), then for any 0 < t0 < T ,
lim
n→∞ sup{n≥m,t0≤t≤T }
E‖Aα[x¯n(t)− x¯m(t)]‖2 = 0.
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(b) If φ ∈ L02(Ω,D(A)), then
lim
n→∞ sup{n≥m,0≤t≤T }
E‖Aα[x¯n(t)− x¯m(t)]‖2 = 0.
5. Applications
The following equation is the stochastic version of the classical initial boundary value problem governing the heat flow
in material
∂u(t, x) =
(
− ∂
2
∂x2
u(t, x)+ F(t, x)
)
∂t +
∫ t
0
a(t − s)G(u(s, x))∂w(s), 0 ≤ t ≤ T (23)
u(0, x) = u0(x), x ∈ Γ
where a ∈ Lqloc(0,∞), u0 : Γ → R andw is a standard L2(Γ )-valuedWiener process.We consider the following conditions:
(H4) F : [0, T ] × Γ → R is measurable in (t, x), and satisfies
(i) F(·, 0) ∈ L2(Γ ),
(ii) |F(t, x)− F(t, y)| ≤ MF |x− y|, for all x, y ∈ Γ and almost all t ∈ (0, T ), for someMF > 0.
(H5) G : [0, T ] × Γ → L2(Γ ) is measurable in (t, x), and satisfies
(i) G(·, 0) ∈ L2(Γ ),
(ii) |G(t, x)− G(t, y)|Q ≤ MG|x− y|, for all x, y ∈ Γ and almost all t ∈ (0, T ), for someMG > 0.
We define H = L2(Γ ) and define A = D(A) ⊂ H → H by
Ax(t) = ∂
2
∂x2
u(t, x), D(A) = H2(Γ ) ∩ H10 (Γ ).
The heat equation (23) can be reformulated as the following abstract stochastic integrodifferential equation
dx(t)+ Ax(t)dt = f (t, x(t))dt +
∫ t
0
a(t − s)g(s, x(s))dw(s).
It is known that a satisfies (H1), one can use (H4), (H5) to verify that f and g satisfy (H2) and (H3) respectively. Thus, wemay
apply the results of the earlier sections to guarantee the existence of Faedo–Galerkin approximations and their convergence
to the unique solution of (23).
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