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I. INTRODUCTION 
Mechanical and electrical phenomena which can be described mathematically 
by the bifurcation or appearance of periodic solutions of a nonlinear ordinary 
different equation when some parameter is varied have been well-known for 
many years. See Minorsky [7]. In recent years, it has been observed that a 
number of biological and chemical phenomena can be described by bifurcation 
of periodic solutions and the Hopf Bifurcation Theorem (see Hopf [4]) has 
been widely applied. See, for examples, Hsi.i and Kazarinoff [S], Othmer [S], 
Othmer and Tyson [9], Poore [I I], Troy [12]. For an extensive discussion of 
the Hopf Theorem and applications in fluid mechanics, see Marsden and 
McCracken [6]. 
The primary purpose of this paper is to describe extensions of the Hopf 
Bifurcation Theorem that are obtained by applying a general bifurcation 
theorem proved in an earlier paper [3]. The approach used is finite-dimensional: 
it is based on the classical approach of PoincarC [IO], techniques introduced by 
Coddington and Levinson [2], and the use of topological degree. Roughly 
speaking, the result says that if certain smoothness conditions are satisfied and 
if the higher order term satisfies a simply stated nonzero condition then bi- 
furcation occurs. The usual hypotheses about the behavior of the eigenvalues 
are largely avoided, but the condition on the higher order term is essential. As 
might be expected since degree theory is used, only existence results are obtained, 
i.e., we do not obtain continuous families of solutions. 
In Section 2, the general bifurcation problem is described. In Section 3, we 
outline a finite-dimensional proof of the Hopf Bifurcation Theorem and then 
combine the technique of this proof with the bifurcation theorem in [3] to 
obtain extensions of the Hopf Bifurcation Theorem. Actually we show how the 
extension can be made in a specific case: the case in which 
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where D is an (n - 3) x (n - 3) matrix which has no eigenvalues of the form 
qi where q = 0, &I,... . From this it will be clear how extensions can be made 
to cases which are more complicated but not fundamentally more difficult. 
In Section 4, we consider a slightly more general equation than that dealt with in 
the Hopf Bifurcation Theorem. To this we apply directly the technique of 
Coddington and Levinson [2] and then use the bifurcation theorem in [3] to 
obtain bifurcation of periodic solutions. 
2. BIFURCATION OF PERIODIC SOLUTIONS IN THE GENERAL CASE 
In the general case, the bifurcation problem can be stated as follows: given the 
n-dimensional autonomous system: 
x’ = f(X, 6) 
where x E R”, and E is real, and f has continuous second derivatives in all 
variables. Suppose that if E = 0, equation (1) has a nontrivial periodic solution 
x,,(t) of period T,, . The problem is: does there exist a continuous function T(E) 
such that T(0) = T, and a solution x(t, l ) of (1) with period T(c) such that 
uniformly in t? The standard approach to this question is to study the linear 
variational equation of (1) relative to the given solution x,(t), i.e., the equation 
(2) 
Since x0(t) has period T0 , then f,[x,(t), 0] is a matrix of period T, and system 
(2) has one characteristic multiplier equal to one. The classical result is that if 
the number one is a simple characteristic multiplier of (2) then for sufficiently 
small 1 E /, there is a continuous function T(r) and a solution x(t, 6) of (1) with 
period T(E) such that 
ljr$ / x(t, c) - x,(t)1 = 0 
uniformly in t. (See Coddington and Levinson [2].) If system (2) has more than 
one characteristic multiplier equal to one, the problem becomes more compli- 
cated. For example, if the given periodic solution x,,(t) is nontrivial and a periodic 
solution of the form 
x0(t) + f w 
is sought, then the problem can become the study of periodic solutions of a fairly 
complicated non-autonomous system. However if we restrict ourselves to the 
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case in which x0(t) is an equilibrium point, then the problem can be handled 
and fairly extensive results obtained. If x,,(t) is an equilibrium point, then by 
translating the coordinate system, we may write equation (1) as 
x’ = 24(c)x $- f(X, c> + g(r) (3) 
where A(E) is a differentiable n x n matrix; g(c) is a differentiable function of E 
such that g(0) = 0; and f( X, E is a differentiable function of (x, 6) such that ) 
;f@, 4 = 4 x I> 
uniformly in E for ) 6 j sufficiently small. 
3. THE HOPF BIFURCATION THEOREM AND A DIRECT EXTENSION OF IT 
We assume that in equation (3), the function g(E) is identically zero, i.e., we 
consider the equation 
x’ = A(E)X if(x, c). (4) 
Let x(t, c, C) denote the solution of (4) such that 
where c is an n-vector. 
x(0, c, c) = c 
HOPF BIFURCATION THEOREM. Suppose that the matrix A(E) has the e&n- 
values 
m(c) + iP(c), 4~) - iP(E), 
where a(~) is a dzjerentiable function such that or(O) = 0, CL(O) # 0, B(E) is a 
dsjjcerentiable function such that /3(O) # 0 and where A(0) is such that $3(O) is an 
eigenvalue of multiplicity one and A(0) has no eigenvalue of the form iqj3(0) where 
q = 0, 12, 13 ,... . Then there is an interval I = (-r, r), where r > 0, and there 
exist real-valued dz@rentiable functions C(S), h(s), c~(s),..., c,(s), all with domain I, 
such that 
c(O) = h(0) = ~~(0) = ... = c?,(O) = 0 
and such that if 
c(s) = [O, s, c&),..., G?(s)19 
then the solution 
x[t, c(s), +)I 
of (4) has period (27+(0))[1 + h(s)]. 
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Proof. For simplicity of notation, we assume that /3(O) = 1 and we choose 
a coordinate system so that 
where D is an (n - 2) x (n - 2) matrix with no eigenvalues of the form z$ 
where Q = 0, f I, f2 ,... . Then the equation 
x’ = A(O)x 
has nontrivial solutions of period 2~ and we seek solutions of (4) which have 
period 2n(l + h) where h is near zero. A necessary and sufficient condition 
that the solution x(t, c, 6) have period 2$1 + h) is: 
42741 + h), c, l ] - x[O, c, 61 = 0. (5) 
We follow the classical method of Poincari and search for a vector c and numbers 
h and E such that (5) is satisfied. By the variation of constants formula, 
s 
2nu+h) 
x[27r(l + h), c, G] = ezn(l+h)A(E)c + e[2~(1+h)-olA(~lf[x(u, c, E), l] do 
0 
and hence (5) may be rewritten as: 
[e2n(l+A)Ak) - I] c + L2m’1’h’ e[2lc(l+h)-olA(E)f[x(a, c, , l] do = 0. (6) 
Since the periodic solution we seek is a solution of an autonomous differential 
equation and is near the equilibrium point 0, this suggests that we assume that 
one of the components of the initial value of the solution should be zero. This 
assumption is indeed completely justified in the proof of the classical result 
already referred to (Coddington and Levinson [2, pp. 352-3531). Since the 
solution sought approaches the equilibrium point 0 when E + 0, it is reasonable 
to assume that each component of c(s) contains a factor s. Finally a closer study 
of equation (6) suggests that all components of c(s), except the first two, should 
be higher order in s. These arguments suggest that we search for an initial 
condition of the form 
c = (0, s, SC3 )...) SC,). (7) 
Substituting from (7) into equation (6) thus reduces the problem of finding a 
periodic solution to the problem of solving (6) for E, h, c, ,..., c, as functions of 
s. Next we define the functionF(s, E, h, c, ,..., cn) as follows: 
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Ifs # 0, 
= ($a(l+h)A(e) _ 1) $ + f j”““+“’ e[2n(l+la)-~lA(r)f[~(~, c, E), Cl do. 
0 
If s = 0, 
F(O, E, h, ~3 >-..> C,) = (+7ll+hL4k) _ 1) v 
where V = (0, 1, ca ,..., cn). Let Fl ,..., F, denote the components of F. 
The equation 
F(s, E, h, c3 ,..., c,) = 0 (8) 
is essentially equation (6) divided by s and consequently the proof of the theorem 
is complete if we solve (8) for 6, h, c3 ,..,, c, as functions of s. By using the fact 
that 
fh 4 = 4 x I> 
uniformly in E, it is easy to show that F is continuous and differentiable in a 
neighborhood of (0, 0,O ,..., 0). By inspection, it is clear that 
is a solution of equation (8). Moreover, a straight-forward computation, using 
the fact that a’(O) # 0, shows that the Jacobian 
where each element in the matrix is evaluated at 
$ = E = h = c3 = 0.. z c+, = 0, 
is nonzero. Hence the implicit function theorem can be applied to (8) and the 
proof of the theorem is complete. 
Now we extend the Hopf Bifurcation Theorem by reducing the hypotheses 
on the eigenvalues of A(e). Actually we will show how to apply the bifurcation 
theorem in [3] to a specific case, i.e., we consider the case in which 
(9) 
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where D is a matrix which has no eigenvalues of the form qi where q = 0, f I, 
f2,... . It will be clear from the description of the procedure how it can be 
applied to more complicated cases. The theorem from [3] which we want to 
use is: 
BIFURCATION THEOREM. Suppose U is a bounded open set in R” and I is the 
interval (--CL,, , &, where p,, > 0, on the real line. Let G be an open set in R” such 
that u C G and let f (x, p) be a dz~erentiable mapping from G x I into Ra. Assume 
that the following conditions are satisjied: 
(1) There exists pe E aU such that 
f(Po 3 0) = 0. 
(2) rf P E XJ - {P,,>, then f (p, 0) f 0. 
(3) There exists a neighborhood N in R” of p, such that for eachJixed p with 
1 p I suficiently small, f [N n au, p] is a surface ZU which has a tangent hyperplane 
E atf (p, , PI ad % h as normal Jyj which is a continuous function of CL. 
(4) The vector (af/+)(p, , 0) is nonzero and 
Conclusion. There exists p1 > 0 such that if 
O<IPl<<l 
then the Brouwer degree 
6) deg[f (A, P), g, 01 
is dejned. For all p E (0, pl) the expression (i) has the same value (denote it by 
d(+)) and for all P E (-pl , O), ex p ression (i) has the same value (denote it by 
d(--)I, ad 
Id(+) - 4-l = I. 
In order to study the case in which A(O) is given by (9), we look again at the 
equation 
F(s, E, h, c, ,..., cn) = 0 (8) 
which was introduced in the proof of the Hopf Bifurcation Theorem. As before, 
equation (8) has the solution 
s = 6 = 12 = c3 = . . . = c, zzz 0. 
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But the implicit function theorem cannot be applied now because at s z E == 
h = c3 = . . . = cn = 0 the vector 3F/&, is zero. Instead we apply the Bifurca- 
tion Theorem stated above by regarding (6, h, ca ,..., c,) as a point in R” and 
letting s be regarded as the parameter p. In order to apply the Bifurcation 
Theorem, we must impose conditions on equation (4) so that conditions 1,2,3,4 
in the Bifurcation Theorem are satisfied. First we take 
p, = (0, 0, 0 ,...) 0). 
The vector (afI+)(O, 0) is, in this case, the vector 
evaluated at s = E = h = c, = ... = c, = 0. But since the function f in 
equation (4) has the property 
If@, O)l = 41 x !) (10) 
it is easy to compute (aF/&)(O, O,..., 0) as follows. From definition, 
1 
= ‘,‘+y 3
.r 2n 
~(‘-)~(~)f[x(u, c, 0), 0] do 
0 
where c = (0, s, 0 ,..., 0). Thus 
where 
X8(& c, 0) = s + 4 s I) 
q(t, c, 0) = o(i s I), j = 1) 3 ,..., 11. 
and o(/ s 1) is uniform in t in the interval [0, 25~1. From these remarks, it follows 
that 
where 
$ (O,..., 0) = j-ozffe(2-“~‘o~(12 , 0) da 
I2 = (0, 1, 0 ,...) 0). 
Now we impose the suitable hypotheses on A(E). We assume that 
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where 44,13(e), Y( c are differentiable functions such that ) 
B(O) = 1, 
a(O) = y(0) = 0, 
a’(O) # 0, 8’(O) f ---I, 
Y’(0) # 0. 
The matrix D(E) is a differentiable (n - 2) x (n - 2) matrix such that D(0) 
has no eigenvalue of the form &qi (q = 0, 1, 2,...), and all other entries of A(E) 
are identically zero. Since 
F(0, E, h, c, , c, ,..., cn) = [e2n(1+h)A(f) - I] 
then by Taylor’s Expansion, we have: 
F(O, e, h, ~3 > ~4 ,.a., cn) 
= [23-r/l’(O) e2nA(o)e + 27740) ez~A(‘J)h] 
where H(E, h) is an n x n matrix all of whose entries CQ are second-order in E, h, 
i.e., 
where 6&,-, is a matrix and all the entries not written are zero. Hence 
F(O, c> h, ~3, ~4 ,..., c,) 
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WI, e, h, ~3 , ~4 ,..., cn> 
=I r40) B’(O> 2m -B’(O) 40) 
Y'(O) ( I 
+ 2rh 
40) B(O) 
-B(O) 40) 
r(O) 
27$3'(O)c + 2743(O) h 
27w'(O)~ + 2xa(O)h 
2my'(O) + 2nhy(O)c, 
+ H(E, h) 
Note that the first two components of 
‘0 
1 
c3 
c4 
CC 
are independent of c, , c, ,..., c, . They are second-order terms in (E, h). Because 
of the conditions on or(O), a’(O), p(O), /3’(O), the first two components of equation 
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(12) show that any point in a sufficiently small neighborhood IV,, of the origin 
which goes into the origin under the mapping 
(E> h, c3 9 c4 ,..*, c,) --f F(O, E, h, c3 , CP ,...7 4 
must be such that < = 0, h = 0. Hence if the set U is chosen so that no point 
in iJ except the origin is such that E = h = 0, then Conditions 1 and 2 of the 
Bifurcation Theorem are satisfied. We choose u as follows. Let k be a fixed 
positive number and define the set i7 as: 
D = {(E, h, c3 ,..., c,)/O ,< E < rl ; -r2 < h < r2 ; 
-ke < c3 < kc; 
0 < c; + . .’ + cn2 < Y;& 
where the positive numbers rl , r2 , 3 r are chosen small enough so that 0 C N,, . 
Then if s is taken to be the parameter CL, the surface Z,, = F(BU n N) with 
s = 0, is described in this way: if p E aU, then p = (E, h, kc, c4 ,..., c,) if the 
third component of p is nonnegative and p = (r, h, -ke, c, ,..., c,) if the third 
component of p is negative. Hence if the third component of p is nonnegative, 
then 
F(P) = + WE, h) 
and if the third component of p is negative, then 
F(P) = + f&, h)
0 
1 
kc 
c4 
Denote F(p) by P((E, h, c4 ,..., c,). Then to show that ,.Y is smooth it is sufficient 
to show that the matrix 
M=[ 
as a9 
ae ah 
as __ . . . 
ac4 
as 
xy 1 
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where all the derivatives are evaluated at E =; h : C~ -= ... =- c,, :- 0, has rank 
n - I. (Note that since F is a differentiable function of s, this implies (.‘ondition 3 
of the Bifurcation Theorem.) But a straightforward computation shows that 
2n/3’(0) 2a 
27rcy’(O) 0 
M- 0 0 o...o . /I 1 ; 0 0 [$nD(O) - q 
If A, ,..., A,-, are the eigenvalues of D(O), the eigenvalues of eznD(0) are 
e2nA1,. . .  eznA*. But eznAj = 1 iff hj = -&i, and this last equality is excluded by 
hypothesis. Hence the matrix ezzD(0) - I is nonsingular, and since or’(O) # 0, 
it follows that M has rank n - 1. Hence Z is smooth in a neighborhood of the 
origin and a normal vector to Z at F(0) is the vector 
[0, 0, 4~-~a’(O) det[eamD@) - I], 0 ,..., 01. 
Thus Condition 3 of the Bifurcation Theorem is satisfied. And if the third 
components of (3F/lk)(O,. .., 0) is nonzero, Condition 4 of the Bifurcation 
Theorem is satisfied. From the Bifurcation Theorem, we obtain thus the 
following result. 
THEOREM I. Let the equation 
s = A(E)X i-f@, l ) (4) 
satisfy the following conditions: 
(1) A(E) is a d$erentiable matrix and 
where /3(O) = 1, 01(o) = y(O) = 0, a’(O) f 0, B’(O) ir - 1, y’(O) # 0 and D(0) 
has no eigenvalues of the form kqi where q = 0, 1, 2,... . 
(2) f( 3 1 . da- x .S zs a z erentiable n-vector function of (x, C) such that: 
(i) / f(X, c)j = o( 1 x 1) uniformly in 6. 
(ii) The third component of the vector 
I 
297 
e(2+~)A(0)f(12 , 0) do, 
‘0 
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where 
is nonzero. 
0 
1 
I,= 0 
II 0 
Conclusion. There exists a closed interval J, such that J =: [0, a] where 
a > 0 or J = [-a, 0] where a > 0, and a neighborhood N in Rn of 
(E, h, ~3, ~4 ,..., Cn) = (0, 0, 0,o )...) 0) 
such that for each s E J, there is a point 
(E(S), h(s), SC&), SC~(S),..., G(S)> E N 
such that the solution of (4): 
where 
c(s) = (0, s, S%(S), sc4(s),..., SC&>>; 
is a nontrivial solution of period 277 [1 + h(s)]. 
Remarks. (1) The periodic solution is nontrivial, i.e., it is not simply an 
equilibrium point; this follows from the hypothesis, (afl+)(p,, , 0) + 0, in the 
Bifurcation Theorem. 
(2) It can be seen from the proof that Theorem 1 is a typical result 
rather than a general or all-encompassing result. Similar results may be obtained 
for cases in which the null space of e 2nA(o) - I has dimension greater than three 
or if a different set u is chosen. 
(3) Note that the point (E(S), h(s), sea(c), sc4(s),..., SCJS)) is in the set U 
and hence that E(S) > 0. 
4. AN EXTENSION OF THE CODDINGTON-LEVINSON THEOREM 
Now we return to equation (3) and study the case in which the function g(e) 
is not identically zero. For E = 0, the point x = 0 is an equilibrium point of 
x’ = A(+ + f(X, 6) + g(c) (3) 
and we are concerned with the question of periodic solutions of (3) which 
bifurcate from x = 0. Hence we seek solutions of (3) of the form 
x(t, c) = EU(t, c) 
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where u(t, e) is periodic. Substituting this form into (3) yields: 
ai = ,A(+4 -1. f(a, c) -+ g(c) 
or 
EU’ = EA(E)U i- f(EU, c) - f(0, 6) i- g(c). 
Using a TayIor’s expansion and the fact that 
If@, 6> = O(! x I) 
(13) 
uniformly in E, we may write (13) as: 
Ed = EA(E)U + ET(U, 6) f- g(e) (14) 
where A(E) is a differentiable function of E and F is a differentiable function of 
(u, E). Since g(0) = 0, then 
g(4 = &El (15) 
where h(c) is differentiable in a neighborhood of E = 0. Substituting from (15) 
into (14) and dividing by E, we have: 
24’ = A(E)U + $(u, E) + h(e) 
or 
u’ = A(O)u + h(O) + cG(u, 6) (16) 
where G is a differentiable function. Without much loss of generality, we may 
assume that h(O) = 0. (If h(0) # 0, we may translate the coordinate system to 
eliminate h(O) unless A(O) has an eigenvalue equal to zero. If A(O) has an eigen- 
value equal to zero and if P is the projection of Rn on the null space of A(O), 
we must assume that P[h(O)] = 0 in order to effect the translation of the coor- 
dinate system.) Rewriting (16) in more familiar notation, we may now state our 
problem as: does the equation 
x’ = Ax + eG(x, E), (17) 
where A is a constant matrix and G(x, l ) is differentiable, have periodic solutions 
if E # 0 ? Stated a little more precisely, we try to determine those periodic 
solutions of the equation 
x’ = Ax (18) 
from which there bifurcate or branch periodic solutions of equation (17) when 
E # 0. This problem has been treated at length by Coddington and Levinson [2] 
and we will describe an extension of their results. Following Coddington and 
Levinson, we assume that (I 8) has nontrivial periodic solutions or, equivalently, 
that matrix A has pure imaginary eigenvalues. Without restriction on generality, 
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we may assume that A has eigenvalue &z’ and hence that (18) has nontrivial 
solutions of period 2n. As in Section 3, we start from the classical periodicity 
condition imposed by Poincare. The essential difference between the treatments 
in Sections 3 and 4 is that in Section 3, we introduce a new independent variable s 
whereas in Section 4, no new independent variable is introduced. Instead the 
parameter E plays the role of the parameter p. Let x(t, c, e) denote the solution 
of (17) such that x(0, c, G) = c. We seek solutions x(t, c, 6) which have period 
2~(1 + &) where h is a function of E which is to be determined. First we 
impose the usual periodicity condition on solution x(t, c, E), i.e., 
x[2n(l + Eh), c, 61 - X(0, c, G) = 0. (19) 
By use of the variation of constants formula, equation (19) may be rewritten as: 
s 
%n(l+th) 
[@7(l+d&4 -I] c + et2n(l+ch)-"lAeG[X(u, c, E), c] da = 0. m 
0 
Let cr , c2 ,..., c, be the components of the vector c. As in Coddington and 
Levinson [2], we assume that ci = 0. Thus the problem of finding periodic 
solutions may be regarded as the problem of solving (20) for h, c2 ,..., c, as 
functions of E. Equation (20) can be analyzed by using the implicit function 
theorem or topological degree. Such analysis yields periodic solutions for both 
positive and negative values of F. The chief drawback to the use of the implicit 
function theorem is that hypotheses must be imposed which may be practically 
impossible to verify in many cases. The chief drawback to the use of topological 
degree is that it requires the computation of a degree and such computation 
may also be practically impossible. Here we avoid these difficulties by using 
the Bifurcation Theorem stated in Section 3. However unlike the results derived 
by using the implicit function theorem or degree, we obtain periodic solutions 
only for positive E or only for negative 6. 
The general analysis of equations (20) is bulky and awkward because the 
equation itself is complicated. However the underlying ideas of the analysis are 
quite straightforward and instead of a general analysis, we will illustrate it by 
studying a special case of (20). We assume that A has the form: 
A= 
where the unwritten entries arc all zeros and D is an (n - 3) x (n - 3) matrix 
with no eigenvalues of the form qi (q = 0, fl, -+2,...). It will be convenient 
to use the notation 
409/68/1-m 
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Then we may write: 
e2nrhr 
e2nehD I 
=[ 
e2nrhE 
e2dl+ch)D I 
e2n(l+ch)A _ 1 = 
2&E +(2Tr)2 + ... 
e2n(ltrh)D _ 1 
Hence equation (20) becomes: 
2&& + (2nF)2 + . . . 
27r(l + &)D + 12d1 
-+ Ji2n(lt’h) 
e[2n(1+ch)-olAEG[x(a, c, E), C] da = 0. 
First we solve the last (n - 3) component equations in (21) for c4 , c5 ,..., c, in 
terms of h, c2 , c, and E. Let h, c2 , cQ have arbitrary fixed values. Then the last 
(n - 3) equations have the initial solution 
E z.z c4 = Es = . .’ zzz c, zz? 0. 
In order to be able to solve the equations uniquely near this initial solution, we 
apply the implicit function theorem. To use the implicit function theorem we 
must show that 
det[@” - I] # 0. 
But this follows at once from the hypothesis that matrix D has no eigenvalue 
of the form gi (4 = 0, fl, &2,...). Hence we obtain the solutions 
cj = q(c), j = 4, 5,..., n 
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where each c~(E) is a differentiable function (J’ = 4,..., n). Now we substitute 
c4(+.., C,(E) into the first three component equations of (21). Then in order to 
solve equation (20), it is sufficient to solve the three resulting equations for 
h, c 2 , ca in terms of E. Let Ps be the projection 
described by 
Then the three equations may written: 
0 [I e2 c3 
+ EP3 [“2,,l+.h, (22) 
e[2n(l++“lAG[~(u, c, E), e] da = 0 
where 
Dividing (22) by E and rearranging terms yields: 
0 
[2nhE + EH(E, h)] c2 II c3 e[2n(1+sh-o)lEP3G[x(u, c, E), C] da = 0 (23) 
where H(e, h) = h2R(c, h) and R is differentiable for all (6, h). 
Now we regard the left side of (23) as a mapping A from R4 into R3, i.e., 
A: (h, c2 , c3 , c) 4 R3. 
Let ;21C denote the mapping from R3 into R3 that is obtained by fixing E. We 
apply the Bifurcation Theorem of Section 3 to the mapping AZ, where E plays 
the role of the parameter p in the Bifurcation Theorem. Writing the components 
of (23) more explicitly, we have: 
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and thus 
2rhc, 
W,(h, ~2 , 4 = 0 
0 
1 I t F2r 
J lo Jo 
where c = (0, cz , c:), 0 ,..., 0) and 
X(U, c, 0) = eO*c = [““” eqB] 
A little more explicitly, 
(24) 
‘0 c2 sin 0 
(2 c2 cos u 
(3 
6 11 c3 0 = Ll0 0 - 
M,,(h, c2 , c3) = 
(cos U) G,(c, sin u, c2 cos u, c3 , 0 ,..., 0) 
- (sin U) G2( 
(sin a) G,( ) -t (~0s 0) G,( 
Gd 1 
Clearly, 
Kow suppose that 
Mo(O, 0, 0) = 0. 
and assume that CX~ f- 0 or a2 # 0 and 
and 
or 
Then it follows easily that any point (h, c, , 3 c ) in a sufficiently small neigh- 
borhood IV, of the origin which goes into the origin under the mapping 
(4 cz 9 4 - M&k ~2 7 c:J 
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must be such that ca = c, = 0. Hence if the set U is chosen so that no point in a 
except the origin is such that c 2 = cs = 0, then conditions 1 and 2 of the 
Bifurcation Theorem are satisfied. We choose v as follows. Let K be a fixed 
positive number and define the set u as: 
IfI7 = {(h, c2 , c:J/O < c2 < rl ; -r2 < c3 < r2 ; -kc, < h < kc,} (25) 
where the positive numbers ri , r2 are chosen small enough so that 17 C N,, . 
Then the surface Z,, = M,(aU n IV) is described this way. If p E alJ, then 
P = (kc, > ~2 , 3 c ) if the first component of p is nonnegative and p = (-kc,, c2, c3) 
if the first component of p is negative. Hence if the first component of p is 
nonnegative then 
where X(cs , ca) is higher order in (c2, a c ). If the third component of p is non- 
negative then 
Mdp) = r2y-j +%. [k~a;::] +Jf(c2,c,) 
where X(cs , ca) is higher in (c2 , s c ). Thus to show that Z0 is smooth it is 
sufficient to show that the matrix 
[:z: :, 2 2;y,1 
has rank 2. But this follows at once from the assumptions on 01~~ , lr~ , a21 , Q 
and 01s~ . Also we have at once that the normal to Z,, at M,,(O) is the vector 
[(%I + a22) 2% P (0112 - o/21) 2% T 01. (26) 
But it is a straightforward computation to show that 
aM, 
I 
2n 
==“i i 
cos c? -sin0 0 
sin D 0 
I 
[ 
aG ax aG 
a6 cos (T do ?&=ez=...=e,=<=O 0 0 0 1 -iK z + -z- I 
aG ax --- 
ax a< 
-aG, ac, aG, __ - 
ax, ax2 ax, 
aG, aG, aG, ~ ___ 
axI ax, ax2 
ac, ac, aG, __ __ 
axI ax, ax3 
ax, 
ae 
ax, 
a< 
ax, 
ac 1 aG , -zzz a< 
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and 
6G. 
;, 
%G, 6X, 
asi ac 7 ae 
are evaluated at E = c1 = cg = ... -_z C, == 0. A straight-forward computation 
shows that 
2 (t, 0,O) = 
aI sin t -I- 0+ - 01~ cos t 
-al + a1 cos 1 -I- cx2 sin t , 
0 1 
and 
E-O.c~=O,i=l,..., n 
where aG,/& is evaluated at E = c1 = ... = c,, : 0. Hence 
an/I, 
2c 3 h=e,=. ..=p,=f=o 
2n 
=I i 
Cos u sin (T 0 
-sin0 cosu 0 
0 0 0 1 I 
oil sin 0 + 01~ - 01~ cos CT 
0 
X -01~ + 01~ cos u + a2 sin u 
0 
:G 
3 27r----- 
a< 
where aG,,/& is evaluated at E =~: c1 = ... == c,, = 0, and 
aM -E 
ae 1 lt=r,=z.. .=e,,=r=Q 
277 
=.I [ 
cdl1 cos u + azl sin 0 aI2 cos u + cyz2 sin D a13 cos u + az3 sin u 
-cdl1 sin (T + o(21 cos u -cdl2 sin 0 +- ap2 cos 0 --ar,,sin u + c~2~ccosa 
0 
CYQl rn32 0133 I 
a1 sin 63 + a2 - ~6~ cos a 
0 
0 
X 
27r* a4 I 
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--alla2 cos2 u + azlal sin2 u + a12a1 cos2 (I + qz% sin2 0 
= -alla1 sin2 u - a21a2 cos2 u - a,p, sin2 u + aLz2a1 cos2 u 
%1"2 - a32al I 
0 + 0 i 1 aG3 ’ 2rr----- ac 
Since 
then, 
I 
2rr 
sin2xdx =rr = 
0 s 
257 
cos2 x dx, 
0 
z (0) = 29 1 alla2 + a21al + a+1 + 0 a22a2 -alla1 - a2la2 - a12a2 + a22011 0 0 Ii 1 + =3 . (27) 2a- is 
Inspection of (26) and (27) h s ows that conditions 3 and 4 of the Bifurcation 
Theorem are satisfied if: 
(a11 + a221 a33[a11a2 + a2la1+ a12al+ a22a21 
+ (0112 - a21)(53[-w9 - a21a2 - 0112012 + a224 Z 0. (28) 
We summarize this discussion in the following theorem. 
THEOREM 2. Let the equation 
x’ = Ax + cG(x, c) (17) 
satisfy the following conditions: 
(1) The matrix A has the form 
A= 
where D is an (n - 3) x (n - 3) matrix with no ezienvalues of the form qi (q = 0, 
xkl, IIA..). 
(2) G(x, c) is a continuously diSferentiabZe n-vector function such that the 
first three components of G(x, 6) have the form: 
G&l , x2 , x3 , O,**., 0) = ai + ailxl + ai2x2 + ai3~3 + h,(xl 3 ~2 3 ~33) 
(i = 1,2,3), 
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where 
I h&l 9 ~2 9 s)l -= 
,x,l+l~~,xsl+O 1 x1 1 + 1 x2 / + / x3 1 Oy 
and 
q # 0 or OIp i 0, 
0133 f 0, 
%2 f SOL21 or 0111 i -c$ . 
Also condition (28) is satisfied. 
Conclusion. There exists a closed interval J such that J = [0, a] where a > 0 
or J = [-a, 0] where a > 0 and a neighborhood N in R” of 
(h, c2 ,..., cn) = (0 ,..., 0) 
such that for each E E J there is a point 
(h(e), ~2(4,..., c,(4) E N 
such that the solution of (17) 
x(t, c(c), 4, 
where 
is a nontrivial solution of period 241 + Eh(c)]. 
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