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Abstract
Let κ ∈ (4, 8). Let γ be an SLEκ curve in a Jordan domain D connecting a1 6= a2 ∈ ∂D.
We attach γ with two open boundary arcs A1, A2 of D, which share end points b1 6= b2 ∈
∂D \ {a1, a2}, and consider for each z0 ∈ D the limit
lim
r↓0
r1−
3
8
κP[γ ∪A1 ∪ A2 has a cut point in {|z − z0| < r}].
We prove that the limit converges, derive a rate of convergence, and obtain the exact formula
of the limit up to a multiplicative constant depending only on κ.
1 Introduction and Main Result
The Schramm-Loewner evolution (SLE), first introduced by Oded Schramm in 1999 ([13]), is
a one-parameter (κ ∈ (0,∞)) family of measures on plane curves. The SLE with different
parameters have been proved to be scaling limits of various lattice models. We refer the reader
to Lawler’s textbook [4] for basic properties of SLE.
An SLEκ curve is simple for κ ∈ (0, 4], space-filling for κ ∈ (8,∞), and non-simple and non-
space-filling for κ ∈ (4, 8) (cf. [11]). The Hausdorff dimension of an SLEκ curve is min{1+ κ8 , 2}
(cf. [11][2]). Suppose κ ∈ (0, 8). Then the probability that a chordal SLEκ curve η exactly
passes through any fixed interior point z0 in the domain is zero. People were interested in
the decay rate of the probability P[dist(z0, η) < r] as r ↓ 0. Specifically, it is about the limit
limr↓0 r
−αP[dist(z0, η) < r], where α = 1− κ8 > 0 equals 2 minus the Hausdorff dimension. The
limit is called the Green’s function for SLE.
A Green’s function problem usually includes two parts: proving the existence of the limit
and finding the exact formula of the Green’s function. The exact formula of the Green’s function
of chordal SLE was predicted in [11], and the convergence and the formula were proved later
in [5]. The paper [5] also proves the convergence of two-point Green’s function, i.e., the limit
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of the renormalized probability that an SLEκ curve gets close to two distinct points, and uses
the one- and two- point Green’s functions to prove the existence of Minkowski content of SLE.
Miller and Wu studied (cf. [9]) the Hausdorff dimensions of the sets of double points and
cut points of SLE. Among other results, they proved that the Hausdorff dimension of the set
of cut points of SLEκ is 3 − 38κ for κ ∈ (4, 8). They derived a Green’s function type estimate:
for a chordal SLEκ curve η and a point z0 in the same domain,
P[η has a cut point contained in {|z − z0| < r}] = rα0+o(1), as r ↓ 0, (1.1)
where the exponent α0 given by
α0 =
3
8
κ− 1 (1.2)
equals 2 minus the Hausdorff dimension of the cut-set, and o(1)→ 0 as r ↓ 0.
The intention of the current paper is to improve the estimate (1.1). We expect that the
limit
GD;a1,a2(z) := lim
r↓0
r−α0P[η has a cut point contained in {|z − z0| < r}] (1.3)
should converge to a finite positive number.
A new technique was introduced in [17], which studies the Green’s function of 2-SLEκ for
κ ∈ (0, 8). A 2-SLEκ configuration is a pair of random curves (η1, η2) in a simply connected
domain D connecting four marked boundary points such that when any curve is given, the other
curve is a chordal SLEκ in a complement domain of the given curve. The Green’s function for
such 2-SLEκ at z0 ∈ D is the limit limr↓0 r−αP[ηj ∩ {|z − z0| < r} 6= ∅, j = 1, 2], where α > 0 is
given by (12−κ)(κ+4)8κ . Such limit turns out to converge to a positive number, whose value can
be described using a hypergeometric function.
The main idea in [17] is the following. Assume that D = D := {|z| < 1} and z0 = 0 by
conformal invariance. Suppose ηj connects aj with bj , j = 1, 2, and a1, b1, a2, b2 are oriented
clockwise. After a reduction we may assume that b1 = 1 and b2 = −1. Then we simultaneously
grow η1 and η2 respectively from a1 and a2 with some random speeds such that at any time t
before the process stops,
(C1) the conformal radius of the remaining domain viewed from 0 is e−t, and
(C2) 1 and −1 equally split the harmonic measure of the remaining domain viewed from 0.
The process stops at some time T when the two curves together disconnect 0 from any of
b1, b2. By Koebe’s 1/4 theorem and Beurling’s estimate, we then know that for any t ∈ [0, T ),
max{dist(0, ηj [0, t]), j = 1, 2} ≍ e−t. After the time T , the two curves will not both get closer
to 0, and so max{dist(0, ηj), j = 1, 2} ≍ e−T .
Thus, the original limit problem is transformed into finding the decay rate of P[T > s]
as s = − log(r) → ∞. For any t ∈ [0, T ), one may find a conformal map, which maps the
remaining domain at t conformally onto D, and fixes 0, 1,−1. Then η1(t) and η2(t) are mapped
to eiZ1(t) and −eiZ2(t) for some Z1(t), Z2(t) ∈ (0, pi). The (Z1, Z2) is a two-dimensional diffusion
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process with lifetime T . The explicit transition density of this process was derived in [17] using
Itoˆ’s calculus and orthogonal polynomials of two variables, which implies the key estimate that
there is a function G on (0, pi)2 such that if (Z1, Z2) starts from (z1, z2), then P [T > s] =
G(z1, z2)e
−α1s(1 + O(e−βs)) for some constant β > 0. Such estimate was then used to prove
the convergence of the Green’s function.
The two-curve technique in [17] was later used in [16] to study the existence of Green’s
function for 2-SLEκ at a boundary point. The results of [17, 16] may serve as the first few steps
in proving the existence of Minkowski content of double points of SLEκ.
In the current paper, we are going to apply the two-curve technique to study the cut point
Green’s function. Let D be a Jordan domain, and a1 6= a2 ∈ ∂D. Let κ ∈ (4, 8), and γ1 be
a chordal SLEκ curve in D from a1 to a2. In order to apply the technique, we introduce two
other points b1, b2 ∈ ∂D such that bj lies on the open boundary arc of D from aj to a3−j in the
clockwise direction. Let Aj be the open boundary arc of D with end points b1, b2 that contains
aj , j = 1, 2. Instead of considering the Green’s function for cut points of γ1, we study the
Green’s function for the union γ1 ∪A1 ∪A2. Our main theorem is the following.
Theorem 1.1. Let z0 ∈ D and R = dist(z0,Dc). Let f be a conformal map from D onto D
such that f(z0) = 0. Let wj , vj ∈ R be such that eiwj = f(aj) and eivj = f(bj), j = 1, 2. Let α0
be as in (1.2). Define GD(a1, b1, a2, b2; z0) = |f ′(z0)|α0G˜(w1, v1, w2, v2), where
G˜(w1, v1, w2, v2) :=
∣∣∣ sin(w1 − w2
2
)∣∣∣ 8κ−1∣∣∣ sin(v1 − v2
2
)∣∣∣ (κ−4)22κ 2∏
j=1
2∏
s=1
∣∣∣ sin(wj − vs
2
)∣∣∣1− 4κ .
(1.4)
Let β0 = 1− 85κ . Then there is a positive constant C0 depending only on κ such that
P[γ1 ∪A1 ∪A2 has a cut point contained in {|z − z0| < r}]
= C0GD(a1, b1, a2, b2; z0)r
α0(1 +O(r/R)β0), as r/R ↓ 0.
Here the implicit constants in the O(·) symbol depend only on κ.
We will basically follow the approach in [17]. First suppose D = D, z0 = 0, b1 = 1,
and b2 = −1. Let γ2 be a time-reversal of γ1, which by reversibility of SLEκ (cf. [7]) is
a chordal SLEκ in D from a2 to a1. We then grow γ1 and γ2 simultaneously respectively
from a1 and a2 with random speeds such that at any time t before the first time T that
A1 ∪ η1[0, T ] intersects A2 ∪ η2[0, T ], Conditions (C1) and (C2) are both satisfied. By mapping
the remaining domain conformally onto D with 0, 1,−1 fixed, we obtain a two-dimensional
diffusion process (Z1(t), Z2(t)) taking values in (0, pi)
2. We then use orthogonal polynomials to
derive the transition density of (Z1, Z2), and use it to prove Theorem 1.1.
This paper can be viewed as the first step of proving the existence of Minkowski content of
cut points of SLE. For that purpose, following the approach of [5], we will also need boundary
Green’s function and two-point Green’s function. The boundary Green’s function for cut points
may be studied using a variation of the two-curve technique as developed in [16]. We expect
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that if ∂D is smooth near b1, then there are constants α1, β1 > 0 depending only on κ and a
constant G > 0 depending on κ,D, a1, a2, b1, b2 such that as r ↓ 0,
P[γ1 ∪A1 ∪A2 has a cut point contained in {|z − b1| < r}] = Grα1(1 +O(r)β1).
We anticipate that the exponent α1 equals 1.
Theorem 1.1 does not immediately imply the convergence of the original limit (1.3), which
motivated this paper. We made the problem easier by adding two marked boundary points.
One approach to attack the original problem is to add two more marked boundary points, which
means that the attached boundary arcs do not share end points. In that case the formula of
the Green’s function is expected to be much more complicated.
We believe that the limit (1.3) does converge, and can make some prediction on its exact
value. The formula becomes simple when D = H = {Im z > 0}, a1 = 0 and a2 = ∞. By the
scaling property and mirror symmetry of SLE, there is a positive function S(θ) on (0, pi), which
is symmetric about pi/2, such that if z0 = re
iθ, then GH;0,∞(re
iθ) = r−α0S(θ). The boundary
exponent α1 = 1 suggests that limθ↓0 S(θ)/θ is finite and positive. So we guess that there is a
constant C ′ > 0 depending only on κ such that S(θ) = C ′ sin θ. Then the function GH;0,∞ is
expected to be GH;0,∞(z) = C
′ Im z/|z| 38κ.
Below is a sketch of the rest of the paper. In Section 2, we review Loewner equations and
two-time-parameter stochastic processes. In Section 3, we recall the setup and results from [17,
Sections 3,4,5] with suitable modifications to fit the problem here. We then prove Theorem 1.1
in Section 4. In the appendix, we derive a two directional domain Markov property for chordal
SLEκ which satisfies reversibility.
2 Preliminary
Let H = {z ∈ C : Im z > 0} and D = {z ∈ C : |z| < 1}. Let J(z) = −1/z. By f : D Conf։ E
we mean that f maps D conformally onto E. Let cot2, sin2, cos2, tan2 denote the functions
cot(·/2), sin(·/2), cos(·/2), tan(·/2), respectively.
2.1 Prime ends
For the sake of rigorousness, we will use the notion of prime ends (cf. [1]). We prefer the
description used in [22]. Let D be a simply connected domain. Consider the set of pairs (f, ζ),
where f : D
Conf
։ D, and ζ ∈ ∂D. Such set is nonempty by Riemann mapping theorem. Two
pairs (f1, ζ1) and (f2, ζ2) in the set are equivalent if (the continuation of) f2 ◦ f−11 maps ζ1 to
ζ2. Every equivalence class is called a prime end of D. If g : D
Conf
։ D˜, we define g([f, ζ]) as
the prime end [(f ◦ g−1, ζ)] of D˜. Then g induces a bijection between the set of prime ends of
D and the set of prime ends of D˜. This is the case no matter whether g extends continuously
to D. The prime end closure of D is defined as the union of D with the set of prime ends of
D, which has a natural topology and is homeomorphic to D.
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Suppose p = [(f, ζ)] is a prime end of D. A set U ⊂ D is called a neighborhood of p if f(U)
contains {z ∈ D : |z − ζ| < r} for some r > 0. By saying that z ∈ D approaches p, or z → p,
we mean that f(z) → ζ. We use ∂#D to denote the boundary of D in the spherical metric,
and let D
#
= D ∪ ∂#D. If there is ζ ∈ ∂#D such that z → p implies that z → ζ, then we say
that ζ is determined by p. On the other hand, if z → ζ implies that z → p, then we say that ζ
determines p. If w and ζ determine each other, then we do not distinguish them. For example,
the set of prime ends of H can be identified with ∂#H = R ∪ {∞}.
Suppose D˜ ⊂ D are two simply connected domains. Let p be a prime end of D. If there is
a neighborhood U of p, which is contained in D˜, then there is a unique prime end p˜ of D˜ such
that for z ∈ D˜, z → p in D iff z → p˜ in D˜. When this happens, we do not distinguish p˜ from
p, and say that D and D˜ share the prime end p.
2.2 Chordal Loewner equations
A relatively closed subset K of H is called an H-hull if K is bounded and H \ K is a simply
connected domain. For an H-hull K, there is a unique gK : H \K
Conf
։ H such that gK(z) =
z + cz + O(1/z
2) as z →∞ for some c ≥ 0. The constant c, denoted by hcap(K), is called the
H-capacity of K, which is zero iff K = ∅. We write hcap2 for hcap(·/2). For a set S ⊂ C, if
there is an H-hull K such that H \K is the unbounded connected component of H \S, then we
say that K is the H-hull generated by S, and write K = Hull(S). In this case we write hcap(S)
and hcap2(S) respectively for hcap(K) and hcap2(K).
Let ŵ ∈ C([0, T ),R) for some T ∈ (0,∞]. The chordal Loewner equation driven by ŵ is
∂tgt(z) =
2
gt(z)− ŵ(t) , 0 ≤ t < T ; g0(z) = z.
For every z ∈ C, let τz be the first time that the solution g·(z) blows up; if such time does not
exist, then set τz = ∞. For t ∈ [0, T ), let Kt = {z ∈ H : τz ≤ t}. It turns out that each Kt is
an H-hull with hcap2(Kt) = t, and each gt agrees with the gKt associated with Kt. We call gt
and Kt the chordal Loewner maps and hulls, respectively, driven by ŵ.
If for every t ∈ [0, T ), g−1t extends continuously to H, and η(t) := g−1t (ŵ(t)), 0 ≤ t < T ,
is a continuous curve, then we say that η is the chordal Loewner curve driven by ŵ. Such
η may not exist in general. When it exists, we have η(0) = ŵ(0) ∈ R, η(t) ∈ Kt ⊂ H and
Kt = Hull(η[0, t]) for all 0 ≤ t < T . On the other hand, if there is a continuous curve η such
that Kt = Hull(η[0, t]) for each 0 ≤ t < T , then η is the chordal Loewner curve driven by ŵ.
For every t0 ∈ [0, T ), the set St0 := (t0, T )∩η−1(H\Kt0) is dense in [t0, T ), and as t→ t0 along
St0 , gt0(η(t)) → ŵ(t0), and so η(t) tends to the prime end g−1t0 (ŵ(t0)) of H \Kt0 . When there
is no ambiguity, we also use η(t) to denote the prime end g−1t (ŵ(t)) of H \Kt.
For κ ∈ (0,∞), chordal SLEκ is defined by solving the chordal Loewner equation with the
driving function being ŵ(t) =
√
κB(t), 0 ≤ t < ∞, where B is a standard linear Brownian
motion. It is known (cf. [11, 6]) that a.s. ŵ generates a chordal Loewner curve η, which satisfies
η(0) = ŵ(0) = 0 and limt→∞ η(t) = ∞. Such η is called a chordal SLEκ curve in H from 0 to
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∞, or a standard chordal SLEκ. If D is a simply connected domain with two distinct prime
ends a, b, then there is a conformal map f from H onto D such that f(0) = a and f(∞) = b.
Then the f -image of a standard chordal SLEκ, which is a continuous curve in the prime end
closure of D, is called an SLEκ curve in D from a to b. Whenever ∂
#D is locally connected,
the chordal SLEκ is also a curve in the spherical closure of D.
Chordal SLEκ satisfies the following DMP (domain Markov property). Let η be a chordal
SLEκ curve in D from a to b. Let A be a σ-algebra independent of η, and FA be the usual
(complete and right continuous) augmentation of the filtration (σ(η1(s) : s ≤ t) ∨ A)t≥0. Then
for any FA-stopping time T , conditionally on FAT and the event {T <∞}, η(T + ·) is a chordal
SLEκ curve from (the prime end) η(T ) to b in the connected component of D \ η[0, T ] which
shares the prime end b with D.
For κ ∈ (0, 8], chordal SLEκ satisfies reversibility (cf. [6] for κ = 8, [21] for κ ∈ (0, 4], and
[7] for κ ∈ (4, 8)). This means that, if η is a chordal SLEκ curve in D from a to b, then any
time-reversal of η is a time-change of a chordal SLEκ curve in D from b to a.
2.3 Radial Loewner equations
A relatively closed subset K of D is called a D-hull if D \K is a simply connected domain that
contains 0. For an D-hull K, there is a unique conformal map gK from D \K onto D such that
gK(0) = 0 and g
′
K(0) ≥ 1. The constant log |g′K(0)| ≥ 0 is called the D-capacity of K and is
denoted by dcap(K). For a set S ⊂ C, if there is a D-hull K such that D \K is the connected
component of D\S that contains 0, then we say that K is the D-hull generated by S, and write
K = Hull(S), dcap(S) = dcap(K), and gS = gK .
Let ŵ ∈ C([0, T ),R) for some T ∈ (0,∞]. The radial Loewner equation driven by ŵ is
∂tgt(z) = gt(z)
eiŵ(t) + gt(z)
eiŵ(t) − gt(z)
, 0 ≤ t < T ; g0(z) = z.
For every z ∈ C, let τz be the first time that the solution g·(z) blows up; if such time does not
exist, then set τz = ∞. For t ∈ [0, T ), let Kt = {z ∈ D : τz ≤ t}. It turns out that each Kt is
an D-hull with dcap(Kt) = t, and each gt agrees with the gKt associated with Kt. We call gt
and Kt the radial Loewner maps and hulls, respectively, driven by ŵ. By Schwarz lemma and
Koebe’s 1/4 theorem, we have e−t/4 ≤ dist(0,Kt) ≤ e−t for 0 < t < T .
If for every t ∈ [0, T ), g−1t extends continuously to D, and η(t) := g−1t (eiŵ(t)), 0 ≤ t < T ,
is a continuous curve, then we say that η is the radial Loewner curve driven by ŵ. Such η
may not exist in general. When it exists, we have η(0) = eiŵ(0) ∈ ∂D, η(t) ∈ Kt ⊂ D, and
Kt = Hull(η[0, t]) for all 0 ≤ t < T . On the other hand, if there is a continuous curve η such
that Kt = Hull(η[0, t]) for each t ∈ [0, T ), then η is the radial Loewner curve driven by ŵ.
When there is no ambiguity, we also use η(t) to denote the prime end g−1t (e
iŵ(t)) of D \Kt.
We will use covering radial Loewner equations. Let ei denote the map z 7→ eiz, which maps
H onto D \ {0}. Let ŵ ∈ C([0, T ),R). The covering radial Loewner equation driven by ŵ is
∂tg˜t(z) = cot2(g˜t(z)− ŵ(t)), g˜0(z) = z.
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For each 0 ≤ t < T , let K˜t = {z ∈ H : τ˜z ≤ t}, where τ˜z is the first time that g˜t(z) blows
up. We call g˜t and K˜t respectively the covering radial Loewner maps and hulls driven by ŵ.
If gt and Kt are respectively the radial Loewner maps and hulls driven by the same ŵ, then
K˜t = (e
i)−1(Kt) and e
i ◦ g˜t = gt ◦ ei for all 0 ≤ t < T .
If there is a continuous and strictly increasing function u on [0, T ) with u(0) = 0, such that
Ku−1(t) and gu−1(t), 0 ≤ t < u(T ), are respectively the radial Loewner hulls and maps driven
by ŵ ◦ u−1, then we say that Kt and gt are respectively radial Loewner hulls and maps with
speed du driven by ŵ. If u is absolutely continuous and u′ = q, we also say that the speed is
q. We similarly define radial Loewner curve and covering radial Loewner hulls and maps with
some speed. If η is a radial Loewner curve with some speed, then we also understand η(t) as
the prime end g−1η[0,t](ŵ(t)) of H \Hull(η[0, t]).
We now recall radial SLEκ(ρ) processes, where κ > 0 and ρ = (ρ1, . . . , ρm) ∈ Rm for some
m ∈ N ∪ {0}. Let eiw, eiv1 , . . . , eivm be distinct points on ∂D. A radial SLEκ(ρ) curve in D
started from eiw aimed at 0 with force points eiv1 , . . . , eivm is the radial Loewner curve driven
by ŵ(t), 0 ≤ t < T̂ , which solves the SDE:
dŵ(t) =
√
κdBt +
m∑
j=1
ρj
2
cot2(ŵ(t)− g˜ŵt (vj)) dt, ŵ(0) = w,
where B is a standard Brownian motion, and g˜ŵt are covering radial Loewner maps driven by
ŵ. The process stops whenever the solution t 7→ g˜ŵt (vj) blows up for any j. The radial SLEκ(ρ)
curve, whose existence follows from Girsanov Theorem (cf. [12]), starts from eiw, and may or
may not end at 0 (depending on κ and ρ). The following proposition is [17, Lemma 3.4].
Proposition 2.1. Let κ > 0, n ∈ N. Suppose ρ = (ρ1, . . . , ρn) ∈ Rn satisfies ρ1, ρn ≥ κ2 − 2
and ρk ≥ 0, 1 ≤ k ≤ n. Let eiw, eiv1 , . . . , eivn be distinct points on T such that w > v1 > · · · >
vn > w − 2pi. Let η(t), 0 ≤ t < T , be a radial SLEκ(ρ) curve in D started from eiw aimed at 0
with force points eiv1 , . . . , eivn . Then a.s. T = ∞, 0 is a subsequential limit of η(t) as t → ∞,
and η does not hit the arc J := {eiθ : v1 ≥ θ ≥ vn}.
2.4 Two-parameter stochastic processes
Now we recall the results in [17, Section 2.3]. We assign a partial order ≤ to R2+ = [0,∞)2 such
that t = (t1, t2) ≤ (s1, s2) = s iff tj ≤ sj, j = 1, 2. The minimal element of R2+ is 0 = (0, 0). We
write t < s if tj < sj, j = 1, 2. We define t ∧ s = (t1 ∧ s1, t2 ∧ s2). Given t, s ∈ R2+, we define
[t, s] = {r ∈ R2+ : t ≤ r ≤ s}. Let e1 = (1, 0) and e2 = (0, 1). So (t1, t2) = t1e1 + t2e2. For a
function X defined on a subset U of R2+, j ∈ {1, 2}, and tj ∈ R+, we use X|jtj (t) to denote the
function t 7→ X(tjej + te3−j), whose domain is those t ∈ R+ such that tjej + te3−j ∈ U .
Definition 2.2. Let Ft, t ∈ R2+, be a family of σ-algebras on a measurable space Ω such that
Ft ⊂ Fs whenever t ≤ s. Then we call (Ft)t∈R2+ an R2+-indexed filtration on Ω, and simply
denote it by F .
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From now on, we let F be an R2+-indexed filtration on Ω, and let F∞ = ∨t∈R2+Ft.
Definition 2.3. A random map T : Ω → [0,∞]2 is called an F-stopping time if for any
deterministic t ∈ R2+, {T ≤ t} ∈ Ft. We call T finite if it takes values in R2+, and bounded
if there is a deterministic t ∈ R2+ such that T ≤ t. For an F-stopping time T , we define
FT = {A ∈ F∞ : A ∩ {T ≤ t} ∈ Ft,∀t ∈ R2+}.
Definition 2.4. A relatively open subset R of R2+ is called a history complete region, or simply
an HC region, if for any t ∈ R, we have [0, t] ⊂ R. Given an HC region R, for j ∈ {1, 2}, define
TRj : R+ → R+ ∪ {∞} by TRj (t) = sup{s ≥ 0 : sej + te3−j ∈ R}, where we set sup ∅ = 0.
An HC region-valued random element D defined on Ω is called an F-stopping region if for
any t ∈ R2+, {ω ∈ Ω : t ∈ D(ω)} ∈ Ft. A random function X(t) with a random domain D
is called an F-adapted HC process if D is an F-stopping region, and for every t ∈ R2+, Xt
restricted to {t ∈ D} is Ft-measurable.
The following proposition is [17, Lemmas 2.7].
Proposition 2.5. Let T and S be two F-stopping times. Then (i) {T ≤ S} ∈ FS; (ii) if S
is a constant s ∈ R2+, then {T ≤ S} ∈ FT ; and (iii) if f is an FT -measurable function, then
1{T≤S}f is FS-measurable. In particular, if T ≤ S, then FT ⊂ FS.
Definition 2.6. Suppose that there are two R+-indexed filtrations F1 and F2 such that
F(t1,t2) = F1t1 ∨ F2t2 , (t1, t2) ∈ R2+. Then we say that F is a separable filtration generated
by F1 and F2. For such a separable filtration, if Tj is an F j-stopping time, j = 1, 2, then
T := (T1, T2) is called a separable stopping time (w.r.t. F1 and F2).
The following proposition is [17, Lemma 2.13].
Proposition 2.7. Suppose F is separable. Let T and S be two F-stopping times, where S is
separable. Then {T ≤ S} ∈ FT .
Definition 2.8. The right-continuous augmentation of F is another R2+-indexed filtration F
defined by F t =
⋂
s>tFs, t ∈ R2+. We say that F is right-continuous if F = F .
The following proposition follows from a standard argument.
Proposition 2.9. The right-continuous augmentation F of F is right-continuous. An [0,∞]2-
valued map T on Ω is an F-stopping time if and only if {T < t} ∈ Ft for any t ∈ R2+; and for
such T , A ∈ FT if and only if A∩{T < t} ∈ Ft for any t ∈ R2+. If F is right-continuous, and if
(T n)n∈N is a decreasing sequence of F-stopping times, then T := infn T n is also an F-stopping
time, and FT =
⋂
nFTn .
Now we fix a probability measure P on (Ω,F∞), and let E[·|Ft] denote the corresponding
conditional expectations.
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Definition 2.10. An F-adapted process (Xt)t∈R2+ is called an F-martingale (w.r.t. P) if for
any s ≤ t ∈ R2+, a.s. E[Xt|Fs] = Xs. If there is ζ ∈ L1(Ω,F∞,P) such that a.s. Xt = E[ζ|Ft]
for all t ∈ R2+, then we say that X is closed by ζ.
The following is [17, Lemma 2.11].
Proposition 2.11 (Optional Stopping Theorem). Suppose X is a continuous F-martingale.
Then the following are true. (i) If X is closed by ζ, then for any finite F-stopping time T ,
XT = E[ζ|FT ]. (ii) If T ≤ S are two bounded F-stopping times, then E[XS |FT ] = XT .
3 Ensemble of Two Radial Loewner Chains
3.1 Deterministic ensemble
Let m ∈ N ∪ {0}. Let w1, w2, v1, . . . , vm ∈ R be such that eiw1 , eiw2 , eiv1 , . . . , eivm are mutually
distinct. For j = 1, 2, let ŵj ∈ C([0, T̂j),R) be a radial Loewner driving function with ŵj(0) =
wj . Suppose ŵj generates radial Loewner hulls Kj(t), radial Loewner maps gj(t, ·), covering
Loewner hulls K˜j(t) and covering radial Loewner maps g˜j(t, ·), 0 ≤ t < T̂j . Let D denote the
set of (t1, t2) ∈ [0, T̂1) × [0, T̂2) such that K1(t1) ∩ K2(t2) = ∅ and eiv1 , . . . , eivm 6∈ K1(t1) ∪
K2(t2). Then D is an HC region as in Definition 2.4, and we may define functions TD1 and
TD2 . For (t1, t2) ∈ D, let K(t1, t2) = K1(t1) ∪ K2(t2). Then K(t1, t2) is also an D-hull. Let
g((t1, t2), ·) = gK(t1,t2), and m(t1, t2) = dcap(K(t1, t2)). For (t1, t2) ∈ D and j 6= k ∈ {1, 2}, let
Kj,tk(tj) = gk(tk,Kj(tj)), and gj,tk(tj , ·) = gKj,tk (tj). Let K˜(t1, t2), K˜j,tk(tj) ⊂ H be the pre-
images of K(t1, t2),Kj,tk(tj), respectively, under the map e
i. Let g˜(t, ·), t ∈ D, be the unique
family of maps, such that g˜(t, z) is jointly continuous in t, z, g˜(0, ·) = id, and for each t ∈ D,
g˜(t, ·) : H\K˜(t) Conf։ H, and ei ◦ g˜(t, ·) = g(t, ·)◦ei. Define g˜1,t2(t1, ·) and g˜2,t1(t2, ·), (t1, t2) ∈ D,
similarly. Fix j 6= k ∈ {1, 2} and s ∈ {1, . . . ,m}. Let (t1, t2) ∈ D. We define the following real
valued functions on D:
Vs(t1, t2) = g˜((t1, t2), vs), Vs,1(t1, t2) = g˜
′((t1, t2), vs);
Wj(t1, t2) = g˜k,tj(tk, ŵj(tj)), Wj,h(t1, t2) = g˜
(h)
k,tj
(tk, ŵj(tj));
Wj,S(t1, t2) =
Wj,3(t1, t2)
Wj,1(t1, t2)
− 3
2
(Wj,2(t1, t2)
Wj,1(t1, t2)
)2
.
Here the prime and the superscript (h) are respectively the partial derivative and h-th partial
derivative w.r.t. the space variable: vs or ŵj(tj).
Let j 6= k ∈ {1, 2} and s ∈ {1, . . . ,m}. By [17, Section 3.1], for any tk ≥ 0, Kj,tk(tj) and
gj,tk(tj , ·), 0 ≤ tj < TDj (tk), are radial Loewner hulls and maps, respectively, driven by Wj|ktk
with speed (Wj,1|ktk)2. Moreover, we have the following formulas.
∂j m =W
2
j,1∂tj ; (3.1)
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∂jWk =W
2
j,1 cot2(Wk −Wj)∂tj , ∂jVs =W 2j,1 cot2(Vs −Wj)∂tj ; (3.2)
∂jWk,1
Wk,1
=W 2j,1 cot
′
2(Wk −Wj)∂tj ,
∂jVs,1
Vs,1
=W 2j,1 cot
′
2(Vs −Wj)∂tj ; (3.3)
∂jWK,S =W
2
j,1W
2
k,1 cot
′′′
2 (Wk −Wj)∂tj ; (3.4)
∂tj g˜k,tj (tk, ẑ)|ẑ=ŵj(tj) = −3g˜′′k,tj (tk, ŵj(tj)) = −3Wj,2; (3.5)
∂tj g˜
′
k,tj
(tk, ẑ)|ẑ=ŵj(tj )
g˜′k,tj(tk, ẑ)|ẑ=ŵj(tj )
=
1
2
(Wj,2
Wj,1
)2 − 4
3
Wj,3
Wj,1
− 1
6
(W 2j,1 − 1). (3.6)
Finally, suppose that ŵ1 and ŵ2 generate radial Loewner curves η1 and η2, respectively.
For each j 6= k ∈ (1, 2) and t = (t1, t2) ∈ D, we define ηtkj (tj) = gk(tk, ηj(tj)). Then we have
Kj,tk(tj) = Hull(η
tk
j [0, tj ]). So for any tk ≥ 0, ηtkj (tj), 0 ≤ tj < TDj (tk), is a radial Loewner
curve driven by Wj|ktk with speed (Wj,1|ktk)2.
3.2 Commutation couplings
We use the setup in the previous subsection. We view (ŵ1(t))0≤t<T̂1 and (ŵ2(t))0≤t<T̂2 as
elements in Σ :=
⋃
0<T≤∞C([0, T ),R). Now suppose ŵ1 and ŵ2 are random. Then their
laws are probability measures on Σ. Let F1 and F2 be the R+-indexed filtrations respectively
generate by ŵ1 and ŵ2. More specifically, for j = 1, 2 and t ∈ R+, F jt is the σ-algebra generated
by {s < T̂j} ∩ {ŵ(s) ∈ U}, 0 ≤ s ≤ t, U ∈ B(R). We are going to prove the following.
Proposition 3.1. Let κ ∈ (0,∞) and ρ = (ρ1, . . . , ρm) ∈ Rm. We write eiv for (eiv1 , . . . , eivm).
There is a coupling of two random radial Loewner curves ηj(t), 0 ≤ t < T̂j , j = 1, 2, with
radial Loewner driving functions ŵj and maps gj(t, ·) such that ŵj(0) = wj and the following
holds. For j = 1, 2, ηj is a radial SLEκ(2, ρ) curve in D started from e
iw1 aimed at 0 with
force points (eiw2 , eiv). For any j 6= k ∈ {1, 2} and any Fk-stopping time τk with τk < T̂k,
conditionally on Fkτk , the ητkj (tj) = gk(τk, ηj(tj)), 0 ≤ tj < TDj (τk), has the law of a time-
change of a radial SLEκ(2, ρ) curve in D started from gk(τk, e
iwj ) aimed at 0 with force points
(eiŵk(τk), gk(τk, e
iv1), . . . , gk(τk, e
ivm)) stopped at some stopping time.
The η1 and η2 in Proposition 3.1 are said to commute with each other. The idea of the
commutation relation between SLE curves originated in [3]. The chordal counterpart of this
proposition, with eiw1 , eiw2 , eiv , 0 replaced by w1, w2, v,∞, follows easily from the imaginary
geometry developed in [8]. In that case, two chordal SLEκ(2, ρ) curves may be coupled simul-
taneously with a Gaussian free field in H with boundary conditions determined by κ, ρ and
w1, w2, v, such that the two curves become flow lines of the GFF. Similarly, one may prove
Proposition 3.1 by developing a radial version of imaginary geometry theory. However, here
we prefer another proof, which provides us some information that will be needed later. The
proof in the special case that m = 2 and ρ1 = ρ2 = 2 were given in [17, Section 3]. Here we
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are interested in the case that m = 2 and ρ1 = ρ2 = κ − 4. For the reader’s convenience, we
provide a complete proof of Proposition 3.1 here.
For j = 1, 2, let Ξj denote the space of simple crosscuts of D that separate e
iwj from
eiw3−j , eiv1 , . . . , eivm , 0. For j = 1, 2 and ξj ∈ Ξj, let τ jξj be the first time that ηj hits the closure
of ξj. Let Ξ = {(ξ1, ξ2) ∈ Ξ1 × Ξ2,dist(ξ1, ξ2) > 0}. For ξ = (ξ1, ξ2) ∈ Ξ, let τξ = (τ1ξ1 , τ2ξ2). We
may pick a countable subset Ξ∗ of Ξ such that for every ξ = (ξ1, ξ2) ∈ Ξ, there is ξ∗ = (ξ∗1 , ξ∗2)
such that ξ∗j disconnects ξj from 0, j = 1, 2. The significance of Ξ and Ξ
∗ is that [0, τξ] ⊂ D for
any ξ ∈ Ξ, and D = ⋃ξ∈Ξ∗ [0, τξ].
We call the joint law of ŵ1 and ŵ2 in Proposition 3.1 a global commutation coupling. Such
measure is unique, if it exists, because the stated property determines the marginal law of η2
(taking τ1 = 0) and the conditional law of η1 given the part of η2 up to any F2-stopping time τ2
that happens before η2 ends. Let ξ = (ξ1, ξ2) ∈ Ξ. If η1, η2 satisfy the properties in Proposition
3.1 with the following modifications: (i) τk is required to be ≤ τζk , and (ii) the time that ηj
hits ηk[0, τk] is replaced by τζj , then we call the joint law of the driving functions for η1, η2
a local commutation coupling within ξ. The global commutation coupling is automatically a
local commutation coupling within ξ for every ξ ∈ Ξ. A local commutation coupling within ξ,
when restricted to F1
τ1
ξ1
∨ F2
τ2
ξ2
, is unique.
For j = 1, 2, let Pj∗ denote the law of the driving function of a radial SLEκ(2, ρ) curve in D
started from eiwj aimed at 0 with force points (eiw3−j , eiv), which is a probability measure on Σ.
Let Pi∗ = P
1
∗×P2∗. The superscript i means “independence”. We may prove the existence of the
global commutation coupling using the stochastic coupling technique developed in [21, 20]. It
suffices to prove that there is a positive continuous process M̂∗ defined on D with the following
properties.
• M̂∗(·, 0) = M̂∗(0, ·) ≡ 1.
• For any ξ ∈ Ξ, log(M̂∗) is uniformly bounded on [0, τξ].
• For any ξ ∈ Ξ, R2+ ∋ t 7→ M̂∗(t ∧ τξ) is an R2+-indexed martingale under Pi∗.
• For any ξ ∈ Ξ, the probability measure Pξ∗ on Σ2 defined by dPξ∗ = M̂∗(τξ)dPi∗ is a local
commutation coupling within ξ.
Whenever such M̂∗ exists, the stochastic coupling technique ensures the existence of the global
commutation coupling, denoted by Pc∗, which agrees with P
ξ
∗ on F1τ1
ξ1
∨F2
τ2
ξ2
for any ξ = (ξ1, ξ2) ∈
Ξ. Thus, for any ξ = (ξ1, ξ2) ∈ Ξ, Pc∗ is absolutely continuous w.r.t. Pi∗ on F1τ1
ξ1
∨ F2
τ2
ξ2
, and the
Radon-Nikodym derivative is M̂∗(τξ).
For j = 1, 2, let PjB denote the law of the process wj +
√
κB(t), 0 ≤ t < ∞, where B is a
standard linear Brownian motion. Let PiB = P
1
B × P2B. In order to construct M̂∗, it suffices to
find another positive continuous process M∗ on D with the following properties.
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• For any ξ ∈ Ξ, log(M∗) is uniformly bounded on [0, τξ].
• For any ξ ∈ Ξ, R2+ ∋ t 7→M∗(t ∧ τξ) is an R2+-indexed martingale under PiB.
• For any ξ ∈ Ξ, the probability measure Pξ∗ on Σ2 defined by dPξ∗ = M∗(τξ)/M∗(0)dPiB is
a local commutation coupling within ξ.
If such M∗ exists, then for any j ∈ {1, 2} and ξj ∈ Ξj, Pj∗ is absolutely continuous w.r.t. PjB
on F j
τ j
ξj
, and the Radon-Nikodym derivative is M∗|3−j0 (τ jξj )/M∗(0). So for any ξ = (ξ1, ξ2) ∈ Ξ,
Pi∗ is absolutely continuous w.r.t. P
i
B on F1τ1
ξ1
∨ F2
τ2
ξ2
, and the Radon-Nikodym derivative is
M∗(τ1ξ1
,0)M∗(0,τ2ξ2
)
M∗(0,0)M∗(0,0)
. Thus, the M̂∗ defined by M̂∗(t1, t2) =
M∗(t1,t2)M∗(0,0)
M∗(t1,0)M∗(0,t2)
satisfies the properties
stated in the previous paragraph. Moreover, the global commutation coupling Pc∗ is absolutely
continuous w.r.t. PiB on F1τ1
ξ1
∨F2
τ2
ξ2
for any ξ = (ξ1, ξ2) ∈ Ξ, and the Radon-Nikodym derivative
is M∗(τξ)/M∗(0). From now on, we are going to construct such M∗.
First suppose (ŵ1, ŵ2) follows the law P
i
B. Then for two independent Brownian motions B1
and B2, we have ŵj(t) = wj +
√
κBj(t), t ≥ 0, j = 1, 2.
Recall the boundary scaling exponent b and central charge c in the literature:
b =
6− κ
2κ
, c =
(3κ− 8)(6 − κ)
2κ
.
Fix j 6= k ∈ {1, 2}. Let τk be an Fk-stopping time with τk < T̂k. Let F (j,∞) denote usual
augmentation of the R+-indexed filtration (F jt ∨ Fk∞)t≥0. By independence, Bj is an F (j,∞)-
Brownian motion. From now on, we will repeatedly apply Itoˆ’s formula (cf. [12]), where all
SDE are F (j,∞)-adapted. By (3.5), we have
dWj |kτk(t) =Wj,1|kτk(t)
√
κdBj(t)− κbWj,2|kτk(t)dtj .
To make the symbols less heavy, we write the SDE as
∂jWj =Wj,1
√
κ∂Bj − κbWj,2∂tj . (3.7)
We keep in mind that the k-th variable is fixed to be τk. Using (3.6), we get
∂jW
b
j,1
W bj,1
= b
Wj,2
Wj,1
√
κ∂Bj +
c
6
Wj,S∂tj − b
6
(W 2j,1 − 1)∂tj . (3.8)
Using (3.2,3.3) we get for r 6= s ∈ {1, . . . ,m},
∂j sin2(Wk − Vr)
ρr
κ
sin2(Wk − Vr)
ρr
κ
= − ρr
2κ
[1 + cot2(Wj −Wk) cot2(Wj − Vr)]W 2j,1∂tj; (3.9)
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∂j sin2(Vr − Vs)
ρrρs
2κ
sin2(Vr − Vs)
ρrρs
2κ
= −ρrρs
4κ
[1 + cot2(Wj − Vr) cot2(Wj − Vs)]W 2j,1∂tj; (3.10)
∂jW
b
k,1
W bk,1
= −b
2
[1 + cot2(Wj −Wk) cot2(Wj −Wk)]W 2j,1∂tj ; (3.11)
∂jV
ρr(ρr+4−κ)
4κ
r,1
V
ρr(ρr+4−κ)
4κ
r,1
= −ρr(ρr + 4− κ)
8κ
[1 + cot2(Wj − Vr) cot2(Wj − Vr)]W 2j,1∂tj; (3.12)
∂j sin2(Wj −Wk)
sin2(Wj −Wk) =
√
κ
2
cot2(Wj −Wk)Wj,1∂Bkτk −
κ
2
b cot2(Wj −Wk)Wj,2∂tj
+
1
2
cot2(Wj −Wk)2W 2j,1∂tj −
κ
8
W 2j,1∂tj ;
∂j sin2(Wj − Vr)
sin2(Wj − Vr) =
√
κ
2
cot2(Wj − Vr)Wj,1∂Bj − κ
2
b cot2(Wj − Vr)Wj,2∂tj
+
1
2
cot2(Wj − Vr)2W 2j,1∂tj −
κ
8
W 2j,1∂tj.
The last two formulas further imply that
∂j sin2(Wj −Wk)
ρ0
κ
sin2(Wj −Wk)
ρ0
κ
=
ρ0
2
cot2(Wj −Wk)Wj,1∂Bj√
κ
− ρ0
2
b cot2(Wj −Wk)Wj,2∂tj
+
ρ0(ρ0 + 4− κ)
8κ
cot2(Wj −Wk)2W 2j,1∂tj −
ρ0
8
W 2j,1∂tj, ρ0 ∈ R; (3.13)
∂j sin2(Wj − Vr)
ρr
κ
sin2(Wj − Vr)
ρr
κ
=
ρr
2
cot2(Wj − Vr)Wj,1∂Bj√
κ
− ρr
2
b cot2(Wj − Vr)Wj,2∂tj
+
ρr(ρr + 4− κ)
8κ
cot2(Wj − Vr)2W 2j,1∂tj −
ρr
8
W 2j,1∂tj. (3.14)
Define a function I on D by
I(t1, t2) = exp
(∫ t1
0
∫ t2
0
W1,1(s1, s2)
2W2,1(s1, s2)
2 cot′′′2 (W1(s1, s2)−W2(s1, s2))ds2ds1
)
.
By (3.4) and the fact that Wj,S|k0 ≡ 0, we get
∂jI
− c
6
I−
c
6
= − c
6
Wj,S∂tj. (3.15)
Define m̂ on D by m̂(t1, t2) = m(t1, t2)− t1 − t2. By (3.1),
∂jm̂ = (W
2
j,1 − 1)∂tj . (3.16)
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Let ρΣ =
∑
s ρs. Define a positive continuous process M∗ on D by
M∗ = e
(ρΣ+2)(ρΣ+6)
8κ
me
b
6
m̂W b1,1W
b
2,1I
− c
6 | sin2(W1 −W2)| 2κ
∏
1≤r<s≤m
| sin2(Vr − Vs)|
ρrρs
2κ
×
∏
s∈{1,...,m}
(
V
ρs(ρs+4−κ)
4κ
s,1
∏
j∈{1,2}
| sin2(Wj − Vs)|
ρs
κ
)
. (3.17)
Combining (3.1,3.8,3.9,3.10,3.11,3.12,3.13 (for ρ0 = 2),3.14,3.15,3.16), we get
∂jM∗
M∗
= b
Wj,2
Wj,1
√
κ∂Bj + cot2(Wj −Wk)Wj,1∂Bj√
κ
+
∑
r
ρr
2
cot2(Wj − Vr)Wj,1∂Bj√
κ
. (3.18)
This means that M∗|kτk(t) is a continuous F (j,∞)-local martingale.
Lemma 3.2. For any ξ ∈ Ξ, | log(M∗)| is uniformly bounded on [0, τξ] by a constant depending
only on κ, ξ, eiw1 , eiw2 , eiv1 , . . . , eivm .
Proof. It suffices to show that m, log | sin2(W1 −W2)|, log | sin2(Wj − Vs)|, log | sin2(Vr − Vs)|,
log Vs,1, log |Wj,1|, j = 1, 2, r 6= s ∈ {1, . . . ,m}, are all bounded in absolute value on [0, τξ] by
constants depending only on ξ, eiw1 , eiw2 , eiv1 , . . . , eivm . These statements were all proved in the
proof of Lemma 3.1 of [17].
Let ξ = (ξ1, ξ2) ∈ Ξ. Let j 6= k ∈ {1, 2}. Let τk ≤ τ ′k be two Fk-stopping times such that
τk ≤ τkξk . By Lemma 3.2 and (3.18), M |kτk(· ∧ τξj) under PiB is an F (j,∞)-martingale closed
by M |kτk(τ
j
ξj
). The filtration F (j,∞) in the statement can be replaced by (F jt ∨ Fkτ ′
k
)t≥0 since
M |kτk(· ∧ τξj) is adapted to it. Let F denote the R2+-indexed filtration generated by F1 andF2. Applying the above result twice: first to k = 1 and τ1 = τ ′1 = τ1ξ1 , and then to k = 2,
τ2 = t2 ∧ τ2ξ2 and τ ′2 = t2, we get the following lemma (cf. [17, Corollary 3.2]).
Lemma 3.3. For any ξ = (ξ1, ξ2) ∈ Ξ, R2+ ∋ t 7→ M∗(t ∧ τξ) is an F-martingale under PiB
closed by M∗(τξ). In particular, we have E
i
B[M∗(τξ)] =M∗(0).
Fix ξ ∈ Ξ. We may now define a new probability measure P˜∗ by dP˜∗/dPiB =M∗(τξ)/M∗(0).
Fix j 6= k ∈ {1, 2} and an Fk-stopping time τk with τk ≤ τkξk . Define
B˜j(t) = Bj(t)−
∫ t∧τ j
ξj
0
2
2
√
κ
cot2(Wj |kτk(s)−Wk|kτk(s))Wj,1|kτk(s)2ds
−
m∑
s=1
∫ t∧τ j
ξj
0
ρs
2
√
κ
cot2(Wj |kτk(s)− Vs|kτk(s))Wj,1|kτk(s)2ds, t ≥ 0.
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By (3.18) and Girsanov Theorem, B˜j is an F (j,∞)-Brownian motion under P˜∗. By (3.7) and
the definition of B˜, we find that the Wj (with tk fixed to be τk) satisfies the SDE
∂jWj =Wj,1
√
κ∂B˜ + cot2(Wj −Wk)W 2j,1∂tj +
m∑
s=1
ρs
2
cot2(Wj − Vs)W 2j,1∂tj , 0 ≤ tj ≤ τ jξj .
Since ητkj (tj), 0 ≤ tj < TDj (τk), is a radial Loewner curve with speed (Wj,1|kτk)2 driven by Wj|kτk ,
the SDE implies that, under P˜∗, conditionally on Fkτk , the ητkj up to τ jξj has the law of a time-
change of a radial SLEκ(2, ρ) curve in D started from gk(τk, e
iwj ) aimed at 0 with force point
eiwk(τk), gk(τk, e
iv). This means that P˜∗ is a local commutation coupling within ξ. Thus, the
M∗ satisfies all required properties. Using the stochastic coupling technique, we then complete
the proof of Proposition 3.1. Moreover, we get the following proposition.
Proposition 3.4. For any ξ = (ξ1, ξ2) ∈ Ξ, the global coupling measure in Proposition
3.1 is absolutely continuous w.r.t. PiB on F1τ1
ξ1
∨ F2
τ2
ξ2
, and the Radon-Nikodym derivative is
M∗(τξ)/M∗(0), where M∗ is defined by (3.17).
We apply Propositions 3.1 and 3.4 to the case κ > 4, m = 2, ρ1 = ρ2 = κ − 4, and
w1 > v1 > w2 > v2 > w1 − 2pi, and let Pc∗ denote the obtained joint law of ŵ1 and ŵ2 from
Proposition 3.1 in this case. We have the following lemma.
Lemma 3.5. Pc∗-a.s. D = R2+.
Proof. Suppose the driving functions ŵ1, ŵ2 of η1, η2 jointly follow the law P
c
∗. Since the force
values ρ1 = ρ2 = κ−4 > κ2−2, and 2 > 0, by Proposition 2.1, a.s. ηj does not intersect A3−j , and
so has lifetime ∞. Fix a deterministic time t2 ∈ N. Conditionally on F2t2 , the g2(t2, ·)-image of
the part of η1 before hitting η2[0, t2] has the law of a time-change of a radial SLEκ(2, κ−4, κ−4)
curve in D started from g2(t2, e
iw1) aimed at 0 with force points eiŵ2(t2), g2(t2, e
iv1), g2(t2, e
iv2).
If η1 does hit η2[0, t2], then the (time-changed) radial SLEκ(2, κ−4, κ−4) curve ηt21 hits the arc
on ∂D with endpoints g2(t2, e
iv1), g2(t2, e
iv2) that contains eiŵ2(t2). By Proposition 2.1 again,
the latter event has probability zero. Thus, Pc∗-a.s. η1 does not intersect η2[0, t2], which implies
that R+ × [0, t2] ⊂ D. Since this holds for every t2 ∈ N, we get the conclusion.
For the wj and vj as above, we will need a different kind of commutation coupling as follows.
Define Mc on D by
Mc = e
(κ−6)(κ−2)
8κ
me
b
6
m̂W b1,1W
b
2,1I
− c
6 | sin2(W1 −W2)|
κ−6
κ . (3.19)
Let Ξ be as usual for eiwj , eivj , j = 1, 2. Then Lemma 3.2 holds for Mc. Fix j 6= k ∈ {1, 2}. Let
τk be an Fk-stopping time. Using (3.1,3.8,3.11,3.13 (for ρ0 = κ− 6),3.15,3.16), we see that Mc,
with tk fixed to be τk, is a continuous local martingale under P
i
B satisfying the following SDE:
∂jMc
Mc
= b
Wj,2
Wj,1
√
κ∂Bj +
κ− 6
2
cot2(Wj −Wk)Wj,1∂Bj√
κ
.
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So Lemma 3.3 also holds for Mc.
Fix ξ = (ξ1, ξ2) ∈ Ξ. One may define a probability measure P˜c by dP˜c/dPiB =Mc(τξ)/Mc(0).
Fix j 6= k ∈ {1, 2} and an Fk-stopping time τk with τk ≤ τkξk . Using Girsanov Theorem, one
can show that, under P˜c, conditionally on Fkτk , the gk(τk, ·) image of the part of ηj up to τ jξj has
the law of a time-change of a radial SLEκ(κ− 6, 0, 0) curve in D started from gk(τk, eiwj ) aimed
at 0 with force point eiwk(τk), gk(τk, e
iv1), gk(τk, e
iv2). So we get the following proposition.
Proposition 3.6. Let κ ∈ (0,∞). There is a coupling of two random radial Loewner curves
ηj(t), 0 ≤ t < T̂j , j = 1, 2, with radial Loewner driving functions ŵj and maps gj(t, ·) such that
ŵj(0) = wj and the following holds. For j = 1, 2, ηj is a radial SLEκ(κ − 6, 0, 0) curve in D
started from eiwj aimed at 0 with force point eiw3−j , eiv1 , eiv2 . For any j 6= k ∈ {1, 2} and any
Fk-stopping time τk with τk < T̂k, conditionally on Fkτk , the ητkj (tj), 0 ≤ tj < TDj (τk), has the
law of a time-change of a radial SLEκ(κ − 6, 0, 0) curve in D started from gk(τk, eiwj ) aimed
at 0 with force point eiŵk(τk), gk(τk, e
iv1), gk(τk, e
iv2) stopped at the first time that it separates 0
from any of the three force points in D. Moreover, for any ξ = (ξ1, ξ2) ∈ Ξ, the joint law of ŵ1
and ŵ2 is absolutely continuous w.r.t. P
i
B on F1τ1
ξ1
∨F2
τ2
ξ2
, and the Radon-Nikodym derivative is
Mc(τξ)/Mc(0), where Mc is defined by (3.19).
By [14], for j = 1, 2, the ηj in Proposition 3.6 is a time-change of a chordal SLEκ in D
from eiwj to eiw3−j stopped at the first time that it separates 0 from any of eiw3−j , eiv1 , eiv2 in
D. While the commutation coupling in Proposition 3.6 exists for all κ > 0, in the case that
κ ∈ (0, 8], it may be constructed directly using the DMP and reversibility of chordal SLEκ.
Now assume κ ∈ (4, 8). Let Pc∗ denote the joint law of ŵ1 and ŵ2 obtained from Proposition
3.6. Let M∗→c =Mc/M∗, which can be expressed in terms of the α0 and G˜ defined in (1.2,1.4):
M∗→c = e
−α0mG˜(W1,W2, V1, V2)
−1. (3.20)
Lemma 3.7. For any F-stopping time T , Pcc restricted to FT∩{T ∈ D} is absolutely continuous
w.r.t. Pc∗, and the RN derivative is M∗→c(T )/M∗→c(0). In other words, if A ∈ FT and A ⊂
{T ∈ D}, then Pcc[A] = Ec∗[1AM∗→c(T )/M∗→c(0)].
Proof. Let ξ = (ξ1, ξ2) ∈ Ξ and t = (t1, t2) ∈ R2+. By Lemma 3.3, Proposition 3.4, and the facts
F1
t1∧τ1ξ1
∨ F2
t2∧τ2ξ2
⊂ Ft and that M∗(t ∧ τξ) is F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
-measurable, we see that
dPc∗|F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
dPiB |F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
=
E
[
M∗(τξ)
∣∣∣F1t1∧τ1ξ1 ∨ F2t2∧τ2ξ2
]
M∗(0)
=
M∗(t ∧ τξ)
M∗(0)
.
A similar formula holds with Pcc and Mc respectively in place of P
c
∗ and M∗. So we get
dPcc|F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
dPc∗|F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
=
M∗→c(t ∧ τξ)
M∗→c(0)
. (3.21)
16
Let T = (T1, T2) be an F-stopping time. Let ξ ∈ Ξ∗. Fix A ∈ FT with A ⊂ {T < τξ}. For
n ∈ N, let T n = (T n1 , T n2 ), where T nj = ⌈2
nT ⌉
2n , j = 1, 2. It is easy to see that each T
n is an
F-stopping time, and T n ↓ T . Let An = A ∩ {T n < τξ}, n ∈ N. Then An ↑ A. Fix n ∈ N. By
Proposition 2.7, An ∈ FTn . We know that T n takes values in 12nZ2+. Let s = (s1, s2) ∈ 12nZ2+
and An,s = An∩{T n = s}. By Proposition 2.5, An,s ∈ Fs. Since F jsj ∩{sj ≤ sj∧τ jξj} ⊂ F
j
sj∧τ
j
ξj
,
j = 1, 2, by a monotone class argument we get Fs ∩ {s ≤ s ∧ τξ} ⊂ F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
. Since
An,s ∈ Fs ∩ {s < τξ}, we see that An,s ∈ F1t1∧τ1ξ1 ∨ F
2
t2∧τ2ξ2
. By (3.21),
Pcc[An,s] = E
c
∗[1An,sM∗→c(s ∧ τξ)/M∗→c(0)] = Ec∗[1An,sM∗→c(T n)/M∗→c(0)],
where the last equality holds because Tn = s ≤ τξ on An,s. Summing up over s ∈ 12nZ2+, we
get Pcc[An] = E
c
∗[1AnM∗→c(T
n)/M∗→c(0)]. Sending n → ∞ and using dominated convergence
theorem, we get Pcc[A] = E
c
∗[1AM∗→c(T )/M∗→c(0)]. Here we use the facts that T
n < τξ on An
and that logM∗→c is uniformly bounded on [0, τξ]. This means that, for any ξ ∈ Ξ∗, Pcc restricted
to FT ∩{T < τξ} is absolutely continuous w.r.t. Pc∗, and the RN derivative isM∗→c(T )/M∗→c(0).
The conclusion of the lemma then follows since
⋃
ξ∈Ξ∗{T < τξ} = {T ∈ D}.
3.3 A time curve in the time region
Suppose η1 and η2 are random radial Loewner curves driven by ŵ1 and ŵ2, which jointly follow
one of the three laws PiB ,P
c
∗,P
c
c. Let θ = V1 − V2 and Zj =Wj − Vj , j = 1, 2. By [17, (4.1)],
∂jθ =
−W 2j,1 sin2(θ)
sin2(Wj − V1) sin2(Wj − V2)∂tj, j = 1, 2.
When j = 2, using 0 > sin2(Wj − V1) sin2(Wj − V2) ≥ − sin(θ/4)2 and (3.1), we get
∂2θ ≥ 2W 22,1 cot(θ/4)∂tj = 2cot(θ/4)∂2m . (3.22)
Recall that most of the processes we have encountered are defined on the time region D ⊂
R∈+. From now on, suppose v1 − v2 = pi. Then θ(0) = pi. By [17, Section 4], there exist a
continuous increasing curve u = (u1, u2) : R+ → D with u(0) = 0, and T u ∈ (0,∞], such
that u is strictly increasing and takes values in D on [0, T u), takes constant values in ∂D on
[T u,∞), and for any t ∈ [0, T u), m(u(t)) = t and θ(u(t)) = pi. We use such curve u to obtain
a one-time-parameter process Xu := X ◦ u from any two-time-parameter process X on D. We
have the following facts.
• For 0 ≤ t < T u, mu(t) = t, θu(t) = pi, and Zuj ∈ (0, pi), j = 1, 2.
• For any j ∈ {1, 2} and t ≥ 0, uj(t) ≤ t.
• u is differentiable with positive derivatives on [0, T u) that satisfy
(W uj,1)
2u′j =
sin(Zuj )
sin(Zu1 ) + sin(Z
u
2 )
, on [0, T u), j = 1, 2. (3.23)
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• For any deterministic time t ∈ R+, u(t) is an F-stopping time.
Using the last property, we define an R+-indexed filtration Fu by Fut = Fu(t), t ≥ 0. For
ξ = (ξ1, ξ2) ∈ Ξ, let τuξ denote the first t ≥ 0 such that u1(t) = τ1ξ1 or u2(t) = τ2ξ2 , whichever
comes first. Then for any ξ ∈ Ξ, τuξ is an Fu-stopping time; u(τuξ ) is an F-stopping time; and
for every t ∈ R+, u(t ∧ τuξ ) is an F-stopping time.
First, suppose (ŵ1, ŵ2) follows the law P
i
B. Then there are independent Brownian motions
B1 and B2 such that ŵj(tj) = wj +
√
κBj(tj), tj ≥ 0, j = 1, 2. So we get five continuous
F-martingales: ŵj(tj), ŵj(tj)2 − κtj , j = 1, 2, and ŵ1(t1)ŵ2(t2). Using Proposition 2.11, the
facts that for any t ∈ R+, u(t) is an F-stopping time bounded by (t, t), we see that ŵuj (t),
ŵuj (t)
2 − κuj(t), j = 1, 2, and ŵu1 (t)ŵu(t) are all Fu-martingales. Note that ŵuj (t) = ŵj(uj(t)).
So we get quadratic variation and covariation for ŵuj , j = 1, 2:
〈ŵuj 〉t = κuj(t), j = 1, 2, 〈ŵu1 , ŵu2 〉 ≡ 0. (3.24)
Fix ξ = (ξ1, ξ2) ∈ Ξ. Let M ∈ {M∗,Mc}. We have known that M(· ∧ τξ) is a bounded
F-martingale (under PiB). From Proposition 2.11, M(u(·) ∧ τξ) is an Fu-martingale. Since
τuξ is an Fu-stopping time, we see that M(u(· ∧ τuξ ) ∧ τξ) = M(u(· ∧ τuξ )) = Mu(· ∧ τuξ ) is an
Fu-martingale. Here the first equality holds because u(t∧τuξ ) ≤ τξ. Since [0, T u) =
⋃
ξ∈Ξ∗ [0, τ
u
ξ ]
and Ξ∗ is countable, we conclude that Mu∗ and M
u
c are Fu-local martingales with lifetime T u
under the probability measure PiB.
Next, we compute the SDE for Mu∗ in terms of ŵ
u
1 and ŵ
u
2 . By (3.17) we may express M
u
∗
as a product of several factors. Among these factors, sin2(W
u
1 −W u2 )
2
κ , (W uj,1)
b and | sin2(W uj −
V us )|1−
4
κ , j, s ∈ {1, 2}, contribute the martingale part ofMu∗ , and other factors are differentiable
in t. For j 6= k ∈ {1, 2} and s ∈ {1, 2}, using (3.2,3.5,3.6), we get the following SDEs:
dW uj =W
u
j,1dŵ
u
j − κbWj,2u′jdt+ cot2(W uj −W uk )(W uk,1)2u′kdt, (3.25)
d(W uj,1)
b
(W uj,1)
b
= b
W uj,2
W uj,1
dŵuj + drift terms,
d sin2(W
u
j − V us )1−
4
κ
sin2(W uj − V us )1−
4
κ
=
κ− 4
2κ
cot2(W
u
j − V us )W uj,1dŵuj + drift terms,
d sin2(W
u
1 −W u2 )
2
κ
sin2(W u1 −W u2 )
2
κ
=
1
κ
cot2(W
u
j −W uk )[W uj,1dŵuj −W uk,1dŵuk ] + drift terms.
Since we already know that Mu∗ , ŵ
u
1 and ŵ
2
u are Fu-local martingales, we get the SDE:
dMu∗
Mu∗
=
2∑
j=1
[
b
W uj,2
W uj,1
+
1
κ
cot2(W
u
j −W u3−j)W uj,1 +
2∑
s=1
κ− 4
2κ
cot2(W
u
j − V us )W uj,1
]
dŵuj . (3.26)
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Lemma 3.8. Under Pc∗, there are two independent Brownian motions B
u
j (t), j = 1, 2, such
that for j = 1, 2, ŵuj , satisfies the SDE
dŵuj =
√
κu′jdB
u
j +
[
κb
W uj,2
W uj,1
+ cot2(W
u
j −W u3−j)W uj,1 +
2∑
s=1
κ− 4
2
cot2(W
u
j − V us )W uj,1
]
u′jdt.
(3.27)
Proof. This lemma is similar to [17, Lemma 4.3], and the proof uses a Girsanov-type argument.
Here is a sketch. We first define w˜uj , j = 1, 2, such that w˜
u
j (0) = wj and dw˜
u
j = dw
u
j minus the
drift terms in (3.27). Using (3.26) we see that w˜ujM
u
∗ , j = 1, 2, are Fu-local martingales under
PiB. Let ξ ∈ Ξ. Then using an argument similar to the proof of Lemma 3.2, we can show that
|w˜uj | is bounded on [0, τuξ ] by a constant depending only on κ, ξ, w1, w2, v1, v2. So we see that
w˜uj (t ∧ τuξ )Mu∗ (t ∧ τuξ ), j = 1, 2, are bounded Fu-martingales under PiB. By 3.4, w˜uj (t ∧ τuξ ),
j = 1, 2, are Fu-martingales under Pc∗. Since [0, T u) =
⋃
ξ∈Ξ∗ [0, τ
u
ξ ] and by Lemma 3.5, P
c
∗-a.s.
T u =∞, we see that w˜uj (t), 0 ≤ t <∞, j = 1, 2, are Fu-martingales under Pc∗.
Since (3.24) holds under PiB, using the local absolute continuity between P
i
B and P
c
∗ (within
each ξ ∈ Ξ), we can then conclude that (3.24) also holds under Pc∗ throughout [0,∞). Since
w˜uj , j = 1, 2, are Fu-martingales under Pc∗, by Levy’s characterization of Brownian motion,
there are independent Brownian motions Buj , j = 1, 2, under P
c
∗, such that dw˜
u
j =
√
κu′jdB
u
j ,
j = 1, 2. The proof is then complete.
Now we suppose (ŵ1, ŵ2) follows the law P
c
∗, and let B
u
1 andB
u
2 be the independent Brownian
motions from Lemma 3.8. Combining (3.23,3.25,3.27), we get, for j = 1, 2,
dW uj =W
u
j,1
√
κu′jdB
u
j + cot2(W
u
j −W u3−j)dt+
2∑
s=1
κ− 4
2
cot2(W
u
j − V us )(W uj,1)2u′jdt.
Using (3.2) we get, for j = 1, 2,
dV uj = − cot2(W uj − V uj )(W uj,1)2u′jdt− cot2(W u3−j − V uj )(W u3−j,1)2u′3−jdt.
Since Zuj =W
u
j −V uj , W u3−j −V uj =W u3−j −V u3−j ±pi = Zu3−j ±pi, W uj −W u3−j = Zuj −Zu3−j ∓pi,
and W uj − V u3−j = Zuj ∓ pi, combining the above two displayed formulas with (3.23), we get, for
j = 1, 2,
dZuj =
√
κ sin(Zuj )
sin(Zu1 ) + sin(Z
u
2 )
dBuj +
(κ− 2) cos(Zuj )
sin(Zu1 ) + sin(Z
u
2 )
dt. (3.28)
Remark 3.9. If the two force values κ− 4 and κ− 4 at eiv1 and eiv2 are respectively replaced
by ρ1, ρ2 ∈ R, then Zuj , j = 1, 2, satisfy the SDE:
dZuj =
√
κ sin(Zuj )
sin(Zu1 ) + sin(Z
u
2 )
dBuj +
(2 + (ρ1 + ρ2)/2) cos(Z
u
j )
sin(Zu1 ) + sin(Z
u
2 )
dt+
(ρj − ρ3−j)/2
sin(Zu1 ) + sin(Z
u
2 )
dt.
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3.4 Transition density
We are going to derive the transition density of (Zu1 , Z
u
2 ) under P
c
∗ or P
c
c following the approach
of [17, Section 5]. The idea, originated in [18, Appendix B], is to solve a PDE eigenvalue
problem using orthogonal polynoamials. First suppose that the underlying probability measure
is Pc∗. Recall that (Z
u
1 , Z
u
2 ) satisfy (3.28), where B
u
1 and B
u
2 are independent Brownian motions
by Lemma 3.8. Define Bu+ and B
u
− by
Bu±(t) =
∫ t
0
√
sin(Zu1 (s))
sin(Zu1 (s)) + sin(Z
u
2 (s))
dBu1 (s)±
∫ t
0
√
sin(Zu2 (s))
sin(Zu1 (s)) + sin(Z
u
2 (s))
dBu1 (s).
Then Bu+ and B
u
− are standard linear Brownian motions with quadratic covariation
d〈Bu+, Bu−〉t = cot2(Zu1 + Zu2 ) tan2(Zu1 − Zu2 )dt. (3.29)
Define Zu± = (Z
u
1 ± Zu2 )/2. Then Zu+ ∈ (0, pi), Zu− ∈ (−pi/2, pi/2), and they satisfy the SDEs:
dZu+ =
√
κ
2
dBu+ +
κ− 2
2
cot(Zu+)dt;
dZu− =
√
κ
2
dBu− −
κ− 2
2
tan(Zu−)dt.
Let X = cos(Zu+) and Y = sin(Z
u
−). Then X,Y ∈ (−1, 1), and satisfy the SDEs
dX = −
√
κ
2
√
1−X2dBu+ −
(κ− 2
2
+
κ
8
)
Xdt;
dY = +
√
κ
2
√
1− Y 2dBu− −
(κ− 2
2
+
κ
8
)
Y dt.
From (3.29) we have
d〈X,Y 〉t = −κ
4
XY dt.
We have (X,Y ) ∈ D because X2 + Y 2 = 1− sin(Zu1 ) sin(Zu2 ) < 1.
Define a second order differential operator L by
L := κ
8
(1− x2)∂2x +
κ
8
(1− y2)∂2y −
κ
4
xy∂x∂y − (κ− 2
2
+
κ
8
)x∂x − (κ− 2
2
+
κ
8
)y∂y.
Using orthogonal polynomials, we may find eigenvectors and eigenvalues of L. Define
λs = −κ
8
s(s+ 4− 8
κ
), s ∈ Z+ = {0, 1, 2, 3, . . . }.
A straightforward calculation shows that, for any n,m ∈ Z+, L(xnym) equals λn+mxnym plus a
polynomial in x, y of degree less than n+m. Hence, for each n,m ∈ Z+, there is a polynomial
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P(n,m)(x, y) of degree n +m, which equals x
nym plus a polynomial in x, y of degree less than
n+m, such that LP(n,m) = λn+mP(n,m).
Let Ψ(x, y) = (1 − x2 − y2)1− 4κ , and define 〈f, g〉Ψ :=
∫∫
D
f(x, y)g(x, y)Ψ(x, y)dxdy. Since
Ψ ≡ 0 on T, using integration by parts, we can show that for smooth functions f and g on D,
〈Lf, g〉Ψ = 〈f,Lg〉Ψ. In fact, if we let axx = κ8 (1 − x2), ayy = κ8 (1 − y2), axy = ayx = −κ8xy,
bx = −(κ−22 + κ8 )x, and by = −(κ−22 + κ8 )y, then both 〈Lf, g〉Ψ and 〈f,Lg〉Ψ equal
−
∫ ∫
D
[(∂xf)axxΨ(∂xg) + (∂xf)axyΨ(∂yg) + (∂yf)ayxΨ(∂xg) + (∂yf)ayyΨ(∂yg)]dxdy.
Here we use ∂x(axxΨ) + ∂y(axyΨ) = bxΨ and ∂x(ayxΨ) + ∂y(ayyΨ) = byΨ.
Thus, the eigenvectors of L with different eigenvalues are orthogonal w.r.t. 〈·〉Ψ, and we may
use P(n,m), n,m ∈ Z+, to construct an 〈·〉Ψ-orthonormal family of polynomials v(n,s), n ∈ Z+,
s ∈ {0, 1, . . . , n}, such that v(n,s) is of degree n and Lv(n,s) = λnv(n,s). From [15, Section 1.2.2],
we may choose v(n,s) such that for each n ≥ 0, v(n,0), v(n,1), . . . , v(n,n) are given by
vn,j,1 = hn,j,1P
(1− 4
κ
,n−2j)
j (2r
2 − 1)rn−2j cos((n − 2j)θ), 0 ≤ j ≤ ⌊n/2⌋,
vn,j,2 = hn,j,2P
(1− 4
κ
,n−2j)
j (2r
2 − 1)rn−2j sin((n− 2j)θ), 0 ≤ j ≤ ⌊(n− 1)/2⌋,
where P
(1− 4
κ
,n−2j)
j are Jacobi polynomials of index (1− 4κ , n− 2j), (r, θ) is the polar coordinate
of (x, y): x = r cos θ and y = r sin θ, and hn,j,i > 0 are normalization constants. Using the polar
integration and Formula [10, Table 18.3.1]:∫ 1
−1
P
(α,β)
j (x)
2(1− x)α(1 + x)βdx = 2
α+β+1Γ(j + α+ 1)Γ(j + β + 1)
j!(2j + α+ β + 1)Γ(j + α+ β + 1)
with α = 1− 4κ and β = n− 2j, we compute
hn,j := hn,j,1 = hn,j,2 =
√
1 + 1n 6=2j
pi
· j!(n + 2−
4
κ)Γ(n − j + 2− 4κ)
Γ(j + 2− 4κ)Γ(n− j + 1)
.
Using the supremum norm (over [−1, 1]) of P (α,β)j ([10, 18.14.1,18.14.2]):
‖P (α,β)j ‖∞ =
Γ(max{α, β} + j + 1)
j!Γ(max{α, β} + 1) , if max{α, β} ≥ −1/2 and min{α, β} > −1,
we get
‖vn,j,1‖∞ = ‖vn,j,2‖∞ = hn,jmax
{Γ(2− 4κ + j)
j!Γ(2 − 4κ)
,
Γ(n− j + 1)
j!Γ(n − 2j + 1)
}
. (3.30)
For t > 0, (x, y), (x∗, y∗) ∈ D, we define
pt((x, y), (x
∗, y∗)) =
∞∑
n=0
n∑
s=0
Ψ(x∗, y∗)v(n,s)(x, y)v(n,s)(x
∗, y∗)eλnt, (3.31)
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and p∞(x
∗, y∗) = 1pi (2 − 4κ)Ψ(x∗, y∗), which is the term in the summation for n = s = 0. The
following propositions are similar to Lemma 5.1, Lemma 5.2 and Corollary 5.3 of [17]. The
proofs use the estimate (3.30) and the orthogonality between vn,s w.r.t. 〈·〉Ψ. The exponent
1− 58κ in Lemma 3.10 is the λ1 here.
Lemma 3.10. For any t0 > 0, the series in (3.31) converges uniformly on [t0,∞) × D × D,
and there is Ct0 ∈ (0,∞) depending only on κ and t0 such that
|pt((x, y), (x∗, y∗))− p∞(x∗, y∗)| ≤ Ct0e(1−
5
8
κ)tp∞(x
∗, y∗), t ≥ t0, (x, y), (x∗, y∗) ∈ D.
Moreover, for any t > 0 and (x∗, y∗) ∈ D,
p∞(x
∗, y∗) =
∫ ∫
D
p∞(x, y)pt((x, y), (x
∗, y∗))dxdy.
Lemma 3.11. (X,Y ) (under Pc∗) has transition density pt and invariant density p∞.
Corollary 3.12. (Zu1 , Z
u
2 ) under P
c
∗ has transition density
pZt (z, z
∗) := pt((cos2(z1 + z2), sin2(z1 − z2)), (cos2(z∗1 + z∗2), sin2(z∗1 − z∗2)))
sin z∗1 + sin z
∗
2
4
and invariant density pZ∞(z
∗) := p∞(cos2(z
∗
1 + z
∗
2), sin2(z
∗
1 − z∗2)) sin z
∗
1+sin z
∗
2
4 .
We may then use Lemma 3.7 to derive the transition density for (Zu1 , Z
u
2 ) under the law P
c
c.
Let t ∈ R+. Since u(t) is an F-stopping time, and u(t) ∈ D iff T u > t, by Lemma 3.7,
dPcc|Fut ∩ {T u > t}
dPc∗|Fut ∩ {T u > t}
=
Mu∗→c(t)
Mu∗→c(0)
. (3.32)
Let G˜u(z1, z2) := G˜(pi + z1, pi, z2, 0). By (3.20), we get M
u
∗→c(t) = e
−α0tG˜u(Zu1 (t), Z
u
2 (t))
−1.
Combining this with (3.32) and Corollary 3.12, we get the transition density for (Zu1 , Z
u
2 ) under
the law Pcc in the lemma below, which resembles [17, Lemma 5.4].
Lemma 3.13. Under Pcc, Z
u(t) := (Zu1 (t), Z
u
2 (t)), 0 ≤ t < T u, has transition density
p˜Zt (z, z
∗) := e−α0tpZt (z, z
∗)
G˜u(z)
G˜u(z∗)
.
Here the meaning of the transition density is: if Zu starts with z ∈ (0, pi)2, then for any t > 0
and any bounded measurable function f on (0, pi)2,
Ecc[1{Tu>t}f(Z
u(t))] =
∫
(0,pi)2
p˜Zt (z, z
∗)f(z∗)dz∗.
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We compute that p
z
∞(z1,z2)
G˜u(z1,z2)
= C cos2(z1 − z2)2− 8κ sin2(z1 + z2) for some constant C ∈ (0,∞)
depending only on κ. Since 2− 8κ > 0, we may define
Z =
∫
(0,pi)2
pZ∞(z)
G˜u(z)
dz ∈ (0,∞), (3.33)
p˜Z∞(z) =
1
Z
pZ∞(z)
G˜u(z)
, z ∈ (0, pi)2. (3.34)
The following lemma resembles [17, Lemma 5.5].
Lemma 3.14. (i) For any t > 0 and z∗ ∈ (0, pi)2,∫
(0,pi)2
p˜Z∞(z)p˜
Z
t (z, z
∗)dz = p˜Z∞(z
∗)e−α0t. (3.35)
(ii) If Zu starts from z ∈ (0, pi)2, then as t→∞,
Pcc[T
u > t] = ZG˜u(z)e−α0t(1 +O(e(1− 58κ)t)),
p˜Zt (z, z
∗) = Pcc[T
u > t]p˜Z∞(z
∗)(1 +O(e(1−
5
8
κ)t)),
where the implicit constant depend only on κ. The two formulas together imply that
p˜Zt (z, z
∗) = ZG˜u(z)p˜Z∞(z∗)e−α0t(1 +O(e(1−
5
8
κ)t)), z, z∗ ∈ (0, pi)2. (3.36)
4 Proof of the Main Theorem
We now start the proof of Theorem 1.1. By conformal invariance, Koebe’s distortion theorem
and mirror symmetry, we may assume that D = D, z0 = 0, and aj = e
iwj and bj = e
ivj , j = 1, 2,
where w1 > v1 > w2 > v2 > w1−2pi. Then we have GD(a1, b1, a2, b2; 0) = G˜(w1, v1, w2, v2). Let
γ1 be as in the theorem, and let γ2 be a time-reversal of γ1. By reversibility, γ2 is a chordal SLEκ
in D from eiw2 to eiw1 . We may assume that for j = 1, 2, γj is parametrized by the capacity
viewed from a3−j . This means that there is a conformal map fj : D
Conf
։ H, which sends a3−j
to ∞ such that hcap2 fj(γj [0, t]) = t for t ≥ 0. For r ∈ (0, 1), let E(r) denote the event that
γ ∪A1 ∪A2 has a cut point that lies in {|z| < r}, which also depends on w1, v1, w2, v2, and let
P (w1, v2, w2, v2; r) = P[E(r)]. We need to show that there is a constant C0 > 0 depending only
on κ such that
P (w1, v1, w2, v2; r) = C0G˜
u(w1, v1, w2, v2)r
α0(1 +O(rβ0)), as r → 0. (4.1)
For j = 1, 2, let Ŝj be the first time that γj separates 0 from any of e
iw3−j , eiv1 , eiv2 in
D. Let vj(t) = dcap(γj [0, t]), 0 ≤ t < Ŝj, T̂j = vj(Ŝj), uj = v−1j : [0, T̂j) → [0, Ŝj), and
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ηj = γj ◦ uj. By [14], ηj is a radial SLEκ(κ − 6, 0, 0) curve in D started from eiwj with force
points eiw3−j , eiv1 , eiv2 . Let ŵj be a radial Loewner driving function of ηj with ŵj(0) = wj . We
will use the notation in Section 3.1 for the radial Loewner curves η1, η2 in this section.
For j = 1, 2, let Gj and F j be respectively the filtrations generated by γj and ηj . Then Ŝj
is an Gj-stopping time. Let F j and Gj be respectively the right-continuous augmentation of F j
and Gj . We extend uj to [0,∞] such that uj ≡ ∞ on [T̂j ,∞]. The following is a well-known
proposition about time-change.
Proposition 4.1. For j ∈ {1, 2}, if τ is an F j-stopping time, then uj(τ) is an Gj-stopping
time, and F jτ ⊂ Gjuj(τ).
Fix j 6= k ∈ {1, 2}. Let τk be an Fk-stopping time less than T̂k and let σk = uk(τk), which
by Proposition 4.1 is an Gkσk -stopping time. By DMP of chordal SLEκ, conditionally on G
k
σk
,
the part of γk after σk is a chordal SLEκ in D \Kk(τk) from γk(σk) = ηk(τk) to eiwj . Since γj
is a time-reversal of γk, by reversibility of chordal SLEκ, conditionally on Gkσk , the part of γj
up to the time that it hits ηk(τk) is a chordal SLEκ in D \Kk(τk) from eiwj to ηk(τk). Recall
that ηj is a time-change of the part of γj up to the first time that it separates 0 from any of
eiwk , eiv1 , eiv2 in D. So the part of ηj up to the first time that it hits ηk[0, τk] is a time-change
of the part of γj up to the first time that it separates 0 from any of e
iwk , eiv1 , eiv2 in D \Kk(τk).
Since gk(τk, ·) maps D\Kk(τk) conformally onto D, sends ηk(τk) to eiŵk(τk), and is measurable
w.r.t. Fkτk ⊂ G
k
σk
, by conformal invariance of chordal SLE, we see that, conditionally on Gkσk ,
the gk(τk, ·)-image of the part of ηj up to the first time that it hits ηk[0, τk] is a time-change of a
chordal SLEκ in D from gk(τk, (e
iwj )) to eiŵk(τk) up to the first time that it separates 0 from any
of eiŵk(τk), gk(τk, e
iv1), gk(τk, e
iv2) in D, which by [14] is a time-change of a radial SLEκ(κ−6, 0, 0)
curve in D started from gk(τk, e
iwj ) with force points eiŵk(τk), gk(τk, e
iv1), gk(τk, e
iv2). Since gkτk
and eiŵk(τk) are Fkτk -measurable, the above statement holds with Fkτk in place of G
k
σk
. So we
obtain the commutation coupling in Proposition 3.6, and the law of (ŵ1, ŵ2) is P
c
c.
Let F and G be respectively the separable R2+-indexed filtration generated by F1,F2 and
G1,G2, and let F and G be their right-continuous augmentation. Let T̂ = (T̂1, T̂2) and Ŝ =
(Ŝ1, Ŝ2). Define u⊗ on [0,∞]2 such that if (t1, t2) ∈ [0, T̂1)× [0, T̂2), u⊗(t1, t2) = (u1(t1), u2(t2)),
and otherwise u⊗(t1, t2) = (∞,∞).
Lemma 4.2. For any F-stopping time T , u⊗(T ) is an G-stopping time and FT ⊂ Gu⊗(T ).
Proof. Let A ∈ FT and s = (s1, s2) ∈ R2+. We have
A ∩ {u⊗(T ) < s} =
⋃
p∈Q2+
(A ∩ {T < p} ∩ {u⊕(p) < s}). (4.2)
By Proposition 2.9, A ∩ {T < p} ∈ Fp. For any j = 1, 2 and Bj ∈ F jpj , by Proposition 4.1,
Bj ∩ {uj(pj) < sj} ∈ Gjsj . By a monotone class argument, we get B ∩ {u⊕(p) < s} ∈ Gs for any
B ∈ Fp. So A∩{T < p}∩ {u⊕(p) < s} ∈ Gs. By (4.2) we get A∩{u⊗(T ) < s} ∈ Gs. Since this
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holds for all A ∈ FT and s ∈ R2+, by Proposition 2.9, we see that u⊗(T ) is an G-stopping time
and FT ⊂ Gu⊗(T ).
Lemma 4.3. Let 0 < r < 1/4. Let T = (T1, T2) be an F-stopping time such that Tj < − log(4r),
j = 1, 2, and when T ∈ D, m(T ) < − log(4r). On the event {T ∈ D}, let R+ > R− ∈ (0, 1) be
such that R±(1±R±)2 = e
m(T )r, which exist uniquely because em(T )r < 1/4. Then
P[E(r)|FT ] ⋚ 1{T∈D} · P (W1(T ), V1(T ),W2(T ), V2(T );R±). (4.3)
Here and below the symbol ⋚ means that when we choose + and − in the ± on the RHS, the
inequality holds with ≤ and ≥, respectively.
Proof. For j = 1, 2, let τ jr and τ˜
j
r be respectively the first time that ηj and γj visits {|z| ≤ r}.
First, suppose the event E(r) happens. Then γ1 and γ2 do reach {|z| ≤ r}, i.e., τ˜ jr < ∞,
j = 1, 2. By duality of SLE (cf. [8]), the outer boundary of γ1 are two simple curves connecting
a1 with a2, which intersect at a fractal set, and there is a one-to-one correspondence between
the cut-set of γ1 and the intersection of the two simple curves other than a1, a2. Thus, for
j = 1, 2, γj [0, τ˜
j
r ] does not intersect A3−j or disconnect 0 from ∂D; and γ1[0, τ˜
1
r ] ∩ γ2[0, τ˜2r ] = ∅.
The former condition implies that τ˜ jr < Ŝj, and so τ
j
r = vj(τ˜
j
r ) < T̂j ; and the latter implies
that η1[0, τ
1
r ] ∩ η2[0, τ2r ] = ∅. So we get (τ1r , τ2r ) ∈ D. Since D \Kj(τ jr ) ⊃ {|z| < r}, by Koebe’s
1/4 theorem, τ jr ≥ − log(4r) ≥ Tj , j = 1, 2. Since (τ1r , τ2r ) ∈ D and D is an HC region, we get
T ∈ D. Thus, E(r) ⊂ {T ∈ D}.
Now we assume that {T ∈ D} (instead of E(r)) happens. Let γ˜1 denote the part of γ1
between η1(T1) and η2(T2). Let A˜j := Aj ∪ η[0, Tj ], j = 1, 2. Then γ1 ∪A1 ∪A2 = γ˜1 ∪ A˜1 ∪ A˜2.
By Lemma 4.2, u⊗(T ) is an G-stopping time. By Theorem A.1, conditionally on Gu⊗(T ) and the
event {T ∈ D}, γ˜ is a time-change of a chordal SLEκ in D \K(T ) from η1(T1) = γ1(u1(T1)) to
η2(T2) = γ2(u2(T2)). Since the event {T ∈ D} and the random elements D \K(T ) and ηj(Tj),
j = 1, 2, are all FT -measurable, the above statement holds with FT in place of Gu⊗(T ). Since
g(T , ·) is FT -measurable, and sends η1(T1) and η2(T2) respectively to eiW1(T ) and eiW2(T ), we
conclude that, conditionally on FT and the event {T ∈ D}, g(T , γ˜) is a time-change of a chordal
SLEκ in D from e
iW1(T ) to eiW2(T ).
For j = 1, 2, let Aj(T ) be the boundary arc of D connecting e
iV1(T ) and eiV2(T ) which contains
eiWj(T ). Since g(T , ·) sends eiv1 and eiv2 respectively to eiV1(T ) and eiV2(T ), that γ˜1 ∪ A˜1 ∪ A˜2
contains a cut point in {|z| < r} is then equivalent to that g(T , γ˜1) ∪ A1(T ) ∪ A2(T ) has a
cut point contained in g(T , {|z| < r}). Recall that g(T , ·) maps D \K(T ) conformally onto D,
fixes 0, and has derivative em(T ) at 0. By Koebe’s distortion theorem, g(T , {|z| < r}) contains
{|z| < R−} and is contained in {|z| < R+}. Then (4.3) follows immediately.
For z1, z2 ∈ (0, pi), we write P u(z1, zr; r) for P (pi + z1, pi, z2, 0; r). By rotation symmetry, if
v1 − v2 = pi, then P (w1, v1, w2, v2; r) = P u(w1 − v1, w2 − v2; r).
Lemma 4.4. Let p˜Zt (z, z
∗), t ∈ (0,∞), z, z∗ ∈ (0, pi)2, be the transition density given by Lemma
3.13. Let r ∈ (0, 1/4) and t0 ∈ (0,− log(4r)). Let R+, R− ∈ (0, 1) be such that R±(1±R±)2 = et0r.
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Then for any z ∈ (0, pi)2,
P u(z; r) ⋚
∫
(0,pi)2
P u(z∗, R±)p˜
Z
t0(z, z
∗)dz∗. (4.4)
Proof. Fix z = (z1, z2) ∈ (0, pi)2. Let w1 = pi + z1, v1 = pi, w2 = z2, v2 = 0. Then P[E(r)] =
P u(z, r). Since v1−v2 = pi, we may define the curve u = (u1, u2) as in Section 3.3. If u(t0) ∈ D,
then uj(t0) ≤ m(u(t0)) = t0, j = 1, 2. If u(t0) 6∈ D, then t0 ≥ T u and u(t0) = u(T u) =
limt↑Tu u(t) ≤ T u ≤ t0 because for 0 ≤ t < T u, we have u(t) ∈ D, and so uj(t) ≤ t ≤ T u,
j = 1, 2. Thus, in any case we have uj(t0) ≤ t0, j = 1, 2.
Apply Lemma 4.3 to the F-stopping time u(t0). Since m(u(t0)) = t0 when u(t0) ∈ D, the
R± here agree with the R± in Lemma 4.3. From V
u
1 (t0)− V u2 (t0) = pi, we then get
P[E(r)|Fut0 ] ⋚ 1u(t0)∈DP u(Zu1 (t0), Zu2 (t0);R±).
By integration we get
P u(z; r) = P[E(r)] ⋚ E[1u(t0)∈DP
u(Zu(t0);R±)]. (4.5)
Since (ŵ1, ŵ2) follows the law P
c
c, p˜
Z
t (z, z
∗) is the transition density of the process (Zu(t)). So
the density of Zu(t0) is p˜
Z
t0(z, ·), and the RHS of (4.5) agrees the RHS of (4.4).
Let p˜Z∞ be given by (3.34. Define P (r) =
∫
(0,pi)2 P
u(z, r)p˜Z∞(z)dz, r ∈ (0, 1).
Lemma 4.5. We have P (r) = ĉrα0(1 + O(r)) as r ↓ 0, where ĉ ≥ 0 is a constant depending
only on κ, and the implicit constants in O(r) depend only on κ.
Proof. Let r, t0, R± be as in Lemma 4.4. By integrating both sides of (4.4) against p˜
Z
∞(z) and
using (3.35), we get P (r) ⋚ e−α0t0P (R±). Let Q(r) = r−α0P (r). Since
R±
(1±R±)2
= et0r, we get
Q(r) ⋚ (1±R±)2α0Q(R±). (4.6)
Let R ∈ (0, 16 ] and r ∈ (0, R2 ]. Then r < R(1+R)2 < R(1−R)2 < 14 . So there are t+, t− ∈
(0,− log(4r)) such that R
(1±R)2
= et±r. By (4.6) (which does not contain t0),
Q(r) ⋚ (1±R)2α0Q(R), if 0 < r ≤ R/2 < R ≤ 1/6. (4.7)
Thus, for any a ∈ (0, 112 ] and r1, r2 ∈ (0, a], we have (1 + 2a)−2α0Q(r1) ≤ (1 − 2a)−2α0Q(r2).
This implies that limr↓0Q(r) converges. Let the limit be denoted by ĉ, which is nonnegative
and depends only on κ. Letting r ↓ 0 in (4.7), we get Q(R) R ĉ(1 ± R)−2α0 , if R ≤ 1/6. This
immediately implies the conclusion.
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Let C0 = ĉZ. Then C0 is a nonnegative constant depending only on κ. We are now ready
to prove that (4.1) holds for such C0. First suppose v1 − v2 = pi. Then P (w1, v1, w2, v2; r) =
P u(z1, z2; r) and G˜(w1, v1, w2, v2) = G˜
u(z1, z2), where zj = wj − vj . Recall that β0 = 1 − 85κ .
Let R = rβ0. When r is small enough (depending on β0), we may choose t+, t− ∈ (0,− log(4r))
such that R
(1±R)2
= et±r. By (3.36) and Lemmas 4.4 and 4.5,
P u(z; r) ⋚
∫
(0,pi)2
P u(z∗, R)p˜Zt±(z, z
∗)dz∗ = ZG˜u(z)e−α0t±P (R)(1 +O(e(1− 58κ)t±))
= C0G˜
u(z)e−α0t±Rα0(1 +O(R) +O(e(1−
5
8
κ)t±)) = C0G˜
u(z)rα0(1 +O(R) +O(e(1−
5
8
κ)t±)).
Since O(R) = O(e(1−
5
8
κ)t±) = O(rβ0), the above formula implies that
P u(z; r) = C0G˜
u(z)rα0(1 +O(rβ0)), as r ↓ 0. (4.8)
So we have finished the proof of (4.1) in the case v1 − v2 = pi.
Now suppose θ(0) = v1 − v2 < pi. By (3.22), θ is increasing in t2. Let τ2 be the first
t2 ∈ (0, T̂2) such that θ(0, τ2) = pi, if such time exists; otherwise let τ2 = T̂2. From (3.22) and
that m(0, t) = t, we see that cos(θ(0, t)/4) ≤ e−t/2 cos(θ(0)/4) ≤ e−t/2, 0 ≤ t < T̂2. Then
for 0 ≤ t < τ2, t ≤ −2 log cos(θ(0, t)/4) ≤ log(2), which implies that τ2 ≤ log(2). Suppose
r ∈ (0, 1/8). Then τ2 ≤ − log(4r). Let R± ∈ (0, 1) be such that R±(1±R±)2 = eτ2r. Then
R± = e
τ2r(1+O(r)) as r ↓ 0. We now apply Lemma 4.3 to T = (0, τ2). Since θ(0, τ2) = pi when
(0, τ2) ∈ D, using (4.8), we get, as r ↓ 0,
P[E(r)|F(0,τ2)] ⋚ 1{(0,τ2)∈D}P u(Z(0, τ2);R±) = 1{(0,τ2)∈D}P u(Z(0, τ2); eτ2r(1 +O(r)))
= C01{(0,τ2)∈D}e
α0τ2G˜u(Z(0, τ2))r
α0(1 +O(r1−
8
5κ )),
which together with (3.20) implies that
P[E(r)] = C0r
α0(1 +O(r1−
8
5κ ))E[1{(0,τ2)∈D}e
α0m(0,τ2)G˜u(Z(0, τ2))]
= C0r
α0(1 +O(r1−
8
5κ ))E[1{(0,τ2)∈D}M∗→c(0, τ2)
−1]
Since E = Ecc, by Lemmas 3.5 and 3.7,
E[1{(0,τ2)∈D}M∗→c(0, τ2)
−1] =M∗→c(0)
−1Pc∗[(0, τ) ∈ D] =M∗→c(0)−1 = G˜(w1, v1, w2, v2).
The last two displayed formulas together imply that (4.1) holds in the case v1 − v2 < pi.
The case that v1 − v2 > pi can be handled in a similar way. By (3.22), θ is decreasing in t1.
We may apply Lemma 4.3 to T = (τ1, 0), where τ1 is the first t1 ∈ [0, T̂1) such that θ(t1, 0) = pi,
if such time exists; and = T̂1 if otherwise. Thus, (4.1) holds in all cases.
It remains to show that C0 > 0. Suppose C0 = 0. Then for any z0 ∈ D, we have P[Ez0(r)] =
0 when r > 0 is small enough, which implies that a.s. γ1 ∪ A1 ∪A2 does not have a cut point.
However, since κ ∈ (4, 8), γ1 does have a cut point, and when this happens, when can always find
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b1 and b2 in some deterministic countable dense subset of ∂D \ {a1, a2} such that γ1 ∪A1 ∪A2.
This implies that for some choice of b1, b2, the probability that γ1 ∪A1 ∪A2 has a cut point is
positive. The contradiction shows that C0 > 0. The proof is now complete.
Appendices
A Domain Markov Property in Two Directions
Let κ ∈ (0, 8]. In this appendix, we combine the reversibility of chordal SLEκ with the usual
(one-directional) DMP to derive a two-directional DMP.
Let D be a simply connected domain with locally connected boundary. Let a1, a2 be distinct
prime ends of D. For j = 1, 2, let γj be a chordal SLEκ curve inD from aj to a3−j , parametrized
by the capacity viewed from a3−j , such that γ1 and γ2 are time-reversal of each other. Let φ2
be the decreasing auto-homeomorphism of [0,∞] such that γ1 ◦φ2 = γ2. For j = 1, 2 and t ≥ 0,
let Djt be the connected component of D \γj [0, t], which shares the prime end a3−j with D. We
may view γj(t) as a prime end of D
j
t . Let D12 = {(t1, t2) ∈ R2+ : γ3−j(t3−j) 6∈ γj [0, tj ], j = 1, 2}.
For j = 1, 2, let Gj be the R+-indexed filtration generated by γj . Let G be the separable R2+-
indexed filtration generated by G1 and G2, and G be the right-continuous augmentation of G.
We are going to prove the following theorem, which was used in Lemma 4.3.
Theorem A.1. If T = (T1, T2) is an G-stopping time, then conditionally on GT and the event
{T ∈ D12}, γ1|[T1,φ2(T2)] is a time-change of a chordal SLEκ curve from the prime end γ1(T1)
to the prime end γ2(T2) in the connected component DT of D \
⋃
j∈{1,2} γj [0, Tj ] which shares
the prime end γj(Tj) with D
j
Tj
for j = 1, 2.
Remark A.2. A more specific statement of the theorem is the following. The event {T ∈ D12}
is GT -measurable, and on this event, there are
• an GT -measurable conformal map hT from H into D with continuation to H# such that
a.s. hT (H) is the connected component of D \
⋃
j∈{1,2} γj[0, Tj ] which shares the prime
end γj(Tj) with D
j
Tj
for j = 1, 2, and hT sends 0 and ∞ respectively to the prime ends
γ1(T1) and γ2(T2),
• a standard chordal SLEκ curve βT1 conditionally independent of GT , and
• an increasing homeomorphism uT1 from [0,∞] onto [T1, φ2(T2)],
such that γ1 ◦ uT1 = hT ◦ βT1 a.s. on {T ∈ D∩}.
The random curve β
T
1 is only defined on the event {T ∈ D12}. By saying that βT1 is a
standard chordal SLEκ curve conditionally independent of GT , we mean that under the new
probability measure P[·|{T ∈ D12}], where P is the original underlying probability measure, βT1
has the law of a standard chordal SLEκ curve, and is independent of GT .
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Remark A.3. Theorem A.1 may sound obvious to many researchers in the field. That is
why we put it in the appendix. However, we could not find a reference for this result. For
its application in Lemma 4.3, we only need a weaker result, in which D12 is replaced by D =
{(t1, t2) ∈ R2+ : γ1[0, t1]∩γ2[0, t2] = ∅}, which is different from D12 in the case κ ∈ (4, 8]. In fact,
some extra care will be taken to take care of the intersection case in Lemmas A.12-A.14. The
strongest possible form of the theorem is when D12 is replaced by {(t1, t2) ∈ R2+ : t1 < φ2(t2)}.
In that case, DT may not share the prime end η1(T1) or η2(T2).
Remark A.4. The argument can be easily extended to any commuting pair of SLE-type curves.
Taking the η1 and η2 in Proposition 3.1 for example, we have the following result. Let D be
as defined in Section 3.1. Let F j be the R+-indexed filtration generated by ηj , j = 1, 2, and
let F be the right-continuous augmentation of the separable R2+-indexed filtration generated
by F1 and F2. Then for any F -stopping time T = (T1, T2), conditionally on FT and {T ∈ D},
for j = 1, 2, the g(T , ·)-images of ηj(Tj + ·) is a time-change of a radial SLEκ(2, ρ) curve in D
started from eiWj(T ) aimed at 0 with force points eiW3−j(T ), eiV1(T ), . . . , eiVm(T ). In addition, we
claim that the two new curves η̂1 and η̂2 commute in the same way as in Proposition 3.1. Here
is a sketchy argument. Let the natural filtrations generated by η̂j be denoted by F̂j , j = 1, 2.
Suppose τ2 is an F̂2-stopping time. Let T ′ := (T1, T2 + τ2). Then g(T ′, ·) = ĝ2(τ2, ·) ◦ g(T , ·),
T ′ is an F -stopping time, and conditioning on FT ′ is equivalent to conditioning first on FT
and then on F˜2τ2 . Thus, if we condition on F˜2τ2 , then ĝ2(τ2, η̂1(T1 + ·)) = ĝ(T ′, η1(T1 + ·)) is a
time-change of a radial SLEκ(2, ρ) curve in D started from e
iW1(T
′) aimed at 0 with force points
eiW2(T
′), eiV1(T
′), . . . , eiVm(T
′). A similar result holds with indices “1” and “2” switched.
By conformal invariance, it suffices to work on standard chordal SLEκ curves. Let J(z) =
−1/z. By reversibility of chordal SLEκ, there are two standard chordal SLEκ curves η1 and η2,
and a decreasing auto-homeomorphism φ2 of [0,∞] such that η1 ◦ φ2 = J ◦ η2. For j = 1, 2,
let ŵj be the chordal Loewner driving function for ηj , and let K
j
t , 0 ≤ t < ∞, be the chordal
Loewner hulls driven by ŵj . For j = 1, 2 and t ≥ 0, let gjt = gKjt ,ηj(t), f
j
t = (g
j
t )
−1, ηJj = J ◦ ηj ,
f j,Jt = J ◦ f jt ◦ J , and Kj,Jt = J(Kjt ). For each j ∈ {1, 2} and t ≥ 0, we also view ηj(t) and
ηJj (t) as prime ends of H \Kjt and H \Kj,Jt , respectively. For j = 1, 2, let F j be the filtration
generated by ŵj . Let F be the separable R2+-indexed filtration generated by F1 and F2, and
F be the right-continuous augmentation of F . Let Dj = {(t1, t2) ∈ R2+ : ηJ3−j(t3−j) 6∈ ηj [0, tj ]},
j = 1, 2, and D12 = D1 ∩ D2. Theorem A.1 then follows from the following lemma.
Lemma A.5. Let T = (T1, T2) be an F-stopping time. Then the event {T ∈ D∩} ∈ FT , and
on this event there are
• an FT -measurable random conformal map fT from H into H with continuation to H#
such that a.s. fT (H) is the connected component of H \ (η1[0, T1]∪ ηJ2 [0, T2]) which shares
the prime end η1(T1) and η
J
2 (T2) respectively with H \K1T1 and H \K
2,J
T2
, and fT sends 0
and ∞ to the prime ends η1(T1) and ηJ2 (T2), respectively,
• a standard chordal SLEκ curve ζT1 conditionally independent of FT , and
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• an increasing homeomorphism uT1 from [0,∞] onto [T1, φ2(T2)],
such that η1 ◦ uT1 = fT ◦ ζT1 a.s. on {T ∈ D∩}.
The rest of the appendix is devoted to the proof of Lemma A.5. We first review some
topology on domains and H-hulls. The following is well known (cf. [16, Proposition 2.3]).
Proposition A.6. If K is an H-hull with K ⊂ {|z−x0| ≤ r} for some x0 ∈ R and r > 0, then
|gK(z)− z| ≤ 3r for any z ∈ C \Kdoub.
For a nonempty H-hull K, we write aK = min(K ∩ R), bK = max(K ∩ R), BK = [aK , bK ],
and Kdoub = K ∪ {z : z ∈ K} ∪ BK . For K ⊂ L ∈ H with L 6= ∅, by Schwarz reflection
principle, gK extends to a conformal map from C \ (Kdoub ∪BL) conformally onto C \ [cLK , dLK ]
for some cLK < d
L
K ∈ R. We write SLK for [cLK , dLK ], and SK and [cK , dK ] for [cKK , dKK ]. Then gK
maps (−∞, aK) and (bK ,∞) respectively onto (−∞, cK) and (dK ,∞), and satisfies that
gK(x) < x, ∀x ∈ (−∞, aK); gK(x) > x, ∀x ∈ (bK ,∞). (A.1)
Let fK = g
−1
K . Then fK : H
Conf
։ H \K and fK : C \ SK
Conf
։ C \Kdoub.
Definition A.7. Let (Dn)n∈N and D be domains in C. We say that (Dn) converges to D in
the Carathe´odory topology, and write Dn
Cara−→ D, if
(i) for every compact set K ⊂ D, there exists n0 ∈ N such that K ⊂ Dn if n ≥ n0;
(ii) for every z0 ∈ ∂D there exists zn ∈ ∂Dn for each n such that zn → z0.
Let (Dn) and D be as in the definition. Suppose fn : Dn → C and f : D → C. By fn l.u.−→ f
in D we mean that fn converges to f locally uniformly in D, i.e., uniformly on every compact
subset of D. The following is [22, Lemma 5.1].
Proposition A.8. Let Dn, n ∈ N, and D be domains in C such that Dn Cara−→ D. Let fn :
Dn
Conf
։ En for some domain En ⊂ C, n ∈ N. Suppose fn l.u.−→ f in D for some nonconstant
f : D → C. Then f is a conformal map, En Cara−→ f(D), and f−1n l.u.−→ f−1 in f(D).
Let H denote the space of H-hulls. One may define a metric dH on H such that Kn → K
w.r.t. dH iff fKn
l.u.−→ fK in H. By Proposition A.8, this implies that H \Kn Cara−→ H \K. For
any H-hull K, let H(K) = {L ∈ H : L ⊂ K}. The following is [22, Lemma 5.4 (i)].
Proposition A.9. For any K ∈ H with K 6= ∅, H(K) is compact w.r.t. dH. This means
that every sequence (Kn) in H(K) contains a convergent subsequence w.r.t. dH with limit in
H(K). Moreover, if Kn → K0 in H(K), then fKn l.u.−→ fK0 in C \ SK , C \ (Kdoubn ∪ BK) Cara−→
C \ (Kdoub0 ∪BK), and gKn l.u.−→ gK0 in C \ (Kdoub0 ∪BK).
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Let P denote the space of pairs (K, p), where K is an H-hull, and p is a prime end of H \K
other than ∞. Note that gK(p) ∈ R for (K, p) ∈ P. Equip P with the metric
dP ((K1, p1), (K2, p2)) = dH(K1,K2) + |gK1(p1)− gK2(p2)|.
For (K, p) ∈ P, let gK,p = gK − gK(p) and fK,p = g−1K,p. If (Kn, pn) → (K, p) w.r.t. dP , then
gKn,pn
l.u.−→ gK,p in H \K and fKn,pn l.u.−→ fK,p in H. For a nonempty H-hull L, let P(L) denote
the set of (K, p) ∈ P such that K ∈ H(L), and p 6∈ (−∞, aL)∪ (bL,∞). Then gK(p) ∈ SLK . Let
SLK,p = S
L
K − gK(p). Then 0 ∈ SLK,p and gK,p : C \ (Kdoub ∪BL)
Conf
։ C \ SLK,p.
The following example is important. Suppose Kt, 0 ≤ t < T , are chordal Loewner hulls
driven by ŵ. For 0 ≤ t < T , let pt be the prime end g−1Kt (ŵ(t)) of H \ Kt. Then (Kt, pt),
0 ≤ t < T , is a continuous curve in P. The corresponding maps gKt,pt and fKt,pt are called
centered Loewner maps in the literature.
Let Ξ denote the set of pairs (L1, L2) ∈ H2 such that Lj contains a neighborhood of 0 in
H, j = 1, 2, and dist((L1)doub, J((L2)doub)) > 0. For each L = (L1, L2) ∈ Ξ, let PP(L) =
P(L1) × P(L2). Let PP = ⋃L∈Ξ PP(L). Suppose (K1, p1;K2, p2) ∈ PP . Define HK1;K2 =
H \ (K1 ∪ J(K2)). Then HK1;K2 is simply connected and shares the prime ends p1 and J(p1)
respectively with H \K1 and H \ J(K2). Let gJK2,p2 = J ◦ gK2,p2 ◦ J and fJK2,p2 = (gJK2,p2)−1.
Let K˜1, p˜1 be respectively the g
J
K2,p2
-images of K1, p1. Since g
J
K2,p2
: HK1;K2
Conf
։ H \ K˜1,
we see that H \ K˜1 is also simply connected. Since J(p2) is a prime end of HK1,K2 bounded
away from K1, and is sent to ∞ by gJK2,p2 , we see that H \ K˜1 shares the prime end ∞
with H. Thus, K˜1 ∈ H. Since p1 and J(p2) are distinct prime ends of HK1,K2 , we have
p˜1 = g
J
K2,p2
(p1) 6= gJK2,p2(J(p2)) =∞ in terms of prime ends. So (K˜1, p˜1) ∈ P.
Lemma A.10. Let (L1, L2) ∈ Ξ. For j = 1, 2, let (Kjn, pjn), n ∈ N, be a convergent sequence
in P(Lj) with limit (Kj∞, pj∞) ∈ P(Lj). For n ∈ N := N ∪ {∞}, let K˜1n, p˜1n be respectively the
gJK2n,p2n
-images of K1n, p
1
n. Then (K˜
1
n, p˜
1
n)→ (K˜1∞, p˜1∞) w.r.t. dP , gK˜1n
l.u.−→ g
K˜1∞
in C\((K˜1∞)doub∪
gJK2∞,p2∞
(BL1), and g
−1
K˜1n
l.u.−→ g−1
K˜1∞
in C \ (S
K˜1∞
∪ g
K˜1∞
◦ gJK2∞,p2∞(BL1)).
Proof. From Kjn → Kj∞, j = 1, 2, we know that HK1n;K2n
Cara−→ HK1∞;K2∞ . Since gJK2n,p2n
l.u.−→ gJK2∞,p2∞
in HK1∞,K2∞, by Proposition A.8, H\K˜1n
Cara−→ H\K˜1∞. Let Λ = Λ(L1, L2) ∈ (0,∞) be the extremal
distance between (L2)doub and J((L1)doub). Then for any n ∈ N, the extremal distance (cf.
[1]) between (K2n)
doub ∪ BL2 and J((K1n)doub ∪ BL1) is at least Λ. By conformal invariance,
the extremal distance between SL
2
K2n,p
2
n
and gK2n,p2n ◦ J((K1n)doub) is at least Λ. Since SL
2
K2n,p
2
n
contains 0 and has length ≥ bL2 − aL2 > 0 by (A.1), there is r = r(L1, L2) > 0 such that
dist(0, gK2n,p2n ◦ J(K1n)) ≥ r, which implies that K˜1n ⊂ {|z| ≤ 1/r}. By Proposition A.9, {K˜1n} is
pre-compact. Since H \ K˜1n Cara−→ H \ K˜1∞, we get K˜1n → K˜1∞.
For each n ∈ N, gn := gK˜1n◦g
J
K2n,p
2
n
◦fK1n is a conformal map from C\(SK1n∪gK1n◦J((K2n)doub))
onto C \ (SK˜1n ∪ gK˜1n ◦ J(SK2n)), and maps a neighborhood of SK1n to a neighborhood of SK˜1n .
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By Schwarz reflection principle, it extends to a conformal map on C \ gK1n ◦ J((K2n)doub), and
maps SK1n onto SK˜1n
. From K1n → K1∞, K˜1n → K˜1∞ and (K2n, p2n) → (K2∞, p2∞), we know that
gn
l.u.−→ g0 in C \ (SL1K∞1 ∪ gK1∞ ◦ J((K
2
∞)
doub)). By maximum principle, we get gn
l.u.−→ g0 in
C \ gK1∞ ◦ J((K2∞)doub). Since gK˜1n(p˜
1
n) = gn ◦ gK1n(p1n) for n ∈ N, and gK1n(p1n) → gK1∞(p1∞) ∈
C \ gK1∞ ◦ J((K2∞)doub), we get gK˜1n(p˜
1
n)→ gK˜1∞(p˜
1
∞). Thus, (K˜
1
n, p˜
1
n)→ (K˜1∞, p˜1∞).
Since K1n → K1∞ in H(L1), we get C \ ((K1n)doub ∪ BL1) Cara−→ C \ ((K1∞)doub ∪ BL1). By
Proposition A.8, we get C \ ((K˜1n)doub ∪ gJK2n,p2n(BL2))
Cara−→ C \ ((K˜1∞)doub ∪ gJK2∞,p2∞(BL1)). From
the last paragraph, we know that there is R ∈ (0,∞) such that K˜1n ⊂ {|z| < R} for all
n ∈ N. By Proposition A.6, |gK˜1n(z) − z| ≤ 3R for all n ∈ N and z ∈ C \ (K˜
1
n)
doub. Thus,
any sequence of {gK˜1n} contains a further subsequence, which converges locally uniformly in
C\((K˜1∞)doub∪gJK2∞,p2∞(BL1)). The limit must be gK˜1∞ since we already know that gK˜1n
l.u.−→ g
K˜1∞
in H \ K˜1∞. So we get {gK˜1n}
l.u.−→ g
K˜1∞
in C \ ((K˜1∞)doub ∪ gJK2∞,p2∞(BL1)). By Proposition A.8,
g−1
K˜1n
l.u.−→ g−1
K˜1∞
in g
K˜1∞
(C \ ((K˜1∞)doub ∪ gJK2∞,p2∞(BL1))) = C \ (SK˜1∞ ∪ gK˜1∞ ◦ g
J
K2∞,p
2
∞
(BL1))).
If η(t), 0 ≤ t < T , is a continuous curve in H, and there are a continuous function ŵ on
[0, T ) and a continuous and strictly increasing function u on [0, T ) with u(0) = 0, such that
η ◦ u−1(t), 0 ≤ t < u(T ), is the chordal Loewner curve driven by ŵ ◦ u−1, then we say that η is
a chordal Loewner curve with speed du driven by ŵ. For each 0 ≤ t < T , we also understand
η(t) as the prime end g−1η[0,t](ŵ(t)) of H \Hull(η[0, t]). The following proposition is well known,
and we omit its proof.
Proposition A.11. Suppose η(t), 0 ≤ t < T , is a chordal Loewner curve. Let I be an open
real interval, which contains η∩R. Let U be a subdomain of H, which is a neighborhood of I in
H, and contains
⋃
0≤t<T Hull(η[0, t]). Let ψ be a conformal map from U into H, which extends
continuously to U ∪ I, and maps I into R. Then ψ ◦ η(t), 0 ≤ t < T , is a chordal Loewner
curve with some speed, and for each t ∈ [0, T ), ψ sends the prime end η(t) of U \ Hull(η[0, t])
to the prime end ψ ◦ η(t) of ψ(U) \Hull(ψ ◦ η[0, t]).
Now we come back to the proof of Lemma A.5. Fix t2 ≥ 0. By DMP of SLE, conditionally
on F2t2 , η2(t2+ ·) is a chordal SLEκ in H \K2t2 from η2(t2) to ∞. So there is a standard chordal
SLEκ curve η
t2+
2 independent of F2t2 such that a.s. η2(t2 + ·) = f2t2 ◦ ηt2+2 . The ηt2+2 is driven
by ŵt2+2 := ŵ2(t2 + ·) − ŵ2(t2). Let K2,t2+t = Hull(ηt2+2 [0, t]) and g2,t2+t = gK2,t2+t ,ηt2+2 (t). Then
f2t2 = f
2
t2+t ◦ g2,t2+t , t ≥ 0.
Since η1(t), 0 ≤ t ≤ φ2(t2), is a time-reversal of ηJ2 (t), t2 ≤ t ≤ ∞, by reversibility of SLEκ,
conditionally on F2t2 , η1(t), 0 ≤ t ≤ φ2(t2), is a time-change of a chordal SLEκ in H \ K2,Jt2
from 0 to ηJ2 (t2). Since f
2,J
t2 : (H; 0,∞)
Conf
։ (H \ K2,Jt2 ; 0, ηJ2 (t2)), there is a standard chordal
SLEκ curve ζ
t2
1 independent of F2t2 , and an increasing homeomorphism ut21 from [0, φ2(t2)] onto
[0,∞], such that a.s. η1 = f2,Jt2 ◦ ζt21 ◦ ut21 on [0, φ2(t2)]. Let v̂t21 be the driving function for ζt21 .
Let ηt21 = ζ
t2
1 ◦ ut21 and ŵt21 = v̂t21 ◦ ut21 . Then ηt21 is a chordal Loewner curve with speed dut21
driven by ŵt21 , and a.s. η1 = f
2,J
t2 ◦ ηt21 on [0, φ2(t2)].
Lemma A.12. The functions ηt21 (t1), u
t2
1 (t1), ŵ
t2
1 (t1) all have continuous versions on D1 =
{(t1, t2) : ηJ2 (t2) 6∈ η1[0, t1]}. More specifically, there are continuous processes η∗1 : D1 → H,
u∗1 : D1 → R+ and ŵ∗1 : D1 → R such that for any t2 ∈ R+, η∗1(·, t2) is the chordal Loewner curve
with speed du∗1(·, t2) driven by ŵ∗1(·, t2); and a.s. η∗1(·, t2) = ηt21 , u∗1(·, t2) = ut21 , ŵ∗1(·, t2) = ŵt21 .
Moreover, a.s. η1(t1) = f
2,J
t2 ◦ η∗1(t1, t2) for any (t1, t2) ∈ D1.
Proof. Let A denote the set of triples (t01; t02, t12), where t01, t02, t12 ∈ Q+ and t02 < t12. For each
v = (t01; t
0
2, t
1
2) ∈ A, define Rv = [0, t01]× [t02, t12] and Ev = {Rv ⊂ D1}. Then D1 is the union of
Rv over those v ∈ A such that Rv ⊂ D1. To prove the lemma, it suffices to prove that for every
v ∈ A, the lemma holds on the event Ev with Rv in place of D1.
Fix v = (t01; t
0
2, t
1
2) ∈ A. Let ∆t2 = t12 − t02. Suppose Ev happens. Then ηJ2 [t02, t12] ∩
η1[0, t
0
1] = ∅. Since ηJ2 [t02, t12] = f2,Jt02 ◦ J ◦ η
t02+
2 [0,∆t2] and η
1[0, t01] = f
2,J
t02
◦ ηt021 [0, t01], we get
(J ◦ ηt02+2 [0,∆t2]) ∩ ηt21 [0, t01] = ∅. Since both ηt21 and ηt
0
2+
2 start from 0, we can find a (random)
pair L = (L1, L2) ∈ Ξ such that K1,t02
t01
⊂ L1 and K2,t02+∆t2 ⊂ L2. Then (K
1,t02
t1 , η
t02
1 (t1)), 0 ≤ t1 ≤ t01,
and (K
2,t02+
t2 , η
t02+
2 (t2)), 0 ≤ t2 ≤ ∆t2, are respectively continuous curves in P(L1) and P(L2).
Let t2 ∈ [t02, t12]. Let g2,t
0
2+,J
t2−t02
= J ◦ g2,t02+
t2−t02
◦ J . We have a.s., for all t1 ∈ [0, t01],
f2,Jt2 ◦ ηt21 (t1) = η1(t1) = f2,Jt02 ◦ η
t02
1 (t1) = f
2,J
t2 ◦ g
2,t02+,J
t2−t02
◦ ηt021 (t1),
which implies that a.s. for all t1 ∈ S1 := [0, t01] ∩ (ηt
0
2
1 )
−1(H), ηt21 (t1) = g
2,t02+,J
t2−t02
◦ ηt021 (t1). Since
S1 is dense in [0, t
0
1], both η
t2
1 and η
t02
1 are continuous on [0, t
0
1], and g
2,t02+,J
t2−t02
is continuous on
H \ J(K2,t02+
t2−t02
) ⊃ H \ J(L2) ⊃ L1 ⊃ ηt021 [0, t01], we get a.s. ηt21 = g2,t
0
2+,J
t2−t02
◦ ηt021 on [0, t01].
Define η∗1 and u
∗
1 by η
∗
1(t1, t2) = g
2,t02+,J
t2−t02
◦ ηt021 (t1) and u∗1(t1, t2) = hcap2(η∗1([0, t1], t2)) for
(t1, t2) ∈ Rv. Then η∗1 and u∗1 are continuous on Rv by Proposition A.9. By the last paragraph,
for any t2 ∈ [t02, t12], a.s. η∗1(·, t2) = ηt21 and η1 = f2,Jt2 ◦ η∗1(·, t2) on [0, t01]. So η∗1 and u∗1 are
continuous versions of ηt21 (t1) and u
t2
1 (t1) on Rv. By the continuity of η1, η
∗
1 , and f
2,J
t2 , we then
get a.s. η1(t1) = f
2,J
t2 ◦ η∗1(t1, t2) for any (t1, t2) ∈ Rv. By Proposition A.11 η∗1(·, t2) is a chordal
Loewner curve with speed du∗1(·, t2). Define ŵ∗1 : Rv → R such that for every t2 ∈ [t02, t12],
ŵ∗1(·, t2) is the driving function for η∗1(·, t2). For any t2 ∈ [t02, t12], since a.s. η∗1(·, t2) = ηt21 on
[0, t01], and ŵ
t2
1 is the driving function for η
t2
1 , we find that a.s. ŵ
∗
1(·, t2) = ŵt21 on [0, t01]. It
remains to prove that ŵ∗1 is a.s. continuous on Rv.
From η1 = f
2,J
t2 (η
∗
1(·, t2)) = f2,Jt02 (η
∗
1(·, t02)), we get η∗1(·, t2) = g2,t
0
2+,J
t2−t02
◦ η∗1(·, t02). For t =
(t1, t2) ∈ Rv, let K1,t2t1 = Hull(η∗1([0, t1], t2)). Then we have K1,t2t1 = g
2,t02+,J
t2−t02
(K
1,t02
t1 ) and ŵ
∗
1(t) =
33
g
K
1,t2
t1
(η∗1(t)), where η
∗
1(t) is treated as a prime end of H \K1,t2t1 . Define
Gt := gK1,t2t1
◦ g2,t02+,J
t2−t02
◦ g−1
K
1,t0
2
t1
: H \ g
K
1,t02
t1
◦ J(K2,t02+
t2−t02
)
Conf
։ H,
which extends to a conformal map fromC\g
K
1,t0
2
t1
◦J((K2,t02+
t2−t02
)doub), which contains ŵ∗1(t
0
1, t2), into
C. From ŵ∗1(t) = gK1,t2t1
(η∗1(t)), ŵ
∗
1(t1, t
0
2) = g
K
1,t0
2
t1
(η∗1(t1, t
0
2)), and η
∗
1(·, t2) = g2,t
0
2+,J
t2−t02
◦ η∗1(·, t02),
we get w∗1(t) = Gt(w
∗
1(t1, t
0
2)). Since w
∗
1(·, t02) = wt
0
2
1 , which is continuous in t1, to show that w
∗
1
is continuous in t, it suffices to show that Gt(x) is jointly continuous in t and x on a domain
that contains {(t, x) : t ∈ Rv, x ∈ SK1,t2t1 }.
Since Gt is a conformal map for each t ∈ v, to prove the joint continuity, by maximum
principle, it suffices to show that, for any fixed t∞ = (t∞1 , t
∞
2 ) ∈ Rv, there is a Jordan curve
ξ, whose interior domain contains S
K
1,t0
2
t∞
1
, and is contained in C \ g
K
1,t0
2
t1
◦ J((K2,t02+
t2−t02
)doub), such
that as Rv ∋ tn → t∞, Gtn → Gt∞ uniformly on ξ. To choose such ξ, we may first find a
Jordan curve ξ′, which separates (L1)doub from J((L2)doub), and then let ξ = g
K
1,t0
2
t1
(ξ′). If
Rv ∋ tn → t∞, then we use Lemma A.10 to conclude that Gtn → Gt∞ uniformly on ξ.
By discarding a null event we may assume that η1(t1) = f
2,J
t2 ◦η∗1(t1, t2) for every (t1, t2) ∈ D1.
For t = (t1, t2) ∈ D1, let K1,t2t1 = Hull(η∗1([0, t1], t2)), f1,t2t1 = fK1,t2t1 ,ηt21 (t1), and f
1
t = f
2,J
t2 ◦ f1,t2t1 .
It is clear that {t ∈ D1} = {ηJ2 (t2) 6∈ η1[0, t1]} ∈ Ft, and f2,Jt2 is F2t2 -measurable. Since η∗1(t, t2),
0 ≤ t ≤ t1, are determined by η1|[0,t1] and η2|[0,t2], f1,t2t1 defined on the event {t ∈ D1} is
Ft-measurable, and so is f1t = f2,Jt2 ◦ f1,t2t1 . Since η∗1 is continuous on D1, by Proposition A.9,
(t1, t2; z) 7→ f1,t2t1 (z) is jointly continuous on D1×H. Since the same is obviously true for f2,Jt2 (z),
f1t (z) is also jointly continuous on D1 ×H.
Lemma A.13. (i) For every t = (t1, t2) ∈ D1, f1t is a conformal map on H, has continuation
on H
#
, and maps 0 and ∞ respectively to the points η1(t1) and ηJ2 (t2). Moreover, f1t (H)
is the connected component of H \ (η1[0, t1] ∪ ηJ2 [0, t2]) which shares the prime end ηJ2 (t2)
with H \K2,Jt2 ; and f1t sends the prime end ∞ to the prime end ηJ2 (t2).
(ii) If t = (t1, t2) ∈ D12, then besides the results in (i), f1t (H) also shares the prime end η1(t1)
with H \K1t1 , and f1t sends the prime ends 0 to the prime end η1(t1).
Proof. (i) Let t = (t1, t2) ∈ D1. Since f2,Jt2 and f1,t2t1 are both conformal maps from H into H,
and have continuation on H
#
, the same is true for f1t = f
2,J
t2 ◦ f1,t2t1 . Since f1,t2t1 (0) = η∗1(t),
we get f1t (0) = f
2,J
t2
◦ η∗1(t) = η1(t1). Since f1,t2t1 (H) = H \K1,t2t1 is a connected component of
34
H \ η∗1([0, t1], t2), f1t (H) is a connected component of f2,Jt2 (H) \ f2,Jt2 ◦ η∗1([0, t1], t2) = H \ (K2,Jt2 ∪
η1[0, t1]), which is also a connected component of H \ (ηJ2 [0, t2] ∪ η1[0, t1]).
Since f1,t2t1 (H) = H \K1,t2t1 is the connected component of H \ η∗1([0, t1], t2) that shares the
prime end ∞ with H, we see that f1t (H) = f2,Jt2 (H \K1,t2t1 ) is contained in and shares the prime
end f2,Jt2 (∞) = ηJ2 (t2) with f2,Jt2 (H) = H \ J(K2t2). Moreover, in terms of prime ends, we have
f1t (∞) = J ◦ f2t2 ◦ J ◦ f1,t2t1 (∞) = J ◦ f2t2 ◦ J(∞) = J ◦ f2t2(0) = ηJ (t2).
So the continuation of f1t on H
#
maps ∞ to the point ηJ(t2).
(ii) Suppose now t ∈ D12. Then η1(t1) 6∈ ηJ2 [0, t2]. So there is a connected component of
H \ (η1[0, t1] ∪ ηJ2 [0, t2]), which is contained in and shares the prime end η1(t1) with H \K1t1 .
Let the domain be denoted by D1t . There is δ > 0 such that η1[t1, t1 + δ] ∩ ηJ2 [0, t2] = ∅. Let
S = {t ∈ [t1, t1 + δ] : η1(t) ∈ H \ K1t1}. Then η1(S) ⊂ D1t , and S is dense in [t1, t1 + δ].
Since η1 = f
2,J
t2 ◦ η∗1(·, t2), we get η∗1(S, t2) ⊂ H \ η∗1([0, t1], t2), which implies that η∗1(S, t2) ⊂
H \ K1,t2t1 = f1,t2t1 (H). So η1(S) ⊂ f2,Jt2 ◦ f1,t2t1 (H) = f1t (H). Now f1t (H) and Dt are both some
connected component of H \ (η1[0, t1] ∪ ηJ2 [0, t2]), and have nonempty intersection: η1(S). So
they must agree. Thus, f1t (H) is contained in and shares the prime end η1(t1) with H \K1t1 .
As t ↓ t1 along S, η∗1(t, t2) and η1(t) = f2,Jt2 ◦ η∗1(t, t2) respectively approach the prime ends
η∗1(t1, t2) of H \ K1,t2t1 and η1(t1) of D1t . So f2,Jt2 sends the prime end η∗1(t) to the prime end
η1(t1). Thus, in terms of prime ends, f
1
t (0) = f
2,J
t2 ◦ f1,t2t1 (0) = f2,Jt2 (η∗1(t)) = η1(t1).
Lemma A.14. For any F-stopping time T , the event {T ∈ D1} is FT -measurable, and f1T is
an FT -measurable random conformal map defined on the event {T ∈ D1}.
Proof. Let T = (T1, T2). For each n ∈ N, define T ⌊n⌋ = (2−n⌊2nT1⌋, 2−n⌊2nT2⌋) and T n =
T ⌊n⌋ + (2−n, 2−n). Then T ⌊n⌋ ≤ T ≤ T n, Tn is an FT -stopping time, T ⌊n⌋ ↑ T , and Tn ↓ T .
For each n ∈ N and t ∈ (2−nN)2, by Proposition 2.5
{[T ⌊n⌋, T n] ⊂ D1} ∩ {T n = t} = {[t− (2−n, 2−n), t] ⊂ D1} ∩ {T n = t} ∈ Ft ∩ {T n = t} ⊂ FTn .
Here we use the fact that for any (s1, s2) ≤ (t1, t2) ∈ R2+,
{[(s1, s2), (t1, t2)] ⊂ D1} = {ηJ2 [s2, t2] ∩ η1[0, t1] = ∅} ∈ F(t1,t2).
Thus, {[T ⌊n⌋, T n] ⊂ D1} =
⋃
t∈(2−nN)2({[T ⌊n⌋, T n] ⊂ D1}∩{T n = t}) ∈ FTn . Similarly, for each
t ∈ (2−nN)2, f1Tn restricted to {T n ∈ D1}∩{T n = t} is measurable w.r.t. Ft ∩{T n = t} ⊂ FTn ,
and so f1Tn is FTn-measurable on {T n ∈ D1}.
Since D1 is open, by Proposition 2.9, {T ∈ D1} =
⋂
n{[T ⌊n⌋, T n] ⊂ D1} ∈ FTn . We also
have {T ∈ D1} ⊂ lim inf{T n ∈ D1}. Since ft(z) is jointly continuous on D1 × H, we find that
f1Tn
l.u.−→ f1T in H on {T ∈ D1}. By Proposition 2.9, f1T is FT -measurable.
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Proof of Lemma A.5. By Lemma A.14, {T ∈ D1} ∈ FT and f1T is FT -measurable. Symmetri-
cally, {T ∈ D2} ∈ FT . So {T ∈ D12} ∈ FT . We are going to show that Proposition A.5 holds
with fT = f
1
T = f
2,J
T2
◦ f1,T2T1 . We first consider four special cases. In the first three cases we
prove a stronger result, where {T ∈ D12} is replaced by a bigger event {T ∈ D1}.
Case 1. The T is a deterministic point t = (t1, t2) ∈ R2+. We prove Case 1 in two steps.
Step 1. We prove that the statement holds with F replaced by F (without right-continuous
augmentation). We write E for {t ∈ D1}.
Recall that ζt21 is a standard chordal SLEκ curve independent of F1t2 , ut21 is an increasing
homeomorphism from [0, φ2(t2)] onto [0,∞], and η1 = f2,Jt2 ◦ ζ1t2 ◦ u1t2 on [0, φ2(t2)]. Let F1,t2
be the usual augmentation of the filtration (σ(ζt21 (s) : s ≤ t) ∨ F2t2)t≥0. We extend ut21 from
[0, φ2(t2)) to [0,∞] such that it equals∞ on [φ2(t2),∞]. For any a ≥ 0, ut21 (t1) ≤ a is equivalent
to that hcap2(f
2,J
t2 ◦ ζt21 [0, a]) ≥ t. Thus, ut21 (t1) is an F1,t2-stopping time. Applying the usual
DMP to the standard chordal SLEκ curve ζ
t2
1 at the time u
t2
1 (t1), we get a standard chordal
SLEκ curve ζ
t
1 defined on the event E, which is conditionally independent of F1,t2ut21 (t1), such that
ζt21 (u
t2
1 (t1) + ·) = f1,t2t1 ◦ ζ
t
1 a.s on E. Here we use the definition of f
1,t2
t1 and the fact that a.s.
η∗1(t, t2) = η
t2
1 (t) = ζ
t2
1 (u
t2
1 (t)), 0 ≤ t ≤ t1. Let ut1 = (ut21 )−1(ut21 (t1)+·). Then ut1 is an increasing
homeomorphism from [0,∞] onto [t1, φ2(t2)]. Combining f1t = f2,Jt2 ◦ f1,t2t1 , η1 = f2,Jt2 ◦ ζt21 ◦ ut21
and ζt21 (u
t2
1 (t1) + ·) = f1,t2t1 ◦ ζ
t
1, we get η1 ◦ ut1 = f1t ◦ ζt1 a.s. on E.
Note that Ft restricted to E is contained in F1,t2
u
t2
1 (t1)
because F2t2 ⊂ F1,t2ut21 (t1), and for 0 ≤ t ≤
t1, η1(t) = f
2,J
t2 ◦ ζt21 ◦ut21 (t). Since given E, ζ
t
1 is conditionally independent of F1,t2ut21 (t1), it is also
conditionally independent of Ft. So we have finished Step 1 of Case 1.
Before working on Step 2, we make the following observation. Let Ω1 = {(u∗1(t1, t2), t2) :
(t1, t2) ∈ D1}. Define u∗−11 , ζ∗1 , v̂∗1 on Ω1 such that for any t2 ∈ R+, u∗−11 (·, t2) = u∗1(·, t2)−1,
ζ∗1 (·, t2) = η∗1(u∗−11 (·, t2), t2), and v̂∗1(·, t2) = ŵ∗1(u∗−11 (·, t2), t2). Then ζ∗1 , v̂∗1 are respectively the
continuous versions of ζt21 (t1), v̂
t2
1 (t1) on Ω1, and for every t2 ≥ 0, ζ∗1 (·, t2) is the chordal Loewner
curve driven by v̂∗1(·, t2).
For a fixed t2 ≥ 0, since η1|[0,φ2(t2)] is a time-change of a chordal SLEκ in H \ J(K2t2)
from 0 to the prime end ηJ2 (t2), and a.s. there is only one prime end of H \ J(K2(t2)) which
determines the boundary point ηJ2 (t2) (cf. [19, Theorem 6.1] for the case κ > 4), we find that a.s.
η1(t) 6= ηJ(t2) for 0 ≤ t < φ2(t2). Thus, a.s. [0, φ2(t2))× {t2} ⊂ D1. Since ut21 maps [0, φ2(t2))
onto R+, and a.s. u
∗
1(·, t2) = ut21 , we see that a.s. R+ × {t2} ⊂ Ω1. This means that, a.s.
u∗1(·, t2), u∗−11 (·, t2), ζ∗1 (·, t2), v̂∗1(·, t2) respectively has the same domain as ut21 , (ut21 )−1, ζt21 , v̂t21 .
From the construction of ζ
t
1 we know that its driving function, say v̂
t
1, is given by v̂
t
1(t) =
v̂t21 (u
t2
1 (t1) + t) − v̂t21 (ut21 (t1)), t ≥ 0. By discarding a null event, we may assume that v̂t1 =
v̂∗1(u
∗
1(t1, t2)+·, t2)−v̂∗1(u∗1(t1, t2), t2). Similarly, we may assume that ut1 = u∗−11 (u∗1(t1, t2)+·, t2).
Then by continuity of v̂∗1 , u
∗
1, u
∗−1
1 , v̂
t
1 and u
t
1 are both continuous in t.
Step 2. We prove that the ζ
t
1 in Step 1 is conditionally independent of F t. Choose tn1 ↓ t1
and tn2 ↓ t2. For any n ∈ N, by the result of Step 1, conditionally on En := {tn ∈ D1}, v̂t
n
1
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has the law of
√
κB, where B is a standard Brownian motion, and is independent of Ftn . Let
A ∈ F t ∩ E and An = A ∩ En ∈ Ftn ∩ En, n ∈ N. Take m ∈ N, 0 ≤ s1 < · · · < sm and
f ∈ Cb(Rm,R). By the conditional independence of v̂t
n
1 from Ftn , we get
E[1Anf(v̂
tn
1 (s1), · · · , v̂t
n
1 (sm))] = P[An]E[f(
√
κBs1 , . . . ,
√
κBsm)].
Sending n→∞ and using the openness of D1, the continuity of v̂t1 in t and dominated conver-
gence theorem, we find that the above formula holds with An and t
n respectively replaced by
A and t. Thus, v̂
t
1 and so ζ
t
1 is conditionally independent of F t. This finishes Step 2.
Case 2. The T takes values in a countable set S. We define ζ
T
1 and u
T
1 on {T ∈ D1} such
that, for any t ∈ S ∩ R2+, ζT1 and uT1 respectively equal the ζt1 and ut1 in Case 1 on the event
{T = t} ∩ {T ∈ D1}. Then we clearly have a.s. η1 ◦ uT1 = f1T ◦ ζT1 on {T ∈ D1}. To see that ηT1
is conditionally independent of FT given {T ∈ D1}, we use the conditional independence of ηt1
from F t given {T = t} ∩ {t ∈ D1} for every t ∈ S.
Case 3. T2 takes values in a countable set S2. For n ∈ N, define T n = (T n1 , T2) such that
T n1 = 2
−n⌈2nT1⌉. Then each T n is an F-stopping time taking values in a countable set. By the
results of Cases 1 and 2, for each n, on the event En := {T n ∈ D1} there are a chordal Loewner
curve ζ
Tn
1 , whose driving function is given by v̂
Tn
1 := v̂
∗
1(u
∗
1(T
n)+ ·, T2)− v̂∗1(u∗1(T n), T2), and an
increasing homeomorphism u
Tn
1 := u
∗−1
1 (u
∗
1(T
n)+ ·, T2) from [0,∞] onto [T n1 , φ2(T2)], such that
a.s. η1 ◦ uT
n
1 = f
1
Tn ◦ ζT
n
1 on En, and v̂
Tn
1 has the law of
√
κB, and is conditionally independent
of FTn given the event En. Using the same argument as in Step 2 of Case 1, we know that
v̂
T
1 := v̂
∗
1(u
∗
1(T ) + ·, T2) − v̂∗1(u∗1(T ), T2) is conditionally independent of FT with the law of√
κB given E := {T ∈ D1} =
⋃
nEn. Thus, v̂
T
1 a.s. generates a chordal Loewner curve ζ
T
1 ,
which has the law of a standard chordal SLEκ, and is conditionally independent of FT given
E. Since v̂∗1(·, T2) is the driving function for ζ∗1 (·, T2), from the definitions of v̂T1 and f1,T2T1 we
know that ζ∗1 (u
∗
1(T ) + ·, T2) = f1,T2T1 ◦ ζ
T
1 . Combining this with η
∗
1(·, T2) = ζ∗1 (·, T2) ◦ u∗1(·, T2),
η1 = f
2,J
T2
◦ η∗1(·, T2), uT1 = u∗−11 (u∗1(T ) + t, T2), and f1T = f2,JT2 ◦ f
1,T2
T1
, we get η1 ◦ uT1 = f1T ◦ ζT1
a.s. on {T ∈ D1}.
Case 4. T1 takes values in a countable set S1. Swapping indices “1” and “2” and using the
result of Case 3, we know that on the event {T ∈ D2}, there are
• an FT -measurable conformal map f2T on H with continuation on H
#
,
• a standard chordal SLEκ curve ζT2 conditionally independent of FT , and
• an increasing homeomorphism uT2 from [0,∞] onto [T2, φ1(T1)],
such that η2 ◦uT2 = f2T ◦ ζT2 a.s. on {T ∈ D2}. Moreover, on the event E := {T ∈ D12}, f2T maps
H conformally onto the connected component D2T of H \ (η2[0, T2] ∪ J ◦ η1[0, T1]) which shares
the prime ends η2(T2) and J ◦ η1(T1) respectively with H \K2T2 and H \ J(K1T1), and sends 0
and ∞ respectively to the prime ends η2(T2) and J ◦ η1(T1).
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Suppose E happens. We have J(D2T ) = D
1
T since they are both a connected component
of H \ (η1[0, T1] ∪ ηJ2 [0, T2]) that shares the prime ends η1(T1) and ηJ2 (T2) respectively with
H \K1T1 and H \K
2,J
T2
. Let f2,JT = J ◦ f2T ◦ J . Then both f2,JT and f1T map H conformally onto
J(D2T ) = D
1
T , send 0 and ∞ respectively to the same prime ends η1(T1) and ηJ2 (T2), and are
FT -measurable. So there is an FT -measurable random variable a > 0 such that f2,JT = f1T (·/a).
Applying the reversibility of SLE to ζ
T
2 , we get another standard chordal SLEκ curve ζ˜
T
1 ,
which is also conditionally independent of FT , and a decreasing auto-homeomorphism φ̂2 of
[0,∞], such that a.s. J ◦ ζT2 = ζ˜T1 ◦ φ̂2. Let uT1 (t) = φ2 ◦ uT2 ◦ φ̂−12 (a2t). Then uT1 is an
increasing homeomorphism from [0,∞] onto [T1, φ2(T2)]. Let ζT1 (t) = ζ˜T1 (a2t)/a. Since a is
FT -measurable, by the scaling property of chordal SLEκ, ζT1 is also a standard chordal SLEκ
curve conditionally independent of FT . Moreover, on {T ∈ D12}, a.s.
J ◦ η1 ◦ uT1 = η2 ◦ φ−12 ◦ uT1 = η2 ◦ uT2 ◦ φ̂−12 (a2·) = f2T ◦ ζT2 ◦ φ̂−12 (a2·)
= f2T ◦ J ◦ ζ˜T1 (a2·) = f2T ◦ J(aζT1 ) = J ◦ f2,JT (aζT1 ) = J ◦ f1T ◦ ζT1 ,
which implies that η1 ◦ uT1 = f1T ◦ ζT1 . This completes Case 4.
General case. For n ∈ N, define T n = (T n1 , T2) such that T n1 = 2−n⌈2nT1⌉. Then each T n is
an F -stopping time with the first variable taking values in a countable set. Let E = {T ∈ D12}
and En = {T n ∈ D12}, n ∈ N. Fix n ∈ N. By the result of Case 4, for each n, on the
event En, there are a standard chordal SLEκ curve ζ
Tn
1 , which is conditionally independent of
FTn given En, and an increasing homeomorphism uT
n
1 from [0,∞] onto [T n1 , φ2(T2)], such that
η1 ◦ uT
n
1 = f
1
Tn ◦ ζT
n
1 a.s. on En.
Suppose En happens. Let u
n
1 = (u
Tn
1 )
−1(· + T n1 ), which is an increasing homeomorphism
from [0, φ2(T2)− T n1 ] onto [0,∞]. Let v̂T
n
1 be the driving function for ζ
Tn
1 . Let η
Tn
1 = ζ
Tn
1 ◦ un1
and ŵ
Tn
1 = v̂
Tn
1 ◦ un1 . Then ηT
n
1 is the chordal Loewner curve with speed du
n
1 driven by ŵ
Tn
1 .
From a.s. η1 ◦ uT
n
1 = f
1
Tn ◦ ζT
n
1 we get a.s. η1(T
n
1 + ·) = f1Tn ◦ ηT
n
1 .
Define ηT2,n1 , u
T2,n
1 , ŵ
T2,n
1 on [0, φ2(T2)) such that, for 0 ≤ t1 ≤ T n1 , ηT2,n1 (t1) = η∗1(t1, T2),
uT2,n1 (t1) = u
∗
1(t1, T2), and ŵ
T2,n
1 (t1) = ŵ
∗
1(t1, T2); and for T
n
1 ≤ t1 < φ2(T2), ηT2,n1 (t1) =
f1,T2Tn1
(η
Tn
1 (t1− T n1 )), uT2,n1 (t1) = u∗1(T n)+un1 (t1−T n1 ), and ŵT2,n1 (t1) = ŵ∗1(T n)+ ŵT
n
1 (t1− T n1 ).
Since η∗1(·, t2) is the chordal Loewner curve with speed du∗1(·, t2) driven by ŵ∗1(·, t2), f1,T2Tn1 is the
centered Loewner map for η∗1(·, t2) at the time T n1 , and ηT
n
1 is the chordal Loewner curve with
speed dun1 driven by ŵ
Tn
1 , we see that η
T2,n
1 is the chordal Loewner curve with speed du
T2,n
1
driven by ŵT2,n1 . From a.s. η1 = f
2,J
T2
◦ η∗1(·, T2), η1(T n1 + ·) = f1Tn ◦ ηT
n
1 , and f
1
Tn = f
2,J
T2
◦ f1,T2Tn1 ,
we get η1(t) = f
2,J
T2
◦ ηT2,n1 (t), 0 ≤ t < φ2(T2), a.s. on En.
Let ζT2,n1 = η
T2,n
1 ◦(uT2,n1 )−1 and v̂T2,n1 = ŵT2,n1 ◦(uT2,n1 )−1. Then ζT2,n1 is the chordal Loewner
curve driven by v̂T2,n1 , and η1 = f
2,J
T2
◦ ζT2,n1 ◦uT2,n1 a.s. on En. The last equality implies that a.s.
ζT2,n1 = ζ
T2,m
1 and u
T2,n
1 = u
T2,m
1 on En ∩ Em for any n,m ∈ N. Since E ⊂ lim inf En, we may
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define ζT21 and u
T2
1 on E such that for every n ∈ N, ζT21 = ζT2,n1 and uT21 = uT2,n1 a.s. on E ∩En.
Then we have η1 = f
2,J
T2
◦ ζT21 ◦ uT21 a.s. on E.
It is straightforward to check that v̂T2,n1 (u
∗
1(T
n) + t1) = ŵ
∗
1(T
n) + v̂
Tn
1 (t1) for t1 ≥ 0.
From the independence property of ζ
Tn
1 , we see that, conditionally on FTn and the event En,
v̂T2,n1 (u
∗
1(T
n) + ·)− v̂T2,n1 (u∗1(T n)) = v̂T
n
1 has the law of
√
κB. Using the argument in Step 2 of
Case 1, we conclude that, conditionally on FT and the event E, v̂T1 := v̂T21 (·+u∗1(T ))−v̂T21 (u∗1(T ))
also has the law of
√
κB. Thus, v̂
T
1 a.s. generates a chordal Loewner curve ζ
T
1 , which has the
law of a standard chordal SLEκ curve and is independent of FT conditionally on E. Moreover,
we have ζT21 (u
∗
1(T ) + ·) = f1,T2T1 ◦ ζ
T
1 . Let u
T
1 (s) = (u
T2
1 )
−1(s + u∗1(T )), s ≥ 0. Then uT1 is an
increasing homeomorphism from [0,∞] onto [T1, φ2(T2)]. Since η1 = f2,JT2 ◦ ζT21 ◦ uT21 a.s. on E,
we then get η1 ◦ uT1 = f1T ◦ ζT1 a.s. on E, as desired.
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