This paper presents a constraint logic programming model for the traveling salesman problem with time windows which yields an exact branchand-bound optimization algorithm without any restrictive assumption on the time windows. Unlike dynamic programming approaches whose performance relies heavily on the degree of discretization applied to the data, our algorithm does not su er from such space-complexity issues. The data-driven mechanism at its core more fully exploits pruning rules developed in operations research by using them not only a priori but also dynamically during the search. Computational results are reported and comparisons are made with both exact and heuristic algorithms. On Solomon's well-known test bed, our algorithm is instrumental in achieving new best solutions for some of the problems in set RC2 and strengthens the presumption of optimality for the best known solutions to the problems in set C2.
Introduction
In the last few years, constraint programming (cp) has brought a novel way of tackling combinatorial optimization problems. Its most successful incursion to date is probably in the area of scheduling (Baptiste et al., 1995) (Caseau and Laburthe, 1994) . A good share of their success comes from the incorporation of edge-nding (Carlier and Pinson, 1989) , an operations research (or) technique, into a cp setting. Indeed, (Baptiste et al., 1995) argue that such a combination can be quite fruitful.
In that spirit, we propose a constraint logic programming (clp) algorithm for the traveling salesman problem (tsp) with time windows (tsptw) which incorporates arc elimination and time window reduction rules from the literature but, instead of restricting their use to the preprocessing phase of the algorithm, uses them throughout the search in a more powerful way. The resulting branchand-bound algorithm does not require any restrictive assumption about the time windows nor any discretization of the problem data. The attractiveness of this type of programming language is the built-in mechanism to dynamically handle the rules (constraints), which greatly simpli es the programming task by making implicit the various interactions of constraints during program execution. The diversity of constraints that can be expressed and uniformly handled in that framework also serves the addition of side constraints often present in real-life problems.
The tsptw consists of nding a minimum cost tour of a set of cities where each city is visited exactly once. To be feasible, the tour must start and end at a unique depot within a certain time window and each city must be visited within its own time window. Early arrival is allowed but implies a waiting time until the beginning of the window. The cost usually corresponds to the total travel distance or to the total schedule time (travel time + waiting time + service time). (Savelsbergh, 1985) showed that simply deciding whether there exists a feasible solution to an instance of the tsptw is NP-complete. Nevertheless, the full problem has important applications in bank and postal deliveries, school-bus routing and scheduling, disjunctive scheduling with sequence-dependent processing times, automated manufacturing environments and as a subproblem of the vehicle routing problem with time windows (vrptw).
To our knowledge, there has been little work on the tsptw from a constraint programming perspective | we believe the recent birth of the eld to be mostly responsible for that oversight. (Caseau and Koppstein, 1992 ) encountered a variety of small tsptws (about 10 cities) within a large task assignment problem and so designed a robust exact branch-and-bound algorithmto handle thousands of these little problems with good average performance. To achieve robustness, the authors combined tsp, scheduling and resource allocation models to cope with instances where the routing or scheduling elements may dominate. Constraint programming o ers a clean way to implement this combination since the three models are kept separate and interact through shared variables. (Puget, 1992) reduced a locomotive scheduling problem to a tsp with a time window avor given by the departure time of the trains. A simple greedy heuristic builds an initial solution which is then repeatedly improved within a descent method. Therefore, the nal solution is not necessarily optimal.
Much more work has been done in operations research to develop both exact and approximate algorithms for this problem. Branch-and-bound algorithms developed in (Christo des et al., 1981) and (Baker, 1983) have been reported to solve instances with up to 50 vertices but require either \moderately tight" time windows or little overlap between them. (Langevin et al., 1993) presented a branch-and-bound algorithm based on a two-commodity ow formulation and reported solving instances with up to 40 vertices. devised a dynamic programming algorithm which minimizes the total travel distance. They reported solving instances with up to 200 vertices and fairly wide time windows, though the need to work with integers asks for a truncation of the data. Their success comes from the use of rules that eliminate states and transitions from consideration during the execution of the algorithm. (Mingozzi et al., 1993) report better computational results than the previous authors on similar test problems by using a two-phase dynamic programming strategy. They introduce bounding functions in both phases in order to eliminate states which cannot lead to an optimal solution. First an iterative procedure based on \through circuits" yields either an optimal solution or a lower bound in which case a second iterative procedure is applied which ends with a possibly sub-optimal solution since some states are heuristically discarded. Turning to approximate algorithms, (Savelsbergh, 1985) originally proposed arc interchange heuristics to achieve good solutions for the minimization of the total travel distance and later extended his results for total schedule time (Savelsberg, 1992) . adapted the generalized insertion heuristic GENIUS (Gendreau et al., 1992) for the tsptw. They reported frequent optimal or near-optimal solutions on problem sets taken from (Langevin et al., 1993) , and (Potvin et al., 1993) . The rest of the paper is organized as follows. The next section presents clp, explains how it deals with constraints over nite domains and highlights some important di erences with other approaches. Section 2 formulates our constraint programming model for the tsptw while the following section presents redundant constraints which improve its e ectiveness. Throughout these two sections, we aim to present the model in a manner that lends itself well to a comparison with mathematical programming models. Section 4 describes the branch-and-bound algorithm. Computational results and comparisons with other algorithms are reported in section 5.
Constraint Logic Programming
The purpose of this section is to give an overview of clp and in particular of some issues pertaining to constraints over nite domains. A more thorough exposition can be found for example in (Ja ar and Maher, 1994) . This section also discusses other popular combinatorial optimization approaches in relation with constraint programming.
Constraint logic programming arose from the generalization of the uni ca-tion algorithm, which is at the core of logic programming, to a constraint solver (Ja ar and Lassez, 1986) (Ja ar and . This brought constraints to the forefront within a general purpose programming language (in fact, a whole family of programming languages). They not only became a primitive construct of the language but could also appear in both the input and output. The resulting programming languages are declarative and thus allow a high level of abstraction | the constraints of the problem are stated in a natural way and its solution is in turn formulated with constraints. Behind the scenes, algorithms have been developed to decide whether a feasible solution exists, to simplify the constraints, to deduce information from them (for example, from
x + y 1 and x ? y 5 deduce that x 3), and so on. Di erent types of constraints (e.g. arithmetic constraints over the real numbers, equality constraints over trees, constraints over nite domains) usually call for di erent, specialized algorithms.
The declarative nature of constraints made their integration into logic programming, a declarative programming paradigm, the natural choice. Nevertheless, they have since appeared in other paradigms and areas of computer science (Pujet, 1994) (Saraswat, 1989) (Kanellakis et al., 1995) . The common ground is constraint programming, where the computation is driven by constraints, thus giving them an active role. For di cult problems involving search, this translates to guiding us as much as possible when faced with alternatives.
Tackling combinatorial problems generally involves manipulating variables which can take a nite number of values. In constraint programming overnite domain variables, a domain is associated to every variable: each value in that domain represents a possible value for the variable. A constraint on two or more variables restricts the possible combinations of values for these variables. Several constraint programming languages have been designed to o er constraints over nite domains (Dincbas et al., 1988) (Pujet, 1994) (ECLiPSe, 1995) (Diaz and Codognet, 1993) (van Hentenryck et al., 1993) . Since it is well known that deciding about the satis ability of a collection of such constraints is NP-complete, the constraint solver implements a compromise: it performs a polynomial amount of work but remains incomplete in the sense that unsatis ability may go unnoticed (though every unsatis ability reported is genuine, that is, no feasible solution is lost). Such an algorithm helps control the combinatorial explosion in di cult problems involving search and as such is often used within a trial-and-error framework. It was rst introduced in the early seventies for an arti cial intelligence application (Waltz, 1972) and has since given rise to the eld of constraint satisfaction problems (csp) which has focused on search and propagation techniques to solve general combinatorial problems (see for example (Tsang, 1993) ).
Picturing the constraints arranged in a network whose vertices are the variables and whose (hyper)edges are the constraints provides insight into the algorithm. A vertex will be labeled with the values in the domain of the corresponding variable. An edge will be incident to those vertices representing the be some of the constraints in a problem: the corresponding portion of the constraint network appears in (a). Suppose the value 11 has been selected for variable X, thus discarding the other two possible values. Since X's domain has been modi ed, the relevant constraints (i.e. the incident edges) will be examined again to verify whether some of the values of other variables have become inconsistent (b). In particular, the constraint X Y causes the value 19 to be removed from the domain of Y since 11 6 19. As Y 's domain has been reduced, propagation to neighboring constraints is triggered (c). In particular, constraint Y 6 = Z has the e ect of removing value 5 from Z's domain since it has now become the only possible value for Y , which causes more propagation and so on (d).
The propagation algorithm sketched above can be implemented using a list of pointers to relevant constraints for each variable, a list of pointers to involved variables for each constraint, and a queue of active variables. A variable is put at the end of the queue when its domain is modi ed. The algorithm repeatedly removes a variable from that queue and processes all the relevant constraints. A constraint is processed by removing inconsistent values from the domain of each variable involved in it. Variables whose domain has been modi ed are then added to the queue, if they are not already there.
An interesting property of the propagation algorithm is its con uence: regardless of the order in which variables and constraints are processed, in the end the domains have been reduced in the same way. Another property is that constraints can be dynamically added during the search for a solution.
It may not appear obvious that the propagation algorithm ever terminates. Notice that propagation only shrinks domains: values are removed but never added. It follows that constraint propagation must terminate (in polynomial time) simply because there are nitely many (and polynomially many, in the number of variables and the size of the domains) values to remove.
The e ectiveness and cost of such an algorithm can be adapted by deciding when a particular constraint is worth triggering. Three types of propagation events are generally recognized: the value event, the range event and the domain event. A value event on a variable occurs when that variable only has a single value left in its domain and so has been assigned that value. A range event on a variable occurs when either the minimum or maximum value in its domain has changed. A domain event on a variable occurs anytime its domain is modi ed.
Take for example a disequality constraint such as X 6 = Y on variables X; Y 2 f1; 2; 3g. It is su cient to trigger it by value events on either X or Y : once X (resp. Y ) has been assigned a value, we can remove that value from Y 's (resp. X's) domain. Triggering that constraint on a domain event, such as the removal of value 1 from X's domain, would be useless: there are still two possible values for X and nothing can be removed from Y 's domain. For a constraint such as X Y , range events are appropriate.
Since constraint propagation is incomplete the solution process still requires search and its potentially exponential cost, especially if we are not simply looking for a solution but an optimal one. Propagation will continue to be useful in guiding that search.
Relationship with other approaches
The aim of this section is to highlight the complementary nature of constraint programming with respect to some of the other combinatorial optimization techniques.
Because constraint propagation has most often been used within a branchand-bound scheme, the rst parallel that comes to mind for cp is with classical branch-and-bound algorithms. Though both start with a formal model, the na-ture of the models will most likely greatly di er in preparation for the distinct solution strategies to be applied. Classical branch-and-bound algorithms most often relax the integrality constraints or possibly some other constraints so that the remaining model has a structure suitable for its resolution using well-known e cient algorithms; the solution strategy for cp does not relax constraints as it is far less sensitive to model structure and in particular works with the original integer variables. The use of relaxations in mathematical programming possibly yields infeasible solutions: to regain feasibility, solving relaxations becomes a building block within a problem decomposition approach such as branchand-bound and branch-and-cut. The incompleteness of constraint propagation possibly yields indeterminate solutions (when several possible values are left in the domain of a variable): to obtain a solution, constraint propagation almost invariably becomes a building block within a branch-and-bound search. In the second approach, at each node of the search tree a relaxation is solved which provides a lower bound on the optimal cost of our minimization subproblem; in the rst one, at each node the result of constraint propagation on a nite domain variable representing the cost of the solution provides a lower bound as well: the smallest value left in its domain.
Because dynamic programming also works directly with discrete variables, it may seem akin to cp at rst glance. Dynamic programming methods essentially solve a recursion on a state space graph. Their main drawback is the quickly unmanageable size of the state space. Understandably, a lot of e ort has been put into reducing that size through state space relaxation and state elimination techniques. Constraint programming, with its usual depth-rst tree search approach, does not share such space-complexity concerns (like running out of computer memory) but su ers from potentially exponential time-complexity like all implicit enumeration methods. In contrast, dynamic programming resembles a breadth-rst graph search. There is no notion of a recursion in cp | its execution is rather driven by constraints. Dynamic programming does not have a formal model for the constraints of the problem whereas cp does in the same way as mathematical programming formulations.
Our portrayal of cp has been that of an exact solution method but nothing prevents it from being combined with heuristic methods (see for example (Pesant and Gendreau, 1996) ). This appears to be a promising area of research.
A constraint programming model
We rst describe the constraint programming model for the tsp part of the problem. Let V = f2; : : :; ng represent the cities to visit and duplicate the unique depot into an origin-depot and a destination-depot, identi ed as 1 and n + 1, respectively. A tour thus becomes a Hamiltonian path starting at 1 and ending at n + 1. Objective function (1) attempts to minimize the total cost of the tour: c i;Si refers to the travel cost from i to its immediate successor S i . Constraints (2) and (5) ensure that every city is visited exactly once (n variables assigned distinct values among n) while (3)- (4) are the sub-tour elimination constraints. Note the correspondence between value j in the domain of variable S i and 0-1 variable x ij in a conventional network ow formulation of the problem.
This model involves n variables and O(n 2 ) constraints. Though it signicantly departs from a usual mathematical model, particularly in its generous use of disequality constraints (6 =), such a formulation is perfectly adapted to a clp setting. Constraint programming uses these constraints in an active way, removing inconsistent values from the domains of the variables when su cient information becomes available. The disequalities spell out the various ways in which values are eliminated. The conditional constraint at (4) is also dealt with very naturally in this computational paradigm since it gives the condition whose ful llment triggers the elimination of a value.
We now explain how each constraint is used. (5) simply initializes the domains. (3) also acts at the very beginning by trivially removing i from the domain of each S i . (2) waits until S i or S j becomes xed to some value k, at which time it eliminates k from the domain of the other variable (an example of value event propagation). Finally we come to (4): as S i is xed to j, the partial path ending at i becomes merged with the one starting at j. Since sub-tours are forbidden, we may then reason that the end of this new path, j , cannot be followed by the beginning of it, i (see gure 2). As a special case, if j = n+1, i.e. the path has reached the destination-depot, nothing more needs to be done.
To the tsp we add a scheduling component in the form of a time window a i ; b i ] associated with each city. As usual, if we arrive at a city before a i we are allowed to wait but we cannot arrive after the deadline b i . Let t ij denote the (1)- (5):
(6) restricts service times to their respective time windows while (7) ensures the feasibility of the schedule by imposing a temporal constraint on each arc of the tour. The former establishes the initial domains of the T i 's whereas the latter works during the search each time an arc is selected to possibly trim the appropriate domains. For example, given T i 2 f0 : : :10g, T j 2 f3 : : :11g and t ij = 5, including arc (i; j) in the tour will trim the upper limit of T i 's domain down to 6 and the lower limit of T j 's domain to 5. This may in turn propagate changes to the service time variables of neighboring cities on the tour.
Note that model (1)- (7) and what will be added to it in section 3 remains general: data a i , b i , c ij and t ij are not required to be integers nor are the last two assumed to be symmetric or obeying the triangle inequality. The actual implementation will make such assumptions based on the test problems taken from the literature for our experimental work, as will be described in section 5.
A small example
In order to illustrate the inner workings of such a model, we will at this point apply it to a small example. Leaving aside the objective function, let us simply enumerate the feasible solutions. For clarity, the cities will be identi ed with letters in the model rather than integers. To distinguish between the origin-depot and the destination-depot, we will respectively use d and d 0 . We therefore have successor variables S a , S b , S c , S d and variables for the time of beginning of service T a , T b , T c , T d , T d 0 . (5) and (6) As we have just experienced, following every step of the constraint propagation is a tedious task. It will not be attempted later on the bigger model or larger examples, though now and then we will come back to this simple instance to illustrate further points.
Throughout this example, we applied the various steps in a particular order but one should realize that the nal outcome does not depend on that order and that it only a ects the e ciency of the propagation.
Adding redundant constraints
Though (1)-(7) constitute a valid model for the tsptw and (2)-(7) exactly describe the set of feasible solutions, additional constraints, though redundant, may improve the logical reasoning and drastically reduce the solution space. In fact, the reader may have realized that the sub-tour elimination constraints (4) is advantageous. For example, consider cities i; j; k with time windows and travel times as illustrated in gure 4(a). Choosing arcs (i; j) and (j; k) causes (7) to trim the windows as in gure 4(b) but does not immediately disallow arc (k; i).
Only when we branch on that arc will the illegal sub-tour be detected. Our inspiration for redundant constraints comes from the operations research literature but carries them further. They will not only be used before but, more importantly, during the search. The next two sections respectively describe dynamic arc elimination and dynamic time window reduction.
Arc elimination
Firstly, we may better exploit the temporal constraints. An arc (i; j) is admissible only if a i + t ij b j : We shall incorporate this into the model in a slightly di erent form freeing it from simply an a priori static reduction of the number of arcs. Conditional constraint
is used to discard inadmissible arcs both a priori and throughout the execution of an algorithm as the domains of the T k 's are trimmed and their smallest and largest value consequently change. (Note that although (8) is logically equivalent to (7) (it is its contrapositive), their operational meanings di er in that the latter is triggered when a S i variable becomes bound whereas this new one is triggered upon satisfaction of a condition on T i variables. Therefore, each conditional constraint plays a di erent role.) Let T min Rules are introduced in (Langevin et al., 1993) to eliminate additional arcs from consideration. They stem from the simple observation that every city must appear either before or after a given arc in the tour: contain cities which must be visited respectively before and after city i, because of time window restrictions. Again they come into play whenever the bounds on the domains of the service time variables are modi ed. We will state separately two special cases: B 1 = ;; A 1 = f2; : : :; n+1g; B n+1 = f1; : : :; ng; A n+1 = ;:
On the small example of the previous section, a priori usage of (8) would already remove a; b from the domain of S c while (9) would disallow d 0 for S a ; S b ; S d and c for S d , thus greatly reducing the search e ort. (Desrochers et al., 1992) , while dealing with the more general vrptw, describe rules for time window reduction. Here the idea is to consider the set of possible successors and predecessors of each city in order to tighten the upper and lower bounds of its service time variable. Like the previous rules, they implement a global constraint encompassing a collection of cities rather than merely looking locally at a single arc, or pair of cities. What we gain from this more global view is increased pruning capabilities.
Time window reduction
It will prove useful for the formulationof the constraints corresponding to the rules in (Desrochers et al., 1992) , and later on in section 4 as well, to introduce predecessor variables P j ; j = 2; : : :; n + 1 which represent the symmetrical counterpart of the S i 's. Let ffXgg denote the domain of variable X. We link the P j 's to the model as follows: 
Observe that the counterpart of (3)- (5) are not required since (10) subsumes them. On the other hand, we add (11) so that we can infer S i = j from P j = i, a powerfully binding consequence.
Here is an instance of it, using the example of section 2.1. The domain of each S i is as it appeared before we started assigning values. Applying (10) yields P a 2 fb; c; dg, P b 2 fa; c; dg, P c 2 fa; b; dg, P d 0 2 fa; b; c; dg. Fixing P b to a, we would like to infer that S a = b. We label each reasoning step with the appropriate line in the model: We are now ready to state the time window reduction constraints:
(12) says that service at i cannot possibly start before the earliest arrival from one of its potential predecessors and (13) 3. If k 0 no longer belongs to the domain of P i and so a tighter bound will be derived from some other k. As reported in , the time windows can be further reduced in the case of the tsptw. Instead of looking at direct successors and predecessors, we turn to all cities which must be visited before and after a given one. The time at which we visit city i must necessarily follow the maximum of The nal model, (1)- (15), involves 3n + 1 variables and O(n 2 ) constraints.
A branch-and-bound algorithm
Though the constraints of the model contribute to signi cantly reduce the number of arcs to consider, search of course still plays a major role. The natural way to go about it in clp is via a branch-and-bound algorithm which actually di ers in a number of ways from its operations research namesake | we will therefore describe the clp version in the following section. Since it is a generic scheme, we developed various strategies whose combination attempts to increase the robustness of the algorithm. Robustness has been a driving concern as the success of such an approach is heavily dependent on the non-deterministic choices to be made. One may be very lucky and quickly nd the optimal solution to one problem | we strive to be \lucky" most of the time.
Branch-and-bound a la clp
In a clp setting, we work directly with the model and no relaxation is sought. The discrete variables remain so and logical reasoning steps are applied to them through constraint propagation. To progressively increase the amount of propagation and thus reduce the domains further, decision variables are successively xed to some value in their domain while maintaining lower and upper bounds on the objective value. The lower bound is updated at each node of the search tree and its nature will be discussed in section 4.4 | the upper bound corresponds to the value of the best feasible solution found so far (an initial upper bound may also be derived from a known solution). The choice of which variable to set to what value may be unlucky and force us to try another option. This non-deterministic process, simulated by backtracking, yields a depth-rst tree search in which pruning will take place if some variable has no value left in its domain or if the bounds indicate that we cannot hope to improve on the best solution found so far.
Variable and value selection heuristics
In this section we address the order in which variables are xed and their values tried. Variable ordering is by far the most important since it can drastically alter the shape of the search tree. Value ordering does not a ect the topology of the tree but rather which parts of the tree are rst explored and ultimately how soon a very good or even optimal solution will be found. (One could argue that pruning through bounds is sensitive to the order in which parts of the tree are explored and so value ordering a ects topology in that way.)
Much recent research is being devoted to these concerns in the related discipline of csp (section 1). Dynamic variable ordering is generally recognized as a key factor of success: rather than xing an ordering a priori, the most promising variable is chosen according to the information available at that moment. Within this scheme, the rst-fail principle (Haralick and Elliott, 1980) seems to emerge as a good strategy. It states that one should provoke dead-ends as early as possible to reduce the search e ort. This usually translates in favoring the most constrained variable | the one with the smallest domain and involved in the greatest number of constraints. This primarily domain size heuristic also has the advantage of avoiding bushy nodes which run the risk of scattering the e ort in a multitude of small portions of the search space right from the start.
We follow these guidelines but specialize them for the particular problem at hand. We developed the sparse heuristic, a modi cation of the previous one which tries to build a sparse search tree. Small domains are still favored but in case of a tie, rather than selecting the one which participates in the greatest number of constraints overall, we adopt a more nearsighted attitude and choose the one that is likely to induce the most important domain reduction among its peers (i.e. of same small domain size). More formally, for the successor variables:
1. Let s be the size of the smallest domain among the S i 's.
Collect V = fS i ; i = 1; : : :; n : jffS i ggj = sg. 2. If s = 1 then arbitrarily choose a variable among V. (2)) and thus xing one of them to a popular value forces its removal from the domain, already small, of several others. Since every value of the selected variable will be tried, taking the sum of the occurrences seemed a better measure than, say, the maximum.
Both the S i 's and P j 's are actually used as decision variables. The previous variable selection heuristic is independently applied to the successor and predecessor variables, and we branch on the best of the two winners. (We would not be justi ed to apply it to the two types of variables together as the mutual exclusion holds solely within each type.) This adds robustness to the overall algorithm since there may be times when the predecessor variables are more constrained than the successor variables and help keep the search tree sparse. For example, gure 5 illustrates possible arcs for a Hamiltonian path through ve cities. Here P 2 has a single possible value whereas each of S 1 ; S 2 ; S 3 ; S 4 has two. The advantage of a symmetrical model has also been argued in (Caseau and Koppstein, 1992) .
While we look for \bad news" when selecting a branching variable ( rst-fail), we want \good news" when selecting a branching value. A sensible heuristic tries values in increasing order of c ij in the hope of discovering cheap (i.e. good) solutions early to improve the upper bound on the objective value.
Dichotomic exploration of large domains
When the previous heuristic nevertheless leads to a variable with a large domain, we select a group of branches at a time. (A parallel can be drawn with branching on either side of a fractional value for an integer variable in traditional branchand-bound using linear programming relaxations.) If the size of the domain lies beyond a certain threshold, the domain is split in the middle and each half examined in turn, rather than selecting values individually. We do this in the hope that each cut propagates a su cient amount of information to eliminate or at least shrink the corresponding subtree; the overhead is small and in the worst-case we end up branching on individual values.
Lower bounds on the total cost
In keeping with our goal of robustness, we maintain two lower bounds on the objective value within our branch-and-bound strategy. They correspond to the sum of the edge costs of the closest neighbor (cn) and minimum spanning tree (mst) subgraphs, both of which underestimate the minimum Hamiltonian path.
The cn bound is derived directly from the objective function (1). Let C cn be a nite domain variable tied to the model by the constraint
making it the sum of the costs of the arcs selected for the tour. As long as some S i remains indeterminate because its domain still contains several values, so will C cn but its smallest possible value provides a lower bound on the total cost. Whenever the domain of some S i is reduced, the propagation through the constraint above implicitly updates the domain of C cn accordingly. To illustrate this, consider again the example of section 2.1, identifying cost with travel time (we will ignore time windows here). For each city, a value must be chosen in its corresponding row of the matrix. Initially, C cn has for domain f4; 5; 6; 7;8; 9; 10g which represents the possible outcomes of the summation involving one element from each of f2; 2; 1g, f1; 3; 2g, f1; 1; 2g and f3; 1; 1g. Suppose solution hd; a; b; c; di with cost 5 has already been found and that we are now investigating partial solution hd; b; : : :i. At this stage, the remaining free successor variables S a , S b and S c have respective domains fc; dg, fa; cg and fa; dg, thus propagating changes to the domain of C cn and reducing it to f6; 7; 8; 9g (the elements of the sum are henceforth taken from f2g, f3; 2g, f1; 1g and f3; 1g). The derived lower bound, 6, exceeds the current best cost, 5, and so the partial solution can be abandoned.
One easily realizes that the smallest value for C cn comes from the sum of the smallest value in each of the S i 's domain whence its relationship with closest neighbors.
The complementary mst bound also implicitly tightens as the domains of the S i 's shrink (reducing the number of arcs in the graph) and in particular as the variables become xed (imposing a skeleton for the mst). To avoid redundant computations, an incremental version of Kruskal's algorithm (Aho et al., 1983) was implemented. Instead of starting from scratch at each node of the search tree, we complete the skeleton from the parent node. Note that the construction is triggered by domain modi cations and requires no explicit follow-up, as in the case of the other bound.
Experimental results
Our branch-and-bound algorithm was implemented in ECLiPSe, a Prolog-based programming language equipped with a solver for constraints over nite-domain variables (ECLiPSe, 1995) , and run on a Sun SS1000 (8xSuprSP, SPECfp92 123.1). A limit of one day of computation was allowed for each problem instance. Test problems were taken from the literature, namely the tsptw instances in and single-vehicle decompositions of Solomon's vrptw instances in (Solomon, 1987) . In both cases, the travel cost and travel time between cities i and j (at location (x i ; y i ) and (x j ; y j ) resp.) correspond to the jA 0 j optimal number of CPU time n w (this paper/ 2 ). The threshold value was set to 5 for the dichotomic exploration of large domains (section 4.3).
The rst set of problems consists of groups of ve instances for various combinations of number of cities (n) and maximum width of time windows (w) (see for details). The di culty of the problems naturally increases with n, as well as with w for a xed n. As mentioned earlier, the dynamic programming algorithm described in requires integer data and to accommodate this they do not keep decimal places for the distances. Table 1 reports our computational results on some of their problems with such truncated distances (we will call these version 1 problems). Each entry represents an average over ve instances. As their algorithm is also optimal, it comes as no surprise that the optimal values in column four coincide with their values. In the notation of , jA 0 j represents the size of the reduced network after preprocessing, using much of the same rules that inspired our redundant constraints. In our case, it is computed as the sum of the domain sizes over the S i 's after the initial propagation of the constraints of the model but before the branch-and-bound search is actually started. The third column of the table gives our jA 0 j followed by theirs. Though they are close, those values do not correspond exactly: the di erence of mechanics between constraint propagation and the iterative application of each rule in some xed order may be responsible for the discrepancy. Our values are generally lower for small w.
The fth and sixth columns respectively give the number of backtracking steps performed in the search tree and the computation time. On the n=20 instances, our computation times are already two to three orders of magnitude larger than those reported in on the same instances and in (Mingozzi et al., 1993 ) on similar problems, both dynamic programming algorithms relying on a discretization of the data. Such a gap lies beyond what can be attributed to the di erent computers and programming languages used. [9, 21] 18.71 [2, 13] 9.22 [3, 23] 22.95 [24, 42] 26.95 [2, 13] However, there is a de nite danger in truncating the original data as one then solves a di erent problem whose optimal solution may not be optimal or even feasible in the original setting. Table 3 reports additional computational results on the same set of problems, this time truncating the Euclidean distances after four decimal places (version 2). The optimal values are consistently higher than the ones in the previous table, thus con rming the presence of optimal solutions for version 1 problems which become infeasible when more accurate distances are used, as in version 2. For example, gure 6 illustrates our version 2 optimal tour (in solid line) for one instance of the n=20;w=20 set and what is di erent (in dashed line) in the version 1 optimal tour: in this case, two consecutive cities have been interchanged to decrease the overall cost but this actually violates the time windows. Table 2 gives the solution cost of each using Euclidean distances truncated after four decimal places in both cases.
Worse, the third column of the table reveals that some of the instances (in fact, about half of the w=20 instances) have no feasible solution. One of the n=80;w=20 and three of the n=60;w=40 instances could not be solved within the time limit. Accordingly, we may only safely say that at least two of the optimal tour cost version 1 389.13 version 2 390.97 n=60;w=40 instances are feasible and that at least two but at most three of the n=80;w=20 instances are feasible.
The number of states generated in dynamic programming algorithms is exponentially related to the granularity of the data (time windows and travel times), even though some state elimination techniques may be applied. One can only speculate as to what the computation times would become if an appropriate precision in the data were used for these problems. In contrast, our algorithm does not su er from an increase of precision in the manipulated data | oddly enough, it even seems to be bene cial, aside from the obvious gain in correctness. Indeed, better performance (number of backtracks or cpu time) is observed in table 3. The higher optimal value and lower jA 0 j may be an indication that the original problem is more constrained.
The vrptw instances in sets RC2 and C2 of (Solomon, 1987) were used to generate our second set of problems. The original problem instances feature 100 cities and require several vehicles to service them while obeying the side constraints. The C2 set features cities arranged in clusters whereas the RC2 set contains a mixture of clustered and uniformly distributed cities. Table 4 : Computational results for the C2 set number of smaller tsptw problems which will provide our test instances. The partition used for C2 simply assigns a di erent vehicle to each cluster; for RC2 we borrowed from the results of ) (for problems RC201, RC202, RC205, RC206 and RC207) and (Rochat and Taillard, 1995) (for problems RC203, RC204 and RC208) the partition yielding the best known solution.
The number of cities in each subset varies from 16 to 49. (Solomon, 1987 ) also describes other problem sets but they did not meet our needs: type 1 problems (C1, R1, RC1) have too few cities per route to be interesting to us whereas the R2 set often has too many to suit our time limit. These vrptw instances, as well as their tsptw subproblems, are known to be quite di cult. To our knowledge, heuristic approaches have so far been the only e ective tool to consistently obtain good solutions. Tables 4 and 5 summarize the application of our optimal algorithm to the tsptw instances, again keeping four decimal places. We used initial upper bounds on the optimal value corresponding to best known solutions for these instances.
In table 4, each entry represents an average over the clusters found in these problems (except for the solution value, which is naturally the sum). It is remarkable that none of the subproblems in c201 required any backtracking, thus highlighting their very constrained nature. The solution values found coincide with what has been achieved by several independent sources in the literature. Nonetheless, this has the merit to con rm that these solutions are optimal under the assumption that each cluster must be visited by a di erent vehicle. The computing times are quite reasonable, with the exception of c204 on which we could not terminate within our time limit.
In table 5, an instance 'rc20x.i' corresponds to the group of cities in route i of the best known solution to problem rc20x. The fourth column lists the upper bounds used, obtained by rounding upward at the rst decimal place the solution value of each route. The other column labels are the same as those found in previous tables. Optimal values preceded by y improve on the best known values. When this is the case, it leads to an improvement over the best The next ve graphs analyze di erent aspects of our algorithm. Note that in each of them the ordinate scale is logarithmic.
There is a strong relationship between the performance of our algorithm and the proportion of cities with time windows. Those proportions for the RC2 problems are 25% (rc204), 50% (rc203), 75% (rc202) and 100% (rc201, rc205, rc206, rc207 and rc208, the last four with increasing average width of time windows). As our computational paradigm is driven by constraints, the more of them the better. jA 0 j re ects to some extent how much an instance is constrained. If we plot the computing time against the ratio of the latter quantity to the number of cities (yielding the average out-degree) as in gure 7, that relationship is hinted (the points on the ceiling of that graph require at least that much time).
One novelty of our branch-and-bound algorithm has been the sparse heuristic for variable selection (in section 4.2). Though it only diverges from the usual heuristic when a tie between variables of equal domain size needs to be broken, this di erence alone can bring considerable savings. strategies on the most di cult RC2 subproblems that could be solved within a day of computation.
The computation of lower bounds on the cost of partial solutions helps to prune the search tree as long as a good upper bound on the total cost is known. This will be the case once a good solution has been found but it may happen late in the search. Initial upper bounds like the ones appearing in table 5 have been crucial in improving the solution value of some of the more di cult instances. This is already clear on the simpler instances, as illustrated in gure 9.
The numerous redundant constraints introduced in section 3 also contributed to a signi cant reduction of the search e ort. Figures 10 and 11 show the e ects of gradually removing some of these constraints from the model. Though a corresponding increase in the number of backtracks can be observed, there often seems to be situations where the computation time is lower without the full model. This does not come as a surprise since we work harder (i.e. more propagation takes place) at every node of the search tree when the full model is used. On the easiest instances, such as rc201.0-3 in gure 11, that extra e ort may not seem worth it but on the harder instances, such as rc202.3, where e ciency becomes crucial, the e ort does pay o in terms of both performance measures. As the size of the search tree grows, it is generally better to spend more time at a node in order to prune potentially large subtrees. A more careful management of these constraints may also lessen the propagation overhead. (16) without (13)- (16) without (9), (13) 
Conclusion
We demonstrated how constraint programming can be used to solve di cult combinatorial problems like the tsptw. One important lesson has been to borrow and transpose operations research expertise into our constraint model. The resulting exact algorithm showed advantages over the fundamental shortcoming of other optimal methods based on dynamic programming since the degree of discretization applied to the data has no major impact on its performance. Another important advantage of constraint programming is that it is far less sensitive to model structure. Consequently the addition of ad hoc constraints, which are so pervasive in real-life problems, rarely demands a reconsideration of the algorithm, as is often the case with traditional mathematical programming algorithms. In addition, our model may be easily generalized in several ways: allowing multiple time windows is straightforward since it corresponds to removing particular ranges of values inside the domain of our service time variables; adding precedence constraints is equally easy since requiring that i be visited before j is modeled by constraint T i < T j .
Our algorithm obtained better results than heuristics on several di cult problems in the literature. It provided new best solutions for Solomon's vrptw problems in set RC2 and strengthened the presumption of optimality for most of the best known solutions in set C2. The computation times can be somewhat large but it must be noted that this implementation was coded in a Prolog-like language as opposed to a fast imperative language such as C. As we have seen, the algorithm can also be used as a post-optimization procedure for a vrptw heuristic in order to optimize each individual route.
We are currently seeking improvements to our algorithm's behavior on problems where the time windows have little impact, such as c204 and rc204. We are also investigating the combination of our constraint model with local search methods.
