The existence and uniqueness of the Gaussian interval quadrature formula with respect to the Hermite weight function on R is proved. Similar results have been recently obtained for the Jacobi weight on [−1, 1] and for the generalized Laguerre weight on [0, +∞). Numerical construction of the Gauss-Hermite interval quadrature rule is also investigated, and a suitable algorithm is proposed. A few numerical examples are included.
Introduction
By the Gaussian interval quadrature formula for the positive weight function w, we assume a quadrature formula of the following form which integrates exactly all polynomials of degree less than 2n, and where the subintervals (x k − h k , x k + h k ), k = 1, . . . , n, do not overlap. Several results have been published on the existence of the previous kinds of quadratures in the last thirty years (cf. [1] [2] [3] [4] [5] ).
The question of the existence of bounded a, b was proved in [6] in a much wider context. Suppose that w is a weight function on [−1, 1], i.e., a nonnegative Lebesgue integrable function, such that for I = (α, β) ⊂ [−1, 1], α = β, we have I w(x) dx = 0. In [6] , the following result is proved: Given the ordered set of odd integers {ν 1 , . . . , ν n }, with the property n + , where m = max{ν 1 , . . . , ν n }, and a set of the lengths h 1 ≥ 0, . . . , h n ≥ 0, with h k < 1, there exists an interpolatory quadrature formula of the form
where intervals I k ⊂ [−1, 1], k = 1, . . . , n, are non-overlapping, with the length of I k equals 2h k , which integrates exactly every element of the linear span {u 0 , . . . , u N }.
In [7] , it was proved that for the Legendre weight w(x) = 1 on [−1, 1], the Gaussian interval quadrature rule is unique. The uniqueness for the corresponding formula with respect to the Jacobi weight on [−1, 1] and its numerical construction were given in [8] . The existence and uniqueness of the Gauss-Lobatto and Gauss-Radau interval quadratures for the Jacobi weight was proved in [9] . For the special case of the Chebyshev weight of the first kind and a special set of lengths, analytic solutions were derived. Recently, Bojanov and Petrov [10] proved the existence and uniqueness of the weighted Gaussian interval quadrature formula for a given system of continuously differentiable functions, which constitute an ET system of order two on a finite interval [a, b] .
The case of interval quadratures of the Gaussian type on unbounded intervals was for the first time treated in [11] , where the existence and uniqueness of the Gaussian interval quadrature formula with respect to the generalized Laguerre weight function have been presented, including an algorithm for the numerical construction of such a formula.
In this paper, we complete our investigation for all classical weight functions (cf. [12, 13] ), i.e., we prove the corresponding results for the Gaussian interval quadrature on R with respect to the Hermite weight function
The paper is organized as follows. In Section 2 we introduce some definitions and formulate the main result. In Section 3 we give some preliminary results. The proof of the main result is presented in Section 3. Finally, a few numerical examples are given in Section 4.
The main result
Let h = (h 1 , . . . , h n ) and H, M, ε 0 > 0. We denote
such that (φw) = ψw. Let P m be the set of all algebraic polynomials of degree at most m.
Definition 2.1. Given h ∈ H H n , the Gauss-Hermite interval quadrature rule is an interpolation quadrature rule of the form
where x ∈ X n (h), and it exists.
Theorem 2.1. Let w be the Hermite weight and a = −∞, b = +∞. For every H > 0, there exist ε 0 > 0 and M > 0, such that for every h ∈ H H n , the Gauss-Hermite quadrature rule (1.1), with the nodes x ∈ X ε 0 ,M n and positive weights µ k , k = 1, . . . , n, exists uniquely.
Preliminary results
In order to express our results in a more condensed form, we adopt the following definitions for the intervals
In order to prove the main theorem, we first present some auxiliary results (for similar results see [7, 8, 11] ).
. . , n, are arbitrary numbers, then the interpolation problem
has a unique solution in P N , where for m = 2 we take µ as the Lebesgue measure.
n , x ∈ X n (h); then, for every c ∈ C, there exists the unique q c ∈ P N , such that p = cx N +1 + q c solves the following interpolation problem
and there holds q c = cq 1 , where for m = 2 the µ is the Lebesgue measure.
Proof. To prove this lemma, we show that the corresponding homogenous system has only the trivial solution. Note that the conditions can be expressed as a system of linear equations for the coefficients of p. For the first part, we can simply count zeros to see that in every subinterval I k , there are j k zeros. So, in total we have k j k = N + 1 zeros, which means that if the solution is not trivial, its degree is at least N + 1, and therefore it is not a solution in P N . For the second part, we can rewrite the interpolation problem in the following form
Now, we can apply the first part of this lemma with
to the interpolation problem (3.2), and denote the unique solution by q c . Obviously, the linear system of equations which defines q c , has a free vector multiplied by c, so that q c = cq 1 .
Lemma 3.2. Suppose h ∈ H H n and there exists a Gauss-Hermite quadrature rule with nodes x ∈ X n (h), then x ∈ X n (h).
Proof. Let h ∈ H H
n and x ∈ X n (h), but x ∈ X n (h). Then at least one of the equalities
holds. Suppose we have x k + h k = x k+1 − h k+1 ; then according to the interpolation Lemma 3.1, there exists a monic polynomial p ∈ P 2n−2 , such that
Obviously such a p annihilates the Gauss-Hermite interval quadrature sum, and it has a constant sign on O. This means that O p dµ = p dµ = 0, which is a contradiction.
The following lemma is crucial, since it allows us to treat the problem for an unbounded interval with tools which are designed for compact supporting sets. Lemma 3.3. There exists an M > 0, such that for every h ∈ H H n and nodes x ∈ X n (h) of the corresponding Gauss-Hermite quadrature rule (2.1), there holds
Proof. Suppose it is not the case. Then, for every M > 0, there exists h M ∈ H H n and a respective set of nodes
Let us assume that we have k − and k + negative and positive nodes, respectively, that are not bounded as M increases. Then, in total we have n − k − − k + ≥ 0 nodes which remain bounded as M increases. Suppose those nodes are bounded by some
We can always choose L sufficiently large such that
since all other nodes are unbounded; actually it is enough to choose L bigger than H . Since the nodes x M k and the lengths h M k , k = k − + 1, . . . , n − k + , are bounded, we can always extract the convergent sequences. Denote by x j k and h j k , k = 1, . . . , n, the sequences of nodes and lengths such that the nodes x j k , k = 1, . . . , k − and k = n−k + +1, . . . , n, are unbounded and that the nodes x j k and the lengths h
for every j ∈ N 0 , which are not empty. Moreover, since H < L and the sequences of the nodes x j k and the lengths h j k , k = k − + 1, . . . , n − k + , are convergent, there exists an interval (a, b) of positive length, such that
for a j 0 sufficiently large. Now, consider a polynomial p j of degree 2n − 1, given by
with the leading coefficient −1, which exists, according to Lemma 3.1, part (ii). Obviously, this polynomial p j annihilates the quadrature formula: since it is of degree 2n − 1 it must be p j dµ = O p j dµ = 0. p j has positive sign on the set O j \ O j n+1 , and negative on the set O j n+1 , so that, it must be
We can give the following estimation for the first integral
where we used the fact that (a, b) ⊂ O, and that polynomial p j has n 1 zeros smaller than a and n 2 zeros bigger than b. As we can see quantity J 1 does not depend on j, and it is constant. On the other hand, for the second integral we have the bound
so that we have
where J j 2 depends on j, and J 1 does not. Consider now the following monic polynomial 1 2h
which exists according to the Lemma 3.1, part (ii), it is of degree 2n − 1, and it annihilates quadrature formula, so it must be p j dµ = O p j dµ = 0. p j is of positive sign on O j \ O j 1 and negative on O j 1 , so that it must be
using the same reasoning we can conclude that
which does not depend on j, and
We are going to prove that at least one of the quantities J 3 and J At first, we see that for w(x) = e −x 2 , m ∈ N, and M ≥ √ m,
as well as
where obviously ε(M) → 0 as M tends to +∞. According to these facts, for M j + and M j − sufficiently large, we have 
Using the fact that lim |x|→+∞ |x| µ w λ (x) = 0, for each λ, µ > 0, we conclude that
In the case that (2M Proof. Suppose there is some k ∈ {1, . . . , n}, such that µ k = 0. According to the interpolation Lemma 3.1, there exists p ∈ P 2n−2 such that
This p annihilates the Gauss-Hermite interval quadrature sum, but it has a constant sign on O, such that we have O p dµ = p dµ = 0, which is a contradiction.
Definition 3.1. We denote
and
for k = 1, . . . , n, where we use the short notation
Theorem 3.1. For every h ∈ H H n , the nodes of the quadrature rule (2.1) satisfy the system of equations
For h ∈ H H n , every solution x ∈ X n (h) of the system (3.3) defines the nodes for the Gauss-Hermite quadrature rule (2.1).
Proof. Applying the Gauss-Hermite interval quadrature rule (2.1) to the polynomial (Ω ν φw) /w of degree 2n − 1, we get
i.e., if x are nodes of the Gauss-Hermite quadrature rule they must satisfy (3.3), since according to Lemma 3.4, we have µ ν = 0, ν = 1, . . . , n.
For any p ∈ P 2n−2 , we have
This can be proved by applying the Cauchy Residue Theorem to the rational function p/Ω , over the contour Λ = {x | |x| = R} in the complex x-plane, where R is sufficiently large. Note that for p ∈ P 2n−2 , we have p/Ω ∼ x −2 as x → ∞, which gives
Now, suppose that for x ∈ X n (h), we have
Then obviously, according to (3.4), we have for any p ∈ P 2n−2
so that for every r ∈ P 2n−1 of the form r = p φ + pψ, p ∈ P 2n−2 , we have
for an arbitrary C. All we need to do is to choose C, such that the formula is exact for all r ∈ P 2n−1 . Thus, an element of P 2n−1 , which is not of the form p φ + pψ, p ∈ P 2n−1 is the constant polynomial, so that we can choose
The system of equations (3.5) defines the Gauss-Hermite quadrature rule, and it is equivalent to (3.3). It is enough to note that
Using these equations, we can conclude by definition of Ω k , that
n and x ∈ X n (h), which gives C > 0. Thus, all weights in the constructed quadrature rule are positive. To be completely fair, we need to give an explanation for the case h k = 0 for some k. Then, the corresponding term of (3.4) is given by
and it can be transformed to the form
We require that the term with p vanish, so that we have
This is exactly what equation of the system (3.3) is when h k = 0.
Lemma 3.5. The weights in the Gauss-Hermite interval quadrature rule (2.1) are positive.
Proof. Actually, we have
where
Since x ∈ X n (h), all terms are positive.
Lemma 3.6. There exist ε 0 > 0 and M > 0, such that for all h ∈ H H n and all nodes x ∈ X n (h) of the Gauss-Hermite quadrature rule (2.1), we have x ∈ X ε 0 ,M n .
Proof. The existence of M is already proved, so that we prove now only the existence of ε 0 . Assume the contrary; then for every ε 0 > 0, there exists h ε 0 ∈ H H n and the corresponding set of nodes x ε 0 ∈ X n (h ε 0 ), for which the interpolation quadrature rule (2.1) is Gaussian (i.e., exact on P 2n−1 ), with the property that at least one of the following equalities holds:
Since the sets h ε 0 and x ε 0 are bounded, there are convergent sequences h k , x k , k ∈ N, with limits h 0 and x 0 , such that at least one of the equalities
holds. Since weights µ ν , ν = 1, . . . , n, are continuous functions of h and x, according to (3.6), for h (0) and respective set of nodes x (0) , we have that the rule
is exact for p ∈ P 2n−1 , because of continuity. Since, for this Gauss-Hermite interval quadrature rule, we have at least two intervals which have the boundary point in common, we can apply the same argument as in the proof of Lemma 3.2 to produce a contradiction. This means that the statement of Lemma 3.6 is correct.
Proof of the main result
To prove the main result, we are going to need the following topological result, which can be found in [14, 15] and [16] .
Assume that D is a bounded open set in R n , with the closure D and the boundary ∂ D, and Φ : D → R n is a continuous mapping. By deg(Φ, D, c), we denote the topological degree of Φ with respect to D and c ∈ Φ(∂ D). Now we are ready to prove the main result.
Proof of Theorem 2.1. We are solving the system of equations
is a solution of (4.1). Then we have
and the inequality is obvious. Similarly,
from where the inequality is obvious. Also it is clear that
This means that the Jacobian is diagonally dominant, with positive elements on the main diagonal and negative elsewhere. Thus,
The rest of the proof goes exactly as it is given in [7] . The proof has N steps, where N is defined by h = (N +η) ε 0 4 , 0 < η ≤ 1, with h = max{h 1 , . . . , h n }. At the j-th step, uniqueness is proved for the h ( j)
In the first step, the mappings It is interesting, since there is no bound on the real line for the placement of nodes, that we can increase h for quite large amounts. For example, in Table 5 .1, we present nodes and weights for an interval quadrature (2.1), when n = 50 and h = (2 −3 , . . . , 2 −3 ). Starting with nodes for the ordinary Gauss-Hermite quadrature rule, using the Mathematica package OrthogonalPolynomials [17] , we need just 8 iterations in the numerical construction. This is quite an amazing performance, since in similar situations for the Laguerre and Jacobi measures, we have much worse performance, due to the boundness of the support for the Laguerre and Jacobi measures (see [8, 11] ). Table 5 .2 presents nodes and weights for the Gauss-Hermite interval quadrature rule (2.1) for n = 10 and h = (3/4, 3/4, 3/4, 3/4, 3/4, 1/8, 1/8, 1/8, 1/8, 1/8). The construction is performed first for the vector of lengths h = (1/8, . . . , 1/8), using as starting values nodes for the ordinary Gauss-Hermite quadrature rule (h = 0). Then the first five components of h are increased by the amounts 0.05. In all computations, we needed at most 10 iterations. However, we have 25 intermediate steps, which makes it a really painful process.
