In earlier works (Davis and Lleo (2011b) , Davis and Lleo (2012) ), we showed that jumpdiffusion risk-sensitive asset management problem without benchmark admit a unique classical (C 1,2 ) solution. In this article we extend these solution techniques to a benchmarked asset management problem with jumps. Benchmarked asset management problems are highly relevant to the financial industry: most investment funds have a benchmark, such as a financial index or a customized portfolio, against which their performance is assessed. We show here under two different sets of assumptions that the stochastic control problem associated with the benchmarked aset management problem admits a unique C 1,2 solution and that the optimal investment strategy exists and is unique.
Introduction
Historically, the portfolio selection literature has taken the perspective of an investor who aims at maximizing either the risk-adjusted return or the utility generated by a portfolio of assets. This specification may work well for individual investors and a number of fund managers, but it is inadequate for institutional investors whose performance is assessed with respect to an investment benchmark. In these benchmarked investment problems, the investor aims at selecting an asset allocation to outperform a given investment benchmark such as a financial index (the S&P 500, MSCI World or BarCap Aggregate Bond Index) or a custom-designed investment benchmark (i.e. a mix of 30% S&P 500, 30% MSCI World and 40% BarCap Aggregate Bond Index).
Several authors have addressed the benchmarked investment problem in a continuous time setting using diffusion processes. In a complete market setting, Browne Browne (1999) showed that solving the benchmarked investment problem was equivalent to solving a nonlinear Dirichlet problem and addressed a number of related questions. Pham Pham (2003) developed a risksensitive approach similar to ours but limited his analysis to one risky asset and one factor and solved the resulting problem using a large deviation approach. Davis and Lleo Davis and Lleo (2008) Davis and Lleo (2011a) used a stochastic control-orientated approach due to Kuroda and Nagai Kuroda and Nagai (2002) to solve explicitly the risk-sensitive benchmarked investment management problem. Benchmarked problems are also related to asset and liability management (ALM) problems (see for example Rudolph and Ziemba Rudolf and Ziemba (2004) and Benk Benk (2012) ), with a subtle difference: while benchmarked investors attempt to outperform their benchmark, ALM investors try to ensure that a given liability is met. The most a benchmarked investor has to lose if they underperform are asset management mandates, clients, and reputation. On the other hand, failure by an ALM investor to at least replicate the liability could result in bankruptcy.
We consider a benchmark investment management problem in a jump-diffusion setting under two sets of assumptions on the coefficients of the processes. In both cases, the asset prices are allowed to depend on a random factor process X t , the components of which can be interpreted either as macroeconomic factors or simply as a statistical representation of the uncertainty of asset returns. Under the first set of assumptions, the growth rates of assets are an affine function of the factors, while the asset diffusions are constant and the asset jumps are independent from the factors. The factors are modelled as a Gaussian diffusion process. Under the second set of assumptions, both the asset growth rates and volatility are allowed to depend on the factors, making it possible to incorporate stochastic volatility in our analysis. Moreover, the factors are now modelled as jump-diffusion processes.
We formulate the benchmarked investment management problem as a risk-sensitive control problem. In risk-sensitive control, the decision maker's objective is to select a control policy h(t) to maximize the criterion
where R T (h) is a reward function at a fixed final time T corresponding to a control process h, and the exogenous parameter θ > 0 represents the decision maker's degree of risk aversion. A Taylor expansion of J around θ = 0 gives
In optimal investment problems (as in Bielecki and Pliska Bielecki and Pliska (1999) or Kuroda and Nagai Kuroda and Nagai (2002) ) it is customary to take R T = log V T , where V T is the value of the investment portfolio corresponding to an asset allocation strategy h; then (2) shows that risk-sensitive control amounts to 'dynamic Markowitz': we maximize the expected return subject to a constraint on the variance of returns. In benchmarked investment management, R T = ln V T /L T , measures the outerpformance of the investor's portfolio with respect to the benchmark at a level L T . With this choice of reward function, risk-sensitive control amounts to maximizing the expected outperformance subject to a constraint on the variance of outperformance.
The solution technique we present here extends the approaches proposed by Davis and Lleo (see Davis and Lleo (2011b) and Davis and Lleo (2012) ) in an investment management context without benchmark. The first step is to use a change-of-measure idea introduced by Kuroda and Nagai Kuroda and Nagai (2002) that reduces the risk-sensitive optimization problem to a stochastic control problem in the factor process. Under the first set of assumptions, affine asset growth rates with constant volatility, the factor process X t has no jumps and the associated Bellman equation is a partial differential equation (PDE) which can be shown to admit a unique classical classical (C 1,2 ) solution.
Under the second set of assumptions, we now have a fully nonlinear controlled jump-diffusion, and the Bellman equation is a partial integro-differential (PIDE) for which no analytical solution exists. In such situation, viscosity solutions are generally used to show that the value function is the unique continuous solution of the Hamilton Jacobi Bellman partial integro-differential equation (HJB PIDE); see in particular Crandall Ishii and Lions Crandall et al. (1992) , Barles and Imbert Barles and Imbert (2008) for an overview of viscosity solutions and Fleming and Soner Fleming and Soner (2006) , Øksendal and Sulem Øksendal and Sulem (2005) or Touzi Touzi (2002) for a discussion of their application to stochastic control, as well as Davis and Lleo Davis and Lleo (2010) for a viscosity approach to risk-sensitive asset management. In the context of optimal control, a limitation of viscosity solutions is that they are weak solutions: they do not generally satisfy the smoothness assumption required to obtain a sufficient condition via a classical verification theorem. Proving that the HJB PIDE admits a unique classical classical (C 1,2 ) solution requires the development of a more sophisticated argument combining viscosity solutions and classical solutions. The key references are due to Pham Pham (1998) , Davis, Guo and Wu Davis et al. (2010) and Davis and Lleo Davis and Lleo (2012) . This line of reasoning differs from more abstract results on classical solutions to PIDEs (see for example Mikulyavichyus and Pragarauskas (1994) ) in that it is directly tailored to the problem at hand. It is therefore of particular interest for the type of applied problems related to optimal control.
The article is organised as follows. We introduce the analytical setting in Section 2 before formulating the control problem in Section 3. The main result, Theorem 3.1, is stated in Section 3.3 and proved the next three sections: in Sections 4, 5 and 6, we respectively address the questions of the existence of classical solution to the HJB PIDE under both sets of assumptions, and present a verification theorem establishing optimality of our candidate control.
Analytical Setting
The asset market comprises m risky securities S i , i = 1, . . . m and a money market account process S 0 . The investor selects an asset allocation with the objective to outperform a given investment benchmark L . The dynamics of the assets and benchmark depend on n factors X 1 (t), . . . , X n (t) which follow the dynamics given in the jump diffusion equation (5) below.
Let (Ω, F, P) be the underlying probability space. On this space is defined an R M -valued (F t )-Brownian motion W (t) with components W k (t), k = 1, . . . , M , and M := m + n. Moreover, let N be a (F t )-Poisson point process on (0, ∞) × Z, independent of W (t), where (Z, B Z ) is a given Borel space. Define
For notational convenience, we fix throughout the paper a set Z 0 ∈ B Z such that ν(Z\Z 0 ) < ∞ and define, as in Øksendal and Sulem (2005) 
For t ∈ [0, T ] let F t be the σ-field generated by the Brownian motions W k (s) and Poisson processes N (A, s) for k = 1, . . . , M , A ∈ B Z and 0 ≤ s ≤ t, completed with all null sets of F T . It is well known that the filtration {F t } t∈[0,T ] satisfies the 'usual conditions'.
Factor Dynamics
The factor process X(t) ∈ R n is allowed to have a full jump-diffusion dynamics, satisfying the stochastic differential equation:
(5) We will consider two different sets of standing assumptions:
• affine drift and constant diffusion with no jumps in the factor;
• standard stochastic control assumptions of bounded drift and diffusion, with jumps in both assets and factors.
Assumption 2.1 (Affine Drift and Constant Diffusion).
for some constant K b > 0.
(ii) the function Λ : [0, T ] × R n → R n×M is bounded and Lipschitz continuous,
for some constant K Λ > 0.
(iii) There exists η Λ > 0 such that
for all ζ ∈ R n (iv) There exists K b > 0 and K Λ > 0 such that
for some constant K ξ > 0.
(vi) The vector valued function ξ(t, x, z) satisfies:
The minimal condition on ξ under which the factor equation (5) is well posed is
see Definition II.4.1 in Ikeda and Watanabe Ikeda and Watanabe (1981) . However, for this paper it is essential to impose the stronger condition (12) in order to connect the viscosity solution of the HJB PIDE to the viscosity solution of a related parabolic PDE. The same condition is imposed in Davis-Guo-Wu Davis et al. (2010) .
Remark 2.1. Note that (9) and (10) follow respectively from (6) and (7) when b and λ are differentiable.
Asset Market Dynamics
Let S 0 denote the wealth invested in the money market account with dynamics given by the equation:
and let S i (t) denote the price at time t of the ith security, with i = 1, . . . , m. The dynamics of risky security i can be expressed as:
The standing assumptions are as follows.
Assumption 2.3 (Affine Drift and Constant Diffusion
for some constant K 0 > 0.
(ii) There exists K 0 > 0 such that
for some constant K a > 0.
(iv) the function Σ : [0, T ] × R n → R m×M is bounded and Lipshitz continuous, i.e.
for some constant K Σ > 0.
(v) There exists ψ Σ > 0 such that
for all ζ ∈ R m (vi) There exists K a > 0 and K Σ > 0 such that
is bounded, continuous and satisfies the growth condition
for some constant K γ > 0.
(viii) The vector valued function γ(t, z) satisfy:
(ix) We also require
for some constant K ΛΣ > 0 Remark 2.2. Note that (21) and (22) follow respectively from (18) and (19) when b and λ are differentiable.
Benchmark Modelling
We assume that the dynamics of the benchmark follows the jump-diffusion process the asset prices. Specifically,
where α is a scalar constant, β is a n-element column vector, and γ is a N -element column vector.
Assumption 2.5 (Affine Drift and Constant Diffusion). (i) c(t, x)
for some constant K c > 0.
(ii) the function ς : [0, T ] × R → R M is bounded and Lipshitz continuous, i.e.
for some constant
(v) the function η : [0, T ] × Z → R is bounded, continuous and satisfies the growth condition
for some constant K η > 0.
(vi) The vector valued function η(t, z) satisfy:
(vii) We also require
for some constant K ςΣ > 0
We need a further assumption relating the jumps in the asset prices, in the benchmark level and in the factors.
This assumption implies that there are no simultaneous jumps in the factor process and the asset price process. This imposes some restriction, but appears essential in the argument below.
Portfolio Dynamics
The function γ appearing in (14) is assumed to satisfy the following conditions. Assumption 2.8.
where supp(·) denotes the support of the measure, and let
] be the smallest closed hypercube containingS. We assume that γ(t, z) ∈ R m satisfies
We also assume that η(t, z) ∈ R satisfies
Define the set J 0 as
be the sigma-field generated by the security and factor processes up to time t.
Definition 2.1. An R m -valued control process h(t) is in class H 0 if the following conditions are satisfied:
(i) h(t) is progressively measurable with respect to {B([0, t]) ⊗ G t } t≥0 and is càdlàg;
(ii) h(t) ∈ J 0 ∀t a.s.
We note that under Assumption 2.8, a control process h(t) satisfying (ii) is bounded.
By the budget equation, the proportion invested in the money market account is equal to h 0 (t) = 1 − m i=1 h i (t). This implies that the wealth V (t) of the investor in response to an investment strategy h(t) ∈ H 0 , follows the dynamics
where V (0) = v 0 is the initial endowment andâ := a − a 0 1, 1 ∈ R m denotes the m-element unit column vector.
We define the asset portfolio's log excess return its benchmark, F (t), as:
By Itô's lemma,
Investment Constraints
We consider r ∈ N fixed investment constraints expressed in the form
where Υ ∈ R m × R r is a matrix and υ ∈ R r is a column vector. For the constrained control problem to be sensible, we need Υ and υ to satisfy the following condition:
Assumption 2.9. The system Υ y ≤ υ for the variable y ∈ R m admits at least two solutions.
We define the feasible region J as
The feasible region J is a a convex subset of R m and as a result of Assumption 2.9, J has at least one interior point.
Problem formulation
The class A of admissible investment strategies is defined as follows.
Definition 2.2. A control process h(t) is in class A if the following conditions are satisfied: (i) h ∈ H, where
(ii) Eχ h (T ) = 1 where χ h (t) is the Doléans exponential defined for t ∈ [0, T ] by
with
The investor's objective is to maximise the risk-sensitive criterion J(h, v) of (1) with R T = ln F (T ). From (35) and the general Itô formula we find that the term e −θ ln F (T ) can be expressed as
where
and the Doléans exponential χ h (T ) is given by (40).
Remark 2.3. For a given, fixed h, the functional g is bounded and Lipschitz continuous in the state variable x. This follows easily by boundedness and Lipschitz continuity of the coefficients a 0 , a, Σ and γ.
For h ∈ A and θ > 0 let P h be the measure on (Ω, F T ) defined via the Radon-Nikodým derivative
and let E h denote the corresponding expectation. Then from (42) we see that the criterion J is given by
Evidently, the value v 0 plays no role in the optimization process. Throughout the rest of the paper we normalize to v 0 = 1. Moreover, under P h ,
is a standard Brownian motion and the P h -compensated Poisson random measure is given by
As a result, under P h the factor process X(s), 0 ≤ s ≤ t satisfies the SDE:
and b is the P-measure drift of the factor process (see (5)).
Remark 2.4. The drift function f is Lipschitz continuous with coefficient
For a constant control h the state process X(t) is a Markov process with generator
In summary, we have shown that the risk-sensitive asset allocation problem is equivalent to the stochastic control problem of minimizing the cost criterioñ
over the control set A for a controlled process X t satisfying (in 'weak solution' form) the jumpdiffusion SDE (46). The remainder of the paper is devoted to solving the stochastic control problem (46),(49).
Dynamic programming and the value function
We will solve the control problem by studying the Hamilton-Jacobi-Bellman (HJB) equation of dynamic programming, which involves embedding the original problem in a family of problems indexed by time-space points (s, x), the starting time and position of the controlled process X t . The description here is in the same spirit as Bouchard and Touzi Bouchard and Touzi (2011) .
For fixed s ∈ [0, T ] we define the filtration {F s t , t ∈ [s, T ]} by
and note that F s t is independent of F t . X(t) will denote the solution of (5) on [s, t] with initial condition X(s) = x and P s,x the measure on F s T such that P s,x [X s = x] = 1. The class of admissible controls A s is defined analogously to A above with h adapted to F s t , leading to a change of measure on F s T defined by the Radon-Nikodým derivative
We will now introduce the following two auxiliary criterion functions under the measure P h s,x :
Remark 3.1. The criterionĨ defined in (50), which is the cost function for our stochastic control problem, can be interpreted as a payoff of 1 at the terminal time T 'discounted' at a stochastic controlled rate of −θg(·) (which is however not necessarily ≥ 0).
The corresponding value functions arẽ
Lemma 3.1.Φ(s, x) = inf h∈AĨ (s, x, h). That is, the infimum is unchanged if the class A s is replaced by the larger class A.
Proof. This uses exactly the argument of Remark 2, page 958 of Bouchard and Touzi Bouchard and Touzi (2011) . We condition on the initial filtration and use the independence of F s and F s t .
The Risk-Sensitive Control Problems under P h
We will show that the value function Φ defined in (52) satisfies the HJB PIDE
where J is defined in (38),
and subject to the terminal condition (recall our normalization v 0 = 1)
Condition (12) ensures that I N L is well defined, at least for bounded u.
ForΦ, the corresponding HJB PIDE is
subject to terminal conditionΦ
where for r ∈ R, p ∈ R n H(s, x, r, p) = inf
Remark 3.2. The function H satisfies a Lipschitz condition as well as the linear growth condition
The value functions Φ andΦ are related through the strictly monotone continuous transformationΦ(t, x) = exp {−θΦ(t, x)}. Thus an admissible (optimal) strategy for the exponentially transformed problem is also admissible (optimal) for the risk-sensitive problem. In the remainder of the article, we will refer to the control problem and HJB PIDE related to the value function Φ as the risk sensitive control problem and the risk sensitive HJB PIDE, and to the control problem and HJB PIDE related to the value functionΦ as the exponentially transformed control problem and the exponentially transformed HJB PIDE.
Properties of the Value FunctionΦ
We start by establishing two a priori properties of the value function.
Proposition 3.1. The exponentially transformed value functionΦ is positive and bounded, i.e. there exists M > 0 such that
Moreover, the strategy of investing only in the money-market account, i.e. taking h ≡ 0 is sub-optimal, and hencẽ
whereǎ 0 is a bound for |a 0 (t, x)| (see Assumption 2.4(i)). This concludes the proof.
Proposition 3.2. The value functionΦ is Lipschitz continuous in the state variable x.
Proof. See Davis and Lleo (2012) for the proof.
Proposition 3.3. Under either Assumption 2.3 (v) or both Assumption 2.4 (v) and Assumption 2.7, the supremum in (53), (54) admits a unique Borel measurable maximizerĥ(t, x, p) for
Proof. We present the proof under Assumption 2.4 (v) and Assumption 2.7. The proof under Assumption 2.3 (v) follows as a special case.
The supremum in (53) can be expressed as
Define the auxiliary functional
for h ∈ R m , x ∈ R n , p ∈ R n and θ ∈ (0, ∞). Under Assumption (20), for any p ∈ R n the term
Under Assumption 2.7, the nonlinear jump-related term
simplifies to
As a function of the variable h, (h; x, p) can be defined more precisely as a mapping from the vector space R m into R. Moreover, is continuous in h ∀h ∈ R m , twice differentiable and with continuous derivatives. Finally, f attains its infimum, and the infimum is finite.
Looking at the constraints, the matrix Υ defines a mapping from the vector space R m into the normed space generated by associating to the constraint vector space U the Euclidian norm. Under Assumption 2.9, there exists an h 1 such that Υ h < υ.
As a result, we can conclude that the auxiliary constrained optimization problem
is a convex programming problem satisfying the assumptions of Lagrange Duality (see for example Theorem 1 in Section 8.6 in Luenberger (1969) ). We therefore conclude that the supremum is reached for a unique maximizerĥ(t, x, p), which is an interior point of the set J defined in equation (34), and the supremum, evaluated atĥ(t, x, p) ∈ R n , is finite. By measurable selection,ĥ can be taken as a Borel measurable function on [0, T ] × R n × R n .
Main result
We now come to the main result of this paper.
Theorem 3.1. Under either of 1. Affine drift assumptions 2.1, 2.3, 2.7and 2.9; or 2. Standard control assumptions 2.2, 2.4, 2.7, 2.8 and 2.9; the following hold:
1. The exponentially transformed value functionΦ defined at (52) is the unique
solution of the RS HJB PIDE (57)-(58).
2. The value function Φ, also defined at (52), is the unique C 1,2 ([0, T ] × R n ) solution of the RS HJB PIDE (53)-(65).
3. The asset allocation h * (t) =ĥ(t, X t , DΦ(t, X t )), whereĥ is the function introduced in Proposition 3.3, is optimal in the class A of admissible controls.
Proof of Theorem 3.1. Existence of a classical (C 1,2 ) solution -proving thatΦ is a C 1,2 ([0, T ] × R n ) solution of the RS HJB PDE (57)- (58) requires a different approach for each set of assumptions:
• Section 4 outlines the approach under the affine drift and constant diffusion assumptions 2.1, 2.3, 2.7and 2.9.
• Section 5 presents an overview of the approach under standard control assumptions 2.2, 2.4, 2.7, 2.8 and 2.9
Existence of an optimal control -by Proposition 3.3, the supremum in (53) admits a unique Borel measurable maximizer. Moreover, by Proposition 6.1, this maximizer is admissible and by Proposition 6.2 it is also a maximizer with respect to the P-measure criterion J defined in (45). Thus, we can take this maximizer as our optimal asset allocation.
Verification and uniqueness of the classical solution -Φ is bounded by Proposition 3.1. Part (i). of Verification Theorem 6.1 therefore applies. Choosing as optimal control the unique maximizer of the supremum (60), part (ii). of Theorem 6.1 also applies:Φ is the unique solution to the HJB PIDE.
It then follows that Φ is the unique classical solution to the HJB PIDE (53) with terminal condition (65).
Existence of a Classical (C 1,2 ) Solution Under Affine Drift Assumptions
Under Assumptions 2.1, 2.3, 2.7and 2.9, the problem reduces to solving a certain stochastic control problem in the factor process, which has no jumps. As a result, the HJB equation is a PDE, not a PIDE:
and subject to the terminal condition
ForΦ, the corresponding HJB PDE is
The proof of existence of a classical solution follows a similar arguments to those developed by Fleming and Rishel Fleming and Rishel (1975) (Theorem 6.2 and Appendix E) based on PDE results from Ladyzenskaja et al. Ladyzenskaja et al. (1968) . Namely, we can use an approximation in policy space alongside results on linear parabolic partial differential equations to prove that the exponentially transformed value functionsΦ is of class C 1,2 ((0, T ) × R n ). Then it follows that the value functions Φ is also of class C 1,2 ((0, T ) × R n ). The approximation in policy space algorithm was originally proposed by Bellman in the 1950s (see Bellman Bellman (1957) for details) as a numerical method to compute the value function.
The approach proposed in Davis and Lleo (2011b) in an asset management context without a benchmark can be used directly with very minor modifications to solve the benchmarked asset management problem. This approach has two steps. First, use the approximation in policy space algorithm to show existence of a classical solution in a bounded region. Then, extend this argument to unbounded state space. To derive this second result Davis and Lleo follow a different argument than Fleming and Rishel Fleming and Rishel (1975) which makes more use of the actual structure of the control problem. This argument requires the definition of 'zero beta' policies.
Definition 4.1 (0β-policy) . By reference to the definition of the function g in equation (43), a 'zero beta' (0β) control policyȟ(t) is an admissible control policy for which the function g is independent from the state variable x.
The term 'zero beta' is borrowed from financial economics (see for instance Black Black (1972) ). To avoid assuming the existence of a globally risk-free rate in factor models such as the CAPM, the APT or in ad-hoc valuation models, it is customary to build portfolios without any exposure to the factor(s) as a substitute for the risk-free rate. These special portfolios are referred to as 'zero beta' portfolios by reference to the slope coefficient β used to measure the sensitivity of asset returns to the valuation factor(s).
In the risk sensitive benchmarked asset management model, if A 0 = 0, then the policy h 0 = 0, i.e. invest all the wealth in the risk-free asset, is a 0β-policy. In the general case when A 0 = 0, we see from 35 that the set Z of 0β-policies is the set of admissible policiesȟ which satisfy the equationȟ
Note that since m > n, there is potentially an infinite number of 0β-policies as long as the following assumption is satisfied Assumption 4.1. The matrixÂ has rank n.
Assumption 4.2.
Z ∩ J = {∅} Assumption 4.2 ensures that at least one zero beta policyȟ is in J . This assumption forces some consistency between the drift coefficients A 0 ,Â and the jump coefficient γ, but is consistent with the 'spirit' of zero beta policies: zero beta policies are proxies for the risk-free asset and should not result in a highly risky portfolio allocation.
Without loss of generality, we can fix a 0β controlȟ as a constant function of time so that g(x,ȟ) =ǧ, whereǧ is a constant.
5 Existence of a Classical (C 1,2 ) Solution Under Standard Control Assumptions
The objective of is to prove that the value functions Φ andΦ are smooth. The process involves six steps 1 which are detailed in Davis and Lleo (2012) in the context of an investment management problem without benchmark. The addition of a benchmark only requires minor changes, but neither affects the line of reasoning nor the key results:
Step 1:Φ is a Lipschitz Continuous Viscosity Solution (VS-PIDE) of (57) First, change notation and rewrite the HJB PIDE as
and
for r ∈ R, p ∈ R n and where
We can show thatΦ is a Lipschitz continuous solution of (69).
The application of viscosity solution techniques to stochastic control problem require two lines of argument. The first is to prove that the value function is a viscosity solution of the associated HJB equation. Theorem 3.5 of Bouchard and Touzi Bouchard and Touzi (2011) provides the weak Dynamic Programming Principle (DPP) we needed to prove this result. The second line of argument relates to the the comparison result required to show uniqueness. It is widely appreciated that the heart of viscosity solution theory lies in the uniqueness theorems and, as seen for example in Barles and Imbert Barles and Imbert (2008) , to prove the necessary comparison theorems stronger conditions are generally required than those needed for existence. Our strategy is to by-pass this question entirely by taking a route that only requires uniqueness of viscosity solutions for PDEs-where a large literature exists (starting with Crandall et al. (1992) )-rather than PIDEs where results are sparser.
Step 2: From PIDE to PDE -Change notation and rewrite the HJB PIDE as a parabolic PDEà la Pham Pham (1998) :
subject to terminal condition u(T, x) = 1 and with
In particular, f a is Lipschitz continuous and bounded andǏ is continuous. The second property stem from Assumption (12).
Step 3: Viscosity Solution to PDE (75) -consider a viscosity solution u of the semi-linear PDE (76) (always interpreted as an equation for 'unknown' u with the last term prespecified, withΦ defined as in Step 1.)
Φ is a viscosity solution of the PDE (75) -this is due to the fact that, in definition (78), PIDE (69) and PDE (75) are in essence the same equation. Hence, ifΦ solves one of them, then it solves both.
The definition of viscosity solution we need to use is due to Pham Pham (1998) and formalized by Davis, Guo and Wu Davis et al. (2010) . This new definition is not standard, although it is equivalent to standard definitions based on semi-jets and test functions.
Step 4: Uniqueness of the Viscosity Solution to the PDE (75) -If a function u solves the PDE (75) it does not mean that u also solves the PIDE (69) because the term d a in the PDE (75) depends onΦ regardless of the choice of u. Thus, if we were to show the existence of a classical solution u to PDE (75), we would not be sure that this solution is the value functionΦ unless we can show that PDE (75) admits a unique solution. Because we proved earlier on that f a is Lipschitz continuous and boundedand that dΦ a is continuous, this step only requires applying a "classical" comparison result for viscosity solutions (see Theorem 8.2 in Crandall, Ishii and Lions Crandall et al. (1992) ). .
Step 5: Existence of a Classical Solution to the HJB PDE (75) -Now that we have been able to rewrite the HJB PIDE as a parabolic PDE, we have access to the literature addressing the existence of a strong solution to the HJB PDE, such as Fleming and Rishel Fleming and Rishel (1975) or Krylov Krylov (1980) and Krylov (1987) . The crucial point in this argument is that this new PDE has a unique viscosity solution which also solves the initial PIDE. From there, we only need to prove existence of a classical solution to the PDE in order to show that the value functions Φ is also of class
However, the control-based argument used in the Section 4 cannot be used here. The reason for this is that reinterpreting the PIDE as a PDE removes the natural connection between the PDE and the dynamics of the factor process. It therefore becomes more effective to consider the PDE in abstraction from the control problem and prove existence directly through standard PDE arguments.
Step 6: Any Classical Solution is a Viscosity Solution -henceΦ and Φ are respectively a classical (C 1,2 ) solution of (57) and a classical (C 1,2 ) solution of (53).
Verification
In this section, we prove a verification theorem to the effect that if (53) has a C 1,2 solution then that solution is equal to Φ defined by (52) and the control h * (t) =ĥ(t, x, DΦ) is optimal.
6.1 The unique maximizer of the supremum (60) is the optimal control, i.e. h * (t, X t ) =ĥ(t, X t , DΦ(t, X t ))
By measurable selection,ĥ can be taken as a Borel measurable function on [0, T ] × R n × R n (see Proposition 3.3). Moreover, Proposition 6.1. The maximizing control is admissible:ĥ(t, X t , DΦ(t, X t )) ∈ A.
Proof. The proof follows closely Proposition 4.3 in Davis and Lleo Davis and Lleo (2011b) .
Remark 6.1. The argument used in Davis and Lleo (2011b) is based on a result by Mémin Mémin (1979) . One could also derive a similar argument using the elegant result by Cheridito et al. Cheridito et al. (2005) .
Applying Proposition 6.1 we deduce that the controlĥ is optimal for the auxiliary problems (50) and (51) resulting from the change of measure. However, this proposition is not sufficient to conclude thatĥ(t) is optimal for the original problem (45) set under the P-measure. The next result shows that this is indeed the case.
Proposition 6.2. The optimal controlĥ(t, X t , DΦ(t, X t )) for the auxiliary problem sup h∈A I(t, x, h; θ; T ; v) where I is defined in (51) is optimal for the initial problem sup h∈H J(t, x, h; θ; T ; v) where J is defined in (45), i.e. h * (t, X t ) =ĥ(t, X t , DΦ(t, X t )).
Proof. The proof follows closely Proposition 4.4 in Appendix A of Davis and Lleo Davis and Lleo (2011b) .
We will first prove a verification theorem for the exponentially transformed problem with HJB PDE (57) and value functionΦ(t, x). As a corollary, we will obtain a verification theorem for the risk sensitive control problem with HJB PDE (53) and value function Φ(t, x). We define the first order operatorL h t ϕ(t, x) := f (t, x, h) Dϕ(t, x) + θg(x, h)ϕ(t, x) (80) + Z Φ (t, x + ξ(t, x, z)) −Φ(t, x) − ξ(t, x, z) DΦ(t, x) ν(dz) = 0 thenΦ(t, x) ≤Ĩ(v, x,h; t; T ; θ) for anyh ∈ A(T ).
(ii) Further assume that there exists a Borel-measurable minimizer h * (t, x) ofh →Lhφ defined in (80) thenΦ(t, x) =Ĩ(v, x, h * ; t; T ; θ) and h * (t, x) is optimal.
Proof. The proof is standard. It can be found for example in Davis and Lleo Davis and Lleo (2012) Corollary 6.1 (Verification Theorem for the Risk-Sensitive Control Problem).
(i) Assume that there exists a C 1,2 ([0, T ] × R n ) solution Φ to the HJB PIDE (53):
where L is defined in (54) then Φ(t, x) ≥ I(t, x, h; θ; T ; v) for anyh ∈ A(T ).
(ii) Further assume that there exists a Borel-measurable minimizer h * (t, x) ofh → L h Φ defined in (54) then Φ(t, x) = I(t, x, h * ; θ; T ; v) and h * (t, x) is optimal.
Proof. This corollary follows from the relation between Φ andΦ and from the fact that an admissible (optimal) strategy for the exponentially transformed problem is also admissible (optimal) for the risk-sensitive problem.
Conclusion
In this article, we have extended the approach proposed in Davis and Lleo (2011b) and Davis and Lleo (2012) to solve a risk-sensitive jump-diffusion benchmarked investment management problem under two sets of assumptions. Under the first set of assumptions, affine asset growth rates with constant volatility, the factor process X t has no jumps and the associated Bellman equation is a partial differential equation (PDE) which can be shown to admit a unique classical (C 1,2 ) solution.
Under the second set of assumptions, we now have a fully nonlinear controlled jump-diffusion, and the Bellman equation is a partial integro-differential equation for which no analytical solution exists. Proving that the Hamilton Jacobi Bellman partial integro-differential equation (HJB PIDE) admits a unique classical solution requires the development of a more sophisticated argument combining viscosity solutions and classical solutions. The argument used in the derivation hinges on only three key points. First, the Lipshitz continuity of the value function provides us with the ability to rewrite the HJB PIDE as a PDE. Second, viscosity solutions give us existence and uniqueness of a weak solution to both of these equations. A proof of existence by Fleming and Rishel based on a policy improvement originally due to Bellman completes the analysis by providing a smooth solution. The robustness of this approach is a clear advantage for control problems: solving benchmarked or ALM investment management problems is not more difficult than addressing an asset only investment problem.
