When {α i } 1≤i≤m is a sequence of distinct non-zero elements of an integral domain A and γ is a common multiple of the α i in A we obtain, by means of a simple identity for the Vandermonde determinant, a lower bound for sup 1≤i<j≤m φ(α i − α j ) in terms of φ(γ), where φ is a function from the nonzero elements of A to R + satisfying certain natural conditions. We describe several applications of this bound.
INTRODUCTION
This article is concerned with the following question. Suppose that {α i } 1≤i≤m is a sequence of distinct elements in an integral domain A and that all the α i have a common multiple γ = 0 in A. Let φ be a function from A into R + satisfying φ(xy) = φ(x)φ(y) and φ(x) ≥ 1 when x = 0, for x, y in A. If , for some s in [0, 1], we have φ(α i ) ≥ φ(γ) s for all i, then the question is to obtain a lower bound for sup 1≤i<j≤m φ(α i − α j ) in terms of φ(γ), m and s. This question is relevant, for example, to the problem of determining upper bounds for the number of integer points on small arcs of conics considered in [1] , [4] , [2] , [7] and problem of showing that the number of divisors of an integer N lying in certain arithmetical progressions is bounded independently of N , considered in [8] .
In most situations where the aforementioned question is of interest (loc. cit.), the integral domain A is either a factorial ring or a Dedekind domain and, indeed, it is by assuming that A has one of these properties that this question has been studied. For instance, when A is a factorial ring we have φ(α i − α j ) ≥ φ((α i , α j )) for 1 ≤ i < j ≤ m, where (α i , α j ) is the greatest common divisor of α i and α j in A. Further, (see [6] , pages 6 to 8 and also [8] ), there is a natural measure µ on the set X of powers of irreducible elements of A dividing γ such that , for all distinct i and j, we have log φ((α i , α j ))/ log φ(γ) = µ(E i ∩ E j ), where the E i are subsets of X. Applying the case of the overlapping theorem of [6] that gives a lower bound for 1≤i<j≤m µ(E i ∩ E j ) in terms of 1≤i<j≤m µ(E i ), one deduces a lower bound for sup 1≤i<j≤m φ((α i , α j )), and a forteriori for sup 1≤i<j≤m φ(α i − α j ), in terms of φ(γ), m and s.
When A is a Dedekind domain, a closely related argument is provided in Theorems 1.1 and 1.2 of [2] , based on the observation that the ideal < α i −α j > is contained in the ideal (a i , a j ), which is the greatest common divisor of the ideals a i and a j , the ideals of A generated respectively by α i and α j , and assuming that φ has a natural extension to the ideals of A.
In Section 2 we present a simple identity for the Vandermonde determinant that immediately yields, for any integral domain A, a lower bound for sup 1≤i<j≤m φ(α i − α j ) in terms of φ(γ), without recourse to factorization in A. This lower bound allows us to easily recover a number of results given in [2] and [6] . In Section 3 we show that the case of the overlapping theorem of [6] that gives a lower bound for sup 1≤i<j≤m φ((α i , α j )) when A is a factorial ring and Theorem 1.1 of [2] , which gives the analogous result when A is a Dedekind domain, may also, in principle, be deduced from the identity given here. We conclude with some notes related to the contents of this article in Section 4.
AN IDENTITY FOR THE VANDERMONDE DETERMINANT
Throughout this article m shall denote an integer ≥ 2. THEOREM 1 . -Let A be a commutative ring and {α i } 1≤i≤m and {β i } 1≤i≤m be sequences of m elements in A for which there is exists a γ in A satisfying α i β i = γ for all i. For each integer k
PROOF. -When 1 ≤ k ≤ m − 1 and for each i, 1 ≤ i ≤ m, we multiply the i th column of the determinant on the right hand side of (1) by α k i . For 1 ≤ i ≤ m and 1 ≤ j ≤ k the (i, j) th entry in the resulting determinant is β
is common to each entry in the jth row, for
now follows on using the well known evaluation of the Vandermonde determinant, to which it reduces when k = 0.
-When A is a commutative ring and {α i } 1≤i≤m and {β i } 1≤i≤m are sequences of elements of A we write det k (α, β), for each integer k satisfying 0 ≤ k ≤ m − 1, to denote the determinant on the right hand side of (1).
The preceding definition allows us to rewrite the identity (1) in the following form. For all integers k satisfying 0 ≤ k ≤ m − 1 and {α i } 1≤i≤m , {β i } 1≤i≤m and γ as in Theorem 1 we have
In order to choose optimal values of k in applications of (2), we define , for any real number s
In this article K(s, m) plays essentially the same role as
, Theorem 1.1 and, by (i) of Lemma 1 below, the same role as Q 2 (x) in [6] . LEMMA 1. -We have the following relations for K(s, m).
(ii)
]+4 when m is an odd integer.
(iii) When m is an integer ≥ 2, and for all s in [0, 1], we have
2 is a smooth strictly concave function on R that satisfies f (s) = f (s − 1). The supremum of f (t) over the integers in
is the unique integer in this intersection and the required supremum is attained at 
PROOF. -Since A is an integral domain and α, β are sequences of distinct non-zero elements of A, we have γ = 0. The left hand side of (2) is thus distinct from 0 and therefore
To verify (4) we apply φ to both sides of (2) and obtain
On rearranging the terms in (5) and using (3) we obtain (4).
The following corollary to Proposition 1 is implicit in [2] 
PROOF. -Since |N (α i )| = R for each i, R belongs to the ideal generated by each α i in A. Thus on setting γ = R, there exists, for each i, a β i in A such that α i β i = γ. Let φ be the function
n for all i. The corollary now follows from Proposition 1 applied with L = 1 and s = 1/n.
The following corollary to Proposition 1 is implicit in the proof of Proposition 1 of H. Lenstra [8] , whose methods are closely related to the case of the overlapping theorem of [6] where (a, q) = 1, we then have
PROOF. -We take A = Z and set
and γ = N and take φ to be the function
, and hence that we may take L = q ( improved by noting that x 2 ≡ R mod p, for all integer points (x, y) on X 2 + dY 2 = R and primes p dividing d. We explain this using the notation of the proof of Theorem 2. Let us first verify that for any prime p dividing d we have
2 − m)] + 1, which we denote by t(m). Indeed, if k of the x i belong to the same residue class modulo p, we
i ≡ R mod p, each x i lies in one of no more than 2 residue classes modulo p. It then follows that for some integer k, 0 ≤ k ≤ m,
Suppose that p divides d but not R. Then the identity (2) shows that
This bound may be seen to be valid even when p divides d and R. In effect, in this case each of the ideals < α i > and < β i >, generated in the ring A of integers of Q( √ −d) by α i and β i respectively, is divisible by the prime ideal p, the unique prime ideal lying above the ramified
On expanding the determinants det k (α, β) with respect to any row, we see
where < det k (α, β) > is the ideal generated by det k (α, β) in A. Consequently, we have ) when m is odd and l(m) = l(m + 1) when m is even. In particular, we see that there are no more than 2 integer points on an arc of length
|d| 1/3 on the conic X 2 + dY 2 = R, with d and R as in Theorem 2.
The following example was kindly supplied to the author by Prof. Joseph Oesterlé. x 1 = dt(2dt − 1)u − 1, y 1 = t(2dt + 1)u + 1
We then verify that x 2 i + dy 2 i = x 2 1 + dy 2 1 , for 1 ≤ i ≤ 3 and, on setting R = x 2 1 + dy 2 1 , we see that the points p i are integer points all of which lie on the ellipse X 2 + dY 2 = R. Let us set D = sup 1≤i<j≤3 p i − p j 2 and l to be the length of the shortest arc on the ellipse containing the points p i . Then as t → +∞ we have
where the relation l ∼ D follows on noting that
for all sufficiently large t. 
PROOF. -Suppose first that the a i are distinct integers ≥ 0. Let p be a prime number and let us apply the identity (2) of Section 2, with
Then det k (α, β) is an integer distinct from 0 for all k, 0 ≤ k ≤ m − 1. We now obtain (1) on comparing the powers of p dividing both side of (2) of Section 2 and noting that, since the a i
When the a i are distinct rational numbers ≥ 0, we write them to a common denominator, apply
(1) to their numerators, which are then distinct integers ≥ 0, and divide by throughout by their common denominator. Finally, noting that the set of points (a 1 , a 2 , . . . , a m ) in R m with a i distinct rational numbers ≥ 0 is dense in the subset of R m consisting of (a 1 , a 2 , . . . , a m ), with each a i ≥ 0, we obtain (1) by continuity. REMARK 1. -The inequality (1) may evidently be verified directly as well by reducing to the case when the a i are in increasing order and comparing the two sides as in the proof of Theorem 1.1 in [2] .
The case of the overlapping theorem of [6] mentioned in Section 1 is the following corollary to Proposition 1, which is stated using the notation K(s, m) of (3) of Section 2. From a conceptual point of view, the proof of the following corollary is closely related to that in [6] . COROLLARY 1. -When X is a measure space with a probability measure µ and {A i } 1≤i≤m is a finite sequence of measurable subsets of X we have the inequality
PROOF. -For each t in X we apply (1) to {χ i (t)} 1≤i≤m , where the χ i are the characteristic functions of the sets A i . On noting that t → sup i χ i (t) is the characteristic function of ∪ 1≤i≤m A i and that t → inf(χ i (t), χ j (t)) is the characteristic function of A i ∩ A j and integrating the resulting relation with respect to µ we obtain, for every integer
Since µ(∪ 1≤i≤m A i ) ≤ 1 and 0 ≤ 1≤i≤m µ(A i ) ≤ m, we conclude using (3) of Section 1.
The following corollary to Proposition 1 is Theorem 1.1 of [2] . For the sake of completeness we give a proof, which is the same as given in [2] . 
where ( , ) denote the greatest common divisor. Consequently, when φ is a function from the ideals set of A into R + satisfying φ(ab) = φ(a)φ(b) and φ(a) ≥ 1 when a = 0, for ideals a, b in A and, if , for some
PROOF. -Since the a i are ideals in A, we have v p (a i ) ≥ 0 for all prime ideals p in A and all
for all prime ideals p in A and all i. On comparing the exponents of p in the two expressions in (4) we then see that (4) follows from (1) applied to {v p (a i )} 1≤i≤m , for each prime ideal p in A. The properties of φ and (4) imply that
for every integer k, 0 ≤ k ≤ m − 1, from which (5) follows in the manner of the proof of Proposition 1 of Section 2.
REMARK 2. -When A is a principal ideal domain, (5) shows that the lower bound for sup 1≤i<j≤m φ(a i − a j ) provided by Proposition 1 of Section 1 applied with L = 1 is, in fact, a lower bound for sup 1≤i<j≤m φ ((a i , a j ) ). This conclusion may be obtained for any factorial ring A by using (2) in place of (5), as described in Section 1. For each integer m ≥ 2, there are examples that show the inequalities (2) and (5) cannot be improved in general (see Theorems 2.2 and 3.7 of [6] ).
NOTES
The author arrived at the identity (1) of Section 1 as one way of generalising the elementary formula abc = 4∆R, where a,b and c are the sides of a triangle, ∆ its area and R, the radius of its circumcircle. Indeed, if one applies the identity with m = 3, k = 1, α i elements of C denoting the vertices of the triangle, β i =ᾱ i , γ = R 2 , one arrives at the formula abc = 4∆R on taking absolute values of both sides of the resulting relation and noting that |det 1 (α, β)| = 4∆.
The use of the formula abc = 4∆R in obtaining the case of Theorem 2 of Section 2 when m = 2 and when the conic in this theorem is a circle is described on page 899 of [1] .
The use of a relation between matrices of the form (f i (x j )) and (x i−1 j ), where x j are elements of a commutative ring A -usually a subring of the complex numbers -and f i suitable functions on this ring, to study the gaps between the x j is well known in the context of the BombieriPila method. Indeed, even the simplest of such relations, namely the case when the f i are polynomials, may be used to deduce interesting conclusions, as for example, in the second proof of Theorem 10 on page 7 of [5] ; the identity (1) of Section 1 may certainly be viewed from this perspective as well. Also, the reader will not miss the close relation between the method of proof of this identity and K. Mahler's manipulation of the Vandermonde determinant in the proof of his well known upper bound for the discriminant of a polynomial in [9] .
Finally, we note that there are applications described in [6] of even the particular case of the overlapping theorem that we have been concerned with here on which the identity of this article does not shed any light.
