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1 Introduction
The turnpike property is a classical problem in financial economics and has been discussed by
many researchers for both discrete time and continuous time models, see Back et al. (1999) and
Huang and Zariphopoulou (1999) for exposition and literature. It is well known that the optimal
proportion of wealth invested in the risky asset for a constant relative risk aversion utility is
a constant. The turnpike property says the same trading strategy is approximately optimal at
the beginning of the investment period for any utility function behaving asymptotically like a
power utility, provided the investment horizon is sufficiently long. The economic intuition of this
phenomenon is that “When the interest rate is strictly positive, the present value of any contingent
claim having payoffs bounded from above can be made arbitrarily small when the investment
horizon increases. Thus an investor concentrates his wealth in buying contingent claims that have
payoffs unbounded from above at the very beginning of his horizon. As a consequence, it is the
asymptotic property of his utility function as wealth goes to infinity that determines his optimal
investment strategy at the very beginning of his horizon.”, see Cox and Huang (1992).
For the Merton problem with a power utility xp/p, where p < 1 is a constant and x > 0
is the portfolio wealth, the optimal amount of investment in risky asset at time t is given by
θx/(σ(1 − p)), a constant proportion of wealth, where θ is the Sharpe ratio and σ the asset
volatility. The optimal amount of investment in risky asset at time t for a general utility U is
given by
A(τ, x) = − θ
σ
ux(τ, x)
uxx(τ, x)
, (1.1)
where τ = T − t is the time to the investment horizon T and u is the value function that is a
solution to a nonlinear partial differential equation (PDE) (see (3.2)) and the notation changes
above it) with the initial condition u(0, x) = U(x), provided that u is continuously differentiable
with respect to τ and x. We say the turnpike property holds if
lim
τ→∞A(τ, x) =
θ
σ(1− p)x (1.2)
for all x > 0. The turnpike property (1.2) means that the optimal strategy for the utility U is
close to the Merton optimal strategy for the power utility at any level of the initial wealth x
as long as the time to horizon τ is sufficiently long. Having the turnpike property in portfolio
management is highly desirable as it makes the investment decision process simple and efficient.
One of the standard assumptions in the study of the turnpike property in the literature is
that the utility U is continuously differentiable and strictly concave. Cox and Huang (1992) use
the probabilistic method to show that the turnpike property holds if the inverse of the marginal
utility (U ′)−1 satisfies some conditions. Huang and Zariphopoulou (1999) establish the turnpike
property with the viscosity solution method to the HJB equation when the marginal utility U ′
behaves like that of a power utility at high levels of wealth and satisfies some other conditions.
Jin (1998) discusses an optimal investment and consumption problem and shows the turnpike
property holds in the sense of convergence on average (L1 and L2 convergence) when (U ′)−1 is
“regularly varying” at the origin, see aforementioned papers for details and the references therein
for other models, mainly discrete time models.
Another noticeable missing feature in the literature is that there are no discussions on the
convergence rate even if the turnpike property is known to hold, that is, if the following inequality
holds ∣∣∣∣A(τ, x)− θσ(1− p)x
∣∣∣∣ ≤ D(x)e−cτ (1.3)
for some positive constants c and D(x) (see (3.32)). The significance of (1.3) is that it gives the
error estimate of the turnpike property and helps one to determine the length of the investment
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period in order to achieve the specified accuracy of replacing the optimal strategy with the Merton
optimal strategy.
It is natural and interesting to ask if the turnpike property (1.2) still holds for general utilities
(strictly increasing, continuous and concave, but not necessarily continuously differentiable and
strictly concave) and if the error estimate (1.3) can be established and the convergence rate and
the error magnitude can be computed. Our main contribution in this paper is to give positive
answers to both questions. The error and convergence analysis with closed-form c and D(x) is
the first in the literature in the study of the turnpike property, to the best of our knowledge. In
the process of proving these results we show the existence of the classical solution to the HJB
equation and find the representation of the solution in terms of the dual function, which is of
independent interest and may be applied to solve many utility maximization problems with the
stochastic control method.
The discussion of the turnpike property can be decomposed into two problems: one is a finite
horizon utility maximization and the other the limiting process for the optimal strategies as the
investment horizon tends to infinite. Stochastic control theory is one of the standard methods for
utility maximization. It applies the dynamic programming principle and Ito’s lemma to derive
a nonlinear PDE, called the HJB equation, for the value function. If there is a smooth classical
solution to the HJB equation one may use the verification theorem to find the value function
and the optimal feedback control. For excellent expositions of stochastic control theory and
its applications in utility maximization, see Fleming and Soner (1993) and Pham (2009) and
references therein.
The smoothness of the value function is a highly desirable property as it naturally leads to
a feedback optimal control in terms of the value function and its derivatives, which is especially
relevant to the turnpike property as the limiting behavior of the optimal strategies is to be
studied. However, one cannot expect to have a classical solution to the HJB equation unless some
conditions are imposed, for example, the uniform ellipticity of the diffusion coefficient of wealth
process, which is not satisfied in general. It is well known that the value function has a closed-
form solution to the HJB equation for the power utility. When the utility is strictly concave,
continuously differentiable, satisfying some growth conditions, and the trading constraint set is a
closed convex cone, the value function is a classical solution to the HJB equation, see Karatzas
and Shreve (1998). For a general continuous increasing concave utility U satisfying U(0) = 0 and
U(∞) =∞, Bian et al. (2011) show that there exists a classical solution to the HJB equation and
that the value function is smooth if an exponential moment condition is satisfied at the optimal
control.
To study the turnpike property (1.2) and the convergence rate (1.3) we first extend the results
of Bian et al. (2011) to more general utilities. We remove the condition U(∞) = ∞ as we need
to address the utility that behaves like the negative power utility for large wealth. We show that
there exists a classical solution w to the HJB equation and that w has a representation
w(t, x) = v(t, y(t, x)) + xy(t, x)
for all (t, x) in a subset S of [0, T )×(0,∞), where v is a smooth solution to the dual HJB equation
and y(t, x) is a solution to the equation vy(t, y) +x = 0 (see Theorem 2.6). We then verify that w
is indeed the value function u if a boundedness condition on solution or an exponential moment
condition on control is satisfied (see Theorem 2.8).
We illustrate the dual value function technique with several examples. The first one is the
Merton problem and shows the value function can be derived without using the trial and error
method (see Example 2.9). The second one is a terminal wealth maximization problem up to a
threshold level, which is studied in Xu (2004) in a complete market model with the martingale
method. We derive the same result by applying Theorem 2.6 to a specific utility function U(x) =
x∧H (see Example 2.11). The third one is a turnpike problem with a complicated utility function
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(see Example 3.15). The value functions in Examples 2.11 and 3.15 are nontrivial and would be
difficult to guess their forms without using the suggested solution procedures.
Equipped with the existence of a smooth solution u to the HJB equation and its dual repre-
sentation with the solution v to the dual HJB equation, we study the turnpike property and the
convergence rate with the PDE approach. The value function u is a solution to a nonlinear PDE
(see (3.2)) and is difficult to estimate. We rewrite A(τ, x) equivalently as
A(τ, x) =
θ
σ
yvyy(τ, y),
where y = ux(τ, x) and v is a solution to a linear PDE (see (3.4)) and is relatively easy to analyze
as v has a representation in terms of V , a continuous decreasing convex dual function of U (see
Remark 3.2). This transformation is crucial in estimating the convergence rate based on that of
U .
Since it is more amenable to working with the dual value function than with the primal value
function, we impose some sufficient conditions on V to ensure the turnpike property and the
convergence rate and then show these conditions are satisfied when U behaves like a power utility
at the large wealth level (see Corollary 3.7). Theorem 3.13 is the main result of the paper. It
states that if V is continuously differentiable and satisfies
lim
y→0
V ′(y)
yq−1
= −1
for some q < 1 (see (3.20) and Remark 3.6), then the turnpike property (1.2) holds for p = q/(q−1)
(see (3.31)). If, in addition, V satisfies∣∣∣∣V ′(y)yq−1 + 1
∣∣∣∣ ≤ Kyα1
for some positive constants K,α1 when y is near 0 (see (3.25)), then the convergence rate (1.3)
holds (see (3.32)).
The assumption of the differentiability of V can be removed. The turnpike property (1.2)
holds if V (y) behaves like −yq/q for some q < 1 when y is near 0, or equivalently, U(x) behaves
like xp/p for some p < 1 when x is very large. The convergence rate (1.3) holds if the above
limiting behavior is further strengthened by some growth conditions. These results are proved
essentially with the help of Theorem 3.13 and subdifferential calculus of convex analysis.
The rest of the paper is organized as follows. In Section 2 we prove the existence of a classical
solution to the HJB equation and give the representation of the solution (Theorem 2.6) and the
verification theorem (Theorem 2.8) with some examples, including the Merton problem (Example
2.9) and a wealth maximization problem (Example 2.11). In Section 3 we discuss the turnpike
property and the convergence rate under the assumption that the dual utility is continuously
differentiable and satisfies some growth conditions. We illustrate the main result (Theorem 3.13)
with a nontrivial example (Example 3.15). In Section 4 we relax the differentiability condition
of the dual utility and prove some sufficient conditions that guarantee the turnpike property and
the convergence rate in terms of both primal and dual utility functions. We also give examples
(Remark 4.8 and Example 4.9) to show when the turnpike property may fail to hold. In Section 5
we conclude.
2 Smooth HJB Solutions and Value Functions
Consider a financial market consisting of one bank account and n stocks. The price process
S = (S1, . . . , Sn)T of n risky assets is modeled by
dSt = diag(St)(µ(t)dt+ σ(t)dWt), 0 ≤ t ≤ T
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with the initial price S0 = s, where x
T is the transpose of x, diag(St) is an n × n matrix
with diagonal elements Sit and all other elements zero, µ and σ are deterministic continuous
vector-valued and nonsingular matrix-valued functions of time t, representing stock returns and
volatilities, respectively, and W is an n-dimensional standard Brownian motion on a complete
probability space (Ω,F , P ), endowed with a natural filtration {Ft} generated by W , augmented
by all P -null sets. The riskless interest rate is a positive constant denoted by r. The wealth
process X satisfies the stochastic differential equation (SDE)
dXt = Xt((pi
T
t b(t) + r)dt+ pi
T
t σ(t)dWt), X0 = x, (2.1)
where b(t) = µ(t) − r1 is the stock excess returns, 1 is a vector with all components 1, pi is a
progressively measurable control process satisfying pit ∈ K, a closed convex cone in Rn, a.s. for
t ∈ [0, T ] a.e. pit represents the proportion of wealth Xt invested in risky assets St. The process
pi is called admissible if the corresponding wealth process X is nonnegative for all t a.s. In our
notation we write time t in parentheses for deterministic functions (e.g., b(t), σ(t)) and in subscript
for stochastic processes (e.g., St, pit).
The utility maximization problem is defined by
sup
pi
E[U(XT )] subject to (2.1), (2.2)
where U is a utility function satisfying the following conditions.
Assumption 2.1 U is a continuous increasing concave function on [0,∞), satisfying U(0) = 0
and
U(x) ≤ C(1 + xp), x ≥ 0 (2.3)
for some constants C > 0 and 0 < p < 1.
Remark 2.2 Compared with Bian et al. (2011) we have removed the condition U(∞) = ∞,
which is not satisfied for bounded utilities such as U(x) = −e−αx with α > 0 or U(x) = x ∧ H
with H > 0. We denote by C a generic positive constant. Since all other conditions are the same
as those in Bian et al. (2011) most results in that paper still hold in the current setting. We state
the key results but only prove the parts which are different and refer the reader to Bian et al.
(2011) for detailed proofs of all other parts. U(0) = 0 can be replaced by U(0) > −∞.
The dual function of U is defined by
V (y) = sup
x≥0
(U(x)− xy) (2.4)
for y ≥ 0. The function V is a continuous decreasing and convex function on [0,∞), satisfying
V (∞) = 0 and
V (y) ≤ C(1 + yq), y > 0 (2.5)
for some constant C > 0 and q = pp−1 < 0.
Denote by u(t, x) the value function of (2.2) for 0 ≤ t ≤ T and x ≥ 0, defined by
u(t, x) = sup
pi
E[U(XT )|Xt = x].
The HJB equation is given by
∂u
∂t
+ sup
pi∈K
{piT b(t)xux + 1
2
|σ(t)Tpi|2x2uxx}+ rxux = 0 (2.6)
for x > 0 and 0 < t < T with the terminal condition u(T, x) = U(x), where ∂u∂t is the partial
derivative of u with respect to t, ux and uxx are similarly defined.
5
The dual process Y satisfies the SDE
dYt = Yt(−rdt− (σ(t)−1νt + θ(t))TdWt), Y0 = y, (2.7)
where ν is progressively measurable satisfying νt ∈ K˜, the positive polar cone of K in Rn, a.s. for
t ∈ [0, T ] a.e. and θ(t) = σ(t)−1b(t). For any admissible control process pi the process XtYt is a
super-martingale and therefore the following budget constraint holds:
E[XtYt] ≤ xy, 0 ≤ t ≤ T.
The dual minimization problem is defined by
inf
ν
E[V (YT )].
Denote by v(t, y) the dual value function for 0 ≤ t ≤ T and y ≥ 0, defined by
v(t, y) = inf
ν
E[V (YT )|Yt = y].
The dual HJB equation is a linear PDE
∂v
∂t
+
1
2
|θˆ(t)|2y2vyy − ryvy = 0, y > 0, 0 ≤ t < T (2.8)
with the terminal condition v(T, y) = V (y), where θˆ(t) = θ(t) +σ(t)−1pˆi(t) and pˆi(t) is the unique
minimizer of f(p˜i) = |θ(t) + σ(t)−1p˜i|2 over p˜i ∈ K˜.
Assumption 2.3 θˆ is continuous on [0, T ] and there is a positive constant θ0 such that |θˆ(t)| ≥ θ0
for all t ∈ [0, T ].
Remark 2.4 Assumption 2.3 is automatically satisfied if all components of b(t) are positive, a
natural condition as b(t) represents the stock excess returns, and K is either the whole space Rn
(no trading constraints) or the nonnegative part of the whole space Rn+ (short selling constraints).
The positive polar cone K˜ is then either {0} or Rn+ and the optimal solution pˆi(t) = 0 for all
t. Therefore θˆ(t) = θ(t) is a nonzero continuous vector-valued function on [0, T ] and θ0 is the
minimum value of |θ| on [0, T ].
The solution to (2.8) has the following representation with the Feynman-Kac Theorem:
v(t, y) = E[V (YT ) = E[V (yY˜ )], (2.9)
where Y˜ = exp(
∫ T
t (−r − 12 |θˆ(s)|2)ds−
∫ T
t θˆ(s)
TdWs). Alternatively, v can be expressed as
v(t, y) =
∫ ∞
−∞
K(t, ln y;T, ξ)V (eξ)dξ, (2.10)
where
K(t, z; s, ξ) =
1√
4piα(t, s)
exp
(
− 1
4 α(t, s)
(−r(s− t)− α(t, s) + z − ξ)2
)
and α(t, s) =
∫ s
t
1
2 |θˆ(η)|2dη for 0 ≤ t < s ≤ T and x, ξ ∈ R,
Lemma 2.5 v is continuous on [0, T ]× (0,∞) and is a classical solution to (2.8), satisfying
0 ≤ v(t, y) ≤ C(1 + yq), t ∈ [0, T ], y > 0
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for some constant C > 0 depending on T . Furthermore, for t ∈ [0, T ), v(t, ·) is strictly decreasing,
strictly convex and has the following limits when y → 0 and y →∞:
v(t, 0) = V (0)
v(t,∞) = 0
vy(t, 0) = e
−r(T−t)V ′(0)
vy(t,∞) = 0,
where V ′ is the right directional derivative of V .
Proof. v can be written as
v(t, y) =
∫ ∞
−∞
K(t, ξ;T, 0)V (ye−ξ)dξ.
Since V is a continuous decreasing convex function and K is a fundamental solution to (2.8),
we have that v is continuous on [0, T ]× [0,∞), C1,∞ on [0, T )× (0,∞), and decreasing and convex
in y for fixed t ∈ [0, T ], therefore, vy(t, y) ≤ 0 and vyy(t, y) ≥ 0. Furthermore, since v is a classical
solution to the linear PDE
∂v
∂t
+
1
2
|θˆ(t)|2y2vyy − ryvy = 0, y > 0, 0 ≤ t < T,
Applying the strong maximum principle, see Bian et al. (2011, Lemma 3.5), we can show that
v(t, y) is strictly decreasing and strictly convex in y for fixed t ∈ [0, T ). We next show the limiting
properties of v as y → 0 and y →∞ for t ∈ [0, T ].
To show v(t, 0) = V (0) we note that V (ye−ξ) is nonnegative and increasing as y → 0, the
Monotone Convergence Theorem (MCT) confirms the desired limit. Here we have used the relation∫∞
−∞K(t, ξ;T, 0)dξ = 1.
To show v(t,∞) = 0 we may say y > 1 and get yq < 1 as q < 0, which gives 0 ≤ V (ye−ξ) ≤
C(1 + e−qξ), the Dominated Convergence Theorem (DCT) implies that limy→∞ v(t, y) = 0.
To show vy(t, 0) = e
−r(T−t)V ′(0) we write
v(t, y + h)− v(t, y)
h
=
∫ ∞
−∞
K(t, ξ;T, 0)g(ξ, y, h)dξ,
where g(ξ, y, h) = (V (ye−ξ + he−ξ) − V (ye−ξ))/h. Since V is convex and decreasing we have
g(ξ, y, h) is decreasing as h ↓ 0 and g(ξ, y, h) ≤ 0 for all h ≥ 0. The MCT says that
vy(t, y) =
∫ ∞
−∞
K(t, ξ;T, 0) lim
h↓0
g(ξ, y, h)dξ =
∫ ∞
−∞
K(t, ξ;T, 0)e−ξV ′(ye−ξ)dξ.
Since V is convex we have V ′ is increasing and V ′(ye−ξ) ≤ V ′(∞) = 0 and V ′(ye−ξ) is decreasing
as y ↓ 0. Applying the MCT again we get
vy(t, 0) =
∫ ∞
−∞
K(t, ξ;T, 0)e−ξ lim
y↓0
V ′(ye−ξ)dξ = e−r(T−t)V ′(0).
Finally, to show vy(t,∞) = 0 we note that for y ≥ 1,
0 ≤ V (ye
−ξ)
y
≤ C(1 + e
−qξ)
y
≤ C(1 + e−qξ).
Applying the DCT we get
vy(t,∞) = lim
y→∞
v(t, y)
y
=
∫ ∞
−∞
K(t, ξ;T, 0) lim
y→∞
V (ye−ξ)
y
dξ = 0.
We have proved all the limits. 2
We can now construct a classical solution to the HJB equation (2.6).
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Theorem 2.6 Assume K is a closed convex cone and Assumptions 2.1 and 2.3 hold. Then there
exists a function w ∈ C0([0, T ] × [0,∞)) which is a classical solution to the HJB equation (2.6)
in the region S := {(t, x) : 0 ≤ t < T, 0 < x < −vy(t, 0)} and has the representation
w(t, x) =
{
v(t, y(t, x)) + xy(t, x), 0 ≤ x < −vy(t, 0)
v(t, 0), x ≥ −vy(t, 0), (2.11)
where y ∈ C1,∞(S) satisfies
vy(t, y(t, x)) + x = 0. (2.12)
For (t, x) ∈ S the function w is strictly increasing and strictly concave in x for fixed t ∈ [0, T )
and satisfies w(T, x) = U(x) and 0 ≤ w(t, x) ≤ C(1 + xp) for some constant C. Furthermore, the
maximum in the HJB equation (2.6) is achieved at
pi∗(t, x) = −(σ(t)T )−1θˆ(t) wx(t, x)
xwxx(t, x)
∈ K. (2.13)
Proof. For (t, x) ∈ [0, T ]× [0,∞) define
w(t, x) = inf
y>0
{v(t, y) + xy}. (2.14)
If x ≥ −vy(t, 0) then
v(t, y) ≥ v(t, 0) + vy(t, 0)y ≥ v(t, 0)− xy
Therefore y 7→ v(t, y) + xy reaches its minimum in (2.14) at y = 0 and w(t, x) = v(t, 0).
If 0 < x < −vy(t, 0) then the minimum is reached at a point y satisfying (2.12). Let y(t, ·) be
the inverse function of −vy(t, ·), i.e.,
−vy(t, y(t, x)) = x, y(t,−vy(t, y)) = y,
for fixed t ∈ [0, T ). y(t, x) is well defined on S from Lemma 2.5. Since v ∈ C1,∞([0, T )× (0,∞))
and vyy(t, y) > 0, the inverse function y ∈ C1,∞(S) by the Implicit Function Theorem and
w(t, x) = v(t, y(t, x)) + xy(t, x).
Note that if x = −vy(t, 0) then −vy(t, y(t, x)) = −vy(t, 0) which implies y(t, x) = 0. So w(t, ·)
is continuous at x = −vy(t, 0) (if vy(t, 0) is finite).
For 0 < x < −vy(t, 0), since y(t, x) > 0 and vyy(t, y(t, x)) > 0 for fixed 0 ≤ t < T , the function
w(t, ·) is strictly increasing and strictly concave. A direct computation yields
∂w
∂t
− 1
2
|θˆ(t)|2 w
2
x
wxx
+ rxwx = 0.
We conclude by Bian et al. (2011, Lemma 3.7). that w is a classical solution to the HJB equation
(2.6) and the maximums of the Hamiltonian are achieved at pi∗(t, x) and c∗(t, x). Furthermore,
from Lemma 2.5 we have 0 ≤ w(t, x) ≤ C(1 + xp) for some constant C > 0. 2
Remark 2.7 If U satisfies U(∞) =∞ then V (0) =∞ and V ′(0) = −∞. The case x ≥ −vy(t, 0)
cannot happen and w is a classical solution to the HJB equation for (t, x) ∈ [0, T ) × (0,∞). If
V (0) < ∞ we may have V ′(0) = −∞ (e.g., U(x) = −e−αx, V (0) = 0 and V ′(0) = −∞) or
V ′(0) > −∞ (e.g., U(x) = x ∧H, V (0) = H and V ′(0) = −H).
Theorem 2.6 confirms that there is a classical solution w to the HJB equation (2.6) for (t, x) ∈
S. The verification theorem next shows that the value function u is indeed a smooth classical
solution to the HJB equation (2.6) with the optimal feedback control pi∗.
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Theorem 2.8 Let w be given as in Theorem 2.6 and u be the value function. If x ≥ −vy(t, 0),
then u(t, x) = w(t, x) = v(t, 0) and the optimal control is given by pi∗s = 0 for t ≤ s ≤ T . If
0 < x < −vy(t, 0) then u(t, x) ≤ w(t, x) on [0, T ] × (0,∞). Furthermore, if SDE (2.1) admits
a nonnegative strong solution X¯ with the feedback control p¯i defined in (2.13) and one of the
following two conditions is satisfied:
1. (boundedness condition on solution) w(s, X¯s) is bounded for t ≤ s ≤ T a.s.;
2. (exponential moment condition on control) p¯i satisfies E
[
exp
(
1
2
∫ T
0 |p¯iTs σ(s)|2ds
)]
<∞,
then u(t, x) = w(t, x) and the optimal control is given by
pi∗s = p¯is1{t≤s≤τ∗},
where τ∗ is a stopping time defined by
τ∗ = inf{s ≥ t : X¯s ≥ −vy(s, 0)} ∧ T
and 1S is an indicator that equals 1 if an event S happens and 0 otherwise.
Proof. For x ≥ −vy(t, 0) we must have V (0) finite, If we choose pi∗ = 0 then wealth at time T is
given by
XT = e
r(T−t)x ≥ −er(T−t)vy(t, 0) = −V ′(0).
Note that U(−V ′(0)) = infy≥0(V (y)− V ′(0)y) = V (0) = U(∞). Therefore
u(t, x) ≥ E[U(XT )] ≥ U(−V ′(0)) = v(t, 0).
The inequality u(t, x) ≤ v(t, 0) is obvious as U1(XT ) ≤ V1(0) for all XT . We have proved that
when x ≥ −vy(t, 0) the value function u(t, x) = w(t, x) = v(t, 0) and the optimal control pi∗ ≡ 0.
For 0 < x < −vy(t, 0) and any feasible control pi with the corresponding wealth process X and
the initial condition Xt = x, define a stopping time
τ = inf{s ≥ t : Xs ≥ −vy(s, 0)} ∧ T.
Then for t ≤ s < τ we have Xs < −vy(s, 0) and
dw(s,Xs) = (
∂w
∂s
+ wxpisbXs +
1
2
wxxpi
2
sσ
2X2s )ds+ wxpisbXsdWs.
Since w is a nonnegative solution to the HJB equation (2.6) we know the drift coefficient above
is nonpositive, which implies w(s,Xs) is a supermartingale on [t, τ ]. We have
E[w(τ,Xτ )|Ft] ≤ w(t, x). (2.15)
If τ = T then
E[U(XT )|Ft] = E[w(T,XT )|Ft] ≤ w(t, x).
If τ < T then Xτ = −vy(τ, 0). We know the optimal control on the interval [τ, T ] is given by
pi∗ ≡ 0 and the value function is given by u(τ,Xτ ) = w(τ,Xτ ) = v(τ, 0). Therefore, for any
feasible control pi with the corresponding wealth X on the interval [τ, T ], we must have
E[U(XT )|Fτ ] ≤ w(τ,Xτ ). (2.16)
Combining (2.15) and (2.16) we have
E[U(XT )|Ft] = E[E[U(XT )|Fτ ]|Ft] ≤ E[w(τ,Xτ )|Ft] ≤ w(t, x).
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Since pi is any feasible control, we have shown u(t, x) ≤ w(t, x).
Similarly, for 0 < x < −vy(t, 0) and the feedback control p¯i with the corresponding wealth
process X¯ and the initial condition X¯t = x, define a stopping time
τ∗ = inf{s ≥ t : X¯s ≥ −vy(s, 0)} ∧ T.
Then w(s, X¯s) is a local martingale on [t, τ
∗].
If the boundedness condition on solution is satisfied then w(s, X¯s) is a martingale on [t, τ
∗],
which gives
E[w(τ∗, X¯τ∗)|Ft] = w(t, x). (2.17)
If we choose the control pi∗s = p¯is1{t≤s≤τ∗} with the corresponding wealth process X∗ then, using
(2.17), we have
E[U(X∗T )|Ft] = w(t, x)
no matter τ∗ = T or τ∗ < T . This gives us the required conclusion u(t, x) = w(t, x).
If the exponential moment condition on control is satisfied then we can apply the localization
method and the uniform integrability to show w(s, X¯s) is a martingale on [t, τ
∗] and therefore
u(t, x) = w(t, x), see the detailed proof in Bian et al. (2011, Theorem 4.1). 2
We next give some examples to illustrate Theorems 2.6 and 2.8. Assume that the wealth
process is given by
dXt = Xt(rdt+ bpitdt+ σpitdWt) (2.18)
with X0 = x, where b = µ− r, r, µ, σ are positive constants, W a standard Brownian motion, and
pi a progressively measurable control process. This is a special case of (2.2) in which K = R and
its positive polar cone K˜ = {0}.
Example 2.9 Assume that U(x) = 1px
p, where 0 < p < 1 is a constant. The dual function of U
is given by V (y) = −1qyq for y > 0, where q = pp−1 is a negative constant. The solution to the
dual HJB equation (2.8) is given by
v(t, y) = V (y) exp
(
(
1
2
q(q − 1)θ2 − r)(T − t)
)
,
where θ = b/σ. The solution to equation (2.12) is given by
y(t, x) = x
1
q−1 exp
(
(−1
2
qθ2 +
r
q − 1)(T − t)
)
.
A smooth solution to the HJB equation (2.6) is given by (2.11):
w(t, x) = v(t, y(t, x)) + xy(t, x) = U(x) exp
(
(−1
2
θ2
p
p− 1 + r(p− 1))(T − t)
)
.
The maximum of the Hamiltonian in the HJB equation is achieved at (see (2.13))
pi∗(t, x) =
θ
(1− p)σ .
Substituting pi∗(t, x) into equation (2.1) we get the wealth process Xt satisfying a linear SDE
dXt = Xt
(
(r +
θ2
1− p)dt+
θ
1− pdWt
)
.
There is a strong solution to the SDE above and the exponential moment condition on control is
satisfied. Theorem 2.8 confirms that the value function u = w.
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Remark 2.10 Example 2.9 is the famous Merton optimal portfolio selection problem. To solve
the HJB equation (2.6) a standard method in the literature is to guess the solution having the
form w(t, x) = U(x)f(t), using the scaling property of the power utility U , and then solve an
ordinary differential equation to get f(t). With the help of Theorem 2.6 we do not need to guess
the solution form and can find the solution directly with the dual control method.
Example 2.11 Assume that U(x) = H ∧ x, where H is a positive constant. The dual function
of U is given by V (y) = H(1 − y) for 0 ≤ y ≤ 1 and 0 for y ≥ 1. The solution to the dual HJB
equation (2.8) is given by
v(t, y) = −Hye−r(T−t)Φ
(
− 1
θ
√
T − t ln y +
r
θ
√
T − t− 1
2
θ
√
T − t
)
+HΦ
(
− 1
θ
√
T − t ln y +
r
θ
√
T − t+ 1
2
θ
√
T − t
)
,
where θ = (µ− r)/σ and Φ is the cumulative distribution function of a standard normal variable.
Since
vy(t, y) = −He−r(T−t)Φ
(
− 1
θ
√
T − t ln y +
r
θ
√
T − t− 1
2
θ
√
T − t
)
,
the solution to equation (2.12) is given by
y(t, x) = exp
(
−θ√T − tΦ−1( x
H
er(T−t)) + (r − 1
2
θ2)(T − t)
)
.
The candidate optimal value function is given by (2.11):
w(t, x) =
{
HΦ
(
Φ−1( xH e
r(T−t)) + θ
√
T − t) , 0 ≤ x < He−r(T−t),
H, x ≥ He−r(T−t).
In the region of {(x, t) : 0 < x < He−r(T−t), 0 < t < T}, we know w is a classical solution to the
HJB equation (2.6) and the maximum of the Hamiltonian in the HJB equation is achieved at (see
(2.13))
pi∗(t, x) =
He−r(T−t)
xσ
√
T − t φ
(
Φ−1(
x
H
er(T−t))
)
. (2.19)
Substituting the feedback control pi∗(t, x) into equation (2.1) we get the wealth process X∗t satisfies
a nonlinear SDE
dXt = rXtdt+
He−r(T−t)√
T − t φ
(
Φ−1(
Xt
H
er(T−t))
)
(θdt+ dWt).
Define Zt = f(t,Xt), where f(t, x) = Φ
−1( xH e
r(T−t)). Ito’s lemma implies
dZt =
(
θ√
T − t +
1
2(T − t)Zt
)
dt+
1√
T − tdWt.
The solution Zt is given by
Zt =
1√
T − t
(
Z0
√
T + θt+Wt
)
and Z0 = Φ
−1( xH e
rT ). Therefore the candidate optimal wealth process is given by
X∗t = He
−r(T−t)Φ(Zt).
Since 0 ≤ w(t, x) ≤ H for all t and x, the boundedness condition on solution is satisfied. Theorem
2.8 confirms that the value function u(t, x) = w(t, x) and X∗ is the optimal wealth process.
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Remark 2.12 Note that the optimal wealth X∗t at time 0 < t < T is a continuous random
variable whereas the optimal terminal wealth X∗T is a Bernoulli random variable taking values 0
and H. We have
P (X∗T = 0) = Φ
(
−Φ−1( x
H
erT )− θ
√
T
)
and
w(0, x) = E[U(X∗T )] = HΦ
(
Φ−1(
x
H
erT ) + θ
√
T
)
.
It is easy to check that both the value function w(0, x) and the ruin probability P (X∗T = 0) are
increasing functions of H, which shows that the return and the risk are positively correlated. By
varying H we can draw a curve on the plane with one axis the expected wealth and the other axis
the ruin probability in the same spirit as the celebrated mean-variance efficient frontier introduced
by Harry Markowitz in 1952.
Example 2.13 Assume that
U(x) =
{
x, 0 ≤ x < H
H(x/H)p, x ≥ H, (2.20)
where H > 0 and 0 < p < 1. Up is a continuous increasing concave function satisfying U(0) =
0, U ′(0) = 1 and U(∞) = ∞, U ′(∞) = 0, U is not differentiable at x = H and is not strictly
concave on the interval [0, H], and limp↓0 U(x) = x ∧ H. We may interpret U as the utility for
an investor who wants to maximize the absolute portfolio wealth up to a threshold value H and
then a scaled power utility when the portfolio wealth is more than H. The dual function is given
by
V (y) = H
1− p
p
p
1
1−p y
p
p−1 1{0<y≤p} +H(1− y)1{p<y≤1}.
Some long but straightforward calculation shows that the solution to the dual HJB equation is
given by
v(t, y) = H
(
p1
p
p
1
p1 y
− p
p1 e
α(t)2p
2p21 Φ(−c2 + α(t)p
p1
) + Φ(c2)−Φ(c1)− yΦ(c2 + α(t)) + yΦ(c1 + α(t))
)
,
where p1 = 1 − p, c1 = 1α(t) ln y − 12α(t) and c2 = c1 − 1α(t) ln p, and its partial derivative with
respect to y is given by
vy(t, y) = H
(
Φ(c1 + α(t))− Φ(c2 + α(t))− (y/p)
1
p−1 e
α(t)2p
2(p−1)2 Φ(−c2 + α(t)p
1− p )
)
.
Finally, we can construct a smooth solution w to the HJB equation by
w(t, x) = v(t, y(t, x)) + xy(t, x),
where y(t, x) is the unique solution to the equation vy(t, y) + x = 0.
3 Turnpike Property and Convergence Rate
In this section we discuss the turnpike property when T → ∞. For the Merton problem with a
power utility the optimal strategy is to invest a constant proportion of wealth in the risk asset,
called the Merton portfolio. It is in general difficult to find the optimal strategy for a general
utility, however, if the utility displays the behavior of a power utility when the level of wealth is
very high, then the following Merton strategy can still approximately achieve the optimal value,
irrespective of the initial wealth level, as long as the investment horizon is sufficient long. This
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is called the turnpike property and is studied in Huang and Zariphopoulou (1999). Here we not
only show a new and simple proof with the duality method, but also give the estimate of the
convergence rate.
The Merton problem tells us the optimal strategy is to invest a constant proportion of wealth
in the risk asset for a power utility function. It is in general difficult to find the optimal strategy
for a general utility satisfying (4.6) and (4.7), which shows the importance if one can establish the
turnpike property as one does not have to find the optimal strategy and, by the following Merton
strategy, can still approximately achieve the optimal value as long as the investment horizon is
sufficient long.
To simplify the discussion and highlight the essential ideas, we assume in the rest of the paper
that the market is made up of one riskless asset with interest rate r and one risky asset with price
S satisfying dS = µSdt+σSdW , where W is a standard Brownian motion and r, µ, σ are positive
constants satisfying µ > r. Consider the following utility maximization problem:
u(t, x) = supE[U(XT )|Xt = x],
where U satisfies the following assumption:
Assumption 3.1 U is a continuous, concave and strictly increasing function on [0,∞), satisfying
U(0) = 0 and
U(x) ≤ C(1 + xp¯), x ≥ 0 (3.1)
for some constants C > 0 and 0 < p¯ < 1.
Let u¯(τ, x) = u(t, x) with τ = T − t, time to horizon. We continue to write u instead of u¯
and t instead of τ in this section and the next with the understanding that t is a time-to-horizon
variable. Therefore t = 0 is the horizon time and T →∞ is equivalent to t→∞.
Theorem 2.6 says that u is a classical solution to the following HJB equation
−∂u
∂t
− 1
2
θ2
u2x
uxx
+ rxux = 0, (t, x) ∈ R+ ×R+ (3.2)
with u(0, x) = U(x) for x ∈ R+ and θ = µ−rσ , and u(t, ·) is strictly increasing and strictly concave
for fixed t > 0. The optimal amount of investment in risky asset is given by
A(t, x) = − θ
σ
ux(t, x)
uxx(t, x)
, t > 0. (3.3)
Let V be the dual function of U , i.e., V (y) = supx≥0(U(x) − xy) for y ≥ 0. Then V is a
nonnegative, continuous, convex and decreasing function on [0,∞). The dual function v(t, ·) of
u(t, ·) satisfies
∂v
∂t
− 1
2
θ2y2vyy + ryvy = 0, (t, y) ∈ R+ ×R+ (3.4)
with v(0, y) = V (y) for y ∈ R+ and v ∈ C1,∞. (3.3) can be equivalently written as
A(t, x) =
θ
σ
yvyy(t, y), t > 0, (3.5)
where y satisfies vy(t, y) + x = 0, or y = ux(t, x). We are interested in estimating the difference
of the optimal portfolio A(t, x) and the Merton portfolio θσ(1−p)x for the power utility
1
px
p (p < 1
and log utility lnx in case p = 0) when t→∞. We therefore need to estimate∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ = θσ |yvyy(t, y) + (1− q)vy(t, y)| , (3.6)
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where q = pp−1 and y = ux(t, x). It is easy to verify that w = vy and w = yvyy are the solutions
to the equation
Lw :=
∂w
∂t
− 1
2
θ2y2wyy + (r − θ2)ywy + rw = 0, (t, y) ∈ R+ ×R+. (3.7)
Remark 3.2 (3.6) is a key relation we use in the proof of Theorem 3.13 which leads to the turn-
pike property and the convergence rate for general utilities in the next section. The importance of
(3.6) is that it is difficult to directly estimate the left side of (3.6), which is what we are interested,
due to u being a solution to a nonlinear PDE but relatively easy to estimate the right side of (3.6)
due to v being a solution to a linear PDE with an explicit representation in terms of V , the dual
function of the utility U .
We first prove a result that will be used for other results.
Lemma 3.3 Let w ∈ C1,2(R+ ×R) be a solution to equation
∂w
∂t
− a2wxx = 0, w(0, x) = φ(x). (3.8)
Let ψ(x) = eαxφ(x) with constant α > 0. Assume that φ ∈ C1(R) and
lim
x→−∞
ψ′(x)
eqx
= −1, |ψ′(x)| ≤
{
Keqx, x ≤ 0,
K, x ≥ 0, (3.9)
for some constants K ≥ 1 and q < 1. Then we have, for x ≥ 0,
|(eαxw(t, x))x| ≤ KL0(t), |(eαxw(t, x))xx| ≤ K(|q|+ 1
a
√
pit
)L0(t), (3.10)
where L0(t) = e
α2a2t + e(α−q)2a2t. Furthermore, we have
lim
x→−∞
(eαxw(t, x))x
e(q−α)2a2t+qx
= −1, lim
x→−∞
(eαxw(t, x))xx
e(q−α)2a2t+qx
= −q, (3.11)
where the convergence is uniform for t ∈ [t0, t1] with any 0 < t0 < t1.
Proof. By Poisson’s formula, we have
w(t, x) =
1
2a
√
pit
∫ ∞
−∞
e−
(ξ−x)2
4a2t φ(ξ)dξ.
An easy calculus shows that
eαxw(t, x) =
1
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tηψ(x+ a
√
tη)dη
(eαxw(t, x))x =
1
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tηψ′(x+ a
√
tη)dη (3.12)
(eαxw(t, x))xx =
1
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tη
(
η
2a
√
t
+ α
)
ψ′(x+ a
√
tη)dη. (3.13)
To prove the first inequality in (3.10), noting from (3.9) that, for x ≥ 0,
|ψ′(x+ a√tη)| ≤ K(1 + eqa
√
tη), ∀η ∈ R
and 1
2
√
pi
∫∞
−∞ e
− η2
4
−Aηdη = eA2 for a constant A, we have
|(eαxw)x| ≤ K
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tη(1 + eqa
√
tη)dη = K(eα
2a2t + e(q−α)
2a2t).
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The second inequality in (3.10) is proved similarly, using (3.13).
Next we prove (3.11). Since, using (3.12),
(eαxw)x
e(q−α)2a2t+qx
+ 1 =
1
2
√
pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
(
ψ′(x+ a
√
tη)
eq(x+a
√
tη)
+ 1
)
dη (3.14)
and, for x ≤ 0, ∣∣∣∣ψ′(x+ a√tη)eq(x+a√tη)
∣∣∣∣ ≤ K(1 + e−qa√tη), η ∈ R, (3.15)
the dominated convergence theorem gives
lim
x→−∞
∣∣∣∣ (eαxw)xe(q−α)2a2t+qx + 1
∣∣∣∣ ≤ 12√pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4 lim
x→−∞
∣∣∣∣ψ′(x+ a√tη)eq(x+a√tη) + 1
∣∣∣∣ dη = 0.
This proves the first limit in (3.11). Similarly, noting that, using (3.13),
(eαxw)xx
e(q−α)2a2t+qx
+ q =
1
2
√
pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
(
η
2a
√
t
+ α
)(
ψ′(x+ a
√
tη)
eq(x+a
√
tη)
+ 1
)
dη,
we can prove the second limit in (3.11) with the dominated convergence theorem. 2
The next result gives the estimate of the rate of convergence.
Lemma 3.4 Let the conditions of Lemma 3.3 be satisfied. Furthermore, assume that∣∣∣∣ψ′(x)eqx + 1
∣∣∣∣ ≤ Keα1x, x ≤ 0, (3.16)
for some constant α1 > 0. Then we have, for x ≤ 0,∣∣∣∣ (eαxw)xe(q−α)2a2t+qx + 1
∣∣∣∣ ≤ KL1(t)(eα1x + e xa√t ), (3.17)
|(eαxw)xx − q(eαxw)x|
e(q−α)2a2t+qx
≤ KL2(t)(eα1x + e
x
a
√
t ), (3.18)
where L1(t) = e
(α−q−α1)2a2t + e4+α2a2t + 2e4−2(α−q)a
√
t and L2(t) = (α1 + |q|+ 2a√t)L1(t).
Proof. Define
N(x) =
1
2
√
pi
∫ ∞
x
e−
η2
4 dη, M(x) =
1
2
√
pi
∫ ∞
x
|η|e− η
2
4 dη.
A simple calculus shows that
N(x), M(x) ≤ e4−x, ∀x. (3.19)
We have, noting (3.14), (3.16) and (3.15),∣∣∣∣ (eαxw)xe(q−α)2a2t+qx + 1
∣∣∣∣ ≤ K2√pi
∫ − x
a
√
t
−∞
e−
(η−2(q−α)a√t)2
4 eα1(x+a
√
tη)dη
+
K
2
√
pi
∫ ∞
− x
a
√
t
e−
(η−2(q−α)a√t)2
4 (2 + e−qa
√
tη)dη
≤ Ke(α−q−α1)2a2teα1x
+ 2KN(− x
a
√
t
+ 2(α− q)a√t) +Keα2a2tN(− x
a
√
t
+ 2αa
√
t)
≤ KL1(t)(eα1x + e
x
a
√
t ).
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We have used (3.19) in the last inequality. This proves (3.17).
Let
B(η) =
η
2a
√
t
+ α− q.
Note that
1
2
√
pi
∫ ∞
−∞
B(η)e−
(η−2(q−α)a√t)2
4 dη = 0.
We have from (3.12) and (3.13)
(eαxw)xx − q(eαxw)x
e(q−α)2a2t+qx
=
1
2
√
pi
∫ ∞
−∞
B(η)e−
(η−2(q−α)a√t)2
4
ψ′(x+ a
√
tη)
eq(x+a
√
tη)
dη
=
1
2
√
pi
∫ ∞
−∞
B(η)e−
(η−2(q−α)a√t)2
4
(
ψ′(x+ a
√
tη)
eq(x+a
√
tη)
+ 1
)
dη.
Hence, for x ≤ 0, noting (3.16), (3.15) and (3.19), we have
|(eαxw)xx − q(eαxw)x|
e(q−α)2a2t+qx
≤ K
2
√
pi
eα1x
∫ − x
a
√
t
−∞
|B(η)|e− (η−2(q−α)a
√
t)2
4 eα1a
√
tηdη
+
K
2
√
pi
∫ ∞
− x
a
√
t
|B(η)|e− (η−2(q−α)a
√
t)2
4 (2 + e−qa
√
tη)dη
≤ K(α1 + 1
a
√
pit
)e(α−q−α1)
2a2teα1x +
K
a
√
t
M(− x
a
√
t
+ 2(α− q)a√t)
+
K
2a
√
t
eα
2a2tM(− x
a
√
t
+ 2αa
√
t) +K|q|eα2a2tN(− x
a
√
t
+ 2αa
√
t)
≤ KL2(t)(eα1x + e
x
a
√
t ).
This proves (3.18). 2
Next we give some estimates for the dual value function v.
Lemma 3.5 Assume that V ∈ C1(R+) and satisfies
lim
y→0
V ′(y)
yq−1
= −1, |yV ′(y)| ≤
{
Kyq, y ≤ 1,
K, y ≥ 1, (3.20)
where q < 1. Then we have
|yvy(t, y)| ≤ KeβtL0(t), |y2vyy(t, y)| ≤ K(1 + |q|+ 1
a
√
pit
)eβtL0(t), (3.21)
for y ≥ 1 and
lim
y→0
vy(t, y)
eλtyq−1
= −1, lim
y→0
vyy(t, y)
eλtyq−2
= 1− q, (3.22)
where the convergence is uniform for t ∈ [t0, t1] with any 0 < t0 < t1 and α = 12 + rθ2 , a = 1√2θ,
β = −a2α2, λ = 12θ2q(q − 1)− rq.
Proof. Let w(t, x) = e−(αx+βt)v(t, ex). Then w is a solution to equation (3.8) with the initial
condition w(0, x) = φ(x) = e−αxV (ex). Since (α− q)2a2 = λ− β and
yvy = e
βt(eαxw)x, y
2vyy + yvy = e
βt(eαxw)xx, (3.23)
applying Lemma 3.3 gives (3.21) and (3.22). 2
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Remark 3.6 Note that the first condition in (3.20) can be replaced by limy→0 y1−qV ′(y) = −k
for some positive constant k. If k 6= 1 we may simply divide V by k and work on the new V .
The turnpike property is unchanged due to the invariance of the optimal trading strategy to the
scaled objective function. Note also that the second condition in (3.20) can be removed. In fact,
for any y0 > 0 and y ≥ y0, the convexity and the nonnegativity of V imply that
V (y0/2) ≥ V (y/2) + V ′(y/2)(y0/2− y/2) ≥ V ′(y0/2)y0/2− V ′(y)y/2,
which, together with the decreasing property of V , gives
0 ≤ −yV ′(y) ≤ 2V (y0/2)− V ′(y0/2)y0
for y ≥ y0 > 0. This, coupled with the first condition in (3.20), implies the second condition.
Corollary 3.7 Assume that U is continuously differentiable and strictly concave, and satisfies
lim
x→∞xU
′(x)1−q = k, (3.24)
where q < 1 and k is a positive constant. Then (3.20) holds true.
Proof. Since U is strictly concave and V is defined by (2.4) we have V ∈ C1. Denote by
I = (U ′)−1. Then V (y) = U(I(y)) − yI(y) and V ′(y) = −I(y) for y > 0. The first condition in
(3.20) is equivalent to limx→∞ xU ′(x)1−q = 1 or k if a scaling is used (see Remark 3.6). 2
Remark 3.8 The condition (3.24) is equivalent to
lim
x→∞
U ′(x)
xp−1
= k1−p,
where p = 1 + 1/(q− 1), which means the marginal utility of U is asymptotically proportional to
that of a power utility xp. Furthermore, if U is twice continuously differentiable, then by applying
l’Hoˆpital’s rule, we get
k = lim
x→∞
U ′(x)1−q
x−1
= lim
x→∞
(1− q)U ′(x)−qU ′′(x)
−x−2 = (1− q)k limx→∞
(
−xU
′′(x)
U ′(x)
)
,
which shows that the relative risk aversion coefficient of U , defined by R(x) := −xU ′′(x)/U ′(x),
converges to 1− p asymptotically as wealth increases. The inverse is not true in general, see the
next example.
Example 3.9 For a constant 0 < p < 1, Define a point x¯ = exp(1/(1 − p)) and a function
U : R+ → R+ by
U(x) =
{ x
(1−p)e , x ≤ x¯,
xp lnx, x > x¯.
Then we have
U ′(x) =
{ 1
(1−p)e , x ≤ x¯,
xp−1(p lnx+ 1), x > x¯
and
U ′′(x) =
{
0, x < x¯,
xp−2(p(p− 1) lnx+ 2p− 1), x > x¯.
It is easy to check that U is a utility function satisfying Assumption 3.1. The relative risk aversion
coefficient of U is given by
R(x) =
{
0, x < x¯,
−p(p−1) lnx+2p−1p lnx+1 , x > x¯.
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Therefore limx→∞R(x) = 1− p. On the other hand, for any q < 1, we have
xU ′(x)1−q = x(p−1)(1−q)+1(p lnx+ 1)1−q
for x ≥ x¯, which converges to 0 if q < p/(p− 1) and ∞ if p/(p− 1) ≤ q < 1. Therefore there does
not exist a q < 1 such that (3.24) holds.
Lemma 3.10 Assume that the conditions of Lemma 3.5 are satisfied. Furthermore, assume that∣∣∣∣V ′(y)yq−1 + 1
∣∣∣∣ ≤ Kyα1 , y ≤ 1, (3.25)
for some positive constants K and α1. Then we have, for y ≤ 1,∣∣∣∣ vyeλtyq−1 + 1
∣∣∣∣ ≤ KL1(t)(yα1 + y 1a√t) , (3.26)
|yvyy + (1− q)vy|
eλtyq−1
≤ KL2(t)
(
yα1 + y
1
a
√
t
)
. (3.27)
Proof. The proof is similar to that of Lemma 3.5 by applying Lemma 3.4. 2
Remark 3.11 As in Remark 3.6, the condition (3.25) can be replaced by∣∣∣∣V ′(y)yq−1 + k
∣∣∣∣ ≤ Kyα1 , y ≤ 1,
for some positive constants k, K and α1. Furthermore if the limit
lim
y→0
y−α1
∣∣∣∣V ′(y)yq−1 + k
∣∣∣∣ = K0 (3.28)
exists for some positive constants α1, k and K0, then (3.25) holds.
Corollary 3.12 Assume (3.20) and (3.25) hold, then for t¯ = 1
a2α21
, we have
|vy(t¯, y) + eλt¯yq−1| ≤
{
Lyq−1+α1 , y ≤ 1,
L, y ≥ 1. (3.29)
|yvyy(t¯, y) + (1− q)vy(t¯, y)| ≤
{
Lyq−1+α1 , y ≤ 1,
L, y ≥ 1. (3.30)
where
L = K max{2eλt¯L1(t¯), 2eλt¯L2(t¯), eβt¯L0(t¯) + eλt¯, (2 + 2|q|+ 1
a
√
pit¯
)eβt¯L0(t¯)}.
Proof. The conclusion follows from Lemmas 3.5 and 3.10. 2
Next theorem gives the turnpike property and the convergence rate of the optimal investment
to the Merton portfolio, which is the main result of this section.
Theorem 3.13 Assume that V ∈ C1(R+) and (3.20) holds. Then we have, for x > 0,
lim
t→∞A(t, x) =
θ
σ(1− p)x, (3.31)
where p = qq−1 . If, in addition, (3.25) holds for a constant 0 < α1 ≤ 1− q, then∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ ≤ D(x)e− rα11−q t (3.32)
for t > t¯, where
D(x) = (θL/σ){ert¯ + 2e
rα1
1−q t¯[2 + 2(L+ x)e−λt¯ + (2L)
1−q
α1 e
λ 1−q
α1
)t¯
]
α1+q−1
q−1 },
t¯ and L are given in Corollary 3.12.
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Proof. According to (3.21), (3.22), we get, for any fixed t0 > 0, that
lim
y→0
vy(t0, y) + y
q−1eλt0
yq−1
= 0, lim
y→∞(vy(t0, y) + y
q−1eλt0) = 0.
For any fixed  > 0, there is δ = δ() > 0, such that
|vy(t0, y) + yq−1eλt0 | ≤ yq−1 + δ, ∀y ∈ R+. (3.33)
Define
w(t, y) = ±(vy(t, y) + yq−1eλt) + (yq−1eλ(t−t0) + 1) + δe−r(t−t0)
for (t, y) ∈ [t0, t1] × R+ with any t1 > t0. Then w satisfies the following equation and boundary
conditions 
∂w
∂t − 12θ2y2wyy + (r − θ2)ywy + rw = r, (t, y) ∈ (t0, t1)×R+,
w(t0, y) > 0, y ∈ R+,
lim infy→0w(t, y) > 0, lim infy→∞w(t, y) > 0, t ∈ [t0, t1].
(3.34)
By the maximum principle, we conclude that w(t, y) > 0 for all (t, y) ∈ [t0, t1]×R+, which implies
|vy(t, y) + yq−1eλt| ≤ (yq−1eλ(t−t0) + 1) + δe−r(t−t0) (3.35)
for all (t, y) ∈ [t0, t1]×R+. Noting that for any fixed x > 0 and y = ux(t, x), we have vy(t, y) = −x
and, from (3.35),
|(ux(t, x))q−1eλt| ≤ x+ ((ux(t, x))q−1eλ(t−t0) + 1) + δe−r(t−t0).
Taking  = 12e
λt0 , we conclude that
|(ux(t, x))q−1eλt| ≤ C(x) (3.36)
for t ≥ t0, where C(x) = 2x+ eλt0 + 2δ(12eλt0). Similarly, from (3.21) and (3.22), we get
lim
y→0
yvyy(t0, y) + (1− q)vy(t0, y)
yq−1
= 0, lim
y→∞(yvyy(t0, y) + (1− q)vy(t0, y)) = 0.
For any fixed  > 0, there is δ = δ() > 0, such that
|yvyy(t0, y) + (1− q)vy(t0, y)| ≤ yq−1 + δ, y ∈ R+.
Define
w(t, y) = ±(yvyy(t, y) + (1− q)vy(t, y)) + (yq−1eλ(t−t0) + 1) + δe−r(t−t0)
for (t, y) ∈ [t0, t1]×R+. Then w satisfies (3.34). The maximum principle implies
|yvyy(t, y) + (1− q)vy(t, y)| ≤ (yq−1eλ(t−t0) + 1) + δe−r(t−t0) (3.37)
for all (t, y) ∈ [t0, t1]×R+. For fixed x > 0, by (3.36), we obtain∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ = (θ/σ)|ux(t, x)vyy(t, ux(t, x)) + (1− q)vy(t, ux(t, x))|
≤ (θ/σ)(((ux(t, x))q−1eλ(t−t0) + 1) + δ()e−r(t−t0))
≤ (θ/σ)((C(x)e−λt0 + 1) + δ()e−r(t−t0)) (3.38)
for t ≥ t0. Let t→∞ and then → 0, we derive the turnpike property (3.31).
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Next assume that (3.25) holds for a constant 0 < α1 ≤ 1 − q. For any fixed  > 0, define
y = (

L)
1
α1 . Let t0 = t¯, then (3.29) implies that
|vy(t¯, y) + eλt¯yq−1| ≤ max{yq−1, Lyq−1+α1 , L}, ∀y ∈ R+.
Hence (3.33) is satisfied with
δ() = L+ L
1−q
α1 
q−1+α1
α1 . (3.39)
Therefore, we obtain the explicit form for the constant C(x)
C(x) = 2x+ eλt¯ + 2δ(
1
2
eλt¯) = 2(L+ x) + eλt¯ + (2L)
1−q
α1 e
λ(1+ 1−q
α1
)t¯
.
Similarly, (3.37) is satisfied with δ given by (3.39). Let
 = L
(
(C(x)e−λt¯ + 1)er(t−t¯)
) α1
q−1
.
We obtain from (3.38) and 0 < α1 < 1− q that∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ ≤ (θ/σ)(2L(C(x)e−λt¯ + 1)α1+q−1q−1 e rα1q−1 (t−t¯) + Le−r(t−t¯))
≤ (θ/σ)(2L(C(x)e−λt¯ + 1)
α1+q−1
q−1 e
rα1
1−q t¯ + Lert¯)e
− rα1
1−q t.
Substituting C(x) into the above inequality, we get D(x) in (3.32). 2
Remark 3.14 It is clear in the proof of Theorem 3.13 that the positive interest rate r plays the
crucial role in establishing the turnpike property (3.31) and the convergence rate (3.32). This
point is also highlighted in Back et al. (1999) that “it is the growth of the economy as reflected
in interest rates or discount bond prices, not independence, that is critical for the results”.
Theorem 3.13 states that the convergence rate is rα1/(1− q) and the maximum error is D(x)
which can be computed explicitly. For a specific utility function we may derive sharper error
estimates than those given in Theorem 3.13. The next example illustrates that point and shows
again the usefulness of the dual method in finding a solution to the HJB equation, which would
be difficult with the trial and error method.
Example 3.15 Define
U(x) =
1
3
H(x)−3 +H(x)−1 + xH(x) (3.40)
for x > 0, where
H(x) =
(
2
−1 +√1 + 4x
)1/2
.
A simple calculus gives U ′(x) = H(x) and U ′′(x) = −√2(−1 +√1 + 4x)−3/2(1 + 4x)−1/2, which
shows U is strictly increasing and strictly concave. Furthermore, H(0) = limx→0H(x) = ∞,
H(∞) = 0 and limx→∞ xH(x) = ∞, which gives limx→0 U(x) = 0 (we may define U(0) = 0),
U(∞) = ∞, U ′(0) = ∞ and U ′(∞) = 0. Therefore U is a utility function. Furthermore, the
relative risk aversion coefficient of U is given by
R(x) = −xU
′′(x)
U ′(x)
=
1
4
(
1 +
1√
1 + 4x
)
,
which shows that U is not a HARA utility. Since R is a decreasing function and has a limit 1/4
as x → ∞, U represents an investor who will increase the percentage of wealth invested in the
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risky asset as wealth increases, which is realistic economic behavior. To get other information,
including the turnpike property, we need to do further analysis.
The dual function of U is defined by V (y) = supx≥0(U(x) − xy). Since the optimal point x
satisfies the equation U ′(x)− y = H(x)− y = 0, we have x = y−2 + y−4 and
V (y) =
1
3
y−3 + y−1.
It is easy to check that (3.20) holds with q = −3 and K = 2 and (3.28) holds with α1 = 2 and
K0 = 1. Theorem 3.13 states that the turnpike property (3.31) and the convergence rate (3.32)
hold.
Since the dual value function v is the solution to the linear PDE (3.4), we can transform it into
a simple heat equation and then find the closed-form solution. Specifically, if we let α = 12 +
r
θ2
,
a = 1√
2
θ, β = −a2α2, and w(t, z) = e−(αz+βt)v(t, ez), then w is a solution to the equation
wt − a2wzz = 0 and has the initial condition w(0, z) = e−αzV (ez) with V (y) = −yq/q − yq¯/q¯ and
q = −3, q¯ = −1. We can use Poisson’s formula to find the closed-form solution w(t, z) and then
get v(t, y). The solution to the linear PDE (3.4) is given by
v(t, y) = −1
q
yqe−rqt+
1
2
θ2q(q−1)t − 1
q¯
yq¯e−rq¯t+
1
2
θ2q¯(q¯−1)t.
Substituting vy and vyy into (3.6) we get∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ = θσ |q − q¯|e−rq¯t+ 12 θ2q¯(q¯−1)tyq¯−1. (3.41)
Furthermore, since y is the solution to vy(t, y) + x = 0, we need to solve the equation
−e−rqt+ 12 θ2q(q−1)tyq−1 − e−rq¯t+ 12 θ2q¯(q¯−1)tyq¯−1 + x = 0.
By the choice of q = −3, q¯ = −1, we get
y2 =
1
2x
(
e(r+θ
2)t +
√
e2(r+θ2)t + 4xe3(r+2θ2)t
)
. (3.42)
Finally, substituting y into (3.41) leads to∣∣∣∣A(t, x)− θσ(1− p)x
∣∣∣∣ = θσ 4x1 +√1 + 4xe(r+4θ2)t ≤ θσ2√xe−( r2+2θ2)t. (3.43)
We have found D(x) = (2θ/σ)
√
x. Note also that the convergence rate c in Theorem 3.13 is
equal to c = r/2 and the convergence rate in (3.43) is r/2 + 2θ2 which is greater than c. This
shows that by direct computation one may get a sharper convergence rate than the one given in
Theorem 3.13.
Furthermore, we can derive a classical solution to the primal HJB equation by computing
u(t, x) = infy>0(v(t, y) + xy), which leads to the equation vy(t, y) + x = 0 and
u(t, x) = v(t, y) + xy
=
y
3
(y−4e3(r+2θ
2)t + 3y−2e(r+θ
2)t + 3x)
=
y
3
(−y−2e(r+θ2)t + x+ 3y−2e(r+θ2)t + 3x)
=
2
3
(y−1e(r+θ
2)t + 2xy),
where y > 0 is given by (3.42). We have found a closed-form classical solution to the primal HJB
equation for a highly complicated utility function U in (3.40).
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4 Primal and Dual Sufficient Conditions
In this section we relax the differentiability condition of V . Since ψ(x) = V (ex) is not assumed to
be differentiable, we first rewrite (3.12) in equivalent expressions which do not involve derivatives
of ψ.
eαxw =
1
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tηψ(x+ a
√
tη)dη (4.1)
(eαxw)x =
1
2
√
pi
∫ ∞
−∞
e−
η2
4
−αa√tη
(
η
2a
√
t
+ α
)
ψ(x+ a
√
tη)dη (4.2)
Recall that the utility U satisfies Assumption 3.1 and the dual function V is nonnegative, contin-
uous, decreasing and convex on R+.
Theorem 4.1 Assume that V satisfies, for some q < 0,
lim
y→0
V (y)
yq
= −1
q
. (4.3)
Then the turnpike property (3.31) holds. If, in addition, there are positive constants K, α1 and
δ, such that ∣∣∣∣V (y)yq + 1q
∣∣∣∣ ≤ Kyα1 , y ≤ δ, (4.4)
then the convergence rate (3.32) holds.
Proof. Since V is not assumed to be differentiable, we cannot directly apply Theorem 3.13. How-
ever, we know that for t > 0, v(t, y) is smooth decreasing strictly convex on (0,∞) and if the
conditions (3.20) and (3.25) for v(t0, y) hold for some t0 > 0, then the turnpike property and
convergent rate of the optimal investment hold. We next show that conditions (3.20) and (3.25)
hold for v(t0, y) at some t0 > 0 according to (4.3) and (4.4) respectively.
Suppose (4.3) holds. Let 0 = − 12q . Then there exists a δ0 > 0 such that for 0 < y < δ0,
0 < V (y) < − 32qyq. For y ≥ δ0, 0 ≤ V (y) ≤ V (δ0). Let K0 = max(− 32q , V (δ0)) and x0 = ln δ0, we
have
0 ≤ ψ(x) := V (ex) ≤
{
K0e
qx, x < x0,
K0, x ≥ x0. (4.5)
Using (4.2), we get∣∣∣∣(eαxw(t, x))xe(q−α)2a2t+qx + 1
∣∣∣∣ ≤ 12√pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
∣∣∣∣ η2a√t + α
∣∣∣∣ ∣∣∣∣ψ(x+ a√tη)eq(x+a√tη) + 1q
∣∣∣∣ dη.
By (4.5), we always have, if x ≤ 0∣∣∣∣ψ(x+ a√tη)eq(x+a√tη)
∣∣∣∣ ≤ K0(1 + e−qa√tη),
for any η. Applying the dominated convergence theorem, we have
lim
y→0
∣∣∣∣ vy(t, y)eλtyq−1 + 1
∣∣∣∣ = limx→−∞
∣∣∣∣(eαxw(t, x))xe(q−α)2a2t+qx + 1
∣∣∣∣ = 0.
Hence
lim
y→0
∣∣∣∣vy(t, y)yq−1 + eλt
∣∣∣∣ = 0
for any t > 0. This proves (3.20) for any t0 > 0 (see Remark 3.6).
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To show the rate of convergence (3.32), we again only need to prove condition (3.25) holds.
Assume (4.4) holds. Set x0 = min(ln δ0, ln δ) and K0 = max(− 32q , V (δ0),K). Then |ψ(x)eqx + 1q | ≤
Keα1x for x ≤ x0. For x ≤ 0 we have∣∣∣∣ (eαxw)xe(q−α)2a2t+qx + 1
∣∣∣∣
≤ K0
2
√
pi
∫ x0−x
a
√
t
−∞
∣∣∣∣ η2a√t + α
∣∣∣∣ e− (η+2(α−q)a√t)24 eα1(x+a√tη)dη
+
K0
2
√
pi
∫ ∞
x0−x
a
√
t
∣∣∣∣ η2a√t + α
∣∣∣∣ e− (η+2(α−q)a√t)24 (1 + 1|q| + e−qa√tη
)
dη
≤ K0(α1 + |q|+ 1
a
√
pit
)e((α−q−α1)
2−(α−q)2)a2teα1x +
K0(1 + |q|)
2a|q|√t M(
x0 − x
a
√
t
+ 2(α− q)a√t)
+
K0
2a
√
t
e(α
2−(α−q)2)a2tM(
x0 − x
a
√
t
+ 2αa
√
t) +K0(1 + |q|)N(x0 − x
a
√
t
+ 2(α− q)a√t)
≤ K0L3(t)(eα1x + e
x
a
√
t ),
where L3(t) = (α1 + |q| + 1a√pit)e((α−q−α1)
2−(α−q)2)a2t + (1 + |q| + 1+2|q|
2a|q|√t)e
4− x0
a
√
t . We have used
(3.19) in the last inequality. Note that
vy(t, y)
yq−1
+ eλt = eλt[
(eαxw(t, x))x
e(q−α)2a2t+qx
+ 1]
We chose t0 = t¯ and prove (3.25) (see Remark 3.11). 2
We give a condition on utility U that implies condition (4.3) and 4.4.
Corollary 4.2 Assume that U satisfies, for some 0 < p < 1,
lim
x→∞
U(x)
1
px
p
= 1. (4.6)
Then the turnpike property (3.31) holds. If U satisfies, for some 0 < p < 1, 0 < α < p,L > 0, X >
(Lp (p− α))
1
α ,
|U(x)1
px
p
− 1| ≤ Lx−α, (4.7)
for x ≥ X. Then the convergence rate (3.32) holds with α1 = α/(1− p) and q = p/(p− 1).
Proof. We only need to show (4.3), (4.4) hold with q = pp−1 . Theorem 4.1 then gives the required
conclusions. Since U is a concave function on R+, the superdifferential of U at x ∈ R+ is a convex
compact set, defined by
∂U(x) = {ξ : U(y) ≤ U(x) + ξ(y − x), y ∈ R+}.
The increasing property of U and condition (4.6) imply that ∂U(x) is a subset of R+ and 0 6∈ ∂U(x)
for all x ∈ R+. (If 0 ∈ ∂U(x¯) for some x¯ ∈ R+, then U(x) ≡ U(x¯) for all x ≥ x¯, which contradicts
(4.6).) By (4.6), for any 0 <  < 1, there exists X, such that
(1− )1
p
xp ≤ U(x) ≤ (1 + )1
p
xp
for x ≥ X. The superdifferential of U at X is given by ∂U(X) = [a, b] for some 0 < a ≤ b <
∞. Note that U(x) is concave. For y < a, we have, for x ≤ X, that
U(x)− xy ≤ U(X) + a(x−X)− xy ≤ U(X)−Xy,
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which implies that
V (y) = max
x≥X
{U(x)− xy}
≤ max
x≥X
{(1 + )1
p
xp − xy}
= −1
q
(1 + )
− 1
p−1 yq,
provided y < min(a, (1 + )X
p−1
 ), where q =
p
p−1 < 0. Dividing y
q on both sides and letting
y → 0 and then → 0, we have
lim sup
y→0
V (y)
yq
≤ −1
q
.
Similarly, using (1− )1pxp ≤ U(x) for x ≥ X, we have
lim inf
y→0
V (y)
yq
≥ −1
q
.
We have proved (4.3).
Assume (4.7). Let ∂U(X) = [a, b] for some 0 < a ≤ b < ∞. For y < a, x ≤ X, we have
U(x)− xy ≤ U(X)−Xy. Hence we obtain, for y < min{a,Xp−1 + Lp (p− α)Xp−1−α}
V (y) = max
x≥X
{U(x)− xy}
≤ max
x≥X
{(1 + Lx−α)1
p
xp − xy}
= −1
q
x(y)p +
L
p
(1 + α− p)x(y)p−α,
where
y = x(y)p−1 +
L
p
(p− α)x(y)p−1−α,
and x(y) ≥ X. From this relation, we conclude that x(y)−α ≤ y α1−p and
x(y)p
yq
= (1 +
L
p
(p− α)x(y)−α)−q
≤ 1 + L
1− p(p− α)(1 +
L
p
(p− α)X−α)−qx(y)−α.
Hence,
V (y)
yq
+
1
q
≤ −1
q
(
x(y)p
yq
− 1) + L
p
(1 + α− p)x(y)
p−α
yq
≤
(
L
p
(p− α)(1 + L
p
(p− α)X−α)−q
+
L
p
(1 + α− p)[1 + L(p− α)
1− p (1 +
L
p
(p− α)X−α)−q]
)
x(y)−α
≤ L
p
(1 +
L
p
(p− α)X−α)−q[(p− α) + (1 + α− p)(1 + L(p− α)
1− p )]y
α
1−p .
The lower bound of V (y)yq +
1
q can be derived similarly. Let α1 = α/(1− p). We have (4.4). 2
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Remark 4.3 (4.6) can be replaced by limx→∞ U(x)/xp = k for some positive constant k due to
the invariance property of the optimal trading strategy for a scaled objective function (see Remark
3.6 and Corollary 3.7). In this case (4.7) is replaced by |U(x)/xp − k| ≤ Lx−α for x ≥ X. There
exists a wider class of utility functions U that satisfy (4.6) and (4.7), for example, U defined in
(3.40) satisfies both conditions with p = 3/4, k = 1 and α = 1/2, which can be easily seen from
the observation that as x→∞, H(x) ∼ x−1/4 and U(x) ∼ (4/3)x3/4 + x1/4. In fact, if we define
U(x) = U1(x) for 0 ≤ x < K and xp/p for x ≥ K, where 0 < p < 1, K > 0 and U1 is a function
such that U satisfies Assumption 2.1. There are infinitely many such functions U1. The reason
for this is that (4.6) and (4.7) only place the restriction on the limiting behavior of the utility
when wealth level is very high but leave the freedom for other levels of wealth.
Theorem 4.4 Assume that V satisfies
lim
y→0
V (y)
ln y
= −1. (4.8)
Then the turnpike property (3.31) holds. If, in addition, there are positive constants K, α1 and δ
such that
|V (y) + ln y| ≤ Kyα1 , y ≤ δ, (4.9)
then the convergence rate (3.32) holds.
Proof. We need to show the conditions (3.20) and (3.25) for v(t0, y) hold for some t0 > 0 with
q = 0. Assume (4.8). Let 0 =
1
2 . Then there exists a δ¯ > 0, such that for 0 < y < δ¯,
0 < −12 ln y < V (y) < −32 ln y. Let δ0 = min(δ¯, 1). For y ≥ δ0, 0 ≤ V (y) ≤ V (δ0). Let
K0 = max(
3
2 , V (δ0)) and x0 = ln δ0 ≤ 0, we have
0 ≤ ψ(x) := V (ex) ≤
{ −K0x, x < x0,
K0, x ≥ x0. (4.10)
We have, by (4.1)
eαx+βtw(t, x)
x
+ 1 =
1
2
√
pi
∫ ∞
−∞
e−
1
4
(η+2αa
√
t)2
(
ψ(x+ a
√
tη)
x
+ 1
)
dη.
For x ≤ −1, we always have ∣∣∣∣ψ(x+ a√tη)x
∣∣∣∣ ≤ K0(1 + a√t|η|), ∀η.
The dominated convergence theorem gives
lim
y→0
v(t, y)
ln y
= lim
x→−∞
eαx+βtw(t, x)
x
= −1.
This implies
lim
y→0
vy(t, y)
y−1
= −1
for any t > 0.
Assume, in addition, (4.9) holds. Set δ0 = min(δ¯, 1, δ) and K0 = max(
3
2 , V (δ0),K), then, for
x ≤ x0 := ln δ0, |ψ(x) + x| ≤ K0eα1x, also note that
eβt(eαxw)x + 1 =
1
2
√
pi
∫ ∞
−∞
(
η
2a
√
t
+ α
)
e−
(η+2αa
√
t)2
4
(
ψ(x+ a
√
tη) + (x+ a
√
tη)
)
dη.
25
If η ≥ x0−x
a
√
t
, then We have
|x+ a√tη| ≤ |x0|+ x− x0 + a
√
tη ≤ 2|x0|+ a
√
tη
for x ≤ 0. Hence
|eβt(eαxw)x + 1| ≤ K0
2
√
pi
(∫ x0−x
a
√
t
−∞
∣∣∣∣ η2a√t + α
∣∣∣∣ e− (η+2αa√t)24 eα1(x+a√tη)dη
+
∫ ∞
x0−x
a
√
t
∣∣∣∣ η2a√t + α
∣∣∣∣ e− (η+2αa√t)24 (1 + 2|x0|+ a√tη)dη)
≤ KL4(t)
(
eα1x + e
x
a
√
t
)
for some L4(t). We chose t0 = t¯ and complete the proof. 2
We give a condition on utility U that implies condition (4.8).
Corollary 4.5 Assume that U satisfies
lim
x→∞
U(x)
lnx
= 1. (4.11)
Then the turnpike property (3.31) holds with p = 0. If U satisfies, for some α > 0, L > 0, X >
(αL)
1
α ,
|U(x)− lnx− 1| ≤ Lx−α (4.12)
for x ≥ X. Then the convergence rate (3.32) holds.
Proof. The proof is the same as that of Corollary 4.2. The difference is to replace 1px
p by lnx. 2
Theorem 4.6 Assume that V satisfies, for some 0 < q < 1,
V (0) <∞, lim
y→0
V (y)− V (0)
yq
= −1
q
. (4.13)
Then the turnpike property (3.31) holds. If, in addition, there are positive constants K, α1 and
δ, such that ∣∣∣∣V (y)− V (0)yq + 1q
∣∣∣∣ ≤ Kyα1 , y ≤ δ, (4.14)
then the convergence rate (3.32) holds.
Proof. We only need to show (3.20), (3.25) for v(t0, y) hold for some t0 > 0 and 0 < q < 1. Assume
(4.13). Since V (0) <∞ and V is a nonnegative decreasing function, we have 0 ≤ ψ(x) = V (ex) ≤
V (0) for all x. A simple calculus shows that
1
2
√
pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
(
η
2a
√
t
+ α
)
V (0)
eq(x+a
√
tη)
dη = 0
and
1
2
√
pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
(
η
2a
√
t
+ α
)
1
q
dη = 1.
Hence
(eαxw(t, x))x
e(q−α)2a2t+qx
+ 1 =
1
2
√
pi
∫ ∞
−∞
e−
(η−2(q−α)a√t)2
4
(
η
2a
√
t
+ α
)(
ψ(x+ a
√
tη)− V (0)
eq(x+a
√
tη)
+
1
q
)
dη.
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Condition (4.13) implies that for a fixed 0 > 0 there exists X0 such that for all x < X0,∣∣∣∣ψ(x)− V (0)eqx + 1q
∣∣∣∣ < 0.
Therefore, for any η, if x+ a
√
tη < X0, then∣∣∣∣ψ(x+ a√tη)− V (0)eq(x+a√tη) + 1q
∣∣∣∣ < 0
and if x+ a
√
tη ≥ X0, then∣∣∣∣ψ(x+ a√tη)− V (0)eq(x+a√tη) + 1q
∣∣∣∣ ≤ 2V (0)e−q(x+a√tη) + 1q ≤ 2V (0)e−qX0 + 1q .
The estimates above, the dominated convergence theorem and (4.13) give the required limit:
lim
y→0
vy(t, y)
eλtyq−1
= lim
x→−∞
(eαxw(t, x))x
e(q−α)2a2t+qx
= −1.
We have proved the turnpike property (3.20).
If, in addition, (4.14) holds, then setting x0 = min(ln δ,X0) andK0 = max(K, 0, 2V (0)e
−qX0+
1
q ), we have∣∣∣∣ (eαxw)xe(q−α)2a2t+qx + 1
∣∣∣∣ ≤ 12√pi
∫ x0−x
a
√
t
−∞
e−
(η−2(q−α)a√t)2
4
∣∣∣∣ η2a√t + α
∣∣∣∣K0eα1(x+a√tη)dη
+
1
2
√
pi
∫ ∞
x0−x
a
√
t
e−
(η−2(q−α)a√t)2
4
∣∣∣∣ η2a√t + α
∣∣∣∣K0dη
≤ L5(t)(eα1x + e
x
a
√
t ),
for some L5(t), which implies (3.25). We have shown the rate of convergence (3.32). 2
We give a condition on utility U that implies condition (4.13).
Corollary 4.7 Assume that U satisfies, for some p < 0,
U(∞) <∞, lim
x→∞
U(x)− U(∞)
1
px
p
= 1. (4.15)
Then the turnpike property (3.31) holds. If U satisfies, for some p < 0, α > 0, L > 0, X >
(L(p−α)(p−α−1)p(p−1) )
1
α ,
|U(x)− U(∞)1
px
p
− 1| ≤ Lx−α,
for x ≥ X. Then the convergence rate (3.32) holds.
Proof. The proof is the same as that of Corollary 4.2. We only need to note that V (0) = U(∞)
and (1 + )1px
p ≤ U(x)− U(∞) ≤ (1− )1pxp for x ≥ X due to p < 0. The rest follows the same
lines of reasoning. 2
Remark 4.8 We have given a number of sufficient conditions that guarantee the turnpike prop-
erty and the convergence rate. If U does not satisfy these conditions then we cannot directly
conclude if the turnpike property holds or not and need to use other methods to check it. One
example is U(x) = x ∧H which is not strictly increasing when x ≥ H, a condition required for
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the turnpike property. From Example 2.11, we know the optimal amount of investment in the
risky asset is equal to (see (2.19) and recall that t is the time to horizon in this section)
A(t, x) =
He−rt
σ
√
t
φ
(
Φ−1(
x
H
ert)
)
if xert ≤ H and 0 otherwise. Therefore A(t, x) = 0 as t → ∞ and the turnpike property does
not hold. Another example is U(x) = 1 − e−x that does not satisfy (4.15). We show in the next
example that the turnpike property does not hold.
Example 4.9 Assume U(x) = 1 − e−x for x ≥ 0 and −∞ for x < 0. The dual function of U is
given by V (y) = (1 + y(ln y − 1))1{0<y≤1}. We have V ′′(y) = y−11{0<y<1}. From (2.9) we find
that
vyy(t, y) = E[V
′′(yY˜ )Y˜ 2] = E[
1
y
1{yY˜ <1}Y˜ ]
where Y˜ = exp
(−(r + 12θ2)t− θ√tZ) and Z is a standard normal variable. This leads to
A(t, x) =
θ
σ
yvyy(t, y) =
θ
σ
E[1{yY˜ <1}Y˜ ].
Finally, due to the equivalence of yY˜ < 1 and Z > k := 1
θ
√
t
(ln y − (r + 12θ2)t), we have
A(t, x) =
θ
σ
∫ ∞
k
e−(r+
1
2
θ2)t−θ√tz 1√
2pi
e−
z2
2 dz =
θ
σ
e−rtΦ(−k − θ√t)
which tends to 0 as t → ∞. The turnpike property does not hold. Note that U is not an
exponential utility function in the usual sense as it is only defined on the positive real line, not on
the whole real line. The optimal portfolio A(t, x) depends on both t and x and is not a function
of t only as in the case of a standard exponential utility function. Note also that the relative
risk aversion coefficient of U is R(x) = x, an increasing function, which shows that U is a HARA
utility representing an investor who will decrease the percentage of wealth invested in the risky
asset as wealth increases, such economic behavior clearly violates the turnpike property.
5 Conclusions
In this paper we discuss the turnpike property and the convergence rate of a long term investor
with a power-like utility for large wealth. We first extend the results of Bian et al. (2011) to more
general utilities and show constructively the existence of a smooth solution to the HJB equation
for the investment problem. We demonstrate the usefulness of the result by solving a terminal
wealth maximization problem and providing a closed-form smooth solution to the HJB equation.
We then prove the main results of the paper on the turnpike property and the convergence rate
when the dual function of the utility is differentiable and its derivative satisfies some growth
and limiting conditions. We illustrate these results with a nontrivial example. We finally list
some sufficient conditions that guarantee the turnpike property and the convergence rate in terms
of both the utility function and its dual function while removing the usual assumptions of the
differentiability and the strict concavity of the utility function. As commented by the reviewer,
the assessment of the turnpike property via the dual value function depends exclusively on the
structure of the wealth process and the geometric Brownian motion asset price process in this
paper. It would be interesting to see if the turnpike property and the convergence rate still hold
for more general asset price processes such as the stochastic volatility and Le´vy processes. These
open questions require further research and investigation.
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