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We present exact analysis of the physical properties of bimodal networks specified by the two
peak degree distribution fully incorporating the degree-degree correlation between node connection.
The structure of the correlated bimodal network is uniquely determined by the Pearson coefficient
of the degree correlation, keeping its degree distribution fixed. The percolation threshold and the
giant component fraction of the correlated bimodal network are analytically calculated in the whole
range of the Pearson coefficient from −1 to 1 against two major types of node removal, which are
the random failure and the degree-based targeted attack. The Pearson coefficient for next-nearest-
neighbor pairs is also calculated, which always takes a positive value even when the correlation
between nearest-neighbor pairs is negative. From the results, it is confirmed that the percolation
threshold is a monotonically decreasing function of the Pearson coefficient for the degrees of nearest-
neighbor pairs increasing from −1 and 1 regardless of the types of node removal. In contrast, the
node fraction of the giant component for bimodal networks with positive degree correlation rapidly
decreases in the early stage of random failure, while that for bimodal networks with negative degree
correlation remains relatively large until the removed node fraction reaches the threshold. In this
sense, bimodal networks with negative degree correlation are more robust against random failure
than those with positive degree correlation.
PACS numbers: 89.20.Hh, 89.75.Fb, 89.75.Hc
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I. INTRODUCTION
The functions of complex systems in the real world
represented by complex networks largely depend on the
global connectivity of the nodes. Since the networks are
embedded in the external environment, they are not im-
mune to the possibilities of node and/or link failure or
their intentional removal. Structural robustness of net-
works has been, therefore, one of the main issues in net-
work science [1–8]. Among many possibilities of structure
alteration to malfunction of a network, random failure
that uniformly occurs on every node and selective node
removal from those with large degrees (degree-based tar-
geted attack) are the two main categories, to which this
article also pay attention.
In the early stage of the study on network robust-
ness, most works were only based on their degree distri-
bution. The effect of degree-degree correlation between
node connection has, however, already been considered
preliminarily by Newman in 2002 [9]. In this work, New-
man has firstly pointed out that the tendency of con-
nection between nodes with the same degree (positive or
assortative correlation) increases the structural robust-
ness against random failure of nodes, while the tendency
of connection between nodes with different degree (neg-
ative or disassortative correlation) decreases the robust-
ness [9, 10].
Recently Schneider et al. through numerical simula-
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tions and Tanizawa et al. with strict analytical argu-
ments found that the most robust network structure with
a given degree distribution under both possibilities of
random failure of nodes and degree-based targeted at-
tack is a set of hierarchically connected random regular
graphs with the ratios of node numbers of each graph in
accordance with the degree distribution [11–13]. In this
structure, which is commonly termed as the “onion struc-
ture” at present, almost all nodes are connected with
nodes with the same degree and the degree correlation
between nearest neighbor nodes is positively maximal.
Compared to this situation regarding to the cases of
positive degree correlation, robustness analysis of net-
works with negative degree correlation still remains at
an elementary level, though there are some works in the
literature in this regard [14, 15] and several researches
concerning the lower bound of degree-degree correlations
for scale-free networks [16–18]. This is because no net-
work model is proposed that can tune degree-degree cor-
relations easily and can be analysed. Thinking that many
networks with important functions in real life, such as the
World Wide Web (WWW) or neural networks, have neg-
ative degree correlation as pointed out by Newman, it is
preferable if we have more thorough theoretical analyses
for networks with negative degree correlation.
The bimodal network is a class of networks consisted
of two species of nodes with distinctive degrees. Since
it is a minimal non-trivial network model, the bimodal
network has extensively been studied in many works for
the analysis of network robustness [5, 6, 8, 14]. In spite
of this fact, no work seems to have pointed out that the
bimodal network can cover the whole range of degree
correlation from maximally negative to maximally posi-
2tive, as far as the authors’ knowledge. In this paper, we
elucidate the structural properties of bimodal networks
in terms of degree-degree correlation between node con-
nection under the condition of fixed degree distribution
through analytical arguments. There we will see that,
though it is true that the threshold for remaining node
fraction against both random failure and degree-based
targeted attack always decreases as the degree correla-
tion of the network increases to the positive direction,
the collapse of the giant component occurs much faster
in the early stage of random failure. In other words, the
strong assortativity in bimodal networks makes networks
more fragile against random failure.
The paper is organized as follows. In Sec. II, we set
the notations and calculate several important quantities
such as the degree distribution, the branching probabil-
ity, the Pearson coefficient for nearest neighbor nodes.
The Pearson coefficient for next-nearest neighbor nodes
is also calculated. All calculations are performed exactly.
In Sec. III, the percolation threshold for random failure
of nodes and that for degree-based targeted attack are
calculated. In Sec. IV, we discuss the network robust-
ness in terms of the measure representing the collapse of
the giant component. In Sec. V we summarize the results
and conclude the paper.
II. PROPERTIES OF CORRELATED BIMODAL
NETWORKS
For the calculation, we introduce the joint probability
Q(q1, q2) that a randomly chosen edge has a node with q1
extra edges at one end and a node with q2 extra edges at
the other end. Notice that the network is undirected and
that the chosen edge is not counted in this probability.
For a bimodal network of degree m and degree K with
m < K, the probability Q(q1, q2) can be defined as(
Q(m˜, m˜) Q(m˜, K˜)
Q(K˜, m˜) Q(K˜, K˜)
)
=
(
1− 2ν − µ ν
ν µ
)
, (1)
where m˜ = m− 1 and K˜ = K − 1. The two parameters,
µ(= Q(K˜, K˜)) and ν(= Q(K˜, m˜)), taking the values in
the ranges, 0 ≤ µ ≤ 1 and 0 ≤ ν ≤ 1/2, completely de-
termine the network structure. From Eq. (1), the proba-
bility Q(q) that a randomly chosen edge connects a node
having q edges other than the chosen edge is given by
Q(m˜) = Q(m˜, K˜) +Q(m˜, m˜) = 1− (µ+ ν), (2)
Q(K˜) = Q(K˜, m˜) +Q(K˜, K˜) = µ+ ν. (3)
Since Q(k˜) is related to the degree distribution, P (k), via
the equations,
Q(m˜) =
mP (m)
mP (m) +KP (K)
, (4)
Q(K˜) =
KP (K)
mP (m) +KP (K)
(5)
FIG. 1. Sketch of the allowable region in the µ-ν plane (gray
region). The red dotted line represents a set of bimodal net-
works with the same degree distribution P (k) and the differ-
ent values of the joint probability Q(q1, q2).
for the bimodal network, the degree distribution becomes
P (m) =
K {1− (µ+ ν)}
m (µ+ ν) +K {1− (µ+ ν)} , (6)
P (K) =
m (µ+ ν)
m (µ+ ν) +K {1− (µ+ ν)} , (7)
with the average degree
〈k〉 = mK
m(µ+ ν) +K {1− (µ+ ν)} . (8)
Notice that the quantities, Eqs. (6)-(8), are determined
by the sum µ + ν(= Q(K˜)), which we denote by c, in-
dicating that, by fixing the sum, we are able to fix the
average degree, or equivalently, the total number of the
edges. The allowable area in the µ-ν plane is shown in
Fig. 1. The red dotted line in the figure indicates a set
of parameter values, µ and ν, with a fixed sum c = µ+ ν
representing the bimodal networks with the same degree
distribution, P (k), and the different values of the joint
probability, Q(q1, q2).
A. Correlation between the nearest neighbor
degrees
The Pearson coefficient defined by
r =
〈q1q2〉 − 〈q〉2
〈q2〉 − 〈q〉2 (9)
is a commonly used measure for the degree-degree corre-
lation between two extra edges, q1 and q2, of both ends
of a randomly selected edge. Since
〈q1q2〉 =
∑
q1,q2
q1q2Q(q1, q2) = m˜
2 (1− 2ν − µ) + 2m˜K˜ν + K˜2µ,
(10)
〈q〉 =
∑
q
qQ(q) = m˜ (1− c) + K˜c, (11)
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FIG. 2. Domain of the Pearson’s coefficient r as a function
of the average degree 〈k〉. The result is for bimodal networks
with m = 3 and K = 10.
and
〈q2〉 =
∑
q
q2Q(q) = m˜2 (1− c) + K˜2c, (12)
for bimodal networks, we are able to obtain the analytical
form of the Pearson coefficient, which becomes
r =
(1 − µ− 2ν)µ− ν2
(1− c) c (13)
with c = µ+ν. It should be noted that we can choose any
value of the correlation coefficient r without changing the
degree distribution P (k) or 〈k〉 by tuning µ and ν with
keeping c = µ+ ν constant.
Figure 2 shows the domain of the Pearson correlation
coefficient r in terms of the average degree 〈k〉 for bi-
modal networks with K = 10 and m = 3. The range of
the average degree is 3 < 〈k〉 < 10. While all positive val-
ues within the range (0, 1) can be realized for any value
of the average degree, the domain of allowable negative
values of r is quite narrow. The whole values of r within
the range [−1, 1) can be realized only at a special value
of c = 1/2, which corresponds to 〈k〉 = 60/13 = 4.615.
Strictly speaking, the network of the maximum Pear-
son coefficient (r = 1) consists of two separated random
regular graphs with degree K and m. In this paper, we
only consider the robustness of entirely connected net-
works. The maximum value of the Pearson coefficient,
r = 1, is therefore to be realized as a limiting value of r
approaching one from below (r → 1−0). In this limit, the
structure of the bimodal network consists of two random
regular networks connected by a few number of edges,
which is known as the onion-like structure [11–13] and
is always possible even if the degree inhomogeneity is
weak. On the other hand, in the construction of net-
works with negative values of the Pearson coefficient, the
total number of edges from nodes of K degree should be
equal to the total number of edges from nodes of m de-
gree: KP (K) = mP (m). This condition poses a severe
restriction in connecting nodes with different degrees and
leads to the narrow region of negative values in Fig. 2.
B. Correlation between the next-nearest neighbor
degrees
Let Q2(k˜1, k˜2) be the probability that a randomly cho-
sen node pair sharing a common neighbor in between
has k˜1 and k˜2 edges. It should be noticed that two edges
from the common neighbor leading to both nodes of the
pair are not included in the edge counts, k˜1 and k˜2. The
probability is given by
Q2(k˜1, k˜2) =
∑
k k(k − 1)P (k)Q(k˜1|k˜)Q(k˜2|k˜)
{
1−Q(k˜1, k˜2)
}
∑
k
∑
k˜1,k˜2
k(k − 1)P (k)Q(k˜1|k˜)Q(k˜2|k˜)
{
1−Q(k˜1, k˜2)
} , (14)
where Q(k˜′|k˜) is the branching probability that an edge
emanating from a node of degree k reaches a node of
degree k′ defined by Q(k˜′|k˜) = Q(k˜, k˜′)/Q(k˜). If the net-
work structure is locally tree-like as assumed in this pa-
per, the total number of node pairs of sharing a common
neighbor is proportional to
∑
k k(k−1)P (k) = 〈k2〉−〈k〉
and hence the probability Q2(k˜1, k˜2) is given by
Q2(k˜1, k˜2) =
∑
k k(k − 1)P (k)Q(k˜1|k˜)Q(k˜2|k˜)
〈k2〉 − 〈k〉 . (15)
In the present bimodal case, the non-zero branching
probabilities are
Q(m˜|m˜) = 1− 2ν − µ
1− c , (16)
Q(K˜|m˜) = ν
1− c , (17)
Q(m˜|K˜) = ν
c
, (18)
and
Q(K˜|K˜) = µ
c
. (19)
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FIG. 3. Plot for the values of the Pearson correlation coeffi-
cient r2 for the degrees of next-nearest neighbors as a func-
tion of the Pearson coefficient r for the degrees of nearest
neighbors. All lines are the results for bimodal networks with
degree m = 3 and degree K = 10 and the lines from bot-
tom to top correspond to the results for the average degree
〈k〉 ≈ 6.15, 5.76, 5.38, 5.00, 4.61, 4.23, and 3.84, respectively.
With the probability Q2(k˜1, k˜2), we can calculate the
Pearson correlation coefficient r2 for the degrees of next-
nearest neighbors:
r2 =
〈q1q2〉2 − 〈q〉22
〈q2〉2 − 〈q〉22
, (20)
where
〈q1q2〉2 =
∑
q1,q2
q1q2Q2(q1, q2), (21)
〈q〉2 =
∑
q,q2
q Q2(q, q2), (22)
and
〈q2〉2 =
∑
q,q2
q2Q2(q, q2). (23)
Figure 3 shows the Pearson correlation coefficient r2 for
the next-nearest neighbors as a function of the Pearson
coefficient r for the nearest neighbors. It is noteworthy
that r2 of the correlated bimodal networks never takes
negative values irrespective to the values of r. For the
cases of r > 0, it is reasonable, since the entire graph con-
tains subgraphs consisting of only nodes of m-degree or
K-degree that give positive contribution to r2. Even for
the cases of r < 0, however, the next-nearest neighbors
have tendency to be of the same degree, since there are
only two degrees, m and K, in bimodal networks. The
value of r2 for r = −1 reaches its maximum r2 = 1 only
when c = µ+ν = 1/2. The physical picture for r2 = 1 for
r = −1 is, however, different from that of the case r2 = 1
for r = 1. At r = 1, the network is completely separated
into two random regular graphs of degree-m and degree-
K, while at r = −1 the entire network forms a single
connected component with nodes of degree m and nodes
of degree K adjacent with each other, which implies that
the next-nearest neighbors have the same degree.
III. PERCOLATION THRESHOLD
For the networks with tree-like structure, the calcula-
tion method for various physical quantities, such as the
percolation threshold and the node fraction of the largest
connected component, has been well-established even in
the cases with arbitrary degree-degree correlation and the
ways of node removal [10, 13]. Let xk be the probabil-
ity that a randomly chosen edge from a k-degree node
does not lead to the giant component. These xk are the
solutions of the simultaneous equations
xk = 1−
∑
k′
bk′Q(k˜
′|k˜) +
∑
k′
bk′Q(k˜
′|k˜)(xk′ )k˜
′
, (24)
where bk is the remaining fraction of k-degree nodes
and p is the total remaining fraction of nodes, i.e.,
p =
∑
k bkP (k). With these xk, the node fraction of
the giant component, S, is given by
S(p) = p−
∑
k
bkP (k)(xk)
k. (25)
Below the percolation threshold (p < pc), all solu-
tions of Eq. (24) are trivial, xk = 1, for any k, which
means that the network does not contain the giant com-
ponent (S = 0). Since the giant component emerges in
the network at criticality, at least one of xk’s takes a
value slightly smaller than unity at the point. Rewriting
as yk = 1−xk, we expand Eq. (24) near the critical point
in terms of yk’s and obtain the equation
yk = Bkk′yk′ (26)
taking into account only the linear term of the expanded
equation, where
Bkk′ = bk′ k˜′Q(k˜′|k˜) (27)
is the branching matrix. Equation (26) implies that the
largest eigenvalue of the branching matrix Bkk′ become
unity at criticality [10, 13]. Therefore the critical re-
maining node fraction pc for the bimodal network is de-
termined by
∣∣∣∣bmm˜Q(m˜|m˜)− 1 bKK˜Q(K˜|m˜)bmm˜Q(m˜|K˜) bKK˜Q(K˜|K˜)− 1
∣∣∣∣ = 0, (28)
pc = bmP (m) + bKP (K) (29)
where the left-hand side of Eq. (28) represents the deter-
minant.
5A. Percolation threshold for random failure
In the case of the random failure, all remaining frac-
tions bk’s for k-degree nodes take the same value. In this
case, Eq.(28) becomes
∣∣∣∣pcm˜Q(m˜|m˜)− 1 pcK˜Q(K˜|m˜)pcm˜Q(m˜|K˜) pcK˜Q(K˜|K˜)− 1
∣∣∣∣ = 0, (30)
where pc is the percolation threshold for the random node
removal. Therefore, the threshold pc is the root of the
equation
apc
2 − bpc + 1 = 0 (31)
with
a = m˜K˜
(
Q(m˜|m˜)Q(K˜|K˜)−Q(K˜|m˜)Q(m˜|K˜)
)
= r m˜K˜,
(32)
b = m˜Q(m˜|m˜) + K˜Q(K˜|K˜), (33)
where r is the Pearson coefficient for the degree corre-
lation between nearest-neighbor node pairs. Thus, for
r 6= 0
pc =
b−√b2 − 4a
2a
(34)
and for r = 0
pc =
1
b
=
1
m˜Q(m˜|m˜) + K˜Q(K˜|K˜) . (35)
Notice that limr→0 pc = 1/b as so it should be. Figure 4
shows the percolation threshold pc for random failure as
a function of the Pearson coefficient r. The percolation
threshold pc are decreasing functions of r regardless to
the average degree. The result shows that the positive de-
gree correlation always gives smaller values of pc against
random failure for bimodal networks. In addition, the
decreasing rate of pc in terms of r becomes large as the
average degree decreases.
B. Percolation threshold for degree based targeted
attack
Next, we evaluate the percolation threshold for degree
based targeted attack. In this attack strategy for bi-
modal networks, the percolation transition takes place
when either (i) only a part ofK-degree nodes are removed
(bm = 1 and 0 ≤ bK < 1) or (ii) all K-degree nodes and
a part of m-degree nodes are removed (0 ≤ bm < 1 and
bK = 0). By substituting bm = 1 and bK = 0 into
Eq. (28), we obtain the condition
ν = (1− c)
(
1− 1
m˜
)
(36)
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FIG. 4. The percolation threshold pc for random failure as a
function of the Pearson coefficient r for various values of the
average degree 〈k〉.
with the percolation threshold pc = P (m). For ν >
(1− c) (1− m˜−1) (Case (i)), then the percolation thresh-
old pc is given by
pc = P (m) + bKP (K), (37)
where
bK =
m˜Q(m˜|m˜)− 1
m˜K˜r − K˜Q(K˜|K˜) . (38)
On the other hand, we obtain the percolation threshold
pc =
P (m)
m˜Q(m˜|m˜) (39)
for ν < (1− c) (1− m˜−1) (Case (ii)). The dependence of
the percolation threshold pc on the Pearson coefficient r
is shown in Fig. 5. The threshold pc for targeted attack
is also a decreasing function of r as the threshold pc for
random failure. These tendencies have been reported by
several works [9, 10, 19, 20]. The behavior of pc is sep-
arated at the value of ν represented in Eq. (36). While
for ν > (1− c) (1− m˜−1) which corresponds to Case (i),
bm = 1 and 0 ≤ bK < 1, the slope of pc in terms of r
is gentle, while for ν < (1− c) (1− m˜−1), which corre-
sponds to Case (ii), 0 ≤ bm < 1 and bK = 0, the value
of pc is sensitive to the change of the degree correlation
r. This trend do not depend on values of m and K and
the slope for ν > (1− c) (1− m˜−1) becomes more gentle
with increasing the value of K as seen from Eq. (38).
Either for random failure or for targeted attack, the
value of the percolation threshold decreases as the Pear-
son coefficient increases from −1 to 1.
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FIG. 5. Pearson’s r dependence of the percolation threshold
pc for targeted attack. Legend is the same as Fig. 3.
IV. NETWORK ROBUSTNESS IN TERMS OF
THE GIANT COMPONENT COLLAPSE
In Sec. III, we discussed the robustness of correlated
bimodal networks in terms of the percolation thresholds.
The percolation threshold is, however, not the only in-
dex for the network robustness. Even if the network has
a small value of threshold, the giant component might
rapidly collapse in the early stage of node removal. To
take this possibility into account, Schneider et al. re-
cently introduced a new measure R defined by
R =
∫ 1
0
S(p)dp, (40)
where S(p) is the node ratio of the giant component to
the initial network when the remaining node fraction is
p [11, 12]. Since S(p) ≤ p, the values of R reside in the
range 0 ≤ R ≤ 1/2. The new measure R contains infor-
mation of the relative size of the giant component for any
p and reflects the sensitivity of the change of the giant
component size for the node removal. Figure 6 shows the
relative size S(p) of the giant component as a function of
the remaining node fraction p. Figure 6 (a) is the plot for
random node removal and Fig. 6 (b) for targeted attack.
The solid and broken lines in the figure are the values ob-
tained by solving Eqs. (24) and (25) numerically and the
symbols are from numerical simulations. The agreement
of the values from numerical simulations with theoretical
values is almost perfect. As seen in Fig. 6 (a), S(p) for
the networks with strong positive correlation (red solid
line and red open circle) against random failure decreases
rapidly as the decrease of p, which implies that R for this
kind of network takes a small value even if the percolation
threshold for this case is the smallest, while S(p) for the
networks with negative degree correlation decreases more
slowly. In other words, the bimodal networks with strong
0.2
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FIG. 6. Plots of the relative size S(p) of the giant component
as a function of the remaining node fraction p (a) for random
failure and (b) for targeted attack. The lines are the results
obtained by solving Eqs. (24) and (25) numerically. Symbols
are the results from numerical simulations under the condition
of the number of nodes N = 13000 for bimodal networks with
m = 3, K = 10 and c = 0.5 (i.e., 〈k〉 ≈ 4.61). The broken
lines, S(p) = p, representing the maximum robustness are
also plotted for the guide to the eye in the both plots.
positive degree correlation are fragile against random fail-
ure in terms of R, which seems contrary to the common
knowledge that the positive degree correlation makes net-
works robust at first thought. It should be noted that the
rapid drop in the curve of S(p) for the case of positive
degree correlation shown in Fig. 6(a) can be interpreted
as an indication of double percolation transition similar
to the one reported in [21], since the network structure
for the strong positive degree correlation consists of two
random regular graphs of degree m and K connected by
a few number of edges. Actually, we have confirmed nu-
merically that the mean cluster size in this case has two
peaks at the points of two percolation thresholds cor-
responding to the collapses of the components of m-(or
K-)degree nodes. For targeted attack, on the other hand,
the bimodal networks with strong positive degree corre-
lation have the largest value of R, which has been pointed
out numerically and analytically [11–13].
In Fig. 7, we display the robustness measure R as a
function of the Pearson coefficient r. The robustness
measure R is a slowly decreasing function of r for random
failure (black filled square), which implies that the neg-
ative degree correlation makes bimodal networks robust
against random failure and keeps the giant component
size as large as possible. For targeted attack, R is an
increasing function of r (red filled circle). In this case,
the bimodal networks with negative degree correlation
are fragile against targeted attack in both contexts of
the robustness measure R and the percolation threshold
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FIG. 7. Plot of the robustness measure R as a function of the
Pearson coefficient r for random failure (black filled square)
and targeted attack (red filled circles). The inset displays the
r dependence of the total sum Rtot of the robustness measure
for random failure and that for targeted attack.
pc, while the positive degree correlation makes bimodal
networks robust against the targeted attack. The phys-
ical reason that the robustness R for random failure is
lower than that for targeted attack in the region of large
r (& 0.9) is the following. In bimodal networks with large
r(& 0.9), the giant component is almost separated into
two random regular graphs of degree m and K with a
larger number of m-degree nodes because of the condi-
tion for matching edges: KP (K) = mP (m). For ran-
dom failure, the component of degree m collapses earlier
inducing the rapid shrink in the size of the giant compo-
nent. For targeted attack, on the other hand, K-degree
nodes are removed firstly and the component ofm-degree
nodes is intact, which retains the size of the giant compo-
nent. The inset of Fig. 7 shows the r dependence of the
sum Rtot of the robustness measure for random failure
and that for targeted attack. The optimal value of the
Pearson coefficient for both random failure and targeted
attack in terms of Rtot is in the range of the positive
values.
The tendencies of the robustness described above does
not depend on the parameters m and K. If we choose
larger K, the node fraction of the giant component S(p)
for random failure decreases much more rapidly accord-
ing to the decrease of the Pearson coefficient r, which
makes the value of R much smaller.
V. SUMMARY
In this paper, we investigate the structural robustness
of correlated bimodal networks under the possibilities of
random failure of nodes and degree-based targeted at-
tack on nodes. Several important structural properties
are calculated exactly as a function of the Pearson co-
efficient for degree correlation between nearest-neighbor
nodes in the whole range of the coefficient keeping the de-
gree distribution fixed. The Pearson coefficient for degree
correlation between next-nearest-neighbor nodes are also
calculated, which always takes positive values, regardless
of the nearest neighbor correlation. Next, we investi-
gate the network robustness against random failure and
degree-based targeted attack with respect to the perco-
lation threshold pc and the value R, which is the area
under the curve of the giant component fraction S(p), as
the robustness measure. Regardless of the type of node
removal, the percolation threshold pc for the networks
with negative degree correlation always takes larger val-
ues than that of networks with positive degree correla-
tion, which is consistent with the conclusion in existing
works [9, 10, 19, 20]. In terms of the robustness measure
R, however, the giant component in the networks with
positive degree correlation collapses more rapidly in the
early stage of random failure than that in the networks
with negative degree correlation. In this sense, the as-
sortative bimodal network is fragile against random fail-
ure of nodes, which seems to be counter-intuitive at first
glance. This fragility comes from the fact that, in assor-
tative bimodal networks, the larger subgraph in the giant
component that consists of smaller degree nodes are not
able to receive sufficient support from larger degree nodes
because of the tendency of making connectivity between
nodes of the same degree. In this sense, for random fail-
ure of nodes, negative degree correlation is favorable for
the resilience of the connectivity in the giant component.
This effect of the negative degree correlation on the gi-
ant component size seems to be persistent, independent
of the network structure as reported in Refs. [9, 22]. In
contrast, the assortativity enhances the resilience of the
connectivity of the giant component against degree-based
targeted attack as investigated by Schneider et al. and
Tanizawa et al. [11–13].
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