Abstract. Correlation functions of the XXZ model in the massive and massless regimes are known to satisfy a system of linear equations. The main relations among them are the difference equations obtained from the qKZ equation by specializing the variables (λ 1 , · · · , λ 2n ) as (λ 1 , · · · , λ n , λ n + 1, · · · , λ 1 + 1). We call it the reduced qKZ equation. In this article we construct a special family of solutions to this system. They can be written as linear combinations of products of two transcendental functionsω, ω with coefficients being rational functions. We show that correlation functions of the XXZ model in the massive regime are given by these formulas with an appropriate choice ofω, ω. We also present a conjectural formula in the massless regime.
Introduction
Correlation functions of integrable spin chains in one dimension have been a subject of intensive study. In the most typical case of the XXX and the XXZ models, they are given in the form g 2n (λ 1 , · · · , λ n , λ n + 1, · · · , λ 1 + 1), (1.1) where g 2n (λ 1 , · · · , λ 2n ) is a certain solution of the quantum Knizhnik-Zamolodchikov (qKZ) equation of 'level −4' [10] . The specialized function (1.1) satisfies a similar system of difference equations, which we refer to as the reduced qKZ equation. Multi-dimensional integral representations for the correlation functions have been known for some time [11, 8, 14] . It has been recognized through the recent works [2, 15, 12, 13] that, at least for small n, these multiple integrals can be reduced to one-dimensional integrals, thus making it possible to evaluate them explicitly. The reason for this mysterious reducibility was subsequently explained via a duality between the qKZ equation of level 0 and level −4 [3, 4, 5] . In these works, the following general Ansatz was proposed. Consider an inhomogeneous XXX model where each site j carries an independent spectral parameter λ j . Then the ground state average of products of elementary operators (E ǫ j ,ǭ j ) j can be written in the form vac|(E ǫ 1 ,ǭ 1 ) 1 · · · (E ǫn,ǭn ) n |vac (1. where ω XXX (λ) is a certain transcendental function, f n,I,J (λ 1 , · · · , λ n ) are rational functions, and the sum is taken over I = (i 1 , · · · , i m ), J = (j 1 , · · · , j m ) ∈ {1, . . . , n} m , such that i 1 , . . . , i m , j 1 , . . . , j m are distinct, i p < j p (1 ≤ p ≤ m) and i 1 < · · · < i m . However the rational functions f n,I,J were not described. In [6] , it was explained that a similar formula continues to hold for the correlation functions of quantum group reduction of the XXZ model.
In the present paper we consider the genuine XXZ model (without quantum group reduction). Let ∆ = cos πν be the coupling constant of the XXZ chain (see (13.1)), and set q = e πiν . We arrange the correlation functions into a function h Corr n with values in V ⊗2n , where V = Cv + ⊕ Cv − . Set s = v + ⊗ v − − v − ⊗ v + , s n = n p=1 s p,2n−p+1 ∈ V ⊗2n (as usual, the lower indices indicate the tensor components, see Section 2) .
We adopt the following approach. It has been said that the correlation functions solve the reduced qKZ equation. We start with this equation and find some class of solutions. An arbitrary solution from this class will be denoted by h n (λ 1 , · · · , λ n ). The building block of the formula for h n is a family of operators
which are mutually commutative for fixed λ 1 , · · · , λ n and satisfy the equation:
n (λ 1 , · · · , λ n ) = 0 if {i, j} ∩ {k, l} = ∅.
The solution h n ∈ V ⊗2n has the following form:
h n (λ 1 , · · · , λ n ) = 2 −n e Ωn(λ 1 ,··· ,λn) s n , (1.4) where
n (λ 1 , · · · , λ n ).
The expansion for the exponential in (1.4) terminates due to (1.3). The operators Ω (i,j) n as functions of the parameters λ 1 , · · · , λ n are of very special form: (1.5) where W (i,j) n , W (i,j) n depend rationally on ζ k = e πiνλ k (k = 1, · · · , n), andω(λ), ω(λ) are scalar functions satisfying a system of difference equations. Since the series terminates, the functionsω, ω in the formula for h n appear with total degree not higher than n 2 . Finally, the rational functions W (i,j) n , W (i,j) n are defined through the trace of a certain monodromy matrix (see (3.2) , (3.3) , (3.4) , (3.6) , (12.2) ). Here by 'trace' we mean the unique linear map
which reduces to the usual trace on the (k+1)-dimensional irreducible representation when λ = k + 1 ∈ Z >0 and ζ = q k+1 . The structure of Tr λ,ζ conforms to the appearance of two transcendental functions, which is the main new feature in the XXZ case. In the body of the text, we use only the difference equation (2.12 ) and the parity condition (2.15) forω(λ), ω(λ) and prove that the above formula for h n satisfies the reduced qKZ equation and other relations.
Then we return to correlation functions. It has been mentioned that we describe a class of solutions to the reduced qKZ equation. Indeed, solutions to difference equations forω(λ), ω(λ) are not unique. Different choices ofω(λ), ω(λ) correspond to different solutions h n . We have to choose the one which describes the correlation functions. The explicit form ofω(λ), ω(λ) are determined from the case n = 2 in each regime (see (13. 2)-(13.5)). Actually, for this particular solution which we call h Ansatz n the functionsω(λ), ω(λ) are 'minimal': they are bounded at infinity having the minimal possible number of poles in a certain strip.
It remains to show that our solution describes the correlation functions:
In the present paper we prove that this is indeed the case in the massive regime. Although we were not able to prove this fact in the massless regime, we have no doubt that we found the correct solution for the following reasons. First, h
Ansatz n coincides with h
Corr n which was calculated by other means (starting with original multi-dimensional integral formulae [8] ) for n = 2, 3. Second, h
Ansatz n reproduces the correct result in the XXX limit.
Concerning the XXX model it should be said that a formula similar to (1.4) can be obtained by taking the limit from the XXZ case. The operator Ω (i,j) n simplifies as follows:
where
is a rational function of λ 1 , · · · , λ n (see (13.12) ). Thus the formula (1.4) gives a new representation even for the XXX model.
We come to the final formula (1.4) in several steps. First, we present it using operators n Ω (i,j) n−2 (λ 1 , · · · , λ n ) which belong to Hom(V ⊗2(n−2) , V ⊗2n ). This presentation is quite useful for calculations with small n. We prove that h n in this form satisfies the reduced qKZ equation as well as some other relations. We then show that the result can be rewritten in the compact form (1.4).
The plan of the text follows the logic explained above. In Section 2, we formulate the reduced qKZ equation and related properties satisfied by the correlation functions. In Section 3, we introduce operators n X (i,j) n−2 which belong to
n ] and use them to construct n Ω (i,j) n−2 . In Sections 4 and 5, we describe the main properties of n X (i,j) n−2 , from which the reduced qKZ equation and other properties for h n can be deduced. Sections 6-11 are devoted to the proof of the statements given in Section 5. In Section 12 we prove the compact formula (1.4) for the h n . In Section 13, we discuss the connection between the formula given in Section 3 and the correlation functions. Theorem 3.1, Theorem 12.4 and Theorem 13.4 are the main results of this paper.
Reduced qKZ equation
Throughout the paper we fix a complex number ν ∈ Q. Let V = C 2 be a two-dimensional vector space with basis v + , v − . We use the standard trigonometric R matrix
In (2.2), the entries are arranged according to the order
The factor ρ(λ) is a meromorphic function subject to the relations
Its explicit form is irrelevant here (see (13.4) ). We set alsǒ
where P ∈ End(V ⊗ V ) stands for the permutation
For an element x ∈ End(V ), we set x j = id
Often we fix n and consider the tensor power V ⊗2n . When there is no fear of confusion we will writej = 2n − j + 1. Consider the following system of equations for a sequence {h n } ∞ n=0 of unknown functions h n (λ 1 , · · · , λ n ) ∈ V ⊗2n with h 0 = 1:
(1 − P ),
Define an operator n−1 Π n ∈ Hom(V ⊗2n , V ⊗2(n−1) ) by
Then (2.5) can be written as
These equations arise as ones satisfied by the correlation functions of the XXZ model [10] . We review this connection in Section 13. Eqs. 
We call (2.9) the reduced qKZ equation. The constraint (2.5) is compatible in the sense that, if h n (λ 1 , · · · , λ n ) satisfies the (2.9), then so does P − 1,1 h n (λ 1 , · · · , λ n ) with respect to (λ 2 , · · · , λ n ) and with n replaced by n − 1.
Assigning a weight wt (v ± ) = ±1, we have the decomposition into weight subspaces V ⊗2n = ⊕ l∈Z (V ⊗2n ) l . The reduced qKZ equation is satisfied by each weight component of h n . In this paper we consider only the component of zero weight, h n ∈ (V ⊗2n ) 0 , since this is the case relevant to correlation functions. Viewed as a system of difference equations, our reduced qKZ equation is highly reducible. In the first non-trivial case n = 2, there exist functionsf (λ 1 , λ 2 ), f (λ 1 , λ 2 ) ∈ V ⊗4 depending rationally on ζ j = e πiνλ j such that the transformation
together with the parity condition:
Solutions of (2.12) relevant to the XXZ model will be given in Section 13, (13.2)-(13.5).
Remarkably, the formula (2.11) generalizes for any n as follows:
, f I,J are rational functions in ζ 1 , · · · , ζ n and the sum ranges over
A precise formulation is stated in Theorem 3.1. In this paper, we prove the existence of solutions to (2.3)-(2.5) of the form (2.16), by constructing the rational functions f I,J explicitly.
Construction of h n
In this section we introduce the solution h n and state the result. In the following construction, a key role will be played by a family of linear maps
depending on the parameters λ 1 , · · · , λ n . They can be viewed as certain transfer matrices whose auxiliary spaces have 'fractional dimension'. We begin by defining these objects. Let q = e πiν . Let E, F, q ±H/2 be the standard generators of U q (sl 2 ). Define the L operator by the formula
holds for all A ∈ U q (sl 2 ). For the properties of Tr λ,ζ , see Section 5. An element
below). For this reason we will mainly consider
Tr λ (A) := Tr λ,q λ (A).
Notation being as above, we define
Here u ∈ V ⊗2(n−2) , s is given in (2.6), and T
In the above, we have abbreviated T
[i]
n (λ). In general, we define
The complicated expression of R (i,j) n (λ 1 , · · · , λ n ) can be understood as a chain of processes of reversing the order of arguments. (See (4.1).) Using the Yang-Baxter relation
it can be written alternatively as
By the definition, n X (i,j) n−2 has the structure
where nG
n−2 will be discussed in Section 4. With each solutionω(λ), ω(λ) of the difference equation (2.12) and the parity condition (2.15), we now associate a V ⊗2n -valued function h n as follows. Set
For an ordered set of indices
We set also
Here the second sum is taken over all sequences
Expanding (3.9) in terms ofω(λ i,j ) and ω(λ i,j ), we obtain an expression of the type (2.16).
We are now in a position to state the result. 
Example.
In the simplest non-trivial case n = 2, we have the following representation for h 2 :
Here we have set ζ = ζ 1 /ζ 2 and (
The following sections are devoted to the proof of the theorem.
Reduction of reduced qKZ equation
The system of equations (2.3), (2.4), (2.5) for h n is based on the following five properties.
Exchange relation:
Here π k signifies the transposition (k, k + 1), and in the last line k ′ signifies the position of λ k appearing in (
Difference equations:
Cancellation identity:
Recurrence relation:
In (4.5), we have introduced the function
which is rational in ζ 1 , · · · , ζ n . n−2 can be rewritten as
Then (4.8) and (4.5) imply that
In the definition (3.9) of h n , the sum is taken over sequences
Repeating this procedure, one can bring the index '1' to the last position. Collecting terms containing '1', we obtain
where the sum is taken by the same rule as in (3.9) except that i l , j l = 1 (l = 1, · · · , m). The reduced qKZ equation (2.4) for h n is an immediate consequence of (4.11), (4.3), and (4.9). Finally (2.5) is a simple consequence of the relation (4.6).
Properties of
Let us study some simple properties of n X
is uniquely characterized by the following properties.
where A, B ∈ U q (sl 2 ), and
is a central element. It follows that for any A ∈ U q (sl 2 ) we have
and
We have r (1,1) (λ) = r(λ). We will often use crossing symmetry
we have for any A ∈ U q (sl 2 )
Note that (5.7) implies that
Then as a function of λ 1 we have
whereg(z), g(z) are polynomials of degree at most n − 1 + |l|/2.
Proof. Let us writeǭ 2 , · · · ,ǭ n , ǫ n , · · · , ǫ 2 as ε 1 , · · · , ε 2n−2 . The expression inside the trace is a product of factors of the formẼ,F , 
where X ≡ X ′ means that Tr λ (AX) = Tr λ (AX ′ ) for all A ∈ U q (sl 2 ). Using them one can reduce (5.9) to a linear combination of terms of the form
where I is a subset of {1, · · · , 2n − 2}. The last expression is a linear combination of ζ s 1 or λ 1,2 ζ s 1 , with the possible power (note that l is even)
It is easy to see that s ≡ n − 1 + |l|/2 mod 2 and |s| ≤ n − 1 + |l|/2.
Lemma 5.2. The functions nG
(1,2)
n−2 has the parity property
In particular, we have
These relations hold also for n G (1, 2) n−2 in place of nG
Proof. The case j ≥ 3 is a consequence of the relation
For j = 1, (5.10) follows from Lemma 5.1 and
Finally the case with j = 2 follows from the translation invariance
n−2 (λ 1 , . . . , λ n ) and the rest of (5.10) by simultaneously shifting λ j by 1/ν.
Define an operator acting on V ⊗2n by
for a ∈ {1, . . . , k,k, . . . ,1}. The following specializations are sometimes useful.
Proof. By the definition we have Tr 1 (A) = ε(A), where ε : U q (sl 2 ) → C stands for the counit. Since
], we obtain (5.14). Similarly (5.15) follows by noting tr Va (A a r a,b (0)) = A b .
Lemma 5.4. The coefficients of the linear map
Proof. The regularity at λ i,j = 0 is a consequence of the property (5.5).
LetX denote the expression (5.16). We must show that the poles Using the Yang-Baxter relation (3.5) we can move L j to the right and bring it to the position next to L p , so thatX becomes as follows.
,j s i,j sī ,j u 1,··· ,î,··· ,ĵ,··· ,n,n,··· ,ĵ,··· ,î,··· ,1 . ,l ) and Rk ,l = Rk ,l (λ k,l ). The possible pole at [λ j,p + 1] = 0 comes only from the underlined part,
Here we have set Lk
Because of (5.8) and (5.12), the pole is in fact absent. Likewise, we move Lj to the left, and use cyclicity (5.1) and crossing symmetry (5.6) to change it to L i . Bringing the latter further to the left, we obtain
where the underlined part is
Hence [λ i,p + 1] = 0 is not a pole for the same reason as above.
Proof of exchange relation
Let us verify the exchange relation. In the case (i, j) = (k, k + 1) = (1, 2), (4.1) is derived by noting the Yang-Baxter relationŘ
In the last line we used the unitarity
and crossing symmetry
for the R matrix. The rest of the assertion is an easy consequence of the Yang-Baxter relation (6.1).
Proof of the first difference equation
In this section we prove (4.2) and (4.3). We note that the symmetry
n (· · · , λ j , λ j+1 , · · · ) (j ≥ 2) allows us to restrict to j = 2 for (4.2), and to (i, j) = (2, 3) for (4.3) without loss of generality.
Observe also that the relations (4.1)-(4.6) are equalities between rational functions in ζ j . It is enough if we prove them when one of the parameter differences λ i,j is a sufficiently large integer, because of the following Lemma.
Lemma 7.1. Let q be a non-zero complex number such that q n = 1 for any positive integer n, and let We prove (4.2) for (i, j) = (1, 2), assuming λ 2,1 = k + 1 ∈ Z ≥2 . We use an auxiliary space V (k) a of dimension k + 1 and set
n (λ 1 ))P a,1 P 1,1 , the identity to be proved reads
First, we show that the operator P 1,1 can be replaced by 1. Since P 1,1 = 1 + r 1,1 (−1), it is enough to show that
By using crossing symmetry (see (5.6)) and cyclicity of the trace (5.1), we see that the above expression contains
inside the trace. Then, using (5.7), we obtain (7.2).
Rewrite the right hand side of (7.1) as
Here we used
The space V (k) can be identified with the subspace of V ⊗k consisting of completely symmetric tensors,
and the operator r
is identified as
The factor in the left hand side is non-zero for λ = λ 1,2 /2 = −(k + 1)/2. Let us show
It suffices to check that
Let us prove it. From the Yang-Baxter equation we have
By using crossing symmetry repeatedly, we find
Thus we get
This acts as 0 on V (1) ⊗ V (k) . Therefore the trace of BA is unchanged if we replace
. Using crossing symmetry we rewrite the right hand side of (7.1) as
The space V (k+1) can also be identified with Im r
. On the other hand, (5.7) implies that
. Hence in the right hand side of (7.4) one can drop P a,1 . Using the fusion relation
we obtain (7.1).
Proof of the second difference equation
We prove (4.3) with (i, j) = (2, 3) and k = 1. Other cases follow from (4.1) and the following equalities.
The relation to be shown reads as follows:
Here t 
Let Z(λ 1 , · · · , λ n ) denote the left hand side minus the right hand side of (8.1). Then
The matrix A (2) (λ 1 − 1, · · · , λ n ) does not have a pole at λ 2 = λ 3 − k with k ∈ Z, k ≥ 2. To show Z = 0, it is therefore enough to check it for λ 2 = λ 3 − 2.
The verification is straightforward with the aid of 3 s2 ,3 u 1,4 ,...,n,n,...,4,1 ).
Proof of commutativity
From the exchange relation (4.1) it suffices to prove the case of (i, j, k, l) = (1, 2, 3, 4). Let Z ′ (λ 1 , · · · , λ n ) stand for the difference between the left hand side and the right hand side of (4.4). From (4.3), we have
n (λ 1 , · · · , λ n ) do not have poles at λ 1,2 = −k nor λ 3,4 = −k for k ∈ Z, k ≥ 2. Therefore, in order to show Z ′ = 0, it suffices to verify this when λ 1,2 = λ 3,4 = −2. In this case, a lengthy but direct verification using (5.15) shows that both sides of (4.4) are equal to
Proof of cancellation identity
In this subsection, for u ∈ V ⊗2(n−1) we abbreviate u 1,··· ,n−1,n−1,··· ,1 s n,n to u · s n,n . Likewise for u ∈ V ⊗2(n−2) we abbreviate u 1,··· ,n−2,n−2,··· ,1 s n−1,n−1 s n,n to u·s n−1,n−1 s n,n . We set
This is a rational function in ζ 1 , · · · , ζ n . The following properties are easy to establish. 
Proof. Let us estimate the behavior of the difference
Consider the behavior of the first term when ζ ±1 n → ∞. It is easy to estimate A (1)
, we move λ n to the left end by using (4.1). The matrices R n,j (λ n,j )Rj ,n (λ j,n ) are regular, whilep(λ 1,n ), p(λ 1,n ) behaves as O(ζ ∓2 n ). We apply Lemma 5.1. Because of the presence of s 1,2 s1 ,2 s n−2 , in the notation of Lemma 5.1 we have
′ we obtain l = −(ǫ 1 +ǭ ′ 1 ) and |l| ≤ 2. Thus we have
n ). For the j-th term of the second sum, we have inside the trace 1
Inserting the formula (3.1) of L, we see that this expression behaves as O(ζ ∓1 n ) as ζ ±1 n → ∞. Likewise the third term of (10.6) has the same behavior.
This completes the proof.
The only possible poles are where one of the following factors vanish:
In view of the parity property (10.4), it is enough to show that λ 1,j ± 1 = 0, λ 1,j − 2 = 0 and λ i,j = 0 are not poles.
At
n−2 can have a pole. Since res λ=±1p (λ) = ∓res λ=±1 p(λ),
we have by Lemma 5.3
The last line follows from Lemma 5.4. At λ i,j = 0 (2 ≤ i < j ≤ n), the contributing terms are n Y
(1,i) n−2 (s n−2 ) and n Y (1,j) n−2 (s n−2 ). It is enough to compare n X (1,i) n−2 (s n−2 ) and n X (1,j) n−2 (s n−2 ). It is easy to check that their residues cancel each other by using P i+1,i r i+1,i (0) = 1, (6.1) and (10.5) .
Consider λ 1,j = 2. Using
Under the Tr 2 , this expression becomes
the last line is rewritten as
Lemma 10.3.
Proof. Consider
For 2 ≤ j ≤ n − 2, we have inside the trace the combination
From (5.8) and P − n−1,n s n−1,n−1 s n,n = P − n−1,n s n−1,n−1 s n,n , this expression when specialized to λ n = λ n−1 − 1 reduces to
Let us show that (10.8) vanishes for j = n − 1, n. For j = n − 1, this is due to the factor
In the case j = n, we have inside Tr λ 1,n
At λ n−1 = λ n + 1, the first product vanishes and the second product is regular.
By a similar calculation we find
The assertion follows from these.
Let us now prove (4.5). Lemma 10.2 implies that
has no poles in ζ j ∈ C × , (j = 1, . . . , n). It is evident that Q 0 = Q 1 = 0. Suppose n ≥ 2, and assume by induction that Q n−2 = Q n−1 = 0. It follows from (10.3) and Lemma 10.1 that u n is regular at ζ ±1 j → ∞ for j = 2, · · · , n. Along with (10.1), we conclude that u n is independent of ζ 1 , · · · , ζ n .
It is convenient to pass from vectors in V ⊗2n to matrices via the isomorphism
where E ǫ,ǫ = (δ ǫ,a δ ǫ,b ) a,b denotes the matrix unit. It induces the mapping End(V ⊗2n ) ∼ −→ End(End (V ⊗n )). In particular, (E ǫ,ǫ ′ ) j in the former corresponds to the left multiplication by (E ǫ,ǫ ′ ) j in the latter, and (E ǫ,ǫ ′ ) j in the former to the right multiplication by
in the latter. Let U n ∈ End(V ⊗n ) denote the constant matrix corresponding to the constant vector u n . The properties (10.2), (10.3), (10.4) of Q n , Lemma 10.3 and the assumption of the induction imply the following for U n : (10.10) , we obtain in particular that [P j,j+1 , U n ] = 0 (2 ≤ j ≤ n − 1). (10.13) Note that the linear space End(V ⊗n ) has a basis
Because of (10.11) and (10.13), we can write
with some C ǫ 2 ,··· ,ǫn ∈ End(V ). In view of (10.13), they are symmetric with respect to ǫ 2 , · · · , ǫ n . Since (σ ± ⊗ σ ± )P − = 0 and (σ + ⊗ σ − + σ − ⊗ σ + )P − = 0, (10.12) and (10.13) imply that U n has the form
with some A ± ∈ End(V ), a ± ∈ C. In either case, the zero weight property (10.9) enforces that U n = 0. Hence we have proved Q n = 0.
Proof of recurrence relation
Finally let us prove (4.6).
The case of i = 1 follows from P From the exchange relation (4.1) it suffices to prove the case of (i, j) = (2, 3). Set
n−2 and using
The initial conditions (5.15) and (8.2) imply that
Another representation of h n
There is an alternative way to write the formula for h n , which should be useful for further applications. The main result of our study is given by (3.9):
where K 1 is the standard set {1, · · · , n}, K p+1 = K p \{i p , j p }, and Ω K,(i,j) is related with m Ω (k,l) m−2 by (3.8), m = ♯(K) being the cardinality of K. The main object of our formula
is given by (3.3), (3.6) and (3.7). Recall n−1 Π n ∈ Hom(V ⊗2n , V ⊗2(n−1) ) given by (2.8). We use the notation n−2 Π n = n−2 Π n−1 • n−1 Π n , etc.. Let us introduce an operator
where R (i,j) n is defined in (3.4). Similarly to (3.7) we set
In what follows we shall often omit the arguments
n , since they are always the same.
Lemma 12.1. For i < j and k < l we have
Here k ′ and l ′ are the positions of λ k and λ l in (λ 1 , . . . , λ i , . . . , λ j , . . . , λ n ) and i ′ and j ′ are the positions of λ i and λ j in (λ 1 , . . . , λ k , . . . , λ l , . . . , λ n ).
Proof. Using the exchange relation (4.1) one finds
where k ′′ and l ′′ are the positions of λ k and λ l in (λ i , λ j , λ 1 , . . . , λ i , . . . , λ j , . . . , λ n ). Using (4.6), we have
n−4 (λ 1 , . . . , λ i , . . . , λ j , . . . , λ n ) • n−4 Π n−2 if {i, j} ∩ {k, l} = ∅. Combining these two equalities, we obtain the assertion.
The exchange relation for Ω share the same inductive pole structure at λ i − λ j ∈ Z\{0}. Proof. Since A (k) n (λ 1 , · · · , λ n ) is holomorphic at λ i = λ j , the regularity of h n at λ i = λ j ± 1 is a consequence of the reduced qKZ equation. To show (13.6), we use the formula
n r1 ,2 (−1)t [1, 2] n,1
(λ 2 )P 1,1 P 1,2
n−1 (λ 2 , · · · , λ n ) 2,··· ,n,n,··· ,2 .
Specializing (2.4), we obtain P − 1,2 h n (λ 2 − 1, λ 2 , · · · , λ n ) = −2P 1,1 P 1,2 P 
n−1 (λ 2 , · · · , λ n ) 2,··· ,n,n,··· ,2 h n (λ 2 , λ 2 , · · · , λ n ).
Applying (2.5) and then using the reduced qKZ equation (2.4) for h n−1 , we rewrite the right hand side as
n−1 (λ 2 , · · · , λ n ) 2,··· ,n,n,··· ,2 s 1,1 h n−1 (λ 2 , · · · , λ n ) 2,··· ,n,n,··· ,2 = −P 1,1 P 1,2 P − 2,2 s 1,1 h n−1 (λ 2 − 1, · · · , λ n ) 2,··· ,n,n,··· ,2 = −P 1,1 P 1,2 1 2 s 1,1 s 2,2 h n−2 (λ 3 , · · · , λ n ) 3,··· ,n,n,··· ,3 .
The assertion follows from this. Let us prove (13.7). We consider the case (i, j) = (1, 2) and l = −k − 1 with k ≥ 0. The other cases follow from (2.3) and (4.1).
Using (2.4) and the regularity of h n at λ 1 = λ 2 , we see that the left hand side of (13.7) is regular at λ 1 = λ 2 − 1. By (5.14), n X (1,2) n−2 (λ 1 , · · · , λ n ) is 0 for λ 1,2 = −1. Hence (13.7) holds for k = 0.
For k = 1, we apply (5.15) to the right hand side of (13.7). We use (2.4) and
n (λ 1 , · · · , λ n ) = 2(−1) n 1 [2] r1 ,2 (−2)t [1, 2] n,1
to the left hand side of (13.7). Then, using (13.6), we obtain the equality.
In the general case k ≥ 2, the residue of both sides of (2.4) gives
n (λ 2 − k, λ 2 , · · · , λ n ) res λ 1 =λ 2 −k h n (λ 1 , · · · , λ n ). Using the difference equation (4.2), we obtain (13.7) by induction.
Let us prove that in the massive case the correlation functions are given by h The assertion follows from this. 
