Although Deep Neural Networks (DNNs) have achieved excellent performance in many tasks, improving the generalization capacity of DNNs still remains a challenge. In this work, we propose a novel regularizer named Ensemble-based Decorrelation Method (EDM), which is motivated by the idea of the ensemble learning to improve generalization capacity of DNNs. EDM can be applied to hidden layers in fully connected neural networks or convolutional neural networks. We treat each hidden layer as an ensemble of several base learners through dividing all the hidden units into several non-overlapping groups, and each group will be viewed as a base learner. EDM encourages DNNs to learn more diverse representations by minimizing the covariance between all base learners during the training step. Experimental results on M-NIST and CIFAR datasets demonstrate that EDM can effectively reduce the overfitting and improve the generalization capacity of DNNs.
Introduction
Deep Neural Networks (DNNs) have achieved great success in many tasks such as image classification [Krizhevsky et al., 2012] , machine translation , language modeling [Jozefowicz et al., 2016] and speech recognition [Graves et al., 2013] , which benefits from its powerful learning ability. However, DNNs always bring another problem-overfitting. That is why the large scale datasets are necessary for training DNNs. Therefore, the study on how to avoid overfitting while retaining the strong ability of the DNNs has become important and meaningful. So far, some regularization methods have been proposed to solve this problem, such as Weight Decay [Krogh and Hertz, 1992] , Dropout [Srivastava et al., 2014] , DropConnect [Wan et al., 2013] , etc. These methods improve the generalization capacity of DNNs in different ways. For instance, DropConnect sets a randomly selected subset of weights within the network to zero. Although these methods have been applied to prevent overfitting, they are all in an implicit way. * Corresponding author: Yuexian Hou.
Recently, some studies try to explore the reason of the overfitting and find more effective way to avoid overfitting in DNNs [Srivastava et al., 2014; Cogswell et al., 2015; Xiong et al., 2016] . Srivastava et al. [2014] took a further step to explore the nature of the overfitting. They found that for each hidden unit, Dropout could prevent co-adaptation by making the presence of other hidden units unreliable. Inspired by the explanation of Dropout, Cogswell et al. [2015] proposed an effective method named DeCov. They limited the correlation between each units in the same layer by reducing their cross-covariances to improve the generalization performance of the network. However, DeCov tends to influence the learning ability of DNNs because of the breakdown of the correlation between all hidden units. This opinion is proved by our experiments which will be shown in the following sections. Meaningfully, some researchers used quantum-like motivations to explain the representation of the neural networks [Levine et al., 2017] . Actually, the parallel structure of neural networks can be naturally regarded as a classical simulation of general quantum superposition or entanglement states [Xie et al., 2015] , which implies that the neural networks is not only a realization of a single statistical-hypothesis but also a realization of multi-statistical-hypothesis. Hence, it is intriguing to analyze neural networks via some point of view of multi-statistical-hypothesis, e.g., ensemble learning.
In this paper, we propose a new regularization method named Ensemble-based Decorrelation Method (EDM). Different from other existing studies, we analyze each hidden layer in DNNs from the perspective of ensemble learning [Zhou, 2012] . Thus, in EDM, the hidden units in the same layer can be divided into several non-overlapping groups, each one will be viewed as a base learner.
The goal of EDM is the same as ensemble learning, both of which aim to improve the learning ability of each base learner and increase diversity between different base learners to get diverse features simultaneously. Aiming to improve learning ability, we try to obtain stronger base learners through assigning several units in one group instead of splitting them one by one. For increasing diversity, we limit the correlation between different groups, so as to decrease the generalization error and enhance the generalization capacity of the DNNs according to the bias-variance-covariance decomposition [Ueda and Nakano, 1996] .
Besides fully connected neural network, EDM can also be Figure 1 : The architecture of Ensemble-based Fully Connected Neural Network. The hidden layer is averagely divided into M nonoverlapping groups, and each group is regarded as a base learner with k units.
applied to the pooling layers in Convolutional Neural Network (CNN). In the pooling layer, the only difference is that a pooled feature map is considered as a base learner. In this paper, we adopt covariance between base learners as the measurement of correlation, and put it to the loss function of the network as a regularization term.
The experimental results show that comparing with other existing regularization methods, EDM can achieve better performance and effectively improve the generalization capacity of DNNs. Further, the correlation between hidden units are demonstrated as a crucial factor for reducing the overfitting in DNNs.
Ensemble-based Decorrelation Method
This section introduces the Ensemble-based Decorrelation Method (EDM), a regularizer that aims to decrease correlation between hidden units in hidden layer so as to reduce the overfitting in DNNs.
Theoretical Motivation
It is well known that the bias-variance decomposition is an important theory tool for explaining the generalization performance of the learning algorithms [Geman et al., 1992] . It divides the generalization error of a learner into three parts, i.e., bias, variance and noise. Since the noise is difficult to estimate, it is usually subsumed into the bias term. Let y D denote the target on the dataset D and f D denote the predicted output of the learner on the dataset D, the error function can be defined as:
Err
(1) where the bias and variance of the learner f D are defined as:
(3) Based on this, Ueda et al. [1996] proposed a bias-variancecovariance decomposition for an ensemble of M base learners {f 1 D , f 2 D , ..., f M D }, which is defined as:
where
The formula (4) shows that the generalization error depends heavily on the covariance term, which models the correlation between different base learners. The smaller the covariance, the better the ensemble [Zhou, 2012] .
Motivated by this theory, reducing the covariance term may be a compelling idea for enhancing the performance of the DNNs if we regard the hidden layer as an ensemble of several base learners.
EDM in Fully Connected Neural Network
We first apply EDM on the hidden layer of a fully connected neural network, whose input is a batch of N samples. One can denote the correlation using the covariance, since the lower covariance of two variables usually means a lower linear correlation. Hence, we calculate the covariance matrix of the hidden activations on a batch of samples to keep the correlation between hidden units as lower as possible.
Throughout the paper, let D l denote the number of units in the l-th layer, W l ∈ R D l−1 ×D l denote the weights matrix from the (l − 1)-th to the l-th layer, the activation of the lth hidden layer is H l ∈ R N ×D l . As the analysis mentioned in introduction, we evenly divide the units into M nonoverlapping groups and regard them as M base learners. Therefore each base learner has k = D l /M units. The m-th base learner is represented as H l m ∈ R N ×k , which contains the activations of units from the ((m − 1) × k + 1)-th to the (m × k)-th. EDM can encourage the network to learn more diverse and non-redundant representations and improve the generalization capacity of the network by reducing the correlation between different base learners as much as possible. The structure of the ensemble-based decorrelation neural network is showed in Figure 1 .
We use GCov pq to represent the covariance between the p-th and q-th base learner, then it can be written as:
where H l−1 denotes the activation of the (l − 1)-th hidden layer. For facilitating the calculation of covariance, let
Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence (IJCAI-18) g n p denote the n-th activation of the p-th base learner, and µ p = 1 N N n=1 g n p is the sample mean of the p-th learner's activation over the batch. The covariance is limited to be small by minimizing the Frobenius norm of GCov. Since the diagonal of GCov is the self-correlation coefficients, we can subtract this term from the matrix norm to calculate a final penalty term as follows.
where · F is the Frobenius norm, and diag(·) operator extracts the main diagonal elements of a matrix into a vector.
With the correlation between different base learners being reduced, the generalization performance of neural network can be improved by punishing the GCov loss term. The total loss of the fully connected neural network regularized with EDM method can be formulated as:
where E loss is the cross entropy loss of the network without any regularizers, T loss denotes the total loss, λ is the hyperparameter, and λ ≥ 0.
To demonstrate the validity of the total loss, we consider its gradient with respect to the specific i-th activation for a specific sample d:
From these formulas, the GCov loss is consistent with the L 2 regularizer, because they both prevent weight from becoming too large and the network from getting overfitting. Particularly, from the formula (14), the weights could be updated by backpropagation according to the covariance term so as to decrease the redundant information between hidden units.
EDM in Convolutional Neural Network
In theory, we could decorrelate the features obtained by convolutional layers. But the huge amount of parameters implied in convolution layers will bring terrible computation cost. In this section, we mainly consider learning more diverse feature representations of pooling layer in CNN to avoid features being correlated and reduce overfitting as much as possible. Neither a collection of pooled feature maps nor each feature in the pooled feature map is seen as the base learner, we regard a pooled feature map as a base learner for two reasons:
(1) a pooled feature map has enough ability of extracting useful features from the image [Goodfellow et al., 2016] ;
(2) if we regard each feature as a base learner, it will destroy the intrinsic structure and learning ability of the pooling layer. Moreover, minimizing the correlation of all the base learners will generate a very large computation complexity, so we should encourage different pooled feature maps to be diverse instead. The structure of the ensemble-based decorrelation on pooling layer in CNN is showed in Figure 2 . Let i and j index different maps (i.e., the i-th and j-th base learners) in the specific pooling layer. H, W are the height and width of the map respectively. We calculate the covariance between the i-th learner and the j-th learner:
where e (h,w) i is the value in the i-th pooled feature map and m i is the mean value of the i-th map on the batch.
Finally, the penalty loss P oCor loss is obtained and added to the cross entropy loss of the CNN:
where γ is the hyper-parameter, and γ ≥ 0. If we do not apply the EDM method on the fully connected layer in CNN, then set λ = 0.
Experiments

Experiment on Fully Connected Neural Network
Dataset: In order to validate the effectiveness of EDM, we conduct experiments on MNIST dataset, which has a training set of 60000 samples and a test set of 10000 samples. In this work, instead of using the original MNIST dataset, we use a new MNIST dataset with Gaussian noise added. Figure 4 shows a few samples. Experimental Settings: Since the goal is to evaluate the performance of different regularization method and demonstrate the role of the correlation between hidden units, we choose to set a relatively small network structure. For the Gaussian noise added dataset, we use a 3 layer fully connected neural network, i.e., 1 input layer, 1 output layer and 1 hidden layer with 300 hidden units. We use the Adam [Kingma and Ba, 2014] algorithm to train the network, and the initial learning rate is 0.001. The batch size is 100, and the number of hidden units in each base learner (i.e., the value of k) is 20. The experiments are implemented by Tensorflow [Abadi et al., 2016] .
Regularizer Comparisons: Table 1 shows the classification results of different regularization methods on the MNIST dataset. From Table 1 , we can observe that EDM gets the best results on the term of test accuracy and achieves the minimum train-test accuracy gap, we also employ t-test to perform the significance test in this experiment, both of which demonstrate that our proposed EDM is effective.
The most noteworthy is that DeCov method achieves the worst performance both on the term of test accuracy and the train-test accuracy gap and the underfitting even occurs on training set. This shows that in a small scale network structure, DeCov decorrelates too many features between hidden units, which may destroy the internal structure of the hidden layer and weaken the learning ability of the network.
Different from DeCov, EDM only reduces the correlation between different base learners, which increases the diversity of the ensemble. To some extent, EDM allows the units to cooperate and retains the stronger learning ability of each base learner. achieves the best performance both on the term of test accuracy and train-test accuracy gap. Figure 3 shows the performance of different regularization methods on decreasing correlation loss of hidden layer. From this figure, it is obvious that the correlation loss grows steadily with the None method, indicating that the hidden units are easier to be co-adapted and redundant during training. Other regularization methods significantly reduce the correlation loss of the hidden units. Especially, EDM achieves the best performance.
In order to take a further step on analyzing the structure of the hidden layer, we present the accuracy according to the different number of hidden units in each base layer, i.e., the value of k. From Figure 5 , we can see that the classification accuracy begins to rise obviously but then shows a downward trend as the value of k increases.
Discussion: These experimental results are consistent with the theory of ensemble learning. For improving the performance of the ensemble, each base learner needs a strong learning ability; moreover, the diversity between all base learners needs to be increased. The changes of k reflects the changes of the learning ability of each base learner. Thus, in order to improve the learning ability of each base learner, the value of k should be controlled in a reasonable range. If k is very small, the learning ability of each base learner will be affected; while if k is too large, there could be only a few base learners and the performance of the ensemble could be poor. Considering a more extreme case, i.e., the value of k is equal to the number of units in hidden layer, it means that there is only one base learner in the ensemble. Obviously its classification performance is generally worse than the other ensembles with more base learners.
All these results indicate that the proposed EDM is more effective than other conventional regularization methods both experimentally and theoretically.
Experiments on Convolutional Neural Network
Datasets: The CIFAR-10 dataset consists of 60000 images with 32×32 in 10 classes. It has been split into 50000 training images and 10000 test images. The CIFAR-100 dataset is just like the CIFAR-10 dataset, expect that it has 100 classes containing 600 images each. There are 500 training images Table 2 : The classification results on CIFAR-10 and CIFAR-100 Datasets with CNN. "EDM on pool 1" denotes applying EDM on the first pooling layer, and "EDM on fully + pool 1" denotes applying EDM on the first pooling layer and fully connected layer in CNN. The symbol † means statistical improvement over baselines.
and 100 testing images per class. Experimental Settings: Since the goal of our work is to evaluate the effectiveness of EDM on pooling layer. We choose to use a simple CNN architecture, i.e., 3 convolutional layers and each convolutional layers is followed by a pooling layer, a fully connected layer and a softmax layer. The only difference of the network between CIFAR-10 and CIFAR-100 is that the later uses 100 hidden units on softmax layer instead of 10. We use Adam algorithm [Abadi et al., 2016] to train these networks, the initial learning rate is 0.001 and the batch size is 128.
Regularizer Comparisons: Moreover, since Dropout and DeCov methods are usually used to the fully connected layer, we also apply EDM method on the fully connected layer to be compared with other regularization methods more fairly. Table 2 shows the performance comparison of EDM with other regularization methods on the CIFAR-10 and CIFAR-100 datasets respectively. Method names with * indicate that they are reimplemented by ourselves.
According to the data from Table 2 , on CIFAR-10 dataset, we can observe that EDM performs better, and it achieves an improvement of 3.14 points compared with the None method on the term of test accuracy. Moreover, we can observe that DeCov also achieves significant performance on the term of test accuracy and train-test accuracy gap compared with Dropout. Especially, when EDM is applied on the first and second pooling layers (denoted as pool 1 and pool 2), DeCov performs better than EDM on train-test accuracy gap. However, when we apply the EDM both on the fully connected layer and the first pooling layer, EDM performs much better than DeCov both on test accuracy and train-test accuracy gap. This is because DeCov limits all the correlation between hidden units, which will have a negative influence on the network's learning ability.
On CIFAR-100 dataset, EDM achieves more significant results. There is a 4.56 points promotion on the term of test accuracy, which demonstrates the effectiveness of our ED-M method on reducing overfitting in DNNs. Compared with DeCov, EDM has a 2.68 points promotion on the term of test accuracy, and it also obtains the best performance on traintest accuracy gap. When the EDM is applied on the fully connected layer in CNN, the test accuracy decreases slightly compared with Dropout but it achieves the best performance on train-test accuracy gap, which further demonstrates the superiority of EDM.
Specially, analyzing how our EDM behaves on CIFAR-10 and CIFAR-100 datasets, it is obvious that the performance of EDM on the pooling layer is more significant than on the fully connected layer. On CIFAR-100 dataset, when applying ED-M on the second pooling layer, it even achieves a 2.03 points promotion on the term of test accuracy than applying EDM on the fully connected layer. Therefore, in order to evaluate the performance of EDM in pooling layer more efficiently, we further explore the structure of the pooling layer. We try to divide the pooled feature maps into several non-overlapping groups, and consider each group as a base learner. The value of k is the number of pooled feature maps in each group.
From Table 3 and Table 4 , on the CIFAR-10 dataset, we can find that EDM achieves the best performance on the first and second pooling layer when k = 1. However, it is noteworthy that on the CIFAR-100 dataset, although k = 4 and k = 2 achieve the best train-test accuracy gap on the first and second pooling layer respectively, their performance on the test set is much worse. This is because when the pooled feature maps are divided into several nonoverlapping groups, the underfitting may occur on the training set.
Discussion: According to the experimental results, there are two interesting phenomena on pooling layer that are worth discussing, i.e., the advantage of EDM on pooling layer than on fully connected layer and the effectiveness of EDM without grouping the pooled feature maps.
For the former:
(1) In contrast to a single hidden unit of a fully connected hidden layer, a single pooled feature map contains more parameters. Some research on CNN [Zeiler and Fergus, 2014; Goodfellow et al., 2016] further show the learning ability of the pooled feature maps. Accordingly, a single pooled feature map can be viewed as a stronger base learner.
(2) In CNN, take image recognition for instance, the function of the convolution kernel is to extract features of the image from a certain perspective. The greater the difference between the features extracted by different convolution kernels, the more diverse feature can be extracted from the image. Consequently, for the pooling layer, the less redundant information between pooled feature maps, the more generalization performance of the network can be improved. For the latter, based on the above two reasons, we can conclude that it is not suitable for grouping the pooled feature maps in pooling layer.
One feature map as a base learner: We regard each pooled feature map as a base learner so that the covariance loss would promote different pooled feature maps to extract different features as much as possible. Then the pooling layer can be regarded as an ensemble of several decorrelated base learners.
A group of feature maps as a base learner: When different convolution kernels extract features in one specific region of the image, the extracted features are likely to be redundant. In this case, if we only reduce the correlation between different groups, some correlation within a group will be neglected. Therefore, underfitting is more prone to occur on the training set, and the generalization performance of the network will not be enhanced as expected.
Related Work
Improving the generalization performance of deep neural networks has received an increasing attention recently. From the literature, two different regularization techniques can be defined.
The first one focuses on decreasing the correlation between hidden units [Bengio and Bergstra, 2009; Cheung et al., 2014; Chandar et al., 2016] . Bergstra et al. [2009] introduced a new type of activation function, which aimed at learning decorrelated representations for pre-training image models. However, in this work, decorrelation was used for initialization unlike our EDM method, used for reducing overfitting.
The second type of regularization methods are mainly focused on decorrelating the weights or convolutional functions [Rodríguez et al., 2016; Chen et al., 2017; Wu et al., 2017] . For instance, Rodríguez et al. [2016] proposed Or-thoReg method, a regularizer that concentrated on weights correlation rather than activation independence and utilized the cosine similarity between weight features to express their relevance. OrthoReg allowed the regularizer to reach higher decorrelation bounds to reduce the overfitting in CNN. In ad-dition, Chen et al. [2017] proposed GoCNN method, which encouraged learning more diverse representations with each layer by exploring provided privileged information.
However, these methods do not give an explicit explanation for improving the generalization capacity of the CNN, and neglect the redundant information in feature maps. Our proposed EDM method is applied on feature maps of pooling layers in CNN. Unlike grouping the convolutional functions in GoCNN, we analyze the structure of the pooling layer from the perspective of the ensemble learning as described in Section 2.
Conclusion
Overfitting is an important factor that affects the performance of the deep neural networks. In this paper, we propose an effective regularizer to avoid overfitting called Ensemble-based Decorrelation Method (EDM), which is motivated by the idea of ensemble learning. Experimental results demonstrate that our method can avoid overfitting and enhance the generalization capacity effectively both in fully connected neural network and convolutional neural network. No matter how challenging the dataset is, our method also can achieve a better performance compared to other existing regularization methods.
Although our method performs better, there are still some deficiencies, such as how to more precisely represent the diversity of units and define the correlation between different base learners are still worth studying.
