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Abstract
In this work, we study a generic class of decentralized algorithms in which N agents jointly
optimize the non-convex objective function f(u) := 1/N
∑N
i=1 fi(u), while only communicating with
their neighbors. This class of problems has become popular in modeling many signal processing and
decentralized machine learning applications, and efficient algorithms have been proposed for such a
type of problem. However, by constructing a series of counter-examples, we show that when certain
local Lipschitz conditions (LLC) on the local function gradient ∇fi’s are not satisfied, most of the
existing decentralized algorithms diverge, even if the global Lipschitz condition (GLC) is satisfied,
where the sum function f has Lipschitz gradient. This observation brings out a fundamental theoretical
issue of the existing decentralized algorithms – their convergence conditions are strictly stronger than
centralized algorithms such as the gradient descent (GD), which only requires the GLC. Additionally,
this observation raises an important open question: How to design decentralized algorithms when the
LLC, or even the GLC, is not satisfied?
To address the above question, we design a first-order algorithm called Multi-stage gradient tracking
algorithm (MAGENTA), which is capable of computing stationary solutions of the original problem with
neither the LLC nor the GLC condition. In particular, we show that the proposed algorithm converges
sublinearly to certain ǫ-stationary solution, where the precise rate depends on various algorithmic and
problem parameters. In particular, if the local function fi’s are Qth order polynomials, then the rate
becomes O(1/ǫQ−1). Such a rate is tight for the special case of Q = 2 where each fi satisfies LLC. To
our knowledge, this is the first attempt that studies decentralized non-convex optimization problems
with neither the LLC nor the GLC.
1 Introduction
Decentralized optimization has received significant attention from the research community. It has become
the power horse not only in the traditional signal processing applications, but also in modern applications
such as decentralized machine learning, and training neural networks [1, 2, 3, 4].
Despite the fact that much research has been done in this area, there is still a significant lack of
understanding about the behavior and performance of various kinds of decentralized algorithms, especially
when the problem under consideration is non-convex. Compared with centralized algorithms in which all the
problem data is located at the same place, decentralized algorithm has the limitation that each computation
node only has a local view about the entire problem. Therefore, compared with centralized schemes, it
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is much more difficult to properly design and analyze decentralized algorithms. In particular, compared
to centralized algorithms, decentralized algorithms require much stronger assumptions to guarantee the
convergence. For example, consider the following standard formulation for decentralized optimization:
min
1
N
N∑
i=1
fi(u) := f(u) (1)
where each fi : R
K → R is a continuously differentiable function that can only be accessed by the local
agent i. Assume there are N agents in the system, where each agent i has access to the local function fi(·).
The above problem can then be rewritten equivalently in the following form:
min
1
N
N∑
i=1
fi(xi) := g(x), s.t. xi = xj, if (i, j) are neighbors, (2)
where x := [x1; · · · ,xk] ∈ RNK . One typical assumption made for (almost) all decentralized algorithms
is that, each component function fi(·) has the Lipschitz gradient. That is, the following Local Lipschitz
Condition (LLC) is satisfied:
‖∇fi(vi)−∇fi(wi)‖ ≤ Li‖vi −wi‖, ∀ vi,wi ∈ dom(fi), ∀ i. (LLC) (3)
On the other hand, if we view problem (1) as a centralized problem, then the vanilla gradient descent (GD)
algorithm can compute first-order stationary solutions, by just assuming the following Global Lipschitz
Condition (GLC) for the sum function f(x):
‖∇f(y)−∇f(z)‖ ≤ L‖y − z‖, ∀ z,y ∈ dom(f). (GLC) (4)
It can be shown that LLC is stronger, and in fact in many situations strictly so, than the GLC (4); see
Sec. 3 for detailed discussions. For example, let N = 3, and the local functions are non-convex, given
f1(x1) = y
3, f2(x1) = −y3, f3(x3) = y2, and let f(u) = 13(f1(u) + f2(y) + f3(u)), then it is easy to see that
GLC is satisfied but the LLC is not.
The above discussion leads to a number of open research questions. First, it appears that a problem
that can be handled perfectly by a centralized algorithm may turn out to be extremely challenging for
decentralized algorithms, because the strong assumption of LLC can fail to hold. It is unclear if such a
theoretical gap between centralized and decentralized algorithms is fundamental, or it can be addressed
by better algorithm design and/or analysis. Second, in many learning problems, the local and/or global
Lipschitz constants may not even exist over the entire domain RK . For example, it is well-known that the
cost functions of matrix factorization type problems, or multi-layer neural networks, do not have global
Lipschitz gradient [5, 6]. In particular, it is shown in [6, Sec. H], that for training AWD-LSTM neural
networks, the gradient Lipschitz constants vary greatly across different training iterations , and they are not
bounded. However, there has been no existing decentralized optimization algorithms that can effectively
deal with these practical situations.
Contributions. The main contributions of this work are given below:
(1) We revisit convergence guarantees for a number of popular decentralized first-order algorithms (which
utilize local first-order oracle for computation, and use certain double-stochastic weight matrix to perform
local communication) for distributed non-convex optimization, and identify that the LLC is not only
sufficient, but also necessary for their global convergence;
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(2) We design a new distributed algorithm that requires neither LLC nor GLC, while being able to achieve
global sublinear convergence to some ǫ-stationary solutions;
(3) We analyze the convergence rates (to certain properly defined ǫ-stationarity solution), and identify its
dependency on certain “growth rate” of the local gradients as well as a number of algorithmic parameters;
Additionally, we show that when fi’s belong to a class of non-convex Qth order polynomial functions (which
include various types of matrix factorization problems as special cases), the convergence rate is O(1/ǫQ−1),
and such a rate reduces to the known result when Q = 2, in which case the LLC and GLC both hold true.
Overall, we hope that our study will reveal some insights about the state-of-the-art distributed
algorithms, especially when they are applied to non-convex problems. Further, we expect that the proposed
algorithms and the associated analysis will be of independent interest to the research community, because
they can be potentially adopted by different types of first-order methods (e.g., decentralized, deterministic,
or stochastic methods) to better deal with the lack of Lipschitz gradients. To the best of our knowledge, this
work provides the first algorithm, and the sharpest rate available, to deal with the decentralized problem
(2) with neither the GLC nor the LLC assumption.
Notations. We use B(v,x) to denote a ball centered at x and has radius v; For a given compact set X
and a given point, we use dist(x,X) to denote the minimum distance between x and any point z in X,
that is:
dist(x,X) := min
z∈X
‖x− z‖,
where ‖ · ‖ denotes the vector ℓ2 norm. The notation 1 is used to denote an all one vector, and for a vector
x := [x1; · · · ;xN ] ∈ RNK , the notation x¯ ∈ RK is used to denote the average of the components, that is
x¯ := 1
N
∑N
i=1 xi. For a given matrix X we use λX to denote its maximum eigenvalue.
2 State-of-the-art Algorithms and Convergence Conditions
In this section, we set the stage by reviewing a number of representative state-of-the-art algorithms for
distributed non-convex optimization, and discuss their convergence conditions. Note that due to space
limitation, we can only discuss a small subset of existing distributed algorithms. The readers are referred
to a recent issue of IEEE Signal Processing Magazine for more in-depth discussion of many other related
algorithms [7]. For simplicity of notation, we will assume that K = 1, that is, the optimization variable u
in (1) is a scalar.
Our focus will be given to the setting where the agents form an undirected graph G = (V, E), with V
being the set of agents, and E representing the communication pattern among them. The graph incidence
matrix A ∈ R|E|×N has Aei = 1, Aej = −1 if j > i, e = (i, j) ∈ E , and Aek = 0 for all k ∈ V \ {i, j}. Note
that A⊤A := LG ∈ RN×N is the graph Laplacian matrix. Lastly, a symmetric mixing matrix W satisfies
the following conditions:
Range{IN −W} = span{1}; − IN W  IN ; Wij = 0 if (i, j) /∈ E ,Wij > 0 otherwise. (5)
Let us briefly describe a few typical assumptions needed to ensure convergence of decentralized
algorithms. Besides the GLC and LLC in (4) and (3), the following lower boundedness assumption is
often needed. Specifically, it is typical to assume that either the local function fi(xi)’s are lower bounded,
or the average function f(u) is lower bounded by a finite number f :
fi(xi) > f, ∀ xi ∈ RK , (LLB), f(u) > f, ∀ u ∈ RK , (GLB). (6)
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Next, we review a few state-of-the-art distributed non-convex algorithms to solve problem (2). Our
focus will be given to deterministic algorithms in which full local gradients are utilized when performing
local computations.
First, the Distributed Gradient Descent (DGD) algorithm, expressed below, is a simple and popular
algorithm for both convex and non-convex problems (where g(·) is defined in (2))
xr+1 = Wxr − αr∇g(xr). (7)
It is originally proposed by [2] for convex problems, and recently analyzed by [8] for non-convex problems.
To guarantee convergence of DGD to a stationary solution, it needs the (LLB) condition, and that the
stepsize satisfies ([9, Theorem 2]):
∞∑
r=1
αr =∞,
∞∑
r=1
(αr)2 <∞, αr 6= 0. (8)
A closely related family of algorithms are called the Gradient Tracking (GT) algorithms [10, 11, 12],
which uses constant stepsizes. Specifically, the updates of GT is given below, where yr is a sequence that
tracks ∇g(x):
xr+1 = Wxr − αyr, yr+1 = Wyr +∇g(xr+1)−∇g(xr).
Note that the above updates can also be simplified as following:
xr+1 = 2Wxr −W2xr−1 − α∇g(xr) + α∇g(xr−1), (9)
which shows that GT shares some similarity to the EXTRA algorithm [13] developed for convex problems;
see discussion in [10, Section 2.2.1].
Another family of algorithm is designed by using the Primal-Dual (PD) strategy. According to the
definitions of the graph incidence matrix A, we can observe that the consensus constraint in problem (2)
can be reformulated as a set of linear equalities, i.e.,
xi = xj , if (i, j) are neighbors,⇔ Ax = 0.
Therefore, we can derive the following Augmented Lagrangian from the problem (2):
L(x, λ) = g(x) + 〈λ,Ax〉 + ρ
2
‖Ax‖2 (10)
where λ ∈ RE is the dual variable of the constraint Ax = 0, and ρ > 0 is a penalty parameter. Then the
proximal primal-dual algorithm (Prox-PDA) proposed in [14] performs a primal step which minimizes a
linearized version of (10), and then a dual gradient ascent step:
xr+1 = argmin
x
〈∇xL(xr, λr),x− xr〉+
(
β
2
+
ρλmax(A
TA)
2
)
‖x− xr‖2 (11a)
λr+1 = λr + ρAxr+1. (11b)
By subtracting the two consecutive updates of x, one can cancel the λr sequence, and simplify the Prox-PDA
algorithm as
xr+1 =
(
IN − ρA
TA
β + ρλmax(ATA)
)(
2xr − xr−1)− 1
β + ρλmax(ATA)
(∇g(xr)−∇g(xr−1)). (12)
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Table 1: Comparison of algorithms on decentralized non-convex optimization
Algorithm LLC GLC LLB GLB stepsize convergence rate
[Tsitsiklis-86] [23] ✓ ✓ ✓ ✓ dim. N/A
[Bianchi-13][22] ✓ ✓ ✓ ✓ dim. N/A
NEXT [11] ✓ ✓ ✗ ✓ dim. N/A
DGD [8] ✓ ✓ ✓ ✓ dim. O(ǫ−2)
DeFW [24] ✓ ✓ ✓ ✓ dim. O(ǫ−2)
D2 [25] ✓ ✓ ✓ ✓ dim. O(ǫ−2)
Prox-PDA [14] ✓ ✓ ✓ ✓ const. O(ǫ−1)
xFILTER [26] ✓ ✓ ✓ ✓ const. O(ǫ−1)
SONATA [27] ✓ ✓ ✗ ✓ const. O(ǫ−1)
Proposed ✗ ✗ ✗ ✓ const. O((ǫ−1)gr(poly(ǫ−1)))
Other related algorithms include different types of diffusion based schemes, which follow the
adapt-then-combine (ATC) scheme [15, 16]. Instead of first performing the consensus then the gradient
descent step, the ATC based methods first perform the gradient descent steps, and such a strategy leads to
a number of variations of DGD and GT [17, 18, 19, 20]. For more detailed survey of existing algorithms, we
refer the readers to [21]. In Table 1, we summarize a number of state-of-the-art algorithms for distributed
non-convex optimization, their convergence conditions and convergence rates 1. Note that the convergence
rate here refers to the number of iterations required to achieve certain ǫ-stationary solutions (to be defined
shortly in subsequent sections). For the proposed algorithms, their convergence rates are dependent on
certain growth function gr(·) which characterizes how fast the local/global Lipschitz constants grow with
the size of the feasible set, and this function does not have an explicit expression for generic functions. See
Sec. 5.2 for discussion.
3 On the Local Lipschitz Conditions (LLC)
We note that the algorithms surveyed in the previous section all require both the GLC (4) and the LLC
(3). In fact, this statement holds true for all the algorithms reviewed in a recent survey [21]. On the other
hand, for the centralized smooth optimization problems, it is well-known that even the simplest gradient
descent (GD) algorithm is capable of computing first-order stationary solutions only under the GLC [28].
A fundamental question then arises:
(Q1) Is LLC (3) necessary for decentralized algorithms to work for problem (2)?
In this section, we provide analysis on the LLC, discuss specific scenarios when it will or will not hold,
and show why its presence is crucial for the convergence of many existing decentralized algorithms.
3.1 Divergence of State-of-the-art Decentralized Algorithms Without LLC
First, we analyze relationships between the GLC and LLC. Detailed proof is in Appendix A.1.
1Note that we have also included a number of stochastic algorithms, such as D2, and the algorithm proposed in [22].
However, the main focus of this paper will be on the deterministic algorithms.
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Lemma 1. Suppose that each component function fi is convex. Then the GLC (4) is equivalent to the LLC
(3). That is, if the LLC (3) holds for a set of L′is, then GLC (4) holds with L :=
1
N
∑N
i=1 Li; Conversely,
if the GLC (4) holds true, then there must exist a set of finite positive numbers {Li}’s such that the LLC
(3) holds true.
The next result says that when we allow each fi’s to be non-convex, then the GLC no longer implies the
LLC. This is easy to see, for example, we can consider the following simple problem: f(u) = u2 + uq − uq,
for any q ≥ 3, and let f1(u) = u2, f2(u) = uq and f3(u) = −uq.
Lemma 2. Suppose that each fi is not necessarily convex. Then there exist problems in the form of (1),
where GLC (4) holds but the LLC (3) does not hold.
From the above result, it is clear that the LLC is more restrictive than the GLC. Meanwhile, our
discussion in Sec. 2 suggests that the LLC is sufficient to guarantee convergence of all the algorithms
surveyed therein. It is then natural to ask, whether we can relax the LLC to the GLC for these algorithms?
Next, we give a negative answer, by showing that three state-of-the-art algorithms diverge (to infinity), if
only the GLC but not the LLC is satisfied. The detailed proofs can be found in Appendix A.2 – A.4.
Claim 1. Consider the DGD iteration (7), and fix αr = α > 0 for all r. There exists a problem instance
satisfying the GLC (4), and a mixing matrix W satisfying (5), such that no matter how small the constant
stepsize is, one can find an initial solution x0 ∈ RK that makes DGD diverge (to infinity). Additionally, if
we replace the constant stepsize to the following diminishing stepsize αr = α/(1 + r) (which satisfies (8)),
then for any α > 0, there exists an initial solution x0 ∈ RK , such that the DGD still diverges.
Claim 2. Consider the GT iteration (9). There exists a problem instance satisfying the GLC (4), and an
associated mixing matrix W satisfying (5), such that no matter how small the stepsize α is, one can find
an initial solution x0 ∈ RK that makes the GT iteration diverge.
Claim 3. Consider the Prox-PDA iteration (12). There exists a problem instance satisfying the GLC (4),
such that for any ρ > 0, one can find an initial solution x0 ∈ RK that makes the Prox-PDA iteration
diverge.
4 The Proposed Algorithm
Through the discussions in the previous section, we see concrete examples in which the lack of the LLC
makes many state-of-the-art decentralized algorithms diverge. In fact, by using similar constructions in
Claim 1 – 3, it is easy to show that the lack of GLC will result in similar divergence behaviors. Despite
the fact that we did not illustrate such divergence behaviors for all existing decentralized algorithms, we
hope that the readers can see the need to deal with such undesirable situations (from both theoretical and
practical standpoint).
One may wonder at this point, that is it even possible to relax the LLC and/or GLC condition for
decentralized algorithms? More formally, we have the following research question:
(Q2) With neither LLC nor GLC, how to design convergent decentralized algorithms for problem (2)?
In this section, we develop and analyze new algorithms capable of computing first-order stationary
solutions with neither LLC nor GLC.
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4.1 Preliminaries
To begin our discussion, let us first state the assumptions we need to analyze problem (1).
Assumption 1. (About the problem.) We assume the following:
1. For any given compact set X ⊂ RK , the average function f(u) has Lipschitz gradient, that is:
‖∇f(y)−∇f(z)‖ ≤ L(X)‖y − z‖, ∀ y, z ∈ X; (13)
Further, for any given compact set X ⊂ RK , each component function has Lipschitz gradient:
‖∇fi(y) −∇fi(z)‖ ≤ Li(X)‖y − z‖, ∀ y, z ∈ X, (14)
where L(X) ∈ (0,∞) and Li(X) ∈ (0,∞) are finite constants dependent on the set X. Additionally,
if X1 ⊆ X2 ⊂ RK , then L(X1) ≤ L(X2), Li(X1) ≤ Li(X2),∀ i; Without loss of generality, we assume
that Li(X) ≥ 1,∀ i, ∀ X. Define Lˆ(X) := maxi Li(X). Clearly we have Lˆ ≥ L.
2. The average function f(u) is lower bounded by f : That is, the GLB condition in (6) holds.
3. The domain of each of the local functions satisfies dom(fi) ≡ R, ∀ i;
It is easy to see that the assumptions made above are much more relaxed compared with the GLC
and LLC. First, the conditions (13) and (14) suggest that the average function f(y) as well as the local
functions are no longer required to have Lipschitz gradients over the entire space RK . Instead, what is
essentially needed is that the functions are continuously differentiable. Second, the local functions can have
wider choices than the global function, for example fi(x) = x
3 is allowed, but f(u) = u3 is not allowed
since it is not lower bounded on R. Third, although the present paper only focuses on unconstrained
problems in which the domain is the entire space, the algorithms and analysis developed here can be easily
extended to to constrained problems where each local node has a shared constraint set xi ∈ X, ∀ i, for
some closed convex set X ⊂ RK . Finally, it is important to note that neither the average function f(y)
nor the local functions fi(x)’s is required to have compact level sets. That is, the following sets do not
need to be compact for any constant c:
Y := {y : f(y) ≤ c}, Xi := {xi : fi(xi) ≤ c}. (15)
Therefore the considered problem class covers important problems such as matrix factorization problems.
See the examples provided below.
Examples. First, note that the counter examples used to show Claims 1 – 3 all satisfy Assumption 1.
Second, consider the following distributed matrix factorization problem [29]
fi(u,wi) = ‖uTwi − vi‖2, ∀ i, (16)
where u and wi is the optimization variable (i.e., the shared dictionary and the local coefficients,
respectively), and vi is the observed data. Clearly the above problem satisfies Assumption 1. In fact,
one can generalize the problem to the matrix setting (in which the dictionary u is a matrix), or change the
objective to some generic distances such as the ℓq distance given below (for any q > 1)
fi(u,wi) = ‖uTwi − vi‖qq, ∀ i. (17)
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Moreover, consider the following polynomial function with even order
fi(u) =
∑
w
σi,wu
w1
1 × · · · × uwKK , (18)
where the sum is over all w such that
∑K
k=1wk ≤ Q, Q is an even number, and each wk is even; and σi,w’s
are all nonnegative. It is easy to verify that Assumption 1 is satisfied. Note that the requirements of Q
being an even number and σi,w being nonnegative is to ensure that f(y) is lower bounded.
Another example is related to neural network training problem, with SoftPlus activation function
φ(x) = ln(1 + ex), a common smoothed approximation to ReLU. Consider the following problem:
fi(W1,W2) = ‖W2φ(W1zi)− vi‖2
where
(
zi ∈ Rk, vi ∈ R
)
is the ith data point; W2 ∈ R1×h and W1 ∈ Rh×k; φ(W1zi) :=
[φ([W1zi]1, · · · , [W1zi]h)]T . If we calculate the gradient with respect to W2 and W1, we have
∇W2fi(W1,W2) = 2 (W2φ(W1zi)− vi)φ(W1zi)T
∇W1fi(W1,W2) = 2(W2D)T (W2φ(W1zi)− vi)zTi
where D := ∇hφ(h)|h=W1zi = diag([φ′([W1zi]1), · · · , φ′([W1zi]h)]) is a diagonal matrix and each element
on its diagonal is between 0 and 1 due to the property of SoftPlus. Furthermore, we have
∇W2fi(W1,W2)−∇W2fi(W1, W˜2) = 2(W2 − W˜2)φ(W1zi)φ(W1zi)T (19a)
∇W1fi(W1,W2)−∇W1fi(W˜1,W2) = 2(W2D)TW2
(
φ(W1zi)− φ(W˜1zi)
)
zTi . (19b)
It is easy to see that the lhs of the two equations above are not Lipschitz continuous if W1 and W2 are
unbounded. For (19a), the local Lipschitz constant is easy to calculate as long as W1 is defined on a
compact set. Moreover, since the SoftPlus activation function has Lipschitz constant equal to 1, it is also
straightforward to compute the Lipschitz constants for (19b).
4.2 The MAGENTA Algorithm
Now we are ready to discuss the proposed algorithm. Our proposed algorithm consists of multiple stages,
each containing multiple inner iterations. The key idea is to impose a series of artificial constraints
xi ∈ X(t) to each of the local problem, one for each stage t, so that the iterates always stay within
some compact sets. At each stage, the following subproblem is considered, which is a usual distributed
optimization problem with per-node constraints:
min
1
N
N∑
i=1
fi(xi), s.t. xi = xj , if (i, j) are neighbors, xi ∈ X(t), ∀ i. (20)
The agents will perform a version of distributed gradient tracking algorithm to compute certain (sufficiently
accurate) solutions, and then move on to the next stage. Overall, the key in the design and analysis is to
show that, the entire process will produce a desirable solution after a finite number of stages. Further, it
is crucial to understand the tradeoff between the following quantities: 1) the accuracy of each stage; 2)
the speed in which the constraint set increases; 3) the total number of iterations required to reach certain
ǫ-stationary solution.
Before we state the algorithm, we make the following assumption on the weight matrix.
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Assumption 2. (About the Algorithm).
• We assume that the weight matrix W satisfies (5), and it follows that:
λmax(W) = η < 1, ‖W −
1
N
11T ‖ < 1, (21)
where λmax(·) denotes the second largest eigenvalue of W.
Algorithm 1 Multi-stage gradient tracking algorithm (MAGENTA)
Input: x(0), yi(0) = ∇fi(xi(0)), ∀ i, let z = x¯(0)
for t = 0, 1, . . . , T do
Set X(t) = B(vt, z) ⊂ RK
Determine the total inner iteration number R(t)
for r = 0, 1, . . . do
Let x0i = xi(t), y
0
i = yi(t), for all i ∈ [N ]
Calculate the local Lipschitz constant Li(X(t)), for all i ∈ [N ]
Calculate Lˆ(X(t)), for all i ∈ [N ]
Calculate α(t) according to (31), set β = 1/2
Calculate the local gradient ∇fi(xri ) for all i ∈ [N ]
Update vr+1i by (22a) for all i ∈ [N ]
Update xr+1i by (22b) for all i ∈ [N ]
Update yr+1i by (22c) for all i ∈ [N ]
if r + 1 = R(t) then
Output, let x(t+ 1) = xR(t), y(t+ 1) = yR(t)
end if
end for
end for
The proposed algorithm, named Multi-stage gradient tracking algorithm (MAGENTA), is given in the
table above. In the following, each stage is indexed by t, while each inner iteration is indexed by r. In
the MAGENTA, α(t) > 0 and β ∈ (0, 1) are the stepsizes to be chosen, and their values can change across
different stages; The specific steps of the xi,vi and yi updates are given below (where Ni indicates the
neighbor set for node i, Wij denotes (i, j)th element of W):
x˜r+1i = arg min
xi∈X(t)
〈yri ,xi − xri 〉+
1
2α(t)
‖xi − xri ‖2, vr+1i = x˜r+1i − xri (22a)
xr+1i =
∑
j∈Ni
Wij(x
r
j + βv
r+1
j ), (22b)
yr+1i =
∑
j∈Ni
Wijy
r
j +∇fi(xr+1i )−∇fi(xri ). (22c)
Note that in step (22a), each node performs a gradient projection step, where the feasible set X(t) is
common to all the agents, and it is determined in the current outer loop. Also note that Assumption 2 on
the W matrix ensures that, as long as x0 is feasible and β ∈ (0, 1), ∀ i, then x˜r+1i ,xr+1i ∈ X(t), for all r.
Additionally, the updates (22a) – (22c) can be written compactly as:
vr+1 = x˜r+1 − xr, xr+1 = W(xr + βvr+1), yr+1 = Wyr +∇g(xr+1)−∇g(xr). (23)
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It is worth noting that in each inner iteration (22a) – (22c) , O(1) local gradient computation and O(1)
local computation take place for each agent. It is also important to note that the MAGENTA can be
viewed as a meta algorithm, in which some existing algorithms for dealing with constrained consensus
problem are wrapped around by the outer stages. In Algorithm 1, the inner iterations (22) take the form
of constrained gradient tracking algorithm [27], so the analysis below is also based on this algorithm.
Remark 1. The sequence of feasible setsX(t)’s is a sequence of balls (centered at origin) with increasing
radii. At each given iteration t, all the nodes have the common constraint X(t). Such a construction is
the key to our proposed algorithm, for the following reasons:
1) For a given stage, when the agents share the common constraint X(t), the analysis can be performed
relatively easily; To the best of our knowledge, there has been no existing analysis for cases where the agents
have different constraints (except for the dual perturbation algorithm [30], which yields slower rates);
2) Because the rules for setting the constraints are simple, the agents can adopt these rules locally without
communicating with the neighbors;
3) We will see subsequently, that the sequence {vt} has to be carefully designed to optimize the overall
convergence speed.
Remark 2. We note that to compute the stepsize α(t), the agents are required to compute Lˆ(t) :=
maxi Li(t). This operation can be done with in N iterations by performing the classical max-consensus
algorithm; see, e.g., [31]. Further, it is noting that requiring the knowledge of the maximum Lipschitz
constants is common in the existing algorithms, such as Prox-PDA and GT (see, e.g., Eqs. (D4) – (D6) in
[27]).
5 Convergence Analysis
In this subsection, we analyze the convergence of the two proposed algorithms.
5.1 Stationarity Conditions
Before we start, we will define the notion of first-order stationarity, as well as the complexity measures we
are interested in. For simplicity, we ignore the stage index t whenever possible.
Let us start by considering the original unconstrained problem (2). Suppose we have an iterate xr
available, then it achieves the exact first-order stationarity if the following holds:∥∥∥∇g(xr)∥∥∥2 + ‖xr − 1x¯r‖2 = 0, (24)
where x¯r is the average of xr1, · · · ,xrN as defined in the notation section, and ∇g(xr) is defined similarly.
That is, all the local variables are in consensus, and the average of the local gradients is zero. Now suppose
we have an iterate xr and yr generated by the proposed algorithm. Then the algorithm achieves the exact
first-order stationarity if the following stationarity gap function is zero:
gap(r) := ‖yr‖2 + ‖xr − 1x¯r‖2 + ‖yr − 1y¯r‖2 = 0. (25)
To see this, note that from (23), the following hold:
y¯r+1 = y¯r +∇g(xr+1)−∇g(xr).
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By expanding the above equation, and using the initial condition that y¯0 = ∇g(x0), we obtain
y¯r = ∇g(xr), ∀ r. (26)
Therefore, it is clear that when yr − 1y¯r = 0, the left-hand-side (lhs) of (25) is the same as that of (24).
It follows that (25) is also a valid notion of exact first-order stationarity for both algorithms. Next, we
discuss the ǫ-stationary solution for the proposed algorithms.
Following (25) and by taking into consideration the inner iterations, we can also define the ǫ-stationary
solution as follows:
avg-gap(t) :=
1
R(t)
R(t)−1∑
r=0
(‖yr‖2 + ‖xr − 1x¯r‖2 + ‖yr − 1y¯r‖2) ≤ ǫ. (27)
Compared with (25), we have relaxed the right-hand-side (rhs) from 0 to some constant ǫ > 0, while in
the lhs we take an average of the gap function from in R(t) inner iterations. If (27) holds true, then there
must exist an iteration r ∈ [0, R(t) − 1] such that gap(r) ≤ ǫ. Further, note that at each stage t, we are
solving a constrained problem, so a related definition of ǫ- stationary solution is:
̂avg-gap(t) :=
1
R(t)
R(t)−1∑
r=0
‖vr+1/α(t)‖2 + ‖xr − 1x¯r‖2 + ‖yr − 1y¯r‖2 ≤ ǫ. (28)
If x˜r+1i in (22a) does not touch the boundary of X(t) for all i and all r ∈ [0, R(t) − 1], then (28) and (27)
are equivalent. This is because in this case problem (22a) can be effectively written as an unconstrained
problem, and we have, vr+1/α(t) = (x˜r+1 − xr)/α(t) = yr, where the last equality comes from the
optimality condition (22a). On the contrary, if for some i, and some r, x˜r+1i touches the boundary of X(t),
then (28) and (27) are not equivalent.
5.2 Convergence Analysis for MAGENTA
Our analysis below will be focused on characterizing the communication and computation complexities of
MAGENTA. That is, the total number of times that the communication steps (23) are performed for each
node, as well as the total number of times that the local gradients ∇fi(xi)’s are computed by each node,
before an ǫ-stationarity solution (27) is found.
Let us first focus on the inner iterations of the algorithm. Let us define w := (x,y, x¯, y¯), and define a
potential function P (·) as below:
P (wr+1; t) : = f(x¯r+1) + ‖xr+1 − 1x¯r+1‖2 + 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2(t)
‖yr+1 − 1y¯r+1‖2, (29)
where we define Lˆ(t) := maxi Li(t). Clearly, we have P (w
r+1; t) > f , for all r and t, as long as 1 − (1 +
γ)η2 > 0. Then we have the following convergence result, which essentially says that the iterates converge
to some ǫ-stationary solutions for the constrained problem (20). The proof can be found in Appendix B.
Theorem 1. Suppose that Assumptions 1 – 2 hold true. Let ǫ > 0 be some constant. Suppose that the
algorithm parameters γ, ξ, β, α(t) are chosen such that the following conditions hold:
(1 + γ)η2 < 1, (1 + ξ)η2 < 1, β =
1
2
(30)
α(t) = min
{
1
8N
(
1
Lˆ(t)/2N + (1/γ + 5/4)
)
,
N(1− (1 + γ)η2)(1− (1 + ξ)η2)
64(1 + 1/ξ)Lˆ2(t)
, 1
}
. (31)
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Then fix stage t, assume that the total inner iteration R(t) satisfies R(t) = 1
ǫα(t) , we will have
1
R(t)
R(t)−1∑
r=0
(
c1
∥∥∥∥vr+1α(t)
∥∥∥∥2 + c2‖xr − 1x¯r‖2 + 2c3N(1− (1 + γ)η2)‖yr − 1y¯r‖2
)
≤ (P (w0, t)− f)ǫ, (32)
where the positive constants c1, c2, c3 are given by
c1 :=
1
4
(
1
4N
− L(t)α(t)
2N
− α(t)
(
1
γ
+
5
4
))
>
1
32N
> 0, (33a)
c2 :=
1
2
(
(1 − (1 + γ)η2)− Lˆ
2(t)α(t)
N
)
>
(1− (1 + γ)η2)
4
> 0, (33b)
c3 =
(1 − (1 + γ)η2)(1 − (1 + ξ)η2)
32(1 + 1/ξ)
− α(t)Lˆ
2(t)
N
≥ (1 − (1 + γ)η
2)(1 − (1 + ξ)η2)
64(1 + 1/ξ)
> 0. (33c)
Remark 3. Let us comment on the choice of the parameters. First, from Assumption 2 we have η < 1,
therefore it is always possible to choose γ and ξ (independent of t) such that (30) holds true. Then fixing
γ, η, Lˆ(t) and L(t), we can find α(t) such that (31) holds true. The key relation in (31) is that the stepsize
α(t) is inversely proportional to Lˆ2(t), and Lˆ(t). Such a dependency will be critical in obtaining the overall
convergence rate estimate.
Further, by using the choices in (33), the lhs of (32) can be further lower bounded as:
1
R(t)
R(t)−1∑
r=0
1
32N
‖vr+1/α(t)‖2 + (1− (1 + γ)η
2)
4
‖xr − 1x¯r‖2 + 1− (1 + ξ)η
2
32N (1 + 1/ξ)
‖yr − 1y¯r‖2.
It is clear that the constants in front of the three terms in the summation are not dependent on t, therefore
if we use the ǫ-stationarity gap function defined in (28), then the above inequality implies that
̂avg-gap(t) =
1
R(t)
R(t)−1∑
r=0
‖vr+1/α(t)‖2 + ‖xr − 1x¯r‖2 + ‖yr − 1y¯r‖2 = O(ǫ).
This means that after running R(t) iterations that satisfies R(t) = 1/(ǫ × α(t)), we have reached some
ǫ-stationary solution for the constrained problem. 
Remark 4. There have been existing analyses on applying GT to constrained consensus problem (with
common constraints among the agents) [27, Theorem 2.16], and they can essentially be adapted to apply to
analyze the inner iterations. However, there are a number of places that we need to be careful when directly
adopting these results. First, the dependency on various problem parameters such as L(t) and L(t)2 have
to be specified in the construction of the potential function, since later the potential functions in different
stages have to be stitched together. Perhaps most importantly, the dependency of the convergence rates
of the inner iteration with problem parameters such as Lˆ has to be sharpened, since these dependencies
will play a critical role in finding the overall bound. Due to the above reasons, we choose to conduct a
separate analysis. 
Despite the fact that Theorem 1 suggests that for each stage we have ̂avg-gap(t) = O(ǫ), it is not the
final result yet. The reason is that, as we have mentioned at the end of Sec. 5.1, the stationarity gap
measure ̂avg-gap(t) is not the same as the desired avg-gap(t), unless x˜r+1i computed in (22a) does not touch
the boundary of X(t) for all i and all r ∈ [0, R(t) − 1]. Fortunately, the following result shows that, there
exists an upper bound T ∗ such that, for some t ∈ [1, T ∗], the iteration generated in stage t will not touch
the boundary of X(t).
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Theorem 2. Suppose that the assumptions made in Theorem 1 hold true. Let ǫ > 0 be a fixed constant
satisfying ǫ < 2(1 − (1 + γ)η2). Suppose T ∗ > 0 satisfies the follows:
T ∗ =
⌈
1
ǫ
128(P (w0; 1)− f)
1
T ∗
∑T ∗
t=1(v
t − vt−1)2
⌉
. (34)
Then if MAGENTA is executed by T ∗ stages, there must exist t ∈ [1, T ∗] such that {xr1(t), · · · ,xrN (t)}R(t)r=1
and {x˜r1(t), · · · , x˜rN (t)}R(t)r=1 do not touch the boundary of X(t), that is
Dist(xri (t),X(t)) > 0, Dist(x˜
r
i (t),X(t)) > 0, ∀ i, and r ∈ [0, R(t)]. (35)
Combining Theorems 1 – 2, we arrive at the conclusion that if one can find T ∗ that satisfies (34), then
there must exist a stage t ∈ [1, T ∗] such that avg-gap(t) = O(ǫ). The final step is to estimate the total
communication and computation complexity required to achieve ǫ-stationarity (27). The result below is a
straightforward combination of Theorems 1 – 2,
Theorem 3. Suppose that the assumptions made in Theorem 1 hold true. For a given ǫ > 0 satisfying
ǫ < 2(1− (1+ γ)η2), to achieve ǫ-stationary solution as defined in (27), MAGENTA requires the following
rounds of local gradient computation and message exchanges among the neighbors (where T ∗ satisfies (34)):
1
ǫ
T ∗∑
t=1
1
α(t)
=
1
ǫ
T ∗∑
t=1
max
{
4Lˆ(t) + 8N/γ + 10N,
64(1 + 1/ξ)Lˆ2(t)
N(1− (1 + γ)η2)(1− (1 + ξ)η2) , 1
}
. (36)
At this point, how the above estimate depends on ǫ is not immediately clear. The precise dependency
relies on algorithm parameters (e.g., how the sequence {vt} is chosen) and the functional class of each local
function fi’s (which determines the Lipschitz constants Lˆ(t) and L(t)). The following result shows how
to make specific choices of these parameters to yield a meaningful complexity bound, as well as how to
specialize such a bound to a specific problem.
Corollary 1. Suppose that the assumptions made in Theorem 1 hold true. Assume vt = t × d for some
d > 0. Then to achieve ǫ-stationary solution as defined in (27), MAGENTA requires the following rounds
of communication and local computation:
O
(⌈
128(P (w0; 1) − f)
ǫd2
⌉
1
ǫ
gr
(
d×
⌈
128(P (w0; 1)− f)
ǫd2
⌉))
, (37)
where we have defined an increasing growth function gr(v) := max{L(B(v, 0)), Lˆ2(B(v, 0))}.
If additionally each fi(x) is a Qth order polynomial given below (with Q ≥ 2):
fi(x) =
∑
w:
∑
K
k=1
wk≤Q
σi,wx
w1
1 × · · · × xwKK , (38)
where w = [w1; · · · ;wK ], with wk’s satisfying wk ≥ 0, ∀ k,
∑K
k=1wk ≤ Q; σi,w’s are coefficients for the
polynomial. By setting d = 1/
√
ǫ, the complexity in (37) becomes O(1/ǫQ−1).
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Remark 5. In the proof of the above result, the sequence {vt} is chosen as vt = d × t where d > 0 is
some constant. We showed that when d is a constant that is independent of ǫ, the complexity is in the order
of O(1/ǫ2Q−2), while when d = 1/√ǫ, the order becomes O(1/ǫQ−1). Obviously, the latter is much better
than the former, and such a comparison illustrates our previous point that the precise complexity result
depends on a number of problem and algorithmic parameters, thus it should be analyzed on a case-by-case
basis.
It is also important to note that for quadratic problems with Q = 2, both the LLC and GLC hold. In
this case, O(1/ǫQ−1) becomes O(1/ǫ), and such a rate is tight because it matches the known rate bounds
for decentralized non-convex optimization; see a summary of such results in Table 1 and a recent survey
[21]. At this point, an open question is whether the rate derived above is tight for generic Qth order
polynomial and more general non-convex problems satisfying Assumptions 1 – 2. 
6 Numerical Results
In this section, we present results for a few simple numerical experiments.
Experiment Set I: First, apply MAGENTA to a typical decentralized problem which satisfies both
GLC and LLC. We consider a regularized logistic regression problem with a non-convex regularizer in
a distributed manner [32]. With λ, ρ > 0 be the regularizer’s parameters, each local cost function fi is
expressed as follows:
fi(θi) =
1
Mi
Mi∑
l=1
log
(
1 + exp(−bliθTi ali)
)
+ λ
d∑
s=1
ρθ2i,s
1 + ρθ2i,s
(39)
where ali and b
l
i are the features and the label of the i-th data point, and θi’s are the optimization
variables. Here, we set the problem dimension to be K = 5 and generate M = 2, 000 data points. We
equally distribute the data on each agent, where we choose n ∈ {5, 10, 20} in our experiments. For each
setting the graph is generated using the random geometric graph, where we place the nodes uniformly
in [0, 1]2 and connect any two nodes separated by a distance less than a radius R ∈ (0, 1). The graph
parameter R is set to 0.5 in our simulation. We note that one can verify that problem (39) satisfies the
GLC and LLC, therefore, this experiment serves as a sanity check of the proposed algorithm. Moreover, it
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Figure 1: Results for the logistic regression problem on several graph topologies. (Left) n = 5 agents and Mi = 400
data points on each agent; (Middle) n = 10 agents and Mi = 200 data points on each agent; (Right) n = 20 agents
and Mi = 100 data points on each agent. The iteration number here represents the inner iteration number index, in
which each node performs one round of local gradient update.
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Table 2: Convergence of decentralized algorithms on a polynomial optimization problem
Algorithm c = 1 c = 1/2 c = 1/4 c = 1/8
DGD [8] 12.5% 62.3% 72.3% 96.8%
Gradient Tracking [10] 13.1% 66.5% 92.0% 98.1%
Prox-PDA [14] 51.1% 72.9% 85.8% 94.5%
is also easy to calculate the local Lipschitz constant over a compact region for the gradient of the problem
(39).
In Fig 1, we show the stationarity gap (as defined in the lhs of (24)) versus the iteration number of
the Prox-GPDA (12), Gradient Tracking (9) and DGD (7). In this figure, each line is the average of 5
independent runs. For the MAGENTA, we set ǫ = 10−4 and vt = t× 1/√ǫ. Moreover, the stepsize of the
rest of the algorithms are also well-tuned so that they can achieve their best performance. It is clear that
MAGENTA is able to quickly reduce the stationarity gap and it achieves comparable performance with
GT and Prox-PDA.
Experiment Set II: Next, we consider a simple polynomial optimization problem which satisfies
neither GLC (4) nor the LLC (3). We consider a simple example where the sum function is f(u) = (u−20)4
and component functions are f1(x1) =
1
2 (x1 − 20)4, f2(x2) = 12 (x2 − 20)4. Then we compare performance
of different algorithms.
In the experiments, the initial solutions are generated from the standard Gaussian distribution. We note
that for the polynomial optimization problem the existing decentralized algorithms (such as DGD, GT,
etc.) cannot guarantee convergence, therefore we do not have appropriate rules to choose the stepsizes.
So we try the following heuristic: choose the stepsizes inversely proportional to the norm of the initial
solutions, i.e., c‖x0‖ , and then find the largest possible c so that these algorithms can converge. Specifically,
for DGD [8], we set the stepsize sequence as {αr}∞r=1 = {5c×10
−3
r×‖x0‖ }∞r=1; for GT [10], we set α = 2c×10
−3
‖x0‖ ;
for Prox-PDA, we set the penalty parameter as ρ = 10
3×‖x0‖
c
. In Table 2, we show the percentage of
the convergent instances for each benchmark algorithms (out of 1, 000 runs). In each run, we say that a
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Figure 2: Experiment Set II: a polynomial optimization problem. (Left) The performance of MAGENTA with
different radius vt = t× d; (Right) The comparison of different decentralized algorithms. Each line is an average of
20 independent runs.
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Table 3: Convergence of decentralized algorithms for training neural network with initial weights generated
from standard normal distribution.
Algorithm c = 1 c = 1/2 c = 1/4 c = 1/8
DGD [8] 0% 12% 99% 100%
Gradient Tracking [10] 0% 46% 99% 100%
Prox-PDA [14] 0% 83% 100% 100%
given algorithm converges if the stationarity gap reduces to below 100, and we regard it as divergent if the
stationarity gap exceeds 1010.
In the Fig. 2 (Left), we show the performance of MAGENTA with different radius sequences. Here,
we set ǫ = 10−4 and d = 1/
√
ǫ = 100. Moreover, the stepsize in each stage is tuned to be inversely
proportional (Lˆ(t))2 (cf. (31)). We also provide three kinds of radius sequence {vt} to be vt = t×d = 100t,
vt = t× d10 = 10t and vt = t× d100 = t. From these results, we observe that the performance of MAGENTA
is improved when the radius is smaller, since the allowed stepsizes are larger. In Fig. 2 (Right), we compare
the convergence speed for each algorithm. For the benchmark algorithms (DGD, GT and Prox-PDA), we
choose c = 1/4 in order to guarantee convergence of most of the runs while ensuring that the stepsizes are
as large as possible (see the third column in Table 2). In MAGENTA, its target stationary gap ǫ is set to
be ǫ = 10−4 and the radius sequence {vt} is vt = t× 1
100
√
ǫ
= t. The stepsize of MAGENTA in each stage
is also set to be inversely proportional to (Lˆ(t))2. Clearly, MAGENTA is the fastest among all the tested
algorithms.
Experiment Set III: In this experiment set, we apply different algorithms to train a simple neural
network. We consider a regression problem with N = 4 agents and there are ni = 100 data points in each
agent i. For each data point {zi, vi}, the feature zi is a 3-dimensional vector and its label vi is a scalar. In
each agent, there is a three-layer neural network with one hidden layer and the size of the neural network
is 3× 5× 1. Therefore, the component function in each agent could be expressed as follows:
fi(W
i) =
1
ni
ni∑
k=1
‖W i2φ(W i1zk)− vk‖2 (40)
where φ(·) denotes the ReLU activation function and W i = {W i1,W i2} is the optimization variable of the
neural network in the ith agent. The dimension of the optimization variables W i1,W
i
2 are 5× 3 and 1× 5.
In our experiments, the initial weights of the neural networks are generated from Gaussian distribution
and we evaluate the results for training neural networks with different initial weights. According to (19),
we have shown that the neural network does not satisfy LLC (3) and GLC (4). For this reason, we again
follow the previous heuristic, and choose the stepsizes for the benchmark algorithms according to the initial
solutions. In Table 3, we show the percentage of the converging instances for the benchmark algorithms
(out of 100 runs), when changing the constant c.
In Fig. 3, we compare the convergence speed of each algorithm when training the neural network
described above. For the benchmark algorithms (DGD, GT and Prox-PDA), we choose c = 1/4 in order
to guarantee convergence and ensure that the stepsizes are as large as possible (see the third column in
Table 3 and Table 4). For MAGENTA, we choose ǫ = 10−2, d = 1
10
√
ǫ
= 1 and a diminishing stepsize
sequence, which is proportional to 1/
√
t (where t is the stage index). Note that in this case, we are not
exactly following the theoretical stepsize choices. However, the general guidelines provided in (31), that
the stepsizes should be decreasing with t, is still useful. From this figure, we can see that MAGENTA can
quickly decrease the stationarity gap, and it is the fastest among the benchmark algorithms.
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Table 4: Convergence of decentralized algorithms for training neural network with initial weights generated
from normal distribution N (0, 10).
Algorithm c = 1 c = 1/2 c = 1/4 c = 1/8
DGD [8] 4% 53% 100% 100%
Gradient Tracking [10] 1% 54% 100% 100%
Prox-PDA [14] 0% 73% 100% 100%
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Figure 3: Experiment Set III: Decentralized optimization for training a three-layer neural network. Each line
contains an average of 10 independent runs of the respective algorithm. (Left) The initial weights are generated from
standard normal distribution; (Right) The initial weights are generated from N (0, 10).
7 Concluding Remarks
In this work, we provide in-depth understanding about decentralized optimization problems. We show
that existing algorithms are critically dependent on certain Lipschitz gradient assumption on the local
and the global objective functions. We then provide a novel scheme, and the accompanying analysis,
which essentially removes the requirements of these assumptions. We analyze the total local gradient
and communication complexity for the proposed methods, and specialize these results to a polynomial
optimization problem. We expect that our approach can be extended to other first-order methods, so
that they can also work without the need to have global Lipschitz constant. Finally, our work poses the
following fundamental open question: Without assuming the LLC, or even the GLC, what is the best
achievable convergence rate for the class of first-order decentralized optimization algorithms?
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A Proofs of Section 3
Let us define some notations first. Since the inner problem is solved with constraint u ∈ X, let us introduce
the indicator function h(·) : RK → R for this constraint, that is h(u) = 1 if u ∈ X and h(u) =∞ otherwise.
Then problems (1) and (2) can be equivalently written as
min
1
N
N∑
i=1
(fi(u) + h(u)) = f(u) + h(u) := F (u) (41)
min
1
N
N∑
i=1
(fi(xi) + h(xi)) = g(x) + ℓ(x) := G(x), s.t. xi = xj , if (i, j) are neighbors, (42)
where ℓ(x) := 1
N
∑N
i=1 h(xi).
A.1 Proof of Lemma 1
Proof. It is straightforward to show that LLC implies GLC. Further, the LLC implies that
‖∇f(y)−∇f(z)‖ ≤ 1
N
N∑
i=1
‖∇fi(y) −∇fi(z)‖
(3)
≤ 1
N
N∑
i=1
Li‖y − z‖, ∀ z,y ∈ dom(f)
where the first inequality comes from the Jensen’s inequality. Therefore we will show that for convex
problems, if GLC holds then LLC holds.
First, let us assume that each fi is second-order differentiable. This condition will be removed shortly.
Let Hi(x) ∈ RK×K and H(x) ∈ RK×K denote the Hessian matrix for fi(·), and for f(·), respectively.
Since each fi is convex and second-order differentiable, then its Hessian matrix satisfies: Hi(x)  0. For
functions in this class, we also know that the LLC (4) is equivalent to the following condition
λ1(Hi(x)) ≤ Li, ∀ i, ∀ x,
Similarly, if the GLC holds, then λ1(H(x)) ≤ L, ∀ x. Suppose that GLC holds but LLC does not hold.
Then it follows that there exists i ∈ [N ] such that
λ1(Hi(y)) ≥ 2NL, for some y.
It follows that for some j ∈ [N ] and j 6= i,
λ1(H(y)) ≥ 1
N
λ1(Hi(y)) ≥ 2L.
This contradicts to the fact that λ1(H(x)) ≤ L, ∀ x. The proof is completed.
Second, assume that each fi may not be second-order differentiable, so the Hessian matrices Hi(x)’s
may not exist. From [28, Theorem 2.1.5], it is known that the GLC is equivalent to the following
f(x) ≤ f(y) + 〈∇f(y),x − y〉+ L
2
‖x− y‖2, ∀ y,x, (43)
and similar equivalence holds for each component function fi’s, under the LLC.
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Suppose that there exists j ∈ [N ] such that LLC (3) does not hold. Then for any L′ > 0, there exists
x,y such that the following condition does not hold.
fj(x) ≤ fj(y) + 〈∇fj(y),x − y〉+ L
′
2
‖x− y‖2, for all x,y.
It follows that for a given index j ∈ [N ], there exists x˜, y˜ such that
fj(x˜) ≥ fj(y˜) + 〈∇fj(y˜), x˜− y˜〉+NL‖x˜− y˜‖2, for some x˜, y˜. (44)
Since all fi’s are convex, we have, for the same pair of vectors x˜, y˜, the following holds
fi(x˜) ≥ fi(y˜) + 〈∇fi(y˜), x˜− y˜〉, ∀ i ∈ [N ]. (45)
Adding the realtions in (45) for all i 6= j, then add the relation (44), and dividing both sides by N , we
obtain
1
N
N∑
i=1
fi(x˜) ≥ 1
N
N∑
i=1
fi(y˜) +
1
N
〈
∇
(
N∑
i=1
fi(y˜)
)
, x˜− y˜
〉
+ L‖x˜− y˜‖2
= f(y˜) + 〈∇f(y˜), x˜− y˜〉+ L‖x˜− y˜‖2, for some x˜, y˜.
This is a contradiction to (43). The desired result is proved.
A.2 Proof of Claim 1
Proof. Consider problem (2) with K = 1 (scalar variables), and assume that we have N = 2 agents
connected via one edge. Assume that the mixing matrix is chosen asW =
[
1/2 1/2
1/2 1/2
]
. Let us first assume
that the DGD iteration uses a constant stepsize α > 0.
Let us assume the following:
f1(x1) =
1
3
x31, f2(x2) = −
1
3
x32. (46)
Clearly the LLC is not satisfied, while the GLC is, because f1(y) + f2(y) = 0. It is also easy to observe
that, any solutions satisfying x1 = x2 are optimal for the decentralized problem (2).
Let us then specialize the DGD using the above choices of the parameters, and use it to solve problem
specified in (46). We will have the following iteration:
xr+1 =Wxr − α∇g(xr) = 1× x¯r − α×
[
(xr1)
2
−(xr2)2
]
,
where the g(·) function is defined in (2), and ∇g(x) := [∇f1(x1);∇f2(x2)].
For a given r ≥ 0, let us assume that xr2 − xr1 ≥ 2α and x¯r > 0, then we have
(xr+12 − xr+11 )− (xr2 − xr1)
= α
(
(xr2)
2 + (xr1)
2
)− (xr2 − xr1)
= α
(
2(x¯r)2 +
(xr2 − xr1)2
2
− 1
α
(xr2 − xr1)
)
= α
(
2(x¯r)2 +
(xr2 − xr1)
2
(xr2 − xr1 −
2
α
)
)
≥ 2α(x¯r)2. (47)
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For the sequence {x¯r}∞r=0, the following holds true
x¯r+1 =
1
2
1T (Wxr − α∇g(xr)) = x¯k − α
2
1T∇g(xk)
x¯r+1 − x¯r = α
2
(xr2 − xr1)(xr2 + xr1) > 0. (48)
Summarizing (47) and (48), and suppose that the initial solution x0 satisfies
x¯0 > 0, x02 − x01 ≥
2
α
. (49)
we then obtain:
xr+12 − xr+11 ≥
2
α
, xr+12 − xr+11 > xr2 − xr1 ≥
2
α
, x¯r+1 > x¯r > 0, ∀ r ≥ 0.
xr+12 − xr+11 ≥ (x02 − x01) + 2α
r∑
t=0
(x¯t)2 ≥ 2
α
+ 2α(r + 1)(x¯0)2.
In summary, for any given positive α > 0, there exists an initial solution x0 satisfying (49), so that the
sequence {x¯r}∞r=0 as well as the consensus error {xr2 − xr1}∞r=0 diverges to infinity. This completes the first
part of the claim.
Then let us assume that αr is a diminishing sequence satisfying (8). Now we specialize the DGD
algorithm and consider the decreasing stepsize αr := α
r+1 > 0. For a given r ≥ 0, let us assume that
xr2 − xr1 ≥ 2αr = 2(r+1)α and x¯r > 0, then we have
(xr+12 − xr+11 )− (xr2 − xr1)
= αr
(
(xr2)
2 + (xr1)
2
)− (xr2 − xr1)
= αr
(
2(x¯r)2 +
(xr2 − xr1)2
2
− 1
αr
(xr2 − xr1)
)
= αr
(
2(x¯r)2 +
(xr2 − xr1)
2
(xr2 − xr1 −
2
αr
)
)
≥ 2αr(x¯r)2. (50)
For the sequence {x¯r}∞r=0, the following holds true
x¯r+1 =
1
2
1T (Wxr − αr∇g(xr)) = x¯k − α
r
2
1T∇g(xr)
x¯r+1 − x¯r = α
r
2
(xr2 − xr1)(xr2 + xr1) > 0. (51)
Let us further assume αr(x¯r)2 ≥ 1
α
, then it is obtained that
(xr+12 − xr+11 ) ≥ (xr2 − xr1) + 2αr(x¯r)2 ≥
2(r + 1)
α
+
2
α
=
2(r + 2)
α
=
2
αr+1
(52)
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Furthermore, we can show that
(x¯r+1)2 = (x¯r + αrx¯r(xr2 − xr1))2
= (x¯r)2 + (αr)2(x¯r)2(xr2 − xr1)2 + 2αr(x¯r)2(xr2 − xr1)
≥ r + 1
α2
+
4(r + 1)
α2
+
4(r + 1)
α2
=
9(r + 1)
α2
. (53)
Summarizing (50)–(53), and suppose that the initial solution x0 satisfies
x02 − x01 ≥
2
α0
, α0(x¯0)2 ≥ 1
α
, x¯0 > 0, (54)
we obtained that
xr+12 − xr+11 ≥
2
αr+1
=
2(r + 2)
α
, αr+1(x¯r+1)2 ≥ 1
α
, x¯r+1 > x¯r > 0.
In summary, if we replace the constant stepsize to the diminishing stepsizes, then there exists a sequence
that satisfies the condition (8) and an initial solution x0 ∈ RK , so that the DGD iteration diverges.
A.3 Proof of Claim 2
Proof. Consider the problem (46). Assume the mixing matrix is chosen as W =
[
1/2 1/2
1/2 1/2
]
, then we will
have the following iteration:
xr+1 = 2Wxr −W 2xr−1 − α (∇g(xr)−∇g(xr−1))
= 1× 2x¯r − 1× x¯r−1 − α
([
(xr1)
2
−(xr2)2
]
−
[
(xr−11 )
2
−(xr−12 )2
])
. (55)
For a given r ≥ 0, let us assume that
xr2 − xr1 ≥ xr−12 − xr−11 ≥ xr−22 − xr−21 ≥ 0 (56a)
(xr2 − xr1)− (xr−12 − xr−11 )−
2
α
≥ 0. (56b)
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According to (55), then we obtain
(xr+12 − xr+11 )− (xr2 − xr1)
=α
(
(xr2)
2 + (xr1)
2 − (xr−12 )2 − (xr−11 )2 −
1
α
(xr2 − xr1)
)
=α
(
2(x¯r)2 − 2(x¯r−1)2 + (x
r
2 − xr1)2
2
− (x
r−1
2 − xr−11 )2
2
− 1
α
(xr2 − xr1)
)
=α
(
2(x¯r)2 − 2(x¯r−1)2 + (x
r
2 − xr1)
2
(xr2 − xr1 −
2
α
)− (x
r−1
2 − xr−11 )2
2
)
≥α
(
2(x¯r)2 − 2(x¯r−1)2 + (x
r−1
2 − xr−11 )
2
(xr2 − xr1 −
2
α
)− (x
r−1
2 − xr−11 )2
2
)
=α
(
2(x¯r)2 − 2(x¯r−1)2 + (x
r−1
2 − xr−11 )
2
(
(xr2 − xr1)− (xr−12 − xr−11 )−
2
α
))
≥2α ((x¯r)2 − (x¯r−1)2) (57)
where the first equality is obtained by subtracting xr and multiplying [−1, 1]T on the both sides of (55);
the second equality is by the formula (xr2)
2 + (xr1)
2 =
(xr
2
+xr
1
)2
2 +
(xr
2
−xr
1
)2
2 = 2(x¯
r)2 +
(xr
2
−xr
1
)2
2 ∀r.
The sequence {(x¯r)2− (x¯r−1)2}∞r=1 can be expressed as {(x¯r− x¯r−1)(x¯r+ x¯r−1)}∞r=1. Moreover, we have
x¯r =
1
2
1T
[
2Wxr−1 −W 2xr−2 − α (∇g(xr−1)−∇g(xr−2))]
= 2x¯r−1 − x¯r−2 − α
2
1T
(∇g(xr−1)−∇g(xr−2)) . (58)
Hence, it is obtained from (58) so that
(x¯r − x¯r−1)− (x¯r−1 − x¯r−2)
=
α
2
(
(xr−12 )
2 − (xr−11 )2 − (xr−22 )2 + (xr−21 )2
)
=
α
2
(
(xr−11 + x
r−1
2 )(x
r−1
2 − xr−11 )− (xr−21 + xr−22 )(xr−22 − xr−21 )
)
=α
(
x¯r−1(xr−12 − xr−11 )− x¯r−2(xr−22 − xr−21 )
)
. (59)
Let us further assume
x¯r−1 ≥ x¯r−2 ≥ 0, (x¯r−1)2 − (x¯r−2)2 ≥ 1
α2
. (60)
Summarizing (57) and (59), we then obtain that, under the conditions (56) and (60), the following relations
hold:
(x¯r − x¯r−1) ≥ (x¯r−1 − x¯r−2) ≥ 0 (61a)
(x¯r)2 − (x¯r−1)2 ≥ (x¯r−1)2 − (x¯r−2)2 ≥ 1
α2
(61b)
(xr+12 − xr+11 )− (xr2 − xr1)−
2
α
≥ 2α((x¯r)2 − (x¯r−1)2 − 1
α2
) ≥ 0. (61c)
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Given a initial solution x−2 and the stepsize α, we can generate x−1,x0,x1. Here, x−1 = Wx−2 −
α∇g(x−2) and other iterations follow (55). Suppose the initial solutions satisfy (take r = 1):
x12 − x11 ≥ x02 − x01 ≥ x−12 − x−11 ≥ 0 (62a)
(x12 − x11)− (x02 − x01)−
2
α
≥ 0 (62b)
x¯0 ≥ x¯−1 ≥ 0 (62c)
(x¯0)2 − (x¯−1)2 ≥ 1
α2
. (62d)
We then obtain:
xr+12 − xr+11 ≥ xr2 − xr1 ≥ xr−12 − xr−11 ≥ 0
(xr+12 − xr+11 )− (xr2 − xr1)−
2
α
≥ 0
x¯r ≥ x¯r−1 ≥ 0
(x¯r)2 − (x¯r−1)2 ≥ 1
α2
.
Given x−2 = ( 1
α
, 1
α
) and a fixed stepsize α, then it is obtained that x−1 = (0, 2
α
),x0 = (
2
α
, 4
α
),x1 =
( 1
α
, 17
α
). For r = 1, the points x−1,x0,x1 satisfy the four assumptions above. The sequence {xr2 − xr1}∞r=1
diverges to infinity since xr+12 − xr+11 ≥ (x12 − x11) + 2rα = 2r+16α .
In summary, for any given positive α > 0, there exists an initial solution x0 satisfying (62a) – (62d),
so that the sequences {x¯r}∞r=1 and {xr2 − xr1}∞r=1 diverge to infinity.
A.4 Proof of Claim 3
Proof. Consider the same problem (46). The degree matrix D is an identity matrix and the graph incidence
matrixA := [1, −1]. Therefore, the largest eigenvalue of the graph Laplacian matrixATA is λmax(ATA) =
2. According to the update (12) with the penalty parameter ρ and the regularization parameter β = 0,
the iteration of the parameter x are expressed as follows:
xr+1 =
(
I − 1
2
ATA
)
(2xr − xr−1)− 1
2ρ
(∇g(xr)−∇g(xr−1)) .
Set α = 12ρ and denote W := I − 12ATA =
[
1/2 1/2
1/2 1/2
]
, then we can rewrite the expression above as
xk+1 =W (2x
r − xr−1)− α (∇g(xr)−∇g(xr−1))
= 2Wxr −W 2xr−1 − α (∇g(xr)−∇g(xr−1))
where in the second equality we useW =WW . Then the analysis of this algorithm follows similar steps
as that for gradient tracking.
According to the iterations (11a)–(11b) and given the initial solution x−2 at the first step, we can
express the update of x as
x−1 = (I − 1
2
ATA)x−2 − α∇g(x−2) =Wx−2 − α∇g(x−2)
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since the the dual variable λ−2 = 0 at the first iteration. Then the Prox-GPDA is equivalent to the gradient
tracking for the problem (46).
Given x−2 = ( 1
α
, 1
α
), then it is obtained that x−1 = (0, 2
α
),x0 = ( 2
α
, 4
α
),x1 = ( 1
α
, 17
α
). For this case, it
is shown that Prox-GPDA also diverges to infinity according to the divergence of gradient tracking.
In summary, for any penalty parameter ρ > 0, there exists an initial solution, so that the sequence
{x¯r}∞r=1 as well as the consensus error {xr2 − xr1}∞r=1 diverges to infinity.
B Proofs of Section 5.2
For notational simplicity, let us define Li(t) := Li(X(t)), ∀ i, L(t) := L(X(t)), and Lˆ(t) := maxi Li(t).
For simplicity, throughout this subsection we will ignore the index t whenever possible. That is, we will
use Li (resp. L) to denote Li(t) (resp. L(t)).
B.1 Preliminary Results
To begin our analysis, let us first present a few key properties of the MAGENTA. For a given vector
{xi}Ni=1, let us define x¯ := 1N 1Tx, and define v¯, y¯, ¯˜x similarly. From the x-update step and v-update (23)
we have x¯r+1 = x¯r + βv¯r+1.
By using the update rule of v in (22a), we have
x¯r+1 = x¯r + βv¯r+1 = x¯r + β(¯˜xr+1 − x¯r) = (1− β)x¯r + β ¯˜xr+1. (63)
Further, recall that from (23) we can obtain
y¯r+1 = y¯r +∇g(xr+1)−∇g(xr). (64)
By iterating the above equation, and use the initial condition that y¯0 = ∇g(x0), we obtain:
y¯r = ∇g(xr), ∀ r.
Note that this property also ensures, when entering the next stage, say t+ 1, we still have:
y¯(t+ 1) = 1/N
N∑
i=1
∇fi(x(t+ 1)) = ∇g(x(t+ 1)).
We also have the following relations:
‖x¯r+1 − x¯r‖2 =
∥∥∥∥∥ βN
N∑
i=1
(x˜r+1i − xri )
∥∥∥∥∥
2
≤ 1
N
N∑
i=1
β2‖x˜r+1i − xri ‖2 =
β2
N
‖x˜r+1 − xr‖2 (65)
where we have applied the Jensen’s inequality. Also we have:
‖∇f(x¯r)− y¯r‖2 (26)= ‖∇f(x¯r)−∇g(xr)‖2 =
∥∥∥∥∥ 1N
N∑
i=1
(∇fi(x¯r)−∇fi(xri ))
∥∥∥∥∥
2
≤ 1
N
N∑
i=1
L2i ‖x¯r − xri ‖2 ≤
Lˆ2
N
‖xr − 1x¯r‖2. (66)
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Additionally, note that
‖v¯r+1‖2 =
∥∥∥∥∥ 1N
N∑
i=1
(x˜r+1i − xri )
∥∥∥∥∥
2
≤ 1
N
‖x˜r+1 − xr‖2 = 1
N
‖vr+1‖2. (67)
B.2 Useful Lemmas
Our first lemma characterizes the descent of the algorithm.
Lemma 3. Suppose that Assumptions 1-2 hold true. Within a fixed stage t, we have the following descent
estimate for all r ≥ 0:
f(x¯r+1) + h(x¯r+1) ≤ f(x¯r) + h(x¯r)
− β
(
1
8αN
− Lβ
2N
)
‖vr+1‖2 + Lˆ
2αβ
N
‖xr − 1x¯r‖2 + 2αβ
N
‖yr − 1y¯r‖2.
Proof. First, by the Lipschitz condition (13), we have
f(x¯r+1) ≤ f(x¯r) + 〈∇f(x¯r), x¯r+1 − x¯r〉+ L
2
‖x¯r+1 − x¯r‖2
f(x¯r+1) + h(x¯r+1) ≤ f(x¯r) + h(x¯r) + 〈∇f(x¯r), x¯r+1 − x¯r〉︸ ︷︷ ︸
termA
+
L
2
‖x¯r+1 − x¯r‖2 + h(x¯r+1)− h(x¯r)︸ ︷︷ ︸
termB
, (68)
where the second inequality is true because we know that xri ’s and x
r+1
i ’s are all feasible for X, so their
averages are also feasible. Let us then analyze term A and term B in (68). We have the following
TermA+ TermB
(63)
= h((1 − β)x¯r + β ¯˜xr+1)− h(x¯r) + 〈∇f(x¯r), x¯r+1 − x¯r〉
≤ β
N
N∑
i=1
(h(x˜r+1i )− h(xri )) +
β
N
N∑
i=1
〈∇f(x¯r), x˜r+1i − xri 〉
=
β
N
N∑
i=1
(h(x˜r+1i )− h(xri )) +
β
N
N∑
i=1
〈yri , x˜r+1i − xri 〉
+
β
N
N∑
i=1
〈∇f(x¯r)− y¯r, x˜r+1i − xri 〉+
β
N
N∑
i=1
〈y¯r − yri , x˜r+1i − xri 〉 (69)
where in the first equality we have used (63); in the first inequality we used Jensen’s inequality, the relation
(63), as well as the fact that, for indicator functions for a convex set, as long as xi’s are all feasible, then
we have
1
N
N∑
i=1
h(xi) = h(x¯).
Since x˜r+1i is an optimal solution to the following problem
min
xi∈X
〈yri ,xi − xri 〉+
1
2α(t)
‖xi − xri ‖2,
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and that xri ∈ X is also feasible for the above problem, we obtain
h(x˜r+1i ) + 〈yri , x˜r+1i − xri 〉+
1
2α
‖x˜r+1i − xri ‖2 ≤ h(xri ).
Rearranging, we obtain
h(x˜r+1i )− h(xri ) + 〈yri , x˜r+1i − xri 〉 ≤ −
1
2α
‖x˜r+1i − xri ‖2.
Applying (66) and (65), we obtain
TermA+ TermB ≤ − β
2αN
‖x˜r+1 − xr‖2
+
cβ
2
‖∇f(x¯r)− y¯r‖2 + β
2Nc
‖x˜r+1 − xr‖2 + dβ
2N
‖1y¯r − yr‖2 + β
2Nd
‖x˜r+1 − xr‖2. (70)
So overall, combine the above analysis with (68), (65) and (66), we obtain
f(x¯r+1) + h(x¯r+1) ≤ f(x¯r) + h(x¯r)− β
(
1
2αN
− 1
2cN
− 1
2Nd
− Lβ
2N
)
‖vr+1‖2
+
cLˆ2β
2N
‖xr − 1x¯r‖+ dβ
2N
‖yr − 1y¯r‖2
≤ f(x¯r) + h(x¯r)− β
(
1
8αN
− Lβ
2N
)
‖vr+1‖2
+
Lˆ2αβ
N
‖xr − 1x¯r‖2 + 2αβ
N
‖yr − 1y¯r‖2, (71)
where in the last inequality we let c = 2α, and d = 4α. The claim is proved.
Next we bound the two ascent terms in (71).
Lemma 4. Suppose that Assumptions 1-2 hold true. Fix an outer iteration t, then we have the following
descent estimate for all r ≥ 0:
‖xr+1 − 1x¯r+1‖2 + 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2
‖yr+1 − 1y¯r+1‖2
≤ ‖xr − x¯r‖2 + 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2
‖yr − 1y¯r‖2
− (1− (1 + γ)η
2)
2
‖xr − 1x¯r‖2 + β2(1 + 1/γ + 1/4)‖vr+1‖2
− (1− (1 + γ)η
2)(1− (1 + ξ)η2)
32(1 + 1/ξ)Lˆ2
‖yr − 1y¯r‖2 (72)
for any constant γ > 0 and ξ > 0, and for some η ∈ (0, 1), where η is chosen to satisfy that (1 + γ)η2 < 1
and (1 + ξ)η2 < 1.
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Proof. First note that from the definition of the weight matrix W in (5), there must exist a constant
η ∈ (0, 1) such that
‖Wxr − 1x¯r‖ ≤ η‖xr − 1x¯r‖, (73)
and similar bounds hold for v and y as well.
From the update rule of xr+1, and (63), we obtain
‖xr+1 − 1x¯r+1‖2 = ‖W(xr + βvr+1)− 1(x¯r + βv¯r+1)‖2
= ‖Wxr − 1x¯r + β(Wvr+1 − 1v¯r+1)‖2
≤ (1 + γ)η2‖xr − x¯r‖2 + (1 + 1/γ)β2‖vr+1 − 1v¯r+1‖2. (74)
Similarly, from the update rule of v and (63), we have
(1 + 1/γ)β2‖vr+1 − 1v¯r+1‖2 = (1 + 1/γ)β2‖x˜r+1 − xr − 1(¯˜xr+1 − x¯r)‖2
= (1 + 1/γ)β2
∥∥∥∥(I− 11TN
)
(x˜r+1 − xr)
∥∥∥∥2 ≤ (1 + 1/γ)β2‖vr+1‖2. (75)
From the update rule of y and (64), we obtain
‖yr+1 − 1y¯r+1‖2 = ‖Wyr +∇g(xr+1)−∇g(xr)− 1(y¯r +∇g(xr+1)−∇g(xr))‖2
≤ (1 + ξ)η2‖yr − 1y¯r‖2 + (1 + 1/ξ)Lˆ2‖xr+1 − xr‖2
= (1 + ξ)η2‖yr − 1y¯r‖2 + (1 + 1/ξ)Lˆ2‖W(xr + βvr+1)− xr‖2
= (1 + ξ)η2‖yr − 1y¯r‖2 + (1 + 1/ξ)Lˆ2‖Wxr − 1x¯r + 1x¯r − xr + βWvr+1‖2
≤ ‖yr − 1y¯r‖2 − (1− (1 + ξ)η2)‖yr − 1y¯r‖2
+ 8(1 + 1/ξ)Lˆ2
(
2‖xr − 1x¯r‖2 + β2‖vr+1‖2)
where the last inequality we used the fact that ‖W‖ ≤ 1 and (73).
Multiplying both sides the above by (1− (1 + γ)η2)/(32(1 + 1/ξ)Lˆ2), we obtain
1− (1 + γ)η2
32(1 + 1/ξ)Lˆ2
‖yr+1 − 1y¯r+1‖2
≤ 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2
‖yr − 1y¯r‖2 − (1− (1 + γ)η
2)(1− (1 + ξ)η2)
32(1 + 1/ξ)Lˆ2
‖yr − 1y¯r‖2
+ (1− (1 + γ)η2)
(
1
2
‖xr − 1x¯r‖2 + β
2
4
‖vr+1‖2
)
. (76)
Utilizing (74), (75) and (76), we concludes the proof.
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B.3 Proof of Theorem 1
Proof. Here, we denote F (u) := f(u) + h(u). First, combine the estimate in Lemma 3 – 4, we arrive at
F (x¯r+1) + ‖xr+1 − 1x¯r+1‖2 + 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2(t)
‖yr+1 − 1y¯r+1‖2
≤ F (x¯r) + ‖xr − x¯r‖2 + 1− (1 + γ)η
2
32(1 + 1/ξ)Lˆ2(t)
‖yr − 1y¯r‖2
− β
(
1
8α(t)N
− L(t)β
2N
− β(1 + 1/γ + 1/4)
)
‖vr+1‖2 −
(
(1− (1 + γ)η2)
2
− Lˆ
2(t)αβ
N
)
‖xr − 1x¯r‖2
−
(
(1− (1 + γ)η2)(1− (1 + ξ)η2)
32(1 + 1/ξ)Lˆ2(t)
− 2α(t)β
N
)
‖yr − 1y¯r‖2. (77)
Note that we have made the dependency on the outer iteration t explicit at this point. So clearly, we
can make α(t) = O(min{1/L(t), 1/(Lˆ(t))2}) (or more precisely, according to (31)), and by appropriately
choosing various constants according to the statement of the theorem, the above becomes
P (wr+1; t)− P (wr; t) ≤ − c1
α(t)
‖vr+1‖2 − c2‖xr − 1x¯r‖2 − c3
Lˆ2(t)
‖yr − 1y¯r‖2 (78)
where c1, c2, c3 are defined below:
c1 = β
(
1
8N
− L(t)α(t)β
2N
− α(t)β(1 + 1/γ + 1/4)
)
(79a)
c2 =
(
(1− (1 + γ)η2)
2
− Lˆ
2(t)α(t)β
N
)
(79b)
c3 =
(
(1− (1 + γ)η2)(1− (1 + ξ)η2)
32(1 + 1/ξ)
− 2α(t)βLˆ
2(t)
N
)
. (79c)
Let us take β = 1/2 and α(t) satisfies (31). Then we can verify that
c1 >
1
32N
, c2 >
(1− (1 + γ))η2
4
> 0, c3 ≥ (1− (1 + γ)η
2)(1 − (1 + ξ)η2)
64(1 + 1/ξ)
> 0.
Next let us characterize the optimality condition for the proposed algorithm. Using the descent lemma,
it is easy to show that after R(t) inner iterations, the following holds
1
R(t)
R(t)−1∑
r=0
(
c1
α(t)
‖vr+1‖2 + c2‖xr − 1x¯r‖2 + c3
Lˆ2(t)
‖yr − 1y¯r‖2
)
≤ P (w
0; t)− f
R(t)
.
Dividing both sides by α(t), we have
1
R(t)
R(t)−1∑
r=0
(
c1
α2(t)
‖vr+1‖2 + c2
α(t)
‖xr − 1x¯r‖2 + c3
α(t)Lˆ2(t)
‖yr − 1y¯r‖2
)
≤ P (w
0; t)− P (wR(t); t)
R(t)α(t)
= (P (w0; t)− P (wR(t); t))ǫ ≤ (P (w0; t)− f)ǫ (80)
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where we have used the assumption that
α(t)R(t) = 1/ǫ.
By using the choice of α(t) in (31), and the fact that
N(1− (1 + γ)η2)
2Lˆ2(t)
≥ N(1− (1 + γ)η
2)(1− (1 + ξ)η2)
64(1 + 1/ξ)Lˆ2(t)
,
we have α(t) ≤ 1 and
α(t)Lˆ2(t) ≤ min
{
Lˆ2(t)
8N
(
1
Lˆ(t)/2N + (1/γ + 5/4)
)
,
N(1− (1 + γ)η2)
2
,
N(1− (1 + γ)η2)(1− (1 + ξ)η2)
64(1 + 1/ξ)
, Lˆ2(t)
}
≤ N(1− (1 + γ)η
2)
2
.
These results imply that
1
R(t)
R(t)−1∑
r=0
(
c1‖vr+1/α(t)‖2 + c2‖xr − 1x¯r‖2 + 2c3
N(1− (1 + γ)η2)‖y
r − 1y¯r‖2
)
≤ P (w
0; t)− f
R(t)α(t)
= (P (w0; t)− f)ǫ.
This completes the claim.
B.4 Proof of Theorem 2
Proof. The first step is to stitch different stages of the algorithm together, and estimate the descent of
the potential function across different stages. First, from Assumption 1 we note that Lˆ(t+ 1) ≥ Lˆ(t), and
L(t+1) ≥ L(t), because from stage t to stage t+1, the radius of the feasible set increases. It follows that
the potential function (29) also decreases as t increases:
P (w; t+ 1) ≤ P (w; t),∀ x ∈ X(t),∀ w.
Combining the above with the fact that w in the last iteration of tth round is the same as the initial
condition of (t+ 1)th round, we have
P (w0; t+ 1) ≤ P (wR(t); t).
By applying (80), (79a), and then averaging T stages of total descent, we can obtain
1
T
T∑
t=1
1
R(t)
R(t)−1∑
r=0
1
32N
‖vr+1(t)/α(t)‖2 + (1− (1 + γ)η
2)
4
‖xr(t)− 1x¯r(t)‖2 + 1− (1 + ξ)η
2
32N(1 + 1/ξ)
‖yr(t)− 1y¯r(t)‖2
≤ (P (w
0; 0)− P (wR(T ), T ))ǫ
T
≤ (P (w
0; 0)− f)ǫ
T
.
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This implies that there exists t ∈ [0, T ], such that ̂avg-gap(t) = O(ǫ), where ̂avg-gap(t) is defined in (28).
Despite the fact that we have obtained an estimate of ̂avg-gap(t), it is not the final result yet. The
reason is that, as we have mentioned at the end of Sec. 5.1, the stationarity gap measure ̂avg-gap(t) is
not the same as avg-gap(t), unless x˜r+1i computed in (22a) does not touch the boundary of X(t) for all
i and all r ∈ [0, R(t) − 1]. Fortunately, the following result shows that, there exists an upper bound T ∗
such that, for some t ∈ [1, T ∗ + 1], the iteration generated in stage t will not touch the boundary of X(t).
The precise estimate of such T ∗ depends on various constants of the algorithm, especially on how fast the
radius of the set X(t) increases. Different choices and the associated convergence results will be discussed
after we present the result below.
For a given stage, suppose that a sufficiently large R(t) iterations are performed, which satisfies
R(t)α(t) = ǫ. Let r∗ ∈ [0, R(t)] such that either one of the following three cases happens:
• Case 1) The following event happens:
Dist(x¯r∗,X(t)) ≤ v
t − vt−1
2
.
That is, the average sequence is “close” to the boundary of the tth feasible set;
• Case 2) The following event happens:
Dist(xr∗i ,X(t)) ≤
vt − vt−1
4
, for some i ∈ [N ].
That is, there exists some node i ∈ [N ] such that the iterate xr∗i is close to the boundary.
• Case 3) The following event happens:
Dist(x˜r∗i ,X(t)) ≤
vt − vt−1
8
, for some i ∈ [N ].
If for a given stage t, and for all its iterations r ∈ [0, R(t)], none of Case 1 – Case 3 happens, then it means
that none of xr+1, x¯r+1 and x˜r+1 gets close to the boundary of the feasible set X(t). It is then clear that in
such a stage t the proposed algorithm runs a sequence of unconstrained distributed updates. The question
to be answered is when this kind of stage will appear.
Let us then analyze, when Case 1, Case 2 or Case 3 happens, the amount of descent of the potential
function.
First, suppose that either Case 1 or Case 2 happens. Note that we have the following lower bound on
the sum of squares of the direction vr+1:
R(t)−1∑
r=0
β2
N
‖vr+1‖2 =
R(t)−1∑
r=0
β2
N
‖x˜r+1 − xr‖2 ≥
r∗−1∑
r=0
β2
N
‖x˜r+1 − xr‖2
(65)
≥
r∗−1∑
r=0
‖x¯r+1 − x¯r‖2
(i)
≥ 1
r∗
∥∥∥∥∥
r∗−1∑
r=0
(x¯r+1 − x¯r)
∥∥∥∥∥
2
≥ 1
R(t)
‖x¯r∗ − x¯0‖2.
where in (i) we have applied the Jensen’s inequality. Since we know that at stage t, the initial solution is
feasible for the stage t− 1, then we have x¯0 ∈ X(t− 1). This means that if Case 1 happens, we have
‖x¯r∗ − x¯0‖ ≥ v
t − vt−1
4
.
32
This implies that
−
R(t)−1∑
r=0
c1
α(t)
‖vr+1‖2 = −
R(t)−1∑
r=0
c1
α(t)
‖x˜r+1 − xr‖2 ≤ −c1N(v
t − vt−1)2
16R(t)α(t)β2
.
Second, if Case 1 never happens (the average stays close to X(t−1)), but Case 2 happens, this means that
‖xr∗i − x¯r∗‖ ≥ 14(vt − vr−1) for some i ∈ [N ]. Then we have
−c2
R(t)−1∑
r=0
‖xr+1 − 1x¯r+1‖2 ≤ −c2‖xr∗ − 1x¯r∗‖2 ≤ −c2(v
t − vt−1)2
16
.
Third, if neigher Case 1 nor Case 2 happens, but Case 3 happens, then we have
‖vr∗‖2 = ‖x˜r∗ − xr∗‖2 ≥ (v
t − vt−1)2
64
.
Therefore, suppose that at stage t, at least one of Case 1 – Case 3 happen, and let us denote this event
as [Case 1-Case 3](t). We can apply (78) and the above estimates and obtain the following (note c2 < 1)
P (wR; t)− P (w0; t) ≤
R(t)−1∑
r=0
− c1
α(t)
‖vr+1‖2 − c2‖xr+1 − 1x¯r+1‖2
≤ −min
{
c1N
R(t)α(t)β2
, c2, 1/4
}
(vt − vt−1)2
16
= −min {4Nc1ǫ, c2, 1/4} (v
t − vt−1)2
16
where the second equality uses the assumption that the inner iteration limit R(t) is chosen such that
1/ǫ = R(t)α(t), and β = 1/2. Further, suppose that [Case 1-Case 3](t) does not happen, then according to
the descent estimate (78), we have P (wR; t)− P (w0; t) ≤ 0. That is, we know that the potential function
will be reduced, but in this case we do not have any explicit estimate of the descent.
Suppose the event [Case 1-Case 3](t) happens in T consecutive stages. Then we have
P (wR(T );T )− P (w0; 1) =
T∑
t=1
P (wR(t); t)− P (w0; t)
≤ −min {4Nc1ǫ, c2, 1/4}
1
T
∑T
t=1(v
t − vt−1)2
16
T
≤ −ǫ
1
T
∑T
t=1(v
t − vt−1)2
128
T
where the second inequality holds because the bound of c1 given in (33a), and when ǫ/8 ≤ c2 and ǫ/8 ≤ 1/4.
This means that the event [Case 1-Case 3](t) can happen at most T ∗ consecutive stages, where T ∗
satisfies
T ∗ ≤ 1
ǫ
128(P (w0; 1)− f)
1
T ∗
∑T ∗
t=1(v
t − vt−1)2 .
The claim is proved. 
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B.5 Proof of Corollary 1
Proof. Let us suppose that at each stage we increase vt in a linear rate, that is, vt = t×d for some constant
d > 0. Then the average growth rate 1
T ∗
∑T ∗
t=1(v
t − vt−1)2 = d2. Therefore T ∗ in (34) can be bounded by
the following
T ∗ =
⌈
128(P (w0; 1) − f)
ǫd2
⌉
.
On the other hand, R(t) = 1/(ǫα(t)) = O(max{Lˆ2(t), Lˆ(t)}/ǫ). Let us define an increasing growth function
gr(v) := max{Lˆ(R(0, v)), Lˆ2(R(0, v))}, which characterizes how the Lipschitz constants grows with the
radius v of the feasible set. Then the total iteration required is in the following order⌈
128(P (w0; 1) − f)
ǫd2
⌉
× 1
ǫ
gr
(
d×
⌈
128(P (w0; 1)− f)
ǫd2
⌉)
.
If fi(x) is a Qth order polynomial in the form of (38), then it is easy to verify that when restricting
this function to the feasible set B(d× t,0), we must have Lˆ(t) = O((d× t)Q−2), and L(t) = O((d× t)Q−2),
where the big O notation hides the dependency on the size of the network N and the coefficients {σij}.
Summarizing the above, by (36), the total number of computation/communication rounds required is in
the following order
O
1
ǫ
1
ǫd2∑
t=1
Lˆ2(t)
 = O
1
ǫ
1
ǫd2∑
t=1
(d× t)2Q−4
 = O(1
ǫ
1
ǫd2
(
1
ǫd
)2Q−4
)
.
Therefore, suppose that d is a fixed constant (independent of ǫ), then to achieve ǫ-stationary solution of the
non-convex decentralized optimization problem (2) defined in (27), the total number of local computation
as well as the total rounds of communication required is at most O(1/ǫ2Q−2).
Alternatively, one can also optimize the choice of d, and let d = 1/
√
ǫ. In this case, the total stage T
becomes a constant that is independent of ǫ, and the total computation/communication rounds required
is in the following order
O
(
1
ǫ
(
1√
ǫ
)2Q−4)
= O
(
1
ǫQ−1
)
.
The claim is proved.
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