Abstract: Detailed information on the land cover types present and the horizontal position of the land-water interface is needed for sensitive coastal ecosystems throughout the Arctic, both to establish baselines against which the impacts of climate change can be assessed and to inform response operations in the event of environmental emergencies such as oil spills. Previous work has demonstrated potential for accurate classification via fusion of optical and SAR data, though what contribution either makes to model accuracy is not well established, nor is it clear what shorelines can be classified using optical or SAR data alone. In this research, we evaluate the relative value of quad pol RADARSAT-2 and Landsat 5 data for shoreline mapping by individually excluding both datasets from Random Forest models used to classify images acquired over Nunavut, Canada. In anticipation of the RADARSAT Constellation Mission (RCM), we also simulate and evaluate dual and compact polarimetric imagery for shoreline mapping. Results show that SAR data is needed for accurate discrimination of substrates as user's and producer's accuracies were 5-24% higher for models constructed with quad pol RADARSAT-2 and DEM data than models constructed with Landsat 5 and DEM data. Models based on simulated RCM and DEM data achieved significantly lower overall accuracies (71-77%) than models based on quad pol RADARSAT-2 and DEM data (80%), with Wetland and Tundra being most adversely affected. When classified together with Landsat 5 and DEM data, however, model accuracy was less affected by the SAR data type, with multiple polarizations and modes achieving independent overall accuracies within a range acceptable for operational mapping, at 89-91%. RCM is expected to contribute positively to ongoing efforts to monitor change and improve emergency preparedness throughout the Arctic.
Introduction
Arctic coastal ecosystems are particularly susceptible to the effects of climate change, including flooding and erosion, since much of the landscape is low lying, contains massive ice and or ice-rich sediments that are loosely consolidated [1, 2] . Rates of erosion can, for example, be accelerated by impact of polarization and NESZ on the performance of Random Forest models. We compare three variable reduction methods to determine the extent to which the model data load can be reduced to just a few, important variables. We expect that the results will inform future shoreline and Arctic land cover mapping studies, as recommendations are made regarding the optimal combinations of data, as well as the preferred payload configuration(s) of RCM, including the optimal polarization(s), and beam modes.
Background on Classification of Arctic Shorelines, RADARSAT-2, the RADARSAT Constellation Mission, and Random Forests

Potential for Shoreline Mapping Using Earth Observation Data
The authors of [16] provide a comprehensive review of the literature related to shoreline mapping using Earth observation data. This section will not be repeated here for brevity.
RADARSAT-2 and the RADARSAT Constellation Mission
RADARSAT-2 is a C-band SAR satellite that can acquire images under a variety of payload configurations, providing different information about the Earth's surface at varying spatial resolutions and coverages (Table 1) . Of particular relevance to this analysis is the polarization setting of the sensor, which defines the type and number of signal transmit-receive combinations that are acquired. RADARSAT-2 can transmit and receive in either the linear horizontal or linear vertical polarizations, denoted by H and V, respectively. In the singular polarization mode, only one transmit-receive combination is possible, HH, HV, VH, or VV, where, by convention, the first letter denotes the polarization of the wave that is transmitted, and the second letter denotes the antenna polarization configuration at reception, measuring the backscattered energy. In the dual polarization mode, two transmit-receive combinations are possible, including HH and HV, HH and VH, VV and VH, or HH and VV. RADARSAT-2 also has a fully polarimetric or quad pol mode, which acquires all four separate transmit-receive combinations and their inter-channel phase information (representing the time delay observed between transmission and reception of the different polarizations due to differing signal-surface interactions). While the quad pol mode provides more information about the surface than either the single or dual polarization modes, it also requires more system power and higher pulse repetition frequency (PRF); thus, it is only available at a limited swath width and at coarser spatial resolutions [23] . Table 1 . Projected specifications of RCM imaging modes simulated in this research. Note that the specific polarizations evaluated here are bolded and italicized [22] .
Imaging Mode
Approx. As a successor to RADARSAT-2, the RCM will continue to provide C-band SAR data with three identical satellites operating together to achieve greater global coverage (95% coverage of the world on a daily basis), and the equivalent of a much shorter repeat-pass cycle of 4 days, compared to 24 days with RADARSAT-2. Note that the individual repeat-pass cycle of each RCM satellite is 12 days. This will increase the capacity, and improve the reliability of operational programs relying on C-band SAR data, as well as support coherent change detection analyses at higher temporal resolutions. Multiple payload configurations and polarization settings will also be possible with RCM, including both a single and dual linear polarization setting, as well as a dual circular-linear polarimetric or compact polarimetric (CP) setting (Table 1) . For the single and dual pol combinations, RCM will similarly transmit and receive in the linear horizontal and linear vertical providing multiple single polarization (HH, HV, VH, or VV), and dual polarization (HH and HV, VV and VH, or HH and VV) options [20] [21] [22] .
Resolution (m)
Conversely, the CP mode will differ entirely from any polarization setting available on RADARSAT-2. For RCM specifically, the compact polarimetry configuration will consist of transmission of a right-hand circular polarized signal, and the coherent measurement of both linear horizontal and linear vertical polarization (denoted as RH and RV, respectively) components of the received signal and their relative phase [24] . Note that the information content of a CP image is more than that of a standard dual pol image, but less than that of a quad pol image. However, because the CP mode requires less system power and lower PRF by comparison, images can be made available across larger swaths and at higher spatial resolutions, thus making these data potentially well suited for operational mapping. Other advantages associated with the CP mode include: reduced costs as systems require less power and mass, and reduced data volume [24, 25] .
RCM data will also be collected with different Noise Equivalent Sigma Zero (NESZ) values than RADARSAT-2, which will impact the sensitivity of the SARs to features with low backscatter values. NESZ values vary by beam mode and within each image, as higher values are typically observed at the extremes of the swath [23] . For RADARSAT-2, the Wide Fine quad pol mode (FQ21W) data evaluated in this research have a nominal NESZ value of −33 dB. For RCM, design specification NESZ values range from −25 to −17 dB (Table 1 ) [22] .
With the launch of the three RCM satellites scheduled for 2018, there is need to evaluate how both the differences in polarization and NESZ of these data will affect various applications that have been tested and or developed using RADARSAT-2 data. In this research, we evaluated these affects as they pertain to shoreline mapping through classification of simulated high (resolution of 5 m; NESZ of −19 dB) and medium (resolution of 16 m; NESZ of −25 dB) resolution RCM: HH and HV, VH and VV, HH and VV, and CP data ( Table 1 ). Note that single polarizations were not evaluated since the benefits associated with dual polarization data have been demonstrated [17] .
The Random Forests Classifier
Classification with Random Forests involves constructing and testing multiple decision trees, with each tree's prediction at the pixel level accounting for a single vote, and the final classification representing the mode of all trees' votes. The user defines the number of decision trees that are generated for each model and for each individual tree random bootstrap sampling is used to select two thirds of a user provided dataset for its construction. The remaining third are then classified by the newly created tree to evaluate its accuracy. This process continues until all trees are constructed. The optimal split at each node is determined by randomly selecting a number of user-provided predictor variables equal either to the default value: the square root of the number of inputs, or another user defined number. Note that it is possible for users to specify that all variables are tested, however this decreases computational efficiency, and does not tend to produce higher accuracies than the default value [26] .
Measures of variable importance based on the Gini Index and the Mean Decrease in Accuracy can be generated for each Random Forest model. The former provides an indication of the purity of nodes a given variable generates, while the latter indicates how accuracy changes when the variable is excluded from model development (by randomly permuting values). Users have the option to remove variables with low importance values, which reduces processing times, and has also been shown to improve model performance [16, 27, 28] . Per-class probability values, representing the number of trees that voted with the majority divided by the total number of trees, can also be used to provide some indication of the certainty of correct classification [16, 26, 29] .
Multiple authors have demonstrated that Random Forests tends to perform better than Maximum Likelihood and other conventional parametric methods [30] [31] [32] [33] . It is also relatively simple to implement, requiring little user-intervention; an advantage that is frequently noted [34] [35] [36] . This is of relevance to this research, since compared to other non-parametric approaches, including Neural Networks, Support Vector Machines, and Classification and Regression Trees, that often require more user-intervention, Random Forests tends to yield similar classification accuracies [30, 31, 33, [36] [37] [38] [39] [40] . For these reasons, and because [16] demonstrated its efficacy for classifying shorelines, Random Forests are also evaluated in this research.
Research Objectives
(1) Determine the relative value of Landsat 5 optical and quad pol RADARSAT-2 SAR data for classifying shoreline types by evaluating how the performance of Random Forest models are affected by the individual exclusion of both datasets.
The authors of [16] combined both Landsat 5 optical, and quad pol RADARSAT-2 SAR variables as inputs to Random Forest models. The authors did not, however, determine whether classification accuracy was affected if either dataset was excluded from the model. It is of interest to determine whether both are required for accurate classification since removing one would improve mapping efficiency by reducing processing times, storage requirements, and potential costs associated with acquiring higher resolution optical data. There would also be advantages associated with using SAR data alone, since images can be acquired regardless of weather conditions. This makes these data well suited for use in responding to environmental emergencies, which require time-critical information to reduce long term impacts on the environment. To address this objective, we compare the performance of Random Forest models generated with all Landsat 5 optical, quad pol RADARSAT-2, and CDED variables to those generated with just Landsat 5 and CDED data, and just RADARSAT-2 and CDED data. Recommendations are made regarding the potential to use either dataset alone to accurately classify some or all of the shoreline types considered in this research.
(2) Evaluate simulated RCM and DEM data for shoreline mapping and assess the impact of polarization and NESZ on the performance of Random Forest models.
In addition to operating regardless of cloud cover and haze, the four-day repeat-pass cycle, and near daily global coverage, makes RCM data especially suitable for operational mapping. In preparation for the launch of RCM, we evaluate four polarization settings (HH and HV, VV and VH, HH and VV, and CP) for two RCM imaging modes: high (resolution of 5 m; NESZ of −19 dB) and medium (resolution of 16 m; NESZ of −25 dB) resolution. We chose to assess these modes since they provide relatively high spatial resolution data across a relatively wide swath (Table 1) ; thus, they are appropriate options for this application. To make recommendations regarding the effect of polarization and NESZ, we focus on comparing how model performance differs between these models and models constructed with quad pol RADARSAT-2 and CDED data. Recommendations are made regarding the optimal imaging mode, and polarization setting for shoreline classification.
(3) Evaluate simulated RCM, Landsat 5 and DEM data for shoreline mapping and assess the impact of polarization and NESZ on the performance of Random Forest models.
To address this objective, focus was on constructing the most accurate model by combining Landsat 5 optical, simulated RCM SAR, and CDED data. In total, eight different models were generated using the eight sets of simulated RCM data (described previously, under the second objective). Model accuracy is then compared between these, and models based on all Landsat 5, RADARSAT-2, and CDED variables. Recommendations are made regarding whether RCM imagery is appropriate for shoreline mapping when used in combination with Landsat 5 optical and DEM data, and on the optimal imaging mode and polarization setting.
(4) Determine the extent to which the model data load could be reduced without impacting or possibly improving overall accuracy.
Some authors have reported similar [16] or improved [27] accuracies following reduction of the model data load to a few, highly important variables. As this greatly reduces computation time and storage requirements, it was of interest to determine whether similar results could also be achieved in this research. As such, three different methods were compared, including: (i) removing highly correlated variables and variables with low importance values [28] ; (ii) using the top 10 most important variables [41] ; and (iii) the backward stepwise selection method used by [16] . Recommendations are made regarding the potential to reduce the dimensionality of these datasets for shoreline mapping.
Study Area, Data and Methods
Study Area
The study area considered in this research is located in the Kitikmeot region of Nunavut, Canada. It includes the hamlets of Kugluktuk and Cambridge Bay, as well as the following waterways: Bathurst Inlet, Dease Straight, and Coronation Gulf (Figure 1) . Combined, these areas represent a potential route through the Northwest Passage. As such, this region could be subject to increased ship traffic as a result of a shorter open water season due to climate change. Throughout this area many sensitive cultural and biological resources are found along the coast, including: houses, camps, and species' habitat. This, in addition to the fact that the last sensitivity map of the area was commissioned by Environment and Climate Change Canada over twenty years ago [42] , has provided motivation to map this region. Table 2 shows a detailed list of the shoreline types found throughout the study area which would be identified via conventional shoreline sensitivity mapping [13] [14] [15] [16] 43] . Table 2 also lists the more generalized land cover classes that were classified using Random Forests. Note that initial testing indicated that the potential for a more detailed classification scheme was low [16] , a result consistent with previous studies [17] [18] [19] . In this research, no distinction is made between shorelines within the marine environment and the shorelines of lakes and rivers. All lands contained within available Earth observation data are classified together. 
Land Cover Classes
RADARSAT-2 Acquisitions and Available Landsat 5 Data
In August and September 2014, two passes of Wide Fine quad pol RADARSAT-2 data were acquired over nearly the entire study area [16] . Therefore, in most places, two scenes were available, though only one was ultimately used as an input for Random Forests (Table 3) . Effort was made to select scenes that were collected under relatively dry weather conditions, and the calmest sea states. This was assessed using weather station data, which was only available at Cambridge Bay and Kugluktuk, and by visually comparing overlapping scenes. Table 3 shows that in all cases but one, this resulted in the selection of the image acquired in August. Note that the same data used by [16] were evaluated in this research. All images were acquired as Single Look Complex Data, in the ascending (right) look direction. To eliminate the effects of varying incidence angles on scattering behavior and intensity [17, 18] , each scene was acquired under the same imaging geometry: Fine Wide quad pol 21 beam mode, which has scene center incidence angle of~35 • , and a ground range resolution of~8.2 m. Shallow incidence angle data were acquired for this analysis because previous studies have indicated that it provides optimal results for shoreline mapping [16] [17] [18] . Shallow angle images are also acquired at higher spatial resolutions; an advantage for shoreline mapping since many features are relatively thin, thus can oftentimes be just a few pixels wide [16] [17] [18] . In all cases, definitive orbit information was provided for use in orthorectification.
The United States Geological Service's Earth Explorer Data Portal was used to obtain appropriate Landsat 5 imagery for this research. Five individual scenes acquired on three different dates were required to obtain full study site coverage (Table 4 ). Initial testing of Landsat 8 data acquired closer in time to available quad pol RADARSAT-2 data indicated that seasonal differences negatively affected classifier transferability (referring to the ability to accurately classify regions for which no training data are available) [16] . As such, Landsat 5 imagery was used instead, as full study site coverage could be obtained using images acquired in August only. Each Landsat 5 scene was automatically atmospherically corrected through the Landsat Ecosystem Disturbance Adaptive Processing System, and only the 30 m spectral bands: blue (0.45-0.52 µm), green (0.52-0.60 µm), red (0.63-0.69 µm), near-infrared (0.76-0.90 µm), short-wave infrared (SWIR-1 (1.55-1.75 µm), and short-wave infrared (SWIR-2 (2.08-2.35 µm), were used in this research [16, 44] . 
Satellite Image Processing
The quad pol RADARSAT-2 data described previously (Table 3 ) was first processed and used as inputs (predictor variables) to Random Forests. Then, using software developed by the Canada Centre for Mapping and Earth Observation (CCMEO) [25] , these same scenes were re-processed to projected RCM specifications. Though different software was used to process each dataset, effort was made to apply a similar processing methodology to allow for relatively direct comparison of classifier performance as a function of the difference in polarization, NESZ, and resolution.
All processing applied to quad pol RADARSAT-2 data was completed using the SAR Polarimetry Work Station in PCI Geomatica. For each scene, raw Sigma-Nought values were first imported into the software via the non-symmetrized scattering matrix representation. All matrices were then converted to the symmetrized covariance and symmetrized coherency matrices, after which, image speckle was suppressed through application of the Enhanced Lee Filter with a 5 × 5 pixel window. This filter size has been selected since many of the shorelines throughout the region are relatively narrow (some beaches are~30 m wide, though more commonly~40 to 60 m wide); thus, effort was made to reduce the amount of across boundary averaging of features that were not the same land cover [45] . Note that some additional spatial averaging was also applied as a result of using bilinear interpolation during orthorectification. Table 5 shows an estimate of the Equivalent Number of Looks (ENL) for all SAR datasets, using a sample taken from a relatively homogeneous patch of vegetated tundra approximately 600 m 2 in size. Values were calculated with the following [45] :
where I 2 is the mean intensity, and is the variance VAR{I}. Note that larger values indicate improved de-speckling as a result of applying the Lee Filter, and in some cases also from resampling the image [45] . From the appropriate matrix representation, 39 different SAR variables (Table 6) were generated for use as inputs (predictor variables) to Random Forests. For each scene, all variables were combined into the same PCI-DSK (pix) file, which was orthorectified using the Rational Functions model in PCI Geomatica's OrthoEngine. In all cases, both the definitive orbit information and the 1: 50,000 CDED were used as inputs to the models, and the output pixel spacing was set to 8.2 m. Scenes that were collected on the same day were mosaicked into single strips of data. To address the first objective of this research, CDED DEM, slope and aspect values were subsampled using bilinear interpolation, and combined with the 39 SAR variables described previously. These 42 variables were then provided as inputs to Random Forests (Table 7) . Subsequently, each same-day strip of RADARSAT-2 imagery was resampled to 30 m using bilinear interpolation to be combined with available Landsat 5 and DEM data.
All quad pol RADARSAT-2 imagery was then re-processed to projected RCM specifications using CCMEO simulation software [25] . To evaluate both the high and medium resolution imaging modes, and the HH and HV, VV and VH, HH and VV, and CP polarization options, eight different datasets were created. From each dataset, several characteristic dual and CP variables were generated over a 5 × 5 pixel window in order to account for the effects of speckle ( Table 8 ). Note that this is a slightly different processing methodology than what was applied to the quad pol RADARSAT-2 imagery. This is because at the time these data were processed, it was not possible to apply the Enhanced Lee Filter in the simulator software. However, we do not anticipate that this has greatly impacted this analysis because all training and validation sites were collected across relatively large, homogeneous areas. This is of relevance since the Lee Filter uses simple spatial averaging of all pixels within the moving window when it encounters homogeneous areas (i.e., it is the equivalent to the boxcar filter). As such, all analyses were conducted on data that were processed more similarly. As a result, we expect that observed differences are largely a function of the difference in polarization, NESZ, and image resolution.
All outputs from the simulator software were generated at the same resolution as the original RADARSAT-2 data to permit use of the Rational Functions Model in PCI Geomatica OrthoEngine. Each Rational Functions model was then run twice; once with the output pixel spacing set to 8.2 m to orthorectify all data meant to emulate high resolution mode data, and once with the output pixel spacing of 16 m to orthorectify all data meant to emulate the medium resolution mode data. Note that the former was not generated at 5 m, the projected resolution at which products will be provided, since this would have required sub-sampling of the original SAR data.
As with the quad pol RADARSAT-2 data, mosaics of scenes collected on the same day were created and CDED DEM, slope, and aspect were subsampled using bilinear interpolation and combined with each scene. These variables were then provided as inputs to Random Forests to address the second objective of this research (Table 7) . Subsequently, each same-day strip was resampled to 30 m using bilinear interpolation and combined with available Landsat 5 variables and the DEM data to address the third objective (Table 7) .
Prior to each Landsat 5 scene being used as inputs to Random Forests, masks provided by the USGS [44] were used to identify pixels containing cloud and cloud shadow, which were then designated as "no data" values, and were not considered in any subsequent analyses. This resulted in a loss of approximately 1% coverage of the study area. Subsequently, several indices, all possible unique band ratios, and Tasseled Cap Transformation values: brightness, greenness, and wetness, were calculated from each image ( Table 9 ). Note that [16] only calculated NDVI values; however, to fully assess the potential for accurate classification with the Landsat 5 data alone, these additional variables were evaluated in this research. To address the first objective, these variables were classified in combination with CDED DEM, slope and aspect values, then in combination with the quad pol RADARSAT-2 variables. Finally, the Landsat 5 variables were classified in combination with simulated RCM data to address the third objective of this research (Table 7) . Between the 13 and 15 August 2014, oblique helicopter videography surveys were completed along approximately 939 km of shoreline throughout the study area (Figure 1) . Thus, for five separate sites, high definition geotagged photos, oblique videos, and audio commentaries of analysts describing the shoreline types present were recorded at a distance of approximately 100 to 150 m from shore, and at an altitude between 90 and 120 m above sea level. A Global Positioning System (3 m horizontal position accuracy [59] ) simultaneously recorded a track log at one-second intervals so analysts could later associate specific segments of the video with precise ground locations [16, 43] . This information was used to select point locations for training and validating Random Forest models. In total 250 sites were selected for each land cover class. All points were spaced at least 100 m apart from one another in an attempt to account for training and validation site independence [16, 39, 40] . As indicated in Tables 3  and 4 , training and validation sites fell on four of the five Landsat 5 scenes, and nine of the eleven same day strips of RADARSAT-2 images. To validate the accuracy of each model, a third of all sites, or 83 points per class, were selected using stratified random sampling. These points were set aside and not used to train any of the models.
Applying the Random Forests Algorithm
The supervised version of the Random Forests classifier was implemented using open-source R language and software [29, [60] [61] [62] [63] . The total number of trees generated for each model always equaled 1000 [16] . The square root of the number of inputs was used to determine at each node, the number of variables that were tested to find the optimal split, and the number of nodes that were generated was not limited. These default settings have been found to achieve close to the same accuracies as models where these values are optimized [33, 37, 38] , and so were deemed sufficient for this analysis.
As stated previously, different combinations of variables were provided to Random Forests to address the first three objectives, and then, to address the final objective of this research, effort was made to determine the extent to which the model data load could be decreased without impacting [16] , or possibly improving [28, 29] overall accuracy. In this study, three methods of variable reduction were compared:
(i) Ten variables with the highest importance ranking from a set of uncorrelated variables. Variables providing potentially redundant information were identified using Spearman's rank-order correlation coefficient, calculated using values from 200,000 points distributed randomly across all images [28, 29] . Then, an increasing number of variables were removed in steps (i.e., r > 0.9, r > 0.8, r > 0.7, r > 0.6, and r > 0.5) assuming that a decrease in accuracy would occur if a given variable, or set of variables, provided valuable information (and thus should be retained). Note that we assumed that the Mean Decrease in Accuracy correctly identified the most important input, among sets of correlated variables [64] , thus this value (averaged across 10 model runs to achieve stable variable importance measures [65] ) was used to identify which variable to retain, while all others were removed. After having created a set of uncorrelated variables, the 10 with the highest Mean Decrease in Accuracy ranking were used as inputs to a model. (ii) Ten variables with the highest importance from all variables. As others have done previously [41] , we used the Mean Decrease in Accuracy values to determine the 10 variables (of all predictor variables) with the highest importance ranking. These were then used as inputs to a model. Similar to (i) and (iii), 10 model runs were used to achieve a stable variable importance ranking [65] . (iii) Ten remaining variables following backward selection process. Following the same approach used by [16] , a detailed assessment of Mean Decrease in Accuracy and Gini Index values averaged across 10 model runs [65] was used in combination with expert knowledge to determine the five variables (of all predictor variables) with the lowest importance. These variables were then set aside, and new importance values were calculated. This process was continued until 10 variables were left [16] .
Accuracy Assessment
To address each objective of this research, model performance was evaluated using: the Kappa statistic, independent overall accuracy, which was used in place of the internal measure referred to as the Out of Bag Error, and user's and producer's accuracies. Note that all accuracy measures were calculated using the same 83 independent validation sites per-class described previously. Where appropriate, the McNemar's statistic (95% confidence interval) was used to determine whether differences between models were statistically significant [66] [67] [68] . Table 10 shows confusion matrices for three models constructed to demonstrate the relative value of Landsat 5 optical, and quad pol RADARSAT-2 SAR data for classifying shoreline types. The first model, based on all predictor variables, reached an overall independent accuracy of 93%. It is worth noting that this model was not significantly different from models generated by [16] that included all the same inputs except the additional Landsat 5 variables generated for this analysis (i.e., only the spectral bands and NDVI values were used), nor the authors' optimal model containing 14 Landsat 5, quad pol RADARSAT-2, and CDED variables. This is likely a result of many variables being highly correlated, as well as the high separability of classes.
Results and Discussion
Relative Value of Landsat 5 Optical and Quad Pol RADARSAT-2 SAR Data for Classifying Shoreline Types
For the second model, constructed with just Landsat 5 and CDED variables, overall independent accuracy is approximately 12% lower than the model that included the quad pol SAR predictor variables. This is largely due to increased confusion among substrates; a finding which is sensible since compared to optical sensors, the wavelengths at which SAR systems operate make them well suited for detecting differences in roughness, which tend to vary among the substrate classes. The roughness of the surface, measured relative to the wavelength of the SAR sensor, greatly impacts the amount of energy scattered back in the direction of the sensor, since this largely determines the degree to which reflection is specular or diffuse [69] . Specifically, as roughness increases, reflection becomes more diffuse, increasing the amount of energy scattered back towards the sensor [69] . Note that the RADARSAT-2 images evaluated in this research were especially suitable for detecting differences in roughness since they were acquired at a shallow incidence angle [70] . In fact, findings by [17, 18] provided a basis for selecting this beam mode as the authors observed improved separability amongst several class pairs, including several substrates, at shallow compared to steep angles.
Further, because spectral signatures are affected by the chemical composition of the surface, confusion amongst substrate classes for models containing only Landsat 5 data is in part due to different substrates being composed of the same rock type (e.g., Pebble/Cobble/Boulder and Bedrock composed of the same sedimentary rocks). To demonstrate this, Figure 2 shows the spectral response of two features composed of the same material: one identified as Pebble/Cobble/Boulder, and the other as Bedrock. With the Landsat 5 image bands, many of the values for each class fall within a common range. However, with the quad pol RADARSAT-2 data, both exhibit distinct scattering behaviour (Figure 2 ). For the Pebble/Cobble/Boulder class, both the Freeman-Durden double bounce and HV intensity values are higher, and fall outside the range of values observed for the Bedrock sample. Similar observations were made for other features throughout the study area. The coarse resolution of the Landsat imagery also likely played a role in the increased confusion amongst several classes. Recently, very promising results for sediment type discrimination based on very high-resolution Pleiades data have been observed [71] . Given this, there is need for further research to better understand the effects of image resolution on the ability to differentiate substrate types.
By comparison, Random Forest models built with quad pol RADARSAT-2 and CDED data achieved better separability between many substrates, but also confused more vegetated and non-vegetated classes (e.g., Tundra versus Bedrock). Thus, independent overall accuracies were also lower (~13%) than models that included all predictor variables. This can similarly be explained by the fact that while vegetated and non-vegetated features typically absorb and reflect Near Infrared light differently, they can exhibit similar backscattering behavior. Figure 2 shows that with select SAR variables, values for Tundra and Bedrock fall mostly within a common range due to the short stature and low-density of vegetation being mostly transparent at C-band, resulting in both surfaces exhibiting relatively similar surface roughness. Conversely, because healthy vegetation strongly reflects Near Infrared light, values for Tundra are much higher and fall outside the range of values observed for Bedrock. Note that Sand/Mud were also misclassified more times by models containing quad pol RADARSAT-2 and CDED data, which is also due to both classes exhibiting similar surface roughness. d) ), which is due to the samples from (a,b) being from one location and rock type, while those for (c,d) were for all rock types sampled throughout the entire study area.
These findings are consistent with [16] , who observed that both Landsat and RADARSAT-2 variables were among the most important inputs to their model. The authors of [17] also observed increased confusion between several substrate types when classifying SPOT-4 spectral bands and NDVI values using pixel-based Maximum Likelihood. With the addition of RADARSAT-2 HH, HV and VV values however, user's and producer's accuracies increased for several classes, including Sand (by 38% and 12%, respectively) and Wood/Substrate Mix (by 10% and 12%, respectively). The authors of [19] found that both quad pol RADARSAT-2 and SPOT-4 were useful in classifying multiple shoreline types using a hierarchical object-based classifier. With unsupervised SAR-based classifiers, the authors of [18] could differentiate features with different roughness, though observed confusion between classes with similar roughness (e.g., Tundra vs. Mixed Sediment). SAR data therefore contribute positively to differentiating substrates and are useful in classifying shoreline ., among (a-d) ), which is due to the samples from (a,b) being from one location and rock type, while those for (c,d) were for all rock types sampled throughout the entire study area. Table 10 . Confusion matrices generated from three Random Forest models generated with all Landsat 5: quad pol RADARSAT-2, and CDED variables (a); Landsat 5 and CDED variables (b); and quad pol RADARSAT-2 and CDED variables (c). These results clearly demonstrate the complementarity of optical and SAR data for shoreline mapping (especially in cases where only coarse resolution optical imagery is used), as both were required to achieve acceptable accuracies for all land cover types. The quad pol RADARSAT-2 data was more effective in discriminating several of the substrate classes, while the Landsat 5 imagery was preferred for separating vegetated and non-vegetated classes. With the Landsat 5 and CDED data alone, it was only possible to accurately discriminate Water, Bedrock, Wetland, and Tundra (uer's and prducer's accuracies >/=80% achieved), while with the quad pol RADARSAT-2 and CDED data, only Water, Pebble/Cobble/Boulder, and Wetland were accurately classified (use's and proucer's accuracies >/=80%).
These findings are consistent with [16] , who observed that both Landsat and RADARSAT-2 variables were among the most important inputs to their model. The authors of [17] also observed increased confusion between several substrate types when classifying SPOT-4 spectral bands and NDVI values using pixel-based Maximum Likelihood. With the addition of RADARSAT-2 HH, HV and VV values however, user's and producer's accuracies increased for several classes, including Sand (by 38% and 12%, respectively) and Wood/Substrate Mix (by 10% and 12%, respectively). The authors of [19] found that both quad pol RADARSAT-2 and SPOT-4 were useful in classifying multiple shoreline types using a hierarchical object-based classifier. With unsupervised SAR-based classifiers, the authors of [18] could differentiate features with different roughness, though observed confusion between classes with similar roughness (e.g., Tundra vs. Mixed Sediment). SAR data therefore contribute positively to differentiating substrates and are useful in classifying shoreline types, which contributes to the increasing portfolio of remote sensing coastal observation methods [72] .
Comparing Performance of Random Forest Models Based on Quad Pol RADARSAT-2, Simulated Compact Polarized or Simulated Dual Polarized RCM Data in Combination with DEM Data
All models based on simulated RCM and CDED data achieved lower independent overall accuracies and were significantly different from the model based on quad pol RADARSAT-2 and CDED data (Table 11) . Results from analyses used to address the first objective of this research explain, in part, why there is greater confusion between classes when Landsat 5 spectral data are excluded from the model. On the other hand, the decrease in accuracy observed as a result of the substitution of quad pol RADARSAT-2 for simulated RCM data is mostly related to the decrease in information content of the latter [24] . Conversely, the difference in NESZ values seems to have had less of an impact as indicated by the fact that user's and producer's accuracies did not decrease for classes with the lowest backscatter returns, including Water and Sand. This result is somewhat unexpected since at these incidence angles, values for these classes tend to fall close to or below both noise floors that were evaluated (i.e., below −19 dB for high, and below −25 dB for medium resolution data) [17] . Further research is necessary to understand and verify these observations. Table 11 . Evaluation metrics, including: independent overall accuracy (IOA), Kappa statistic values (K), and per-class user's and producer's accuracies (UA and PA) for Random Forest models generated with simulated RCM and CDED data. For comparison, results are included for the Random Forest model based on quad pol RADARSAT-2 and CDED data.
For some classes, the substitution of RADARSAT-2 for simulated RCM data had a negligible or varied impact on user's and producer's accuracies (e.g., producer's accuracies for Mixed Sediment were higher in all cases, though user's accuracies were generally lower). Conversely, for the wetland class, this resulted in a large decrease in user's and producer's accuracies in all cases (>/=6%, and up to 29%). This is mostly as a result of increased confusion with Tundra, for which user's and producer's accuracies were also generally lower for models constructed with simulated RCM data. These results are consistent with [73] who similarly noted a decrease in the classification accuracy of wetlands when substituting quad pol RADARSAT-2 for simulated RCM data. Nevertheless, the authors found that the CP mode still achieved relatively high accuracies, and so suggested it was suitable for broad scale mapping. In [74] , the authors found that outputs from the Freeman-Durden decomposition applied to quad pol data were more effective in identifying flooded vegetation compared to the m-Chi decomposition applied to simulated RCM CP data.
It is worth noting that the Wetland class may have been more accurately classified if steep incidence angle data were used. The authors of [17] observed that steep angle quad pol RADARSAT-2 was preferred for discriminating wetlands from tundra dominated by tall shrubs. This finding is sensible since, in theory, greater canopy penetration occurs at steeper angles resulting in greater sensitivity to sub-canopy conditions, including surface moisture and inundation [75] . However, since shallow angle imagery are also preferred for roughness information, fusion of multi-angle SAR data may be necessary to achieve high accuracies for all classes. Given the four-day repeat pass cycle of RCM, multi-angle datasets will likely be more easily attained, thus will be a focus of future work.
At similar polarizations, models constructed with high or medium resolution mode data were not significantly different overall (based on McNemar's statistic; 95% confidence interval), indicating that these two modes can be used interchangeably in some cases. It is notable however, that with the VV and VH polarization, user's and producer's accuracies for Wetland were substantially higher (10%) for models constructed with medium resolution mode data. Though neither achieved acceptable accuracies for this class, this does indicate that one mode may still be more suitable for specific applications.
For the same imaging mode, models constructed with simulated CP, HH and HV, VV and VH data were also not significantly different overall, again indicating that these polarizations can be used interchangeably for certain applications. For both high and medium resolution mode datasets, models constructed with HH and VV polarization data achieved significantly lower independent overall accuracies. This result is consistent with others that have demonstrated the value of HV over HH and VV for shoreline mapping [16, 17] . With the exception of models containing medium resolution CP data, all others constructed with simulated RCM, Landsat 5, and CDED variables were significantly different, with lower overall independent accuracies, than the first model based on all quad pol RADARSAT-2, Landsat 5, and CDED data (Table 12) . However, by comparison, differences between these models (i.e., Model 1 versus Models 12-19; Table 12 ) were less than differences between models constructed with quad pol RADARSAT-2 and CDED data, and simulated RCM and CDED data (i.e., Model 3 versus Models 4-11; Table 11 ). Thus, in this research, the type of SAR data (i.e., quad, dual or CP) had less of an impact on overall accuracy when the Landsat 5 optical data was also included as an input. Table 12 . Evaluation metrics, including: independent overall accuracy (IOA), Kappa statistic values (K), and per-class user's and producer's accuracies (UA and PA) for Random Forest models generated with simulated RCM, Landsat 5, and CDED data. For comparison, results are included for the Random Forest model based on all Landsat 5, quad pol RADARSAT-2 and CDED variables.
As was observed for models based on SAR and CDED data only, for some classes the substitution of quad pol for simulated RCM data had only a slight or varied impact on user's and producer's accuracies. For Water and Bedrock, for example, differences between models containing quad pol RADARSAT-2 and simulated RCM data ranged from 0% to 3%. For Wetland and Tundra, differences were higher in some cases, ranging from 2% to 9%, and from 0% to 8%, respectively (Table 12) . Interestingly, all models constructed with simulated RCM, Landsat 5, and CDED data achieved accuracies that were considered to be within an acceptable range for operational mapping (i.e., >/=~80%, with the only exception being the user's accuracy for Mixed Sediment which was 79% when classified with the Simulated RCM high resolution HH and VV imagery, Landsat 5, and CDED data). As such, it is expected that these data, which will be available at a greater temporal frequency and wider swath width than RADARSAT-2, will complement current efforts focused at mapping shorelines throughout the Canadian Arctic [16] [17] [18] .
Note that these results are consistent with [76] who used Random Forests to classify Peatlands in Southern Ontario. The authors similarly observed that when classified in combination with Landsat 8 optical and Shuttle RADAR Topography Mission DEM data, there was not a significant difference between models that contained quad pol RADARSAT-2 or simulated RCM data.
With the exception of the VH and VV polarization, models constructed with high or medium resolution mode data were not significantly different at similar polarizations, again demonstrating that in some cases both imaging modes can be used interchangeably. In fact, the maximum difference in user's and producer's accuracies between models containing high and medium resolution data was 5%, and independent overall accuracies only differed by 1%. For VH and VV polarization however, a statistically significant difference was observed between models constructed with high and medium resolution mode data, with the latter achieving higher accuracies for Sand/Mud and Mixed Sediment.
Similarly, with similar imaging modes, models constructed with simulated CP, HH and HV, and VV and VH data were not significantly different overall. Notably though, user's and producer's accuracies for Wetland were highest with CP data. Since these features typically represent important species habitat and are sensitive to the effects of climate change and of oiling, it is essential that they are accurately classified. This justifies preference for this beam mode for certain applications, including shoreline mapping. As was observed when Landsat 5 data were excluded from models (Table 11) , those constructed with simulated HH and VV data achieved significantly lower overall accuracies compared to models containing other data for other polarizations, which is again consistent with observations by others that HV is generally preferred over HH and VV for shoreline mapping [16, 17] .
Determining the Extent to which Model Data Load Can Be Reduced without Impacting or Possibly Improving Overall Accuracy
Given the number of datasets evaluated in this research, the decision was made to select one to evaluate the effect of reducing the model data load. Given that [16] already evaluated the effect of reducing the dimensionality of the quad pol RADARSAT-2, Landsat 5, and CDED dataset, we chose to evaluate the Simulated RCM medium resolution mode CP, Landsat 5, and CDED dataset (i.e., Model 19) . This dataset was also evaluated because it achieved the highest accuracy of all models containing simulated RCM data, performing most similarly to the model containing quad pol RADARSAT-2, Landsat 5, and CDED data.
Results from this analysis indicate that multiple methods can be effective in reducing the number of inputs to Random Forests models, without affecting overall accuracy (Table 13) . In this research, performance of the model did not vary significantly based on the reduction method, thus demonstrating, as others have observed [16] , that Random Forests is not highly sensitive to the type and number of inputs. We expect that this is especially the case here given that many variables were highly correlated, and classes were highly separable. It is worth noting that, for the first method, a threshold value of r > 0.5 was found to be effective in reducing redundant information without affecting classifier accuracy. In addition, the second method, while not taking into account the possible spreading of importance values among correlated inputs [64] , still achieved the same accuracy, while also being the most efficient approach (in terms of computation expense and required user intervention). These results also show that the CDED data was not needed for accurate discrimination of the land covers evaluated in this research (Table 13) . We suspect that this is due to a combination of the DEM being provided at a coarse resolution, and the fact that most features in the study area are relatively low lying and flat.
Limitations
Although effort has been made to simulate and evaluate data that closely represents that which will be available from RCM, further research is necessary to validate these results once real RCM data becomes available. In this research, simulations were based on projected (and also nominal) NESZ values, which may differ with real RCM data (in addition to also differing by beam mode). The effect of image resolution on classifier accuracy also requires further study since the high-resolution mode data were generated at the same pixel spacing as the original quad pol RADARSAT-2 data, and the medium resolution mode data were only resampled from 8.2 to 16 m. In particular, it is notable that the impact of resolution on variance may not have been adequately represented. Nonetheless, the potential for similar classification accuracies with data that can be acquired across much larger swaths has been demonstrated, and should be considered an attractive option to users, especially for operational mapping and monitoring programs.
Conclusions and Future Work
The major conclusions of this research are:
(1) Optical and SAR data provide relevant and complementary information for mapping shoreline types. Given the imagery and variables tested in this research, SAR data were required for accurate discrimination of substrate types, while optical data were required for accurate discrimination of some vegetated and non-vegetated classes. (2) Simulated RCM and CDED data achieved significantly lower overall accuracies than quad pol RADARSAT-2 and CDED data, with the wetland class being most affected by the difference in information content of the SAR data. (3) When classified in combination with Landsat 5 variables, model accuracy was less affected by the SAR data type. All simulated RCM beam modes and polarizations evaluated achieved high accuracies when classified together with Landsat 5 and CDED data. However, the best results were achieved with the medium resolution CP data. (4) Whether classified with CDED data, or a combination of CDED and Landsat 5 data, models based on simulated CP, HH and HV, or VH and VV imagery achieved results that were not significantly different overall. This indicates that these polarizations could be used interchangeably in some cases to achieve approximately the same classification accuracies. (5) Whether classified with CDED data, or a combination of CDED and Landsat 5 data, models based on simulated high or medium resolution mode imagery were not significantly different at similar polarizations, indicating that these beam modes could be used interchangeably, in some cases, to achieve approximately the same classification accuracies. (6) Multiple different variable reduction processes can be used to greatly reduce the number of inputs provided to the model without affecting classifier accuracy. All variable reduction methods tested in this research yielded models that were not significantly different.
Based on these results, and given the recent release of freely available Earth Observation data at higher spatial resolutions, including Sentinel 2A [77] , and the Arctic DEM [78] , future work will focus on evaluating these data for a higher resolution shoreline type map, and for continued monitoring of change and improving emergency preparedness in the Arctic. Given the recent and very promising results for sediment type discrimination based on very high-resolution Pleiades imagery [71] , efforts will also focus on evaluating the effects of image resolution on the ability to differentiate sediments using optical data alone. Additionally, we plan to evaluate both multi-temporal and multi-angle RADARSAT-2 and RCM data, once it becomes available.
