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This paper serves as a complementary material to a poster presented at the XXXVI Dynamics Days
Europe in Corfu, Greece, on June 6th-10th in 2016.
In this study, fractal dimension (D) of two types of self-affine signals were estimated with help of four
methods of fractal complexity analysis.
The methods include the Higuchi method for the fractal dimension computation, the estimation of the
spectral decay (β ), the generalized Hurst exponent (H), and the detrended fluctuation analysis. For self-
affine processes, the next relation between the fractal dimension, Hurst exponent, and spectral decay is
valid: D = 2−H = 5−β2 . Therefore, the fractal dimension can be get from any of the listed characteristics.
The goal of the study is to find out which of the four methods is the most reliable. For this purpose, two
types of test data with exactly given fractal dimensions (D = 1.2,1.4,1.5,1.6,1.8) were generated: the
graph of the self-affine Weierstrass function and the statistically self-affine fractional Brownian motion.
The four methods were tested on the both types of time series. Effect of noise added to data and effect of
the length of the data were also investigated.
The most biased results were obtained by the spectral method. The Higuchi method and the generalized
Hurst exponent were the most successful.
1 Introduction
In the last decades the fractal geometry approach of
describing the natural phenomena around us has be-
come very popular. It often can better describe and
investigate the complex structures in nature, than the
traditional Euclidean geometry. Time series that are
of fractal nature have been found in many branches of
science, including biology and medicine (e.g. wave-
forms of EEG or ECG), economy and finance (stock
market indices, foreign exchange rates, commodity
prices, trading volumes, interest rates...), geology and
other physical areas. Basically, a fractal is an ob-
ject that exhibits a repeating pattern across different
scales. If the replication is the same at every scale,
the fractal is called self-similar. If the pieces repeat
themselves only when the axes are magnified by dif-
ferent factors, the fractal is called self-affine.
In this study, we are interested in fractal signals
that are self-affine, or self-affine in a statistical sense,
which in the latter case means that a rescaled version
of a small part of the signal has the same statistical
distribution as the larger part.
More specifically, we will deal with estimation of
the so called fractal dimension. Fractal dimension
determines the irregularity of the signal. It tells us
how ”smooth” or ”rough” the curve of the graph is.
D can take values between 1 and 2. The more the
graph fills the plane the closer it approaches the value
of 2. The fractal dimension is a useful characteristic
widely applied in numerous fields.
When we have self-affine time series, some of
the properties as D, decay of autocorrelation or
power spectrum, persistence, etc. are elegantly con-
nected. Above all, the next relation between the
fractal dimension, Hurst exponent, and spectral de-
cay holds: D = 2−H = 5−β2 [Mandelbrot, 1983],
[Eke et al., 2002]. As a result, there are several ways
to get to the value of the fractal dimension. For in-
stance, instead of directly estimating the dimension,
you can derive D from the long-term memory depen-
dence or persistence of time series expressed by Hurst
exponent or you can get D from the decay of the spec-
tral power of the function.
In accordance with the above equations, we inves-
tigated the following direct and indirect methods to
estimate the fractal dimension:
1. Higuchi’s method for the computation of D
2. Generalized Hurst exponent
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3. Detrended fluctuation analysis (DFA)
4. Spectral decay coefficient (β )
We chose methods that have succeeded in some
earlier comparative studies [Esteller et al., 2001]
[Schepers et al., 2002]. The methods were tested on
the next two types of computer-generated fractal sig-
nals with known values of D:
• Weierstrass function
• Fractional Brownian motion
This paper is organized as follows. Section 2 de-
scribes the data used for testing. In Section 3, the four
methods of fractal complexity estimation are intro-
duced. Then the methods are tested to find the most
efficient one with regard to the type of data, amount
of noise contained in signal, and the length of the data
set. In Section 4 and 5, the results are presented and
the findings are summarized.
2 Data
Weierstrass function
Weierstrass function (Wf) has simple notation:
W (t) =
∞
∑
n=0
cos2nt
2(2−D)n
where 0 < t < 2pi . The parameter D is believed to
be exactly the Hausdorff dimension of the resulting
curve for 1 < D < 2, although this was not rigorously
proven yet [Falconer, 2004].
The Weierstrass function is continuous on the
whole domain, though non-differentiable anywhere.
It was the first function published in 19th century with
such unintuitive property. The graph of the function
has infinite length and does not smooth out after ar-
bitrary number of magnifications. It is a self-similar
fractal, which means, that on a large scale it looks the
same as do some smaller parts of it after magnifica-
tion.
A graph of the function with D = 1.2 is consid-
ered as a very good approximation of the horizon in
the mountains. Its fractal quality also explains why
it is difficult to judge how close you are to mountain,
since the smaller but closer mountains look the same
as bigger ones far away.
We set different values of D between 1 and 2:
1.2,1.4,1.5,1.6,1.8. Summation was done for n from
Figure 1: Graphs of the Wf with D = 1.2, D = 1.4,
D = 1.5, D = 1.6, D = 1.8 from bottom to top.
0 to 1021. For each value of D, 314160 data points
were generated from 0 to 2pi.
Fractional Brownian Motion
Brownian motion (Bm) is a random motion of par-
ticles in fluid, which is caused by interactions with
atoms and molecules in fluid. As a mathematical
model, it is used in different areas of science, and also
for a description of price movements in stock market.
Fractional Brownian motion (fBm) is a generaliza-
tion of Bm. It is a non-stationary signal with station-
ary increments. fBm is a continuous-time Gaussian
process with properties depending on Hurst exponent
0 < H < 1. While the ordinary Bm has the Hurst
exponent equal to 0.5, for fBm H can vary between
0 and 1. Unlike Bm, the increments of fBm are not
independent. For H > 0.5 the increments of the pro-
cess are positively correlated, while for H < 0.5 they
are negatively correlated. The fractional Brownian
motion is statistically self-similar in that its segments
are equal in distribution to a longer segments when
the latter are properly rescaled. The variance of the
increments is given by
Var( f Bm(t)− f Bm(s)) = v∗ |t− s|2H
where v is a positive constant. Fractal dimension
can be derived from the relation D = 2 − H . So
when generating fBm, we can set the value of the
Hurst exponent and thereby also D and generate
data with known D. For each of the chosen val-
ues of D (1.2,1.4,1.5,1.6,1.8) we generated 320000
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Figure 2: Graphs of fBm with D = 1.2, D = 1.4, D =
1.5, D = 1.6, D = 1.8 from bottom to top.
data points. To do so we used the Matlab func-
tion w f bm(H,L) where we set the Hurst parame-
ter H (0 < H < 1) and the length of data L. The
function is based on algorithm of Abry and Sellan
[Abry and Sellan, 1996].
In case of both Wf and fBm we are going to anal-
yse the accuracy of the methods for different condi-
tions:
1. different length of the time–series (500, 10000,
or 314160 (Wf), 320000 (fBm) data points)
2. different sampling (full, each 10th data point,
each 100th data point)
3. added white noise to data (using the function
awgn implemented in MatLab), with different
signal-to-noise ratios per sample in dB: 50, 60,
70 (see Figure 9 and 10)
In case of shorter non-overlapping parts of signal, D
was estimated for each part and the median of these
was taken as the resulting estimate of D.
3 Methods
In this section the testing methods are described in
detail.
3.1 Higuchi fractal dimension
Higuchi’s approach of determining D has been intro-
duced in [Higuchi, 1988]. The method scans fluctua-
tions of the signal by investigating the defined length
of the curve for different magnifications of the time
axis of the signal. We take time-series of length
N : X(1),X(2), ...,X(N) and make k lagged time se-
ries that start from m-th place (m = 1,2, ...,k) with
gap of the size k:
Xmk = X(m),X(m+ k), ...,X
(
m+
[
N−m
k
]
k
)
Then Higuchi defines a length of the curve of Xmk as
follows:
Lmk =
[
N−m)
k
]
∑
i=1
|X(m+ ik)−X(m+(i−1)k| N−1[N−m
k
]
k2
When the length of the curve is calculated (and nor-
malized) for every m and k, we get an L(k) as the
mean of all lengths Lmk . If L(k) ∼ k−D, the curve is
a fractal with dimension D. In case of real data ap-
plication, we have to determine how high should the
value k go. In various articles, the recommendation
regarding k is to compute the estimates for increas-
ing values of k and use the value where the estimates
reach a plateau. However, for our data we did not
observe a plateau and in the end we made a heuristic
choice of the value of k = 15.
To estimate the Higuchi dimension, we used
a Matlab code shared by J. Monge- ´Alvarez
[Monge-Alvarez, 2014].
3.2 Generalized Hurst exponent
Originally, studies involving Hurst exponent were
mainly connected to hydrology. H. E. Hurst (1880
– 1978) invented the exponent when determining the
optimum dam sizing for the Nile river. Value of H
describes a dependence (or persistence) of the long-
term memory process. The exponent reflects whether
the time-series is persistent (0.5 < H < 1) or anti-
persistent (0 < H < 0.5). That means how current
data points influence future data points, whether the
process is trending or mean reverting.
As stated above, for self-affine time series
D = 2−H
Hurst‘s estimation of H was connected to so-called
R/S statistics, where R is the range of partial sums of
the time series and S is the sample standard deviation
[Hurst, 1951].
In this study, the generalized Hurst exponent as
described in [Di Matteo et al., 2003] was estimated.
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This approach begins with the q-order moments of
the distribution of the increments:
Kq(τ) =
< |X(t + τ)−X(t)|q >
< |X(t)|q >
Then H can be calculated from the following rela-
tion:
H(q)∼
logKq(τ)
q log τ
H(q) = H is characteristic of uni-scaling or uni-
fractal processes, while H(q) dependent on q indi-
cates processes called multi-scaling or multi-fractal.
Different exponents H(q) are associated with special
features. For instance, H(1) describes the scaling be-
haviour of the absolute values of the increments. De-
pending on the context of the application, we have to
set the value of q and the range of τ values. For our
purposes, q = 1 and τ from 1 to 25 were chosen.
3.3 Detrended fluctuation analysis
DFA offers an alternative method of estimating the
Hurst exponent [Peng et al., 1994].
The obtained exponent δ corresponds to the H .
However, DFA has the advantage that it may also be
applied to non-stationary signals.
DFA method looks on the fluctuations of the signal
by investigating the variance of data segments on dif-
ferent scales. With rising scale the variance of data
points decreases and the ”speed” of the decrease de-
termines H and consequently D. To be more specific,
we take N data points: X(1),X(2), ...,X(N) and make
cumulative sum of the signal (Ym = ∑mi=1 X(i)). In the
next step we divide the entire sequence into N : l non-
overlapping boxes of the size of l. Then we define the
”local trend” T ( j)( j = 1,2, ..., l) in each box to be the
ordinate of a linear least-squares fit for the data points
in box. In the next step every point is detrended by the
belonging ”local trend” and the variance for each box
is calculated. The average of these variances over all
boxes of size l gives the value F(l). For sufficiently
high l, we observe the following relation:
F(l)∼ lδ .
Finally, we make a log-log graph to find the slope
δ . If 0 < δ < 1 the time-series is produced by a sta-
tionary process and H = δ , if 1 < δ < 2 the process
is non-stationary and H = δ − 1 [Peng et al., 1994].
The size of the boxes which we investigate is also
important for accuracy of the result. We should not
use too small sizes (l < 4), because finding the trend
in small boxes would not be accurate enough and we
also should avoid too big size (l > N/4), because of
insufficient number of F(l) values to average (less
than 4) [Peng et al., 1994]. Since the sizes do not
need to be divisors of N, in majority of cases there
is some unused part at the end of signal. To take that
part in consideration, for every l we make two com-
putation, one with the boxes starting from the begin-
ning of the signal, and one starting from the end.
3.4 Spectral decay coefficient
Discrete Fourier transform represents data by a super-
position of sines and cosines that have various ampli-
tudes and frequencies. With time series of length N,
the range of frequencies that can be considered goes
from 1/N to 1/2 (Nyquist frequency given by the
sampling). Powers of individual Fourier component
are called power spectral density (power spectrum).
They are usually computed by the technique called
fast Fourier transform ( We used the fft function from
Matlab). For self-affine signals the power spectrum
P( f ) decays via a power law [Mandelbrot, 1977].
P( f )∼ f−β → β = − logP( f )log f
The value of the power-law decay can be obtained
as a slope of linear regression applied to the power
spectrum in log–log coordinate system.
After calculating the spectral decay coefficient β ,
we use the relationship introduced above to obtain the
fractal dimension:
D =
5−β
2
The power decay was estimated from the whole
accessible frequency domain. However, use of re-
stricted frequency range and also use of alternative
spectrum estimators can be considered. All in all,
successful use of this method requires a thorough
knowledge of the pitfalls of the spectral analysis.
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Type of data exact D Type of data exact D
1.2 1.2020 1.2029 1.2116 1.2115 1.2 1.2076 1.2085 1.2948 1.2580
1.4 1.4004 1.4013 1.4023 1.4212 1.4 1.4022 1.4011 1.4411 1.4407
1.5 1.5020 1.5026 1.5050 1.5224 1.5 1.5001 1.4997 1.4809 1.4859
1.6 1.6048 1.6050 1.6113 1.6260 1.6 1.5965 1.5958 1.5653 1.5051
1.8 1.8164 1.8137 1.8391 1.8497 1.8 1.7779 1.7794 1.7846 1.7467
1.2 1.2014 1.2022 1.2004 1.4973 1.2 1.2077 1.2083 1.2257 1.4652
1.4 1.4004 1.4012 1.3989 1.4718 1.4 1.4024 1.4021 1.4024 1.4821
1.5 1.5021 1.5027 1.5044 1.4567 1.5 1.5002 1.5015 1.5026 1.5168
1.6 1.6048 1.6051 1.6120 1.4460 1.6 1.5966 1.5965 1.6140 1.5944
1.8 1.8165 1.8138 1.8464 1.4797 1.8 1.7794 1.7801 1.8396 1.7932
1.2 1.2097 1.2103 1.1970 1.5064 1.2 1.2129 1.2142 1.2150 1.4998
1.4 1.4009 1.4022 1.4003 1.4753 1.4 1.4061 1.4028 1.4114 1.4949
1.5 1.5018 1.5021 1.5089 1.4541 1.5 1.5001 1.4988 1.5156 1.5255
1.6 1.6044 1.6041 1.6225 1.4487 1.6 1.5996 1.5972 1.6282 1.6078
1.8 1.8164 1.8137 1.8823 1.5681 1.8 1.7789 1.7801 1.8619 1.8408
1.2 1.2054 1.2051 1.2213 1.1264 1.2 1.2180 1.2247 1.3348 1.2831
1.4 1.3973 1.3954 1.4045 1.3875 1.4 1.3995 1.3999 1.4612 1.4547
1.5 1.4952 1.4934 1.5045 1.5095 1.5 1.4925 1.4898 1.4758 1.4783
1.6 1.5926 1.5914 1.6084 1.6441 1.6 1.6010 1.5995 1.5499 1.4922
1.8 1.7836 1.7886 1.8336 1.8929 1.8 1.7941 1.7951 1.7755 1.7317
1.2 1.2187 1.2149 1.2376 1.0332 1.2 1.2677 1.2896 1.4147 1.3378
1.4 1.4071 1.4019 1.4163 1.2675 1.4 1.4319 1.4402 1.4995 1.4782
1.5 1.5073 1.5011 1.5173 1.3624 1.5 1.4681 1.4549 1.4779 1.4658
1.6 1.6094 1.6025 1.6241 1.4774 1.6 1.5953 1.5977 1.5162 1.4699
1.8 1.8216 1.8123 1.8594 1.7654 1.8 1.7936 1.7867 1.7541 1.7060
1.2 1.9352 1.8872 1.3072 1.9618 1.2 1.8733 1.8016 1.4578 1.4189
1.4 1.6217 1.5749 1.4043 1.9462 1.4 1.6965 1.6412 1.5078 1.4966
1.5 1.5481 1.5382 1.5030 1.9448 1.5 1.7045 1.6675 1.5262 1.5031
1.6 1.6112 1.6101 1.6051 1.9390 1.6 1.7424 1.7184 1.6065 1.5257
1.8 1.8165 1.8137 1.8137 1.9489 1.8 1.7782 1.7796 1.7832 1.7468
1.2 1.6755 1.5809 1.3205 1.8897 1.2 1.5548 1.4747 1.3651 1.3355
1.4 1.4382 1.4293 1.4144 1.8651 1.4 1.4697 1.4516 1.4551 1.4544
1.5 1.5072 1.5065 1.5083 1.8607 1.5 1.5375 1.5283 1.4863 1.4879
1.6 1.6056 1.6056 1.6116 1.8531 1.6 1.6207 1.6151 1.5749 1.5081
1.8 1.8164 1.8137 1.8326 1.8776 1.8 1.7779 1.7794 1.7831 1.7467
1.2 1.3469 1.3072 1.2463 1.7884 1.2 1.2896 1.2667 1.3094 1.2826
1.4 1.4046 1.4043 1.4067 1.7710 1.4 1.4101 1.4070 1.4433 1.4426
1.5 1.5026 1.5030 1.5072 1.7533 1.5 1.5043 1.5029 1.4793 1.4861
1.6 1.6049 1.6051 1.6114 1.7463 1.6 1.5990 1.5978 1.5698 1.5054
1.8 1.8164 1.8137 1.8326 1.8527 1.8 1.7779 1.7794 1.7831 1.7467
Higuchi Gen. Hurst DFA
Spectral 
decay
clean 314160 clean 320000
Weierstrass function
Higuchi Gen. Hurst DFA
Spectral 
decay
fBm
clean 10000 clean 10000
clean 500 clean 500
clean each 
10th
clean each 
10th
clean each 
100th
clean each 
100th
signal/noise 
50 
signal/noise 
50 
signal/noise 
60
signal/noise 
60
signal/noise 
70
signal/noise 
70
Table 1: Table of results for all types of tested data, methods and dimensions. The darker green, the more
precise result; the darker red, the less precise result.
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Amount of data
500   3146  10000 31460 314600
Fr
ac
ta
l d
im
en
sio
n
1.25
1.3
1.35
1.4
1.45
1.5
Higuchi method
Generalized Hurst
DFA method
Spectral decay method
Figure 3: Average results of estimation of D depend-
ing on number of data for Weierstrass function. (Val-
ues 3141 and 31416 belong to coarse sampling - each
100th and 10th data points.)
Amount of data
500   3200  10000 32000 320000
Fr
ac
ta
l d
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sio
n
1.25
1.3
1.35
1.4
1.45
1.5
Higuchi method
Generalized Hurst
DFA method
Spectral decay method
Figure 4: Average results of estimation of D depend-
ing on number of data for fBm. (Values 3141 and
31416 belong to coarse sampling - each 100th and
10th data points.)
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Figure 5: Box plot for results of estimates of D,
obtained by Higuchi method computed for 628 seg-
ments of 500 data points of Weierstrass function.
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Figure 6: Box plot for results of estimates of D,
obtained by Higuchi method computed for 640 seg-
ments of 500 data points of fBm.
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0.8 1 1.2 1.4 1.6 1.8 2
0
5
10
15
20
25
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Higuchi method
Generalized Hurst
DFA method
Spectral decay method
Figure 7: Probability density of 628 estimates of D,
obtained by the four methods for 500 point long seg-
ments of Weierstrass function (D = 1.4).
0.8 1 1.2 1.4 1.6 1.8 2
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9
Higuchi method
Generalized Hurst
DFA method
Spectral decay method
Figure 8: Probability density of 640 estimates of D,
obtained by the four methods for 500 point long seg-
ments of fBm (D = 1.4).
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Figure 9: Comparision of clean vs. noisy signals for
50 points of Wf (D = 1.2)
0 10 20 30 40 50 60
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2.34
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snr 50
snr 60
snr 70
clean
Figure 10: Comparision of clean vs. noisy signals for
50 points of fBm (D = 1.2)
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4 Results
The results of this study are summarized in Table 1.
We can see that two of the implemented methods,
the Higuchi method and the generalized Hurst expo-
nent, performed generally the best. They gave com-
parably good D estimations for both long and short
data sets. Even for as short data sets as 500 points
and coarse sampling, the average results were very
good (see Figures 3, 4, 5, 6, 7, 8).
Detrended fluctuation analysis was not so success-
ful as the best two methods. However, for noisy data,
DFA unlike the other methods, seems to stay close
to the dimension of the original signal, omitting the
added complexity of the noise.
The fourth method, the method of spectral decay,
was the least successful. For this approach precise
computation of the spectrum and optimum region for
fitting the regression line are crucial but difficult to
find.
And finally, we can point out yet another problem:
The production of a truly fractal signal of given di-
mension is itself a non-trivial task. So actually, to a
certain extent we can worry about the adequacy of
the data-generating algorithms as well as about the
estimation algorithms.
5 Conclusion
Four methods for analysing self-affine fractal signals
were tested in context of estimation of the fractal di-
mension.
If applied to our data, the Higuchi method and the
method for generalized Hurst exponent were the best,
while the DFA and especially the spectral decay gave
more biased results.
The results show that finding the optimal method is
not easy. Performances of the four methods were not
radically different. Our recommendation could be the
Higuchi method, partly because of the accuracy of the
estimates and also because, unlike the other methods,
it does not require preliminary adjustments of several
sensitive parameters.
On the other hand, we do not rule out possible im-
proving of the performance of the remaining meth-
ods, especially after further investigations of how to
optimize the parameter settings.
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