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19 On the Wong-Rosay theorem
Alexandre Sukhov
Abstract. We prove a local version of the Wong - Rosay theorem for a domain with a piecewise
smooth generic strictly pseudoconvex boundary point.
MSC: 32H02.
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1 Introduction
Let Ω be a domain with non-empty boundary bΩ in a complex manifold M of complex
dimension n.
Definition 1.1 We say that p ∈ bΩ is a piecewise smooth generic strictly pseudoconvex
(boundary) point if the following assumptions hold:
(i) there exists an open connected neighborhood U of p in M such that
Ω ∩ U = {z ∈ U : ρj(z) < 0, j = 1, ..., m} (1)
Here every function ρj is C
2 strictly plurisubharmonic on U , and ρj(p) = 0.
(ii) ∂ρ1 ∧ ... ∧ ∂ρm 6= 0 on U .
Of course, the condition (i) can be stated in the equivalent form: the hypersufaces Γj =
{ρj = 0} ( the local faces of bΩ) are strictly pseudoconvex i.e. the Levi from of each Γj is
positive defined on the holomorphic tangent bundle of Γj . The condition (ii) assures that
the real submanifold {ρj = 0, j = 1, ..., m} (the corner) is generic. A point p is smooth if
m = 1. Of course, in this case a boundary point p is a usual C2 strictly pseudoconvex point.
We denote by Aut(Ω) the holomorphic automorphism group of Ω equipped with the
compact open topology. The limit set of Aut(Ω) is the set of points p ∈ bΩ such that
there exists a point q ∈ Ω and a sequence of automorphisms (fk)k in Aut(Ω) satisfying
limk→∞ f
k(q) = p.
If z = (z1, ..., zn) are the standard coordinates of C
n, we write z = (z1, z
′) with z′ =
(z2, ..., zn), and zj = xj + iyj with xj , y, ∈ R. Also, ‖ z ‖2=
∑ |zj |2 denotes the Euclidean
norm. In what follows we use the notation
B
n = {z ∈ C :‖ z ‖2< 1}
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for the Euclidean unit ball of Cn and we denote by
H = {z ∈ Cn : Re z1+ ‖ z′ ‖2< 0}
the unbounded realization of Bn (recall that the domain H is biholomorphic to Bn via the
Caley transform).
The goal of the present paper is to prove the following
Theorem 1.2 Assume that the limit set of Aut(Ω) contains a piecewise smooth generic
strictly pseudoconvex point p ∈ bΩ. Then Ω is biholomorphic to Bn and p is a smooth strictly
pseudoconvex point.
This result is definitive: neither the condition (i) nor the condition (ii) in Definition 1.1 can
be dropped as show the following examples.
First, consider the domain
Ω1 = {ρ1 = Re z1 + |z2|2 < 0, ρ2 = Re z2 < 0}
which is invariant with respect to the 1-parameter family of dilations dt : (z1, z2) 7→ (tz1,
√
tz2),
t > 0. This family is non-compact because it degenerates when t = 0 and the origin belongs
to the limit set of Aut(Ω1). However, Ω1 is not biholomorphic to B
2. The domain Ω1 satisfies
(ii), but does not satisfy (i): one of the faces is not strictly pseudoconvex.
Second, consider the domain
Ω2 = {z ∈ C2 : ρ1 = Re z1 + |z2|2 < 0, ρ2 = Im z1 + |z2|2 < 0}
invariant with respect to the same family of dilations (dt). Of course, Ω2 is not biholomorphic
to B2 as well. Here the assumption (i) holds, but (ii) fails at the origin (thought dρ1∧dρ2 6= 0).
Theorem 1.2 belongs to a series of results which often are called the Wong - Rosay type
theorems. This short paper is not an appropriate place in order to present a detailed history
and the state of art of this direction. Hence I restrict myself by results directly concerning the
topic of present paper; in particular, I skip a discussion of (many beautiful) results dealing
with the non-strictly pseudoconvex case.
The fact that a bounded strictly pseudoconvex domain in C2 with the maximal possible
dimension (equal to 8) of Aut(Ω) (which a real Lie group ) is biholomorphic to B2, was
known already to Elie Cartan [4]. One can view this phenomenon as a special case of
the general differential geometric principle stating that structures with rich automorphism
groups usually are flat. In [2] Burns - Shnider proved that a bounded strictly pseudoconvex
domain Ω in Cn with non-compact automorphism group is biholomorphic to the unit ball.
This was a striking and surprising result because the assumption of non-compactness of the
group Aut(Ω) a priori does not impose restrictions on the dimension of Aut(Ω). Their proof
is based on the Chern - Moser theory [5] (more precisely they use the part due to Chern
which extends the approach of E. Cartan to higher dimension; the approach of Moser is very
different ) and requires a relatively high regularity (at least, C6) of bΩ. The group Aut(Ω)
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is non-compact if and only if its limit set on the boundary of Ω is not empty. Wong [18]
and Rosay [15] discovered that the result of Burns - Shnider can be localized: it suffices
to assume that the limit set of Aut(Ω) contains a strictly pseudoconvex point under the
assumption that Ω is bounded. Perhaps, their most important observation was that the
phenomenon discovered by Burns - Shnider , in fact, can be treated without the Cartan -
Chern - Moser approach. It turned out that other geometric tools (such as biholomorphically
invariant metrics and normal families of holomorphic maps) are more efficient and lead to
more general results. Later their approach was considerably simplified by Pinchuk [14] using
his version of so called scaling method. The first purely local version of this phenomenon
was obtained by Efimov [8]; he established Theorem 1.2 in the special case where p is a
smoooth strictly pseudoconvex point (i.e. m = 1 in Definition 1.1). His result was extended
by Gaussier - Kim - Krantz [11] to the case where Ω is a domain in a complex manifold. In
the non-smooth case, Coupet - Sukhov [7] proved that a bounded piecewise smooth strictly
pseudoconvex domain with generic corners in Cn is biholomorphic to the unit ball if Aut(Ω)
is non-compact (and, therefore, the boundary of Ω necessarily is smooth).
Theorem 1.2 generalizes all above mentioned results beginning by the works of Wong
and Rosay. Our proof consists of two parts. The first one concerns a localization of the
Kobayashi - Royden metric. The second (and the principal ) part is based on the scaling
method. Notice that the proof of Efimov is based on the version of this method due to
Pinchuk [14]. In the present paper we use the approach due to Frankel [9] which seems to
be more adapted to the non-smooth case. A detailed presentation of various versions and
applications of the scaling method is contained in the expository paper of Berteloot [1]. The
approach of Frankel also was used in [7]. In the present paper we simplify the arguments
from [7] reducing them to the known estimates of the Kobayashi-Royden metric. This works
because we deal with a special type of boundary points while the theory of Frankel concerns
general convex domains.
2 The Kobayashi-Royden metric and normal families
This section is preliminary. For the convenience of readers, I recall several results concerning
the Kobayashi - Royden metric.
Fix any Riemannian metric on M and use it in order to measure the distances on M and
norms of tangent vectors. In the case where M = Cn we always use the standard Euclidean
norm and metric. In what follows we denote by D = {ζ ∈ C : |ζ | < 1} the unit disc in C
(i.e. B1). Let also O(D,M) denotes the space of holomorphic maps from D to M ; we call
such maps complex or analytic discs in M .
Recall that the Kobayashi - Royden pseudometric FM of M is defined on a point p ∈ M
and a tangent vector v ∈ TpM by
FM (p, v) = inf
{
λ−1 : there exists f ∈ O(D,M) such that f(0) = p, df
dζ
(0) = λv, λ > 0
}
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Denote by KM(p, q) the usual Kobayashi pseudodistance of M between points p, q ∈ M .
According to the fundamental result of Royden [16], FM is an upper semicontinous function
on the tangent bundle of M and KM is the integration form of FM .
We will use the fundamental property of the Kobayashi-Royden pseudometric and the
Kobayashi pseudodistance: they are holomorphically decreasing. Namely, if f : M → N
is a holomorphic map between two complex manifolds, then FN (f(p), df(p)v) ≤ FM(p, v)
and KN(f(p), f(q)) ≤ KM(p, q). Recall also that M is called hyperbolic at p ∈ M if there
exists a constant C > 0 such that FM(p, v) ≥ C ‖ v ‖ for every tangent vector v ∈ TpM . A
manifold M is called locally hyperbolic, if it is hyperbolic at every point. Also M is called
(Kobayashi) hyperbolic if KM is a distance that is KM(p, q) > 0 when p 6= q; in this case
it induces the usual topology of M . According to [16], M is hyperbolic if and only if it is
locally hyperbolic. Recall also [16] that M is hyperbolic if and only if the family O(D,M) is
equicontinuous (with respect to the usual topology of M). The Kobayashi ball with centre
at p and of radius δ > 0 is defined as
BKM (p, δ) = {q ∈M : KM(p, q) < δ}
Recall also that a manifold M is called complete hyperbolic if it is a complete space with
respect to the Kobayashi distance that is every Kobayashi ball is compactly contained in M .
2.1 Localization and normal families
Here we discuss some results on localization and asymptotic behavior of the Kobayashi-
Royden metric. Everywhere through this paper C > 0 denotes a positve constant which is
allowed to change its value from estimate to estimate.
We begin with the following localization principle which follows from Lemma 2.2 of [6]:
Lemma 2.1 Let p ∈ bΩ be a picewise smooth strictly pseudoconvex point. There exist open
neighborhoods U ⊂ U ′ of p in M and δ > 0 such that for every q ∈ Ω∩U the Kobayashi ball
BKΩ(q, δ) is contained in Ω ∩ U ′.
The hypothesis of [6] requires an existence of a negative plurisubharmonic function on Ω
which is strictly plurisubharmonic (in the generalized sense) in a neighborhood of p. Appying
to the functions ρj from (1) the construction from [17], one can extend each of these functions
to a plurisubharmonic function , say ρ˜j , globally defined and negative on Ω. Then the
function supj ρ˜j satisfies the assumptions required in [6].
Since the Kobayashi distance is holomorphically decreasing, we obtain the following
Corollary 2.2 There exists τ = τ(δ) > 0 such for every point q ∈ Ω ∩ U and every holo-
morphic map h : D→ Ω with h(0) = q, one has h(τD) ⊂ Ω ∩ U ′.
It follows now from the definition of the Kobayashi-Royden metric that there exists a
constant C > 0 such that
FΩ∩U ′(z, v) ≤ CFΩ(z, v) (2)
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for all z ∈ Ω ∩ U and v ∈ TzΩ. We refer readers to [1] for a detailed discussion of related
results.
As one of the consequences of these localization results we have the following
Lemma 2.3 In the hypothesis of Theorem 1.2, there exists a subsequence of the sequence
(fk) converging to the constant map f ≡ p uniformly on compact subsets of Ω.
Choose coordinate neighborhood U ⊂ U of p small enough such that Corollary 2.2 can be
applied. Let K be a compact subset of Ω containing the point q. We claim that fk(K) ⊂
Ω ∩ U ′ for each k big enough. Consider two finite coverings of K , respectively by open
coordinate neighborhoods Vj and Wj , j = 1, ..., N , such that Vj ⊂ Wj ⊂ Ω, and the
following holds:
(i) q ∈ V1;
(ii) for every j there exists a coordinate biholomorphism φj : Wj → Bn, such that φj(Vj) =
εjB
n, where εj ≤ τ and τ is given by Corollary 2.2;
(iii) one has qj := φ−1j (0) ∈ Vj−1, j = 2, ..., N
For every k big enough, fk(q) ∈ U . Given unit vector v ∈ Cn, we apply Corollary 2.2 to the
discs hk : D → Ω, hk : D ∋ ζ 7→ fk ◦ φ−11 (ζv). This implies that fk(V1) ⊂ U ′. Hence, there
exists a subsequence, again denoted by (fk), converging uniformly on V 1 to a holomorphic
map f . Since f(q) = p, by the maximum principle f ≡ p. Then by (iii), for k big enough one
has fk(q2) ∈ U and a similar argument shows that fk(V2) ⊂ U ′. Repeating this argument
for all j, we conclude.
Corollary 2.4 Ω is a hyperbolic domain.
Indeed, let z0 be an arbitrary point of Ω. Then for some k big enogh fk(z0) ∈ Ω ∩ U . But
the domain Ω ∩ U is biholomorphic to a bounded domain in Cn and hence is hyperbolic.
Therefore by (2) one has
FΩ(z
0, v) = FΩ(f
k(z0), dfk(z0)v) ≥ CFΩ∩U(fk(z0), dfk(z0)v) ≥ C ‖ v ‖
Here we used the fact that Ω ∩ U is hyperbolic. Hence Ω is locally hyperbolic and so Ω is
hyperbolic.
2.2 Estimates
We assume that Ω satisfies assumptions of Theorem 1.2.
The following upper bound on the Kobayashi-Royden infinitesimal metric FΩ is classical:
Lemma 2.5 There exist a constant C > 0 and a (coordinate) neighborhood U of p in M
such that for each z ∈ Ω and and a tangent vector v ∈ TzΩ one has
FΩ(z, v) ≤ C ‖ v ‖ /dist(z, bΩ)
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Indeed, the ball centered at z and of radius dist(z, bΩ) is contained in Ω so the estimate
follows by the holomorphic decreasing property of the Kobayashi-Royden metric.
For a bound from below recall some results of [17].
Lemma 2.6 There exists a neighborhood U of p in M and a constant C > 0 such that
FΩ(z, v) ≥ C ‖ v ‖ /dist(z, bΩ)1/2
for every z ∈ Ω ∩ U and v ∈ TzΩ.
Finally, we need estimates of the Kobayashi-Royden metric on convex domains. Let
G ⊂ Cn be a convex domain, p ∈ G be a point and v be a vector of Cn. Consider a complex
line A through p in the direction v and denote by
LG(p, v) = sup{δ > 0 : Bn(p, δ) ∩A ⊂ G}.
In other words, L(p, v) is the sup of radii of discs centred at p and contained in A ∩G. The
following result is due to Graham [12] and Frankel [10]; a short geometric proof is obtained
by Bedford - Pinchuk [3].
Lemma 2.7 Let G be a convex domain in Cn. For every p ∈ Ω and v ∈ Cn we have the
estimate
‖ v ‖
2LG(p, v)
≤ FG(p, v) ≤ ‖ v ‖
LG(p, v)
This result implies many useful consequences. For example, G becomes convex after a
biholomorphic change of coordinates near a smooth strictly pseudoconvex boundary point.
Lemma 2.7 then implies that FG(z, v) ≥ C/dist(z, bΩ) for vectors v which are transverse
(say, orthogonal) to the holomorphic tangent space to bG at p. This implies the classical
fact that a smoothly bounded strictly pseudoconvex domain is complete hyperbolic.
3 Proof of the main theorem
Our approach is based on [7] and employs the scaling method due to Frankel [9]. However,
in difference with respect to [7] we do not use general results of Frankel on convergence of
dilated families. Our proof is self-contained and uses only Lemma 2.7.
Assume that we are in hypothesis of Theorem 1.2.
3.1 Scaling
Suppose that Ω is of the form (1) in a coordinate neighborhood U of p. Recall that the
strictly pseudoconvex hypersurfaces Γj = {ρj = 0} are called faces of bΩ ∩ U .
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Lemma 3.1 There exists a local biholomorphic change of coordinates Φ such that Φ(p) = 0
and Φ(Ω ∩ U) is convex.
For the proof see Proposition 1.1 in [7]. In what follows we assume that the local coordinates
are fixed accrding Lemma 3.1 so that Ω ∩ εBn is convex for ε > 0 small enough (with some
abuse of notations we identify Φ(Ω∩U) with Ω∩ εBn). Note that in these coordinates every
local defining function of Ω near the origin has the expansion
ρj(z) = Re zj +Hj(z, z) + Sj(z), j = 1, ..., m (3)
where each Hj is a positive defined Hermitian quadratic form and Sj(z) = o(|z|2).
Let Ωk = (f
k)−1(Ω ∩ εBn). Since the sequence (fk) converge to 0 uniformly on compact
subsets of Ω, one can assume that (Ωk)k is an increasing sequence of domains in Ω such that
Ω = ∪kΩk.
Fix a point q which belong to Ωk for all k. Set p
k := fk(q) and consider the affine linear
maps
Ak(z) := (dfk(q))−1(z − pk).
Define a new sequence of maps
gk := Ak ◦ fk. (4)
Note that
gk(q) = 0 and dgk(q) = Id for all k (5)
Consider the images Gk = g
k(Ωk) = A
k(Ω ∩ εBn). Our ultimate goal is to prove that the
sequence of convex domains (Gk) converges in the Hausdorff distance to a domain G and to
determine this limit domain G.
3.2 Convergence of domains
First we note that the tangent maps
Rk := dfk(q)
converge to 0; therefore, the domains (dfk(q))−1(εBn) converge to the whole space Cn. For
this reason they do not affect our argument and we do not mention them anymore. Every
domain Gk is defined by
{z : ρj(pk +Rkz) < 0, j = 1, ..., m}
Set τ jk := |ρj(pk)| and δk := infj τ jk . Consider the functions
φkj (z) = (τ
j
k)
−1ρj(p
k +Rkz), j = 1, ..., m.
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Their expansions at the origin have the from
φkj (z) = −1 + Reλkj (z) + (τ jk)−1ReQkj (Rkz, Rkz) + (τ jk)−1Hkj (Rkz, Rkz) + Skj (z) (6)
Here λkj are complex linear forms, Q
k
j (w,w) are holomorphic quadratic forms and in view of
(3) one has Qkj → 0 as k → ∞; Hkj (w,w) are positive defined quadratic forms converging
respectively to Hj from (3). Finally, S
k
j (z) = o(|z|2) uniformly in k.
Lemma 3.2 For every j, the sequence (φkj )k converges (after passing to a subsequence)
uniformly on compact subsets of Cn as k →∞, to the function
φj = −1 +Reλj(z) +H ′j(z, z)
Here every λj is a complex linear from and every H
′
j is a non-negative Hermitian quadratic
from.
Proof. There exists C > 0 such that for every k and j
C−1dist(pk,Γj) ≤ τkj ≤ Cdist(pk,Γj)
Since dist(pk, bΩ) = infj dist(p
k,Γj), one has
C−1dist(pk, bΩ) ≤ δk ≤ Cdist(pk, bΩ)
Lemma 2.6 and Lemma 2.5 imply the estimates (for each v ∈ Cn):
C−1 ‖ v ‖≥ FΩk(q, v) ≥ FΩ∩εBn ≥
C ‖ v ‖
δ
1/2
k
≥ C ‖ v ‖
(τ jk)
1/2
which gives
‖ Rk ‖≤ C(τ jk)1/2 (7)
As a consequence we obtain that in (6) the sequence (τ jk)
−1ReQkj (R
kz, Rkz) converges to 0
uniformly on compact subset of Cn and (τ jk)
−1Hkj (R
kz, Rkz) converges uniformly on compact
subsets of Cn. It is also easy to see that Skj converges to 0 uniformly on compact subsets of
Cn.
Next, it follows by (5) that FΩk(q, v) = FGk(0, v) for all k anf v ∈ Cn. Therefore, there
exists C > 0 such that
C−1 ‖ v ‖≤ FGk(0, v) ≤ C ‖ v ‖
Since the domains Gk = {φkj < 0, j = 1, ..., m} are convex, by Lemma 2.7 one has
C−1 ≤ LGk(0, v) ≤ C (8)
for all k and v. Arguing by absurd, assume that the norms αkj of the forms λ
k
j are not bounded
in k; one can assume that αkj → ∞. Then the functions (αkj )−1φkj converge to functions
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Reθj(z), where θj is a non-zero complex linear form. This means that the boundaries of
convex domains Gk approach the origin as k → ∞ and for some non-zero vector v one has
LGk(0, v)→ 0 as k →∞.This contradiction proves that the sequence of norms of the forms
λkj is bounded and concludes the proof of Lemma.
Thus, the domains Gk converge in the Hausdorff distance to the domain
G = {z : φj(z) < 0, j = 1, ..., m} (9)
Our goal now is to prove that m = 1 and G is biholomorphic to Bn.
3.3 Identification of G. Case m = 1: the reheating
First we consider the simplest case whee m = 1. Then
G = {z : −1 +Reλ(z) +H(z, z) < 0}
If a non-zero vector v is contained in the intersection ker λ ∩ kerH = {0}, then the complex
line through the origin in the direction of v is contained in G and LG(0, v) =∞ which con-
tradicts to (8). Hence the restriction of H on ker λ is positive defined and G is biholomorphic
to Bn.
In order to conclude the proof of Theorem in this case we need the following
Lemma 3.3 The sequence of maps (4) converges (after passing to a subsequence) to a bi-
holomorphism between Ω and G.
Proof. Fix a compact subset K ∈ G. Since the sequence of convex domains (Gk) converges
to G, there exists k0 such that K ⊂ Gk for all k ≥ k0. It follows from Lemma 2.7 that there
exists C > 0 such that
FGk(z, v) ≥ C ‖ v ‖ for all z ∈ K, v ∈ Cn and k ≥ k0.
Then the classical argument (see [16]) shows that the family (gk) is normal. Since gk(q) = 0
for all k, the sequence (gk) contains a subsequence converging uniformly on compact subsets
of Ω to a holomorphic map g. On the other hand, the domain Ω is hyperbolic (Corollary 2.4).
Hence a similar argument implies the convergence of the family of inverse maps ((gk)−1).
Now the classical theorem of H.Cartan (see [13]) shows that g : Ω→ G is biholomorphic.
3.4 Identification of G. Case m > 1: the general case
We consider now the case where m > 1. In this case it is appropriate to modify slightly the
scaling sequence (gk). Namely, consider the linear mappings
Bk : z 7→ w
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wj =
n∑
l=1
∂ρj
∂zl
(pk)zl, j = 1, ..., m,
wj = zj , j = m+ 1, ..., n
Note that the sequence of linear maps (Bk)k converges to the identity map as k ends to ∞.
Consider the sequence of maps
g˜k := (Rk)−1 ◦Bk ◦ (fk − pk)
and consider the domains
G˜k = g˜
k(Ωk ∩ U).
Then
G˜k = {z : ρj(pk + (Bk)−1 ◦Rkz) < 0, j = 1, ...m}
Precisely as above, consider the functions
φkj (z) = (τ
j
k)
−1ρ(pk + (Bk)−1 ◦Rkz)
Suppose that
Rkz = (rk1z, ..., r
k
nz)
where rkj are complex linear forms. Then the expansions at the origin have the from
φkj (z) = −1 + (τ jk)−1Re rkj (z) + (τ jk)−1ReQkj (Rkz, Rkz) + (τ jk)−1Hkj (Rkz, Rkz) + Skj (z) (10)
Here rkj are complex linear forms as above (the components of R
k; the additional maps
Bk are introduced to the scaling process in order to make appear rkj explicitely in this
expansion), Qkj (w,w) are holomorphic quadratic forms and in view of (3) one has Q
k
j → 0 as
k → ∞; Hkj (w,w) are positive defined quadratic forms converging respectively to Hj from
(3). Finally, Skj (z) = o(|z|2). Here we have used the fact that the sequence (Bk) converges
to identity.
Now Lemma 3.2 can be applied for every j. We obtain that (φkj )k converges (after passsing
to a subsequence) to
φj = −1 + Reλj(z) +H ′j(z, z), j = 1, ...m
Here every λj is a complex linear form and every H
′
j is a Hermitian quadratic from. Notice
that the forms Hj are non-negative, hence the functions φj are plurisubharmonic. The key
observation is that we can obtain more information about the limit functions. Namely, since
the norms of linear forms (τ jk)
−1rkj (z) are bounded, the norms of the forms (τ
j
k)
−1/2rkj (z) tend
to 0. Therfore, the functions φj can be written as
φj(z) = −1 + Reλj(z) + H˜j(Lm+1(z), ..., Ln(z), Lm+1(z), ..., Ln(z))
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where λj , Lj , j = 1, ...n are complex linear forms. Furthermore, these forms are linearly
independent. Indeed, if a non-zero vector v is contained in the intersection of their kernels,
then the complex line through the origin in the direction of v is contained in the limit domain
G = {φj < 0, j = 1, ..., m}. But this contradicts the hyperbolicity of the convex domain G
at the origin, as above. Hence, after a complex linear change of coordinates G becomes
G = {z : ψj = Re sj + Fj(t, t) < 0, j = 1, ..., m} (11)
where we put s = (z1, ..., zm) and t = (zm+1, ..., zn), and every Hermitian from Fj is positive
defined on the space Cn−m(t). Then, as it is easy to see, the limit domain G is hyperbolic .
In fact, G is biholomorphic to a bounded domain
G˜ = {z : ψ˜j = |sj|2 + F˜j(t, t) < 0, j = 1, ..., m} (12)
where the forms F˜j are positive defined on C
m(t). In order to see this fact, it suffices to
apply the Caley transform to every defining function ψj in the space C
m+1(sj, t).
As in Lemma 3.3, now we conclude that the family (g˜k) is normal. Hence, Ω is biholo-
morphic to G as above.
The last Step of the proof is to show that m = 1.
Let f : G˜ → Ω be a biholomorphic map. Let a be a boundary point of G˜ contained in
the claster set of f−1 at p. This means that there exists a sequence (ak) in G˜ converging to a
such that f(ak) converges to p. Then the map f extends as a Holder continuous map on the
boundary bG˜ in a neighborhood of a by Theorem 1.1 of [17]. Note that in [17] a boundary
point from the source domain (G˜ in our case) is required to be piecewise smooth strictly
pseudoconvex. However, this assumption is imposed there because maps under consideration
in [17] are only locally proper. In our case f is biholomorphic, the domain G˜ admits a global
defining plurisubharmonic function supj φ˜j and Step 2 of the proof [17] (based on the Hopf
lemma) goes through directly. The remaining part of the proof from [17] goes through
literally which establishes the Holder continuity up to the boundary.
Now, when m > 1, every face of bG˜ is foliated by complex lines. Then the argument of
Theorem 1.2 of [17] or [7] shows that the Jacobian determinant of f vanishes identically on
a one-sided neighborhood of a in G˜ and, therefore, everywhere on G˜. This is a contradiction
because f is a biholomorphic map. Hence, m = 1. The proof is finished.
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