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ABSTRACT 
The voltage stability problem in electric power systems is concerned with the analysis of 
events and mechanisms that can lead a system into inadmissible operating conditions from the 
voltage viewpoint. In the worst case, total collapse of the system may result, with disastrous con- 
sequences for both electricity utilities and customers. The analysis of this problem has become an 
important area of research over the past decade due to some instances of voltage collapse that have 
occurred in electric systems throughout the world. 
This work addresses the voltage stability problem within the framework of artificial neural 
networks. Although the field of neural networks was established during the late 1940s, only in the 
past few years has it experienced rapid development. The neural network approach offers some 
potential advantages to the solution of problems for which an analytical solution is difficult. Also, 
efficient and accurate computation may be achieved through neural networks. 
The first contribution of this work refers to the development of an artificial neural network 
capable of computing a static voltage stability index, which provides information on the stability 
of a given operating state in the power system. This analytical tool was implemented as a self-con- 
tained computational system which exhibited good accuracy and extremely low processing times 
when applied to some study cases. 
Dynamic characteristics of the electrical system in the voltage stability problem are very 
important. Therefore, in a second stage of the present work, the scope of the research was extended 
so as to take into account these new aspects. Another neural network-based computational system 
was developed and implemented with the purpose of providing some information on the behaviour 
of the electrical system in the immediate future. 
Examples and case studies are presented throughout the thesis in order to illustrate the most 
relevant aspects of both artificial neural networks and the computational models developed. A gen- 
eral discussion summarises the main contributions of the present work and topics for further 
research are outlined. 
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1.1 - General considerations 
An electric power system consists of a large set of generators, transmission lines, transform- 
ers, protective devices, and other associated equipment. The main purpose of a power system is to 
produce, transport and distribute energy in the form of electricity. The end users can be connected 
to the system at various voltage levels (e. g., subtransmission, primary distribution, and secondary 
distribution) and they dictate, through their continuously changing demand, the necessary genera- 
tion requirements. Therefore, system operators must be able to operate the system in a myriad of 
different conditions, and they must do so in the most economic and reliable way. For example, 
under normal conditions cost minimisation can be the main objective to be pursued, and this can 
be achieved through the preferential operation of those generating units that are most economical. 
Under emergency conditions, on the other hand, the main objective can be switched to operational 
reliability, when more equipment can be brought into operation so as to increase available 
reserves. 
There exist many operational problems that system operators are faced with. For example, 
the classical Transient Stability Problem (TSP) is concerned with whether the system will remain 
stable after a major contingency occurs in the system, such as generator outage or three-phase 
short-circuit. In this work, the focus will be placed on the so-called Voltage Stability Problem 
(simply referred to as VSP throughout this work), in which situations occur where system opera- 
tors are unable to keep the voltage profile across the system within adequate operational limits. 
The VSP is a relatively new problem and is not yet fully understood. Its long-term causes lie 
in the imbalance between the growth in demand and the system expansion. The latter may not 
accompany the former, for example, due to unpredicted economic constraints. This can cause the 
system to operate close to its stability limits. If a minor contingency occurs in an already stressed 
system, stability may be lost, leading to the most critical outcome of a voltage instability process: 
the so-called voltage collapse. After a voltage collapse occurs, the system becomes dismantled due 
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to the widespread operation of protective devices. 
The classical TSP and the VSP share, to a large extent, some important features. But, while 
the TSP is "fast" (lasting no more than several seconds), the VSP can be considered as a "slow" 
phenomenon, with a time frame of minutes or even hours. Also, the TSP is more concerned with 
the relationship between active power and system frequency, while the VSP is associated with 
reactive power patterns in the system. 
The VSP is a multi-faceted problem in the sense that it can be analysed through many differ- 
ent viewpoints, such as assessment of proximity to voltage collapse, study of sensitivities with 
respect to changing parameters, and study of suitable corrective actions. In the present work the 
focus will be placed on the issue of the assessment of proximity to voltage collapse, and this will 
be done within the framework of Artificial Neural Networks (simply referred to as ANN through- 
out this work). ANNs belong to the field of Artificial Intelligence, and will be briefly introduced in 
the next section. 
1.2 - Artificial Intelligence and power systems 
Artificial Intelligence is the branch of Computer Science that deals with computational sys- 
tems which present features normally associated with human intelligence. These features include 
the ability to learn, to reason, to understand, to solve problems, etc. 
The field of Expert Systems is an important part of Artificial Intelligence. Its main purpose is 
the construction of automatic systems that resemble both the reasoning process and the solutions 
proposed by human beings who are experts in specific areas of human knowledge. 
The application of expert systems in power systems has already achieved a mature stage of 
development. Numerous successful applications are reported in the technical literature [1]. In gen- 
eral terms, two major components can be identified in a typical expert system: the knowledge base 
and the reasoning mechanism. The knowledge base is the location where all knowledge (facts) 
about a specific domain is stored. The reasoning mechanism is the process used to inter-relate the 
facts in the knowledge base so as to produce useful answers for given problems. The set of func- 
tions and subroutines responsible for the reasoning mechanism is normally referred to as inference 
engine. One of the most complex and difficult tasks in the making of an expert system is the trans- 
fer of knowledge from the human expert to the automatic system. There are important issues 
related to this process that still remain unresolved. For instance, what "language" does the human 
brain utilise for interconnecting all the internal processes when solving a problem? How can this 
information be translated into a known computing language? 
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Acknowledging the questions above, the ANN approach attempts to produce the same 
answers but following a different track. Instead of converting all the known facts about a specific 
problem into machine language, which sometimes proves to be intractable, the ANN approach 
relies on learning from past experience and on the construction of internal representations from 
adequate sample patterns. 
The field of ANN (also known as connectionist or learning-by-example approach) also 
belongs to the general subject of Artificial Intelligence. Although around since the late 1940s, only 
in the past few years has it experienced rapid development, as will be seen in this work. 
Applications of ANN in power systems are not as developed as expert system applications, 
which makes the former a very interesting research subject. This is the path followed in the present 
work. 
1.3 - Organisation of the thesis 
The text is intended to be self-contained throughout the thesis. Cross-references are pro- 
vided in order to facilitate the search of specific topics between different chapters. 
Chapter 2 introduces the electrical problem under consideration, namely the VSP. The prob- 
lem is described from a qualitative viewpoint, along with an analysis of its main causes and most 
common corrective actions practised today by system operators. An example of a simulated volt- 
age collapse is included with the purpose of illustrating some mechanisms that can be observed 
during a voltage instability process. The VSP shares some important features with the classical 
TSP, and for this reason a comparative analysis stressing the similarity between the two problems 
is included. At the end of this chapter it will be possible to specify the scope of the present 
research work in greater detail. 
Chapter 3 contains the main literature review that was carried out during the whole research 
program. It is divided in two main sections: the first one contains a comprehensive survey of the 
approaches to the VSP that have been proposed so far, and the second section presents the current 
state-of-the-art in the applications of ANN to electric power systems. The section on the VSP is 
intended to be self-contained in the sense that most of the necessary concepts, required to under- 
stand the current approaches, are discussed in some level of detail. The same is valid for the ANN 
section, because a number of different problems (such as load forecast, harmonic analysis, etc. ) 
had to be introduced before actually starting the description of the ANN framework. 
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Chapter 4 also presents the results of a literature survey, this time on the vast field of ANN. 
It begins with a discussion on some important issues such as the correspondence between biologi- 
cal neural networks and their artificial counterparts. The training of an ANN is a crucial step, and 
is also discussed in some detail. The remainder of the chapter is dedicated to the description of the 
main architectures of ANNs (five in total). All models were implemented using the C language, 
and their operation is always described through an example at the end of the corresponding sec- 
tion. During the implementation of the Backpropagation training algorithm (for use on Multi- 
Layer Perceptron networks), a modification to the basic procedure was devised and implemented. 
This modification improved the training and is also described. 
Chapter 5 contains the first set of results of the present research. The VSP was analysed 
through a static approach, using the mathematical framework of Singular Value Decomposition. 
The voltage stability index was chosen to be the Minimum Singular Value of a Jacobian-related 
matrix, and a Multi-Layer Perceptron network was trained so as to compute this index from the 
knowledge of some electrical input variables. A self-contained computational system was devel- 
oped for this specific problem. The system was written using the C language and its main compo- 
nents include a load-flow program, a Multi-Layer Perceptron/Backpropagation program, and an 
interface program (acting between the load-flow and the neural network program) for automati- 
cally creating complete training sets. The most relevant methodology aspects concerning this com- 
putational system are described in detail, as well as its utilisation in three different case studies. 
Chapter 6 represents the natural extension of the work developed in Chapter 5. In that chap- 
ter, the static approach did not allow for either the dynamic nature or the non-linear aspects of the 
VSP. Also, the results obtained in Chapter 5 were encouraging enough so as to consider the appli- 
cation of a Multi-Layer Perceptron in conjunction with a more sophisticated methodology for the 
VSP. The new framework that was chosen for the VSP is the Dynamic Simulation approach, which 
not only removes the constraints of the static approach but also allows a detailed modelling of the 
most relevant components in the power system. Another major reason for considering the coupling 
between the dynamic simulation and the Multi-Layer Perceptron was precisely the main drawback 
of the simulation technique: the fact that it is very CPU-intensive. The central idea was to remove 
the main disadvantage of the simulation technique (through the use of an ANN) while retaining its 
most valuable features. A new computational system was developed, also using the C language. 
This system consists of a load-flow program (the same as in Chapter 5), a dynamic simulation pro- 
gram, two interface programs, and a Multi-Layer Perceptron program (again, the same as in Chap- 
ter 5). The two interface programs correspond to two different techniques that were devised and 
developed for mapping the VSP onto the ANN problem language. The computational system and 
the results obtained in some case studies are described in detail. 
Chapter 7 presents the conclusions of the thesis. First, a general discussion critically sum- 
marises the research work. Then the major contributions of the thesis are made explicit. Finally, 
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topics for further improvement and development are outlined. 
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CHAPTER 2 
THE VOLTAGE STABILITY PROBLEM 
2.1 - Introduction 
This chapter introduces the Voltage Stability Problem, which is the electrical problem under 
consideration in the present work. 
Initially this problem will be described from a qualitative viewpoint. Some considerations 
on the causes and possible corrective actions will be made. An example of a simulated voltage col- 
lapse is then included with the purpose of illustrating some important physical aspects of the prob- 
lem. 
The VSP shares, to a considerable extent, the same background as the Transient Stability 
Problem (TSP). A comparative analysis between the two problems can be very useful for improv- 
ing the VSP formulation and understanding. This is particularly important here because, in the 
present work, one of the approaches that was considered is the simulation technique, which is 
directly derived from the classical TSP analysis (see Chapter 6). A comparative analysis between 
the VSP and the TSP follows in this chapter. 
It will become clear that the VSP is a complex problem that can be analysed from many dif- 
ferent viewpoints. Thus, at the end of this chapter it will be possible to further specify the objec- 
tives that will be pursued throughout the present work. 
2.2 - Description, causes and preventive controls for the VSP 
Although the probability of occurrence of voltage collapse is very low, the consequences of 
such a phenomenon are so serious that they justify the great efforts that have been made in the 
investigation of the problem. Practical instances of voltage collapse have been observed in France, 
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Sweden, Japan, USA and many other countries [2-6]. 
The VSP can manifest itself in various ways, but, in general, two distinct periods can be 
observed. First, there is a slow decline in the voltage of buses within a specific area. During this 
period, no clear indicators are available to alert the operators that the system may be undergoing a 
voltage collapse process. This first stage can last up to several minutes, and it has been observed 
that some automatic voltage-controlling devices, such as reactive power compensators and on-load 
tap changers of transformers, can even worsen the situation. The second period is fast (lasting no 
more than several seconds) and represents the spreading out of the local deteriorating conditions 
throughout the remainder of the system. 
The causes of the VSP are also varied. As a long-term cause, it is possible to mention the 
fact that, due to economic and operational constraints, the expansion of the electrical system has 
not accompanied the growth in demand. Thus, interconnected power systems are frequently oper- 
ating closer than ever to their maximum admissible limits, very often in conditions for which they 
were not designed. Immediate causes include line outages and random load variations. The outage 
of a minor transmission line in an already stressed system, for example, may be sufficient for trig- 
gering a cascade-like series of events which ultimately leads to the collapse of the system. A volt- 
age collapse process may also start due to load variations only. These facts distinguish the VSP 
from the classical TSP, where the focus is placed on the balance of active power after a critical 
contingency. This comparison between the VSP and the TSP will be further developed later in this 
chapter. 
The VSP has also been associated with inadequate reactive support. If this condition is true, 
at least at a local level, then reactive power must be transported over the network from somewhere 
else. High flows of reactive power induce high reactive losses and low voltages, and can make 
generators reach their maximum reactive power generation. Collapse may occur when imbalance 
between supply and load cannot be corrected by a limited voltage decrease. 
In some practical instances of voltage collapse it was observed that bus angles and system 
frequency remained nearly constant during the voltage decay, and in some other cases they accom- 
panied that decay. In the case of disturbance-induced collapses, it has also been observed that the 
system had already settled down to a stable state with lower voltages, but the stability was eventu- 
ally lost due to the action of load controllers and generator reactive power limiters. 
System loads play an essential role in a voltage instability process, especially those loads 
known as stiff loads. This term designates the loads which possess automatic control devices, 
which tend to keep the power absorbed by the load at a constant level regardless of the voltage at 
which the load operates. The action of these controlling devices can be very detrimental to a sys- 
tem at a time when some level of load alleviation may be required in order to allow the system to 
7 
Chapter 2 The Voltage Stability Problem 
reach a new stable operating point. Stiff loads usually exhibit dynamic behaviour with time con- 
stants in the order of minutes, and therefore they can be considered as "slow" devices. Induction 
motors, on the other hand, have a characteristic response much faster than stiff loads, but their 
contribution to a voltage instability process is also important due to their behaviour at low operat- 
ing voltages, because in that situation they absorb large quantities of reactive power and can even 
stall. As a final remark on the load problem, it can be said that proper load modelling is an essen- 
tial issue in voltage stability studies, and yet is a topic which is very controversial and far from 
being mature. This will be further developed in Chapter 3 (Literature Review). 
With respect to the controls available to improve the voltage stability of a system, perhaps 
the most important are tap changers, generator reactive overload, and undervoltage load shedding. 
It should be pointed out that the use of all these resources for improving the voltage stability has 
not yet been fully established. Tap changers can sometimes contribute to a voltage instability proc- 
ess and sometimes can improve the stability, so a thorough understanding of their role is required. 
Generator reactive overload can make the difference between voltage stability and voltage col- 
lapse, especially if the overload is not large and is to be maintained for short periods of time. Much 
research is needed in this field, especially in order to establish quantitative results. Finally, under- 
voltage load shedding also appears to be a promising technique. More research is also needed so as 
to establish the amount, location and duration of preventive load shedding. 
2.3 - Example of a simulated voltage collapse 
For the purpose of illustrating some physical aspects of the VSP, an example of voltage col- 
lapse is presented in this section. It should be noted that this example was extracted from reference 
[6]. 
Figure 2.1 shows a simple, heavily loaded power system, which will be used in the follow- 
ing explanation. 
In this case, the instability process is triggered by the loss of a small capacitor bank at bus 5, 
on the 115-kV level. After this outage the deficit in reactive power is now transported over the net- 
work. This increases the transmission losses and reduces the voltage in the load area. This voltage 
reduction also reduces the reactive power generated by the remaining capacitors and line charg- 
ings, thus further aggravating the reactive power deficit. Immediately after the outage, the active 
power flow on the line decreases because the active demand of the residential load also decreases 
due to the new, lower voltage at bus 6. The industrial load, mostly made up of induction motors, 
does not change significantly during this period. 
Supposing that the residential substation is equipped with an automatic on-load tap changer 
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Figure 2.1 - Simple power system for example of voltage collapse 
(OLTC), after some time this OLTC will start restoring the voltage of the residential load. This has 
the effect of increasing the residential active power (the reactive power is not much affected due to 
the high load factor of the residential load). This increase on active power will be transported over 
the 115-kV line (branch 3-5). With more active power flowing on the line, the voltage drop across 
the line, required to supply the initial reactive power deficit, also increases. This reduces the volt- 
age at bus 5 and increases the reactive losses on the 115-kV line, making the deficit of reactive 
power even more severe. As the residential OLTC continues to compensate for its low primary 
voltage, the situation becomes more and more critical. During this process, reactive power 
reserves at the intermediate generator (bus 2) may become exhausted, thus propagating the reac- 
tive power deficit to remote generators further up the 115-kV line. 
With the tap at its limit, the residential OLTC can maintain the residential voltage at 1.00 pu 
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with its primary voltage at 0.90 pu. If the 115-kV line cannot maintain 0.90 pu at bus 5, a new, sta- 
ble operating point may be reached, with residential voltage in the range 0.95 - 1.00 pu and voltage 
at bus 5 in the range of 0.85 - 0.90 pu. With residential voltages below 1.00 pu, local load control- 
lers will start to restore loads to their rated values. This has the effect of transforming constant 
impedance loads into constant power. 
If, during this process, the voltage at bus 7 (industrial loads) reaches a value of around 0.90 
pu or less, it is quite possible for a motor to stall, thus reducing the voltage in the area. Voltage col- 
lapse at this point is likely to occur. 
Protective devices of motors actuate when the motor voltage is in the range of 0.50 - 0.70 
pu. Also, fluorescent lamps may be extinguished at these low voltage levels. If a large amount of 
load is removed in this way, voltages will rise. The voltages in the residential area will be particu- 
larly high due to the tap position of the OLTC, which will be lowered only after some time has 
elapsed. In the following minutes, industrial load will be restored, as well as air-conditioning 
equipment, for instance. This will have the effect of dropping voltages again. The whole process of 
voltage instability may be repeated at regular intervals over the next thirty minutes or so. 
2.4 - Stability in electric power systems 
Stability in electric power systems is usually classified into steady-state stability and tran- 
sient stability. 
Steady-state stability seeks to determine the stability limit of a system when "small" 
changes are made in the system (for example, in the form of load variations). A steady-state stabil- 
ity study can be carried out with a conventional load-flow program, and its main results corre- 
spond to the maximum power transferable across transmission lines and transformers, so as not to 
violate thermal limits as well as to guarantee adequate voltage levels. 
Transient stability studies, on the other hand, address the question of whether a system will 
preserve stability in the face of a structural change such as line or generator outage. Stability 
implies, in this case, that no generator will lose synchronism with respect to the rest of the system. 
Traditionally, transient stability studies have been carried out using dynamic simulation programs, 
and, more recently, through the use of so-called direct methods. Direct methods assess the stability 
without actually simulating the temporal behaviour of the system, in an attempt to overcome the 
main drawback of classical simulation methods, which is their high computational cost. 
Both steady-state and transient stability studies are classically associated with patterns of 
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active power and frequency in the electric system because the main concern is the question of loss 
of synchronism. Also, the decoupling of active power and angle from reactive power and voltage 
allows some degree of independence between angle stability and voltage/reactive power problems. 
For instance, in a classical stability study, voltages are assumed to be close to the value 1.0 pu. But 
in the more modem phenomenon of voltage instability, hypotheses like this are no longer true. 
Another major difference between classical stability and voltage stability is the time scale. Sec- 
ondary voltage controls, such as on-load tap changers, are much slower than primary controls 
associated with generators, namely the excitation and governor subsystems. Thus, voltage instabil- 
ity problems can be seen as "slow" dynamic processes, as opposed to the dynamics of classical sta- 
bility. 
There is not as yet a well established methodology for studying voltage stability problems. 
This will be discussed in detail in Chapter 3, where the main approaches that were found in the lit- 
erature will be presented. Every approach has its own advantages and disadvantages. The main 
compromise among all methodologies lies between simulation accuracy and the computational 
cost involved in the analysis, as it occurs in many other research areas. 
2.5 - Scope of the present work 
The first two questions that arise in the study of voltage instability in power systems refer to 
the proximity and to the mechanisms of voltage collapse. The issue of proximity addresses the 
establishment of an indicator of how close to collapse a system is operating. An ideal indicator 
should fulfil the following basic requirements: 
- meaning: the information delivered by the indicator should be physically related to 
electrical magnitudes of the problem (voltages, reactive power injections, 
etc. ); 
- reliability: the indicator should be reliable so as to avoid misclassification of operating 
states (either "misses" or "false alarms"); 
- efficiency: the indicator should be evaluated inexpensively (especially for on-line appli- 
cations). 
With regard to the issue of voltage collapse mechanisms, it is essential to identify the main 
contributing factors in a voltage collapse process, in order to (i) understand the phenomenon, and 
(ii) devise corrective actions to be taken, preferably within the time frame of on-line applications. 
As will be seen in Chapter 3, the current approaches to the VSP can be broadly classified 
according to their static or dynamic nature. The VSP is dynamic in nature, but it can be analysed 
through a static viewpoint since the dynamic processes are slow. Within a static approach, use is 
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made of the load-flow algebraic equations describing the power system. The Jacobian matrix, used 
for solving the load-flow equations through the Newton-Raphson method, can provide some infor- 
mation on proximity to voltage collapse, but its main merit is, perhaps, the information it can 
deliver about sensitivity of an operating point with respect to varying parameters such as system 
load. The Jacobian matrix represents a linearisation around an operating point, and therefore the 
validity of the results obtained through it is limited to the validity of the linearisation itself. In this 
way, the non-linear aspects of the VSP cannot be taken into account. 
Dynamic approaches, on the other hand, can take into account these non-linear aspects. 
They also allow the representation of those system components whuch present dynamic behaviour. 
These components are modelled using differential equations in the time domain. Perhaps the most 
developed dynamic approach is the simulation technique, which is strongly based upon the simula- 
tion methods of the classical transient stability problem. The dynamic simulation approach allows 
a detailed modelling of the system and its components, but it is very time-consuming. Also, it does 
not readily provide sensitivity information, which is important when considering corrective 
actions. 
In the present work, the emphasis will be put on the issue of a voltage stability index (issue 
of proximity), and this goal will be pursued within the framework of both static and dynamic view- 
points (cf. chapters 5 and 6). 
2.6 - Summary 
It has been seen that nowadays the VSP is becoming an important concern in electric power 
systems, at both planning and operational levels. Voltage collapse is the most critical consequence 
of a voltage instability process, and it means the system disintegration due to the action of protec- 
tive devices. The consequences of a voltage collapse are so serious that they offset its probability 
of occurrence, which is usually very low. Electric utilities need accurate indicators of proximity to 
voltage collapse so they can operate the system with maximum economy and reliability. 
The VSP is in itself a very complex problem, and its dynamic mechanisms are not yet fully 
understood. This makes the establishment of a detailed problem formulation quite difficult. On the 
other hand, these facts allow the problem to be analysed from many different viewpoints. In the 
present work, emphasis will be put on the issue of proximity to voltage collapse. This means the 
definition and computation of a scalar, global indicator associated with every operating state in the 
electric system. Two different indices will be considered in this work, and both will be computed 




3.1 - Introduction 
This chapter describes the results of the literature survey that was carried out during the 
development of the present research work. This survey was conducted on two separate subjects: 
the voltage stability problem and the application of artificial neural networks in Power Systems. 
Both subjects will be discussed in the following sections. At the end of the chapter, a summary 
with general conclusions is presented. 
3.2 - The voltage stability problem 
3.2.1 - Introduction 
The relatively high number of different approaches to the voltage stability problem that 
were found in the literature is in itself an indication that this field is still in an early stage of devel- 
opment. When analysing these various approaches, the first criterion which naturally emerges for 
classification is their static or dynamic nature. In static analysis, steady-state operation of the sys- 
tem is assumed, and therefore only algebraic equations are considered. On the other hand, in 
dynamic analysis, transient operation of the system is considered, and thus either pure-differential 
or differential-algebraic equations are established. 
Table 3.1 presents the main approaches to the voltage stability problem, which will be dis- 
cussed in the following sub-sections. 
3.2.2 - Steady-state stability limit 
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Approach 
Nature Procedure 
Steady-state stability limit 




Transient PV curves 
Energy methods 
Dynamic Bifurcation theory 
Singular perturbation theory 
Simulation approach 
Device analysis 
Table 3.1 - Main approaches to the voltage stability problem 
The analysis of the steady-state stability limit of a power system addresses the maximum 
power that the system is able to transfer to its loads under normal operating conditions. Figure 3.1 
shows a simple system where a load is fed by a generator through a transmission line. 
IQ 
Figure 3.1 - 2-bus power system 
For the system of Figure 3.1, it can be shown [2] that the relationship between the load volt- 
age v2 and the power delivered to the load is given by the family of curves of Figure 3.2, also 
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v2 (Pu) 
Figure 3.2 - PV curves 
P 
In Figure 3.2, curve a (vertical straight line) represents the behaviour of a constant-power 
load and curve b represents a constant-impedance load. Curve 1 (small nose) describes the behav- 
iour of the system of Figure 3.1 and Curve 2 corresponds to the same system with a reactive power 
compensator connected to bus 2. Curve 1 will be used in the following explanation. It can be seen 
that when the load is modelled as a constant-impedance device, only one stable solution will 
always exist (point D), regardless of the magnitude of the load and neglecting the trivial case of 
null load. On the other hand, when the load is modelled as constant-power, either zero, one or two 
solutions may exist, depending on the magnitude of the load. For a load with active power Po, two 
solutions will exist (points A and B). Point A is called the high-voltage solution and represents the 
normal operating point; point B is the low-voltage solution (see reference [7] for a thorough dis- 
cussion on the stability of both solutions). Increasing the load up to the value P1, both solutions 
become the same (point C). This is the maximum power deliverable by the system, and for this 
reason the value P1 is called the steady-state stability limit. With this system, it is impossible to 
feed a constant-power load of which the demand is above the value P1. It is interesting to notice 
that adequate reactive power compensation at bus 2 can increase the steady-state stability limit 
(point E in curve 2). An important conclusion of this analysis is that proper load modelling is 
essential in the study of the steady-state stability limit. 
The next step is concerned with how the previous result can be generalised for an n-bus 
power system. Venikov et al. [8] were the first to suggest the analysis of the singularity of the 
Jacobian matrix of the load-flow equations for evaluating the steady-state stability limit: 
P _i , ee ev 
[A', fr's Fv ee 
G0 Gv AV 
(3.1) 
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When matrix J becomes singular due to incremental load changes, Eq. (3.1) cannot be 
solved and the steady-state stability limit is reached. The singularity of the Jacobian matrix of Eq. 
(3.1) implies that at least one of its eigenvalues is zero. In accordance with this fact, some authors 
concentrated on the analysis of either the eigenvalues or the singular values of the Jacobian matrix. 
Tiranuchit et al. [9,10] proposed the use of the Minimum Singular Value of the Jacobian matrix as 
a measure of proximity to the steady-state stability limit. 
The Singular Value Decomposition (SVD) is a mathematical tool based on the use of orthog- 
onal matrices. Given an nxn real matrix M, its SVD is defined as follows [11,12]: 
M=U. S. V 
where U and V are nxn orthogonal matrices and S is an nxn diagonal matrix of which entries al, 
a2, ... , a are non-negative and are called singular values of M. The singular values of M are the 
positive square roots of the eigenvalues of either matrices M'. M or M. (M), which are symmetric, 
non-negative definite matrices and hence possess real, non-negative eigenvalues. Usually the sin- 
gular values are arranged so that of z a2 z ... z ß 2 0, and therefore the element a,, is called the 
Minimum Singular Value (MSV). Let r be the rank of M; when r=n, all singular values will be 
strictly positive and the remaining (n-r) singular values will be zero. The MSV measures the 12- 
norm distance between M and the set of all the rank-deficient matrices [ 13]. This, and the fact that 
the SVD is a well-conditioned decomposition, make the SVD especially attractive for analysing 
problems related to the singularity of the Jacobian matrix. Another advantage of the SVD lies in 
the information that can be extracted from the associated singular vectors: the right singular vector 
v,,, associated with a., indicates sensitive voltages and angles, whereas the left singular vector u,,, 
associated with a,,, indicates the most sensitive direction for changes of active and reactive power 
injections. 
Tiranuchit et al. [10] showed that the MSV is more sensitive to load changes than bus volt- 
ages in the proximity of singularity, which is an important characteristic of this indicator. They 
also proposed an optimisation procedure for determining the generation profile which yields the 
largest MSV. 
One disadvantage of using the SVD is that the computing time of a full decomposition 
increases as the cube of the size of the matrix under consideration. Löf et al. [14] proposed two 
different algorithms for fast evaluation of the SVD. They applied their technique to two different 
matrices: (i) the complete Jacobian matrix J of Eq. (4.1), and (ii) the matrix Gs defined by: 
GS = Gy - Ge . Fe-1 . Fv 
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The matrix Gs relates voltage changes to reactive power changes when there are no changes 
in the active power (AQ = Gs. AV in Eq. (3.1) for AP = 0). The authors also interpreted the mean- 
ing of either left and right singular vectors in terms of sensitivity of the MSV with respect to 
changes in the electrical parameters (voltages, angles and power injections). It should be pointed 
out that the MSV approach is an important part of the present work and will be further developed 
in Chapter 5. 
Kessel and Glavitsch [15] developed a voltage stability indicator using linear steady-state 
analysis of the power system. The computation of the indicator ("L-index") is straightforward and 
is based on the knowledge of the state variables of the system (voltage magnitudes and angles) and 
the nodal admittance matrix. It is shown that theoretical values for this index range between 0 and 
1, the former corresponding to the no-load condition and the latter corresponding to the collapse of 
the system. Although this is a local index (associated with each bus in the system), the paper pro- 
poses the definition of a global index as the largest (worst) local index computed throughout the 
system. The paper also shows how the index can be updated when changes in either nodal powers 
or topology occur. 
In a comprehensive paper, Gao et al. [16] proposed the application of modal analysis 
(eigenanalysis) for evaluating the steady-state stability limit of a power system. As with the SVD, 
computing the minimum eigenvalue indicates the distance of the current operating point from the 
stability limit. The authors consider the m least eigenvalues, making it possible to analyse the m 
least stable modes instead of the least one alone. Using the associated left and right eigenvectors, 
bus participation factors are derived. These participation factors allow the identification of areas 
close to voltage instability. Another interesting idea of the paper is the use of the "snapshot" 
approach, which basically consists of various static analyses carried out at different instants in 
order to assess the temporal behaviour of the system. This allows overriding a detailed dynamic 
analysis in the time domain. The authors show an example in which snapshots were taken immedi- 
ately after a contingency, then after fast controls had actuated, then after the action of slow con- 
trols, and finally after the action of human operators. 
Finally, Sauer and Pai [171 presented a thorough analysis in which they compared the sys- 
tem matrix of a dynamic power system model to the standard load-flow Jacobian matrix. They 
showed how the load-flow Jacobian matrix appears within the dynamic system matrix and estab- 
lished the circumstances under which the analysis of the load-flow Jacobian matrix provides useful 
information about the dynamic system. They concluded that these circumstances correspond to 
rather drastic assumptions about the synchronous machines and their control systems, so that the 
singularity of the load-flow Jacobian matrix should be considered an optimistic upper bound on 
the maximum loadability of the system. 
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3.2.3 - Load-flow analysis 
As seen in the previous sub-section, the steady-state stability limit of a power system is 
related to the singularity of the Jacobian matrix J. This has important implications in the classical 
load-flow problem, because the Newton-Raphson (NR) method -by far the most popular technique 
for solving the problem- requires the inversion of matrix J in order to evaluate corrections for 
angles and voltage magnitudes. Hence, the conventional NR method is inappropriate for the study 
of the power system in the vicinity of a steady-state stability limit because convergence problems 
arise as the Jacobian matrix approaches ingularity. 
Having perceived this important fact, many researchers investigated the problem and pro- 
posed some alternative techniques for determining the steady-state stability limit of a power sys- 
tem. Such techniques will be discussed in this sub-section. 
Ajjarapu and Christy [18] proposed a continuation technique for automatic evaluation of the 
steady-state stability limit (or critical point). This technique is based on a predictor-corrector 
method which evaluates a continuum of solutions, starting from a base case and moving towards 
the critical point. Divergence due to ill-conditioning around the critical point does not occur with 






Figure 3.3 - Predictor-corrector method 
Iba et al. [19], Semlyen et a1. [20] and Kataoka [21] also proposed continuation techniques 
for evaluating the critical loading condition and also for obtaining relevant PV curves. 
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Tamura et al. [22] studied the relationship between multiple load-flow solutions and voltage 
instability. They concentrated on the behaviour of the multiple solutions as the load is increased, 
up to the point where solutions no longer exist (steady-state stability limit in Figure 3.2). They 
considered a series of different criteria for determining the stability of a particular solution. The 
first criterion -devised by Venikov et al. [8]- refers to the change of sign of the load-flow Jacobian 
matrix as the load is increased. The second criterion uses the sign of V-Q sensitivity factors, and 
the third criterion corresponds to the energy stored in both capacitive and inductive components in 
the network. As these criteria are not free of classification errors, they are organised in a sequential 
manner: only if a given solution passes the three criteria will it be considered as stable; otherwise 
it will be labelled as unstable. 
Dehnel and Dommel [23] developed a modified load-flow technique for identifying weak 
areas which prevent convergence of the standard Newton-Raphson method. This technique is a 
modified version of the damped Newton-Raphson method, which produces "quasi solutions" with 
minimum mismatches. Sensitivity analysis is then used to determine the weak areas. 
Galiana and Zeng [24] proposed a generalised sensitivity relationship between specified 
injections and resulting voltages in order to analyse the behaviour of the solution in the neighbour- 
hood of a singularity. The proposed relation contains two orthogonal components which behave 
differently as the operating point moves towards the critical point. The proposed sensitivity rela- 
tionship extends the conventional load-flow sensitivity analysis because it can be carried out for 
operating points at or near a Jacobian singularity, which does not occur in the conventional sensi- 
tivity analysis. In a second paper [25], the authors apply this generalised sensitivity relationship in 
the estimation of the maximum loading condition of a system. The proposed technique finds the 
distance from an initial operating point to the maximum loading point for a given direction of load 
increase. The maximum loading point can be found in as few as 5 load-flow runs, and the initial 
operating point need not be near the maximum loading point in order to obtain good accuracy. 
Berizzi et al. [26] studied the existence of load-flow solutions for a sequence of load 
increases at individual buses in the electrical system, in order to determine the maximum admissi- 
ble load. After stating the disadvantages of using a conventional Newton-Raphson based load- 
flow, the authors make use of the Hartkopf method, whereby the state-variable vector of the New- 
ton-Raphson method is multiplied by an accelerating factor a at the end of each iteration. This fac- 
tor a is computed from the sum of squared bus mismatches obtained in the previous two iterations. 
The authors then developed two Hartkopf-based algorithms for increasing the load and studying 
the convergence properties of the solution. The results reported in the paper show a reduction of 
up to 60% in the total CPU time, with respect to the conventional Newton-Raphson method. 
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3.2.4 - Optimisation techniques 
Cutsem [27] proposed the reactive power margin of a group of buses as a measure of prox- 
imity to voltage collapse. This margin is the difference between the maximum reactive load and 
the base case value, and is obtained through an optimisation procedure in which the objective is to 
maximise the load. Non-optimised loads are treated as equality constraints and generator reactive 
limits as inequality constraints. The optimisation procedure is based upon Newton's method. 
Jung et al. [28] also applied an optimisation technique for obtaining the closest critical point 
from a given operating point. The objective of the optimisation procedure is to minimise the l2- 
nonm distance between the current operating point and the closest critical point. The equality con- 
straints are the power flow equations and the singularity of the Jacobian matrix. Generator power 
limits are treated as inequality constraints. 
3.2.5 - Sensitivity methods 
Flatabo et al. [29,30] proposed the use of sensitivity methods for evaluating the voltage sta- 
bility condition of a power system. In order to determine the voltage instability point, the sensitiv- 
ity of various parameters with respect to the reactive power injected at any bus is used. The 
authors propose the MVAr-distance as a local indicator of proximity to voltage collapse. The 
MVAr-distance of a bus is the reactive load that can be added to the bus before the system becomes 
voltage unstable, and it is obtained through the sensitivity matrices. In the same way, MW- and 
MVA-distance to voltage collapse are computed. The sensitivity matrices are used to examine 
either the consequences of line outages, the effect of voltage dependency of loads on the distance 
to voltage collapse, or the importance of reactive power reserves on transmission equipment. 
Begovic and Phadke [31] proposed the total generated reactive power as an indicator of 
voltage stability margins. They also derived sensitivity factors of the total generated reactive 
power with respect to both power injections in load buses and shunt susceptances. These factors 
were used for evaluating the allocation of reactive support and also for determining the most effec- 
tive buses for load shedding. 
3.2.6 - M-matrices 
In an early work, Abe et al. [321 developed a thorough methodology for studying the VSP in 
power systems. The dynamics of the system is taken into account through first-order delay models 
used for both OLTCs and constant-impedance loads. The authors then applied the mathematics 
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framework of M-matrices for establishing necessary and sufficient conditions for voltage stability 
using a set of linearised dynamic equations (an M-matrix is a matrix such that all of its eigenvalues 
have positive real part). 
3.2.7 - Transient PV curves 
Ohtsuki et al. [33] proposed the use of "transient PV curves" for analysing the voltage sta- 
bility of a power system. These curves are conceptually the same as the static curves presented in 
sub-section 3.2.2. In the present case, a PV curve is defined for each bus at each time t in a 
dynamic simulation of the system (only one simulation is required for building up these curves). 
Transient PV curves allow the estimation of the critical time delay of emergency control and also 
the critical point of reverse action for on-load tap changers. 
Pal [7] also utilised the concept of transient PV curves, although he did not use a dynamic 
simulation program for their evaluation. Instead, he considered a simple 2-bus system in which the 
generator was modelled as a fictitious voltage source behind a fictitious reactance. 
3.2.8 - Energy methods 
The classical transient stability problem in power systems addresses the question as to 
whether a system will be stable after the occurrence and clearing of a large disturbance, and is 
essentially concerned about the balance of active power within the system. Traditionally, this 
problem has been solved through the use of time-domain simulations (or numerical integration 
methods), which produce accurate results but are computationally very expensive. 
More recently, new direct methods have been developed. Direct methods assess the system 
stability without explicitly solving the differential equations of the dynamic model, thus providing 
much more economical means of stability evaluation. 
The voltage stability problem has also been studied through the use of direct methods (or 
energy methods). Hiskens and Hill [34] proposed an energy method which preserves the structure 
of the network (thus allowing the use of sparsity techniques) and also considers non-linear loads. 
They start with a set of differential-algebraic equations which, in principle, are difficult to deal 
with. These equations are shown to be equivalent to a set of ordinary differential equations, which 
are then used to analyse the problem. A method is derived for determining and classifying the 
equilibrium points of the model. 
21 
Chapter 3 Literature Review 
DeMarco and Overbye [35] proposed an energy-based security measure for assessing vul- 
nerability to voltage collapse. Initially, they represent a simple power system through a set of dif- 
ferential-algebraic equations. Then this model is transformed into a set of pure-differential 
equations and a Lyapunov-like energy function is devised. A distance to voltage collapse is then 
defined; this distance provides the maximum load increment (active or reactive) in a bus for a 
given value of energy before collapse occurs. The main idea is to use the method for efficient 
determination of low-voltage load-flow solutions with the smallest associated energy measures. 
The proposed method requires load-flow and energy evaluations, which must be carried out off- 
line. Thus, interpolation procedures are required for on-line applications. One of the main prob- 
lems with this approach is the need to evaluate low-voltage solutions. In a more recent paper [36], 
the authors developed an improved method for overcoming this difficulty. In paper [37] one of the 
authors proposes the energy method as a local measure: each bus has an associated energy which 
provides an indication of the voltage security of the area adjacent to the bus (the lower the energy, 
the more dangerous the situation). It is shown how the number of load-flow solutions needed to 
analyse voltage security increases exponentially with the size of the system. A new method is then 
proposed for screening critical buses. The method is called FBBV (Fixed Boundary Bus Voltage) 
and it classifies buses in the network on different levels (level 1 refers to the first neighbours of a 
bus; level 2 refers to the second neighbours and so on). It is shown how FBBV can help reduce the 
total amount of computation in order to determine the set of lowest energy measures. 
3.2.9 - Bifurcation theory 
Bifurcation theory is a branch of the mathematics field of non-linear systems. When some 
parameters of a given system are varied, the system may experience a sudden change in its state; 
both previous and final states may differ qualitatively and quantitatively. The term "bifurcation" 
(or structural instability) refers to this sudden change. Several types of bifurcation are possible in 
this situation: saddle-node bifurcations, Hopf bifurcations, etc. 
Saddle-node bifurcations occur when only one eigenvalue of the Jacobian matrix describing 
the system becomes zero due to changes in the system parameters. Hopf bifurcations occur when a 
complex conjugate pair of eigenvalues crosses the imaginary axis and moves into the right half- 
plane due to changes in the system parameters. The system may start oscillating with a small 
amplitude. Thus, a Hopf bifurcation point connects stationary solutions with periodic solutions. 
Kwatny et al. [38] applied the bifurcation theory to stability analysis in power systems. The 
authors developed a rigorous analysis and stated the conditions for the existence of some bifurca- 
tion-related phenomena such as loss of steady-state stability and voltage collapse. Loss of steady- 
state stability means infinite sensitivity of bus angles (or maximum real power transfer) to changes 
in system parameters, and voltage collapse corresponds to infinite sensitivity of bus voltages. 
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Calizares et al. [39] proposed the application of the Point of Collapse (PoC) method for the 
study of saddle-node bifurcations in ac/dc power systems. The PoC method basically consists of 
augmenting the set of system equations with an additional constraint that ensures the existence of 
a zero eigenvalue (of the original Jacobian matrix) at the point of interest. In doing so, the PoC 
Jacobian matrix becomes non-singular, thus allowing the determination of an acceptable load 
increase before voltage collapse occurs. 
Ajjarapu and Lee [40] applied the Hopf bifurcation theory to dynamic phenomena in power 
systems. The authors analysed the stability of the resulting periodic solutions and applied the 
results in a simple power system. 
Chiang et al. [411 developed a tool for analysing voltage collapse based on a centre mani- 
fold model. They identified three different stages during the operation of the system. Stage I corre- 
sponds to the quasi-steady state operation of the system before bifurcation occurs. In Stage 2, the 
system reaches the steady-state stability limit by encountering a saddle-node bifurcation. In Stage 
3., the system dynamics after bifurcation is described by a centre manifold model. In Stage 1, the 
solution curve is obtained through an indirect method (predictor-corrector) in order to avoid con- 
vergence problems in the neighbourhood of a bifurcation. For Stage 2, a special algorithm, based 
on Powell's hybrid method, is proposed for obtaining the bifurcation point. Finally, in Stage 3, 
assuming that x` is the point at which the system Jacobian matrix has one zero eigenvalue and that 
p is the eigenvector associated with this zero eigenvalue, the centre manifold is the curve made up 
of system trajectories which is tangent to the eigenvectorp at point x". 
Jean-Jumeau and Chiang [421 developed an interesting method for solving the load-flow 
equations in the vicinity of a saddle-node bifurcation, where convergence problems arise in the 
conventional Newton-Raphson method due to ill-conditioning of the Jacobian matrix. The meth- 
odology is based on the parameterisation of the load-flow equations, which locally removes near- 
singularities and therefore enlarges the region of convergence around such points. Its implementa- 
tion requires a simple modification of the standard load-flow equations. The dimension of the sys- 
tem of equations remains unchanged and only a few non-zero elements are added to the Jacobian 
matrix, thus preserving its sparsity. 
Dobson and Lu [431 developed direct and iterative methods for computing the distance from 
a given operating point to the locally closest saddle-node bifurcation. This distance is measured 
using an auxiliary vector which is normal to the hypersurface of critical load powers. This surface 
is the loci of all points in the load power space for which the Jacobian matrix results singular with 
only one zero eigenvalue (saddle-node bifurcation). The method exploits the fact that this normal 
vector is easy to compute. The distance between the current operating point and the locally closest 
saddle-node bifurcation is also called worst case load power margin and is proposed as a voltage 
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collapse index. 
3.2.10 - Singular perturbation theory 
Yorino et al. [44] proposed the use of singular perturbation theory for analysing voltage 
instability problems. According to this approach, the dynamic description of the system can be 
made separately through two different subsystems: a "fast" model and a "slow" model. The slow 
model includes those devices for which the response occurs in the time-frame of minutes (such as 
tap changers and thermal units of loads), while the fast subsystem includes much faster devices 
such as automatic voltage regulators and governors. This approach allowed the grouping of volt- 
age instability problems into the following categories: 
I) voltage drop due to slow dynamic factors; 
11-1) voltage collapse due to slow dynamic factors; 
II-2S) voltage collapse (static bifurcation) due to fast dynamic factors; 
II-2D) voltage collapse (dynamic bifurcation) due to fast dynamic factors; 
Furthermore, the authors claim that types I and II-2S can be analysed through the determi- 
nant of the load-flow Jacobian matrix; type II-2D through eigenvalue analysis of the dynamic sys- 
tem; and type II-1 through direct non-linear techniques. 
Nwankpa and Shahidehpour [45] proposed the mean first passage time (MFPT) as an indica- 
tor of proximity to voltage collapse. The first passage time is the time before the stable operating 
point disappears beyond the stability boundary. The MFPT is the average taken over all initial con- 
ditions. The authors use a stochastic approach for formulating a boundary value problem, for 
which an asymptotic solution is obtained through the singular perturbation theory. This solution 
allows the first passage time to be evaluated. 
3.2.11 - Simulation approach 
Begovic and Phadke [46] proposed the study of voltage collapse through a dynamic simula- 
tion approach. The model of the power system is composed of differential equations for generators 
and load-flow equations for the network, which are numerically solved in the time domain. They 
analysed cases in which the loading condition at t=0 was near to the critical value (where the 
Jacobian matrix becomes singular) and slowly increased the loads in order to lead the system into 
voltage collapse. They showed that in some cases early rescheduling of loads can avoid the later 
occurrence of voltage collapse. 
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A similar approach was proposed by the same authors [47], where the focus was placed on 
the use of a reduced state vector for estimating the actual state of the power system. The idea is to 
group the system buses into clusters of electrically similar buses so that each cluster is represented 
by one of its buses only, thus reducing the dimensionality of the problem. 
Lachs and Sutanto [48] also proposed a simulation approach for studying voltage instabili- 
ties. They used a static model (load-flow) which was run at strategic instants in order to capture 
the dynamic nature of some automatic controls (tap changers and generator excitation) ("snapshot" 
approach). They showed the importance of timely countermeasures, which can effectively avoid 
the occurrence of voltage collapse. 
Cutsem [491 also studied emergency voltage situations through the simulation technique. 
The main contribution of this paper is perhaps the establishment of different time frames for the 
phenomena involved in voltage instability processes. These time frames correspond to (i) fast 
components (network, generator AVRs, governors, etc. ), (ii) mid-term controls (OLTCs, maximum 
excitation limiters for generators), and (iii) components exhibiting long-term behaviour (such as 
thermostatic loads). The relative independence among these three time-frames allows, in some 
cases, the dynamic simulation to be carried out without performing numerical integration, i. e., the 
simulation is done through the evaluation of a sequence of equilibrium points using algebraic 
equations only. This technique leads to a computationally effective simulation of the system in the 
time domain. 
Morison et al. [50] developed a thorough comparison between a static technique and a 
dynamic simulation program. This paper represents an extension of an earlier work reported by the 
same authors [16], in which they had proposed the use of modal analysis for estimating the static 
voltage stability of a system and for identifying critical areas and appropriate corrective actions. In 
the more recent paper, the Extended Transient/Midterm Stability Program (ETMSP) [51] is used 
for studying various load scenarios. The main contribution of the paper is perhaps the attempt to 
bring together both static and dynamic approaches. The authors obtained consistent results and 
showed that the static approach presents some important advantages, such as less computational 
cost and the possibility of developing sensitivity analysis. The dynamic simulation approach 
offers, however, unique capabilities for executing detailed dynamic analyses and studying the 
coordination of controls and protections. 
3.2.12 - Device anal 
It has now been recognised that some automatic voltage control devices, such as on-load tap 
changers (OLTCs) and static VAr compensators (SVCs), play an important role in the voltage 
instability problem. This is especially true for OLTCs, whose dynamics is relatively slow with 
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respect to that of other voltage control devices. Some attempts have been made to develop detailed 
models for such devices, and they will be presented in this sub-section. 
Medanic et al. [52] developed discrete and continuous dynamic models for OLTCs and 
showed how poorly coordinated devices can lead to either transformers hunting one another or 
voltage collapse. They also established theoretical conditions for assuring OLTC operation which 
maintains voltages within acceptable limits. 
Liu and Vu [53] developed and extremely detailed analysis on OLTCs, which is based on a 
non-linear dynamic model. The main results of the paper are the establishment of a stability crite- 
rion for equilibrium points and a method for obtaining voltage stability regions in a system with 
several OLTCs. 
Ohtsuki et al. [54] studied the reverse action of an OLTC, i. e., the situation where the sec- 
ondary voltage of a transformer drops as a consequence of raising the tap position. Their system 
model included a dynamic model of the OLTC. They showed how the occurrence of OLTC reverse 
action may lead to voltage collapse in a heavily loaded system. 
Hiskens and McLean [55] developed an analysis of the SVC behaviour under voltage stabil- 
ity conditions. They showed how reverse action may also occur in voltage collapse conditions 
when using SVCs (the bus voltage decreases when increasing the capacitive susceptance). There- 
fore, proper coordination between the SVC control system and the local PV characteristic is 
required. 
3.3 - Artificial neural networks in power systems 
3.3.1 - Introduction 
This section presents the results of the literature survey on the application of neural net- 
works in Power Systems. The publications that were found are classified in several groups accord- 
ing to the electrical problem under consideration. These groups are as follows: 
- security assessment and dynamic stability; 
- load forecast; 
- diagnosis; 
- contingency analysis; 
- voltage harmonics; 
- unit commitment; 
- control and observability analysis; 
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modelling; 
economic load dispatch; 
Distribution systems. 
In the following sub-sections, each problem will be briefly addressed and some comments 
will be made on the corresponding publications. The neural network models mentioned here will 
be discussed in detail in Chapter 4. 
3.3.2 - Security assessment and dynamic stability 
Security assessment analysis addresses the problem of classifying a given operating state of 
a power system as either secure or insecure, according to a pre-specified criterion. This security 
criterion is often related to the dynamic transient stability of the power system, and for this reason 
neural network applications to both security assessment and dynamic stability are discussed 
together in this section. 
Typically, security assessment involves off-line analysis and on-line assessment. A number 
of contingencies are studied off-line, classified according to their security level, and finally stored 
in a security database. During on-line operation the power system continuously changes between 
different states (or operating points), and each state must be assessed as to its security level. In 
general terms, given a system state, the operator must find a similar state in the database. When 
this search is not successful, the operator must interpolate among the best matches in the database. 
This task must be executed very quickly due to the on-line nature of the problem. Depending on 
the number of variables involved, a human operator may not be able to produce an answer in an 
adequate amount of time. Therefore, efficient pattern recognition and interpolation techniques are 
very good candidates for application in the security assessment problem. 
El-Sharkawi et al. [56-58] have dealt with the security assessment problem through the use 
of a Multi-Layer Perceptron (MLP) network trained with the backpropagation algorithm. They 
addressed both the static and the dynamic aspects of the problem. In static assessment the load- 
flow equations are used so as to check for violations in voltage or power flow constraints given a 
set of contingencies. In dynamic assessment the non-linear power system model is linearised 
around an operating point and linear analysis techniques (e. g., eigenvalue analysis) are applied for 
assessing the local stability of the system. The authors of these papers used both techniques to set 
up a training set for the neural network and showed the classification and interpolation capabilities 
of the MLP. 
Pao and Sobajic [59,60] proposed the use of neural networks for estimating the critical 
clearing time (CCT). The CCT is an important parameter associated with the transient stability of 
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a power system. It is the maximum time after which a fault must be cleared if dynamic stability of 
the system is to be preserved, and it can be obtained through exhaustive simulations with a tran- 
sient stability program. In the first paper, the authors used an MLP for estimating the CCT. In the 
second paper, they proposed a very interesting technique which combines unsupervised and super- 
vised learning. According to this technique, the first step is to classify all the training vectors into 
clusters using an unsupervised-type classifier, in order to reduce the dimensionality of the training 
set. This exploits the fact that similar vectors can be represented by an average exemplar of the 
class. The second step is to train an MLP network with the backpropagation algorithm and using 
the reduced training set, thereby reducing the overall training time. 
Niebur and Germond [611 proposed the use of the self-organising map of Kohonen (unsu- 
pervised learning) for assessing the static security of a power system. Their electrical criterion is 
the loading state of transmission lines (normal or overloaded). The neural network clusters all the 
training vectors in fewer categories, and the authors show how new operating states are accommo- 
dated in the already existing categories so as to estimate the security level of these new states. 
Mori et al. [621 applied the self-organising map of Kohonen to the dynamic stability prob- 
lem in a power system. They chose the most critical eigenvalue of the system matrix (obtained 
through the S-matrix method) as the dynamic stability index. They proposed two methods for 
inferring the value of the stability index. This is a major issue when using unsupervised training 
for evaluating parameters that were not present in the training set, because the neural network can- 
not build up an internal representation of the relationship between the input variables and the 
desired indices. 
Fidalgo et al. [63] developed an MLP-based tool for predicting transient stability margins. 
Inputs for the MLP are given by active power, emf and inertia constants for generating units. The 
output corresponds to an estimation of AV, the transient energy function margin (for AV <0a given 
contingency is classified as unstable; for AV >0 it is labelled as stable). The MLP was trained 
using the so-called Adaptive Backpropagation algorithm (ABP), whereby the learning rate of indi- 
vidual neurons is adjusted during the training according to the behaviour of the corresponding 
derivative. The ABP algorithm is reported to substantially reduce the overall training time. 
Another interesting feature of this work is the use of MLPs for suggesting corrective actions when- 
ever an unstable situation is detected. In this case, MLPs are used to compute derivatives of the 
output variable with respect to the input variables (i. e., the sensitivity of the transient energy mar- 
gin to the control variables). 
Finally, Fouad et al. [64] developed an MLP-base tool for assessing the vulnerability of 
power systems in the transient stability problem. Vulnerability is defined as a combination of the 
transient energy margin AV and the sensitivity MV/ap, where p is a critical system parameter (in 
this case, p is defined as the power flow in a stability-limited transmission line). Depending on 
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the value of these two variables, the system is classified as either vulnerable or non-vulnerable, 
for pre-defined faults. The inputs to the MLP are the energy margin AV, the distribution factors 
for the flow in the transmission line of interest, and the sensitivity of the energy margin with 
respect to changes in the power of critical generators. The output of the MLP is the vulnerability 
status. The authors reported good classification results with this technique and also proposed the 
use of the MLP in on-line environments. 
3.3.3 - Load forecasting 
Knowledge about the future behaviour of the load is essential in many problems in Power 
Systems. Depending on the amount of time involved in the load prediction, load forecasting can be 
broadly classified as short-term, mid-term and long-term forecasting. 
Short-term forecasting (few minutes to one hour ahead) allows system operators to adjust 
the various controls for meeting the demand of the system (for example, the rate of change of gen- 
erator output). Mid-term load forecasting (from one hour to one week) is needed for optimal gen- 
erator unit commitment, start-up and shut-down of thermal plants, and control of power exchanges 
in interconnected systems. Long-term load forecasting (up to 10 or 15 years) is used for planning 
the system expansion (purchase of new generator units and other facilities). 
Traditionally, load forecasting has been carried out within two basic frameworks, namely 
time series analysis and regression analysis, although other methods exist that do not fall into 
either category. 
The time series approach does not normally take into account weather information (temper- 
ature, humidity, wind speed, etc. ), which is an important parameter, especially for residential 
loads, and thus it often produces inaccurate predictions. On the other hand, the regression 
approach attempts to associate weather variables with the load demand, and a functional relation- 
ship (model) must be stated a priori. Usually, a linear model is adopted. As the relationship 
between these variables depends on time, conventional regression models fail to represent this 
temporal variation. 
The first attempt at tackling the load forecasting problem through the use of neural networks 
was by Dillon et al. [651. Furthermore, their 1975 paper is probably the first attempt at applying 
neural networks in Power Systems. The authors developed a self-organising learning machine 
capable of representing the non-stationarity and the seasonality of load data. 
Most of the remaining publications studied use the Multi-Layer Perceptron (MLP) model 
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trained with the backpropagation algorithm [66-70]. Paper [68] proposes an adaptive learning 
algorithm which allows the momentum coefficient a (see sub-section 4.4.5) to be updated during 
training. Paper [69] proposes a modified neural network which adds a set of linear terms to the 
normal non-linear computation of the basic MLP architecture. Finally, paper [70] describes the 
combination of several basic MLP networks producing a more complex, not fully connected over- 
all network. Research using the MLP model reports very low predicting errors, in the order of 1- 
2%. 
Peng et al. [711 proposed an adaptive neural network approach to one-week ahead load fore- 
casting. The technique is based on the Adaline model, and the load data is separated into 3 compo- 
nents (base, low frequency, and high frequency) through the use of digital filters. Each component 
is then forecasted by one Adaline unit. Each Adaline has an input sequence, an output sequence 
(forecasted load), a desired response-signal sequence, and a set of trainable weights. The weight 
vector is designed to make the output sequence follow the actual load sequence. The forecasted 
errors are reported to be less than 3.4%. 
Lu et al. [72] carried out a detailed study for evaluating the effectiveness of the artificial 
neural network approach on the short-term load forecasting, also using the MLP model. They used 
real data from 2 different companies in order to predict both next hour load forecasts (1 value 
only) and next 24-hour load forecasts (a sequence of 24 values). The main conclusions of the paper 
can be summarised as follows: (i) the neural networks are system dependent, in the sense that sys- 
tems with different load characteristics require different neural network architectures; (ii) in gen- 
eral, the neural network model is case independent, except for season changing periods and abrupt 
changes in temperature and load conditions; and (iii) the neural networks are sensitive to bad data, 
thus requiring data pre-processing by intelligent filters. 
Baumann et al. [73] carried out an interesting comparison among four different approaches 
to the short-term load forecasting problem: (i) Kohonen learning, (ii) Backpropagation learning, 
(iii) Multiple regression analysis, and (iv) Kalman filters. The testing period spanned over two 
weeks, and the Kohonen model was the one that best responded to the forecasting problem, espe- 
cially with respect to adapting to a new situation (such as the transition from summer season to 
winter season). The MLP model produced the worst results, but this was probably due to the small 
size of the training set (only one year was represented). The Kalman filter technique, and espe- 
cially the multiple regression method, reacted slowly to the seasonal transition. 
3.3.4 - Diagnosis 
In this sub-section, published research in power system diagnosis is presented. These 
include alarm processing, operating conditions monitoring, fault diagnosis and predictive mainte- 
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nance in gas-insulated equipment. 
Chan [74] proposed the use of a multi-layer perceptron for implementing an intelligent 
alarm processor (IAP). The main purpose of the IAP is to help the operator identify a fault in a sys- 
tem given a set of active alarms. The author reported successful identification of the problem in 
cases where there was no noise (missing alarms), and partial success when there was noise. One of 
the best achievements of this IAP is the ability to produce a single message from many active 
alarms (for instance, a bus fault which activated 15 alarms could be identified and reported with 
only one message). 
Sobajic et al. [75] proposed a neural network-based system for on-line monitoring and diag- 
nosis of power systems. This paper is a rather general description of the principles of such a sys- 
tem. They also proposed the combined use of both unsupervised and supervised learning and also 
the use of a hybrid approach, by which an expert system would share some specific tasks with a 
neural network. 
Tanaka et al. [76] used a multi-layer perceptron to implement a fault diagnosis engine. 
Given the current status of protective devices (circuit breakers and relays), the network was able to 
indicate the faulty component (bus, line or transformer). They set up a training set containing situ- 
ations with zero or one malfunction (missing circuit breaker or relay information) and applied the 
trained network to a different testing set with double malfunctions. A very interesting feature of 
their work is that the network, once trained, was able to produce additional meaningful "rules" 
(training vectors) which were not present in the original training set. 
Kandil et al. [77] implemented three uni-flow counterpropagation networks for fault identifi- 
cation in an ac-dc transmission system. Input variables for the networks are voltages (dc values 
and rms and instantaneous ac values) and the outputs are the system state (fault/no fault) and the 
type of the fault if one exists. 
Finally, Ogi et al. [781 applied the self-organising map of Kohonen in the detection of abnor- 
malities in gas-insulated switchgear. Assessing the condition of internal components in this kind of 
equipment is usually difficult, because inferences have to made from indirect, external measure- 
ments. This characteristic has prompted the development of predictive maintenance for gas-insu- 
lated equipment. In this case, an acceleration sensor is attached to the external surface of a gas- 
filled tank. This sensor is capable of detecting partial discharges that occur in the gas due to small 
pieces of metal ("junk"). The sensor signal is sampled at a rate of 853 samples per cycle. The sam- 
ples undergo a pre-processing stage whereby a Fast Fourier Transform (FFT) is performed and the 
resulting spectrum is averaged in time (in order to cancel noise), followed by an amplitude-nor- 
malisation process. The result from this pre-processing stage is presented to the neural network, 
which is then capable of delivering 6 different diagnostics: (i) normal condition, (ii) existence of a 
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conductor-fixed junk, (iii) existence of a tank-fixed junk, (iv) existence of a floating junk, (v) exist- 
ence of a small gap between conductor ends at a junction, and (vi) insufficiently-fixed metal fixing. 
The authors show examples of the sensor signal for each one of the diagnostics above, and from 
them the relevant features of each diagnostic cannot be easily distinguished. However, after the 
pre-processing step is applied, the signals are very different from one another, and this is the infor- 
mation that is passed on to the neural network. The authors report a success rate of 80% when 
diagnosing abnormalities using this methodology. 
3.3.5 - Contingency analysis 
The main purpose of contingency analysis is to classify each contingency in the system (line 
and generator outages) as secure or insecure. A secure contingency is one which does not lead to 
line overloads, bus-voltage or generator-VAr violations. Insecure contingency is one in which at 
least one of these limits is violated. The number of contingencies to be analysed in a power system 
is usually extremely high, and therefore a contingency selection procedure -or contingency screen- 
ing- is needed in order to reduce the dimensionality of the problem. The screening strategy must 
be adequate so as to guarantee that no insecure contingency is missed, and also to avoid false 
alarms (a contingency being classified as insecure when it is not). 
There are several methods for solving the contingency screening problem. One of them uses 
linear approximations around a given operating point in order to take into account the modifica- 
tions in the operating conditions (for instance, distribution factors for reflecting topology 
changes). Another method is the ranking of the contingencies according to a suitable performance 
index (PI). A threshold value for this PI must also be provided for classifying the contingencies as 
either secure or insecure. 
Fischl et al. [79,80] addressed the contingency screening problem through the use of neural 
networks. In the first paper they developed a multi-layer perceptron for which the inputs are the 
system susceptance matrix and active power injections at buses. The outputs are power flows 
through selected lines and a binary flag for indicating the occurrence of overflows. During normal 
operation of the MLP, they reported only a few cases of misclassification. 
In the second paper the authors utilised a more pattern recognition-oriented approach. They 
devised a Hopfield network for detecting the limiting contingencies in a power system. They 
defined what a limiting contingency is and showed how this attribute may change during on-line 
operation. An interesting feature is that they trained the network through a linear programming- 
based method, instead of the sum-of-outer-products (SOOP) algorithm commonly associated with 
Hopfield networks. They also showed how the new training method attained a larger stability mar- 
gin with respect to the SOOP algorithm. 
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3.3.6 - Harmonic analysis 
Harmonic current injection in power systems is caused by either nonlinear industrial loads 
or semi-conductor controlled loads, such as TV sets, air conditioning equipment, etc. The prob- 
lems that may arise from this phenomenon range from capacitor banks overheating and relay mis- 
operation to harmonic resonance in the worst case. 
One technique for dealing with the problem of harmonic measurement is the state estimation 
approach. At the fundamental frequency, the state estimation technique allows obtaining accurate 
estimates of voltages and power flows from redundant, noisy measurements. This technique can be 
extended to the measurement of harmonic quantities. In this case, a large number of harmonic 
detectors must be placed throughout the network. Hartana and Richards [81] studied the possibility 
of substituting measured values for a set of initial estimates (pseudomeasurements), thereby allow- 
ing the use of less permanent harmonic instrumentation. Furthermore, they investigated the possi- 
bility of obtaining these pseudomeasurements through the use of a multi-layer perceptron. Having 
obtained the pseudomeasurements, they applied the state estimation technique to find additional 
unknown harmonic sources. The authors applied their proposed technique to the IEEE 14-bus sys- 
tem. 
Mori et al. [82] presented a brief review of current methods for predicting voltage harmonics 
in a power system. Based upon one of these methods, namely Recursive Least Squares, they setup 
a multi-layer perceptron for dealing with this problem. Generally speaking, the neural network is 
able to predict the output value at time t+l given a time series containing p previous values of volt- 
age harmonics. They also carried out an analysis of the number of input- and hidden-layer units 
and its influence on the overall performance. The authors reported almost the same accuracy as the 
most effective conventional techniques. 
3.3.7 - Unit commitment 
The unit commitment problem seeks to allocate generating units with minimum operational 
cost in order to meet a forecasted load pattern. The variables normally involved in this problem are 
the production cost of generating units, minimum start-up and shut-down times, forecasted load, 
and so on. For example, short-term unit commitment deals with hourly unit allocation within a 
time span of 24 hours. 
The unit commitment problem has so far been studied through various approaches, namely 
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Dynamic Programming (DP), Branch and Bound techniques, Mixed Integer Programming and 
Lagrangian Relaxation. The DP technique is probably the most popular approach to the problem, 
and it normally involves very large amounts of computation. 
Very often the changes in the load pattern between corresponding scenarios are very small, 
but the DP approach does not take any advantage of this fact; a complete new case must be re-run 
even if the changes are small. Based on this important observation, Ouyang and Shahidehpour [83] 
proposed a new approach to the unit commitment problem, a hybrid neural network-dynamic pro- 
gramming technique. The neural network receives a load forecast pattern (24 inputs in the case of 
short-term unit commitment) and produces a schedule table which contains the status (on/off) of 
each generating unit in each time interval. The neural network -a multi-layer perceptron (MLP)- 
may produce either "determined" values (generating units on or off) or "undetermined" values 
(intermediate values between on and off, due to the interpolative nature of the MLP). When the 
neural network produces a determined output, no further calculations are performed, because it is 
assumed that the MLP was presented with a load pattern very similar to one of the vectors in the 
training set (obviously, the training set was prepared in advance using the mathematical program- 
ming techniques). On the other hand, when the neural network produces an undetermined output, 
the best solution is found by complementing the existing pre-schedule with a feasible selection, 
using dynamic programming. The authors show that this method can significantly reduce the exe- 
cution time of the DP approach without degrading the quality of the results. 
In a different approach, Sasaki et al. [84] applied the Hopfield paradigm to solve the combi- 
natorial optimisation problem related to unit commitment. However, they reported some discrep- 
ancies between the results obtained with their method and the Lagrangian Relaxation (LR) 
method. Also, the computing times were higher than those of the LR method. 
3.3.8 - State estimation and observability analysis 
Power system state estimation is responsible for generating a reliable real-time database 
with information on the current state of the system. This database is used in an energy manage- 
ment system by advanced functions for system security monitoring and control. 
Alves da Silva et al. [851 developed an MLP network for state forecasting in power systems. 
They used a least-square based training method called Optimal Estimate Training 2 (OET2). The 
authors applied this methodology to the state estimation of the 24-bus IEEE Reliability Test Sys- 
tem using a 5-minute estimation cycle for a given day during the winter. Differences between esti- 
mated, filtered and true values are reported to be very low (filtered values correspond to the update 
of estimated values at time k+l due to the availability of new measurements at time k+l). 
34 
Chapter 3 Literature Review 
Before using a state estimation procedure, it is necessary to assess the topological observa- 
bility of the network, which address the following major question: is it possible to obtain bus 
angles and voltages from a given set of measurements? In general terms, the observability of a 
power system is related to the non-singularity of observability matrices which relate a set of meas- 
urements to a set of system state variables. 
Mori and Tsuzuki [86] presented a description of the topological observability problem and 
also carried out a brief survey of the current approaches to the problem. Furthermore, they pro- 
posed two alternative approaches, namely an integer programming-based method and a neural net- 
work-based method. First, the authors established the integer programming approach, which was 
later transformed into a neural network formulation. The latter is based upon the Hopfield model. 
They applied the neural network to a 5-bus test system, with different observability conditions 
(observable/unobservable). They also showed that the Hopfield model is highly influenced by 
some key parameters, and thus they carried out a detailed analysis of these parameters. 
3.3.9 - Modelling 
Chow and Thomas [87] reported the use of a multi-layer perceptron network, trained with 
the backpropagation algorithm, for modelling the dynamics of a synchronous machine. 
The authors modelled the dynamic response of the machine to a step change in the field volt- 
age. The variables associated with this analysis were classified into state variables and control var- 
iables. All the control variables (e. g., mechanical torque) are assumed to be known during the 
transient analysis. All state variables (e. g., rotor speed) are assumed to be directly measurable and 
known at instant k. Control and state variables at instant k constitute the input to the neural net- 
work, and the output is defined as the state variables at instant k+l. Therefore, the training set is 
made of training pairs which represent sequential snapshots of the transient period, taken at dis- 
crete values of time. 
The authors showed that the neural network was capable of capturing the dynamic behaviour 
of the synchronous machine, although they did not consider evaluating the performance of the 
neural network with a testing set different from the training set. A brief analysis of the relationship 
between the number of neurons in the hidden layer and the precision of results was also included. 
3.3.10 - Economic load dispatch 
The Economic Load Dispatch (ELD) problem is concerned with determining the amount of 
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power that each plant in a power system must generate in order to satisfy the system's demand, and 
this has to be done in such a way that the total generation cost is minimum. The problem is com- 
plex due to different operating costs for different plants, and also to different fuel costs. It is fur- 
ther complicated by other operational constraints such as minimum and maximum power output 
for each plant. 
Matsuda and Akimoto [88] were the first to study the ELD problem through the neural net- 
work technique. They applied a Hopfield model (see section 4.6) and showed the advantages of 
using this approach, especially with respect to the difficulty of formalising the problem. 
Park et al. [89] also used a Hopfield model for solving the ELD problem. The authors did 
not address the essential issue of the local minima problem, which can seriously affect the opera- 
tion of Hopfield networks. 
3.3.11 -Distribution systems 
The number of neural network applications in Distribution systems is considerably lower 
than that for generation and transmission systems. The problems analysed through this approach 
include optimum capacitor control, detection of high impedance faults and calculation of eddy cur- 
rents in electrical conductors. 
Iwan Santoso et al. [90] proposed the use of a two-stage multi-layer perceptron for optimal 
switching of distribution capacitors. The first stage receives information about active and reactive 
power, voltage magnitude and current capacitor settings; this input information is obtained 
through measurements at certain key locations in the distribution network. The output provides the 
load profile for various subsystems (each subsystem represents a set of loads with similar behav- 
iour, different subsystems need not have the same temporal behaviour). The second stage receives 
the information about these load profiles and outputs new capacitor settings. The main purpose of 
this two-stage approach is to "break down" the high nonlinearity of the problem, in order to 
improve the training process of the neural network. The training set of the first stage is obtained 
through an electrical model of the system (load-flow) with input vectors conveniently generated. 
The training set of the second stage is obtained with the help of a capacitor control optimisation 
procedure. The authors tested their method on a 30-bus system and reported accurate results. 
Kim et al. [91 ] implemented a 2-stage Multi-Layer Perceptron with backpropagation train- 
ing for reconfiguring Distribution feeders in order to reduce losses. Whenever the load level 
changes, a new configuration is found such that the total loss is reduced. The first-stage MLP 
determines, from measuring data, the load level by zone (a zone is a group of buses located 
between switching devices). The second-stage MLP selects the best configuration from the zone 
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load level estimated by the first-stage MLP. After selection of the best configuration, a switching 
sequence is applied so as to change the configuration of the system from the current one to the 
selected one. All switching sequences have been defined in advance (off-line mode). Good results 
are reported in terms of losses when compared to minimum losses. 
Ebron et al. [921 applied a multi-layer perceptron (with backpropagation training) for detect- 
ing high impedance faults in distribution feeders. Initially, they describe the problem in detail, 
showing its most difficult aspects and the various techniques that have been used so far to solve it. 
The neural network processes phase and neutral current over a 10-cycle period. The information 
gathered is then pre-processed and 200-element input vectors are generated. Each input vector is 
obtained with the aid of the EMTP program (ElectroMagnetic Transient Program) and contains 
information such as the peak value of transient currents on the 3 phases, the amount of imbalance 
between phases, and so on. The output vectors are 1-dimensional; the information contained in 
them concerns the system status (presence or absence of a high impedance fault). After training, 
the network is capable of deciding as to whether a high impedance fault exists given a measured 
input. 
Sultan et al. [93] also studied the problem of detecting high impedance faults in distribution 
systems through the use of a multi-layer perceptron. In this case, the pre-processing stage consists 
of comparing rms and instantaneous values of current between different cycles, which are then fed 
into the inputs of the neural network. The analysis is carried out over a number of cycles, during 
which the neural network output is integrated over time for evaluating the response of the detector. 
Chow et al. [94] implemented a Multi-Layer Perceptron network with backpropagation 
training to recognise animal-caused faults in Distribution systems. Faults of this kind account for a 
considerable percentage in the operational area of the Duke Power Company (USA), and therefore 
it is important to quickly recognise the cause of a given fault. In this case, the inputs for the MLP 
are conditional probabilities of causes c given events x, where the description of events x include 
the circuit identification, weather, season, day of week, time of day, number of phases affected and 
the actuated protective device; and the set of causes c comprises 11 different fault causes (one of 
which corresponds to animal-caused faults). The output from the MLP is a flag indicating whether 
or not the fault described by the inputs is animal-caused. Accuracy of this network is reported to 
be 99% with the training set and 98% with a testing set not used during training. 
Finally, Feria et al. [95] proposed a "cellular neural network" for studying eddy currents in 
electrical conductors. Their method basically corresponds to a network analogue of the well- 
known finite difference method, by which the continuous integro-differential equations of the elec- 
trical problem are transformed into discrete difference equations. Furthermore, the cellular units 
do not possess a learning procedure; they only perform algorithmic calculations. This raises ques- 
tions as to whether the proposed method can be referred to as a neural network approach. It should 
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be pointed out that this work was strongly criticised by the discussers of the paper. 
3.4 - Summary 
This chapter has presented an extensive literature survey, where the main purpose was to 
assess the state-of-the-art of the voltage stability problem and the application of artificial neural 
networks in electric power systems. 
The survey on voltage stability showed that this electrical problem is at an early stage of 
maturity. Evidence of this is the relatively high number of different approaches that have been pro- 
posed, as well as the number of discussions and closures which could be found in many papers, 
some of them in no agreeing terms. All the methodologies have advantages and disadvantages, and 
they contribute in one way or another to the solution of the problem. 
The dynamic simulation approach appears to be the most thorough technique for studying 
the electrical problem. It allows a rich representation of those system components which play an 
essential role in voltage stability, such as induction motors and OLTCs. An inherent disadvantage 
of this methodology is the fact that it cannot provide answers in the time frame of on-line opera- 
tions. Even with the computational speeds available today, a dynamic simulation tool is far too 
slow for this application. 
Regarding the application of artificial neural networks, it was possible to find a number of 
well-developed applications in different areas. This is particularly true in the area of load forecast- 
ing, where the learning abilities of Multi-Layer Perceptrons can overcome the main drawbacks of 
conventional techniques. Most applications are based on the MLP architecture, which exhibits 
excellent computational speed and interpolation capabilities. It should be noted that the vast 
majority of these applications are relatively recent (1989-90 onwards). 
From the discussion above, as well as the conclusions of Chapter 2, it is now possible to jus- 
tify the research path that was followed in the present work. On the one hand, it is clear that no 
attempt has been made to study the voltage stability problem through the neural network approach. 
On the other hand, the main characteristics of the MLP architecture (speed and accuracy) make it a 
serious candidate for use in the voltage stability problem in conjunction with a dynamic simulation 
tool. This subject will be further developed in Chapter 6. 
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OVERVIEW OF ARTIFICIAL NEURAL NETWORKS 
4.1 - Introduction 
This chapter presents a general discussion on the subject of neural networks. Initially, some 
considerations on biological neural networks and the attempts of simulating them that have been 
made so far are presented. The training phase of an artificial neural network is a crucial step and is 
also discussed in some detail. 
The remainder of the chapter is dedicated to the description of the most important models of 
artificial neural networks available today. All these models were implemented using the C lan- 
guage and are currently operating on Unix-based workstations in the Department of Electronic 
Engineering, QMW. Examples of applications are always included at the end of each section. 
Emphasis is put on the Multi-Layer Perceptron and its associated Backpropagation training algo- 
rithm, by far the most popular model of artificial neural networks. 
It should be pointed out that the subject of artificial neural networks is very extensive and by 
no means is it wholly covered here. Also, the literature on neural networks is found among very 
disparate sources due to the interdisciplinary nature of the field. Much of the research work pre- 
sented here is based upon Wasserman [96] and Beale and Jackson [97], which the author recom- 
mends as introductory texts on neural networks. A minimum set of references is given alongside 
each model. 
4.2 - Biological and artificial neural networks 
The idea of simulating biological neural networks stems from the desire to understand the 
structure and functioning of the human brain. Questions like How do we think?, How do we learn? 
and How does the brain work? have long since been the subject of great attention in several 
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branches of science. This has been done with a double purpose: first, to understand the human 
brain from a physiological and psychological viewpoint; and second, to produce computational 
systems (artificial neural networks) capable of performing brain-like functions. 
Although a great deal of effort has been dedicated to the aforementioned questions, there is 
still very little understanding of the human brain. Nevertheless, some basic facts about it are 
known. It is a highly specialised structure where several different regions are responsible for dedi- 
cated tasks. The basic unit of the brain is the neuron, which is a self-contained processing unit. 
There are two main types of neurons, namely the interneuron cells and the output cells. Interneu- 
ron cells occur within specific regions of the brain and their connections with neighbouring cells 
span over about 100 microns. Output cells either connect different regions of the brain to each 
other, or connect the brain to a muscle, or connect from sensory organs into the brain. The neurons 
are arranged in layers and it is estimated that their total number in the brain is 1010, with each neu- 
ron connecting to 101 neighbouring neurons. Figure 4.1 depicts a basic scheme of a biological neu- 
ron. 
The body of the neuron is the soma, to which long filaments called dendrites are attached. 
The dendrites act as the inputs to the soma. The axon can be seen as the output of the soma. Axons 
always occur in output cells but are often absent from intemeurons, in which case they also act as 
the output of interneurons. Unlike dendrites, axons are electrically active, producing a voltage 
pulse (action potential) when the potential within the soma (due to the sum of the input dendrites) 
exceeds a critical threshold. This action potential lasts about 10-3 s and is actually a series of volt- 
age spikes. The axon terminates in a special contact called synapse, which links the axon to the 
dendrite of another neuron. An important characteristic of the synapse is that it is not a direct con- 
tact; rather, it is a temporary chemical link. Figure 4.2 shows a schematic representation of the 
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Figure 4.1 - Basic biological neuron (reproduced from [97] with permission) 
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Figure 4.2 - Representation of a synapse (reproduced from [97] with permission) 
The synapse releases chemical neurotransmitters whenever the action potential of the axon 
reaches a certain value. These neurotransmitters activate gates on the dendrites which when open 
allow charged ions to flow through and thus transmit a voltage pulse down the dendrite to the next 
neuron. Each neuron may receive several synaptic inputs through its dendrites and may have many 
synaptic outputs connecting it to other neurons. This is how massive interconnectivity is achieved 
within the brain. 
Learning in the human brain is believed to occur through modifications in the strength of 
synaptic junctions, allowing more (or less) neurotransmitters to be released and thus providing a 
better (or poorer) coupling between neurons. 
As the understanding of the structure and the functioning of the human brain is still mostly 
an unanswered question, the general adherence of any artificial model of the human brain is very 
poor. Therefore, it is essential to emphasise the small equivalence between biological and artificial 
neural networks. Despite this fact, artificial neural networks have achieved impressive results 
since the first attempts were made in the late 1940s. 
Ideally, an artificial neural network should be capable of performing three main tasks, 
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namely learning, generalisation, and abstraction. Learning is the ability of an artificial neural net- 
work to modify its own behaviour in response to the environment the network interacts with. Gen- 
eralisation can be seen as the ability to respond correctly, using past experience, to an input which 
the network has never seen before. Abstraction is the ability to extract the relevant features from 
an input environment that can be affected by particular variations such as external noise. 
Artificial neural networks have long since been closely associated with the field of Pattern 
Recognition. This is due to the fact that both areas share, to a large extent, the same mathematical 
background and also deal with the same problems. Pattern recognition is an important area of com- 
puter science of which the main objective is classification, which can be formulated as: given any 
input, a meaningful categorisation for it is required. 
The process of classification can be divided into two subproblems: feature extraction and 
classification. The former deals with the problem of recognising salient features from a complex 
input environment, i. e., the features that distinguish individual components of this environment. 
Once this is done, a classification task is performed using these salient features as classification 
criteria and using a suitable technique. Two well-known examples of pattern recognition applica- 
tions are speech and image recognition. 
Finally, just to mention some early successful applications of neural networks, Sejnowsky 
and Rosenberg [98] trained a network to convert text to phonetic representations; Burr [99] built 
up a network that can recognise hand-written characters; and Cottrell, Munro and Zipser [100] 
developed a neural network-based image compression system. 
4.3 - Training artificial neural networks 
Training is an essential step when setting up an artificial neural network (which will be sim- 
ply referred to as "neural network" from now on). It means the procedure by which the neural net- 
work learns how to respond correctly to a certain input environment. The terms "training" and 
"learning" are interchangeable throughout this thesis. 
Training can be of either supervised or unsupervised type. In supervised training, pairs of 
input and output vectors (i. e., sets of data which contain relevant information) are presented to the 
network and some internal parameters of the network are adjusted so as to produce an evaluated 
output as close as possible to the desired output. On the other hand, in unsupervised training, no 
output vectors are presented to the network; the network self-adjusts its internal parameters as the 
input vectors are presented. 
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The purpose and applicability of supervised and unsupervised training are different. Super- 
vised training is well suited to the interpolation problem, when the network is required to produce 
the output for an input that it has never seen before. A good example of supervised training is the 
backpropagation algorithm, which is usually applied to the multi-layer perceptron network (MLP). 
Because of its non-linear nature, the MLP can be very accurate at producing complex mappings 
between input and output variables. In other words, it can provide a good model of a problem rep- 
resented by a given training set (a set of input and output vectors that accurately represents the 
problem at hand). In doing so, the network allows the overriding of the mathematical formulation 
of the problem. This can be very important in cases where the direct application of mathematical 
tools is difficult or prohibitively time consuming. As will be seen in this work, the evaluation time 
required by an MLP network is nearly always negligible. 
Networks trained through unsupervised procedures cannot perform interpolative calcula- 
tions since they never see an example of desired outputs, and hence they do not know the relation- 
ship between input and output variables. Examples of these networks are the self-organising map 
and the ART architecture. The most important characteristic of these networks is perhaps their 
ability to extract relevant features from the input environment. 
4.4 - Perceptrons and Multi-Layer Perceptrons (MLPs) 
4.4.1 - Introduction 
This section describes the Perceptron and the Multi-Layer Perceptron (MLP), the most pop- 
ular paradigms of neural networks. 
Perceptrons represent the first attempt to simulate biological neural networks, back in the 
1940s. They are very limited in the sort of problems they can solve, and it is shown how they 
evolved into the more general model of Multi-Layer Perceptrons. 
The training process for both Perceptrons and Multi-Layer Perceptrons is of the supervised 
type. The main training procedures available today for the MLP, namely the Backpropagation 
algorithm and Statistical Methods, are presented in some detail. 
During the implementation of these training methods, some modifications to the basic back- 
propagation procedure were devised and tested. Such modifications are also described. 
Finally, an illustrative example on the application of MLP is presented. More complex 
examples are also presented in chapters 5 and 6. 
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4.4.2 - Perceptrons and the linear separability problem 
During the 1940s, McCulloch and Pitts [101,1021 were the first researchers to publish sys- 
tematic work on the field of artificial neural networks. Much of their work was based on the per- 
ceptron model, Figure 4.3, in which a basic unit, also called neuron, receives many inputs and 
produces an output value. 
il EW, 
2 n threshold o 
i; : inputs 
i2 n: net value 
i3o: output ^ 
Figure 4.3 - Perceptron 
The summation block (1) evaluates the weighted sum of all inputs, using weights w;. This 
weighted sum, or net value (n), is then passed on to the threshold block. The output o from the 
threshold block (and from the perceptron itself) is 0 if the net value n is less or equal than a pre- 
specified threshold value t; otherwise it is 1. This simple model sought to mimic some features of 
the biological neuron. In formal terms: 
n= Ii w; ii (net value) 
o=0 if n5t 
o=1 if n>t 
(4.1) 
One important variation of the basic perceptron is the multi-output perceptron, Figure 4.4, in 
which several basic neurons are arranged in a single layer. 
It should be pointed out that in Figure 4.4, the leftmost circles represent fan-out devices, 
which only distribute the inputs and thus do not execute any mathematical operation. Each percep- 
tron unit executes identical operations to the single output perceptron of Figure 4.3. 
In 1962 Rosenblatt [103] proved the perceptron learning algorithm (see sub-section 4.4.4), 
which states that a perceptron could learn anything it could represent. At this point, it is essential 
to clarify the precise meaning of representation and learning. Representation refers to the ability 
of the perceptron to simulate a given function, whereas learning means the automatic procedure by 
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Figure 4.4 - Multi-output perceptron 
which the perceptron acquires this ability through weight adjustment. A major goal when design- 
ing a training algorithm is to create automatic procedures that do not require the interference of 
human teachers. The theorem due to Rosenblatt was a milestone in the evolutionary process of the 
neural network field, and hence it produced great interest among scientific researchers. 
Nevertheless, the initial optimism was replaced by disillusionment as perceptrons failed to 
solve certain simple problems. In 1969 Minsky and Papert [104] analysed this problem and proved 
that there are several restrictions on what a single-layer perceptron can represent, and therefore 
learn. They proved, among other things, that perceptrons cannot simulate the simple exclusive-or 
function. 
Consider, for instance, the exclusive-or function, of which the truth table is presented in 
Table 4.1. Consider also, a 2-input, 1-output perceptron as represented in Figure 4.5. The analyti- 
Inputs 
Output 
0 0 0 
0 1 1 
1 0 1 
1 1 0 
Table 4.1 - Truth table for the exclusive-or function 
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Figure 4.5 - 2-input, 1-output perceptron 
cal equation for the perceptron in Figure 4.5 is as follows: 
n= wlil + w2i2 (net value) 
o=0 if nSt (4.2) 
o=1 if n>t 
Eq. (4.2) can be represented by a straight line which divides the il-12 plane into two different 
regions: the region for which the perceptron output is always 0 and the region where this output is 





Figure 4.6 - Graphical representation of the output domain of perceptrons 
Figure 4.6 also shows points A, B, C and D, which correspond to the definition of the exclu- 
sive-or function (o =0 for points A and C, and o=1 for B and D). From this figure it can be seen 
that the perceptron linearly classifies points in the 2-dimension input space into 2 categories: 
points below the straight line w1i1 + w2i2 =t and points above this line. It is impossible, through 
this classifier, to separate points A and C from points B and D, in order to simulate the exclusive-or 
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function. In other words, the perceptron of Figure 4.5 cannot represent the exclusive-or function, 
and therefore it cannot learn how to represent this function. 
Functions like the exclusive-or are called linearly non-separable and constitute an important 
subset of all functions. As an example, a perceptron with n binary inputs can have 2" different 
input patterns. Each input pattern can produce two different binary outputs (0 or 1), and therefore 
there are 22n different functions of n variables. Table 4.2 illustrates how the number of binary func- 
tions and the number of linearly separable functions grow as n is increased. 
n 2211 
N° of linearly 
separable 
functions 
1 4 4 
2 16 14 
3 256 104 
4 65 536 1882 
5 4.3 E09 94 572 
6 1.8E19 5028134 
Table 4.2 - Number of binary functions and of linearly separable functions as a function of 
dimension n [105] 
It is clear from Table 4.2 that the number of linearly separable functions relative to the total 
number of binary functions decreases drastically as the number of inputs is increased. Even the 
problem of determining how many linearly separable functions exist is a difficult one for large val- 
ues of n. 
4.4.3 - Multi-Layer Perceptrons 
By the late 1960s, the linear separability problem associated with single-layer perceptrons 
was well understood. One solution for overcoming this problem was to construct 2-layer percep- 
trons. These networks may be formed by cascading two single-layer perceptrons, Figure 4.7. 
The 2-layer network is capable of performing more general classifications, separating points 
which are contained inside and outside convex regions (a convex region is one in which any two 
points can be joined by a straight line which is completely contained within the region). For 
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Figure 4.7 - 2-layer perceptron 
0 
instance, for the 2-layer perceptron of Figure 4.7, assume that the neurons in layer 1 classify points 
in the plane according to Figure 4.8 (a). Then, for the only neuron in layer 2, if weights vl and v2 
are set to 0.5 and the threshold is set to 0.75, this neuron will perform the logical "and' of its two 
inputs. The whole network is therefore capable of classifying points inside and outside the convex 





(a) - Classification of layer-1 neurons 
Figure 4.8 - Classification capabilities of the 2-layer network of Figure 4.7 
The convex region in Figure 4.8 (b) can be made a closed convex region simply by adding a 
third neuron to the first layer and resetting the weights and threshold of the single layer-2 neuron. 
A 3-layer network is even more general. There are no convexity constraints since, for 
instance, two convex regions can be combined to form a non-convex region, Figure 4.9. 
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(b) - Convex region recognised by the network 
Figure 4.8 - Classification capabilities of the 2-layer network of Figure 4.7 
Figure 4.9 - Example of non-convex region (A and not B) 
Despite the fact that multi-layer perceptrons are much more general than single-layer per- 
ceptrons, the multi-layered networks were of little use because for many years no training algo- 
rithm was available for this sort of networks. 
4.4.4 - Perceptron training algorithm 
Most of the training algorithms available today have evolved from the training procedure 
proposed by D. 0. Hebb in 1961 [1061. This procedure is of the unsupervised type and it seeks to 
increase the synaptic link (weight) between two neurons if both neurons are activated. Symboli- 
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Lally. 
w'; ý = w, + a. o; . oo 
(4.3) 
where w;; = previous value of weight connecting neurons i and j; 
w';; = new value for weight w;;; 
o; = output from neuron i; 
a= training rate coefficient. 
Eq. (4.3) is therefore known as Hebbian learning equation. 
Rosenblatt [103] established the single-layer perceptron training algorithm in 1962, along 
with the proof that a perceptron can learn anything it can represent. Current training algorithms 
use, in one form or another, elements from this basic algorithm, which is described hereafter. 
The perceptron training algorithm is an example of supervised training; output values for 
corresponding input vectors must be known in advance. The weights of the perceptron must be 
given initial values prior to training. Consider first of all a binary perceptron (inputs and outputs 






Figure 4.10 - Example of perceptron training 
The basic idea is to sequentially present the perceptron with each input vector and evaluate 
the output using the current weights. This evaluated output may only be correct or incorrect. If it is 
correct, then nothing is done (because the perceptron has already learned the current input vector) 
and a new input vector is selected. If the evaluated output is incorrect, only the weights associated 
with the active inputs (the inputs of which the value is 1) will be modified as follows: 
1. if the incorrect output is 0, then add each input to its corresponding weight; 
2. if the incorrect output is 1, then subtract each input from its corresponding weight. 
The process continues until no weight modifications are made after a complete sweep over the 
training set. In a finite number of steps, the perceptron will learn the entire training set, provided 
that it represents a linearly separable function. 
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Rule 1 above increases the strength of the connections between all active inputs and the per- 
ceptron, as the current input vector failed to produce a net value greater than the threshold value. 
Conversely, Rule 2 decreases the strength because the current input vector excessively excited the 
perceptron. 
For continuous inputs and outputs, the so-called Delta Rule provides an important generali- 
sation of the perceptron training algorithm. Defining d as the difference between the desired output 
(D) and the actual output (A) evaluated by the perceptron, the correction to be applied to a generic 
weight w; is given by: 
A. = ii S. x; 
w; (n+1) = w; (n) + A. 
(4.4) 
where w; (n) = value of weight before correction; 
w; (n+l) = value of weight after correction; 
Xi = input i; 
A; = correction to be applied to weight 
S=D-A (difference between desired and actual outputs, or evaluation 
error); 
11 = training rate coefficient, which allows the average size of weight changes 
to be controlled. 
The Delta Rule automatically takes into account the polarity of the evaluation error (negative, zero 
or positive). 
The main drawback of the perceptron training algorithm is that it does not indicate the 
number of necessary steps before convergence occurs. Also, it may be difficult to determine 
whether or not the training set being used represents a linearly separable function. 
4.4.5 - Bac propagation 
The backpropagation algorithm was the first systematic method for training Multi-Layer 
Perceptrons. The most recognised description of this algorithm was presented by Rumelhart, Hin- 
ton and Williams in 1986 [107], but soon afterwards it was found that it had already been 
described by Parker in 1982 [108] and Werbos in 1974 [109]. 
It should be pointed out that the original backpropagation algorithm has been modified and 
improved by many researchers over the past few years, so that nowadays the name "backpropaga- 
tion" actually refers to a family of different algorithms. For this reason, only the basic backpropa- 
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gation procedure will be presented in detail here. A brief discussion on some of the major 
variations will be presented at the end of this sub-section. 
In order to describe the backpropagation procedure, the 2-layer network of Figure 4.11 will 
be used (generalisation for the case of networks containing more than two layers is straightfor- 
ward). A generic weight w, ý (or v;; ) connects the output from neuron t in a given layer to the input 
of neuron j in the next layer. Layers other than the input and output ones are called hidden layers. 
layer 0 (input) layer 1(hidden) layer 2 (output) 
I- . 00 
j1 
wit F+ logistic 
fu 
vll Y, logistic 01 
nction 1 function 
x'12 V12 




logisticon 03 i3 
functi function 








(b) - neuron j of layer 1 
Figure 4.11 - 2-layer network and basic unit 
In this case, neurons in layer 0 (the input layer) act only as fan-out devices, simply distribut- 
ing the inputs il, i2, ... into layer-1 neurons through the weights w11, w129 .... The 
basic unit (Figure 
4.11 (b)) works in a slightly different manner to that of perceptrons described previously. The 
threshold function has now been replaced by another non-linear function. This non-linear function 
allows the constraints of linear separability and convexity to be overcome. Usually this function is 
chosen to be the logistic function given by Eq. (4.5). 
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yi -1 Xn. 
(4.5) 
i+e f 
where y; = output from neuron j; 
n; = L; wiýi; (net input value); 
X= control parameter. 
The logistic function (also known as sigmoid function) is a convenient choice because it is 
differentiable from -°° to +0o and its derivative, which is used by the backpropagation algorithm, is 
easily evaluated. The control parameter. % allows the steepness of the function to be controlled (for 
values of ). tending to infinity the function approaches the threshold function). It should be pointed 
out that layer 2 takes the outputs from layer-1 neurons as its inputs and performs the same opera- 
tions as layer 1, using weights v;; instead of w; ý. Finally, weights wy are considered to be layer-1 
weights, whereas weights v; 1 belong to layer 2. 
The backpropagation algorithm is a supervised-type training procedure. Therefore, pairs of 
input and their corresponding output vectors are required. The macro-description of the procedure 
is as follows: 
Std, Select the next training pair from the training set. Apply the input vector 
and evaluate the actual output vector, 
5102 Evaluate the error between the actual output vector and the training out- 
put vector (evaluation error); 
Step 3 Using the evaluation error from Step 2, adjust all weights of the network 
so as to minimise this error, 
Step 4 Repeat steps 1 to 3 for each pair in the training set (cycling over the 
entire training set more than once, if necessary) until the evaluation error 
for the whole training set is acceptably low. 
Steps 1,2 and 3 will be explained in greater detail below. 
. ten t 
The evaluation of the actual output vector is straightforward. An input vector is applied to the 
inputs of layer 0. The output of each neuron in layer 1 is evaluated as described previously (evalu- 
ation of the weighted sum nj = E; w1)1 and application of the non-linear function to n; ). The out- 
puts from layer 1 are the inputs to layer 2 and, for this new layer (and any subsequent layer), the 
outputs are evaluated in exactly the same way as for layer 1. Step 1 can therefore be seen as a "for- 
ward" step. 
53 
Chapter 4 Overview of Artificial Neural Networks 
Step 2 
For each neuron in the output layer the evaluation error is simply the difference between the actual 
value and the desired value from the training set. 
&= 3. 
The weights of the network are adjusted according to their layer, starting from the output layer and 
moving backwards taking one layer at a time, until the input layer is reached. For this reason, Step 
3 can be considered as a "backward step". 
a) Adjusting the weights of the outp layer 
The weight w; j between neuron J in the output layer and neuron i in the previous layer is 
adjusted according to: 
Aw; j = il . 
8j. o; (4.6) 
w;, {n+ 1) = w;, {n) + Aw; ý 
where w11(n) is the value of w,, prior to adjustment; 
w;, {n+l) is the value of w; j after adjustment; 
Aw;; is the adjustment for weight w;;; 
of is the output from neuron i; 
Si = o, { 1- oj) (dj - o) 
of is the actual output from neuron j; 
dj is the desired output from neuron j (from training set); 
n is the training rate coefficient. 
From Eq. (4.6), it can be seen that the weight adjustment for neurons in the output layer is 
calculated taking into account both the derivative of the logistic function [o, {1- o; )] and the evalu- 
ation error [d; - od]. The training rate coefficient is usually set at values between 0.01 and 1.0 and it 
allows the control of the size of weight corrections. 
b) Adjusting the weights of hidden lay, 
For hidden layers, there are no output values available in the training set, so the evaluation 
error must be calculated in a different way than for the output layer. Weight corrections for hidden 
layers are evaluated through Eq. (4.6) with the only difference being that the term 66 is now evalu- 
ated according to: 
Si = o; . (1 - od) . Lk SkWJk (4.7) 
where o; is the output from neuron j in the current hidden layer, 
k indicates any neuron in the subsequent layer (see Figure 4.12). 
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Figure 4.12 - Weight corrections for hidden layers 
The value Sk is already available as the subsequent layer was dealt with in the previous step. 
Eq. (4.7) is used to evaluate each S; in the current hidden layer, and these S; will be used again in 
the next step, when the layer previous to the current hidden layer will be considered. 
This process is repeated, taking one layer at a time and moving backwards, until the input 
layer is reached. The evaluation error, calculated at the output layer, is transmitted through the net- 
work, thus allowing all weights to be adjusted accordingly. 
Two of the main improvements to the basic backpropagation algorithm are the momentum 
method and the exponential smoothing method. The momentum method is also due to Rumelhart, 
Hinton and Williams [107] and it consists of adding an extra term to the weight corrections. This 
new term is proportional to the previous correction applied to the weights. Once a correction is 
made to a weight, it will be "remembered" in all subsequent corrections. The equations for the 
momentum method are as follows: 
Aw;; (n+ 1) = ii . 
Sj. o; + cc. Aw;, {n) (4.8) 
w; j(n+1) = w; ý(n) + Aw; 1(n+1) 
where a is the momentum coefficient, usually set at values around 0.9. The momentum method 
normally improves the training process, but it may also have negative effects in some cases. 
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The exponential smoothing method was devised by Sejnowsky and Rosenberg [98] and it 
works in a similar manner to the momentum method. The equations are as follows: 
Aw;, (n+l) = (1-a). ii. Sj. o; + a. 'i. Aw;, {n) (4.9) 
wjj(n+l) = w;, {n) + Aw; j{n+l) 
In this case, a is the exponential smoothing coefficient and it is set at values between 0 and 
1, allowing the smoothing to be controlled. When a=0 the weight corrections are the new calcu- 
lated values (minimum smoothing - exactly as the basic backpropagation procedure of Eq. (4.6)), 
and when a=1 the new adjustment is ignored and the previous one is repeated (maximum 
smoothing). 
Although the backpropagation algorithm was a major milestone in the history of neural net- 
works, leading to a renewed interest in the field and to many successful applications from the mid- 
1980s onwards, it also presents some important limitations that are discussed below. 
The main difficulty is probably the local minima problem. Replacing the threshold function 
of perceptrons by the logistic function allowed the linear separability problem to be overcome, but, 
on the other hand, it makes the surface of the error function highly convoluted, full of hills and 
valleys. Very often the backpropagation procedure becomes trapped in a local minimum rather 
than moving towards the desired global minimum. 
Network paralysis is also a problem associated with the backpropagation algorithm. If, dur- 
ing training, a weight becomes adjusted to a large value, the neuron may be operating at large val- 
ues of output, in a region where the derivative of the logistic function is small. The error signal, 
proportional to this derivative, may also be too small, leading to very small weight corrections and 
ultimately to a standstill in the training process. 
Temporal instability during training occurs when the network "unlearns" an already learned 
training vector because the weight adjustments for another training vector "erased" the knowledge 
the network had acquired. 
Finally, a suitable step for the weight corrections (which can be controlled through the 
training rate coefficient 11) must be chosen. The convergence proof of Rumelhart, Hinton and Wil- 
liams [107] assumes infinitesimally small weight adjustments, which implies infinite training time. 
In practice, a finite step size must be used. If the size step is too small, training can be extremely 
time consuming; if it is too large, paralysis or continuous instability can occur. Wasserman [110] 
described an adaptive step size algorithm which automatically adjusts the step size as the training 
proceeds. 
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4.4.6 - Statistical methods 
Statistical methods can be used for both training a neural network and for evaluating the out- 
put of a previously trained network. Only the first case (training) will be discussed here. Using sta- 
tistical methods for evaluating the output of a network is discussed by Hinton and Sejnowsky 
[1111. 
Training a neural network using a statistical method helps overcome one of the main prob- 
lems of the backpropagation algorithm, namely the local minima problem. The general structure of 
statistical training is as follows: 
Step I Apply an input vector and calculate the evaluation error with respect to a 
previously known output vector, 
ßp2 Select a weight at random and adjust it by a small random amount. If the 
adjustment decreases the evaluation error, keep this adjustment; other- 
wise discard it; 
Repeat steps 1 and 2 until the network is trained. 
The size of weight corrections is critical to the success of statistical training methods. If the 
size is too small and the network is already trapped in a local minimum, it may happen that the net- 
work stays at this minimum. If the size is too large, the training may not converge because many 
different points, optimal or not, will be visited during training. A common strategy for avoiding 
this problem is to start the training process with a large average step size and reduce it as training 
proceeds. This procedure is also referred to as simulated annealing. When a metal is heated above 
its melting point temperature, its atoms are in strong random motion. If the metal is allowed to 
cool down, it will eventually reach the minimum energy state. The distribution of energy states 
during this annealing process is given by: 
x 
p ýXý a ekT 
where P(z) is the probability that the system is in a state with energy x; 
k is the Boltzmann's constant; 
T is the absolute temperature (degrees Kelvin). 
At high temperatures P(x) approaches 1 for all energy states (regardless of whether they are low 
energy or high energy states). As the temperature decreases, the probability of a high energy state 
is reduced in comparison with the probability of a low energy state. 
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Szu and Hartley [112] developed a statistical method for training neural networks as 
described above, using Cauchy distribution for evaluating the step size. A brief description of the 
method is presented below: 
Steal Define a variable T that represents an artificial temperature. Initial values 
of T must be "large"; 
j Apply an input vector to the network and calculate the evaluation error; 
Steil 3 Evaluate a random weight change using Cauchy distribution and recalcu- 
late the evaluation error: 
Aw = il . T. tan[P(Ow)] 
(4.10) 
where Aw = weight change; 
11 = training rate coefficient; 
T= current temperature; 
P(Aw) is the probability of a step size Aw. 
P(Aw) is evaluated through the Monte Carlo method: select a random 
number from a uniform distribution over the open interval [-2,21 and 
substitute it for P(Aw); 
Step 4 If the evaluation error is reduced, retain the weight change. Otherwise, 
calculate the probability of accepting this weight change (which 
increased the evaluation error) using Boltzmann distribution: 
x 
P (x) ekT (4.11) 
where P(x) is the probability of a change x in the evaluation 
error; 
k is a constant analogous to Boltzmann's constant; 
Select a random number r from a uniform distribution between 0 and 1. If 
P(x) is greater than r, retain the weight change; otherwise return the 
weight to its previous value. 
Steps 3 and 4 must be repeated for each weight in the network, gradually reducing the tem- 
perature T until an acceptably low value for the evaluation error is obtained. This process must 
then be extended to all input vectors in the training set, cycling over the entire set if required. It 
should be noted that Step 4 allows the system to take occasional steps in directions that increase 
the evaluation error, and hence helping the network to escape a local minimum. 
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The statistical method described above helps avoid local minima during the training of a 
network, but it can take many times the average training time of backpropagation to converge. 
Another problem associated with this method is the finite probability of applying extremely large 
weight corrections (due to the Cauchy distribution in Step 3), which can lead to network paralysis 
during training. 
Wasserman [113] proposed a combined backpropagation/statistical method which seeks to 
combine the advantages of both methods. The structure of this combined method is the same as the 
pure statistical method described above. The only difference lies in the calculation of the weight 
corrections, which now consist of two components: a directed component calculated using the 
backpropagation algorithm and a random component calculated using Cauchy distribution. Both 
components are summed to produce the total weight change: 
Aw;, {n+1) _0. [(1 - a) . 11. Sj . o; +a . 11. Aw; j(n)] + (1 - ß) . Aw 
(4.12) 
where ß is a coefficient controlling the contribution of both components (for ß=0 the method 
becomes purely statistical and for 0=1 it becomes purely backpropagation) and all other symbols 
have the same meaning as in Eqs. (4.9) and (4.10). 
According to Wasserman [96], changing one weight at a time may be inefficient, so he sug- 
gests that all the weights in a layer be changed together before recalculating the output vector. 
The possibility of applying very large corrections to the weights, leading to network paraly- 
sis, still exists in this combined method. Wasserman [96] suggests a corrective action to avoid this 
problem, by applying the logistic function to the weights themselves. According to this solution, 
whenever the output signal from a neuron exceeds some pre-defined minimum or maximum value 
(indicating neuron saturation), all the weights feeding that neuron are operated upon by the logistic 
function: 




where w;; and w'; ý are respectively the old and the new values for the weight. The constants 5 and 
10 were arbitrarily chosen, so other values may well be used. This procedure effectively reduces 
the magnitude of large weights, while leaving small weights nearly intact. Good results are 
reported with this procedure, although training times can still be long. 
4.4.7 - Modified algorithm 
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The flow chart in Figure 4.13 depicts a modified algorithm, which was devised by the author 
during the implementation of the backpropagation procedure. It can be seen that there is an inter- 
nal iteration loop so that the network can be trained with the same training vector for more than 
one single pass. It was found that this feature allowed the network to learn the current training vec- 
tor more quickly, and it improved the overall training performance. As a rule of thumb, values for 
the maximum number of internal iterations may be set between 3 and 10. 
Main iteration loop 





Figure 4.13 - Modified backpropagation procedure 
Another special feature incorporated into the training process is the scaling of both input 
and output variables. As for the input variables, the purpose of the scaling is to prevent the satura- 
tion of the neurons due to high input values. All the input values are linearly mapped onto a new 
interval, usually ranging from -10 and +10. The scaling of the output variables has a twofold 
objective. First, it allows the output variables to be represented in any range rather than the [0,1] 
interval which is the output mapping domain of the logistic function. Second, it helps avoid the 
"dead zone" near the output values 0 and 1. In these regions, the derivative of the logistic function 
approaches 0, thus making it difficult for the network to learn values near 0 or 1. The output values 
may be mapped, for instance, onto the interval [0.3,0.7]. 
4.4.8 - Examn1e 
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In this section, results obtained with a simple MLP network trained to simulate the exclu- 
sive-or function are presented. It should be noted that more complex cases are discussed in detail 
in chapters 5 and 6. 
Tables 4.3,4.4 and 4.5 show the main data, details of training, and results for this case, 
respectively. 
Data item Value 
NO of layers 2 
f O 
Input Hidden Output 
o neurons in each layer N 
2 5 1 
Total number of weights 2x5 + 5x1 = 15 
Initial value for weights random values between -5 and 
+5 
Generation of training set manual 
NO of training vectors 4 
Coefficient ? (see Eq. (4.5)) 1.0 
Table 4.3 - Main data for example of MLP network 
4.5 - Counterpropagation networks 
4.5.1 - Int% 
The counterpropagation network (CP) is a hybrid model developed by R. Hecht-Nielsen 
[114-116]. It is a combination of the self-organising map (Kohonen [117]) and the outstar (Gross- 
berg [118-120]). The CP network is simpler and more limited than the multi-layer perceptron, but 
its training is usually fast (it can be much faster than that of MLP) and it also forms a good statis- 
tical model of the input set. 
Two versions of the CP network will be discussed in the following sections, namely the 
feedforward CP network and the full CP network. Finally, an example of the application of CP net- 
works will be presented. 
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Training procedure Pure backpropagation with exponential smoothing 
a=0.95; il =1(see Eq. (4.9)) 
External iteration NQ of internal iterations 
1 370 
2 111 
Number of internal iterations in each 
3 121 
external iteration (see section 4.4.7) 4 101 
5 71 
6 6 
7 (convergence) 0 
Total training CPU time (Sun Sparc 2 workstation): 0.2 s 




251737 3.35512 -2.77765 -3.18376 -3.44797 
value) Layer 2 4.23531 -3.13070 2.93618 -4.08047 -1.56317 
Table 4.4 - Details of training for example of MLP network 
Input Output 
il i2 Desired Evaluated 
0 0 0 0.02430 
0 1 1 1.00426 
1 0 1 0.98816 
11 1 0 -0.02397 
Table 4.5 - Results for example of MLP network 
4.5.2 - The feedforward counterprooagation network 
Figure 4.14 presents the feedforward version of the CP network. As with the MLP, the pur- 
pose of layer 0 is only to distribute the inputs to all neurons in layer 1(also called Kohonen layer) 
through weight matrix W. Layer 0 therefore does not perform any arithmetic operation. The weight 
matrix V connects the Kohonen layer to layer 2 (also called output layer or Grossberg layer). The 
outputs of the network are the outputs from Grossberg-layer neurons. 
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Neurons in Kohonen layer evaluate the weighted sum of the inputs, using matrix W. But only 
the Kohonen neuron with the largest output is allowed to fire; its output is set to 1 and the output of 
all other neurons is set to 0. The Grossberg layer, receiving an input vector which is 1 at one loca- 
tion, simply reproduces the weight vector [vjl vj2 ... v1 ] associated with the winning 
Kohonen neu- 
ron j. 
The main purpose of the Kohonen layer is to find out, from among the column vectors W1, 
W21 ..., W. associated 
to the Kohonen-layer neurons, the most similar vector to the input vector 
being presented to the network (the dot product between these weight vectors and the input vector 
is an adequate measure of similarity). Once the best match is found, the Grossberg layer produces 
the output vector associated with this best match. Therefore, the Kohonen layer executes the rec- 
ognition task and the Grossberg layer translates the input information into the output mapping 
domain. 
When only one Kohonen neuron is allowed to fire, as explained above, the network is said to 
operate in the accretive mode. It is also possible to allow more than one Kohonen neuron to fire at 
the same time, when the network operates in the interpolative mode. Considering that I Kohonen 
neurons are allowed to fire at the same time (1 5 1: 5 n), the operation of the counterpropagation 
network is described by the following equations: 
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a) Kohonen layer: 
b) Grossberg laverW. 
N=I. W (4.13) 
where 1= 
[il i2 ... im] 
wil W12 "' wln 
w- w21 w22 - w2n 
wm 1 wm2 "' wmn 
N= [n1n2... nn] 
N= [n, 0 ... nn] 
v11 v12 "' vlp 
v_ v21W22-v2p 
vn1 vn2 vnp 
0= [01 02 OPI 
O= N'. V 
input vector; 
Kohonen layer weight matrix; 
output vector from Kohonen layer, 
same as N, but with the largest 1 values only; 
Grossberg layer weight matrix; 
output vector. 
The training of the counterpropagation network is carried out for Kohonen and Grossberg 
layers separately. Kohonen-layer training is of the unsupervised type. An input vector is applied 
and its dot product with each column of matrix W is evaluated. The weights associated with the 
winning neuron(s) (those with largest dot product) are modified according to: 
w';; = w;; + a(i; - w; l) (4.14) 
where i= Ph input (i = 1,2, ... , m); 
j= index indicating the winning Kohonen neuron(s); 
i; = input i; 
w1 = weight(s) connecting input i to winning Kohonen neuron(s); 
w' i1 = new value for w1; 
a= training rate coefficient. 
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All remaining weights are kept unchanged. From Eq. (4.14) it can be seen that the training makes 
the column vector [wlj wV ... w,, ]' more similar to the input vector. 
Grossberg-layer training is of the supervised type. Once the winning Kohonen neurons have 
been found (neurons j) and matrix W has been updated, the weight connecting the Kohonen neu- 
rons j to all the outputs are modified according to: 
V'jk = Vjk + ß(Yk - Vjk)n'j (4.15) 
where k=1,2,... ,p 
j= index indicating the winning Kohonen neuron(s); 
n'j = output of Kohonen layer neuron(s) j; 
Vjk = weight connecting Kohonen neuron j to Grossberg neuron k (old value); 
v'; k = new value for vk; 
yk = desired output value for Grossberg neuron k; 
training rate coefficient, usually set to approximately 0.1 and reduced as 
training proceeds. 
The training phase is carried out taking one training pair at a time and repeating the whole 
cycle over the training set if necessary. Initial values for weights in matrices W and V must be 
given prior to the start of network training. A common method for initialising weights is to set 
them at random values. Other methods of weight initialisation and also variations on the training 
procedure are discussed in [96]. 
It should be pointed out that normalisation of certain vectors to unity length is highly con- 
venient because it can greatly improve both processing and training phases. The vectors that 
should be normalised are as follows: input vectors (1), output vector from Kohonen layer after 
modification for interpolative mode (N'), output vectors (0), column vectors from matrix W (ini- 
tial value) and row vectors from matrix V (initial value). 
4.5.3 - The full countemropagation network 
Figure 4.15 presents an example of a full counterpropagation network. During training, vec- 
tors X and Y are both presented as inputs and the network produces the corresponding vectors X' 
and Y' (both X and Y are considered to be normalised vectors). The training process modifies the 
weights so as to minimise the difference between X and X, and Y and Y' (i. e., to produce an iden- 
tity mapping of (X, Y) onto (X', Y')). In the processing mode, applying only the X inputs to the net- 
work (with all Y inputs set to zero) will still produce X' and Y' outputs. The same occurs when 
only the Y inputs are applied (with all X inputs set to zero). If a function F maps X onto Y, then the 
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X 
Y 
Figure 4.15 - Full counterpropagation etwork 
X' 
Z 
full counterpropagation network is capable of simulating both F and its inverse. This ability to rep- 
resent a function and its inverse can be useful in some applications. 
4.5.4 - Examille 
As stated earlier, counterpropagation networks are capable of forming a good statistical 
model of the input environment. Therefore, a statistically significant training set is required for 
realising the full potential of the CP network. For illustration purposes, only a small example of 
the full counterpropagation network is presented here. 
The training set under consideration consists of twelve 4-element vectors. The first two 
components of each vector represent a complex number in the complex plane (rectangular repre- 
sentation). The last two components represent a second complex number which is rotated 30 
degrees anticlockwise with respect to the first complex number. Weight matrices were initialised 
with random values. 
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Tables 4.6 and 4.7 present the main data and training vectors respectively for this example. 
Data item Value 
Dimension of vectors X and X' 2 
Dimension of vectors Y and r 2 
N2 of Kohonen-layer neurons 60 
N° of training vectors 12 
Operating mode accretive 
a (see Eq. (4.14)) 0.7 
P (see Eq. (4.15)) 0.1 
Table 4.6 - Main data for example of CP network 
Training vectors Committed K- 
ft r ( 
it i2 i3 i4 
a e neuron 
training) 
1. 0. 0.96593 0.25882 43 
0.86603 0.50000 0.70711 0.70711 49 
050000 0.86603 0.25882 0.96593 36 
0. 1. -0.25882 0.96593 4 
-0.50000 0.86603 -0.70711 0.70711 12 
-0.86603 0.50000 -0.96593 0.25882 8 
-1. 0. -0.96593 -0.25882 28 
-0.86603 -050000 -0.70711 -0.70711 59 
-0.50000 -0.86603 -0.25882 -0.96593 29 
0. -1. 0.25882 -0.96593 57 
050000 -0.86603 0.70711 -0.70711 23 
0.86603 -0.50000 0.96593 -0.25882 7 
Table 4.7 - Training vectors and corresponding K-neurons 
Table 4.8 shows the response of the trained network to some incomplete vectors. It can be 
seen that the network is capable of correctly recalling full vectors when presented with incomplete 
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vectors (vectors 1 to 3). Also, it can be seen that the last input vector recalled an untrained 
Kohonen neuron, thus producing a meaningless output. This underlines the need to use an ade- 
quate training set and for ensuring a proper match between the training set and the number of 
Kohonen neurons. 
Testing vectors K-neurons Training vectors recalled 
it i2 53 recalled Si i2 53 14 
1. 0. 0. 0. 43 1. 0. 0.96593 0.25882 
0.86603 0.50000 0. 0. 49 0.86603 0.50000 0.70711 0.70711 
0. 0. -0.25882 0.96593 4 0. 1. -0.25882 0.96593 
0.79863 0.60182 0. 0. 46 (uncom- 
milted) 
0.30387 0.95271 0.97390 0.22699 
Table 4.8 - Results for example of CP network 
4.6 - Hopfield networks 
4.6.1 - Introduction 
Hopfield networks belong to a broader class of artificial neural networks, namely the recur- 
rent networks. Recurrent networks are characterised by feedback connections between the outputs 
and the inputs of the network. They present some advantages and some disadvantages when com- 
pared to feedforward networks, which do not have feedback connections. 
In the next sections, a brief discussion on recurrent networks will be presented, followed by 
the description of an example of the Hopfield network. Finally, the main characteristics of Hop- 
field networks will be presented through an example. 
4.6.2 - Recurrent networks 
Figure 4.16 presents an example of a recurrent network. 
The behaviour of a recurrent network is dynamic because of the feedback connections. This 
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layer 0 (input) layer 1(output) 
Figure 4.16 - Recurrent network 
fact allows this type of network to exhibit a less limited behaviour than its feedforward counter- 
parts. For instance, recurrent networks can simulate the operation of an associative memory, which 
means that the network can produce a correct output even when an incorrect or incomplete input 
vector is applied. Because human memory often operates in associative manner, recurrent net- 
works provide a more accurate model of this phenomenon. 
In normal operation, the outputs of the network are set equal to a given input vector. Then 
the input vector is removed and the outputs are fed back to the inputs of layer-1 neurons (again, 
layer-O neurons perform no arithmetic operation). These new inputs produce a new output vector, 
which is sent back to the inputs as before. The process continues step by step until the output vec- 
tor remains constant. When this happens, the network is said to have reached a stable state. 
Recurrent networks do not always reach a stable final state. The stability of a recurrent net- 
work is guaranteed under certain circumstances by an important theorem due to Cohen and Gross- 
berg [121], which will be explained in the next sub-section. 
John Hopfield has been an active researcher in the field of recurrent networks, and for this 
reason the name Hopfield networks has been adopted to identify recurrent networks as the one 
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shown in Figure 4.16. 
4.6.3 - Binary Hopfield network 
The recurrent network of Figure 4.16 will be used to describe the binary version of the Hop- 
field network. 
The output of each neuron is evaluated through the weighted sum of the inputs and then 
applying a threshold function to the sum. Symbolically: 
n; = l; w;; o; + i; (i *J) 
o; =1 if n1> t; 
=0 if n1<t; 
unchanged if n; = t; 
where w1 = weight connecting output i to input j; 
o; = output from layer-1 neuron i; 
ij = input to layer-1 neuron j; 
of = output from layer-1 neuron j; 
tj = threshold value for layer-1 neuron j. 
(4.16) 
The set of all weights w; 1 can be seen as a weight matrix W. In this case, W is a square matrix 
of size nxn, where n is the number of outputs (or layer-1 neurons). Hopfield [1221 developed a 
training strategy for calculating the weight matrix W. This training procedure is straightforward 
and is given by Eq. (4.17): 
W= EIV "V (i = 1,2, ..., k) 
where k= number of memories (i. e., training vectors); 
V; = row vector of size n (corresponding to the i`h memory to be encoded). 
(4.17) 
The stability theorem due to Cohen and Grossberg [121] states that the network is stable if 
the weight matrix is symmetrical with zeroes in its main diagonal. It should be noted that this cri- 
terion is sufficient but not necessary. 
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4.6.4 - Further considerations 
The operation of a recurrent network can be compared to the minimisation of an artificial 
energy function. Hopfield networks tend to stabilise in a local minimum rather than the desired 
global minimum of the energy function. One way of dealing with this problem is to use statistical 
methods, which are very similar to that used in backpropagation training (see sub-section 4.4.6). 
Hopfield [122] also investigated continuous recurrent networks. In this case, a continuous 
function (usually the logistic function) replaces the threshold function. The Cohen and Grossberg 
stability criterion also applies in this case. 
Another important issue refers to the memory capacity of a recurrent network. This is still 
an open question and some conjectures and results have been established in recent years. To men- 
tion only two of them, Hopfield [123] showed experimentally that the maximum number of states 
that can be stored and retrieved without error is about 0.15n, where n is the number of neurons. 
Abu-Mostafa and Saint Jacques [124] have shown that this limit cannot exceed n. 
Despite the limitations of Hopfield networks, this model has one major advantage: its fast 
computation. This feature can be important in some applications; although the network may not 
produce the optimum solution, a suboptimal solution may be acceptable if obtained with low com- 
puting time. 
4.6.5 - Example 
A simple example was devised for illustrating the associative memory capabilities of the 
Hopfield network. A 6-neuron network was set up and trained with 3 vectors as shown in Table 
4.9. 
il %2 %3 %4 %S %6 
1 0 0 0 0 1 
0 1 0 0 1 0 
0 0 1 1 0 0 
Table 4.9 - Training vectors for example of Hopfield network 
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After training, the network was presented with incomplete versions of the training vectors. 
Table 4.10 shows the results obtained in this case. It can be seen that correct vectors were pro- 
duced. 
Testing vectors Recalled vectors 
i3 4 's 16 1i i2 i3 4 is i6 
1 0 0 0 0 0 1 0 0 0 0 1 
0 1 0 0 0 0 0 1 0 0 1 0 
0 0 1 0 0 0 0 0 1 1 0 0 
Table 4.10 - Results for example of Hopfield network 
4.7 " Bidirectional Associative Memories (BAM) 
4.7.1 - Introduction 
Bidirectional Associative Memories (BAM) are recurrent networks like the Hopfield net- 
works described in the previous section. Strictly speaking, Hopfield networks provide autoassocia- 
tive memory capabilities because any input vector is associated with an output vector of the same 
type (i. e., the size of both input and output vectors is the same and the meaning of each component 
in both vectors is the same). This is due to the single-layered structure of Hopfield networks. 
BAMs, on the other hand, are two-layered recurrent networks which allow two different 
types of vectors to be associated with each other (heteroassociative memory). As with Hopfield 
networks, there exist several versions of the BAM paradigm [961. Only the binary version will be 
presented in detail here. 
Closing this section, some considerations about the BAM model will be made and an exam- 
pie of the binary BAM will be presented. 
4.7.2-j Ilinar 
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layer 0 (input) layer 1(vectorA) layer 2 (vector B) 
Figure 4.17 - Two-layer recurrent network 
The output of each neuron is evaluated in the same way as for the neurons in Hopfield net- 
works (Eq. (4.16)). Let W be the weight matrix associated with layer 2; its size is mxn, where m 
and n are the number of neurons in layers 1 and 2 respectively. Kosko [125] proved that the BAM 
network is unconditionally stable provided that the weight matrix associated with layer 1 is W. If 
m=n and W=W (symmetric matrices), and neurons in layers 1 and 2 are the same, then the BAM 
becomes an autoassociative Hopfield network. The evaluation of matrix W (and W') is also similar 
to that of Hopleld networks: 
W= IiAi 
i. 
B1 (1= 1,2,..., k) 
where k= number of memories (i. e., training vectors); 
A; = row vector of size m corresponding to the i'h memory (layer-1 vector); 
B; = row vector of size n corresponding to the Ph memory (layer-2 vector). 
(4.18) 
In normal operation (for retrieving a stored memory), an input vector A is applied to the out- 
puts of layer-1 neurons. Note that this vector may be incomplete or incorrect with respect to the set 
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of vectors used during training. Then vector A is removed and the network is allowed to stabilise. 
When this happens, the network will produce a new vector A' (equal or not to the original vector 
A) and a vector B' (see Figure 4.17). 
4.7.3 - Further considerations 
The memory capacity of BAM networks is still an open issue, as it is for Hopfield networks 
[96]. Another serious problem is the spurious stable responses of the network, which may be only 
slightly related to the input vector. This is related to the local minimum problem of the associated 
energy function, and it is not yet a well-understood problem. 
Despite these problems, advantages of BAMs are their simplicity and fast training. The the- 
ory behind them is developing quickly and it is possible that solutions for these problems be 
devised in the near future. 
4.7.4 - Example 
A network containing 16 neurons in both input and output layers was set up for this exam- 
pie. Table 4.11 shows the training set presented to the network. 
Vector Vector components 
number 11 i2 $3 ý4 13 '6 $7 i8 $9 i10 i11 42 113 X14 113 '16 
A -1 -1 -1 -1 
1 
B -1 -1 -1 -1 
A -1 -1 -1 -1 
2 
B -1 -1 -1 -1 
A -1 -1 -1 -1 
3 
B -1 -1 -1 -1 
A -1 -1 -1 -1 
4 
B -1 -1 -1 -1 
Table 4.11- Training vectors for example of BAM network (empty cells indicate value "1") 
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After evaluating the weight matrix, some corrupted versions of the training vectors were 
presented to the network. Table 4.12 shows the results obtained in this case, where it can be seen 
that testing vectors 2 and 3 correctly recalled the appropriate training vectors. The same did not 
happen with testing vectors 1 and 4, where spurious responses were produced. In all 4 cases, con- 








Input -1 -1 -1 -1 "1 
2 A -1 -1 -1 -1 
B -1 -1 -1 -1 
Input -1 -1 -1 -1 -1 -1 
3 A -1 -1 -1 -1 
B -1 "1 -1 -1 
Input -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
4 A "1 -1 -1 -1 -1 -1 -1 -1 -1 -1 "1 -1 -1 -1 -1 -1 
B -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
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-1 -1 -1 -1 
Table 4.12 - Results for example of BAM network (empty cells indicate value "1") 
4.8 - Adaptive Resonance Theory (ART) 
4.8.1 - Introduction 
The Adaptive Resonance Theory (ART) has been developed by Carpenter and Grossberg 
[126-130] with the main purpose of solving the stability-plasticity dilemma. This problem is the 
inability of some artificial neural networks to learn new inputs (plasticity) without disrupting the 
knowledge previously acquired (stability). For instance, when a backpropagation-trained MLP 
network has to learn a new training vector, the weight adjustments generated by this new vector 
may well destroy the knowledge the network had learned from the original training set, leading to 
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an unavoidable, complete re-training of the network. This can be a serious problem if the input 
environment is continually changing, as is often the case. 
The ART architecture properly solves the stability-plasticity dilemma. It is a vector classi- 
fier which extracts salient features from the input vectors and classifies them into clusters. Its 
training is of the unsupervised type and every time the network reads a new input vector, a deci- 
sion is made as to whether to create a new category for this vector or accommodate it within an 
existing category. The level of similarity upon which this decision is made is called vigilance level 
and is adjustable at any time, allowing coarser or finer classifications. 
The main ART models are ART -1 and ART 2. ART -I classifies binary input vectors, while 
ART -2 is a more general model capable of classifying both binary and real-valued vectors. 
Although the ART architecture was not used in the present work, a detailed description of the 
ART -1 version is included here because it is believed that useful applications in Power Systems 
could be developed based on the model. As an example, an ART based classifier could be imple- 
mented for pre-processing training vectors for later use in Backpropagation training. If a large 
number of training vectors could be grouped by an ART network according to their statistical 
properties, then the MLP network could be trained with average examples of these groups. This 
would allow considerable reductions in the size of training sets and consequently in the computing 
time required by the Backpropagation algorithm. 
4.8.2 - ART I
Figure 4.18 shows a simplified ART -1 network, where the main functional blocks have been 
emphasised. Before the overall operation is described, each functional block will be presented in 
detail. 
The structure of the comparison layer is presented in Figure 4.19. In this figure, each square 
box numbered 1,2, ... ,m represents a comparison-layer neuron, which is the arithmetical unit of 
this layer, m denotes the size of the input vector and n is the number of recognition-layer neurons 
(or memories). 
Each comparison-layer neuron receives 3 inputs: (i) a component from the input vector I= 
[il 12 ... i, ], 
(ii) a component from Gain 1 block (G1, the same value for all neurons), and (iii) a 
component from the recognition layer. The output of the comparison layer is represented by the 
vector C= [cl C2 ... CM). 
Each comparison-layer neuron operates according to the two thirds rule, by which the output 
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4. 
vigilance 
Figure 4.18 - ART -1 network 





Figure 4.19 - Comparison layer structure 
of the neuron is 1 only if at least two of its inputs are 1; otherwise its output is zero. Initially, the 
inputs from the recognition layer are all zero and Gain 1 is set to 1. Therefore the output vector C 
from the comparison layer is identical to the input vector 1. 
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The structure of the recognition layer is presented in Figure 4.20. Each neuron in the recog- 
Cl C2 C_ 
Figure 4.20 - Recognition layer structure 
nition layer is represented by a square box numbered 1,2, ... ,n and has associated with 
it an m- 
dimensional real-valued weight vector B1, B29 ... , B. Each neuron evaluates the weighted sum of 
vector-C components (cl, c2, ... , c,,, ) using its corresponding B. vector. Only the neuron with the 
largest sum fires; all others are inhibited. Therefore, the recognition layer serves to classify the 
vector C. firing the neuron which has the most similar weight vector B; to vector C. 
The outputs rl, r2, ... , r. from the recognition layer constitute the vector R and are sent back 
to the comparison layer through the weight vectors T1, T2, ..., T., which are m-dimensional 
binary- 
valued vectors (see Figure 4.19). 
The output from Gain 2 is simply the "Or' of all the components of the input vector I. It is 1 
if at least one of these components is 1; otherwise it is 0. 
The output from Gain 1 is also the "or' of all the components of the input vector I, but only 
if all the components of vector R are 0. If vector R contains at least one component 1, then Gain 1 
is set to 0. Table 4.13 presents the truth table for Gain 1 and Gain 2. 
The reset module evaluates the similarity between vectors I and C. The similarity is defined 
as the ratio between the number of ones in vector C and the number of ones in vector 1. If the sim- 
ilarity is below the vigilance level, a reset signal is sent to the recognition layer in order to disable 
the currently fired neuron. 
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"O " fI 
Gain 1 
G i 2 r o 
"Or"ofR=O "Or"ofR=1 
a n 
0 0 0 0 
1 1 0 1 
Table 4.13 - Truth table for Gain 1 and Gain 2 
The ART classification process consists of three main tasks: recognition, comparison, and 
search, which will described in the following paragraphs. 
The initial state of the input vector I is set equal to the null vector (all components equal to 
zero). This sets Gain 2 to zero and hence all recognition-layer neurons are disabled (see Figure 
4.18). Therefore, the output vector R from the recognition layer is a null vector. 
An input vector I is then applied. If it is different from the null vector, Gain 1 and Gain 2 
will be set equal to 1. The non-zero components of the input vector 1 will fire their corresponding 
neurons in the comparison layer, because these neurons will have the two non-zero inputs required 
to fire: one from Gain 1 and one from the input vector. So at this stage, the vector C will start as a 
copy of the input vector 1. 
Next, the recognition layer will compute the dot product between vector C and each of the 
recognition-layer weight vectors (B1, B2, ... , B). The winning neuron (the one with the largest dot 
product, or the most similar to vector Q will fire. Assuming that this neuron is the i" one, the 
weight vector T; associated with it will feed back the third input of the comparison-layer neurons. 
This vector T; represents the ill category of stored patterns due to the previous inputs seen by the 
network. Therefore, the recognition layer sends the most similar stored pattern back to the compar- 
ison layer. 
Once the recognition layer has found the best match for the input vector, the comparison 
layer will compare this stored pattern to the input vector. It should be noted that, once the output 
vector R from the recognition layer is no longer a null vector, Gain 1 is reset to 0. At this stage, the 
inputs to the comparison layer are the vector T, and the input vector 1. This will cause the vector C 
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to be updated; it will become the logical "and" between vectors T; and I. This new vector C will 
then be compared to the input vector, with similarity being equal to: 
s=nc51 
of 
where nc, n1 are the number of ones in vectors C and I respectively. If the similarity is greater than 
the vigilance level p, the network will assume that the input vector I is an exemplar of category i, 
and it will proceed to train (update) vectors T, " and B. so as to accommodate the input vector as a 
new member of category i. After this, the classification process is terminated. 
On the other hand, if the similarity is below the vigilance level, the network will search for 
another recognition-layer neuron which matches the input vector with a similarity above the vigi- 
lance level. 
The search phase occurs whenever a stored pattern returned by the recognition layer does 
not match the input vector with satisfactory similarity. This is possible because previous training 
processes have modified weight vectors Bi and T, in such a way that the best match found by the 
recognition layer may not recall an acceptable stored pattern. In teens of the network, once a sim- 
ilarity test fails, the reset block sends a signal to the recognition layer so as to disable the currently 
activated neuron i; vector R becomes equal to the null vector, Gain 1 is set to 1 and vector C is 
made equal to the input vector again. A search process starts by which all the neurons except neu- 
ron i (now disabled) will be tested until a neuron is found such that its similarity is above the vigi- 
lance level. If that neuron is found, and assuming that it is the jth one, the search process terminates 
and vectors Tj and BB will be trained so as to accommodate the new exemplar. If no neuron is 
found, a new recognition-layer neuron k (fresh memory or new category k) is commissioned and 
vectors Tk and Bk are initialised so as to represent the input vector. 
Whenever a suitable category i is found so as to accommodate a new input vector, i being 
either an already existing category or a newly created one, weight vectors T" and B; are updated in 
order to include the information from the input vector. The equations for updating these vectors 
are as follows: 
L"c. 
bii -'+ XkCk 
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tu = Cii 
where i= the category being updated or created; 
j= the fl component of vectors Bi, Ti, and C; 
m= size of input vectors; 
L=a constant value greater than 1 (typically 2). 
Weight vectors B; and T; must be given initial values for the ART -I to operate properly. 
According to Carpenter and Grossberg [126], initial values for these vectors should be: 
bilýL-l+m J=1,2,..., m 
tl =1 
where parameter L has the same meaning as before. 
4.8.3 - Example 
The operation of the ART -1 model will be illustrated through the same example as shown in 
reference [96]. A binary square matrix of dimension 8 is used to encode characters from the alpha- 
bet. In terms of the network, these characters are treated as 64-element binary vectors. Some char- 
acters are then presented to the network in order to be classified. Figure 4.21 shows both the input 
data and the classification results produced by the network. In this case, the vigilance level was set 
to the value 0.95. 
From Figure 4.21 it can be seen that the first three inputs, being different one to another (in 
the sense that their similarity is below the vigilance level), caused the network to commit three 
new categories (fresh memories). The fourth input, a corrupted "E", is classified as being member 
of category 3 due to a similarity of 0.962 (above the vigilance level). Note that the fourth input 
contains an extra asterisk as well as a missing asterisk in its lower stroke. After training, the pat- 
tern corresponding to the third category is a combination of both uncorrupted and corrupted "E"s 
(only the missing asterisk was transferred to the new category 3). The fifth input is a more cor- 
rupted "E" (again with both a missing and an extra asterisk) which could not be accommodated in 
the category 3 due to a similarity of 0.923 (below the vigilance level), therefore causing the net- 
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Figure 421 - ART 1 classification session 
work to create a new category. 
4.9 - Summary 
This chapter presented some introductory concepts on biological neural networks and the 
relationship with their artificial counterparts. The main paradigms of artificial neural networks 
currently available were described and implemented, and their operation was illustrated through 
examples. 
The conclusions of this chapter can be summarised as follows: 
- the desire to understand and mimic the human brain is the driving force behind the devel- 
opment of artificial neural networks (ANNs), as well as other branches of Artificial Intel- 
ligence; 
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- in the 1940s, Perceptrons were the first models of ANNs to be proposed. In the late 
1960s, Minsky and Papert showed that there are several restrictions on what single-layer 
perceptrons can represent and learn; 
- Multi-Layer Perceptrons can overcome the limitations inherent to single-layer Percep- 
trons, but for many years there was no automatic procedure for training MLPs. The Back- 
propagation algorithm was the first systematic method for training MLPs, and its most 
recognised description was published in 1986. After this, the whole field of ANNs experi- 
enced renewed interest, with innumerable applications being proposed in many fields of 
science. Today, MLPs are the most popular paradigms of ANNs; 
- more recently, other ANN models have been proposed. The self-organising map and the 
ART are examples of networks that are trained in the unsupervised mode, which seek to 
take into account some other fundamental aspects that can be observed in human behav- 
iour, 
- despite the very rapid development of the ANN field, there is still little equivalence 
between biological and artificial neural networks, and this is due to the fact that only very 
little is known about the functioning of the human brain; 
- in this work, a simple modification to the original backpropagation algorithm was devised 
and tested. This modification improved the convergence properties of the training algo- 
rithm. Further work is needed in order to quantify the gains brought about by this modifi- 
cation (and possibly to give some indication as to an "optimum" number of internal 
iterations). 
In the following two chapters, the voltage stability problem will be analysed from two dif- 
ferent viewpoints. In both approaches, the MLP network, trained with the Backpropagation algo- 




STATIC ANALYSIS OF THE VOLTAGE STABILITY PROBLEM 
5.1 - Introduction 
This chapter presents an initial study of the voltage stability problem in power systems using 
an artificial neural network approach. In this case, knowledge about the electrical problem was 
extracted solely from the steady-state load-flow equations, hence the static nature of the proposed 
solution. In Chapter 6, the approach will be developed so as to take into account the dynamic 
aspects of the problem. 
The material presented here is a much more detailed description of the work which the 
author reported in reference [131]. The outline of this novel method, its computational implemen- 
tation, and the results obtained in three different cases will be presented in the following sections. 
At the end of the chapter, a general discussion of the proposed methodology will also be presented. 
5.2 - Outline of the method 
The aim of the present approach is to train an ANN to make it capable of computing a static 
voltage stability index as well as other electrical parameters of interest. It should be pointed out 
that the necessary theoretical background can be found in chapters 3 and 4 (current approaches to 
the voltage stability problem and artificial neural networks respectively). 
The static voltage stability index that will be used in this chapter is the Minimum Singular 
Value (MSV) of matrix Gs defined by the following equations (see sub-section 3.2.2): 
= J. 1o1 _ F0 FV A6 (5.1 a) A AV Ge Gý Lvi 
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eQ = Gs. AV 




Eq. (5.1 a) represents the linearisation of the power flow equations (cf. sub-section 5.3.2) around 
an operating point; sub-matrices Fe, Fµ Go and Gv represent partial derivatives of bus-injected 
active and reactive power with respect to bus angles and voltages. Eq. (5.1 b) relates changes in 
bus reactive power injections to changes in voltages when there are no changes in bus reactive 
injections; i. e., Eqs. (5.1 b) and (5.1 c) can be obtained by imposing the condition AP =0 in Eq. 
(5.1 a). 
Another interpretation for matrix Gs can be established by computing the determinant of the 
full Jacobian matrix J using Schur's formula [ 132]: 
den 1= det Fe . det GS (5.2) 
Eq. (5.2) is valid only if the assumption that sub-matrix Fe is non-singular is made (det Fe * 0). 
Matrix Gs is also called Schur's complement and is defined as in Eq. (5.1 c). The non-singularity of 
matrix Fe can be seen as an absence of static angle stability problems. If this is the case, it follows 
from Eq. (5.2) that the full Jacobian matrix J will become singular only when matrix Gs becomes 
singular. Therefore, matrix Gs can be seen as a matrix associated with J and containing informa- 
tion relevant to the static voltage stability of a power system. 
The choice of the MSV of matrix Gs as index for voltage stability was made because this 
technique can produce useful information about an operating point of a power system. As seen in 
Chapter 3, the Singular Value Decomposition not only gives some indication of the proximity to 
the steady-state stability limit, but it can also indicate, through the right and left singular vectors, 
critical areas of voltage stability and the most effective buses for the application of corrective 
actions. 
Having assumed the MSV of Gs as the static voltage stability index, the next choice regards 
the neural network model to be used. Since the electrical problem includes the computation of a 
global, scalar index from the current operating state of the system, it seems appropriate to consider 
the MLP network, which can produce correct answers to interpolation problems. 
It is important to remember here that the computation of a full Singular Value Decomposi- 
tion increases as the cube of the size of the matrix under consideration. This constitutes another 
major reason for choosing the MLP architecture at this stage, given its extremely fast computation. 
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An essential step when setting up an MLP network is the definition of the training set. This 
basically means the specification of input and output variables and the number of vectors to be 
used during training and testing of the network. To achieve good training results, the MLP should 
be trained with a training set that properly represents the problem at hand. Once the training is 
completed, the MLP must be tested using a testing set different from the training set; only the 
independence of the training and testing sets can guarantee that it is possible for the MLP to learn 
useful knowledge about the physical problem. 
Table 5.1 presents the types of input and output variables that will be considered throughout 
this chapter. 
Bus active load 
Input Bus reactive load 
Branch state (open or closed) 
Minimum Singular Value of J 
Minimum Singular Value of GS 
Output Bus voltage 
Bus angle 
Bus active generation 
Bus reactive generation 
Table 5.1 - Types of input and output variables 
Once the input and output variables and the number of training and testing vectors have 
been defined, the next step is to create both training and testing sets. The general procedure to 
achieve this is as follows: 
1. select an input vector, 
2. execute a load-flow run, using the actual values from the input vector for the 
input variables; 
3. extract the value of the output variables from the load-flow solution and 
complete the current training/testing vector with these values; 
4. go to step (1), if necessary. 
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As will be seen later, the input vector can be read from an external source (given by the user) 
or generated automatically using the Monte Carlo method. In the latter case, values for the input 
variables are randomly generated using adequate minimum and maximum values and a pre-speci- 
fied distribution model (e. g., Gaussian, uniform, etc. ). The Monte Carlo method is particularly 
suited to problems where the space of possible states is too large to be generated manually (by 
explicit enumeration, for instance); it efficiently covers the state space with any desired density, 
which is in turn controlled by the number of training/testing vectors being created. 
5.3 - Computational system 
5.3.1 - Introduction 
In this section, the computational system that was developed for assessing the static voltage 
stability of power systems will be described. This system was implemented using the C language 
and is currently operating on Unix-based workstations in the Department of Electronic Engineer- 
ing, QMW. 
Figure 5.1 shows the structure of the computational system. It can be seen that it consists of 
four separate modules (programs) and three different structures of permanent files. These files 
allow information to be exchanged among the programs. 
Program FLOW4 is the module responsible for load-flow calculations. It reads data from an 
external user file and, on completion of the calculations, it stores a complete case in a binary file 
that possesses a file extension ". flo". Binary files of type flo can be read by program FLOW4 (for 
instance, when creating a brand new case from an older case with some minor modifications) and 
also by the interface INTFI. 
Program INTF1 is the interface module between the load-flow and neural network program 
(FLOW4 and STATISTICI respectively). It acquires a solved load-flow base case from a flo file 
and constructs a complete training/testing set for the neural network. This training/testing set can 
then be stored in binary files with extension ". trf'; these files can be read by program INTFI for 
creating new cases from existing cases, and also by program STATISTICI. 
program STATISTIC! is responsible for both the training and the operation of MLP net- 
works. Training/testing sets can be given either manually by the user or through a . trf file previ- 
ously generated by the interface program INTFI. The program also has facilities for storing/ 
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Figure 5.1 - Computational system for static voltage stability assessment (output results from all programs not shown) 
retrieving trained networks in/from binary files with extension ". bpr". 
Finally, module TRAININGSETI can be used for generating training/testing sets in special 
user-oriented applications. This means that specific modelling features can be incorporated into 
the core program as C functions. This program is capable of storing the generated training sets in 
. trf 
files for later use by the program itself and by the neural network program (STATISTICI). 
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Modules FLOW4, INTFI and STATISTICI will be described in detail in the next sub-sec- 
tions. 
5.3.2 - Load-flow program (FLOW4) 
In terms of the program FLOW4, buses in the power system must be of one of the types 
defined in Table 5.2. 
Bus Purpose Variables set by the user 
Variables computed by the 
type program 
PQ To represent loads p, q V. A 
PV To represent generators p, v, q,,. 3 , q, x q, 
0 
PQV To represent load buses with volt- p, q, v 0 and tap of associated 
age controlled by transformers with transformer 
automatic tap setting 
Swing Swing bus (1 bus only) v, 0 p, q 
Table 5.2 - Types of buses considered by the load-flow program 
Assuming that a power system has 1 buses of type PQ, m buses of type PV and n buses of 
type PQV, the structure of the system of equations to be solved is as follows: 
equations in P: 1+m+n 
equations in Q: l+n 
where the equations in P and in Q respectively have the form: 
pi - vi 
i' 
gii + vi' I vj (S; cosAji-bsin9ji) (5.3 a) 
i*j 
qi ° -v? 'bii - vi' vj(8sin9ý-b; jcosOj; ) 
(5.3b) 
i#j 
and where p,, g; = active and reactive power injected at bus i; 
v,, A; = voltage (pu) and angle (rad) at bus i; 
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Oh = e; - e;; 
g;; + jb;; = element (ij) of the nodal admittance matrix of the power system (pu). 
The load-flow problem can then be stated as finding values for v; (at buses of type PQ) and 
for 0, (at buses of types PQ, PV and PQV) such that the power injections given by Eq. (5.3) equal 
the specified values of p; (for buses of types PQ, PV and PQV) and q; (for buses of types PQ and 
PQV). In program FLOW4, the resulting system of equations is solved using the Newton-Raphson 
method with the full Jacobian matrix (matrix J in Eq. (5.1 a)) computed at each iteration. Once the 
iterative process has converged within a pre-specified tolerance, the reactive power injected at PV 
buses is computed, as well as the active and reactive power injected by the swing bus. 
The last step in the solution process is the computation of the minimum singular values of 
matrices Gs and/or J (see Eq. (5.1)). This is accomplished using the algorithm described by Law- 
son and Hanson [11], whereby the matrix under consideration is first transformed into upper bidi- 
agonal form through Householder transformations, and then the so-called QR algorithm is applied 
to the transformed matrix. 
In program FLOW4, loads are represented as voltage-dependent injections, according to: 
v0i 
V"ei 
pi (vi) = poi . (5.4 a) 
V" e1 
qi (vi) = qoi "- (5.4 b) VOL 
where p;, q; = actual active and reactive power (pu) absorbed at bus i when the bus volt- 
age is v; (pu); 
p0; " q01 = active and reactive power (pu) absorbed at bus i when the bus voltage is 
voi (Pu) (pot, qo; and vo; are reference values given by the user); 
e; = load exponent for bus i. 
Eq. (5.4) is a convenient way to represent voltage-dependent loads. Particular cases, such as con- 
stant power, constant current, or constant impedance loads are easily modelled by setting the expo- 
nent e, to the values 0,1 or 2 respectively. 
To allow for the automatic adjustment of transformer taps, the first step is to make the value 
of the tap explicit in Eq. (5.3), through the quantities g;;, b;;, g;; and b;;. This procedure allows the 
power injections at the transformer terminal buses to be expressed as functions of the transformer 
tap. The derivatives of these injections with respect to the tap are then easily included in the Jaco- 
bian matrix of the system. New values for the tap of automatically-adjusted transformers are com- 
puted at each iteration, whereas the voltage of the PQV buses controlled by these transformers is 
now kept constant. 
90 
Chapter 5 Static Analysis of the Voltage Stability Problem 
Program FLOW4 also allows the reactive power generated at PV buses to be kept within 
pre-specified limits. At the end of each iteration, reactive power injections at buses PV are checked 
against their corresponding limits; in case there is a limit violation, the bus is converted into a PQ 
type. The reactive power injection of the bus is set to the violated limit and the corresponding Q 
equation is added to the system of equations. The bus voltage is released from its fixed value and 
new values will be computed in the next iterations. Once a PV bus is converted into type PQ, it 
cannot be changed back to type PV in the remaining iterations. This procedure helps to ensure the 
convergence of the iterative process. Also, checking against reactive power limit violations starts 
only after 2 iterations have been performed, in order to avoid improper corrective actions due to 
the solution path followed by the iterative process at early stages. 
Finally, it should be pointed out that the coefficient matrix of the linearised system of equa- 
tions (load-flow Jacobian matrix) is sparse due to the nature of practical power systems. Program 
FLOW4 fully exploits this characteristic through the use of linked lists for storing the Jacobian 
matrix. Greater computing speed and numerical precision are achieved thanks to this efficient 
computational technique. 
5.3.3 - Interface program (INTFI) 
Figure 5.2 shows a block diagram describing the main tasks in the generation of training 
vectors with program INTF1. 
Referring to Figure 5.2, the definition of the state of the network means making an input 
vector available for use by the program, and this can be done manually or automatically (input and 
output variables for program INTF1 are those already defined in Table 5.1). In manual definition, 
the user simply specifies the value of all input variables in each input vector. In automatic defini- 
tion, the Monte Carlo method is used to generate values for the input variables; these values are 
generated according to a chosen distribution model and are controlled by pre-specified minimum 
and maximum values. The program allows the user to choose between uniform and normal (Gaus- 
sian) distribution models. Automatic generation of input vectors is very convenient for generating 
large training/testing sets (with more than 100 vectors). 
Once an input vector has been defined (either manually or automatically), the load-flow and 
SVD subroutines compute the value of the output variables. A complete training vector, containing 
input and output variables, is then stored and the program starts the generation of the next vector. 
After the whole training/testing set has been generated the program executes a scaling proc- 
ess, which is a linear transformation of input and output variables in all the training vectors. Scal- 
91 
Chapter 5 Static Analysis of the Voltage Stability Problem 
Select a new training vector 
Define state of the network (input vari- 
ables), manually or automatically 
Solve load-flow and execute Singular 
Value Decomposition (SVD) 
Update output variables from load-flow 
solution and SVD 
Store current training vector 
Y 
Any other training vector? 
N 
Stop 
Figure 5.2 - Training vector generation in program INTF1 
ing the input variables is done to map the input values onto a convenient range so as to avoid 
saturation of the first-layer neurons of the MLP. Scaling the output variables serves when output 
values outside the MLP range of [0,11 are required in the application being constructed, and also 
to avoid the "dead zone" of the sigmoid function near the values 0 and 1 (see sub-section 4.4.7 for 
a more detailed explanation of the scaling process). 
5.3.4 - Multi-Layer Perceptron program (STATISTIC1) 
Program STATISTICI implements the Multi-Layer Perceptron paradigm. It allows the use 
of three different training algorithms: pure backpropagation, pure statistical, or combined back- 
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propagation/statistical (see sub-sections 4.4.5 and 4.4.6). When using backpropagation training, 
either the momentum method or the exponential smoothing method can be used. The modified 
algorithm described in section 4.4.7, with an internal iteration loop, can also be specified by the 
user. An arbitrary number of layers and neurons in hidden layers can be defined (the only limita- 
tion in this respect refers to the available memory for storing the weights in the computer). 
5.4 - Results 
5.4.1 - Introduction 
The computational system described in the previous section was used in a series of study 
cases in order to illustrate the application of the proposed methodology. This series is labelled 
"Series A" and consists of three different cases. Cases Al and A2 provide a qualitative descrip- 
tion, while Case A3 presents a quantitative analysis. All three cases will be described in the fol- 
lowing sub-sections. 
5.4.2 - ßA I 
The electrical network for this case is the 6-bus Ward and Hale system [133). Table 5.3 
shows the definition of input and output variables, as well as their corresponding rated, minimum, 
and maximum values. 
In this case, the training set was set up manually by taking 26 different values for the only 
input variable Q6, the reactive power absorbed by bus 6, and computing the corresponding output 
values. It should be noted in Table 5.3 that for values of Q6 above the maximum of 79.6 MVAr, the 
load-flow does not converge, indicating proximity to the steady-state stability limit (the corre- 
sponding value for aa, the minimum singular value of matrix GS, is 0.00405, which is very close 
to zero). 
Tables 5.4 and 5.5 summarise the main data regarding the MLP structure and its training. 
Figure 5.3 shows the performance of the MLP when the reactive load Q6 is varied between 
its minimum and maximum values. The 3 curves generated by the MLP (aa, aj and V3) are very 
close to the corresponding curves generated by the load-flow program (in fact, the corresponding 
curves are nearly the same), and this indicates good adherence of the MLP to the electrical prob- 
lem. It can also be seen that the minimum singular values aj and aG are more sensitive to load 
changes than the bus voltages. 
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Variable Rated value Min. value Max. value 
Input Q6 (load) (MVAr) 5.00 0. 79.60 
QJ 059565 0.00197 0.60585 
CG 1.40588 0.00405 1.43550 
V3 (pu) 1.000 0.832 1.006 
Output V6 (pu) 0.919 0.529 0.932 
Pl (gen. ) (MW) 95.23 94.90 126.09 
Qt (gen. ) (MVAr) 43.57 39.45 16850 
Q2 (gen. ) (MVAr) 18.56 16.47 84.18 
Table 5.3 - Input and output variables for Case Al 
Training set N4 of neurons per layer 
Type of 
generation 
N2 of training vectors Layer 0 (input) Lýäer ) Layer 2 (output) 
manual 26 1 3 7 




1 2 3 4 5 6 
N4 of iterations performed 1000 1000 1000 1000 1000 1000 
Learning rate 1. 0.9 0.8 0.7 0.6 0.5 
Expon. smoothing coeff. 03 
Table 5.5 - Training sessions for Case Al 
Finally, it should be noted that the CPU time for the whole training in this case was 87.0 s on 
a Sun Sparc 2 workstation. 
5.4.3 - Case A2 
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Figure 5.3 - MLP performance for Case Al (6-bus Ward and Hale system) 
In this case, the 30-bus AEP system [134] was used. The value of the active and reactive 
power at buses 17,18,19, and 20 was varied simultaneously while keeping their power factor con- 
stant at the value 0.89 [14]. Table 5.6 shows the definition of input and output variables, as well as 
their corresponding rated, minimum, and maximum values. 
The training set was also set manually and it contained 20 different values for the input var- 
fables, distributed between the minimum and maximum values indicated in Table 5.6. 
Tables 5.7 and 5.8 show the main data regarding the MLP structure and its training. 
From Table 5.8 it can be seen that the third training session contained 465 iterations only. 
This is because the convergence criterion of the training algorithm was satisfied at the end of iter- 
ation 465 (see section 4.4 for a complete discussion of the training algorithm). 
Figure 5.4 shows the performance of the MLP when the active load at buses 17,18,19 and 
20 is varied between the values 0 and 22.64 MW. It can be seen that the curve generated by the 
MLP is very close to the reference curve produced by the load-flow program. Also, the error of the 
MLP prediction is higher in the end region of the curve (large values of active load). This is due to 
the fact that the MLP was tested with load values of up to 22.64 MW, while it was trained with val- 
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Variable Rated value Min. value Max. value 
P17 (load) (MW) 9.00 
P18 (load) (MW) 3.20 
70 1 84 21 
Input P19 (load) (MW) 9.50 
. . 
P20 (load) (MW) 2.20 
cri 0.22266 0.04344 0.22783 
ar, 0.49250 0.06437 0.9931 
output V10 (pu) 1.045 0.841 1.055 
V19 (pu) 1.025 0.719 1.045 
Pl (gen. ) (MW) 261.04 241.65 348.32 
1-5-1(gen. 
) (MVAr) -16.36 -15.99 112.60 
Table 5.6 - Input and output variables for Case A2 
Training set N° of neurons per layer 
Type of N4 of training Layer 0 (input) 
Layer I Layer 2 (output) 
generation vectors (hidden) 
manual 20 4 10 6 




1 2 3 
N2 of iterations performed 3000 3000 465 
Learning rate 1. 1. 1. 
Expon. smoothing coeff. 0.3 
Table 5.8 - Training sessions for Case A2 
ues of up to 21.84 MW only. This underlines the care that must be taken so that the MLP 
is not 
used with input data outside its training range (i. e., in extrapolative computations), even for small 
deviations. 
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(b) - Qi (MVAr) 
r 
Figure 5.4 - MLP performance for Case A2 (30-bus AEP system) 
It is interesting to note in Figure 5.4 (a) that the curve corresponding to the load-flow pro- 
gram contains some points where the minimum singular value of matrix Gs starts to decrease more 
rapidly as the demand increases. These points of sudden change correspond to generators reaching 
their maximum reactive power generation. In fact, when a generator reaches its reactive power 
generation limit, the bus is converted to type PQ. In terms of the Jacobian matrix, this means that 
an extra row/column is added to the matrix. It can be shown [131 that when a column is added to a 
matrix, its largest singular value increases and its minimum singular value decreases. 
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Finally, it should be noted that the CPU time for the whole training in this case was 186.9 s 
on a Sun Sparc 2 workstation. 
5.4.4 - Case A3 
The 30-bus AEP system [134] was used again in this case. Input variables are the load at 
buses 5,7 and 8 as well as the state of lines 1-3 and 2-5 (open or closed). The three buses are the 
most heavily loaded buses in the system and the two lines are among the most critical for outage 
purposes (rated flow above 80 MVA for both lines). Output variables are the minimum singular 
values of matrices J and GS, the voltage of buses 10 and 19, and active and reactive generation at 
bus 1 (the swing bus). Table 5.9 shows details of the definition of variables in this case. 
The Monte Carlo method was used to generate 974 training vectors. Values for load at buses 
Variable Rated value Min. value Max. value 
PS (load) (MW) 94.20 56.54 131.82 
P7 (load) (MW) 22.80 13.69 31.91 
Input P8 (load) (MW) 30.00 18.02 42.00 
Line 1-3 0 (closed) 0 1 (open) 
Line 2-5 0 (closed) 0 1 (open) 
a1 0.22266 0.01165 0.22700 
aG 0.49250 0.02219 0.49558 
Output V7 (Pu) 1.002 0.777 1.007 
P1 (gen. ) (MW) 261.04 198.52 333.65 
Qt (gen. ) (MVAr) -1636 -22.47 93.46 
Table 5.9 - Input and output variables for Case A3 
5,7 and 8 varied between -40% and +40% of their rated values (with the power factor of the three 
buses kept constant at the corresponding rated value) and the probability of lines 1-3 and 2-5 being 
out of service was set to 0.1, deliberately high to present the MLP with more critical scenarios. 
Uniform distribution was used for both load levels and line state. Tables 5.10 and 5.11 show the 
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main data regarding the MLP structure and its training. 
In order to evaluate the performance of the MLP for this case, a new testing set was gener- 
Training set NQ of neurons per layer 
Type of generation 
NQ of training Layer 0 Layer 1 Layer 2 Layer 3 
vectors (input) (hidden 1) (hidden 2) (output) 
Monte Carlo (uni- 974 5 15 10 5 
form distribution) 
Table 5.10 - MLP structure for Case A3 
Parameter 
Training session 
1 2 3 4 5 
NQ of iterations performed 1000 1000 1000 1000 1000 
Learning rate 1. 0.9 0.8 0.7 0.6 
Expon. smoothing coeff. 0.2 
Table 5.11- Training sessions for Case A3 
ated through the Monte Carlo method with the same parameters as the original training set (i. e., 
load varying between -40% and +40% of the rated value and probability of a line being out of 
service set to 0.1). The testing set contained 971 vectors, none of them identical to any vector in 
the original training set. The testing set was then presented to the MLP. Table 5.12 presents the 
average and standard deviation of relative error obtained with the 971 vectors from the testing set. 
It should be noted that the relative error of each testing vector was computed for each output 
variable as indicated by Eq. (5.5). 
error (%) =v 
JVM_ v rl 
. 100 (5.5) 
max min 
where vM is the value computed by the MLP, v,, is the reference value (correct output) and v, ;,,, v,,,,, 
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ai OG V7 Pi 01 
Average error (%) 1.13 1.49 0.85 0.66 0.84 
Standard deviation 
of error (%) 
1.60 2.30 0.97 0.68 1.30 
Table 5.12 - Average and standard deviation of relative error for Case A3 (using the testing set) 
are the minimum and maximum values respectively for the output variable. Table 5.13 presents the 
corresponding distribution of relative error. It can be seen that for the first output variable (a1), 
97.3% of the testing vectors were computed with a maximum relative error of 4%. The corre- 
sponding percentages for the remaining output variables are 93.1,99.6,99.5 and 98.8% respec- 
tively. 
The CPU times in this case are presented in Table 5.14 (training) and Table 5.15 (MLP eval- 
s Cl 
Error limits (%) Output variable 
a s 
Min. Max. a1 CTG V7 P1 Q1 
1 0 2 90.64 84.37 95.16 96.70 93.62 
2 2 4 6.69 8.75 4.43 2.78 5.15 
3 4 6 1.13 3.60 0.10 0.21 0.72 
4 6 8 0.41 1.13 0.00 0.31 0.10 
5 8 10 0.21 0.51 0.00 0.00 0.00 
6 10 12 0.10 0.51 0.00 0.00 0.21 
7 12 14 0.51 0.10 0.21 0.00 0.00 
8 14 16 0.10 0.72 0.10 0.00 0.00 
9 16 18 0.00 0.10 0.00 0.00 0.00 
10 18 20 0.00 0.00 0.00 0.00 0.10 
11 20 22 0.00 0.00 0.00 0.00 0.00 
12 22 24 0.00 0.00 0.00 0.00 0.00 
13 24 26 0.00 0.00 0.00 0.00 0.10 
14 26 28 0.00 0.21 0.00 0.00 0.00 
15 28 30 0.00 0.00 0.00 0.00 0.00 
Total - 100.00 100.00 100.00 100.00 100.00 
Table 5.13 - Histogram of relative error for Case A3 (% of total number of testing vectors, in each error class) 
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uation). All times were obtained on a Sun Sparc 2 workstation. 
It should be noted that both load-flow and SVD times in Table 5.15 refer to program 
Training session 
1 2 3 4 5 
51 41 38 36 34 
Table 5.14 - CPU time for MLP training in Case A3 (minutes) 




1 testing vector 
0.2 0.7 0.9 0.00093 
Table 5.15 - CPU time for load-flow and MLP evaluation in Case A3 (seconds) 
FLOW4, which was used to solve the 30-bus AEP base case with convergence to a maximum 
absolute power mismatch of 10-10 pu in 5 iterations. The CPU time for testing vectors refers to the 
processing phase of the MLP. 
From Tables 5.13 and 5.15 it can be seen that the MLP delivers accurate results and also has 
a very low computing time. The main drawback of the backpropagation algorithm is its lengthy 
training phase, and therefore there is a trade-off between these conflicting factors. 
5.5 - Summary 
This chapter described a proposed methodology for assessing the static voltage stability of 
electric systems using artificial neural networks. This methodology was implemented through a 
self-contained computational system specifically developed for this purpose. The most important 
programs within the system were described in some detail. 
The proposed methodology was validated through the use of the computational system in 
three different cases. Cases Al and A2 showed good general performance of the methodology 
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from a qualitative point of view, whereas some quantitative considerations were discussed in Case 
A3, with particular reference to the evaluation error inherent to Multi-Layer Perceptron networks. 
Such error was less than or equal to 4% for at least 93% of the testing vectors. Also, the speed-up 
factor of the MLP with respect to the load-flow program was close to the value 1000 (computed as 
(0.2 + 0.7)/0.00093). 
The conclusions of this chapter can be summarised as follows: 
- the minimum singular value of matrix Gs is a more significant index for static voltage sta- 
bility than the bus voltages. The latter remain fairly constant and only start to drop when 
the electric system is already undergoing potentially unstable processes. On the other 
hand, the minimum singular value of matrix Gs is more sensitive to such processes; 
- the Multi-Layer Perceptron network is able to learn the physical relationships between 
the instability-inducing variables (i. e., bus load and branch outages) and the static voltage 
stability index; 
- the advantages of using an MLP network for this electrical problem lie in its good accu- 
racy and extremely fast computation, which make it a serious candidate for on-line appli- 
cations. If the on-line use of sophisticated analytical tools is computationally very 
expensive, an MLP-based assessing tool can be seen as a convenient alternative for the 
problem at hand. Another major advantage of the neural network approach is the fact that 
the MLP learns only from examples that represent the physical problem, thus avoiding 
complex (or even unobtainable) analytical relationships between the electrical variables; 
- the main disadvantage of the proposed approach is the lengthy training phase of the back- 
propagation algorithm. However, this does not pose a serious problem when the training 
can be carried out off-line, as is often the case. 
The main improvement to be made to the present technique refers to the model of the elec- 
trical system. Dynamic factors of the VSP have not been considered here, and they represent an 
important aspect of the problem. In the next chapter, an attempt to include these dynamic factors in 
the model of the power system will be made. 
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DYNAMIC ANALYSIS OF THE VOLTAGE STABILITY PROBLEM 
6.1 - Introduction 
This chapter constitutes an extension of the work developed in the previous chapter. The aim 
of this extension is to remove the main limitations of the static approach, through the use of 
dynamic simulations. 
Initially, the outline of the method will be described, as well as its computational implemen- 
tation. The core of this computational system is a dynamic simulation program, which will be 
described in its most relevant aspects. Two simple simulation cases will be presented in detail with 
the purpose of further illustrating some important mechanisms of voltage instability. 
Mapping the results of a dynamic simulation study onto the ANN problem language is a 
complex task, and various alternatives can be envisaged. In this work, two different techniques 
were developed for implementing that mapping. These techniques were incorporated as two differ- 
ent interface programs acting between the dynamic simulation and the ANN programs. 
The computational system was then used in some study cases. The results of these cases are 
presented separately, according to the interface program used in the mapping step. 
At the end of the chapter, a general discussion of the proposed methodology and the results 
achieved will be presented. 
6.2 - Outline of the method 
The purpose of the method to be developed is to train a neural network to make it capable of 
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estimating some relevant parameters that can be extracted from a comprehensive dynamic simula- 
tion study. 
The most important parameter considered here is the simulation extra time of a specific sim- 
ulation scenario. This is the amount of time elapsed between the last time that a piece of informa- 
tion about the system was passed on to the neural network and the end of the simulation. 
A dynamic simulation run can terminate either at its scheduled final time or before if a col- 
lapse occurs prematurely. If the neural network learns something from this process then, when pre- 
sented with a real sequence of events and system states, it would be capable of predicting whether 
a collapse is likely to occur and also how much spare time there is before the collapse begins. This 
could be most valuable for system operators, who then would have time to enforce preventive 
actions in order to preserve the stability of the system. 
The choice of the simulation technique was made because this approach allows a rich repre- 
sentation of the electrical system, as seen in Chapter 3. Another major reason for choosing this 
approach is the fact that in the present work the emphasis has been put on the issue of proximity to 
voltage collapse, as stated in Chapter 2. Thus, the simulation extra time appears to be an adequate 
solution for the problem at hand. 
The most important drawback of the simulation technique is perhaps its high computing 
times. The choice of the MLP architecture was made with the aim of overcoming this limitation, as 
well as exploring the interpolation capabilities of this neural network model. 
6.3 - Computational system 
6.3.1 - Introduction 
This section describes the computational system that was developed for analysing the volt- 
age stability of power systems from a dynamic viewpoint. The system was implemented using the 
C language and is currently operating on Unix-based workstations in the Department of Electronic 
Engineering, QMW. 
Figure 6.1 shows the structure of the computational system. It can be seen that it consists of 
six separate modules and four different types of permanent files. This files allow information to be 
exchanged among the programs. It should be noted that programs FLOW4, STATISTIC! and 
TRAININGSETI are exactly the same programs as described in Chapter 5, and therefore only the 
other programs will be described in detail in this chapter. 
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Figure 6.1 - Computational system for dynamic voltage stability assessment 
(output results from all programs not shown) 
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Program FLOW4 is the module responsible for load-flow calculations. It reads data from an 
external user file and, on completion of these calculations, it can store a complete case in a binary 
file with file extension ". flo". Binary files of type flo can be read by program FLOW4 and also by 
the dynamic simulation program DSIM3. 
Program DSIM3 executes dynamic simulations of power systems. It reads the basic network 
structure from flo files and reads additional data from an external user file. These additional data 
refer to those system components that exhibit dynamic behaviour, such as generators, induction 
motors, dynamic loads and on-load tap changers, which are not present in the load-flow file. Pro- 
gram DSIM3 allows storingtretrieving complete dynamic simulation cases in/from binary files 
with extension ". ds3'; these files can be read by program DSIM3 when creating brand new cases 
from existing cases, and also by the interface programs INTF2 and INTF3. 
Programs INTF2 and INTF3 are the interface modules between the dynamic simulation and 
the neural networks programs (DSIM3 and STATISTICI respectively). They acquire a dynamic 
simulation case from a ds3 file and construct a complete training/testing set for the neural net- 
work. This training/testing set can then be stored in binary files with extension ". trf'; these files 
can be read by either program INTF2 or INTF3 for creating brand new cases from existing cases, 
and also by program STATISTICI. It should be pointed out that program INTF2 implements the 
first methodology that was developed for mapping the results of the dynamic simulation onto the 
neural networks problem language, while program INTF3 implements the second methodology 
developed. 
Program STATISTIC! is responsible for both training and operation of MLP networks. 
Training/testing sets can be given either manually by the user or through a . trf file previously gen- 
erated by the interface programs INTF2 and INTF3. This program also has facilities for storing/ 
retrieving trained networks in/from binary files with extension ". bpr". 
Finally, module TRAININGSETI can be used for generating training/testing sets in special 
user-oriented applications. Specific modelling features can be incorporated into the core program 
as C functions. This program can store the generated sets in . trf files for later use by the program 
itself and by the neural networks program (STATISTICI). 
Program DSIM3 will be described in detail in the next sub-section. Two examples of 
dynamic simulations will be included and discussed. These examples illustrate some important 
aspects of the VSP. 
At the end of this section, programs INTF2 and INTF3 will be introduced. The specific 
description of both programs, together with corresponding study cases, will be presented sepa- 
rately in the following sections. 
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6.3.2 - Dynamic simulation program (DSIM3) 
6.3.2.1 - Introduction 
In this sub-section, the main modelling features incorporated in program DSIM3 will be pre- 
sented. These models were already available in the technical literature and they were adapted to 
suit the requirements of the present work. The models correspond to generators, induction motors, 
on-load tap changers, and loads. The definition of the transient operations list and the output set 
from the program will also be presented. At the end of the sub-section, the solution of the network 
equations, the numerical integration methods used in the program, and the overall procedure for 
taking into account all the individual models will be discussed. 
6.3.2.2 - Generators 
In terms of program DSIM3, buses in the power system must be of one of the types defined 
in Table 6.1. 
Bus type Purpose 
3 To represent generator internal buses 
2 To represent generator external (or "terminal) buses 
1 To represent all other buses 
Table 6.1 - Types of buses considered in the dynamic simulation program 
Buses of types 2 and 3 are used in the "voltage-behind-reactance" generator model, Figure 
6.2. This model is used in classical transient stability studies [135]. 
In order to incorporate the generator model in the load-flow network structure (read from the 
load-flow file), the following requirements apply to buses 2 and 3: 
bus 2 must exist in the load-flow network; 
bus 3 must not exist in the load-flow network (it is a new bus). 
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Figure 6.2 - Electrical model of a generator 
The first step is to compute an equivalent injection at bus 3 (p3 +jq3) such that the original 
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Figure 6.3 - Inclusion of internal node 3 in the electrical network 
The injection p3 + jq3 and the voltage t3 (magnitude e3 and angle S3) are easily computed 
from the knowledge of the impedance zG, the previous voltage V2 = v2L02 and the previous injec- 
tion p2 + jq2. This yields the initial value of the generator state variable S3, which will be required 
in the integration of the dynamic equation. 
The dynamic equation of a generator, also known as swing equation, describes the move- 









(Pm (t) -Pe (t)) -Hw (t) (6.1 a) 
dS(t) 
= w(t)-wR (6.1b) 
with initial conditions: 








8(0) = S3 
rotor angle speed (rad/s); 
rotor angle (rad); 
rotor inertia constant (s); 
system angular reference (rad/s); 
input (mechanical) power to the machine (pu); 
output (electrical) power from the machine (pu); 
damping coefficient. 
The difference (p, (t) - pi(t)) is called accelerating power and is the driving force of rotor oscilla- 
tions, since a change on either the electrical power or the mechanical power alters the balance 
between input and output powers. A change in the electrical power may result as a consequence of 
a network disturbance such as three-phase short-circuit, whereas a change in the mechanical power 
may result from the action of the governor subsystem, which tries to keep the angular speed of the 
rotor at the value o0R. 
In this work the governor subsystem is modelled in a rather simple way. Table 6.2 presents 
the modelling alternatives for the governor. 
Model Description Equation Initial condition Remarks 
1 Constant - p, (0) is the electrical 
mechanical power Pm(t) = P, (0). Vt power generated by the 
machine on initial 
conditions 
2 Mechanical Generator is an "infinite 
power equal to PM(t) =P. (t). Vt bus" 
electrical power 
Table 6.2 - Governor models 
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dtPý (t) = KG ((OR -W (t) P. (0) =P, (0) 
1. p, (0) as in model (1) 
2. Ka = governor constant 
Table 6.2 - Governor models 
Finally, the excitation subsystem, which tries to keep the terminal voltage v2 at a constant 
value through action on the field winding, is modelled as proposed in reference [461. According to 
that work, the dynamics of the excitation subsystem are much faster than the voltage stability 
dynamics being studied. Therefore, the excitation subsystem renders the voltage v2 constant for 
voltage stability purposes. Note that it is v2 (the generator external voltage) that is assumed con- 
stant, and not e3 (the generator internal voltage), as in classical transient stability studies. The con- 
sequences of this assumption will be discussed later in the sub-section corresponding to the 
solution of the network equations (sub-section 6.3.2.8). 
6.3.2.3 - Induction motors 
Figure 6.4 shows the equivalent circuit of induction motors used in program DSIM3. It can 
i 
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Figure 6.4 - Equivalent circuit of induction motors 
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xm 2 
9e = [r]22' 
+xm 
where PC = active power absorbed by the motor (pu); 
q, = reactive power absorbed by the motor (pu); 
s== motor slip (pu); WR 
CO = angular speed of rotor (rad/s); 
(OR = system angular reference (rad/s); 
(6.2 b) 
The dynamic equation for the motor is the same as adopted in reference [136], and is given 
by: 
d 
it, s (r) 2H "[Ps- pe] (6.3) 
where H= inertia constant of the rotating parts (s); 
Pin = mechanical power delivered by the motor (pu); 
In the equivalent circuit of Figure 6.4, the mechanical power corresponds to the electrical 
power absorbed by the resistance 
1S srm 
. In this case, it can be shown that: 
P. = (1-s). Pe (6.4) 
The diagram of Figure 6.5 shows the procedure for obtaining the mechanical power from the 
initial condition of the system. It should be noted that in program DSIM3 the value of the mechan- 
ical power remains constant throughout the dynamic simulation. 
6.3.2.4 - Qp-load tag changers 
In program DSIM3, automatic on-load tap changers of transformers (OLTCs) are modelled 
according to reference [521. The controlling device of the transformer tap executes periodic checks 
on the voltage of a controlled bus with respect to a pre-defined set-point value. At the end of a 
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Compute equivalent circuit using values of r, 4, x,  
and so (initial slip) 
Solve electrical network (including motor models) 
and obtain va Pao and q 
Compute mechanical power using Eq. (6.4) and the 
values of pO and so 
Figure 6.5 - Computation of the mechanical power of induction motors 
checking period (or cycle), if the difference between the actual bus voltage and the set-point value 
is larger than a tolerance, and if there are still available tap positions, then the transformer tap is 
increased or decreased by one tap step, depending on the sign of this difference. Otherwise, the tap 
position of the OLTC is kept unchanged. 
The behaviour of this discrete-time, discrete-tap device is summarised by the following 
equations: 
tap(n+1) = tap(n) + d. f(vb - vs) (6.5 a) 
1 if Vb - V, < 
f(Vb - vs) =0 if Ivb - Vsl 5e (6.5b) 
-1 if Vb-V, 3 >E 
where tap(n) = value of tap at the end of checking cycle n (pu); 
d= step size of the tap changer (pu); 
Vb = actual voltage of controlled bus (pu); 
v, = set-point value for voltage (pu); 
f(Vb - v) = control function; 
e= voltage tolerance (pu). 
It is assumed that the transformer ratio is I: tap(n), and also that an increase on the tap value pro- 
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duces an increase on the voltage of the controlled bus. Another important parameter of this model 
is the cycle time T, which is the elapsed time between two consecutive voltage checks. 
6.3.2.5 - Loads 
Loads in program DSIM3 can be either static or dynamic. Static loads are modelled as volt- 
age-dependent injections. The equations in this case are the same as in the load-flow program 
FLOW4 (see sub-section 5.3.2). 
Dynamic loads are modelled by the following first-order differential equation: 
dtg! 
(t) = Kl (Pref - Pactual (l) ) 
with initial condition 








= load conductance, adjusted by the load controller (pu); 
= constant that allows the load response speed to be controlled; 
= reference active power (or set point) (pu); 
= actual active power absorbed by the load (pu); 
= initial value for the load conductance (pu); 
= initial value of load voltage (pu). 
(6.6) 
At any time t, the following relationship between conductance and active power holds: 
PactuaXt) = v2.81(t) 
4aa. aril) = Pacruarit). tancp 
where v= voltage at the load bus; 
cosy = power factor of dynamic load, assumed to be invariant. 
(6.7 a) 
(6.7 b) 
From Eqs. (6.6) and (6.7), it can be seen that the dynamic load possesses a constant-imped- 
ance instantaneous response. The first-order controller tries to adjust the load conductance so as to 
maintain the active power absorbed at the value p, 1 
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6.3.2.6 - Operations data 
In a dynamic simulation program, the operations data list describes the events, and their 
associated times, that constitute the transient period under consideration. Table 6.3 shows the 




1 Short-circuit at a bus 
2 Opening of a branch 
3 Closing of a branch 
4 Multiplication of all loads by a global factor 
5 Multiplication of all generation by a global factor 
6 Modification of individual loads 
7 Modification of individual generation 
8 Modification of individual reactors 
Table 6.3 - Operations recognised by program DSIM3 
6.3.2.7 - Output data 
The output data section specifies which variables are to be printed after the dynamic simula. 
tion is completed. In program DSIM3, output variables are printed as a function of time in both 
tabulated and graphics forms. Table 6.4 shows the options available for printing output variables 
with the program. 
Output variable Description 
1 Minimum Singular Value of matrix G, (QG) 
2 Minimum Singular Value of matrix J (ß1) 
3 Angular speed of generators 
Table 6.4 - Output variables printed by program DSIM3 
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Output variable Description 
4 Angle of generators 
5 Angular difference between generators 
6 Mechanical power of generators 
7 Bus voltage 
8 Bus angle 
9 Bus active load 
10 Bus reactive load 
11 Bus active generation 
12 Bus reactive generation 
13 Bus reactor 
14 Motor slip 
15 Motor active power 
16 Motor reactive power 
17 Tap of automatic OLTC 
18 Active power of dynamic loads 
19 Reactive power of dynamic loads 
Table 6.4 - Output variables printed by program DSIM3 
6.3.2.8 - Solution of network equations 
In program DSIM3, the equations corresponding to the electrical network are solved using 
the Newton-Raphson method, as in the load-flow program. However, due to the bus type definition 
adopted in program DSIM3 (see sub-section 6.3.2.2), the Jacobian matrix in this case is slightly 
different from the load-flow Jacobian. Table 6.5 shows the types of buses for program DSIM3, as 
well as the classification of variables in the solution of the network equations. 
Bus Purpose N' of buses 
Known variables during Unknown variables during 
type solution of network eqs. solution of network eqs. 
1 To represent load buses nl p, q v, 0 
Table 6.5 - Types of buses and definition of variables for the solution of network equations 
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Bus Purpose N' of buses 
Known variables during Unknown variables during 
type solution of network eqs. solution of network eqs. 
2 To represent generator ter- nZ P. q, v A 
minal buses 
3 To represent generator n3 = nZ 0 v, p. q 
internal buses 
Table 6.5 - Types of buses and definition of variables for the solution of network equations 
During the solution of the network equations, the only unknown variable for generator ter- 
minal buses is the angle 0, because the voltage v is assumed to be constant due to the action of the 
excitation subsystem. Also, the values of active and reactive generation are zero because these 
injections were transferred to the internal bus when the internal bus was created (see sub-section 
6.3.2.2). 
With respect to the generator internal buses, the only known variable during the solution of 
network equations is the angle 0. This angle is obtained from the solution of the generator dynamic 
equation, which is a prior step in the overall solution. Hence, when the solution of network equa- 
tions starts, the value of 0 for all buses of type 3 is already available, and it remains fixed through- 
out the solution of the network equations. This will be further explained later in this sub-section. 
Lastly, the value of active and reactive injections for buses of type 3 is obtained after convergence 
of the Newton-Raphson method. 
From the explanation above, the linearised system of network equations to be solved is 
given by Eq. (6.8). 
aii apt aPl 
del e2 avl 
° 
AP, ; P2 aP2 aP2 aP2 eel 
AP2 
_ 
ae1 ae2 ßv1 ßv3 eel 
AQ, aQ1 aQl aQl LVl 
AQ2 ao1 e2 wl 
0 
AV 3 
aQ2 aQ2 aQ2 aQ2 
ae, ae2 ivl ßv3 
(6.8) 
In this equation, submatrices and a 
aQtýV 
become equal to the null matrix because it is assumed 
33 
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that buses of type 1 do not connect to buses of type 3. Finally, it should be pointed out that the 
derivatives of the Jacobian matrix in Eq. (6.8) are obtained in the same way as in the load-flow 
program (see load-flow equations in sub-section 5.3.2). 
During the solution of network equations, program DSIM3 also checks for reactive power 
violations at generator buses. This is done by computing the reactive power flow between buses 3 
and 2, Figure 6.6. 
ZG 
Figure 6.6 - Reactive power limit check for generators 
It can be shown that the reactive power flow, q32, is given by: 
q32 = v2v3y sin (02 63 + a) - v2y sin a (6.9) 
where 9=i-= yL-a is the admittance (pu) linking buses 2 and 3. zZa 
Whenever a reactive power limit violation is detected, bus 2 is transformed from type PQV 
into type PQ by adding the linearised version of Eq. (6.9) to the system of equations (6.8) and 
solving for v2 in each subsequent iteration. The resulting system of equations is given by Eq. 
(6.10). In this case, voltage v2 will be adjusted so as to eliminate the reactive power overload, and 
will stay at this new value during the remaining simulation time. Only if a new reactive power 
overload occurs will voltage V2 be adjusted again. 
6.3.2.9 - Numerical integration methods 
117 












aP 2 a« 2 ap 2 ap e aP 2 ae1 ae2 avl ßv3 ; ßv2 
aQl aQJ aQJ aQJ 
ae 
1 
aO2 avl ° ; av2 
aQ2 äQ2 aQ2 aQ2 aQ2 
ael ae2 äv1 äv3 ; äv2 
ag32 ag32 a932 







The first method used for integrating the differential equations associated with generators, 
induction motors and dynamic loads is the Modified Euler Method (MEM) [135]. This method is 
very simple and at the same time it offers good numerical accuracy. 
The MEM consists of two separate stages, namely a predictor and a corrector stage. The pre- 
dictor stage is executed only once, and it gives the first estimate for the next value of the function 
being integrated. The corrector stage is iterative and repeatedly improves the estimate produced by 
the predictor. Supposing that the following first-order differential equation 
x(t) = f(t, x(t)) 
has been already integrated until time t inclusive, then the computation of the next value of the 
function is given by the procedure in the block diagram of Figure 6.7. Table 6.6 contains the key 
for the symbols in this figure. 
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Figure 6.7 - One time-step computation using the MEM 
From Figure 6.7, it can be seen that the MEM alternatively refines the value of the derivative 
at time t+l (x I) and then refines the value of the function at time t+l 
k+ 
1). When two subse- 
quent values of the function are equal (within a tolerance), then the corrector stage is finished and 
the next time step will be selected for computation. 
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Symbol Meaning 
it0 Value of the derivative at time t (correct value) 
xt Value of the function being integrated at time t (correct value) 
tt+ 1 Value of the krk estimate for the derivative at time t+1 
xý+ 1 Value of the Ph estimate for the function at time t+1 
E Tolerance for the iterative process 





Table 6.6 - Key to symbols in Figure 6.7 
Another numerical method was implemented and tested in program DSIM3. This second 
method is non-iterative and belongs to the family of the so-called 41 order Runge-Kutta methods 
(RKM) [12]. Figure 6.8 shows the block diagram of this method. 
kl = fýt, xr] 
k2 = f[t+ 
2t, 
x°+2etk1J 
k3 = f[t+ 
Zt, 
xx+2Atkz] 
k4 = f[t+At, xx+Atk3] 
xf+l = x0 +I . At" (k1+2k2+2k3+k4) 
Figure 6.8 - 4" order Runge-Kutta method (meaning of symbols given in Table 6.6) 
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Both MEM and RKM produced the same results when applied to many different test cases. 
However, differences occurred with respect to processing times. Two different machines were 
used, namely a Sun Sparc ELC workstation and a PC-type personal computer (PC 486 DX2 66 
MHz), both running Unix operating systems. Table 6.7 shows a summary of processing times. It is 
interesting to note that the two methods compare differently depending on the machine being uti- 
lised. 
Machine/method --> Sun Sparc ELC PC 486 DX2 66 MHz 
Case MEM RKM MEM RKM 
A 177.30 188.50 192.65 186.81 
B 642.60 686.90 701.88 679.84 
Table 6.7 - CPU times (s) for different cases, integration methods, and machines 
6.3.2.10 - Overall procedure 
Figure 6.9 shows a block diagram of the dynamic simulation procedure in program DSIM3. 
With reference to Figure 6.9, the initialisation procedure allows the consideration of either 
brand new cases or continuation of simulation cases previously executed. 
The execution of specified operations means updating the state of the system according to 
the operations list (see sub-section 6.3.2.6). This means updating the status of branches and sched- 
uled power of loads and reactors. 
Checking OLTCs refers to verifying whether or not any OLTC has exhausted its cycle time 
at the current time t. If this is true, the tap value will be updated, if required by the voltage of the 
controlled bus and subject to the existence of available tap positions. 
Updating matrix Y -bus occurs whenever a change in the network takes place (such as open- 
ing or closing of a branch), as well as when an OLTC has its tap position changed. 
After the state variables of generators, induction motors, dynamic loads and OLTCs have 
been updated, the network equations are solved in order to compute new bus voltages and angles 
across the power system. With these new voltages and angles, the electrical power (active and 
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1. t=t;,,; t 
2. t,,,. = time of 1" operation 
I=t+At 
t>t,,,., ? Remaining operations ? 
/ 
NI Y 
1. executes specified operations II 
. updates t,,. 
Prints results 2 
End 
Integrates differential equations. computing state variables (MEM or RKMI: 
- w, S, pm for generators 
-s for induction motors 
- g, for dynamic loads 
- Checks and updates OLTC's 
- Updates matrix Ybu,, if required 
- Solves electrical network (NR) 
- Computes accelerating power for generators 
Executes Singular Value Decomposition, if required 
Stores values for later printing 
Figure 6.9 - Block diagram of dynamic simulation procedure 
reactive) of generators is computed. The active power of generators is then used to evaluate the 
accelerating power, which will be used in the next integration step. 
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In the solution of network equations, the Jacobian matrix of the system (Eqs. (6.8) and 
(6.10)) must be assembled and factorised for each Newton-Raphson iteration for each time step in 
the dynamic simulation. Despite the use of linked lists for storing the Jacobian matrix, a large pro- 
portion of computing time is spent in these two tasks, particularly in the factorisation step. Assem- 
bling and factorising the Jacobian matrix only when structural changes occur in the network (such 
as branch opening or closing) proved to be extremely beneficial: savings in the order of 60 - 70% 
of the total CPU time were achieved with this simple technique (which is also known as Very Dis- 
honest Newton-Raphson Method). Using a factorised Jacobian matrix that does not accurately 
reflect the actual state of the system may imply in a larger number of iterations for the Newton- 
Raphson method to converge, but this extra cost is largely offset by the savings in the factorisation 
subroutine. 
6.3.3 - Examples of dynamic simulation 
6.3.3.1 - Introduction 
In this sub-section, the use of program DSIM3 in two different cases will be described. 
These cases are presented before the introduction of neural networks in the dynamic analysis of 
the VSP with the purpose of illustrating some important mechanisms associated with voltage insta- 
bilities. 
The electrical network that will be used is shown in Figure 6.10. This network is derived 
from the 9-bus system found in chapter 2 of reference [135]. A new, radial subsystem, comprising 
buses 1000 through 1501, was connected to the original system at bus 400. This radial subsystem 
contains dynamic loads and OLTCs and will be used to study some specific transients. 
Table 6.8 shows the main data regarding the buses in the network. Initial voltages and angles 
are also included. Tables 6.9,6.10 and 6.11 present the main data for induction motors, dynamic 
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Figure 6.10 - Electrical network for study cases 
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100 G. term. 16.5 1.040 0.159 0. 0. 94.472 27.686 0. -40.000 40.000 
101 G. int. 16.5 1.058 3.153 0. 0. 0. 0. 0. - - 
200 G. tcrtn. 18.0 1.025 8.481 0. 0. 161.486 6.337 0. -30.000 30.000 
201 G. int. 18.0 1.050 18.841 0. 0. 0. 0. 0. - - 
300 G. term. 13.8 1.025 3.888 0. 0. 83.772 -10.984 0. -30.000 30.000 
301 0. int. 13.8 1.016 12.272 0. 0. 0. 0. 0. - - 
400 Load 230.0 1.026 -2.764 0. 0. 0. 0. 0. - - 
500 Load 230.0 0.996 -4.602 125.000 50.000 0. 0. 0. - - 
600 Load 230.0 1.013 -4.300 90.000 30.000 0. 0. 0. - - 
700 Load 230.0 1.026 2.973 0. 0. 0. 0. 0. - - 
800 Load 230.0 1.016 -0.015 100.000 35.000 0. 0. 0. - - 
900 Load 230.0 1.032 1.229 0. 0. 0. 0. 0. - - 
1000 Load 230.0 1.025 -2.948 0. 0. 0. 0. 0. - - 
1100 Load 230.0 0.987 -5.768 57.255 36.128 0. 0. 0. - - 
1200 Load 230.0 0.979 -6.835 0. 0. 0. 0. 4.788 - - 
1300 Load 13.8 0.971 -8.042 20.000 15.000 0. 0. 7.537 - - 
1400 Load 18.0 0.966 -9.284 33.649 14.325 0. 0. 4.662 - 
1500 G. term. 13.8 1.040 -0.445 0. 0. 93.087 34.221 0. -60.000 60.000 
1501 0. int. 13.8 1.061 2.456 0. 0. 0. 0. 0. - - 
Total 425.905 180.452 432.817 57.260 16.987 - - 
:1 
Table 6.8 - Bus data (load-flow solved for initial conditions) 
loads and OLTCs, respectively. It should be pointed out that the complete set of data for this sys- 




Initial PW Qekc P., /, 
(MVA) slip (pu) (MW) (MVAr) (MW) 
1100 35 10.000 0.030 27.255 13.628 26.438 
1400 25 10.000 0.030 18.649 9325 18.090 
Table 6.9 - Induction motor data 
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Bus Constant K, P (MW) Q (MVAr) 
1100 0.400 30.000 22.500 
1300 0.400 20.000 15.000 
Table 6.10 - Dynamic load data 
Taps Taps Tap Initial Cycle Set-point Voltage tol- Controlled 
Branch above below step tap (s) voltage (pu) erance (pu) bus tap 1.0 tap 1.0 (Pu) 
1200-1300 5 5 0.010 0 430 0.971 0.0050 1300 
1200 -1400 5 5 0.010 0 430 0.966 0.0050 1400 
Table 6.11- OLTC data 
6.3.3.2 - CaSeL 
The first study case of dynamic simulation corresponds to the transient analysis specified in 
Table 6.12. The first disturbance was scheduled 1.5s after the beginning of the simulation in order 
N' of operation Time (s) Operation specification 
1 -1.0 Start of analysis 
2 0.5 Capacitors at buses 1200,1300 and 1400 discon- 
nected 
3 7.0 Opening branch 1100-1200 (circuit #1) 
4 20.0 End of analysis 
Table 6.12 - Transient operations list (Case 1) 
to check the behaviour of the program in steady-state conditions (between t= -1.0 and t=0.5s). 
Figures 6.11,6.12 and 6.13 show the temporal evolution of aa, v1200 and v1400 respectively. It 
can be seen that the voltage behaviour at bus 1400 is substantially different from bus 1200. This is 
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Figure 6.12 - Evolution of v12® 
due to the action of OLTC1200_1400, which has its tap position changed at times 3.5,8.0,12.5 and 
17.0s. 
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Figure 6.13 - Evolution of vl 
Figures 6.14,6.15 and 6.16 show the behaviour of slip, active power and reactive power 
respectively of the induction motor at bus 1400. From these figures, it can be seen that the slip and 
reactive power of the motor are much more sensitive to the voltage variation than the active power. 
The latter remains fairly constant due to the fact that the mechanical power is constant in the 
model of induction motors. 
Figures 6.17,6.18 and 6.19 show the behaviour of OLTC120 1400, the active power of 
dynamic load at bus 1100, and the active power of dynamic load at bus 1300 respectively. It should 
be noted that the curve of OLTC1200-1400 is identical to the curve of OLTC1200.1300; both OLTCs tried 
to restore the reference voltage at their corresponding controlled buses. The evolution of p, lOO 
(dynamic load) clearly shows the exponential recovering behaviour of dynamic loads. The same 
can be observed in the case of the dynamic load at bus 1300, although more "transient subperiods" 
can be observed at bus 1300 due to the more irregular behaviour of voltage at this bus (because of 
OLTC12M1300). The evolution of voltage at buses 1100 and 1300, although not reproduced in this 
example, is similar to that of buses 1200 and 1400 respectively. 
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6.3.3.3 - Case .2 
The second study case of dynamic simulation corresponds to the transient analysis specified in 
Table 6.13. This case is similar to the previous one; the only difference lies in an extra operation at 
N' of operation Time (s) Operation specification 
1 -1.0 Start of analysis 
2 03 Capacitors at buses 1200,1300 and 1400 discon- 
nected 
3 7.0 - Opening branch 1100-1200 (circuit #1) 
- New static load at bus 1400: (21.0 + j9.2)MVA 
4 20.0 End of analysis 
Table 6.13 - Transient operations list (Case 2) 
time t=7.0s, when the static component of the load at bus 1400 was increased from its rated value 
of (15.0 + j5.0)MVA to the value (21.0 + j9.2)MVA. 
In this case, the power system did not withstand the disturbances, but the collapse occurred 
at t= 12.5, or 5.5s after the application of the second disturbance at t=7.0s. Figures 6.20,6.21 and 
6.22 show the temporal evolution of GG, vl00 and gi00 respectively. 
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Figure 6.22 - Evolution of qI00 
It is important to remember here that bus 100 corresponds to the terminal bus of a generator. 
From Figure 6.22, it can be seen that the upper reactive limit of 40MVAr was reached at t=7.5s as 
a consequence of the major disturbance at t=7.0s. The generator remained on its maximum reac- 
tive generation capability until some time between 8.0 and 8.5s. During this time, the voltage at 
bus 100 had to be reduced from its previous value of 1.04000pu in order to alleviate the reactive 
power burden on the generator. After t=8.5s, the generator returned to a reactive power value 
below 40MVAr (although it was still close to this limit) and therefore the voltage at bus 100 could 
be maintained constant at its new value of 1.03759pu. This situation lasted until the last simulation 
time (t = 12.5s), when the generator reached its upper reactive power limit again (due to the action 
of the OLTCs, as will be seen later on) and the voltage at bus 100 had to be further decreased to the 
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value 1.03744pu. 
It is interesting to notice that, during the time in which the generator operated at 40MVAr, 
the system's as became a minimum. This is due to the fact that the size of the Jacobian matrices J 
and G, increases by one row/column whenever a generator reaches its Q-limit (because of the new 
extra equation). As already seen in Chapter 5 (sub-section 5.4.3), when a matrix increases in size, 
its minimum singular value decreases. 
Figures 6.23 and 6.24 show the voltage at bus 1400 and the slip of the induction motor at the 
same bus respectively. In Figure 6.23 the impact of the disturbances at t=0.5s and t=7. Os can 
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Figure 6.24 - Evolution of S1400 
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clearly be seen. Also, it is possible to notice the voltage recovery that started at t=4.0s, t=8.5s 
and t= 12.5s due to the action of OLTC1®. 1. Figure 6.24 shows that even with this voltage 
recovery, the slip of the induction motor at the same bus never came back to its initial value of 
0.03pu. 
Figure 6.25 shows the evolution of OLTC1200.14®. This OLTC, as well as OLTC1200_1300, com- 
pleted one cycle at t= 12.5, and they tried to increase their tap positions in order to restore the set- 
point voltage at their controlled buses. The electrical system did not withstand this corrective 
action and the system eventually collapsed. 
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Figure 6.25 'Evolution of OLTC1200.1400 
Finally, Figure 6.26 shows how the dynamic load at bus 1300 contributed to the collapse of 
the system. This figure and the previous one hold the key to the collapse that occurred at t= 12.5s. 
After the major disturbances at t=0.5s and t=7. Os the load decreased drastically. The load con- 
troller tried to restore the load level to its set-point value, and did so in a smooth way. OLTC1200. 
13009 which acted exactly 
in the same way as OLTC12»14 , also tried to restore the voltage at bus 
1300 to its pre-disturbance level. But the dynamic load exhibits instantaneous constant-impedance 
behaviour, so when the tap was increased the power absorbed by the dynamic load increased in an 
abrupt way. The system could withstand these abrupt load increases at t=4. Os and t=8.5s, but 
could not do the same at t= 12.5s (recall the reactive power limit reached again by the generator 
100 at t= 12.5s, Figure 6.22). 
From this simple dynamic simulation, it can be seen that the collapse of the system occurred 
due to a reactive generation deficiency combined with automatic OLTC action and the instantane- 
ous response of the load. 
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Figure 6.26 - Evolution of ply (dynamic load) 
It should be pointed out that the total CPU time for both cases was 20.59 and 21.05s respec- 
tively, using the same personal computer as described in Table 6.7. Although the simulated time in 
the second case is nearly half of the time in the first case, the greater number of load-flow itera- 
tions required in the second case (due to the more stringent conditions) almost doubled the simula- 
tion cost. 
6.3.4 - Interface programs (INTF2 and INTF ) 
As mentioned earlier in this chapter, programs INTF2 and INTF3 constitute the interface 
between the dynamic simulation and the neural network programs. Their main purpose is to gener- 
ate complete sets of training vectors which contain information about the dynamic behaviour of 
the electric system. Figure 6.27 shows a block diagram describing the main tasks in the generation 
of training vectors with either programs INTF2 or INTF3. 
Referring to Figure 6.27, the definition of the transient analysis means making an input vec- 
tor available for use by the program, and this can be done manually or automatically. In manual 
generation of training vectors, the user must provide all of the data in the input vectors. On the 
other hand, in automatic generation the program creates all input vectors using the Monte Carlo 
method. The occurrence of short-circuits and branch operations (opening or closing) during the 
transient analysis is controlled by associated probabilities given by the user. The actual values of 
load, generation and reactors are randomly selected using a distribution model and adequate limit- 
ing parameters. Both the distribution model (Gaussian or uniform) and the limiting parameters are 
also given by the user. 
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Figure 6.27 - Training vector generation in programs INTF2 and INTF3 
Once an input vector has been defined (either manually or automatically), the dynamic sim- 
ulation subroutines compute the required output variables. The outcome of the dynamic simulation 
will then say whether or not the system was able to withstand the imposed disturbances. A com- 
plete training vector, containing input and output variables, is then stored and the programs start 
the generation of the next vector. 
After the whole training set has been generated, both programs execute a scaling process on 
the training data, in order to map the input data onto a convenient range for the MLP and also to 
avoid the "dead zone" of the sigmoid function near to the values 0 and 1. This scaling process is 
similar to that executed by the interface program INTF1(see Chapter 5). 
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In the next sections, programs INTF2 and INTF3 will be described in greater detail. Both 
programs will be used to generate training and testing sets containing hundreds of vectors, each 
vector corresponding to a particular disturbance (which in turn generates one dynamic simulation 
scenario). These sets will be used for training and testing MLP networks, which will be used in the 
prediction of the future behaviour of the power system. The results obtained will then be presented 
and discussed. 
6.4 - Program INTF2 
6.4.1 - Introduction 
In this section, program INTF2 will be presented. It implements the first methodology for 
mapping the results from dynamic simulations onto the MLP domain. The most relevant aspects of 
this methodology will be described in some detail. The application of the methodology in the pre- 
diction of the future behaviour of the system will be described through a series of study cases. The 
results obtained in these cases will then be discussed. 
6.4.2 - Methodology 
In program INTF2, the dynamic simulations to be executed are specified from elementary 
transitions. It is assumed that the power system was operating in steady-state until a transition 
time, when changes in system parameters occur (the transition time is assumed to be ttrQ,, =0 
always). After the transition time, a dynamic simulation is run in order to assess the stability of the 
system. 
In this case, input variables for the neural network reflect the value of system parameters 
before and after the transition. Therefore, a complete input vector will have as many entries as 
twice the number of input variables, in order to contain the "before-and-after" information about 
the transition. Table 6.14 shows the input variables considered in program INTF2, and Figure 6.28 
presents the structure of the input vector. 
Code Description 
I0 Short-circuit at a bus 
Table 6.14 - Input variables in program INTF2 
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Code Description 
1 State of a branch 
2 Global load 
3 Global generation 
4 Bus load 
5 Bus generation 
6 Bus reactor 
Table 6.14 - Input variables in program IN TF2 
Shod-circuit Branch status Global load Global generation Bus load Bus generation But reactor 
ý, oöö 
sä 
Figure 6.28 - Structure of the input vector in program JNTF2 
Table 6.15 presents the output variables defined in program INTF2. In this case, a single 
entry in the output vector is associated with each output variable. It can be seen from this table that 
in most cases an element of the output vector will contain the final value of the corresponding out- 
put variable (at the end of the simulation). Output variable 0 corresponds to the various simulation 
outcomes that can occur. Table 6.16 shows the codes for these outcomes. 
In this methodology, the neural network is taught with a comprehensive training set which 
contains associations between elementary transitions and simulation outcomes. When in process- 
ing mode, the neural network will be presented with a sequence of transitions which can be gener- 
ated, for instance, from the periodic sampling of relevant variables in the power system. It is 
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Code Description 
0 Simulation outcome (SO) 
1 Final simulation time (FST) 
2 Minimum singular value of G, (fv) 
3 Minimum singular value of ! (fv) 
4 Angular speed of generator (fv) 
5 Angle of generator (fv) 
6 Angular difference between generators (fv) 
7 Mechanical power of generator (fv) 
8 Bus voltage (fv) 
9 Bus angle (fv) 
10 Bus active load (fv) 
11 Bus reactive load (fv) 
12 Bus active generation (fv) 
13 Bus reactive generation (fv) 
14 Bus reactor(fv) 
15 Motor slip (fv) 
16 Motor active power (fv) 
17 Motor reactive power (fv) 
18 OLTC (fv) 
19 Dynamic load (active power, fv) 
20 Dynamic load (reactive power, fv) 
Table 6.15 - Output variables in programs INTF2 and INTF3 ("fv" means 
"final value") 
Code Reason 
0 Normal termination 
1 Non-convergent load-flow (initial conditions) 
2 Singular Jacobian matrix (initial conditions) 
3 Non-convergent load-flow (during simulation) 
4 Singular Jacobian matrix (during simulation) 
5 Non-convergent MEM (generators) 
6 Non-convergent MEM (motors) 
Table 6.16 - Codes for simulation outcomes in programs INTF2 and INTF3 
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Code Reason 
7 Non-convergent MEM (generators and motors) 
Table 6.16 - Codes for simulation outcomes in programs INTF2 and INTF3 
expected that the neural network then be capable of recognising in advance both stable and poten- 
tially dangerous situations. 
6.4.3 - Results 
In this sub-section, results obtained with the methodology implemented in program INTF2 
(i. e., elementary transitions) will be presented. The main output variables considered here are the 
simulation outcome (SO, see Table 6.16) and the final simulation time (FST, Table 6.15). The 
results are organised in a series of three different study cases (series B). In all cases, labelled B 1, 
B2 and B3, the electrical system of Figure 6.10 will be used (see sub-section 6.3.3). Only the most 
relevant data regarding training/testing sets and MLP architecture will be presented here; the com- 
plete set of data is contained in the Appendix. 
Table 6.17 defines the codes that identify training/testing sets and MLP architecture in series 
B. These codes are explained in Tables 6.18 and 6.19. 
Case Code for training/ 
testing set files 
Code for MLP 
architecture 
B1 TTB1 NNB1 
B2 TTB 1 NNB2 
B3 TTB3 NNB3 
Table 6.17 - Specification of training/testing set files and MLP architecture in series B 
Table 6.20 presents the first set of results for Case B 1. These results correspond to the aver- 
age value, standard deviation and maximum value for the MLP evaluation error obtained in this 
case. It should be noted that the evaluation error is defined as in Chapter 5 (Eq. (5.5)); this defini- 
tion will also be used throughout this chapter. 
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Code 
N' of training/ 
testing vectors 




TTB1 - State of branch 1000 1100 #1 -SO 
- State of branch 1100 1200 #1 - FST 
- Global load TTB3 500/5«) - Load at bus 1100 - 
SO 300. 
- Load at bus 1300 - 
FST 
- Load at bus 1400 - 
Voltage at bus 1100 
- Reactor at bus 1200 - 
Voltage at bus 1200 
- Reactor at bus 1300 - 
Voltage at bus 1300 
- Reactor at bus 1400 - 
Voltage at bus 1400 
- Slip of motor 1100 
- Slip of motor 1400 
Table 6.18 - Main data for training/testing set files in series B 
d C 
AILP structure (N' 
i f h 
Training sessions (N' of iterations/learning rate) 
o e o neurons n eac 
layer) 1 2 3 4 5 
NNB 1 18/20/10/2 
NNS2 18/10/5/2 1000/1.0 1000/0.9 1000/0.8 1000/0.7 1000/0.6 
NNB3 18ß0R0/8 
Table 6.19 - Structure and training data for MLPs in series B 
Training set Testing set 
Parameter Output variable Output variable 
SO FST SO FST 
Average error (%) 0.75 1.03 14.26 30.79 
Std. dev. of error (%) 0.93 0.68 23.00 40.70 
Maximum error (9) 6.34 5.90 160.99 142.37 
Table 6.20 - First set of results - case B1 
It can be seen that the neural network correctly learned the information contained in the 
training set, but this was not useful at all when the testing set was presented to the MLP. This situ- 
ation arises fairly often when setting up MLPs, and it suggests that the training/testing sets and the 
MLP architecture were not properly matched, either because the training/testing set did not repre- 
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sent the problem at hand or because there were too many hidden-layer neurons, so the neural net- 
work just memorised the training set without extracting the relevant features from it. 
In an attempt to overcome this problem, in case B2 the structure of the MLP was modified 
so as to contain less hidden-layer neurons with respect to case B1 (20 and 10 neurons in layers 1 
and 2 for case B1 compared to 10 and 5 neurons for case B2). The training/testing sets in this case 
are the same as in case B1. Table 6.21 shows the first set of results for case B2. 
Training set Testing set 
Parameter Output variable Output variable 
SO FST SO FST 
Average error (%) 731 25.71 14.93 38.71 
Std. dev. of error (%) 8.92 14.03 18.97 29.66 
Maximum error (%) 69.70 95.04 124.54 172.70 
Table 621 - First set of results - case B2 
From Table 6.21, it can be seen that the evaluation error for the training set increased sub- 
stantially with respect to case B 1, unlike the evaluation error for the testing set, which did not 
change appreciably. 
Case B3 represents an attempt to solve the learning problems that emerged in cases B1 and 
B2. The training/testing sets now include other output variables (bus voltages) which normally 
exhibit a less abrupt behaviour than the SO and the FST. Also, the size of the MLP was increased 
so as to facilitate the acquisition of this extra knowledge by the neural network. Table 6.22 shows 
the first set of results for case B3. 
From Table 6.22, it can be seen that once more the neural network correctly learned the 
information from the training set (where the evaluation error is satisfactorily low), but the same 
did not occur with the testing set, for which the evaluation error reached maximum values in the 
order of 100%. Table 6.23 shows the distribution of error in cases B 1, B2 and B3. It should be 
noted that this distribution was computed using the corresponding testing sets only. 
6.4.4 - Discussion of Series B cases 
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SO 0.80 0.87 4.76 
FST 0.73 0.86 5.47 
V1100 1.85 1.61 16.25 
o 
V1200 1.96 1.95 17.20 
Training set utput 
variable V1300 1.22 1.36 11.85 
V1400 1.41 1.83 18.88 
Slip1100 1.44 1.14 5.89 
S1ip14W 0.54 0.76 10.75 
SO 1233 20.00 103.77 
FST 27.23 39.80 122.47 
V1100 6.22 11.77 98.12 
t i T O t t 
V1200 6.94 11.37 89.05 
ng se est u pu 
variable V1300 4.79 9.93 101.12 
V1400 5.61 10.04 78.20 
Slip11® 1.93 2.43 38.12 
Slips 3.78 13.83 108.24 
Table 6.22 - First set of results - case B3 
Class 
Enorlimits Case BI Case B2 Case B3 
Min. Max. SO FST SO FST SO FST V1100 V12 0 V1300 V1400 SHOO S140D 
1 0 2 47.03 44.92 2.97 0.42 51.46 46.46 47.29 40.21 60.21 56.88 69.58 88.33 
2 2 41 1 
7.63 5.93 48.94 1.06 7.71 6.25 24.38 22.71 16.67 15.00 20.42 3.13 
3 4 6 4.87 2.75 3.81 2.33 2.92 3.33 730 12.08 5.63 6.46 6.46 1.46 
4 6 8 234 1.06 1.91 1.48 3.54 . 13 2.71 2.71 
3.75 2.92 2.08 0.63 
S 8 10 2.54 3.18 2.12 1.06 1.46 3.33 2.08 3.33 1.46 2.29 0.21 0.42 
6 10 12 2.97 2.12 4.45 1.27 1 
1.88 
1 
3.33 1.46 1.25 0.63 2.08 0.42 0.42 
7 12 14 1.06 0.64 6.14 1.06 1.25 1.04 1.67 2.71 0.63 1.04 0.63 0.21 
8 14 16 7 1.06 1.91 1.06 2.92 0.83 1.25 2.71 1.46 1.67 0.00 0.21 
9 16 19 
E36 
0 1.06 1.06 2.12 5.42 0.63 1.88 0.83 1.46 1.67 0.00 0.42 
Table 6.23 - Distribution of error in cases B 1, B2 and B3 (testing sets only) (% of total number of testing vectors) 
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Case BI Case B2 Case B3 
Min. Max. SO FST SO FST SO FST VVJOO V1200 V1300 V1400 S1100 S1 ® 
10 18 20 0.85 0.42 2.12 1.27 0.63 0.63 1.46 1.04 1.04 1.04 0.00 0.00 
11 20 22 2.75 0.64 1.69 0.21 0.63 0.63 0.42 1.23 1.25 0.83 0.00 0.21 
12 22 24 0.42 0.83 1.27 40.04 1.25 0.63 0.63 1.04 0.83 1.67 0.00 0.00 
13 24 26 1.06 0.85 0.42 8.47 1.04 0.00 0.83 1.88 0.83 0.42 0.00 0.00 
14 26 28 1.06 0.64 0.42 2.12 0.63 0.00 0.42 0.63 1.46 2.08 0.00 0.00 
15 28 30+ 18.65 33.88 20.77 36.03 17.26 29.78 6.02 5.62 2.69 3.95 0.20 4.56 
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
Table 623 - Distribution of error in cases B 1, B2 and B3 (testing sets only) (% of total number of testing vectors) 
The results obtained in series B showed that when the neural network learns the knowledge 
contained in the training set, this knowledge could not be used for estimating the value of the out- 
put variables in the testing set. This problem can be caused in a number of ways, namely: 
(1) too large a neural network (with too many hidden-layer neurons); 
(ii) improper mapping of the dynamic simulation onto the neural network problem lan- 
guage; 
(iii) inadequate size of training/testing sets, with not enough vectors so as to properly rep- 
resent the electrical problem. 
In case B2 an attempt was made so as to correct the problem in view of cause (i) above 
(MLP too large). The evaluation error using the testing set did not significantly change with 
respect to case B 1, while the evaluation error using the training set did increase. This points to the 
fact that cause (i) may not be the main reason for this learning problem. 
In order to deal with cause (ii) (improper mapping), a new methodology for constructing 
training/testing sets was developed. This methodology seeks to transfer more information on the 
early stages of the dynamic simulation to the MLP. This approach was implemented as a new pro- 
gram (INTF3) and it will be presented in the following section, together with the analysis of cause 
(iii) above. 
6.5 - Program INTF3 
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6.5.1 - Introduction 
In this section, program INTF3 will be described. It implements the second methodology for 
mapping the results from dynamic simulations onto the MLP domain. The most important aspects 
of this methodology will be presented in some detail. The application of this methodology in the 
prediction of the future behaviour of the system will be described through two series of study 
cases. The results obtained in these cases will then be discussed. 
6.5.2 - Methodology 
Program INTF3 is, in many respects, similar to program INTF2. The main difference lies on 
the type of variables that control the dynamic simulation and make up the training vectors. Table 
6.24 shows the types of variables defined in program INTF3. 
Type of variable Purpose 
Control To control the dynamic simulation 
Input To form the first part of a training vector 
Output To form the second part of a training vector 
Table 6.24 - Types of variables in program INTF3 
Control variables allow the user to specify what kind of events will appear in the operations 
list of the dynamic simulation. They are similar to the input variables, but because program INTF3 
allows the definition of many new input variables, which are not directly related to the specifica- 
tion of the operations list, a clear distinction between control and input variables was needed. 
Table 6.25 shows the control variables recognised by program INTF3. 
Code Description 
0 Short-circuit at a bus (occurrence/clearing) 
1 Branch status (opening/closing) 
2 Global load (multiplication factors) 
Table 625 - Control variables in program INTF3 
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Code Description 
3 Global generation (multiplication factors) 
4 Bus load (new values) 
5 Bus generation (new values) 
6 Bus reactor (new values) 
Table 6.25 - Control variables in program INTF3 
Input variables are associated with the new idea of sampling relevant information from a 
dynamic simulation scenario. A number of sampling times is specified in advance, and this number 
is kept fixed throughout the creation of the training set. Figure 6.29 shows an example illustrating 
the concept of sampling input variables. In this case, the number of sampling times is 4, the sam- 






05 10 15 60 
1 
Figure 6.29 - Sampling input variables in program INTF3 
All sampled values of any input variable (at times 0,5,10 and 15s) will be transferred to the 
input vector being generated if the user selects that input variable. Thus, the total number of input 
variables for the neural network is the product of the number of different input variables selected 
and the number of sampling times. In contrast to the methodology adopted in program INTF2, the 
main purpose of sampling input variables is to provide the neural network with more information 
on the early stages of the dynamic simulation. 
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Table 6.26 shows the complete set of input variables recognised by program INTF3. It can 
Code Description 
0 Short-circuit at a bus (cv) 
1 Branch status (cv) 
2 Global load (cv) 
3 Global generation (cv) 
4 Bus load (cv) 
5 Bus generation (cv) 
6 Bus reactor (cv) 
7 Minimum singular value of G, 
8 Minimum singular value of J 
4 Angular speed of generator 
5 Angle of generator 
6 Angular difference between generators 
7 Mechanical power of generator 
8 Bus voltage 
9 Bus angle 
10 Bus active load 
11 Bus reactive load 
12 Bus active generation 
13 Bus reactive generation 
14 Bus reactor 
15 Motor slip 
16 Motor active power 
17 Motor reactive power 
18 OLTC 
19 Dynamic load (active power) 
20 Dynamic load (reactive power) 
Table 626 - Input variables in program INTF3 ("cv" means "control variable") 
be seen that the first seven input variables are the control variables themselves. 
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Figure 6.30 shows the structure of the input vector, where it is assumed that 3 different input 
variables and 4 sampling times were defined by the user. 
Input variable 1 Input variable 2 Input variable 3 
t t f t 
t i l t 
- N 
Figure 6.30 - Structure of the input vector in program INM 
It should be noted that in automatic generation of the input vector, if a short-circuit at a bus 
were selected as input variable, for every vector being generated the program executes a random 
extraction so as to decide whether or not a short-circuit will occur during the current simulation 
run. In the case that a short-circuit has been selected, its starting and clearing times are decided 
upon further random extractions. The same applies to the case of branch operations (opening and 
closing). These random extractions are controlled by specific parameters given by the user. With 
respect to load, generation and reactor levels, the program updates their values at each sampling 
time, also utilising specific parameters set by the user. 
Output variables are similar to their counterparts in program INTF2, and hence Table 6.15 
also applies to program INTF3. The final simulation time (variable code 1) is now the simulation 
extra time (SET), which is the time elapsed between the last sampling time and the final simulation 
time (60 - 15 = 45s in the example of Figure 6.29). It should be noted that the codes for the simu- 
lation outcome are also the same as in program INTF2 (see Table 6.16). 
In this methodology, the neural network is taught with a comprehensive training set which 
contains associations between data from the early stages of dynamic simulations and simulation 
outcomes. The present methodology provides the neural network with more information than the 
elementary transitions approach (cf. program INTF2). When in processing mode the neural net- 
work will be able to read data sampled from the real-time operation of the power system. It is 
expected that the neural network then be capable of recognising in advance both stable and poten- 
tially dangerous situations. 
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6.5.3 - Results 
6.5.3.1 - Introduction 
In this sub-section, two series of study cases (series C and D) will be described in order to 
illustrate the application of the computational system for analysing the VSP using the methodol- 
ogy implemented in program INTF3 (i. e., sampling of input variables). The main output variables 
to be considered here are the simulation extra time (SET) and the final value of the minimum sin- 
gular value of matrix Gs (aG). In both series C and D the electrical system of Figure 6.10 will be 
utilised (see sub-section 6.3.3). It should be pointed out that only the most relevant data regarding 
training/testing sets and MLP architectures will be presented here; the complete set of data is con- 
tained in the Appendix. 
6.5.3.2 - Seri 
This series consists of three different cases, Cl through to C3, as described in Table 6.27. In 
this table, training/testing set files and MLP architectures are identified by codes which are 
explained in Tables 6.28 and 6.29. 
Case Code for training/ 
testing set files 
Code for MLP 
architecture 
Cl TTC1 NNC1 
C2 TTCl NNC2 
C3 TTC3 NNC2 
Table 6.27 - Specification of training/testing set files and MLP architecture in series C 
Table 6.30 presents the average value, standard deviation and maximum value for the MLP 
evaluation error in case Cl. In this case, the results obtained with both training and testing sets are 
very bad, showing that the training set, being too small, does not represent the physical problem 
properly, and also that the neural network may be too small (with not enough neurons). 
In order to analyse the impact of the MLP size, in case C2 only the neural network was 
changed with respect to case Cl (training/testing sets in case C2 are the same as in case Cl). Table 
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Max. duration Sampling 
bl I t i i l ti f Code 
testing vectors 
npu var a es variables o s mu a on ' (s) N At (s) 
TTC1 345/330 - State of branch 1000 1100 #1 (t) 
S fb 100 1200 #1 - tate o ranch 1 (t) 
TTC3 1043/1165 - Global load (t) 
- Load at bus 1400 (t) - SET 60. 4 5. 
- Reactor at bus 1200 (t) - CTG 
- Reactor at bus 1300 (t) 
- Reactor at bus 1400 (t) 
- QG 
Table 6.28 - Main data for training/testing set files in series C (t indicates variables also defined as control 
variables) 
d C 
MLP structure (N' 
f i h 
Training sessions (N' of iterations/learning rate) 
o e neurons n eac o 
layer) 1 2 3 4 5 
NNC1 3212512 
NNC2 3212.5/202 
1000/ 1.0 1000/0.9 1000/0.8 1000/0.7 1000/0.6 
Table 6.29 - Structure and training data for MLPs in series C 
Training set Testing set 
Parameter Output variable Output variable 
SET QG SET aG 
Average error (%) 8.07 7.29 32.30 28.96 
Std. dev. of error (%) 7.21 6.29 25.49 21.39 
Maximum error (ßßo) 35.55 40.45 154.98 103.79 
Table 6.30 - First set of results - case Cl 
6.31 shows the first set of results for case C2. 
Once again the evaluation error using the training set was very low, but for the testing set 
this error was too large. Concerning case Cl, the hypothesis of training/testing sets too small still 
remains to be tested. For this reason, in case C3 only the training/testing sets were changed so as to 
include more vectors (the MLP structure is the same as in case C2). Table 6.32 shows the first set 
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Training set Testing set 
Parameter Output variable Output variable 
SET aG SET aG 
Average error (9'0) 0.71 0.45 7.82 15.85 
Std. dev. of error (9'0) 0.43 0.34 16.17 14.04 
Maximum error (ß'o) 1.76 1.39 104.68 71.58 
Table 631 - First set of results - case C2 
of results for case C3. 
Training set Testing set 
Parameter Output variable Output variable 
SET ßG SET CTG 
Average error (%) 1.22 6.32 7.32 18.85 
Std. dev. of error (9'0) 0.90 4.58 18.74 17.84 
Maximum error (ß5) 7.56 29.00 115.19 105.31 
Table 6.32 - First set of results - case C3 
Finally, Table 6.33 shows the distribution of error in cases Cl, C2 and M. It should be noted 
that this distribution was computed using the corresponding testing sets only. 
Error limits (%) Case Cl Case C2 Case C3 
Class 
Min. Max. SET QG SET QG SET co 
1 0 2 2.33 4.32 45.18 10.63 74.64 8.88 
2 2 4 4.32 5.32 20.60 8.97 6.70 7.70 
3 4 6 3.99 6.31 9.63 7.97 2.26 6.61 
4 6 8 3.65 3.65 5.32 9.63 1.90 9.78 
Table 633 - Distribution of error in cases Cl, C2 and C3 (testing sets only) (% of total number of testing vectors) 
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Error limits (%) Case Cl Case C2 Case C3 
Class 
Min. Max. SET Qß SET QQ SET OG 
5 8 10 2.66 3.65 2.66 5.98 1.72 7.07 
6 10 12 2.66 2.66 1.99 7.31 0.72 6.97 
7 12 14 4.65 4.65 0.66 5.98 0.54 5.25 
8 14 16 4.98 3.65 1.00 3.65 0.72 5.16 
9 16 18 2.99 2.66 2.66 5.65 0.63 4.53 
10 18 20 2.66 3.65 1.33 4.98 0.72 4.71 
11 20 22 3.65 4.98 Q33 2.99 0.18 2.90 
12 22 24 3.99 1.99 0.00 4.32 0.36 3.53 
13 24 26 3.65 3.65 0.33 2.99 0.36 2.99 
14 26 28 432 2.66 1.00 2.33 0.36 1.99 
15 28 30+ 49.50 46.20 7.31 16.62 8.19 21.93 
Total 100.00 100.00 100.00 100.00 100.00 100.00 
Table 633 - Distribution of error in cases Cl, C2 and C3 (testing sets only) (% of total number of testing vectors) 
6.5.3.3 - Series D 
This series represents further attempts to improve the results previously obtained. The main 
differences with respect to series C lie in the duration of the dynamic simulations (now reduced to 
30s) and the exclusion of the status of branches from the set of input variables. These variables 
introduce high non-linearities in the input set, due to their logical nature (they can only be equal to 
0 or 1). 
The series consists of three different cases, D1 through to D3, as described in Table 6.34. In 
this table, training/testing sets and MLP architectures are identified by codes which are explained 
in Tables 6.35 and 6.36. 
Case Code for training/ 
testing set files 
Code for ML? 
architecture 
Dl TTDl NNDI 
Table 6.34 - Specification of training/testing set files and MLP architecture in series D 
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Code for training/ Code for MLP Case testing set files architecture 
D2 TTD2 NND2 
D3 TTD3 NND3 
Table 634 - Specification of training/testing set files and MLP architecture in series D 
N' of training/ I t i bl 
Output Max. duration 
i l ti f 
Sampling 
Code testing vectors npu var a es variables mu a on o s ' (s) N At (s) 
TTDI 1000/1000 - Global load (j') 
L - oad at bus 1400 (f ) TTD2 4891/4205 
- Reactor at bus 1200 (t) - SET 30. 3 S. 
TTD3 980/848 - Reactor at bus 1300 (t) - QG 
- Reactor at bus 1400 (t) 
-QG 
Table 6.35 - Main data for training/testing set files in series D (t indicates variables also defined as control 
variables) 
d C 
MLP structure (N' 
of neurons in each 
Training sessions (N' of iterations/learning rate) 
o e 
layer) 1 2 3 4 5 
NND1 18/15/10/2 
NND2 18125/15/2 1000/1.0 1000/0.9 1000/0.8 1000/0.7 1000/0.6 
NND3 18/20/15/2 
Table 6.36 - Structure and training data for MLPs in series D 
Table 6.37 presents the average value, standard deviation and maximum value for the evalu- 
ation error in case Dl. 
In case D2, the number of training and testing vectors were greatly increased so as to pro- 
vide the MLP with a more representative data set. At the same time, more hidden-layer neurons 
were defined in order to allow the MLP to learn the training set more easily. Table 6.38 shows the 
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Training set Testing set 
Parameter Output variable Output variable 
SET vG SET CTG 
Average rror (9'0) 11.94 6.32 23.82 16.85 
Std. dev. of error (%) 5.22 7.05 2836 2332 
Maximum error (%) 68.37 70.17 155.46 122.65 
Table 6.37 - First set of results - case D1 
results obtained in this case. It can be seen that the MLP evaluation error is excessively high. 
Training set Testing set 
Parameter Output variable Output variable 
SET vG SET vG 
Average error (ßb) 11.64 7.60 16.01 11.90 
Std. dev. of error (%) 17.15 1031 24.24 17.08 
Maximum error (ß'o) 121.65 80.46 137.09 121.36 
Table 6.38 - First set of results - case D2 
One important concern in cases D1 and D2 was that the distribution of training and testing 
vectors was very unbalanced, with far more vectors having SET = (30 - 2*5) = 20s. This means 
that the large majority of vectors represent normal situations, with the dynamic simulation ending 
without any instability or collapse. Table 6.39 illustrates this point through the distribution of vec- 
tors according to the value of the output variables. In this table, the range between the minimum 
and maximum values of each output variable was divided in ten equal intervals and the vectors 
were classified accordingly. 
Case D3 was then created from case D2 but excluding all those vectors which represented 
successful simulations. Table 6.40 shows the results obtained in this case. 
Finally, Table 6.41 shows the distribution of error in cases D1, D2 and D3. It should be 
noted that this distribution was computed using the corresponding testing sets only. Although the 
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Setloutput Min. Max. 
Distribution 
variable val. val. 1 2 3 4 5 6 7 8 9 10 Tot. 
SET 0. 20.000 899 31 15 23 44 20 20 7 3 3829 4891 
Training 
Qc 0.00033 2.59622 181 904 53 14 15 64 1952 1254 413 41 4891 
SET 0. 20.000 822 19 15 30 12 18 2 1 3266 4205 
Testing 
d 
Qc 0.00240 2.50549 187 782 28 O 10 32 888 1702 476 90 4205 
Table 6.39 - Distribution of vectors in training/testing sets TTD2 according to the output variables (number of vectors 
in each class) 
Training set Testing set 
Parameter Output variable Output variable 
SET OG SET v0 
Average error (ß'o) 0.65 1.22 7.05 6.14 
Std. dev. of error (%) 0.60 1.03 18.88 15.84 
Maximum error (%) 8.02 6.82 151.37 100.12 
Table 6.40 - First set of results - case D3 
Cl 
Error limits (96) Case Dl Case D2 Case D3 
ass 
Min. Max. SET a0 SET aG SET as 
1 0 2 0.61 16.79 53.93 23.54 77.02 65.89 
2 2 4 2.25 17.71 1.65 18.55 3.79 16.14 
3 4 6 3.89 16.48 1.34 11.12 2.44 3.30 
4 6 8 2.25 9.62 1.03 12.77 1.22 2.81 
5 8 10 3.58 6.14 1.86 5.49 1.22 1.47 
6 10 12 12.59 3.28 2.89 3.46 0.49 1.10 
7 12 14 47.08 2.15 2.65 2.60 0.86 0.61 
8 14 16 2.76 1.94 1.53 1.65 0.61 0.73 
9 16 18 2.05 1.23 1.74 1.98 0.12 0.24 
10 18 20 1.54 1.23 0.64 1.48 1.83 0.12 
Table 6.41- Distribution of error in cases D1, D2 and D3 (testing sets only) (% of total number of testing vectors) 
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Q 
Error limits (%) Owe Dl Case D2 Case D3 
ass 
Min. Max. SET CIO SET ao SET ao 
11 20 22 0.82 1.02 0.91 1.31 0.73 0.49 
12 22 24 0.82 1.23 0.69 1.74 0.37 0.24 
13 24 26 0.51 0.51 0.76 1.05 0.37 0.00 
14 26 28 0.31 0.51 11.70 0.76 0.61 0.12 
15 28 30+ 1&94 20.16 16.68 12.50 832 6.74 
Total 100.00 100.00 100.00 100.00 100.00 100.00 
Table 6.41-Distribution of error in cases D1, D2 and D3 (testing sets only) (% of total number of testing vectors) 
evaluation error in case D2 is in average higher than in case Dl, it can be seen from the histogram 
that the error distribution in case D2 is better than in case D1, with a larger proportion of testing 
vectors in the first error class (error of up to 2%). Case D3 shows the best distribution of all cases, 
but still presents an unacceptable number of vectors with evaluation error above 10%. 
6.5.4 - Discussion of Series C and D cases 
The methodology implemented in program INTF3 sought to correct the learning problem 
that had appeared in the previous methodology (INTF2). 
The analysis of the distribution of the evaluation error across the testing sets in series B, C 
and D (histograms of Tables 6.23,6.33 and 6.41 respectively) shows that there is no clear advan- 
tage of the methodology based upon sampling of input variables with respect to the methodology 
based upon elementary transitions. In all cases the proportion of testing vectors for which the eval- 
uation error is large (error greater or equal 10%, for instance) became excessively large. 
Case D3, where the successful dynamic simulations were not included, produced the best 
results. This confirmed the idea that a large number of training vectors with the same SET do make 
the training process more difficult. This would suggest the use of a pre-processor step for classify- 
ing the training vectors prior to the start of the training. 
A number of hypothesis were formulated so as to explain the learning problems that 
occurred with the two methodologies. They will be discussed in detail in the summary section, 
later in this chapter. 
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6.6 - Processing time 
Table 6.42 presents a summary of processing times for all programs used in this chapter. It is 
included with the single purpose of providing the order of magnitude of the computational cost. 
All times in Table 6.42 were obtained with the personal computer described in sub-section 6.3.2.9. 
Program Case CPU time 
Base case of Figure 6.10 (sub-sec- 
FLOW4 tion 633.1) with convergence to a 0.16 s 
maximum absolute bus mismatch of 
10'10 pu in 4 iterations 
Dynamic simulation case in sub- 
DSIM3 section 63.3.2 (total simulated 20.59 s 
time: 21.0 s) 
INTF2 Generation of training set in case 19h 30min 
TTB 1(sub-section 6.4.3) 
INTF3 Generation of training set in case 13h 16min 
TTD3 (sub-section 6.5.3.3) 
Training 4h 46min 
STATISTICI Case NND3 (sub-section 6.533) mode 
Processing - 848 testing vectors: 1.25 s 
mode -1 testing vector: 0.00147 s 
Table 6.42 - Summary of processing times 
6.7 - Summary 
This chapter has proposed an approach for detecting situations in which a power system 
might experience dynamic voltage collapses. The approach is based on dynamic simulations of the 
power system in the time domain, which allow for the dynamic aspects of the VSP. 
The proposed approach was implemented as a self-contained computational system. Ini- 
tially, the dynamic simulation program -one of the most important components within the system- 
was described in detail. Two examples of dynamic simulation, which illustrated some important 
mechanisms associated with voltage instabilities, were discussed in sub-sections 6.3.3.2 and 
6.3.3.3. 
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In a second stage, in sections 6.4 and 6.5, a neural network-based prediction tool was devel- 
oped. Its purpose was to learn about the VSP from a large number of dynamic simulation scenar- 
ios, and to use this knowledge in the prediction of the future behaviour of the power system given 
actual data from the system operation. The main indicator considered here was the simulation 
extra time, which is the time elapsed between the last instant when a piece of information was 
passed on to the neural network and the end of the simulation. 
In sub-sections 6.4.3 and 6.5.3, the proposed approach was used in three different series of 
study cases. The results cannot be considered as definitive due to unacceptably high evaluation 
errors that were encountered. The following hypotheses to explain these high errors were formu- 
lated: 
(1) too large MLPs, so that the training sets would be just memorised without any useful 
feature extraction; 
(2) improper mapping between the dynamic simulation and the MLP; 
(3) inadequate size of training/testing sets which would not properly represent the physi- 
cal problem (too small sets); 
(4) inconsistent training/testing sets, containing vectors with relatively similar values for 
the input variables but substantially different values for the output variables. 
Hypotheses (1) and (3) were studied in detail in sub-sections 6.4.3 and 6.5.3 through the 
adjustment of relevant parameters. They could be discarded since no significant improvements 
were achieved with the associated adjustments. 
A first attempt to deal with hypothesis (2) is represented by the methodology implemented 
in program INTF3 (sampling input variables, sub-section 6.5.2), which is an upgrade of the origi- 
nal methodology implemented in program INTF2. Hypotheses (2) and (4) remain to be further 
investigated in the future. 
Despite the negative results obtained in this chapter, the main characteristics of the proposed 
approach should be underlined. Firstly, the earlier results for static voltage stability obtained with 
the computational system of Chapter 5 were very encouraging. Good accuracy and extremely low 
processing times were achieved with the MLP architecture. Secondly, it was seen that the dynamic 
simulation technique does take into account aspects that cannot be considered using a static load- 
flow program alone. Furthermore, conventional dynamic simulation is intrinsically very time con- 
suming, which calls for an auxiliary tool, such as the MLP, to circumvent this major drawback. 
Finally, from what has been presented in this chapter, it is clear that further investigation is 
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required in order to better assess whether or not the proposed methodology can ultimately be vali- 
dated. This is further discussed in Chapter 7. 
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DISCUSSION AND CONCLUSIONS 
7.1 - General summary 
This thesis dealt with the voltage stability problem in electric power systems within the 
framework of artificial neural networks. A number of computational models were developed and 
implemented in order to analyse the models described in the literature and also to validate the 
ideas proposed in this work. 
In Chapter 3 an extensive literature review provided a comprehensive overview of the state- 
of-the-art in both the VSP and the applications of artificial neural networks in power systems. 
The review of the VSP clearly indicated that this problem is still in an early stage of matu- 
rity. It is difficult even to establish a rigorous formulation of the problem. The relatively large 
number of approaches to the problem and the controversial discussions found in many papers con- 
firm this statement. Within the spectrum of existing methodologies, it is possible to find methods 
ranging from well-known linear techniques to sophisticated approaches based upon advanced non- 
linear mathematics. The former disregard some important aspects of the problem but can be 
applied to large power systems, whereas the complexity of the latter prevents its application in 
cases with more than just a few buses. In between, the dynamic simulation technique offers excel- 
lent modelling capabilities, which ultimately allow the study of a large number of operational sce- 
narios. This is most valuable for improving the understanding of the problem, with respect to its 
causes and also to the establishment of preventive controls for avoiding voltage collapses. 
The survey of the application of ANNs in power systems showed that the MLP architecture 
is by far the most popular ANN model used, as in many other research fields. The most successful 
applications in power systems can 
be found in security analysis and load forecasting. In security 
analysis the most valuable 
feature of the MLP is perhaps its extremely fast computation, which 
makes it a serious candidate 
for on-line applications. In the load forecasting area, it was possible to 
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find applications where the predicting errors were very low. Also, the MLP network showed its 
ability to overcome the main drawbacks of the conventional methodologies traditionally used in 
load forecasting, such as the difficulty of dealing with weather information. 
The literature survey also suggested and reinforced the main idea of the present work, which 
is to bring together the VSP and the ANN frameworks. No previous research in this area could be 
found. 
Chapter 4 constitutes a complementary literature review of the vast field of ANN. The aim 
here was to study the main ANN models developed so far. The computational implementation of 
these models provided an adequate level of understanding about the models and their applicability 
in practical problems. 
In connection with the backpropagation algorithm, a modification to the basic procedure 
was devised and implemented. This modification -an internal iteration loop- allows every training 
vector to be operated upon more than once in a given external iteration. This simple modification 
improved the overall training. Care must be taken, however, when choosing the maximum number 
of internal iterations. If too large, this parameter will slow down the whole training process. Fur- 
ther research is needed to produce some guidance for choosing this new parameter. 
The aim of any ANN is to mimic the functioning of the human brain and this is still a distant 
goal to be achieved, simply because the human brain still remains mostly undiscovered. Therefore, 
it is never redundant to emphasise the little equivalence between the human brain and its models. 
Nevertheless, these models can capture one or more functional aspects of the human brain, such as 
associative memory, learning, interpolation, etc. The whole field of ANN, and especially the newer 
architectures such as the recurrent networks and the ART paradigm, is developing very fast. In just 
a few years' time the field will certainly look very different from what it does today. 
In Chapter 5, the first results of the proposed work were produced. A static voltage stability 
index -the minimum singular value of a Jacobi an-related matrix- was adopted and a MLP network 
was trained so as to compute this index from the knowledge of some input variables. It was shown 
that the MLP is capable of computing the voltage stability index nearly 1000 times faster than the 
load-flow program and without loss of accuracy, a compromise that frequently arises in computa. 
tional applications. The main drawbacks of this approach are perhaps the lengthy training phase of 
the MLP (when using the Backpropagation algorithm) and the scale-up problem. Long training 
times do not usually pose a serious problem, since the training can be executed off-line (as is often 
the case). The major problem is the scale-up of the ANN model, which means implementing a neu- 
ral network with as many 
input variables as necessary in order to represent a real system. This 
could mean 500,1000 or even more input variables, and this is not possible -or, at least, not worth- 
while- with today's computers. This will be further discussed later in this chapter. 
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Chapter 6 represents the natural extension of the work previously developed. Of the many 
improvements that could have made to the static approach of Chapter 5, one of them was the mod- 
elling of the system and its associated dynamic phenomena, and this was the chosen path. 
A dynamic simulation program was developed in order to create a large number of scenarios 
from which to extract knowledge about the VSP. This simulation program is rather simple and it 
did not consider many dynamic models of the power system, especially those related to generators. 
In any case, this can be easily improved either through a more sophisticated simulation program or 
by the use of real system data extracted from practical measurements. 
Two major reasons for choosing the simulation technique were its excellent modelling capa- 
bilities and the fact that it is an expensive technique in computational terms. If an MLP could be 
taught with data from dynamic simulations, then later on, in the processing mode, it would provide 
the same answers as the simulation program but in a much shorter time. The speed-up factor could 
easily be more than 1000, the value obtained in the load-flow case, because a dynamic simulation 
usually takes much longer than a load-flow to be executed. 
A new voltage stability index -the simulation extra time- was proposed and MLP networks 
were trained with data from the dynamic simulation in order to teach them how to give some indi- 
cation about the possibility of occurrence of voltage collapse. The results from this line of research 
were not as good as those obtained in Chapter 5, despite the development and implementation of 
two different techniques for mapping the results from the dynamic simulation onto the MLP prob- 
lem language. Although it was possible to compute the majority of the testing vectors with a low 
evaluation error, it was not possible to eliminate a fraction of these vectors for which the error was 
excessively large. This may have happened due to a number of reasons, among which there are (i) 
an improper mapping of the dynamic simulation and (ii) incompatible training vectors coexisting 
in the same training file (i. e., vectors with similar input values but substantially different output 
values). Despite the considerable efforts spent on the study of this problem, no conclusive evi- 
dence could be found. 
Finally, it should be noted that an important characteristic of the proposed approaches is 
their modularity. Whatever improvements are introduced in the future, as to either faster training 
algorithms and/or better analytical tools for the electrical problem, they will be easily accommo- 
dated in the proposed framework without implying major structural changes. 
7.2 - Original contributions 
7.2.1 - VSP in conjunction with- ANN 
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The first major contribution of this work is the development of ANN-based techniques for 
studying the VSP. No similar approach could be found in the technical literature. 
ANNs constitute a vast set of mathematical techniques that can perform some human-like 
tasks. In the present work, the emphasis was put on the practical aspects of the application of 
ANN, namely feature extraction and computational speed. Feature extraction allows an ANN to 
learn useful information about a specific problem just through the analysis of adequate examples. 
This is most valuable when the explicit specification of the problem is difficult or even impossible. 
The issue of computational speed is obviously crucial to the development of on-line tools such as 
the ones considered in this work. 
7.2.2 - Modification to the basic backpropagation procedure 
The careful study of the basic backpropagation procedure, together with the execution of a 
large number of study cases and a comprehensive sensitivity analysis with respect to some basic 
parameters, provided an adequate level of understanding of the backpropagation algorithm. A con- 
sequence of this study was the implementation of a simple modification which improved the over- 
all training process. 
7.2.3 - Fast computation of a static voltalt stability index 
The first important result of the coupling between the VSP and the ANN frameworks was 
the development of a MLP network capable of computing the static voltage stability index with a 
considerable speed-up factor with respect to the conventional load-flow technique. Such an MLP 
could then be thought of as a serious candidate for on-line applications in control centres of power 
systems. This constitutes a major contribution of this work. 
7.2.4 - Use of MLP as a predicting tool for dynamic voltage stability 
Another important, original idea of the present work was the attempt to train a neural net- 
work with data from the temporal evolution of a power system and require, from the trained net- 
work, a prediction about the future development of the system, given specific information on the 
recent past and present behaviour. 
Although the results in this particular area did not prove as satisfactory as expected, it is the 
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opinion of the author that this basic idea is still feasible (see next section). 
7.3 - Topics for further development 
One of the most important topics for further development is the investigation of the learning 
problem which was encountered when training MLPs with data from the dynamic simulation (cf. 
Chapter 6). If the hypothesis of an improper mapping between the dynamic simulation and the 
ANN proves correct, then alternative schemes for this mapping should be investigated. In particu- 
lar, new techniques for studying temporal series and the possible ways to process the information 
contained therein must be studied carefully. 
It is the opinion of the author that MLP-based tools work best if designed as smaller subsys- 
tems, which would then constitute specialised parts of more global systems. This is important in 
cases when the data represent highly non-linear functions; it is then convenient to "break down" 
these non-linearities and to distribute smaller tasks among the subsystems. Using a unique MLP 
for executing a large task -such as evaluating a global voltage stability index of a large power sys- 
tem- can prove very demanding, especially with respect to the design of the training set and the 
training phase as well. Therefore, a new, modular design for the ANN section should be consid- 
ered as an alternative to the global technique developed in this work. 
Another topic to be considered for further development is the extension of the scope of the 
present work. As stated in Chapter 2, the main concern here was the issue of proximity to voltage 
collapse and the development of on-line tools for supporting the operation of a power system. 
Such tools are more useful if used in conjunction with other methodologies for suggesting ade- 
quate corrective actions once a stability problem has been detected. Therefore, the development of 
such new methodologies should be considered as a natural extension to the present work. From the 
literature review that was presented in Chapter 3, the first alternative to be considered would be 
the modal analysis of the Jacobian-related matrices. Although this is a linear approach, it was seen 
that useful information can be extracted from eigenvalues and associated eigenvectors (regarding 
critical areas within the system and the most effective buses for the application of corrective 
actions). 
The application of the methodology developed in this thesis to large power systems should 
be considered as an important extension. The scope of the work, and especially the learning prob- 
lem found during the implementation of the dynamic approach, prevented the application of the 
methodology in power systems other than the one described in Chapter 6. 
Finally, the use of other ANN architectures should also be considered. It was seen in Chap- 
ter 4 that the various ANN models available are capable of representing specific characteristics of 
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the human brain, but none of the models encompasses all of the desired characteristics. Ways of 
exploring the complementary features of the models should be investigated. As a simple example, 
an ART model could be used to pre-process the training vectors to be used in MLP training. In this 
way, the vectors would be grouped and an average exemplar could substitute the whole group. The 
size of the training set would be thus reduced, and consequently the training times might be 
reduced as well. 
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APPENDIX 
A. 1- Introduction 
This Appendix contains the complete data for all study cases presented in Chapter 6. These 
data will be presented in the following order: load-flow data, dynamic simulation data, and inter- 
face/MLP data. 
Al - Data for load-flow study 
All load-flow base cases refer to the electrical network of Figure 6.10. Tables A. 1, A. 2 and 
A. 3 present general data, bus data, and branch data respectively. It should be pointed out that the 
data for generator internal buses in Figure 6.10 will be presented in the dynamic simulation sec- 
tion. 
Parameter Value 
Number of PQ buses 11 
Number of PQV buses 0 
Number of PV buses 4 
Number of branches 18 
Max. number of iterations (New- 
ton-Raphson method) 
15 
Bus power mismatch tolerance 10'10 pu 
MVA base 100 MVA 
Table A. 1- General data for load-flow base case 
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Electrical parameters (pu) (1) 
From 
bus To bus 
Circuit 
Type Tap (pu) a ng 
(MVA) 
r x c 
100 400 1 Trans. 1.000 100 0.0000 0.0576 
200 700 1 Trans. 1.000 100 0.0000 0.0625 
300 900 1 Trans. 1.000 100 0.0000 0.0586 
400 500 1 Line 80 0.0100 0.0850 0.0880 
400 600 1 Line 80 0.0170 0.0920 0.0790 
400 1000 1 Line 25 0.0060 0.0350 0.0290 
400 1000 2 Line 25 0.0060 0.0350 0.0290 
500 700 1 Line 80 0.032 0.1610 0.1530 
600 900 1 Line 80 0.0390 0.1700 0.1790 
700 800 1 Line 80 0.0085 0.0720 0.0745 
800 900 1 Line 80 0.0119 0.1008 0.1045 
1000 1100 1 Line 60 0.0300 0.1000 0.0250 
1000 1100 2 Line 60 0.0300 0.1000 0.0250 
1000 1500 1 Transf. 1.000 100 0.0000 0.0500 
1100 1200 1 Line 25 0.0150 0.0700 0.0200 
1100 1200 2 Line 25 0.0150 0.0700 0.0200 
1200 1300 1 Transf. 1.000 30 0.0000 0.10100 
1200 1400 1 Transf. 1.000 25 0.0000 0.1200 
Table A. 3 - Branch data for load-flow base case (t 100 MVA base) 
A. 3 - Data for dynamic simulation study 
In this section, data regarding equipment that present dynamic behaviour will be presented. 
Bus numbering in this case also refers to the electrical network of Figure 6.10. With the introduc- 
tion of induction motors and dynamic loads, some bus loads were decreased from their original 
value in order to compensate for the introduction of these new equipment. Table A. 4 shows the bus 
data that were modified with respect to the original data in Table A. 2. Tables A. 5 through AS 
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Bus n (MVAr) 
P (MW) Q (MVAr) Exponent 
1100 40.000 (b) 30.000 (b) 0. 0.000 
0.000 (f) 0.000 (t) 
1300 0.000 (t) 0.000 (t) 0. (t) 8.000 (t) 
1400 15.000 3.000 0. 5.000 
Table A. 4 - New bus data for dynamic simulation (b for series B only; t for series C and D only) 
Parameter Value 
Maximum number of iterations 20 
Modified Euler Tolerance (pu) 10-6 
Method Integration step Series B 0.002 
(s) 
Series C&D 0.005 
Newton-Raph- Maximum number of iterations 20 
son Method 
Tolerance (pu) 10-6 
Table AS - General data for dynamic simulation 
Internal External Rating Governor 
model (see r (pu) (t) x (pu) (t) H (s) (t) D bus bus (M A) Table 6.2) 
101 100 248 2 0.0000 0.1508 9.55152 0. 
201 200 192 2 0.0000 0.2300 3.33333 0. 
301 300 128 2 0.0000 0.2321 2.35156 0. 
1501 1500 100 2 0.0000 0.0600 9.0000 0. 
Table A. 6 - Generator data (t rated MVA base) 
lös 
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Bus (län H (s) M 
Inia slip r (pu) (t) x (Pu) (t) g (MVA l 
1100 35 25.00000 0.03000 0.0300 0.5000 
10.00000 (d) 
1400 25 25.00000 0.03000 0.0300 0.5000 
10.00000 (d) 
Table A. 7 - Induction motor data (t rated MVA base; d for series D only) 
Reference Ký (see Eq. 
Bus power (set cos p (6.6)) 
point) (MW) 
1100 30.000 0.80 0.100 (c) 
0.400 (d) 
1300 20.000 0.80 0.100 (c) 
0.400 (d) 
Table AS - Dynamic load data (c for series C only; d for series D only) 
Branch ID N' of taps Ini- Con- 
Reference 
voltage Voltage toler- 
om F To Cir- 
Tap step (pu) tial cycle (s) trolled (set-point) ance (pu) r 
bus bus cuit # 
Above Below tap bus (PU) 
1200 1300 1 8 (b) 8 (b) 0.00625 (b) 0 20.00 (b) 1300 0.962 (b) 0.003125 (b) 
5 (cd) 5 (cd) 0.01000 (cod) 10.00 (c) 0.971 (cod) 0.005000 (cd) 
4.50(d) 
1200 1400 1 8 (b) 8 (b) 0.00625 (b) 0 20.00 (b) 1400 0.957 (b) 0.003125 (b) 
5 (cd) 5 (cd) 0.01000 (cd) 10.00 (c) 0.966 (cd) 0.005000 (cd) 
4.50 (d) 
Table A. 9 - OLTC data (b for series B,... ) 
A. 4 - Data for interface/MLP - Series B 
Tables A. 10, A. 11, A. 12 and A. 13 present data for the interface program, input variables, 




Type of training/testing vector generation Automatic 
Distribution of random load values Uniform 
N' of training/testing vectors 500/500 
N' of input variables 9x2= 18 
' 
Case TTB 1 2 
N of output variables 
Case TTB3 8 
Minimum value for neural network input -10. 
Maximum value for neural network input 10. 
Minimum value for neural network output 0.3 
Maximum value for neural network output 0.7 
Initial simulation time (s) 0. 
Maximum duration of simulation (s) 300. 
Probability of a branch to be open before transition 0.5 
Probability of a branch to be open after transition 0.5 
Load range (% of rated load) 50. -150. 
Reactor range (% of rated MVAr) 0. -100. 
Table A. 10 - Data for interface program INTF2 - series B 
State of branch 1000 1100 #1 
State of branch 1100 1200 #1 
Global load 
Load at bus 1100 
Load at bus 1300 
Load at bus 1400 
Reactor at bus 1200 
Reactor at bus 1300 
Reactor at bus 1400 




Final simulation time 
Voltage at bus 1100 (t) 
Voltage at bus 1200 (t) 
Voltage at bus 1300 (t) 
Voltage at bus 1400 (t) 
Slip of motor at bus 1100(t) 
Slip of motor at bus 1400 (t) 
Table A. 12 - Output variables in series B (t refers to case TTB3 only) 
Parameter Value 
N' of layers 3 
Weight initialisation range -0.01-0.01 
case NNB 1 18 20 10 2 
N' of neurons in each layer case 
NNB2 18 10 52 
case NNB3 18 30 20 8 
Bias neuron? Yes 
case NNB1 380+210+22=612 
N' of weights in each layer case 
NNB2 190 + 55 + 12 = 257 
case NNB3 570 + 620 + 168 =1358 
Training mode Pure backpropagation 
Training algorithm Exponential smoothing 
N' of external iterations in each training session 1000 
Maximum number of internal iterations 3 
Tolerance for internal loop 0.005 
? (see Eq. (4.5)) 1.0 
Exponential smoothing coeff. (a, Eq. (4.9)) 0.2 
Learning rate in each training session 1.0 0.9 0.8 0.7 0.6 
Table A. 13 - MLP data in series B 
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AS - Data for interface/MLP - Series C 
Tables A. 14, A. 15, A. 16 and A. 17 present data for the interface program, input variables, 
output variables and data for MLP networks respectively for series C. 
Parameter Value 
Type of training/testing vector generation Automatic 
Distribution of random load values Uniform 
' 
Case TTC1 345/330 
of training/testing vectors N Case TTC3 1043/1165 
N' of sampling times 4 
N' of input variables 8x4= 32 
N' of output variables 2 
Minimum value for neural network input -10. 
Maximum value for neural network input 10. 
Minimum value for neural network output 0.3 
Maximum value for neural network output 0.7 
Initial simulation time (s) 0. 
Maximum duration of simulation (s) 60. 
Sampling interval (s) 5. 
Probability of a branch to be open before simulation 0.5 
Probability of a branch to be opened during simulation 0.5 
Probability of a branch to be reclosed during simulation 0.5 
Branch opening time (tp,,  s) 
0. -5. 
Branch closing time (s) tope - 10. 
Load range (% of rated load) 0. -200. 
Reactor range (% of rated MVAr) 0. -100. 
Table A. 14 - Data for interface program INTF3 - series C 
State of branch 1000 1100 #1(t) 
L State of branch 1100 1200 #1(j') 
Table A. 15 - Input variables in series C (t indicates variables also defined as control variables) 
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I Global load (t) 
Lod at bus 1400 (t) 
Reactor at bus 1200 (t) 
Reactor at bus 1300 (t) 
Reactor at bus 1400 (t) 
Minimum Singular Value of matrix G, 
Table A. 15 - Input variables in series C (t indicates variables also defined as control variables) 
Simulation extra time 
Minimum Singular Value of matrix C, 
Table A. 16 - Output variables in series C 
Parameter Value 
N' of layers 3 
Weight initialisation range . 0.01.0.01 
' 
case NNCI 32 25 2 
of neurons in each layer N 
case NNC2 3223202 
Bias neuron? Yes 
' 
case NNCI 823+52-877 
N of weights in each layer 
case NNC2 825 + 520 + 42.1387 
Training mode Pure backpropagation 
Training algorithm Exponential smoothing 
N' of external iterations in each training session 1000 
Maximum number of internal iterations s 
Tolerance for internal loop 0.005 
) (see Eq. (4.5)) 1.0 
Exponential smoothing coeff. (cc. Eq. (4.9)) 0.2 
Learning rate in each training session 1.0 0.9 0.8 0.7 0.6 
Table A. 17 - MLP data in scrics C 
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A. 6 - Data for interface/MLP - Series D 
Tables A. 18, A. 19, A. 20 and A. 21 present data for the interface program, input variables, 
output variables and data for MLP networks respectively for series D. 
Parameter Value 
Type of training/testing vector generation Automatic 
Distribution of random load values Uniform 
Case TTD1 1000/1000 
N' of training/testing vectors 
Case 1TD2 4891/4205 
Case TTD3 980/848 
N' of sampling times 3 
N' of input variables 6x3= 18 
N' of output variables 2 
Minimum value for neural network input -10. 
Maximum value for neural network input 10. 
Minimum value for neural network output 0.3 
Maximum value for neural network output 0.7 
Initial simulation time (s) 0. 
Maximum duration of simulation (s) 30. 
Sampling interval (s) 5" 
Load range (% of rated load) 0. -200. 
Reactor range (% of rated MVAr) 0. -100. 
Table A. 18 - Data for interface program INTF3 - series D 
I Global load (t) I 
I Load at bus 1400 (t) 
I Reactor at bus 1200 (t) 
I Reactor at bus 1300 (t) 
Table A. 19 - Input variables in series D (t indicates variables also defined as control variables) 
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Reactor at bus 1400 (t) 
Minimum Singular Value of matrix G, 
Table A. 19 - Input variables in series D (t indicates variables also defined as control variables) 
Simulation extra time 
Minimum Singular Value of matrix G, 
Table A. 20 - Output variables in series D 
Parameter Value 
N' of layers 3 
Weight initialisation range -0.01.0.01 
case NNDI 18 15 10 2 
N' of neurons in each layer case NND2 18 25 15 2 
case NND3 18 20 15 2 
Bias neuron? Yes 
case NND1 285 + 160 + 22 = 467 
N' of weights in each layer case NND2 475 + 390 + 32 = 897 
case NND3 380+315 +32=727 
Training mode Pure backpropagation 
Training algorithm Exponential smoothing 
N' of external iterations in each training session 1000 
Maximum number of internal iterations 5 
Tolerance for internal loop 0.005 
I (see Eq. (4.5)) 1.0 
Exponential smoothing coeff. (a, Eq. (4.9)) 0.2 
Learning rate in each training session 1.0 0.9 0.8 0.7 0.6 
Table A. 21 - MLP data in series D 
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