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The modeling of crop yield distributions continues to receive considerable attention in the academic crop insurance and agricultural risk management literature. The importance of properly modeling yield distributions stems in part from the dramatic growth in participation in the U.S. crop insurance program after the enactments of the 1994 Crop Insurance Reform Act and the 2000 Agricultural Risk Protection Act (Goodwin, Vandeveer and Deal; Glauber) . In 2004, total coverage under the program reached $46.6 billion, an increase of 67% over 1998 levels.
Accurate assessment of yield distributions, particularly their lower tails, is necessary for precise computation of crop insurance premium rates. Inaccurate rates can lead to adverse selection, in which producers whose rates are low relative to expected indemnities participate in greater proportion than producers whose rates are high relative to expected indemnities. Adverse selection raises the ratio of indemnities paid to the premiums collected, undermining the actuarial performance of the federal crop insurance and reinsurance program (Skees and Reed; Miranda; Goodwin) .
Numerous studies have highlighted the challenges associated with the statistical modeling of crop yields for the rating of crop insurance (Day; Gallagher; Taylor; Goodwin and Ker; Just and Weninger; Ker and Goodwin; Ramirez, Misra and Field; Ker and Coble; Atwood, Shaik and Watts; Sherrick et al.) . Most published studies have developed statistical models of yields for crops and regions in which yield variation is relatively regular and for which crop abandonment is relatively rare (e.g., Iowa corn). In most of these studies, standard parametric distribution methods are applicable and the debate centers on the appropriateness of one standard distributional form versus another (e.g., the normal versus the beta distribution) (Day; Gallagher; Taylor; Just and Weninger; Ramirez, Misra and Field; Atwood, Shaik and Watts; Sherrick et al.) .
However, very little attention has been given to the modeling of yield distributions for crops and regions in which yields exhibit highly irregular behavior. Of particular interest are crops and regions that exhibit high post-planting abandonment rates in years of unfavorable weather. In such regions, near-zero individual and aggregate yields are observed with some frequency, making common unimodal continuous probability distributions inadequate for explaining yield variation. The correct choice of distributional form for the yields of such crops remains an unsettled but important question.
In this paper, we undertake a statistical case study of Texas dryland upland cotton, which in recent years has exhibited poor actuarial performance under the U.S. crop 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Texas dryland cotton yields exhibit greater variation and irregularities than yields of other major crops. For example, between 1972 and 2004, the average coefficient of variation of Texas county-level cotton yields was 38%, as compared to 19% for Iowa corn yields. In addition, Texas cotton acreage abandonment rates averaged around 13%, as compared to 4% for Iowa corn. Thus, the conventional parametric distributions that may be used to successfully model Iowa corn yields may not provide sufficient flexibility to accurately capture the idiosyncrasies of Texas cotton yields.
In this paper, we compare the performance of alternative distributional models for Texas dryland cotton yields. In order to establish a baseline, we use historical countylevel yield data to fit conventional parametric distributions that have been used or have otherwise been proposed to rate crop insurance products: the normal, lognormal, and beta distributions. We then propose and estimate alternative regime-switching models in which the distribution of yield is conditioned on exogenous indicators of drought. We also examine the implications of the various distributional forms for the computation of actuarially fair Group Risk Plan (GRP) crop insurance premium rates.
The paper is organized as follows: in the next section, we discuss the Texas countylevel dryland cotton yield data used in the analysis and the methods used to extract exogenous secular trends from the data. In the subsequent section, we fit the detrended yield data to common parametric distributional forms. In the following section, we introduce and estimate a pair of regime-switching models for detrended yields. In the final section, the implications of distributional assumptions for the computation of GRP fair premium rates are analyzed.
Detrending Yields
Our research employs 1972-2004 Texas upland cotton county-level yields published by the National Agricultural Statistics Service (NASS). Cotton production practices in Texas include irrigated and dryland (i.e., non-irrigated) cotton. Our analysis focuses on dryland cotton yields in forty-five Texas counties in which dryland practices are dominant. For each of these counties, thirty-three annual dryland cotton yield observations are utilized. Secular trends in yields due to exogenous technical change pose a challenge for the modeling of yield distributions and for the rating of crop insurance products (Ker and Goodwin; Ker and Coble; Goodwin and Mahul; Ozaki et al.) . Lack of sufficient data compounds the problem, raising uncertainty about the exact form of the trend and the yield distribution (Goodwin and Mahul; Ozaki et al.) .
We initially considered several detrending methods suggested in literature, including first-and higher-ordered polynomials (Atwood, Shaik and Watts; Sherrick et al.; Goodwin and Mahul; Oazki et al.) and autoregressive integrated moving average models (Goodwin and Ker; Ker and Goodwin) . However, none of these methods proved satisfactory, due primarily to overfitting problems.
For the purposes of this study, we elected to use a bi-linear spline to model yields trends. In general, this detrending method generates higher R-square goodness-of-fit measures than the aforementioned methods. The bi-linear spline model allows up to two distinct linear trends in the data. In particular, the trend yield in period t, t ŷ , is presumed to be a function of time:
(1) counties, suggesting that probability is amassed at the lower tail of the yield distribution.
Based on White's test, homoscedasticity could be rejected at a 5% significance level in only 6 of the 45 counties, indicating that heteroscedasticity is not a concern.
[Place Table 1 Approximately Here]
Parametric Distribution Models
In order to establish a baseline against which to evaluate the effectiveness of alternative distribution models for Texas county-level dryland cotton yields, we begin by fitting common parametric distributions to the detrended county-level yields. The three parametric distributions examined are the normal, lognormal, and beta distributions.
Common parametric distributions often present problems for the modeling of yield distributions and in the rating of crop insurance products. The beta distribution, for example, is very sensitive to assumptions about the maximum and minimum possible yield, often producing unreasonable "U-shapes" when the data exhibits substantial variation (Ker and Coble; Goodwin and Mahul) . The lognormal distribution is often criticized for possessing positive skewness, a property generally believed not be exhibited by yield distributions.
Maximum likelihood estimates for the parameters and goodness-of-fit statistics for each of the three parametric distributions are presented in Table 2 . To assess goodnessof-fit, we compute the Anderson-Darling statistic ( is the fitted cumulative probability density of the specified distribution at a given observation and n is the sample size. The Anderson-Darling statistic allows one to test whether the data is generated by a specified distribution and its critical values depend upon the specific distribution that is tested 1 . An alternative to the chi-square and Kolmogorov-Smirnov D goodness-of-fit tests, the Anderson-Darling statistic 2 A places more weight on the tail of the distribution.
[Place Table 2 Approximately Here]
As seen in Table 2 , the beta distribution is rejected at a 10% significance level for 12 of 45 counties while the normal distribution is rejected for 8 of 45 counties and the lognormal distribution is rejected for 34 of 45 counties. Based on the Anderson-Darling test, the parametric distributions may be ranked from best to worst fitting as follows: 1) normal distribution, 2) beta distribution and 3) lognormal distribution. 
Regime-Switching Models
To address suspected misspecification problems associated with conventional parametric distributions, we estimate an alternative regime-switching model that is an extension of Quandt's λ and Goldfeld and Quandt's D mixture models. The basic idea underlying this approach is that the probability distribution of the yield may be conditioned on exogenous environmental conditions or regimes. Under different regimes, the parameters of the conditional yield distribution may differ.
Specifically, we posit that the probability distribution of the yield depends upon whether drought conditions exist. 
where F and f are, respectively, the cumulative distribution function and the probability density function of a standard normal variable.
We consider two alternative indices of drought conditions, both of which are published by the National Climatic Data Center (NCDC): 1) average rainfall throughout the climate division in which the county is located and 2) the Palmer Drought Severity Index for the climate division in which the county is located. In all cases, the values of the indices during the critical third month of the cotton growing season are used to assess drought conditions. Since the month in which cotton is planted in Texas varies across geographic region, ranging from February in South Texas to June in the Plains Region, the critical third month depends upon where the county is located.
A challenge arises in computing estimates for the regime switching model due to the high irregularity of the likelihood function. In order to rule out globally suboptimal local optima, an extensive grid search was conducted in both * z and ε σ~. Maximum likelihood estimates for the two regime-switching models are reported in Tables 3 and 4. Hereafter the two regime-switching models are referred to as the "rainfall index" and the "Palmer index" regime-switching models. In the two regime-switching models, the maximum likelihood estimates for ε σ~ are zero in some counties, which implies the two regimes are perfectly discriminated by the observed index variable.
One would expect to observe lower yields if drought condition exists; i.e. in Tables 3 and 4 are very high, indicating that in these counties, yields are drawn from a distribution associated with very high rainfall.
[Place Table 3 Approximately Here]
[Place Table 4 Approximately Here]
In order to evaluate the adequacy of our regime-switching models, we limit the analysis to a comparison between the models and the normal distribution model, which was found previously to provide the best fit among conventional parametric distributions. 
Rating Crop Insurance Contract
Our research has been motivated in part by the need to compute accurate crop insurance rates, which depend largely upon how well the lower tail of the yield distribution is captured. Fair premium rates for Group Risk Plan (GRP) crop insurance computed using regime-switching models are now compared to the rates computed using normal and empirical distribution methods similar to those currently employed by the Risk Management Agency.
A GRP insurance contract pays an indemnity if and only if the realized county yield ỹ falls below a specified trigger yield, which is set equal to an elected coverage level α times the published expected area yield Given a specific probability density function for county yields f, the fair premium rate, that is the expected indemnity per dollar of coverage, is computed as RMA also applies geographic smoothing methods are applied to GRP premium rates, rendering a final premium rate for each county that is as a weighted average of the raw premium rates for the county and its neighbors (Skees, Black and Barnett). Table 5 provides a comparison of GRP rates at the 85% coverage level, for the 2006 crop year, computed using an empirical distribution model, a normal distribution model, a rainfall index regime-switching model, and a Palmer index regime-switching model. Among the 45 Texas counties examined, the regime-switching models appear to produce slightly higher GRP premium rates than the empirical and normal distribution models.
As seen in Table 5 , the average GRP premium rates across all 45 counties are 15.2 and 15.1 percent for the Palmer and rainfall index regime-switching models, respectively, and 14.6 and 14.7 for the empirical and normal distribution models, respectively. However, the most striking feature of the results presented by Table 5 is that there appears to be very little difference among the GRP premium rates computed using alternative distributional forms. In order to assess formally whether the differences in computed premium rates are statistically significant, we employed nonparametric bootstrapping techniques to compute estimates of the standard errors of the differences among the various computed premium rates. Given the estimated standard errors, we tested the differences between the rates generated by the empirical distribution and the rates generated by the normal distribution model, the rainfall index regime-switching model, and Palmer index regime-switching model. Of the 135 pairs of premium rate estimates compared, only 5 pairs were found to differ at the 5% level of significance (these are indicated by an asterisk in Table 5 ). Thus, we find no evidence that regimeswitching models produce GRP premium rates that are significantly different from those computed using empirical or normal distribution models, suggesting that there is no compelling reason to use more complicated regime-switching models to compute Texas dryland cotton crop insurance premium rates.
[Place Table 5 Approximately Here]
Summary and Conclusions
In this paper, we have undertaken a statistical case study of Texas dryland cotton yields, which historically have exhibited greater variation and distributional irregularities than the yields of other crops grown in other parts of the country As a more flexible alternative to conventional unimodal parametric distribution models, we estimated regime-switching models in which the distribution of yield is conditioned on local drought conditions as measured by rainfall or the Palmer Drought Severity Index. A comparison of the fit provided by the various distributional forms based on likelihood ratio and Anderson-Darling goodness-of-fit tests indicated that regime-switching models provide a significantly better fit to observed Texas dryland cotton yields than more conventional parametric models.
Our findings, however, indicate that the Group Risk Plan premium rates computed under alternative distributional assumptions do not systematically or significantly differ from one another. These findings suggest that although regime-switching models provide a more accurate description of Texas dryland county yield distributions than parametric distributions overall, they possess no clear advantage in describing the lower tail of the distribution, which is the only portion of the distribution that is relevant for crop insurance actuarial ratemaking. Thus, the empirical and normal distribution models commonly used in actuarial ratemaking appear to provide reasonable premium rate estimates and are thus arguably preferable to the regime-switching models examined here due to their simplicity. 
