The era of the next generation of giant telescopes requires not only the advent of new technologies but also the development of novel methods in order to exploit fully the extraordinary potential they are built for. Global Multi Conjugate Adaptive Optics (GMCAO) pursues this approach, with the goal of achieving good performance over a few arcmin field of view and an increase in sky coverage. In this article we show the gain offered by this technique to an astrophysical application, such as the photometric survey strategy applied to the Chandra Deep Field South as a case study. We simulated a close-to-real observation of a 500 × 500 arcsec 2 extragalactic deep field with a 40-m class telescope that implements GMCAO. We analysed mock K-band images of the 6000 high-redshift (up to z=2.75) galaxies therein as if they were real to recover the initial input parameters. We attained 94.5 per cent completeness for the source detection with SExtractor. We also measured the morphological parameters of all the sources with the 2-dimensional fitting tools GALFIT. The agreement we found between the recovered and the intrinsic parameters demonstrates GMCAO as a reliable approach to assist extremely large telescope (ELT) observations of extragalactic interest.
INTRODUCTION
An extensive way to study the formation and evolution of galaxies and their association in groups or clusters is via deep multiband observation campaigns, carried out either from space or with ground-based telescopes. They offer researchers the chance to investigate the large-scale structures in a selected region of the sky over a broad interval of look-back time. In the last 20 years, this technique has represented the most promising way to probe the distant Universe, translating into a considerable advance in our knowledge of high-redshift objects, answering fundamental questions and opening new and often more substantial ones. As new technologies and capabilities were reached, new instruments were designed to prove the ability of available telescopes to probe even deeper limits. In fact, the combination of deeper images and new cameras with sensitivity at redder wavelengths has pushed the redshift limits well into the reionization epoch of the Universe.
The initial step towards this goal was the observation in 1995 of the Hubble Deep Field (Williams et al. 1996) . Afterwards, this region was extensively studied by numerous programs and surveys, ranging from optical to near infrared domain. Then there was also the Hubble Ultra Deep Field (Beckwith et al. 2006) , together with * E-mail:elisa.portaluri@oapd.inaf.it the wide-field Great Observatories Origins Deep Surveu (GOODS) images (Giavalisco et al. 2004) , which revealed for the first time z ≈ 6 galaxies at the end of the reionization epoch (Bouwens et al. 2006) ; the ultra-deep coverage in the near-infrared of the Hubble Ultra Deep Field 2009, HUDF09 (Bouwens et al. 2011) , which allowed for the first systematic exploration of galaxies at z ≈ 10; the wide-field multi-wavelength catalog of Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey, CANDELS (Galametz et al. 2013) , which improved the statistics at higher luminosities, and the near-IR counterpart Hubble Ultra Deep Field 2012, HUDF12 (Ellis et al. 2013) . Moreover, deep X-ray observations of the Chandra Deep Field South (CDFS, Giacconi et al. 2000) proved the great interest of the community in unravelling the assembly history that shapes the objects observed today, and advances this region as one of the primary sites for cosmological analysis, motivating observations from the X-ray to radio wavelengths, both from space-and ground-based observatories.
In order to make more substantial progress in this field, and to improve the potential of future extremely large telescopes (ELTs), such as the the European Extremely Large Telescope (Gilmozzi & Spyromilio 2007) , the Giant Magellan Telescope (Johns 2008) , and the Thirty Meter Telescope (Szeto et al. 2008) , one can conceive and actualise novel concepts and new ideas. As an exciting challenge, Ragazzoni et al. (2010) proposed an extension of the Multi Conjugate Adaptive Optics technique (MCAO), called Global-MCAO (GMCAO), in which a wide field of view (labelled as technical FoV) can be used to look for natural guide stars while the correction is performed on a smaller, but adequate scientific FoV. It combines a number of concepts of Adaptive Optics (AO), some of them already well known or even proven on the sky, working in a numerical layer-oriented fashion, consisting of several deformable mirrors conjugated to different layers of the turbulence, instead of integrating over a single direction. A review of the implementation of an example of such a system can be found in Viotto et al. (2015) . The fact that GMCAO uses only natural guide stars translates into the importance of extending the area where the stars can be found, leading to an increase in sky coverage -one of the arguments, together with the uniformity of the corrected FoV, in favour of implementing a laser guide stars (LGSs)-based system (Rigaut et al. 2014) . With GMCAO, the use of LGSs can be avoided, freeing this method from the associated issues (Fried 1995; Pfrommer, Hickson, & She 2009; Diolaiti et al. 2012) .
In this article, we present a scientific case in the area of applicability of the GMCAO technique. Some preliminary studies were performed, recovering the structural parameters of a sample of synthetic nearby galaxies observed with a GMCAO-assisted ELT (Portaluri et al. 2016a ) and performing the source detection of a sample of high-redshift galaxies (Portaluri et al. 2016b) . These studies give a hint that the GMCAO approach can produce robust results when studying the photometry of extragalactic fields and can provide a useful frame of reference for a number of science cases. Here we want to extend those results by performing a more detailed analysis.
We took the CDFS as a reference for a star-poor field, which is the key (and a mandatory condition) for carrying out deep surveys, and we analyse a close-to-real observation in that region with a plausible giant telescope. With this aim, we developed a tomographic simulator, which corrects the perturbation of wavefronts due to the atmosphere, and compute the Strehl ratio (SR) map measurements, as explained in Section 2. Section 3 describes how we built the point spread function (PSF), starting from the instrumental setup and the tomographic results. A description of how we obtained a mock image of a CDFS-like observation is given in Section 4. The source detection and the photometric analysis are shown and discussed in Section 5. The conclusions of our work are presented in Section 6.
THE SIMULATION OF GMCAO PERFORMANCE IN THE CDFS REGION
We used an Interactive Data Language (IDL) simulation tool to estimate the sky coverage for a GMCAO system on an ELT and compute the resulting SR in a given FoV for a varying number of NGSs. Different technical FoV diameters for the references selection and various constellations were compared.
GMCAO Input Parameters
The SR performance depends on a number of input parameters, i.e. on both the assumed atmospheric behaviour and the simulated system layout. The atmospheric model is composed of 40 turbulent screens, based on the 40-layers C 2 n profile , also used in Sarazin et al. (2013) and Auzinger et al. (2015) .
The projected thickness (for zenith distance of 30
• ) of the atmosphere in this model is 29.1 km, the Fried parameter at 500 nm is r0 = 0.129 m and the outer scale is L0=25 m. Recall that the input C 2 n profile plays a crucial role in the system performance estimation, especially for high altitude layers. This is true for all AO simulations, but it is particularly relevant in this case, because of the wider technical FoV involved and the higher sensitivity to high altitude layers. Some a priori knowledge of the atmosphere (not assumed in here), moreover, would certainly lead us to obtain a fully optimized performance.
The telescope aperture is assumed to be a non-obstructed 37 m circular pupil. The AO system includes three deformable mirrors conjugated to 0, 4, and 12.7 km, respectively, and assumes six GMCAO virtual deformable mirrors (Ragazzoni et al. 2010) . For each FoV we took into account up to six guide stars in a circular 10 arcmin technical FoV with a magnitude limit up to R = 18 mag, discarding those within the inner 2 arcmin and those with a separation lower than 10 arcsec (for practical reasons). This choice leads to a GMCAO approach compatible with an ELT-like system equipped with MCAO.
Sky Coverage Challenge: the Chandra Deep Field South
In order to assess the system's sky coverage, we used the USNO-B1.0 catalogue to retrieve R-band magnitude and astrometry of stars around the central coordinates of the CDFS (α = 03 h 32 m 28 s and δ = −27
• 48 ′ 30"). We considered a grid of 10×10 technical FoVs each of 10 arcmin diameter, with a 50 arcsec pitch. For each FoV, we selected the asterism leading to the highest SR in the 50×50 arcsec 2 scientific FoV (called "sectors" hereafter), computed from the wavefront residuals using the formula (Maréchal 1947 approximation)
where σ is the root-mean-square (RMS) wavefront error in radians at the observing wavelength (λ = 2.2 µm). Three examples of wavefront residuals obtained from the tomographic simulation tool are shown in Figure 1 . They were used for building the PSFs of the corresponding SRs: 0.05, 0.15, and 0.25. As expected, the latter is more homogeneous with respect to the one with low SR. Figure 2 shows the K-band SR map we obtained for the FoVs, covering a total region of 500 × 500 arcsec 2 , subdivided, in 10×10 sectors whose size are of the same order as the largest typical FoV planned for next generation ELTs. The SR values obtained range between 0.01 and 0.29, and the mean is 0.17. The discontinuities that are present in some regions of the map are due to the dithering technique we adopted. In fact, in some cases, the selected asterism is good enough to let us reach a high SR (i.e. the stars were brighter and closer to the scientific FoV, but outside the inner 2 arcmin), while in the contiguous field we miss one or more important guide stars and therefore the SR gets lower. For this reason, the distribution of SR values inside each sector varies significantly, as shown in Figure 3 and can not be associated to a unique analytical distribution. As expected, the sectors with high discontinuity have a higher spread. The mean SRs are indicated by the red dashed line: some sectors show the same average value (spanning between 0.4 and 0.22), but have a different spread. This is even more clear in Figure 4 , where a 2-dimensional map of the mean values is shown. The central regions of the map have lower values of SR, mainly due to the fact that there are few guide stars available, while in the corners the SR becomes higher. The distribution of < σSR > for each sector as a function of its mean SR shows that there is a clear trend: low SRs tend to have low standard deviations, while sectors with higher SRs have a wider distribution. This finding is not surprising: in fact, given the irregular and random nature of the NGSs positions, peak performances are occasionally obtained in some portions of the FoV, thus leading to a larger scatter in the SR distribution. However, such an effect is expected to be less relevant in GMCAO than in a conventional MCAO approach, for the following twofold reason (Ragazzoni et al. 2010 ):
(i) the randomness of NGSs (brightness and position) is less severe in a statistical sense, because of the larger FoV;
(ii) the angle of arrival of the NGSs rays is larger than in a MCAO approach and therefore the wavefront residuals, which are responsible for the spatial dependence of PSF quality, are less effective. This is due to the fact that the spreading of the sensed turbulence away from the deformable mirrors is larger.
THE GMCAO PSF CONSTRUCTION
The convolution of the surface-brightness distribution with the PSF is of paramount importance for obtaining close-to-real images and therefore simulating an observation properly. We built 29 K-band synthetic PSFs assuming a 0.1-wide bin, starting from 0.01 to 0.29. The core shape is given by the wavefront matrix error, which is the output of the tomographic simulation tool and represents the residual map between the corrected and the flat (diffraction limited) wavefronts. A two-dimensional Gaussian function was then added to represent the external halo. The procedure is described fully in Portaluri et al. (2016b) . The final PSF (P SFT OT ) is obtained by weighting the two components (P SF wavef,i and P SFGauss,i) properly according to the corresponding bin (i) of SR:
(2) where hT OT,i and hDL,i are the maxima of the total and diffraction limited PSFs, in the i th -bin, respectively. η < 1 is the weight parameter, which is an unknown variable, together with hGAUSS,i, which is the maximum of the Gaussian function necessary to determine hT OT,i. The results of the equation system for our observations are listed in Table 1 : the higher the SR, the smaller the Gaussian contribution.
To measure how much the final PSFs depend on the particular selected wavefronts, we considered a control sample of five synthetic wavefronts for the SR bins equal to 0.05, 0.15, and 0.25. Thus, we built five PSFs from the different wavefront error matrices, using the values listed in Table 1 and labelled with * . We averaged the obtained PSFs of each bin (P SFctr,i) and calculated the relative residual images using the previously built PSFs as a reference (P SF ref,i ):
The results show that ǫP SF = 5 per cent, 10 per cent, and 13 per cent for the 0.05, 0.015, and 0.25 bin, respectively. The highest source of errors is given by the wings, which contain most of the noise. As expected, the error grows when considering higher SR because the PSF becomes highly dependent on the P SF wavef,i and the contribution of the Gaussian function is lower. The net conclusion is that the kernel of the PSF is well described, while the wings can be affected by an error of the order of 10 per cent. This finding allows for future studies of a certain kind of science, in which the central region of the PSF plays a key role. However, these fluctuations are not significant for the rest of the analysis: we have verified that, for several realizations of the PSF within the same bin of SR, the standard deviation of the energy enclosed in the core is ≈ 1 per cent, which translates into an equivalent variation of SR up to 0.2 per cent. These differences lead to errors in the analysis that are significantly smaller than the ones caused by a wrong PSF reconstruction, which are taken into account in this work and discussed in Section 5, and hence neglected in the following considerations.
THE SIMULATION OF A DEEP EXTRAGALACTIC FIELD IN THE CDFS REGION
To address the imaging capabilities of a GMCAO-based system mounted on an ELT, we need to simulate a typical field with characteristics adequate to the ELTs instrumentation and properties. We used a 10×10 grid of 50×50 arcsec 2 FoV, matching the largest typical FoV planned for next generation of telescopes (Wright et al. As discussed in the text, the strong discontinuities are due to the dithering technique that we adopted to build such a map: we selected the best value of the SR for each sector; but in this way adjacent regions could have a rich or poor asterism whenever one of the brighter and closer to the scientific FoV star is lost.
2014; Sharp et al. 2014; Davies et al. 2016) . Each image was obtained by introducing simple models of astronomical objects, i.e. stars and galaxies, as specified in an input list, using the public software AETC 1 v.3.0 (Falomo, Fantinel, & Uslenghi 2011) . The procedure took into account the effects of the pixel scale (selected in order to be compatible with the planned next-generation imagers, i.e. 0.003 arcsec px −1 ), pixel sampling, background contribution, gain, readout and Poisson noise, and was already used with a similar purpose by Gullieuszik et al. (2016) . The selected near-IR sky background was the one measured at Cerro Paranal (12.8 mag arcsec −2 in the K band) and included the contribution of thermal emission in the near-IR-bands. The integration time used was 3 hours. The choice of the K band is explained by the fact that the best astronomical performances for ELTs are expected in the near-IR since they will make use of AO techniques. In fact, 1 http://aetc.oapd.inaf.it/ as the Fried scalelength depends on λ 6/5 and the corresponding parameters (Greenwood frequency and isoplanatic patch) scale accordingly, AO is notoriously less well-performing toward the bluer part of the spectrum (Davies & Kasper 2012) . The profiles and templates are given elliptical shapes by specifying the scale radius for the major axis, Re, the ellipticity, ell = 1 − b/a, where b/a is the minor to major axis ratio, the position angle, P A, defined counterclockwise from the x axis, and the coordinates of the centre, (x0, y0), of the object. The objects are also specified by the photometric laws that connotate their morphological types and their total magnitude, Ktot. We used simple flux profiles template, defined by the Sérsic law: where µ is the surface brightness of the galaxy, e the ellipticity, Γ the complete gamma function. The Sérsic index n is linked to the morphology: in particular for n = 1 the distribution becomes exponential and represents discy galaxies (Freeman 1970) , while a profile with n = 4 is common for elliptical galaxies (de Vaucouleurs et al. 1992) . Re is the effective radius, which encloses half the flux, often used as measure of the size of a galaxy, while µe is the magnitude value at Re.
As our main goal is to test the performance of a GMCAObased system in recovering the global structural parameters of (high-redshift) galaxies (magnitude, size and morphology) we did not take into account more complicated models or galactic substructures.
Stars Input Parameters
When analysing real images, it is crucial to first deconvolve the surface-brightness distribution from the effects of the PSF in order to derive the photometric parameters of galaxies properly: we needed some stars to build the instrumental PSF for the following analysis. Considering a plausible limit that the next-generation telescopes will be able to reach (i.e. K=30 mag in the AB magnitude system), we should find a mean of 3 stars in a 50×50 arcsec 2 field. To obtain this number we investigated 100 fields of 50 × 50 arcsec 2 each, around the CDFS coordinates, using TRI-LEGAL (Girardi et al. 2005 ), a population synthesis code, which simulates the stellar photometry of our Galaxy, and averaged the results. Therefore, we placed 3 stars with random positions in each sector and, averaging and normalizing them, we obtained 100 experimental PSFs (1 per sector) to be used for the deconvolution.
Galaxies Input Parameters
As we were dealing with deep observations, we considered a sample of 60 high-redshift galaxies (30 with n = 1 and 30 with n = 4) with random inclinations and PAs that represented our sample, as listed in Table 2 . They are observed at 6 different redshifts (z = 0.25, 0.75, 1.25, 1.75, 2.25, 2.75), and have a mass included in the list log M/M⊙ = 9, 9.3, 9.7, 10, 10.3, following the results of van der Wel et al. (2014), who studied the relationship between the structural parameters (size, as defined by the effective radius, Re; luminosity, as measured from total H-band magnitude, H; and total mass, M ) for 30000 galaxies from CANDELS HST survey. In this way, we pushed the observational limits of the CDFS Kband catalogue presented by Saracco et al. (2001) , obtained from VLT-ISAAC images centered on the CDFS, for a total area of 13.6 arcmin 2 with a limiting surface brightness of 22.8 mag arcsec −2 . From the mass-size and the mass-luminosity relations, which are different for early-and late-type galaxies, we extrapolated the input parameters, and assumed a color of H − K = 1 mag, as described in Portaluri et al. (2016b) . We used the concordance cosmology established by Planck Collaboration (2015), for a flat Universe with H0 = 67.8 km s −1 Mpc −1 and Ωm = 0.308. All 60 objects were randomly placed in each sector, and Figure 5 shows one realization. In this way we obtained a close-toreal observation of a 500×500 arcsec 2 field containing 6000 galaxies. Each object in a given sector was different from its counterpart placed in another sector because it was convolved with a different PSF. In fact, we used the random coordinates of the centre of each galaxy (and also of the 3 stars of the field) to find the corresponding value in the SR map, selecting the GMCAO PSF picked to perform the image convolution: therefore the 100 images of the sectors were different one from the other.
PHOTOMETRIC ANALYSIS
We performed source detection in all 100 sectors using SExtractor (Bertin & Arnouts 1996) , obtaining detection statistics as a function of its SR, as shown in Figure 6 and Figure 7 . From left to right the objects in the figures increase in mass, while from bottom to top the redshift increases. The detection is done using 2σ above the background, a threshold level for all the runs. This value was chosen after a number of tests to detect the highest number of objects and minimise the number of spurious detections. Green regions represent the cases where the detection was successful, while red regions indicate missing detections. We were able to easily detect 99.7 and 89.4 per cent of early-and late-type galaxies of our sample, respectively. The late-type objects have a fainter central surface brightness than their early-type counterparts (i.e. galaxies that have the same total magnitude) and therefore the signal-to-noise ratio (S/N) is lower. To increase the S/N of the images with the late-type objects, we performed a 2 × 2 rebinning and performed the SExtractor estimation again, increasing to 95.3 per cent the source detection, as shown by the yellow regions of Figure 7 . The undetected objects are those at high redshift with low mass and SR.
The resulting surface-brightness distribution of each galaxy of each image was then modelled with a Sérsic component by applying the two-dimensional fitting algorithm GALFIT (Peng et al. 2002) using the PSF obtained by averaging the three stars of the same sector for the deconvolution. The first guess for each parameter was chosen from the output of SExtractor, except for the background that we fitted as a free parameter and then double checked reasonableness. In this way, we performed a first analysis leaving all the parameters free to vary (x0, y0, Ktot, Re, n, b/a, and P A). 88.6 per cent of the early-type galaxies have n 3 while 67.2 per cent of the late-type galaxies have n 1.5, as shown in the Figure 8 ; thus their morphology is well recovered. The mean values are < n early >=6.09 and < n late >=1.04 with standard deviations of < σ early >=3.9 and < σ late >=1.19. We were not able to decompose 17 per cent of the late-type galaxies because of their faintness: an image rebinning would increase the statistics. Galaxies with very high ellipticity, close to edge-on, have the highest errors and show a wider spread of recovered parameters, such as Obj. ID24, ID30, ID36, and ID43. In this kind of analysis, the errors in the PSF full width at half maximum (FWHM) can affect the fit and play a key role: to quantify the error coming from the assumption of only 30 SR bins, we performed the photometric analysis using the test PSFs, built with several realizations of the wavefronts within the same bin, as explained in Sections 3. The differences in recovering the Sérsic parameter are always less than 3 per cent if compared to the ones recovered using the PSF from our sample, and therefore we assumed as negligible. However, small objects with sizes com- Table 2 . The FoV is 50×50 arcsec 2 . The red dash is 1 arcsec wide.
sessed on an object-by-object basis and through refined hand-tuned fitting, which is beyond the aim of our work. In fact since we are interested in obtaining a reliable estimate of the galaxy structure, high values of n might impact considerably on other parameters. For this reason, we performed a second detailed analysis fitting a de Vaucouleurs profile (fixing n = 4) to the objects that the first analysis has tagged as early types (n 3), and an exponential profile (n = 1) for those where n 1.5, i.e. tagged as late types. This is a relatively common approach used in a number of works to ensure a more robust fitting process given the reduction of the number of free parameters (Trujillo et al. 2006; Lange et al. 2016; Margalef-Bentabol et al. 2016 ) and provides a good description of the average profile of early-type galaxies both nearby and distant (van der Wel et al. 2008 ). In our case, the differences between the parameters obtained in the two analysis are between 10 and 30 per cent, depending on the S/N of the images, and in agreement with the findings of the studies performed using real data (Hopkins et al. 2009; Szomoru et al. 2010; Saracco et al. 2014) .
The structural parameters we obtained (Re,meas, Ktot,meas, and ellmeas) were compared with the intrinsic ones (Re,intr, Ktot,intr, and ellintr), as shown in Figure 9 and Figure 10 . The color code highlights the possible dependances of the results from the SR parameters: the top panel shows the SR of the PSF used to convolve the galaxy as a parameter of investigation, while the bottom panel considers the ratio between the averaged-SR of the three stars used to build the PSF in the field and the SR used to simulate the galaxy (SR * /SRsim). The latter seems to play a key role in recovering the proper shape of the objects: the more similar the PSFs, the better the photometric analysis. The use of a large variety of PSFs (they are different for all the 100 fields) determines the wide spread of the values recovered. Also in this case, galaxies with very high ellipticity show the highest errors. We obviously expected to find the points along the bisector, as happens when SR * /SRsim ≈ 1. Instead, when the PSF we used in photometric analysis has a narrower core than the one used to build the image of the simulated galaxy (thus SR * is bigger), SR * /SRsim is greater than 1. In this case usually, GALFIT enlarges the effective radius of the galaxy, leading to an overestimation of this parameter and at the same time an underestimation of the ellipticity, an effect that is also described in Peng et al. (2010) and that highlights the importance of a good PSF recovery. To try to overcome these systematics, one method could be to build several PSFs for each observation (or sector in our case) changing the combination of the 3 stars available in the field to check whether the results strongly change. This yealds the chance to analyse each object using PSFs that could have SRs similar to the one of galaxy. The average of the obtained parameters (or a very promising χ 2 value of the fit) would represent a more robust result. However, although an optimization of the analysis is possible (but beyond the aim of this study), our two-dimensional decomposition of the early-type galaxies is performed successfully in all cases, showing low χ 2 values. In contrast, in some cases the analysis of late-type galaxies is difficult: the low S/N of small and faint objects lead to wrong results, as is clearly visible in the outlayers that are aligned parallel to the bisector in the central panels of Figure 10 . These sources have been retrieved with ell = 0, i.e. totally flat systems, so they can be tagged as spurious decomposition. In those cases, performing a 2×2 rebinning would certainly help to improve the analysis. In this context it is worth recalling that our work is pushing the present-day observational limits, which at the moment are given by HST observations of high-redshift galaxies with mass log M/M⊙ 10 ( Brammer et al. 2012; van der Wel et al. 2012 van der Wel et al. , 2014 .
SUMMARY AND CONCLUSIONS
We have performed end-to-end simulations building 100 mock extragalactic fields (in a grid of 10×10 sectors for a total FoV of 500×500 arcsec 2 ) assuming they were collected by an ELT that benefits from GMCAO, aiming at investigating the performance of such a system that uses only NGSs in a wide technical FoV. The input parameters of the high-redshift galaxies were selected following the results of van der Wel et al. (2014): we chose 5 masses (log M/M⊙ = 9, 9.3, 9.7, 10, 10.3) and 6 redshifts (z = 0.25, 0.75, 1.25, 1.75, 2.25, 2.75) , for a total of 30 early-and 30 latetypes galaxies in each sector. The K-band surface brightness of the galaxies in all fields were convolved with a set of PSFs resulting from the residual correction wavefronts given as an output of the tomographic simulation tool. Such analysis was done pointing at the CDFS, a well-known star-poor region used to carry out several important surveys, and selecting up to six stars. Our main conclusions can be summarised as follows.
• The SRs achieved by the GMCAO-assisted system range from 0.01 to 0.29. The distribution over the entire field is discontinuouos in some cases, due mainly to the fact that the asterisms used to correct contiguous fields can be dramatically different. The details of the outcome of this work depend upon the turbulence profile assumed: the atmospheric model we considered is composed by 40 turbulent screens, but the use of a less pessimistic profile (like the 35-layers official one) would certainly lead us to achieve a fully optimized performance. It could be interesting to investigate whether some a-priori knowledge of the turbulence profile would improve the outcome of this work. Such information would open a wide range of possibilities, ranging from purely instrumental consequences, i.e. a more specific optimization of the GMCAO loop, to further improvements in the analysys strategy, i.e. the use of apriori knowledge of the spatial frequencies of the PSFs where most of the anisoplanatism is expected. In this perspective, the comparison of the results discussed here with other competing techniques should be accomplished using uniform, or at least similar, turbulence profiles.
• We were able to detect 99.7 and 89.4 per cent of early-and late-type galaxies of our sample, respectively, using SExtractor. To increase the S/N of the images with the late-type objects, we performed a 2 × 2 rebinning, worsening the spatial resolution but increasing up to 95.3 per cent the detection completness. Therefore GMCAO would be able to recover (low-mass) galaxies up to high redshifts even if the image has a low SR. This is very important especially because only few studies of small elliptical systems (log M/M⊙ < 10) have been carried out.
• We were able to recover the morphology of the sample galaxies well using GALFIT. A comparison between the photometric parameters with the intrinsic ones reveals that the total magnitudes are in agreement in the majority of cases, while the structural parameters depend strongly on how similar the PSF used for the decomposition is to the one used to build the image. The statistics of this comparison is listed in Table 3 .
• Since the size of distant galaxies is very small (a fraction of arcsec), the PSF affects the shape of the objects strongly. This points to the necessity for a certain homogeneity of the correction of the field, associated with a good PSF reconstruction. The impact of a wrong PSF reconstruction can be severe on the measurement of the structural parameters of distant galaxies, even if a better optimization of the 2-dimensional fitting analysis might reduce it. When the modelled PSF is similar to the one used to build the image, the outcome is a rather accurate estimation of the galaxys astrophysical nature. Therefore, qualitatively speaking, how randomly the PSF quality changes over the FoV is more relevant than the actual SR variance. All these effects are taken into account im-plicitly in the simulations we carried out: in fact, detailed information on the PSF used to generate the synthetic galaxies images is not considered at all, and hence the simulations do not use any apriori assumption. We highlight that LGSs-based MCAO systems are not immune from such difficulties, which also scale with wavelengths: SR disuniformities of a factor of 2 within a FoV similar to one sector considered in our simulations can be found also in LGSs systems (Neichel et al. 2014) . However, when the AO correction is pushed toward the bluer wavelengths (Hibon et al. 2016) , the feasibility of significant sky coverage with solely NGSs, together with the PSF uniformity, becomes an issue in favour of the use of LGSs.
A GMCAO-assisted telescope can carry out photometric surveys successfully, recovering the morphology and the photometry of the sample galaxies adequately. This could represent an impact science case for the new instruments on upcoming telescopes. We highlight that these results were obtained using the CDFS as a case-study, with the strong limitations that this implies. However, even within these limitations and with the choice of a pessimistic C Figure 9 . Relation between the recovered and intrinsic photometric parameters for the early-type galaxies of the sample: Re (left-hand panel), Ktot (central panel), and ǫ (right-hand panel). The top row represents the distribution of the SR used for convolving the image, while the bottom row considers the ratio between the mean SR of the 3 stars used to build the PSF in the field and the SR used to simulate the galaxy. The dashed line represents the bisector, i.e. the locus where we expected to find the points. Figure 9 but referring to the late-type galaxies of the sample. c 0000 RAS, MNRAS 000, 000-000 NOTES -Averaged value of the ratio between the intrinsic and recovered effective radius (Col. 1) for all the sample objects, K-band total magnitude (Col. 2), and ellipticity (Col. 3). 1-σ error is given.
