1 An algebra H(G m ) of double-cosets is constructed for every finite Weilrepresentation G m . For the Clifford-Weil groups G m = C m (ρ) associated to some classical Type ρ of self-dual codes over a finite field, this algebra is shown to be commutative. Then the eigenspace-decomposition of H(C m (ρ)) acting on the space of degree N invariants of C m (ρ) may be obtained from the kernels of powers of the coding theory analogue of the Siegel Φ-operator.
Introduction.
The present paper continues the investigation of the parallels between lattices and codes in particular those analogies that are reflected in the theory of modular forms and invariant theory of certain finite groups. Degree-m Siegel theta series of lattices are modular forms for certain subgroups of Sp 2m (R). Similarly degree-m complete weightenumerators of (self-dual) codes of a given Type ρ are invariant under a certain finite complex matrix group C m (ρ), the associated Clifford-Weil group. In fact [8] shows that these weight enumerators span the invariant ring of C m (ρ). One important tool to investigate the ring of modular forms is the Siegel Φ-operator, which is a linear mapping between modular forms of degree m and degree m−1 and which maps the degree-m Siegel theta series of a lattice to its degree-m − 1 Siegel theta series. A coding theory analogue of this Φ-operator was introduced by B. Runge [10] and provides a linear mapping between the invariant rings of finite matrix groups of different degree. In modular forms theory, the kernel of the Φ-operator is invariant under the Hecke algebra, an algebra generated by certain double cosets of the corresponding modular group. On the coding theory side, the existence of Hecke operators was an open question raised in 1977 in [1] . The recent paper [5] answers this question and translates a well-known construction of Hecke-operators acting on theta series of lattices to codes. For codes over finite fields the eigenspaces of the resulting Kneser-Hecke operator T can be characterized in terms of Runge's Φ-operator.
It is hence a natural question to obtain a group-theoretic interpretation of the KneserHecke operator as a linear combination of certain double cosets of C m (ρ). This paper proposes one possible answer motivated by the fact that the natural representation of C m (ρ) is a finite Weil-representation as explained in Section 2.1. Hence there is a Heisenberg group E m ≤ U d (C) such that C m (ρ) normalizes E m . The Siegel Φ-operator is a ring epimorphism from Inv(C m (ρ)) to Inv(C m−1 (ρ)). Choosing a right inverse constructs a linear operator on Inv(C m (ρ)) which can be expressed as the action of the double coset
where U 1 is a suitable abelian subgroup of E m and p U 1 ∈ C d×d the orthogonal projection onto its fixed space.
The Hecke-algebra H := H(C m (ρ)) is the algebra generated by such double-cosets (see Definition 2) . If the strong-transitivity condition (Definition 4) is satisfied, then this Hecke-algebra is commutative and the decomposition of the space of homogeneous degree-N invariants Inv N (C m (ρ)) given by the kernels of powers of the Φ-operator is the eigenspace-decomposition of H (Theorems 14 and 15).
The last section shows that the Clifford-Weil groups associated with the classical Types of codes over finite fields satisfy the strong-transitivity condition and hence here the algebra H coincides with the one generated by the Kneser-Hecke operator.
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Finite Weil-representations.
The crucial point of the construction of a Hecke-algebra for the Clifford-Weil groups is that these groups normalize a certain Heisenberg group E m . The double cosets of the orthogonal projections onto the fixed space of certain abelian subgroups of E m then generate the associated Hecke-algebra. If the slightly technical strong transitivity condition from Definition 4 is satisfied, then Theorem 14 shows that this Hecke-algebra is commutative.
The Weil-representation.
Let V be a finite abelian group and consider for m ∈ Z ≥0 the Hermitian space
) is an isomorphism between V and its dual Hom(V, Q/Z)). Define the Heisenberg group
where the multiplication on E m is given by
which gives an embedding of E m into the unitary group U (M m ). It is easy to see that M m is an irreducible E m -module and that any system of representatives of E m /Z maps onto C-linearly independent matrices in End(M m ). In fact the famous Stone-von Neumann theorem shows that M m is the unique irreducible E m -module with the given central character. If G m is a subgroup of Aut(E m ) centralizing the center of E m , then the action of G m on E m gives rise to a projective representation of G m on M m . This representation is called the Weil-representation of G m (see [11] , [3] , [4] ). We call a subgroup
2.2 An algebra of double-cosets of G m .
Let G m be a finite Weil-representation and define
Then G m acts on E m by conjugation. Let
be the orthogonal projection onto the fixed space of U j . Since β is non-degenerate, the image of p U j is generated by the
Moreover the element gp U j g −1 = p gU j g −1 is an orthogonal projection and hence uniquely determined by its image. All elements in the right coset gp U j g −1 G m have the same image, so gp U j g −1 is the unique orthogonal projection in its right coset. Therefore it remains to show that for U, W = gU g −1 ∈ S j the two projections p U and p W are equal, if and only if U = W . This follows from the linear independence of E m /Z and the fact that
be a finite Weil-representation. Then the algebra H(G m ) generated by the double-cosets
The algebra H(G m ) is the set of all formal sums and products of the K j . For a ∈ Z ≥0 and a double-coset G m eG m the multiple aG m eG m denote the formal sum of a copies of G m eG m . The multiplication of double-cosets is for instance given in [2, Section (IV.1),
where the sums are formal linear combinations, g k runs through a set of double-coset representatives, and
The Hecke-algebra acts from the right on the polynomial ring
where C[X m ] N is the subspace of homogeneous polynomials of degree N , via
This action preserves the invariant ring
For any r ∈ R and 0 ≤ j ≤ m the double-coset
is stable under the involution † , where
if the products of the K j are integral linear combinations of certain
The action of the Hecke-algebra preserves the homogeneous components
which defines the representations
Lemma 3. Let A and B be finite abelian subgroups of GL d (C).
The second equality follows similarly. b) follows from a) since X has no fixed points if ζI d ∈ X and hence p X = 0.
Definition 4. For U ∈ S j and W ∈ S let X(U, W ) := U, C W (U ) . We say that the Weil-representation (G m , E m ) satisfies the strong transitivity condition if 1) for all 1 ≤ j, ≤ m and all U ∈ S j and W ∈ S there is some 0
2) for all 1 ≤ j, ≤ m and all U ∈ S j and W ∈ S either p X(U,W ) = 0 or there is some j ≤ k ≤ m such that X(U, W ) ∈ S k , and 3) for all 1 ≤ j, ≤ m the group G m acts transitively on the set
Finite Siegel Φ-operators and invariant rings
This section introduces the coding theory analogue of the Siegel Φ-operator and the filtration of Inv(G m ) defined by the kernels of these operators. In the theory of modular forms, the analogue filtration of the space of Siegel modular forms is invariant under the full Hecke algebra. A similar result is true here, if the Hecke algebra is commutative. In fact one motivation for the definition of the Hecke operators in Section 2 comes from this observation. The Hecke operator K j has the same kernel as the Φ-operator Φ m,j on the invariant ring of G m .
Finite Siegel Φ-operators
The finite Siegel Φ-operators are linear operators
for all j ∈ {0, . . . , m}. Their right inverses may be defined as
In particular Φ m,j is surjective and ϕ m,j is injective. The idempotent endomorphism ϕ m,j • Φ m,j ∈ End(M m ) is self-adjoint with respect to the E m -invariant hermitian inner product. It is also a unique complex linear combination of matrices in E m /Z and since the image of the orthogonal projection ϕ m,j • Φ m,j is the fixed space of U j we have
These linear operators may be extended to ring homomorphisms
which respect the grading. The E m -invariant Hermitian form on M m induces an E minvariant positive definite symmetric Hermitian form on
is the differential operator obtained from the polynomial p by substituting each variable x ∈ X m by the partial derivative Explicit calculation and induction on j show the following lemma.
and hence an orthogonal projection.
By the non-degeneracy of (, ) m−j this implies Corollary 6. The image of ϕ m,j is the orthogonal complement of the kernel of Φ m,j .
Restriction to invariant rings.
Let G m ≤ GL(M m ) be a series of finite groups such that
Then Φ m,j induces an isometry between the orthogonal complement in Inv(G m ) of ker(Φ m,j ) and Inv(G m−j ) of which we now aim to construct the inverse using the Reynolds operator
Note that R m respects the degree of the polynomials and its restriction to the degree N polynomials is the orthogonal projection of
Lemma 7. For j ∈ {1, . . . , m} let
since R m is self-adjoint and p is invariant under G m . The last equality follows from Lemma 5 (b). In particular
Since Φ m,j is surjective this implies thatφ m,j is injective and hence an isomorphism onto ker(Φ m,j ) ⊥ ∩ Inv N (G m ) by comparing dimensions.
As above this yields a decomposition of the space of homogeneous invariants.
where the operators Φ j,1 are restricted to Inv N (G j ). (G m−j ) ). Therefore the orthogonal decomposition in Theorem 8 is the one associated to the filtration of Inv N (G m ) by the kernels of Φ m,j :
For j ∈ {0, . . . , m} let
since R m is self-adjoint and q ∈ Inv(G m ). The latter equals
by Lemma 5 (b) (applied twice). Again since p is invariant under G m one sees that this equals (p, ψ m,j (q)) m . This shows the following remark.
where K j is the double-coset of G m from Definition 2.
Proof. Since the generators (and hence all elements by commutativity) of ∆ N (H(G m )) are self-adjoint, it is enough to show that the generators of ∆ N (H(G m )) respect the filtration from Remark 9. Sinceφ m,j is injective, the kernel of ψ m,j =φ m,j • Φ m,j equals ker(Φ m,j ). The assumed commutativity, ψ m,j ψ m,l = ψ m,l ψ m,j , yields that
and hence H(G m ) respects the filtration in Remark 9.
Clifford-Weil groups and the Type of a code.
This section briefly recalls the construction of the Clifford-Weil group associated with a Type of codes. For details the reader is referred to [6] , [7] , [8] , and the fundamental work [11] by A. Weil.
Let R be a finite ring and V be a finite left R-module. Let β : V × V → Q/Z be a non-degenerate bi-additive form. Then β is called admissible, if the mapping ψ : r → β r is an isomorphism from R R to the right R-module M := {β r : (x, y) → β(x, ry) | r ∈ R} and if M closed under the involution
In this case τ induces an antiautomorphism J : R → R on R defined by β(x, r J y) = β(rx, y) for all x, y ∈ V, r ∈ R. Let h ι with ι 2 = ι ∈ R is such that there are e ι ∈ ιRι J , f ι ∈ ι J Rι such that e ι f ι = ι and f ι e ι = ι J where h ι (x v ) = w∈ιV exp(2πiβ(w, e ι v))x w+(1−ι)v for all v ∈ V .
There is a natural notion of matrix ring of a form ring
and the genus-m Clifford-Weil group For a code C of Type ρ the complete weight enumerator cwe m (C) is invariant under C m (ρ). In fact the main theorem of [8] asserts that in many situations the invariant ring of C m (ρ) is spanned by the genus-m complete weight enumerators of codes of Type ρ. Since Φ m,j maps the genus-m weight enumerator of a code to its genus-(m − j) weight enumerator this implies the surjectivity of the Φ-operators, which means that Equation (3) holds.
Hecke-algebras of Clifford-Weil groups.
This section proves the main result of this paper, namely that the Hecke-algebras of the Clifford-Weil groups are commutative, provided that the strong transitivity condition is satisfied. For the explicit calculations some specific elements in C m (ρ) are needed.
Then h k ∈ C m (ρ) is the MacWilliams transformation associated to the symmetric idempotent diag(0
which follows from the equality
The group W k permutes the basis elements x v with v ∈ V m , so p W k is the orthogonal projection
The fixed space of U j is generated by x (v 1 ,. ..,v m−j ,0 j ) hence p U j maps x v to x v , if v m−j+1 = . . . = v m = 0 and 0 else. Hence
The second equality follows by applying the involution † to the first one and noting
Theorem 14. Let C m := C m (ρ) be a Clifford-Weil group associated to some finite form ring ρ. Assume that the finite Weil representation (C m , E(β) m ) satisfies the strong transitivity condition from Definition 4. Then
is a commutative subalgebra of End (Inv(C m )) . The multiplication is given by
Proof. By Proposition 1 we have
and hence
and g k runs through a system of representatives of the suitable double cosets. By Lemma 3 p U p W = p U 0 p X where X = W, C U (W ) and U 0 ≤ U is such that U = C U (W )U 0 and U 0 ∩ C U (W ) = {1}. By the strong transitivity condition, it is always possible to choose such U 0 ∈ S k for some k. So one may assume that C U (W ) = {1}. Since C m acts transitively on the set M j, from Definition 4 we may assume that U = U 0 = U k and W = X = W . The condition that C U (W ) = {1} implies that k ≤ and hence by Lemma 13
Hence the product of the two generators K j K is the given formal linear combination of the K i (|V | −k/2 ). Since the K i (r) is stable under the involution † for all i and all r ∈ R, the commutativity of H(C m ) follows by applying † to the product of the generators K j K . Proof. That the decomposition (4) is invariant under ∆ N (H(C m )) follows from Theorem 14 together with Proposition 11. For 0 ≤ j ≤ m and k ∈ Z one has
So the multiplication given in Theorem 14 yields
In particular the images
for c j := j k=0 c(j, j, j, k)|V | −kN/2 . Therefore K j acts on V j+1 /V j as c j times the identity. Note that c j > 0 since (U j , U j ) contributes at least 1 to c(j, j, j, 0) and all summands are nonnegative. For 0 ≤ j ≤ m let
be the subalgebra generated by the last m − j + 1 generators of ∆ N (H(C m )).
The proof of this claim proceeds by induction over j. For j = m the claim is clearly true, because c m = 0. Assume that the claim is true for all i ≥ j+1. If V j = V j+1 then dim(H j ) = dim(H j+1 )+1 since c j = 0. If V j = V j+1 we have to show that ∆ N (K j ) ∈ H j+1 . Since ∆ N (K j ) acts as 0 on V j+1 this is equivalent to showing that ∆ N (K j ) acts as a scalar on V l+1 /V l for all j + 1 ≤ l ≤ m. If V l+1 = V l then this is trivially satisfied. If V l+1 = V l then ∆ N (K l ) acts as the scalar c l = 0 on V l+1 /V l . Hence it suffices to show that ∆ N (K j )∆ N (K l ) acts as a scalar on V l+1 /V l . By Theorem 14 this product is
for all i ≥ l + 1 this product is a multiple of ∆ N (K l ) and therefore scalar on V l+1 /V l . This proofs the Claim. In particular the dimension of H 0 = ∆ N (H(C m )) equals the number of non-zero direct summands in the decomposition (4). Therefore ∆ N (H(C m )) has to act as a scalar on each of the direct summands.
6 Codes over finite fields.
The results of this section show that the Clifford-Weil groups associated to the classical Types of self-dual codes over finite fields satisfy the strong transitivity condition. Since the decomposition (4) is the eigenspace decomposition of Inv N (C m ) under the KneserHecke-operator T constructed in [5] this implies that ∆ N (H(C m )) is the subalgebra of End(Inv N (C m )) generated by T . A more precise description of the Types is found in [8, Chapter 2] and the structure of the associated Clifford-Weil groups is given in [8, Chapter 7] . The following Types of codes over finite fields R = V = F q , q = p f are considered:
Tr Fq/Fp (xy) and the genus m Clifford-Weil group
where a = gcd(q + 1, 4).
Same as q E but additionally imposing the condition that the all-ones vector 1 = (1, . . . , 1) be in the self-dual isotropic codes. Then C m (q
q E II : Same as q E I but additionally assuming that the codes are generalized doubly even as defined in [9] . Then the associated Clifford-Weil group is C m (q
q H Hermitian self-dual F q -linear codes. Here q = r 2 is a square and : F q → F q , x → x r denotes the non-trivial Galois automorphism of F q /F r . Then β : . GU 2m (q) where a = gcd(2, p + 1).
Theorem 16. In these six cases (C m , E(β) m ) satisfies the strong transitivity condition.
Proof. Let C m be one of these groups. Then the conjugation action of
In the first four cases, this form is alternating and for the hermitian cases q H and q H 1 , the formβ is skew-hermitian (hence can be turned into a hermitian form).
In the case q E I , the Clifford-Weil group fixes the subgroup and the cardinality of S j is q j times the number of totally isotropic subspaces of dimension j in E m /Z and the strong transitivity condition is satisfied by Witt's theorem and the fact that the groups in S j are elementary abelian, so there is no problem to find complements.
We now assume that π is injective. Then the stabilizer of U j in U m (R, Φ) consists of matrices as in (5) for which the last j columns of c are 0. Then equation (6) yields that also the last j rows of φ 1 lie in the kernel of λ j×m . Since λ is assumed to be injective, this implies that these rows are 0 which shows that the stabilizer of U j acts as the group GL j (R) on the set of possible characters. In particular it stabilizes the trivial character, used to define U j . Since U m (R, Φ) is transitive on the set of isotropic subspaces U ≤ E m /Z of dimension j one concludes that for all those U there is a unique character χ such that U = {(u, χ(u)) | u ∈ U } ∈ S j .
The stabilizer of U j acts transitively on the subgroups of U j of given dimension. Therefore the union of the sets S i is closed under taking subgroups and it remains to show property 2) of the strong transitivity condition. Let U ∈ S j , W ∈ S and X := X(U, W ) = U, C W (U ) . We may assume that U = U j and W = gU for some g ∈ U(R, Φ). Since X ≤ E m /Z is a totally isotropic subspace that contains U , there is an element h ∈ U(R, Φ) stabilizing U and mapping X onto a subgroup of U m . Then h C W (U ) is a subgroup of hg U l that maps onto a subspace of U m . This means that its elements are of the form (0, dy, φ 2 (y)) with λ m×m (φ 2 ) = 0. Since λ is injective the associated character is trivial and therefore h X ∈ S k for some k.
Remark 17. Similar investigations can be done for other Types of codes over finite fields. However for codes over more general Galois rings part (1) of the strong transitivity condition fails in general since the groups U j are no longer elementary abelian. Experiments show that already for codes over Z/4Z the associated Hecke algebra is not commutative. It would be interesting to generalize the approach to arbitrary finite Galois rings.
[5] defines the Kneser-Hecke operator T acting on the space V of formal linear combinations of isometry classes of self-dual isotropic codes of a given Type ρ and length N . Taking 
