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IWASAWA THEORY OF DE RHAM (ϕ,Γ)-MODULES OVER THE
ROBBA RING.
KENTARO NAKAMURA
Abstract. The aim of this article is to study Bloch-Kato’s exponential map
and Perrin-Riou’s big exponential map purely in terms of (ϕ,Γ)-modules over the
Robba ring. We first generalize the definition of Bloch-Kato’s exponential map
for all the (ϕ,Γ)-modules without using Fontaine’s rings Bcrys, BdR of p-adic
periods, and then generalize the construction of Perrin-Riou’s big exponential
map for all the de Rham (ϕ,Γ)-modules and prove that this map interpolates
our Bloch-Kato’s exponential map and the dual exponential map. Finally, we
prove a theorem concerning the determinant of our big exponential map, which
is a generalization of the theorem δ(V ) of Perrin-Riou. The key ingredients
for our study are Pottharst’s theory of the analytic Iwasawa cohomology and
Berger’s construction of p-adic differential equations associated to de Rham
(ϕ,Γ)-modules.
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1. Introduction.
1.1. Introduction. Let p be a prime number, K a finite extension of Qp and GK
the absolute Galois group ofK. Let Bcrys, Be := B
ϕ=1
crys , B
+
dR and BdR be Fontaine’s
rings of p-adic periods ([Fo94]).
By the results of Fontaine ([Fo90]), Cherbonnier-Colmez ([CC98]) and Kedlaya
([Ke04]), the category of p-adic representations of GK is naturally embedded in
the category of (ϕ,ΓK)-modules over the Robba ring B
†
rig,K . The (ϕ,Γ)-modules
corresponding to p-adic representations are called e´tale (ϕ,Γ)-modules.
The aim of this article is to study Bloch-Kato’s exponential map and Perrin-
Riou’s big exponential map in the framework of (ϕ,Γ)-modules. In particular, we
generalize Perrin-Riou’s big exponential map to all the de Rham (ϕ,Γ)-modules.
1.2. Bloch-Kato’s exponential map. For a p-adic representation V of GK ,
Bloch-Kato ([BK90]) defined a Qp-linear map
expK,V := δ1,V : D
K
dR(V )→ H
1(K, V ),
where we put DKdR(V ) := (BdR ⊗Qp V )
GK , as the first connecting homomorphism
of the long exact sequence
0→H0(K, V )→ H0(K,Be ⊗Qp V )⊕ H
0(K,B+dR ⊗Qp V )→ H
0(K,BdR ⊗Qp V )
δ1,V
−−→H1(K, V )→ H1(K,Be ⊗Qp V )⊕ H
1(K,B+dR ⊗Qp V )→ H
1(K,BdR ⊗Qp V )
δ2,V
−−→H2(K, V )→ H2(K,Be ⊗Qp V )→ 0
associated to the short exact sequence obtained by tensoring V with the so called
Bloch-Kato’s fundamental exact sequence
0→ Qp
x 7→(x,x)
−−−−→ Be ⊕B
+
dR
(x,y)7→x−y
−−−−−−→ BdR → 0.
When V is a de Rham representation, Kato ([Ka93a]) defined the dual exponential
map
exp∗K,V ∨(1) : H
1(K, V )→ DKdR(V )
using Tate’s paring ∪ : H1(K, V )× H1(K, V ∨(1)) → Qp and the canonical paring
DKdR(V ) × D
K
dR(V
∨(1)) → K. These maps describe the mysterious relationship
between Galois objects and differential objects. In fact, when V = Qp(1) or V is
the p-adic Tate module of an elliptic curve over Q, Kato ( [Ka93a], [Ka04]) proved
that the values of exp∗Qp(ζpn ),V ∨(1−k) for suitable k ≦ 0 at some special arithmetic
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elements (i.e. cyclotomic units or Kato’s elements obtained from his Euler system
) can be described by using the special values of the L-functions associated to
cyclotomic twists of V .
In this article, we first generalize the above long exact sequence and the definition
of Bloch-Kato’s exponential and the dual exponential maps for (ϕ,ΓK)-modules
over B†rig,K .
Fix a set {ζpn}n≧1 ⊆ K such that ζp 6= 1, ζ
p
p = 1 and ζ
p
pn+1 = ζpn for each n ≧ 1.
Set Kn := K(ζpn), K∞ := ∪nKn and ΓK := Gal(K∞/K). Let t := log(1 + T ) ∈
B
†
rig,K be the period of Qp(1) determined by {ζpn}n≧1 (see §2.1 for the precise
definition).
Let D be a (ϕ,ΓK)-module over B
†
rig,K . Taking the “stalk at ζpn − 1” (n ≧ 1),
we can define K∞[[t]] := ∪nKn[[t]]-modules D
+
dif(D) and Ddif(D) := D
+
dif(D)[1/t]
with semi-linear ΓK := Gal(K∞/K)-action. Using the ϕ,ΓK-actions, we can define
cohomologies
Hq(K,D), Hq(K,D[1/t]), Hq(K,D+dif(D)) and H
q(K,Ddif(D))
which correspond to
Hq(K, V ), Hq(K,Be ⊗Qp V ), H
q(K,B+dR ⊗Qp V ) and H
q(K,BdR ⊗Qp V )
respectively.
Our first result is the following theorem (Theorem 2.8 and Theorem 2.21), which
is the (ϕ,Γ)-module version of the above long exact sequence and its comparison
with that of e´tale-case.
Theorem 1.1. (1) We have the following functorial exact sequence
0→H0(K,D)→ H0(K,D[1/t])⊕ H0(K,D+dif(D))→ H
0(K,Ddif(D))
δ1,D
−−→H1(K,D)→ H1(K,D[1/t])⊕ H1(K,D+dif(D))→ H
1(K,Ddif(D))
δ2,D
−−→H2(K,D)→ H2(K,D[1/t])→ 0.
(2) Let D(V ) be the (ϕ,ΓK)-module over B
†
rig,K associated to V . Then, we
have functorial isomorphisms
(i) Hq(K, V )
∼
→ Hq(K,D(V )),
(ii) Hq(K,Be ⊗Qp V )
∼
→ Hq(K,D(V )[1/t]),
(iii) Hq(K,B
(+)
dR ⊗Qp V )
∼
→ Hq(K,D
(+)
dif (D(V )))
for each q ≧ 0, and these comparison isomorphisms induce an isomorphism
from the long exact sequence associated to V to that associated to D(V ).
Remark 1.2. The isomorphism of (i) is due to Liu ([Li08]), and that of (iii) is
due to Fontaine ([Fo03]).
Remark 1.3. We construct this long exact sequence purely in terms of (ϕ,Γ)-
modules without using Fontaine’s rings Bcrys, B
+
dR and BdR. As will be shown in
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this article, this fact enables us to re-prove some results concerning Bloch-Kato’s
or Perrin-Riou’s exponential maps more directly.
Remark 1.4. In fact, in § 2.5, we prove the above comparison result (2) in a more
general setting. In [Ber08a], Berger defined a notion of B-pairs using Be, B
+
dR
and BdR, whose category naturally contains the category of p-adic representations
of GK , and established an equivalence of categories between the category of B-
pairs and that of (ϕ,ΓK)-modules over B
†
rig,K . In § 2.5, we prove the comparison
isomorphisms for all the B-pairs (see Theorem 2.21).
As in the case of p-adic representations, we define Bloch-Kato’s exponential map
of D as the connecting homomorphism of the above exact sequence
expK,D := δ1,D : D
K
dR(D)→ H
1(K,D),
where we put DKdR(D) := H
0(K,Ddif(D)). When D is a de Rham (ϕ,Γ)-module,
then we also define the dual exponential map
exp∗K,D∨(1)H
1(K,D)→ DKdR(D)
in the same way as in the case of p-adic representations.
1.3. Perrin-Riou’s big exponential map. To construct a p-adic L-function for
a p-adic Galois representation V coming from a motive, it is crucial to p-adically
interpolate the special values of the complex L-functions associated to cyclotomic
twists of V . Since Bloch-Kato’s exponential map and the dual exponential map re-
late some arithmetic elements in Galois cohomology groups with the special values
of the L-functions, it is crucial to p-adically interpolate Bloch-Kato’s exponential
map and dual exponential map for the construction of the p-adic L-function and
for relating the p-adic L-function with the Selmer group.
Let Λ := Zp[[ΓK ]] be the Iwasawa algebra of ΓK , Λ∞ the Qp-valued distribution
algebra of ΓK (see §3.1 for the precise definition). For a p-adic representation V
of GK , Perrin-Riou ([Per92]) defined a Λ-module
H
q
Iw(K, V ) := (lim←−
n
Hq(Kn, T ))⊗Zp Qp,
called the Iwasawa cohomology of V , where T is a GK-stable Zp-lattice of V and
the transition map is the corestriction map. This Λ-module p-adically interpolates
Hq(L, V (k)) for any L = K,Kn and k ∈ Z, i.e. we have a natural projection map
prL,V (k) : H
q
Iw(K, V )→ H
q(L, V (k))
for each L and k. When K is unramified over Qp and V is a crystalline representa-
tion ofGK , Perrin-Riou ([Per94]) constructed a system of functorial Λ∞-morphisms
ΩV,h : (Λ∞ ⊗Qp D
K
crys(V ))
∆˜=0 → Λ∞ ⊗Λ (H
1
Iw(K, V )/H
1
Iw(K, V )Λ−torsion)
for each h ≧ 1 such that Fil−hDKdR(V ) = D
K
dR(V ), and proved that this interpolates
expL,V (k) and exp
∗
L,V ∨(1+k) for any L = Kn, K and for suitable k. Here, the source
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of the map ΩV,h is a Λ∞-module which p-adically interpolates D
L
dR(V (k)) for any
L and k. This map ΩV,h is the most important ingredient for her study of p-adic
L-functions ([Per95]).
The main purpose of this article is to generalize the map ΩV,h to all the de Rham
(ϕ,Γ)-modules. For this generalization, the following two notions are essential;
(1) Pottharst’s theory of the analytic Iwasawa cohomology,
(2) Berger’s construction of p-adic differential equations associated to de Rham
(ϕ,Γ)-modules.
As for (1), for each (ϕ,ΓK)-module D over B
†
rig,K , Pottharst ([Po12b]) defined
a Λ∞-module
H
q
Iw(K,D)
called the analytic Iwasawa cohomology as a generalization of the Iwasawa co-
homology of p-adic representations. In fact, he proved that we have a functorial
Λ∞-isomorphism
H
q
Iw(K,D(V ))
∼
→ Λ∞ ⊗Λ H
q
Iw(K, V )
for each p-adic representation V .
As for (2), letD be a de Rham (ϕ,Γ)-module. In order to interpolateDLdR(D(k)),
we need to generalize the Λ∞-module Λ∞⊗QpD
K
crys(V ) for de Rham case. Our idea
is to use Berger’s p-adic differential equation Nrig(D). Let ∇0 :=
log(γ)
logχ(γ)
∈ Λ∞,
where γ ∈ ΓK is a non-torsion element. For each i ∈ Z, we define ∇i := ∇0 − i ∈
Λ∞. Let χ : GK → Z×p be the p-adic cyclotomic character. ∇0 acts on D as a
differential operator and acts on B†rig,Qp by t(1 + T )
d
dT
.
In [Ber02],[Ber08b], for a de Rham (ϕ,ΓK)-module D over B
†
rig,K , Berger de-
fined a (ϕ,ΓK)-submodule Nrig(D) ⊆ D[1/t] which satisfies that ∇0(Nrig(D)) ⊆
tNrig(D). This condition enables us to define another better differential operator
∂˜ := ∇0 ⊗ e−1 : Nrig(D)→ Nrig(D(−1)).
The map ∂˜ naturally induces a Qp-linear map
∂˜ : H1Iw(K,Nrig(D))→ H
1
Iw(K,Nrig(D(−1))).
In §3.2, we define a canonical projection map for each L = K,Kn,
TL : H
1
Iw(K,Nrig(D))→ D
L
dR(D).
The main theorem of this article is the following (Theorem 3.10), which con-
cerns with the existence of a Λ∞-morphism ExpD,h for each h ∈ Z≧1 such that
Fil−hDKdR(D) = D
K
dR(D) which interpolates expL,V (k) for some k ≧ −(h − 1) and
exp∗L,D∨(1−k) for any k ≦ −h.
Theorem 1.5. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K. Let h ∈ Z≧1 such
that Fil−hDKdR(D) = D
K
dR(D). Then there exists a functorial Λ∞-linear map
ExpD,h : H
1
Iw(K,Nrig(D))→ H
1
Iw(K,D)
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such that, for any x ∈ H1Iw(K,Nrig(D)),
(1) if k ≧ 1 and there exists xk ∈ H
1(K,Nrig(D(k))) such that ∂˜
k(xk) = x or
if 0 ≧ k ≧ −(h− 1) and xk := ∂˜
−k(x), then
prL,D(k)(ExpD,h(x)) =
(−1)h+k−1(h+ k − 1)!|ΓL,tor|
pm(L)
expL,D(k)(TL(xk))
for each L = K,Kn,
(2) if −h ≧ k, then
exp∗L,D∨(1−k)(prL,D(k)(ExpD,h(x)) =
|ΓL,tor|
(−h− k)!pm(L)
TL(∂˜
−k(x))
for each L = K,Kn,
where we put m(L) := min{vp(log(χ(γ))|γ ∈ ΓL} for each L = K,Kn.
Remark 1.6. The definition of ExpD,h is strongly influenced by Berger’s work
([Ber03]) concerning the re-interpretation of Perrin-Riou’s map in terms of (ϕ,Γ)-
modules. In particular, this theorem is a generalization of Theorem 2.10 of [Ber03]
to all the de Rham (ϕ,ΓK)-modules over B
†
rig,K for any p-adic field K.
Remark 1.7. When K is unramified and V is crystalline, we can easily compare
Λ∞ ⊗Qp D
K
crys(V ) with H
1
Iw(K,Nrig(D(V ))). Hence, we can also compare ΩV,h
with ExpD(V ),h by the Berger’s work above . Therefore, the maps ExpD,h and their
interpolation formulae can be regarded as a generalization of Perrin-Riou’s theorem
(Theorem 3.2.3 of [Per94]) on the existence of ΩV,h and their interpolation formulae
to all the de Rham (ϕ,Γ)-modules. Moreover, Pottharst ([Po12b]) generalized ΩV,h
(precisely, the inverse of ΩV,h called big logarithm) to crystalline (ϕ,Γ)-modules
using the theory of Wach modules. We can also compare Pottharst’s map with our
map. See §3.5 for more details about the comparison of our big exponential map
with their ones in crystalline case. On the other hands, Colmez (Theorem 7 of
[Col98]) generalized Perrin-Riou’s map to all the de Rham p-adic representations
by a completely different method.
Remark 1.8. In fact, Perrin-Riou and Comez also proved the uniqueness of their
big exponential maps using the theory of “tempered Iwasawa cohomologies”. If we
can generalize the theory of tempered Iwasawa cohomologies for (ϕ,Γ)-modules,
it will be possible to prove the uniqueness of our map ExpD,h.
Finally, we prove a theorem ( Theorem 3.21) concerning the determinant of
ExpD,h. For a torsion co-admissible Λ∞-module M , denote by charΛ∞(M) the
characteristic ideal of M , which is a principal ideal of Λ∞.
Theorem 1.9. (δ(D)) Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K of rank d
with Hodge-Tate weights {h1, h2, · · · , hd}. For each h ≧ 1 such that Fil
−hDKdR(D) =
6
DKdR(D), we have the following equality of principal fractional ideals of Λ∞,
1
(
∏d
i=1
∏h−hi−1
ji=0
∇hi+ji)
[K:Qp]
detΛ∞(H
1
Iw(K,Nrig(D))
ExpD,h
−−−−→ H1Iw(K,D))
= charΛ∞(H
2
Iw(K,D))(charΛ∞H
2
Iw(K,Nrig(D)))
−1.
Remark 1.10. This theorem is a generalization of the theorem δ(V ) which was
conjectured by Perrin-Riou ([Per94]) and was proved as a consequence of her
reciprocity law conjecture Rec(V ) proved by Colmez ([Col98]), Kato-Kurihara-
Tsuji([KKT96]), Benois ([Ben00]) and Berger ([Ber03]). The theorem δ(V ) is very
important in her works on p-adic L-functions. For example, this enables us to
define the “inverse of ΩV,h”, which is a generalization of Coleman homomorphism
and from which we can conjecturally define the p-adic L-functions associated to
V . In the non-e´tale crystalline case, Pottharst also generalized the theorem δ(V )
and proved his theorem δ(D) for all the crystalline (ϕ,Γ)-modules D by reducing
to the e´tale case using a slope filtration argument. In §3.5, when D is crystalline,
we show that our δ(D) is equivalent to their δ(V ) or δ(D). Moreover, our proof
does not use Rec(V ) and is via a direct computation rather than by reducing to
the e´tale case, hence gives a new and more direct proof of their theorems.
Introducing non-e´tale (ϕ,Γ)-modules to Iwasawa theory was initiated by Pot-
tharst in [Po12a] and [Po12b], where he studied Iwasawa main conjecture for p-
supersingular modular forms by generalizing the notion of Greenberg’s Selmer
groups using his theories of the analytic Iwasawa cohomology and of the big log-
arithm. Our interpolation formula of the big exponential map might help study
the values of the p-adic L-functions. Moreover, the author hopes that the results
of this article will shed some light on Iwasawa theory or p-adic L-functions in the
case of bad reductions. As another application of this article, in the next article
([Na12]), the author generalize Kato’s local ε-conjecture ([Ka93b]), which is in-
timately related with Kato’s generalized Iwasawa main conjecture ([Ka93a]), for
families of (ϕ,Γ)-modules over the Robba ring and prove the conjecture in some
special cases using the results of this article.
Acknowledgement. The author would like to thank Kenichi Bannai for con-
stantly encouraging the author. He also would like to thank Gae¨tan Chenevier
and Jonathan Pottharst for discussing related topics on (ϕ,Γ)-modules over the
Robba ring.
Notation. Let p be a prime number. Let K be a finite extension of Qp, K0 the
maximal unramified extension of Qp in K, K a fixed algebraic closure of K, Cp the
p-adic completion of K. Let vp : C×p → Q be the valuation such that vp(p) = 1.
Let | − |p : C×p → Q≧0 be the p-adic absolute value such that |p|p := 1/p. Let
GK := Gal(K/K) be the absolute Galois group of K. We fix a set {ζpn}n≧1 ⊆ K
×
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such that ζp 6= 1 and ζ
p
p = 1 and ζ
p
pn+1 = ζpn for any n ≧ 1. We put Kn := K(ζpn)
(n ≧ 1) and K∞ := ∪n≧1Kn. Let χ : GK → Z×p be the p-adic cyclotomic character
(i.e. the character defined by the formula g(ζpn) = ζ
χ(g)
pn for any n ≧ 1 and
g ∈ GK). We put ΓK := GK/Ker(χ)
∼
→ Gal(K∞/K). Denote by the same letter
χ : ΓK →֒ Z×p the map which is naturally induced by χ : GK → Z
×
p . Define the
base e1 := (ζpn)n≧1 ∈ Zp(1) := lim←−n µp
n(K). Set ek := e
⊗k
1 ∈ Zp(k) := Zp(1)
⊗k
for each k ∈ Z. In this article, we normalize Hodge-Tate weight such that that of
Qp(1) is 1. For a finite group G, let denote by |G| the order of G.
2. Bloch-Kato’s exponential map for (ϕ,Γ)-modules
In this section, we define Bloch-Kato’s exponential and the dual exponential
maps for (ϕ,Γ)-modules over the Robba ring. In §2.1, we first recall the definition
of (ϕ,Γ)-modules over the Robba ring. In §2.2, we recall the definitions of some
cohomology theories associated to (ϕ,Γ)-modules. The subsection §2.3 is the main
part of this section, where we generalize Bloch-Kato’s fundamental exact sequence
to all the (ϕ,Γ)-modules, and then define Bloch-Kato’s exponential map for them
and gives a explicit formula of this map. In §2.4, we define the dual exponential
map explicitly and then prove that this is the adjoint of our Bloch-Kato’s expo-
nential map. In the final subsection §2.5, we compare our exponential map with
classical Bloch-Kato’s exponential map using the notion of B-pairs.
2.1. (ϕ,Γ)-modules over the Robba ring. In this subsection, we recall the
definition of (ϕ,Γ)-modules over the Robba ring.
We first recall the definition of Fontaine’s and Berger’s rings of p-adic periods
([Fo94], [Ber02]). Almost all rings in this paragraph are used only in §2.4, where
we compare our exponential map with classical Bloch-Kato’s exponential map.
Define E˜+ := lim
←−n≧0
OCp/p, where all the transition maps are the p-th power
map. The ring E˜+ is equipped with a valuation v
E˜+
defined by v
E˜+
((xn)n≧0) :=
limn→∞ p
nvp(xn), where xn ∈ OCp is a lift of xn ∈ OCp/p. By this vE˜+ , E˜
+ is
a perfect complete valuation ring. We denote by E˜ := Frac(E˜+) the fraction
field of E˜+. We define ε := (ζpn)n≧0 ∈ E˜
+ for the fixed set {ζpn}n≧0. We have
v
E˜+
(ε − 1) = p
p−1
. Define p˜ := (pn)n≧0 ∈ E˜
+ where p0 := p and p
p
n+1 = pn
for any n ≧ 0. Let A˜+ := W (E˜+), A˜ := W (E˜) be the rings of Witt vectors
of E˜+ and E˜ respectively, which are naturally equipped with actions of ϕ and
GK . For each a ∈ E˜, denote by [a] ∈ A˜ the Teichmu¨ller lift of a. We have a
natural GK-equivariant surjective ring homomorphism θ : A˜
+ → OCp such that
θ([(xn)n≧0]) := limn→∞ x
pn
n , where xn ∈ OCp is a lift of xn. We have Ker(θ) =
([p˜]− p). We define B+dR := lim←−n≧0
A˜+[1/p]/(Ker(θ)[1/p])n and define an element
t := log([ε]) =
∑
n≧1
(−1)n−1
n
([ε]− 1)n ∈ B+dR, then B
+
dR is a discrete valuation ring
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with the maximal ideal tB+dR and with the residue field Cp. We have ϕ(t) = pt
and γ(t) = χ(γ)t for any γ ∈ ΓK . We put BdR := Frac(B
+
dR) = B
+
dR[1/t]. These
rings B+dR and BdR are naturally equipped with GK-actions. Next, we define B˜
†
rig
and Bmax. For each 0 ≦ r ≦ s < +∞ such that r, s ∈ Q, we define a ring A˜[r,s] as
the p-adic completion of A˜+[ p
[ε−1]r
, [ε−1]
s
p
]. We define B˜[r,s] := A˜[r,s][1/p], B+max :=
B˜
[0, p−1
p
], B˜†,rrig := ∩r≦s<+∞B˜
[r,s] and B˜†rig := ∪rB˜
†,r
rig and B˜
+
rig := ∩s<+∞B˜
[0,s]. These
rings are equipped with GK-actions. The ring B
+
max is stable by ϕ and ϕ induces
isomorphisms B˜[r,s]
∼
→ B˜[pr,ps], B˜†,rrig
∼
→ B˜†,prrig and B˜
†
rig
∼
→ B˜†rig. For each n ≧ 0, we
put rn := p
n−1(p−1) = 1/vp(ζpn−1). Then, we have a natural injection B˜
[r0,r0] →֒
B+dR and a GK-equivariant injection ιn : B˜
†,rn
rig
ϕ−n
−−→ B˜†,r0rig →֒ B˜
[r0,r0] →֒ B+dR for
each n ≧ 0. The element t is an element of B˜+rig and, since we have B˜
+
rig ⊆ B
+
max
and B˜+rig ⊆ B˜
†
rig, t is also contained in B
+
max and B˜
†
rig. We define Bmax := B
+
max[1/t]
and Be := B
ϕ=1
max = (B˜
+
rig[1/t])
ϕ=1. One has Be = (B˜
†
rig[1/t])
ϕ=1 by Lemma 1.1.7 of
[Ber08a].
We next recall the definition of the Robba ring B†rig,K ⊆ B˜
†
rig. See [Ber02] for
more details. We set T := [ε]−1 ∈ A˜+. We first assume that K = F is unramified
over Qp. For each r ∈ Q>0, we define a subring B
†,r
rig,F of B˜
†,r
rig by
B
†,r
rig,F := {f(T ) :=
∑
n∈Z
anT
n|an ∈ F and f(T ) is convergent on p
−1/r ≦ |T |p < 1}.
We define B†rig,F := ∪r>0B
†,r
rig,F ⊆ B˜
†
rig. We note that t = log(1 + T ) ∈ B
†,r
rig,Qp
for any r. As a subring of B˜†,rrig, this definition of B
†,r
rig,F does not depend on the
choice of T , i.e does not depend on the choice of {ζpn}n≧0. For general K, we put
F := K0, eK := [K∞ : F∞] and denote by K
′
0 ⊆ K∞ the maximal unramified
extension of F in K∞. Then, the theory of fields of norm enables us to define the
subring B†rig,K of B˜
†
rig as a finite Galois extension of B
†
rig,K ′0
of degree eK and there
exist r(K) ∈ Q>0 and πK ∈ B
†,r(K)
rig,K such that B
†
rig,K = ∪r≧r(K)B
†,r
rig,K is the union
of the subrings
B
†,r
rig,K := {f(πK) =
∑
n∈Z
anπ
n
K | an ∈ F
′ and f(X) is convergent on p−1/reK ≦ |X|p < 1}
of B˜†,rrig. For each finite extension K ⊆ K
′(⊆ K), B†rig,K is a subring of B
†
rig,K ′. For
any n ≧ 1, we have an equality B†rig,K = B
†
rig,Kn
. The ring B†rig,K is stable by the
actions of ϕ and GK on B˜
†
rig. More precisely, we have ϕ(B
†,r
rig,K) ⊆ B
†,pr
rig,K and the
action of GK factors through that of ΓK . When K = F is unramified, these actions
are explicitly defined by the following formulae, for f(T ) =
∑
n∈Z anT
n ∈ B†rig,F
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and γ ∈ ΓF ,
ϕ(f(T )) :=
∑
n∈Z
ϕ(an)((T + 1)
p − 1)n, γ(f(T )) :=
∑
n∈Z
an((T + 1)
χ(γ) − 1)n.
Next, we define a Qp-linear map ψ : B
†
rig,K → B
†
rig,K as follows. It is known that
B
†
rig,K can be written as a direct sum B
†
rig,K =
⊕p−1
i=0 (T + 1)
iϕ(B†rig,K), so each
element x ∈ B†rig,K is uniquely written as x =
∑p−1
i=0 (T + 1)
iϕ(xi), then we define
ψ by
ψ : B†rig,K → B
†
rig,K : x =
p−1∑
i=0
(T + 1)iϕ(xi) 7→ x0.
This operator ψ satisfies that ψϕ = id and ψ is surjective and commutes with the
action of ΓK . More precisely, if we define n(K) := min{n|rn ≧ r(K)}, then we
have ψ(B
†,rn+1
rig,K ) = B
†,rn
rig,K for any n ≧ n(K). For each n ≧ n(K), the restriction
of ιn : B˜
†,rn
rig →֒ B
+
dR to B
†,rn
rig,K factors through Kn[[t]] ⊆ B
+
dR, i.e. ιn induces a
ΓK-equivariant injection
ιn : B
†,rn
rig,K →֒ Kn[[t]].
When K = F is unramified over Qp, ιn : B
†,rn
rig,F →֒ Fn[[t]] is explicitly defined by
ιn(
∑
m∈Z
amT
m) :=
∑
m∈Z
ϕ−n(am)(ζpnexp(t/p
n)− 1)m.
One has the following commutative diagrams
B
†,rn
rig,K
ιn−−−→ Kn[[t]] B
†,rn+1
rig,K
ιn+1
−−−→ Kn+1[[t]]yϕ ycan yψ y 1pTrKn+1/Kn
B
†,rn+1
rig,K
ιn+1
−−−→ Kn+1[[t]] B
†,rn
rig,K
ιn−−−→ Kn[[t]].
where can : Kn[[t]] →֒ Kn+1[[t]] is the canonical injection and
1
p
TrKn+1/Kn is defined
by
1
p
TrKn+1/Kn : Kn+1[[t]]→ Kn[[t]] :
∞∑
m=0
amt
m 7→
∞∑
m=0
1
p
TrKn+1/Kn(am)t
m.
Definition 2.1. We say that D is a (ϕ,ΓK)-module over B
†
rig,K if
(1) D is a finite free B†rig,K-module,
(2) D is equipped with a ϕ-semi-linear map ϕ : D → D such that the lineariza-
tion map ϕ∗(D) := B†rig,K⊗ϕ,B†rig,K
D → D : a⊗x 7→ aϕ(x) is isomorphism,
(3) D is equipped with a continuous semi-linear action of ΓK which commutes
with ϕ,
where semi-linear means that ϕ(ax) = ϕ(a)ϕ(x) and γ(ax) = γ(a)γ(x) for any
a ∈ B†rig,K , x ∈ D and γ ∈ ΓK .
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Let D be a (ϕ,ΓK)-module over B
†
rig,K . For each k, we denote by D(k) :=
D ⊗Qp Qp(k) the k-th Tate twist of D. For each finite extension L of K, the
restriction D|L of D to L, which is a (ϕ,ΓL)-module over B
†
rig,L, is defined by
D|L := B
†
rig,L ⊗B†rig,K
D
and the actions of ϕ and ΓL(⊆ ΓK) are defined by ϕ(a⊗ x) := ϕ(a)⊗ ϕ(x), γ(a⊗
x) := γ(a)⊗ γ(x) for any a ∈ B†rig,L, x ∈ D and γ ∈ ΓL. We define the dual D
∨ of
D by
D∨ := Hom
B
†
rig,K
(D,B†rig,K)
and, for any f ∈ D∨ and γ ∈ ΓK , γ(f) ∈ D
∨ is defined by γ(f)(x) := γ(f(γ−1x))
for any x ∈ D, and ϕ(f) ∈ D∨ is defined by ϕ(f)(
∑m
i=1 aiϕ(xi)) :=
∑m
i=1 aiϕ(f(xi))
for any x =
∑m
i=1 aiϕ(xi) ∈ D (ai ∈ B
†
rig,K , xi ∈ D). Let D1, D2 be (ϕ,ΓK)-
modules over B†rig,K . We define the tensor product D1 ⊗D2 by
D1 ⊗D2 := D1 ⊗B†rig,K
D2
as a B†rig,K-module with ϕ and ΓK acting diagonally. Let D be a (ϕ,ΓK)-module
over B†rig,K of rank d. By Theorem 1.3.3 of [Ber08b], there exists a n(D) ≧ n(K)
and there exists a unique finite free B
†,rn(D)
rig,K -submodule D
(n(D)) ⊆ D of rank d
which satisfies
(1) B†rig,K ⊗
B
†,rn(D)
rig,K
D(n(D)) = D,
(2) if we put D(n) := B†,rnrig,K⊗
B
†,rn(D)
rig,K
D(n(D)) for each n ≧ n(D), then ϕ(D(n)) ⊆
D(n+1) and the natural map B
†,rn+1
rig,K ⊗ϕ,B†,rnrig,K
D(n) → D(n+1) : a⊗x 7→ aϕ(x)
is isomorphism for any n ≧ n(D).
Uniqueness of D(n) implies that D(n) is preserved by ΓK-action for any n ≧ n(D).
Using D(n), we define D+dif(D) and Ddif(D) as follows. For each n ≧ n(D), we
put
D+dif,n(D) := Kn[[t]]⊗ιn,B†,rnrig,K
D(n) (resp.Ddif,n(D) := Kn((t))⊗Kn[[t]] D
+
dif,n(D)),
which is a finite free Kn[[t]] (resp.Kn((t)))-module of rank d with a semi-linear
ΓK-action. Define a transition map
D+dif,n(D) →֒ D
+
dif,n+1(D) : f(t)⊗ x 7→ f(t)⊗ ϕ(x),
and define a map Ddif,n(D) →֒ Ddif,n+1(D) in the same way. Using these transition
maps, we define
D+dif(D) := lim−→
n
D+dif,n(D) (resp.Ddif(D) := lim−→
n
Ddif,n(D)),
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this is a free K∞[[t]] := ∪
∞
n=1Kn[[t]] (resp. K∞((t)) := ∪
∞
n=1Kn((t)))-module of
rank d with a semi-linear ΓK-action. For each n ≧ n(D), define a canonical ΓK-
equivariant injection
ιn : D
(n) →֒ D+dif,n(D) : x 7→ 1⊗ x.
2.2. cohomologies of (ϕ,Γ)-modules. In this subsection, we recall the defini-
tions of some cohomology theories associated to (ϕ,Γ)-modules and the funda-
mental properties of them proved by Liu ([Li08]).
Let ∆K ⊆ ΓK be the p-torsion subgroup of ΓK which is trivial if p 6= 2 and
at largest cyclic of order two if p = 2. Choose γK ∈ ΓK whose image in ΓK/∆K
is a topological generator (this choice of ∆K is useful for explicit formulas, but if
desired one can reformulate everything to eliminate this choice).
For a ∆K-module M , we put M
∆K := {x ∈ M |γ′(x) = x for all γ′ ∈ ∆K}. For
a Z[ΓK ]-module M , we define a complex C•γK (M) concentrated in degree [0, 1] by
C•γK (M) : [M
∆K γK−1−−−→M∆K ].
For a Z[ΓK ]-module M with a ϕ-action which commutes with the action of ΓK ,
we define a complex C•ϕ,γK(M) concentrated in degree [0, 2] by
C•ϕ,γK (M) : [M
∆K d1−→ M∆K ⊕M∆K
d2−→M∆K ]
with d1(x) := ((γK − 1)x, (ϕ− 1)x) and d2(x, y) := (ϕ− 1)x− (γK − 1)y.
Let D be a (ϕ,ΓK)-module over B
†
rig,K . We put D[1/t] := B
†
rig,K [1/t]⊗B†rig,K
D.
For each q ∈ Z≧0, we define
Hq(K,D) := Hq(C•ϕ,γK (D)), H
q(K,D[1/t])) := Hq(C•ϕ,γK(D[1/t]))
and
Hq(K,D+dif(D)) := H
q(C•γK (D
+
dif(D))), H
q(K,Ddif(D)) := H
q(C•γK(Ddif(D))).
These definitions are independent of the choice of γK . Namely, if γ
′
K ∈ ΓK is
another one such that the image in ΓK/∆K is a topological generator, then we
have
γ′K−1
γK−1
∈ Zp[[ΓK/∆K ]] and have the canonical isomorphism
Hq(C•ϕ,γK(D))
∼
→ Hq(C•ϕ,γ′K(D))
given by the map which is induced by the following map of complexes
C•ϕ,γK(D) :[D
∆K d1−−−→ D∆K ⊕D∆K
d2−−−→ D∆K ]yid yγ′K−1γK−1⊕id y γ′K−1γK−1
C•ϕ,γ′K
(D) :[D∆K
d1−−−→ D∆K ⊕D∆K
d2−−−→ D∆K ],
where we note that the Zp[ΓK/∆K ]-module structure on D∆K uniquely extends to
a continuous Zp[[ΓK/∆K ]]-module structure.
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For (ϕ,ΓK)-modules D1, D2 over B
†
rig,K , we can define a cup product paring
∪ : Hq1(K,D1)×H
q2(K,D2)→ H
q1+q2(K,D1 ⊗D2).
See § 2.1 of [Li08] for the definition. When (q1, q2) = (0, 1), (1, 1), the paring ∪ are
defined by
H0(K,D1)× H
1(K,D2)→ H
1(K,D1 ⊗D2) : (a, [x, y]) 7→ [a⊗ x, a⊗ y],
H1(K,D1)×H
1(K,D2)→ H
2(K,D1⊗D2) : ([x, y], [x
′, y′]) 7→ [y⊗ϕ(x′)−x⊗γ(y′)].
The following theorem was proved by Liu ([Li08]) by reducing to the results of
Herr ([Her98], [Her01]) in the e´tale case.
Theorem 2.2. Let D be a (ϕ,ΓK)-module over B
†
rig,K. Then H
q(K,D) satisfies
the following;
(0) Hq(K,D) = 0 if q 6= 0, 1, 2,
(1) for any q, Hq(K,D) is a finite dimensional Qp-vector space,
(2)
∑2
q=0(−1)
qdimQpH
q(K,D) = −[K : Qp]rank(D),
(3) we have a canonical isomorphism ftr : H
2(K,B†rig,K(1))
∼
→ Qp and the
following pairing <,> is perfect for each q = 0, 1, 2,
<,>: Hq(K,D)×H2−q(K,D∨(1))
∪
−→ H2(K,D⊗D∨(1))
ev
−→ H2(K,B†rig,K(1))
ftr
−→ Qp,
where ev : H2(K,D ⊗D∨(1))
ev
−→ H2(K,B†rig,K(1)) is the map induced by the eval-
uation map D ⊗D∨(1)→ B†rig,K(1) : x⊗ (f ⊗ e1) 7→ f(x)⊗ e1.
Proof. See Theorem 0.2 of [Li08] 
Remark 2.3. We remark that Liu proved the existence of functorial comparison
isomorphisms Hq(K, V )
∼
→ Hq(K,D(V )) for all the p-adic representations V of
GK . Then, the isomorphism ftr is defined as the composition of the inverse of the
comparison isomorphism H2(K,Qp(1))
∼
→ H2(K,D(Qp(1))) = H2(K,B
†
rig,K(1))
with Tate’s trace f ′tr : H
2(K,Qp(1))
∼
→ Qp. In this article, we normalize the
isomorphism f ′tr : H
2(K,Q(1))
∼
→ Qp such that Tate’s paring
<,>: H1(Qp,Qp(1))× H
1(Qp,Qp)
∪
−→ H2(Qp,Qp(1))
f ′tr−→ Qp
satisfies that < κ(a), τ >= τ(recQp(a)) for any a ∈ Q
×
p and τ ∈ Hom(G
ab
Qp,Qp) =
H1(Qp,Qp), where κ : Q×p → H
1(Qp,Qp(1)) is the Kummer map and recQp : Q
×
p →
GabQp is the reciprocity map of local class field theory.
It is important to define the cohomology Hq(K,D) using ψ instead of ϕ, which
we recall below. We define a complex C•ψ,γK (D) concentrated in degree [0, 2] by
C•ψ,γK (D) : [D
∆K
d′1−→ D∆K ⊕D∆K
d′2−→ D∆K ]
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with d′1(x) := ((γK−1)x, (ψ−1)x) and d
′
2(x, y) := (ψ−1)x−(γK−1)y. We define
a surjective map C•ϕ,γK(D)→ C
•
ψ,γK
(D) of complexes by
C•ϕ,γK(D) :[D
∆K d1−−−→ D∆K ⊕D∆K
d2−−−→ D∆K ]yid yid⊕(−ψ) y−ψ
C•ψ,γK (D) :[D
∆K
d′1−−−→ D∆K ⊕D∆K
d′2−−−→ D∆K ].
The kernel of this map is the complex [0 → 0 ⊕ D∆K ,ψ=0
0⊕(γK−1)
−−−−−−→ D∆K ,ψ=0].
Concerning this complex, we have the following theorem.
Theorem 2.4. The map D∆K ,ψ=0
γK−1−−−→ D∆K ,ψ=0 is isomorphism. In particular,
the map C•ϕ,γK (D)→ C
•
ψ,γK
(D) defined above is quasi isomorphism.
Proof. For example, see Lemma 2.4 of [Li08] in the e´tale case and see Theorem 2.6
of [Po12b] for general case. 
Next, we recall the definition of crystalline or de Rham (ϕ,Γ)-modules.
Definition 2.5. For a (ϕ,ΓK)-module D over B
†
rig,K , we define
DKcrys(D) := D[1/t]
ΓK=1, DKdR(D) := Ddif(D)
ΓK=1.
We define a decreasing filtration on DKdR(D) by
FiliDKdR(D) := D
K
dR(D) ∩ t
iD+dif(D) ⊆ Ddif(D)
for i ∈ Z.
Using cohomologies which we defined above, we have equalities
DKdR(D) = H
0(K,Ddif(D)), Fil
0DKdR(D) = H
0(K,D+dif(D)),
and
DKcrys(D)
ϕ=1 = H0(K,D[1/t]).
As in the case of p-adic Galois representations of GK , we have inequalities
dimK0D
K
crys(D) ≦ dimKD
K
dR(D) ≦ rankD.
Definition 2.6. Let D be a (ϕ,ΓK)-module over B
†
rig,K . We say that D is crys-
talline (resp. de Rham) if an equality dimK0D
K
crys(D) = rank(D) (resp. dimKD
K
dR(D) =
rank(D)) holds. We say that D is potentially crystalline if there exists a finite ex-
tension L of K such that D|L is crystalline (ϕ,ΓL)-module over B
†
rig,L.
Definition 2.7. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K. We call the set
{h ∈ Z|Fil−hDKdR(D)/Fil
−h+1DKdR(D) 6= 0} the Hodge-Tate weights of D.
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If D is crystalline then D is also de Rham by the above inequalities. Because
potentially de Rham implies de Rham by Hilbert 90, if D is potentially crystalline,
then D is de Rham. If D is potentially crystalline such that D|L is crystalline
for a finite Galois extension L of K, then DLcrys(D) := D
L
crys(D|L) is naturally
equipped with actions of ϕ and of Gal(L/K) and we have a natural isomorphism
L ⊗L0 D
L
crys(D)
∼
→ DLdR(D) = L ⊗K D
K
dR(D), i.e. D
L
crys(D) is naturally equipped
with a structure of filtered (ϕ,Gal(L/K))-module.
2.3. Bloch-Kato’s exponential map for (ϕ,Γ)-modules. This subsection is
the main part of this section. We define a map expK,D : D
K
dR(D) → H
1(K,D),
which is the (ϕ,Γ)-module analogue of Bloch-Kato’s exponential map.
The following is the main theorem of this section, which is the (ϕ,Γ)-module
analogue of the long exact sequence, for a p-adic representation V of GK ,
0→ H0(K, V )→ H0(K,Be ⊗Qp V )⊕ H
0(K,B+dR ⊗Qp V )→ H
0(K,BdR ⊗Qp V )
δ1,V
−−→ H1(K, V )→ H1(K,Be ⊗Qp V )⊕ H
1(K,B+dR ⊗Qp V )→ H
1(K,BdR ⊗Qp V )
δ2,V
−−→ H2(K, V )→ H2(K,Be ⊗Qp V )→ 0
which is obtained by taking the cohomology long exact sequence associated to the
Bloch-Kato’s fundamental short exact sequence
0→ V → Be ⊗Qp V ⊕B
+
dR ⊗Qp V → BdR ⊗Qp V → 0.
See § 2.5 for the comparison of the above exact sequence with the below exact
sequence.
Theorem 2.8. Let D be a (ϕ,ΓK)-module over B
†
rig,K. Then there exists a canon-
ical functorial long exact sequence
0→H0(K,D)→ H0(K,D[1/t])⊕ H0(K,D+dif(D))→ H
0(K,Ddif(D))
δ1,D
−−→H1(K,D)→ H1(K,D[1/t])⊕ H1(K,D+dif(D))→ H
1(K,Ddif(D))
δ2,D
−−→H2(K,D)→ H2(K,D[1/t])→ 0.
Proof. To construct this exact sequence, we need to define some more complexes.
For each n ≧ n(D), we define a complex with degree in [0, 2]
C˜•ϕ,γK(D
(n)) : [(D(n))∆K
d1−→ (D(n))∆K ⊕ (D(n+1))∆K
d2−→ (D(n+1))∆K ]
with d1(x) := ((γK − 1)x, (ϕ− 1)x) and d2((x, y)) := (ϕ− 1)x− (γK − 1)y. Define
C˜•ϕ,γK (D
(n)[1/t]) in the same way. We also define C˜•ϕ,γK(D
+
dif,n(D)) with degree in
[0.2] by
[
∏
m≧n
D+dif,m(D)
∆K
d′1−→
∏
m≧n
D+dif,m(D)
∆K⊕
∏
m≧n+1
D+dif,m(D)
∆K
d′2−→
∏
m≧n+1
D+dif,m(D)
∆K ]
15
with
d′1((xm)m≧n) := (((γK − 1)xm)m≧n, (xm−1 − xm)m≧n+1)
and
d′2((xm)m≧n, (ym)m≧n+1) := ((xm−1 − xm)− (γK − 1)ym)m≧n+1.
Define C˜•ϕ,γK (Ddif,n(D)) = ∪k≧0C˜
•
ϕ,γK
( 1
tk
D+dif,n(D)). We first prove the following
lemma.
Lemma 2.9. Let D be a (ϕ,ΓK)-module over B
†
rig,K. The following sequence is
exact for any n ≧ n(D)
0→ (D(n))∆K
f1
−→ (D(n)[1/t])∆K⊕
∏
m≧n
D+dif,m(D)
∆K f2−→ ∪k≧0
∏
m≧n
(
1
tk
Ddif,m(D))
∆K → 0
where f1(x) := (x, (ιm(x))m≧n) and f2(x, (ym)m≧n) := (ιm(x)− ym)m≧n.
Proof. Because the functor M 7→ M∆K is exact for Q[∆K ]-modules, it suffices to
show that the sequence
0→ D(n)
f1
−→ D(n)[1/t]⊕
∏
m≧n
D+dif,m(D)
f2
−→ ∪k≧0
1
tk
∏
m≧n
D+dif,m(D)→ 0
is exact.
That f1 is injective and that f2 ◦ f1 = 0 are trivial by definition.
If (x, (ym)m≧n) ∈ Ker(f2), then we have ιm(x) = ym ∈ D
+
dif,m(D) for any m ≧
n. Hence we have x ∈ D(n) by Proposition 1.2.2 of [Ber08b] and so we have
(x, (ym)m≧n) = f1(x) ∈ Im(f1).
Finally, we prove that f2 is surjective. Because we have D
(n)[1/t] = ∪∞k=1
1
tk
D(n),
it suffices to show that the natural map
1
tk
D(n) →
∏
m≧n
1
tk
D+dif,m(D)/D
+
dif,m(D) : x 7→ (ιm(x))m≧n
is surjective for any k ≧ 1. Moreover, twisting by tk, it suffices to show that the
map
D(n) →
∏
m≧n
D+dif,m(D)/t
kD+dif,m(D) : x 7→ (ιm(x))m≧n
is surjective for any k ≧ 1. By induction and by de´vissage, it suffices to show
that this map is surjective for k = 1. Let {ei}
d
i=1 be a basis of D such that
D(n) = B†,rnrig,Ke1 ⊕ · · · ⊕ B
†,rn
rig,Ked for any n ≧ n(D). Then {ιm(ei)}
d
i=1 is a Km-
basis of DSen,m(D) := D
+
dif,m(D)/tD
+
dif,m(D) for any m ≧ n by Lemma 4.9 of
[Ber02]. Hence, for any (ym)m≧n ∈
∏
m≧nDSen,m(D), there exist am,i ∈ Km (m ≧
n, 1 ≦ i ≦ d) such that ym =
∑d
i=1 am,iιm(ei) for any m ≧ n. Because the
natural map B†,rnrig,K/t →
∏
m≧nKm : x 7→ (ιm(x))m≧n is isomorphism, there exists
{ai}1≦i≦d ⊆ B
†,rn
rig,K such that ιm(ai) = am,i for any m ≧ n and i. Then we have
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ιm(
∑d
i=1 aiei) = ym for any m ≧ n. This proves the surjection of f2, hence proves
the lemma.

It is easy to see that the maps f1, f2 commute with the differentials of C˜
•
ϕ,γK
(−).
Hence, for each n ≧ n(D), we obtain the following short exact sequence of com-
plexes
0→ C˜•ϕ,γK (D
(n))
f1
−→ C˜•ϕ,γK(D
(n)[1/t])⊕C˜•ϕ,γK(D
+
dif,n(D))
f2
−→ C˜•ϕ,γK(Ddif,n(D))→ 0.
We define a transition map
C˜•ϕ,γK(D
+
dif,n)→ C˜
•
ϕ,γK
(D+dif,n+1(D))
which is induced by the map∏
m≧n
D+dif,m(D)→
∏
m≧n+1
D+dif,m : (xm)m≧n 7→ (xm)m≧n+1.
We similarly define C˜•ϕ,γK (Ddif,n) → C˜
•
ϕ,γK
(Ddif,n+1(D)). Taking the inductive
limit with respect to n ≧ n(D), we obtain the following short exact sequence of
complexes
0→ C•ϕ,γK (D)→ C
•
ϕ,γK
(D[1/t])⊕lim
−→
n
C˜•ϕ,γK(D
+
dif,n(D))→ lim−→
n
C˜•ϕ,γK (Ddif,n(D))→ 0
because we have lim
−→n
C˜•ϕ,γK(D
(n)
1 )
∼
→ C•ϕ,γK (D1) for D1 = D,D[1/t]. Taking the
cohomology long exact sequence, we obtain the following long exact sequence
0→ H0(K,D)→ H0(K,D[1/t])⊕ H0(lim
−→n
C˜•ϕ,γK (D
+
dif,n(D)))→ H
0(lim
−→n
C˜•ϕ,γK(Ddif,n(D)))
δ1,D
−−→ H1(K,D)→ H1(K,D[1/t])⊕ H1(lim
−→n
C˜•ϕ,γK (D
+
dif,n(D)))→ H
1(lim
−→n
C˜•ϕ,γK(Ddif,n(D)))
δ2,D
−−→ H2(K,D)→ H2(K,D[1/t])⊕ H2(lim
−→n
C˜•ϕ,γK (D
+
dif,n(D)))→ H
2(lim
−→n
C˜•ϕ,γK(Ddif,n(D)))
→ 0.
Next, for D
(+)
dif,n(D) = D
+
dif,n(D),Ddif,n(D), define a map of complexes
C•γK (D
(+)
dif,n(D))→ C˜
•
ϕ,γK
(D
(+)
dif,n(D))
by
C0γK (D
(+)
dif,n(D))→ C˜
0
ϕ,γK
(D
(+)
dif,n(D)) : x 7→ (xm)m≧n where xm := x (m ≧ n),
C1γK (D
(+)
dif,n(D))→ C˜
1
ϕ,γK
(D
(+)
dif,n(D)) : x 7→ ((xm)m≧n, 0) where xm := x (m ≧ n).
It is easy to check that the map C•γK (D
(+)
dif,n(D)) → C˜
•
ϕ,γK
(D
(+)
dif,n(D)) is quasi iso-
morphism. Because we have C•γK (D
(+)
dif (D)) = lim−→n
C•γK (D
(+)
dif,n(D)), we obtain an
17
isomorphism
Hq(K,D
(+)
dif (D))
∼
→ Hq(lim
−→
n
C˜•ϕ,γK (D
(+)
dif,n(D))).
Combining the above isomorphisms and the above long exact sequence, we ob-
tain the following desired long exact sequence
0→ H0(K,D)→ H0(K,D[1/t])⊕ H0(K,D+dif(D))→ H
0(K,Ddif(D))
δ1,D
−−→ H1(K,D)→ H1(K,D[1/t])⊕ H1(K,D+dif(D))→ H
1(K,Ddif(D))
δ2,D
−−→ H2(K,D)→ H2(K,D[1/t])→ 0.
The functoriality of this exact sequence is trivial by construction. This finishes
the proof of the theorem.

Definition 2.10. Let D be a (ϕ,ΓK)-module over B
†
rig,K . Then we define a map
expK,D : D
K
dR(D)→ H
1(K,D)
as the connecting map δ1,D : D
K
dR(D) = H
0(K,Ddif(D)) → H
1(K,D) of the long
exact sequence of Theorem 2.8. We call expK,D the exponential map of D.
Remark 2.11. By definition, we have expK,D(Fil
0DdR(D)) = 0. Hence expK,D
induces a map
expK,D : D
K
dR(D)/Fil
0DKdR(D)→ H
1(K,D).
To study the map expK,D, it is useful to define expK,D in a more explicit way. The
following lemma gives explicit definitions of expK,D and δ2,D : H
1(K,Ddif(D)) →
H2(K,D).
Lemma 2.12. (1) Let x be an element of DKdR(D). Take an n ≧ n(D) such
that x ∈ Ddif,n(D) and take an x˜ ∈ (D
(n)[1/t])∆K such that ιm(x˜) − x ∈
D+dif,m(D) for any m ≧ n (such an x˜ exists by Lemma 2.9). Then we have
expK,D(x) = [(γK − 1)x˜, (ϕ− 1)x˜] ∈ H
1(K,D).
(2) Let [x] be an element of H1(K,Ddif(D)). Let x ∈ Ddif,n(D)
∆K be a lift of
[x] for some n ≧ n(D). Take an x˜ ∈ (D(n)[1/t])∆K such that ιm(x˜)− x ∈
D+dif,m(D) for any m ≧ n (such an x˜ exists by Lemma 2.9). Then we have
δ2,D([x]) = [(ϕ− 1)x˜] ∈ H
2(K,D).
Proof. These formulae directly follow from the proof of the above theorem and the
construction of the snake lemma.

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2.4. dual exponential map. In this subsection, when D is de Rham, we define a
map exp∗K,D∨(1) : H
1(K,D)→ Fil0DKdR(D), which we call the dual exponential map
of D. Then, we prove that the map exp∗K,D : H
1(K,D∨(1)) → Fil0DKdR(D
∨(1)) is
the adjoint of the map expK,D : D
K
dR(D)/Fil
0DKdR(D)→ H
1(K,D).
Before defining exp∗K,D∨(1), we prove some preliminary lemmas. Let D1, D2 be
(ϕ,ΓK)-modules over B
†
rig,K . We define a paring
∪dif : H
0(K,Ddif(D1))× H
1(K,Ddif(D2))→ H
1(K,Ddif(D1 ⊗D2))
by x ∪dif [y] := [x⊗ y] for any x ∈ H
0(K,Ddif(D1)) and [y] ∈ H
1(K,Ddif(D2)).
Lemma 2.13. The following two diagrams are commutative;
H0(K,Ddif(D1))×H
1(K,Ddif(D2))
∪dif−−−→ H1(K,Ddif(D1 ⊗D2))yexpK,D1 x[x,y] 7→[ιn(x)] yδ2,D1⊗D2
H1(K,D1) × H
1(K,D2)
∪
−−−→ H2(K,D1 ⊗D2),
H0(K,Ddif(D1))×H
1(K,Ddif(D2))
∪dif−−−→ H1(K,Ddif(D1 ⊗D2))xa7→ιn(a) yδ2,D2 yδ2,D1⊗D2
H0(K,D1) × H
2(K,D2)
∪
−−−→ H2(K,D1 ⊗D2).
In other words, we have equalities
δ2,D1⊗D2(z ∪dif [ιn(x)]) = expK,D1(z) ∪ [x, y]
and
δ2,D1⊗D2(ιn(a) ∪dif [b]) = a ∪ δ2,D2([b])
for any z ∈ H0(K,Ddif(D1)), [x, y] ∈ H
1(K,D2) and a ∈ H
0(K,D1), [b] ∈ H
1(K,Ddif(D2)).
Proof. Here, we only prove the commutativity of the first diagram. We can prove
the commutativity of the second diagram in a similar way.
Take any z ∈ H0(K,Ddif(D1)) and [x, y] ∈ H
1(K,D2). Take n sufficiently large
such that z ∈ Ddif,n(D1) and x ∈ D
(n)
2 , y ∈ D
(n+1)
2 . By Lemma 2.12 (1), if we take
z˜ ∈ (D
(n)
1 [1/t])
∆K such that ιm(z˜)− z ∈ D
+
dif,m(D1) for any m ≧ n, then we have
expK,D1(z) = [(γK − 1)z˜, (ϕ− 1)z˜].
Hence we have
expK,D1(z) ∪ [x, y] = [(γK − 1)z˜, (ϕ− 1)z˜] ∪ [x, y]
= [(ϕ− 1)z˜ ⊗ ϕ(x)− (γK − 1)z˜ ⊗ γK(y)] ∈ H
2(K,D1 ⊗D2).
On the other hand, under the natural quasi-isomorphism C•γK (Ddif,n(D)) →
C˜•ϕ,γK (Ddif,n(D)) which is defined in the proof of Theorem 2.8, the element [ιn(x)] ∈
H1(K,Ddif,n(D2)) is sent to
[(ιm(x))m≧n, (ιm(y))m≧n+1] ∈ H
1(C˜•ϕ,γK(Ddif,n(D2))).
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Hence, the element z ∪dif [ιn(x)] ∈ H
1(K,Ddif,n(D1 ⊗D2)) is sent to
[(z ⊗ ιm(x))m≧n, (z ⊗ ιm(y))m≧n+1] ∈ H
1(C˜•ϕ,γK(Ddif,n(D1 ⊗D2))).
The element (z˜⊗x, z˜⊗y) ∈ (D
(n)
1 ⊗D
(n)
2 [1/t])
∆K
⊕
(D
(n+1)
1 ⊗D
(n+1)
2 [1/t])
∆K satisfies
that ((ιm(z˜ ⊗ x))m≧n, (ιm(z˜ ⊗ y))m≧n+1) − ((z ⊗ ιm(x))m≧n, (z ⊗ ιm(y))m≧n+1) ∈∏
m≧nD
+
dif,m(D1⊗D2)
⊕∏
m≧n+1D
+
dif,m(D1⊗D2). Hence, by the definition of the
boundary map δ2,D1⊗D2 , we obtain
δ2,D1⊗D2(z ∪dif [ιn(x)]) = [(ϕ− 1)(z˜ ⊗ x)− (γK − 1)(z˜ ⊗ y)].
Using the equality (ϕ− 1)x = (γK − 1)y, it is easy to show the equality
(ϕ− 1)z˜ ⊗ ϕ(x)− (γK − 1)z˜ ⊗ γK(y) = (ϕ− 1)(z˜ ⊗ x)− (γK − 1)(z˜ ⊗ y).
Hence we obtain the desired equality
expK,D1(z) ∪ [x, y] = δ2,D1⊗D2(z ∪dif [ιn(x)]).

Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K . Then the natural map
K∞((t))⊗K D
K
dR(D)→ Ddif(D) : f(t)⊗ x 7→ f(t)x
is isomorphism. We identify K∞((t)) ⊗K D
K
dR(D) with Ddif(D) by this isomor-
phism. Then, it is easy to check that the map
gD : D
K
dR(D)
∼
→ H1(K,Ddif(D))(
∼
→ H1(C•γK (K∞((t))⊗K D
K
dR(D))))
define by
gD(x) := [log(χ(γK))(1⊗ x)] ∈ H
1(C•γK (K∞((t))⊗K D
K
dR(D)))
is isomorphism and is independent of the chose of γK up to the canonical isomor-
phism. We note that DKdR(B
†
rig,K(1)) = K ·
1
t
e1.
Lemma 2.14. The following diagram is commutative,
DKdR(B
†
rig,K(1))
=
−−−→ K · 1
t
e1
a
t
e1 7→a
−−−−→ KygB†rig,K (1) yTrK/Qp
H1(K,Ddif(B
†
rig,K(1)))
δ
2,B
†
rig,K
(1)
−−−−−−→ H2(K,B†rig,K(1))
ftr
−−−→ Qp.
Proof. Using the trace and the corestriction, it suffices to show the lemma when
K = Qp. Assume K = Qp. We prove the lemma by comparing the cohomology of
(ϕ,ΓQp)-module B
†
rig,Qp
(1) with the Galois cohomology of the p-adic representation
Qp(1) of GQp as follows. Please see § 2.5 for some notations and definitions in the
proof below.
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Take the element [log(χ(γK)), 0] ∈ H
1(Qp,B
†
rig,Qp
). Then we have
g
B
†
rig,Qp
(1)(
a
t
e1) =
a
t
e1 ∪dif [ιn(log(χ(γK)))]
by the definition of gD and ∪dif . Hence, by Lemma 2.13, we obtain an equality
δ2,B†rig,Qp(1)
(g
B
†
rig,Qp
(1)(
a
t
e1)) = δ2,,B†rig,Qp(1)
(a
t
e1 ∪dif [ιn(log(χ(γK)))])
= expQp,B†rig,Qp(1)
(a
t
e1) ∪ [log(χ(γK)), 0]
for any a ∈ Qp. Hence, it suffices to show
ftr(expQp,B†rig,Qp(1)
(
a
t
e1)) ∪ [log(χ(γK)), 0]) = a.
We note that the comparison isomorphism
H1(Qp,B
†
rig,Qp)
∼
→ H1(Qp,W (B
†
rig,Qp))
∼
→ H1(Qp,Qp)
(where Qp on the right hand side is the trivial p-adic representation of GQp )
sends [log(χ(γ)), 0] to the element log(χ) ∈ Hom(GabQp,Qp) = H
1(Qp,Qp) defined
by log(χ) : GabQp → Qp : g 7→ log(χ(g)). Hence, by Theorem 2.21, in particular,
by the compatibility of expK,D with expK,W (D) (we remark that we don’t use any
results in this subsection § 2.4 to prove this compatibility), it suffices to show that
Tate’s paring satisfies
< expQp,Qp(
a
t
e1), log(χ) >= a
for any a ∈ Qp. Because it is known that κ(b) = expQp,Qp(
log(b)
t
e1) for any b ∈ Z×p
(κ : Q×p → H
1(Qp,Qp(1)) is the Kummer map), we obtain
< expQp,Qp(
log(b)
t
e1), log(χ) > =< κ(b), log(χ) >
= log(b)
for any b ∈ Z×p , where the last equality follows from Remark 2.3. This finishes to
prove the lemma.

Let D be a (ϕ,ΓK)-module over B
†
rig,K . We define a paring
<,>dif : H
0(K,Ddif(D))×H
1(K,Ddif(D
∨(1)))
∪dif−−→ H1(K,Ddif(D ⊗D
∨(1)))
ev
−→ H1(K,Ddif(B
†
rig,K(1)))
g−1
B
†
rig,K
(1)
−−−−−→ DKdR(B
†
rig,K(1))
a
t
e1 7→a
−−−−→ K.
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Lemma 2.15. Let D be a (ϕ,ΓK)-module over B
†
rig,K. Then the following dia-
grams
H0(K,Ddif(D))×H
1(K,Ddif(D
∨(1)))
<,>dif−−−−→ KyexpK,D x[x,y] 7→[ιn(x)] yTrK/Qp
H1(K,D) × H1(K,D∨(1)) −−−→
<,>
Qp
and
H0(K,Ddif(D))×H
1(K,Ddif(D
∨(1)))
<,>dif−−−−→ Kxx 7→ιn(x) yδ2,D∨(1) yTrK/Qp
H0(K,D) × H2(K,D∨(1)) −−−→
<,>
Qp
are commutative. In other words, we have equalities
< expK,D(z), [x, y] >= TrK/Qp(< z, [ιn(x)] >dif)
and
< a, δ2,D∨(1)([b]) >= TrK/Qp(< ιn(a), [b] >dif)
for any z ∈ H0(K,Ddif(D)), [x, y] ∈ H
1(K,D∨(1)) and a ∈ H0(K,Ddif(D)), [b] ∈
H1(K,D∨(1)).
Proof. This lemma follows from Lemma 2.13 and Lemma 2.14. 
Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K .
We define a map
exp∗K,D∨(1) : H
1(K,D)→ Fil0DKdR(D)
as the composition of the natural map
H1(K,D)→ H1(K,D+dif(D))→ H
1(K,Ddif(D)) : [x, y] 7→ [ιn(x)]
(for sufficiently large n) with the inverse of the isomorphism
gD : D
K
dR(D)
∼
→ H1(K,Ddif(D)).
Because we have D+dif(D) = Fil
0(K∞((t))⊗K D
K
dR(D)), we can easily see that the
image of exp∗K,D∨(1) is contained in Fil
0DKdR(D). As in the case of p-adic Galois
representations, the map exp∗K,D is the adjoint of expK,D in the following sense.
We define a K-bi-linear perfect paring [−,−]dR by
[−,−]dR : D
K
dR(D)×D
K
dR(D
∨(1))
ev
−→ DKdR(B
†
rig,K(1))
a
t
e1 7→a
−−−−→ K
where ev is the natural evaluation map. By the definition of Fili, this paring
induces a perfect paring
[−,−]dR : D
K
dR(D)/Fil
0DKdR(D)× Fil
0DKdR(D
∨(1))→ K.
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Proposition 2.16. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K. For any
x ∈ DKdR(D)/Fil
0DKdR(D) and y ∈ H
1(K,D∨(1)), the following equality holds
< expK,D(x), y >= TrK/Qp([x, exp
∗
K,D(y)]dR).
Proof. By Lemma 2.15, it suffices to show the equality
[x, z]dR =< x, gD∨(1)(z) >dif
for any x ∈ H0(K,Ddif(D)), z ∈ H
0(K,Ddif(D
∨(1))); but this equality is trivial by
definition. 
2.5. comparison with Bloch-Kato’s exponential map of B-pairs. In this
subsection, we show that the long exact sequence of Theorem 2.8 associated to D
is isomorphic to the long exact sequence naturally defined from the cohomologies
of the corresponding B-pair W (D). In particular, in the e´tale case, we show that
the sequence of Theorem 2.8 is isomorphic to the long exact sequence induced from
the Bloch-Kato’s fundamental short exact sequence.
We first recall the definition of B-pairs and the definition of the functor from the
category of (ϕ,Γ)-modules to the category of B-pairs which induces an equivalence
between these categories, see [Ber08a] for more details.
The following definition is due to Berger ([Ber08a]).
Definition 2.17. We say that a pair W := (We,W
+
dR) is a B-pair of GK if
(1) We is a finite free Be-module with a continuous semi-linear GK-action.
(2) W+dR is a GK-stable finite B
+
dR-submodule of WdR := BdR ⊗Be We which
generates WdR as BdR-module,
where semi-linear means that g(ax) = g(a)g(x) for any a ∈ Be, x ∈ We and
g ∈ GK .
Remark 2.18. Let V be a p-adic representation of GK . We define a B-pair
W (V ) := (Be ⊗Qp V,B
+
dR ⊗Qp V ).
By Bloch-Kato’s fundamental short exact sequence ([BK90])
0→ Qp
x 7→(x,x)
−−−−→ Be
⊕
B+dR
(x,y)7→x−y
−−−−−−→ BdR → 0,
we can easily see that this functor V 7→W (V ) is fully faithful, hence we can view
the category of p-adic representations of GK as a full subcategory of the category
of B-pairs of GK .
By the theorems of Fontaine, Cherbonnier-Colmez and Kedlaya, the category of
p-adic representations of GK is equivalent to the category of e´tale (ϕ,ΓK)-modules
over B†rig,K . Berger extended this categorical equivalence to the equivalence be-
tween the category of B-pairs of GK with that of (ϕ,ΓK)-modules over B
†
rig,K ,
which we recall below.
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We first note that we have a (ϕ, GK)-equivariant canonical injection B
†
rig,K →֒
B˜
†
rig. Let D be a (ϕ,ΓK)-module over B
†
rig,K of rank d. For each n ≧ n(D), we
define
We(D
(n)) := (B˜†,rnrig [1/t]⊗B†,rnrig,K
D(n))ϕ=1.
Since we have an isomorphism
B
†,rn+1
rig,K ⊗ϕ,B†,rnrig,K
D(n)
∼
→ D(n+1) : a⊗ x 7→ aϕ(x)
and the map ϕ : B˜†,rnrig
∼
→ B˜
†,rn+1
rig is isomorphism, we obtain a natural isomorphism
B˜
†,rn
rig ⊗B†,rnrig,K
D(n)
a⊗x 7→ϕ(a)⊗x
−−−−−−−−→ B˜
†,rn+1
rig ⊗ϕ,B†,rnrig,K
D(n)
∼
→ B˜
†,rn+1
rig ⊗B†,rn+1rig,K
(B
†,rn+1
rig,K ⊗ϕ,B†,rnrig,K
D(n))
a⊗(b⊗x)7→a⊗bϕ(x)
−−−−−−−−−−−→ B˜
†,rn+1
rig ⊗B†,rn+1rig,K
D(n+1),
i.e. the map
ϕ : B˜†,rnrig ⊗B†,rnrig,K
D(n) → B˜
†,rn+1
rig ⊗B†,rn+1rig,K
D(n+1) : a⊗ x 7→ ϕ(a)⊗ ϕ(x)
is isomorphism. Hence, we obtain the following diagram
0 −−−→ We(D
(n)) −−−→ B˜†,rnrig [1/t]⊗B†,rnrig,K
D(n)
ϕ−1
−−−→ B˜
†,rn+1
rig [1/t]⊗B†,rn+1rig,K
D(n+1)yϕ yϕ yϕ
0 −−−→ We(D
(n+1)) −−−→ B˜
†,rn+1
rig [1/t]⊗B†,rn+1rig,K
D(n+1)
ϕ−1
−−−→ B˜
†,rn+2
rig [1/t]⊗B†,rn+2rig,K
D(n+2).
with exact rows. Hence, the map
ϕ :We(D
(n))
∼
→ We(D
(n+1))
is also isomorphism. We define
We(D) :=We(D
(n))
for any n ≧ n(D). Using the isomorphism ϕ : We(D
(n))
∼
→ We(D
(n+1)), We(D)
does not depend on the choice of n. One has thatWe(D) is a finite free Be-module
of rank d and the natural map
B˜
†,rn
rig [1/t]⊗Be We(D
(n))→ B˜†,rnrig [1/t]⊗B†,rnrig,K
D(n) : a⊗ x 7→ ax
is isomorphism by Proposition 2.2.6 of [Ber08a]. Put
WdR(D) := BdR ⊗Be We(D).
Using the isomorphism above, we obtain an isomorphism
WdR(D)
∼
→ BdR ⊗Be We(D
(n))
∼
→ BdR ⊗ιn,B˜†,rnrig [1/t]
(B˜†,rnrig [1/t]⊗Be We(D
(n)))
∼
→ BdR ⊗ιn,B˜†,rnrig [1/t]
(B˜†,rnrig [1/t]⊗B†,rnrig,K
D(n))
∼
→ BdR ⊗ιn,B†,rnrig,K
D(n).
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We define a B+dR-submodule
W+dR(D) := B
+
dR ⊗ιn,B†,rnrig,K
D(n)
of WdR(D). Using the isomorphism
B+dR ⊗ιn,B†,rnrig,K
D(n)
∼
→ B+dR ⊗ιn+1,B
†,rn+1
rig,K
D(n+1) : a⊗ x 7→ a⊗ ϕ(x),
W+dR(D) also does not depend on the choice of n. Hence, we obtain a B-pair
W (D) := (We(D),W
+
dR(D)).
The main theorem of [Ber08a] is the following.
Theorem 2.19. The functor D 7→ W (D) is exact and gives an equivalence of
categories between the category of (ϕ,ΓK)-modules over B
†
rig,K and the category of
B-pairs of GK . Moreover, if we restrict this functor to e´tale (ϕ,ΓK)-modules, this
gives an equivalence of categories between the category of e´tale (ϕ,ΓK)-modules
over B†rig,K and the category of p-adic representations of GK.
Proof. This is Theorem 2.2.7 and Proposition 2.2.9 of [Ber08a]. 
Remark 2.20. The inverse functor D(−) of W (−) is defined as follows, see § 2
of [Ber08a] for the proof. Let W = (We,W
+
dR) be a B-pair of GK of rank d. For
each n ≧ 1, we first define
D˜(n)(W ) := {x ∈ B˜†,rnrig [1/t]⊗Be We|ιm(x) ∈ W
+
dR for any m ≧ n}.
Berger showed that D˜(W ) := lim
−→n
D˜(n)(W ) is a finite free B˜†rig-module of rank
d with (ϕ,GK)-action. Then, D(W ) is defined as the unique (ϕ,ΓK)-submodule
D(W ) ⊆ D˜(W )Ker(χ) over B†rig,K such that B˜
†
rig ⊗B†rig,K
D(W )
∼
→ D˜(W ).
Next, we recall the definition of Galois cohomology of B-pairs, see § 2 of [Na09]
and the appendix of [Na10] for details. For a continuous GK-module M and for
each q ≧ 0, we denote by
Cq(GK ,M) := {c : G
×q
K →M continuous map}
the set of q continuous cochains (when q = 0, we define G×0K := {one point}). As
usual, we define the map
δq : C
q(GK ,M)→ C
q+1(GK ,M)
by
δq(c)(g1, g2, · · · , gq+1) := g1c(g2, · · · , gq+1) + (−1)
q+1c(g1, g2, · · · , gq)
+
q∑
s=1
(−1)sc(g1, · · · , gs−1, gsgs+1, gs+2, · · · , gq+1)
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and define the continuous cochain complex concentrated in degree [0,+∞) by
C•(GK ,M) := [C
0(GK ,M)
δ0−→ C1(GK ,M)
δ1−→ · · · ].
We define
Hq(K,M) := Hq(C•(GK ,M)).
For a B-pair W := (We,W
+
dR), we denote by
C•(GK ,W ) := Cone(C
•(GK ,We)⊕C
•(GK ,W
+
dR)
(ce,cdR)7→ce−cdR
−−−−−−−−−−→ C•(GK ,WdR))[−1]
the degree (−1)-shift of the mapping cone of the map of complexes
C•(GK ,We)⊕ C
•(GK ,W
+
dR)→ C
•(GK ,WdR) : (ce, cdR) 7→ ce − cdR.
We define
Hq(K,W ) := Hq(C•(GK ,W )).
By the definition of mapping cone, we have the following long exact sequence.
0→H0(K,W )→ H0(K,We)⊕H
0(K,W+dR)→ H
0(K,WdR)
δ1,W
−−→H1(K,W )→ H1(K,We)⊕H
1(K,W+dR)→ H
1(K,WdR)
δ2,W
−−→H2(K,W )→ H2(K,We)→ 0,
where the vanishings of Hq(K,W+dR),H
q(K,WdR),H
q+1(K,W ) and Hq+1(K,We)
for any q ≧ 2 are proved in [Na10].
We define
DKdR(W ) := H
0(K,WdR),
and we define
expK,W := δ1,W : D
K
dR(W )→ H
1(K,W )
as the first boundary map of the above exact sequence.
When W = W (V ), since we have a short exact sequence
0→ V → Be ⊗Qp V ⊕B
+
dR ⊗Qp V → BdR ⊗Qp V → 0
by Bloch-Kato, we have a canonical quasi-isomorphism
C•(GK , V )→ C
•(GK ,W (V )).
This quasi-isomorphism gives an isomorphism
Hq(K, V )
∼
→ Hq(K,W (V ))
for each q. By this isomorphism, the above exact sequence forW = W (V ) is equal
to the exact sequence
0→H0(K, V )→ H0(K,Be ⊗Qp V )⊕ H
0(K,B+dR ⊗Qp V )→ H
0(K,BdR ⊗Qp V )
δ1,V
−−→H1(K, V )→ H1(K,Be ⊗Qp V )⊕ H
1(K,B+dR ⊗Qp V )→ H
1(K,BdR ⊗Qp V )
δ2,V
−−→H2(K, V )→ H2(K,Be ⊗Qp V )→ 0,
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obtained from Bloch-Kato’s fundamental short exact sequence.
The main result of this subsection is the following.
Theorem 2.21. Let D be a (ϕ,ΓK)-module over B
†
rig,K. For each q ≧ 0, there
exist the following functorial isomorphisms
(1) Hq(K,D)
∼
→ Hq(K,W (D)),
(2) Hq(K,D[1/t])
∼
→ Hq(K,We(D)),
(3) Hq(K,D+dif(D))
∼
→ Hq(K,W+dR(D)),
(4) Hq(K,Ddif(D))
∼
→ Hq(K,WdR(D)).
Moreover, these isomorphisms give an isomorphism between the exact sequence
associated to D in Theorem 2.8 and that associated to W (D) defined above.
Proof. We proved (1) in Theorem 5.11 of [Na10]. Since we have W+dR(D) =
B+dR ⊗K∞[[t]] D
+
dif(D), then (3) follows Theorem 2.14 of [Fo03]. (4) follows from
(3) since we have WdR(D) = lim−→n≧0
1
tn
W+dR(D) and Ddif(D) = lim−→n≧0
1
tn
D+dif(D).
We prove (2) using (1). By (1), we have
Hq(K,D[1/t])
∼
→ lim
−→
n
Hq(K,
1
tn
D)
∼
→ lim
−→
n
Hq(K,W (
1
tn
D)).
Since we have W ( 1
tn
D)
∼
→ (We(D),
1
tn
W+dR(D)) for each n ≧ 0, we obtain
lim
−→
n≧0
C•(GK ,W
+
dR(
1
tn
D)) = lim
−→
n≧0
C•(GK ,
1
tn
W+dR(D)) = C
•(GK ,WdR(D)).
Hence, we obtain an isomorphism
lim
−→
n≧0
Hq(K,W (
1
tn
D))
∼
→ Hq(lim
−→
n≧0
C•(GK ,W (
1
tn
(D)))
∼
→ Hq(Cone(C•(GK ,We(D))⊕C
•(GK ,WdR(D))
(ce,cdR)7→ce−cdR
−−−−−−−−−−→ C•(GK ,WdR(D)))[−1]).
Since we have the following short exact sequence of complexes
0→ C•(GK ,We(D))
x 7→(x,x)
−−−−→ C•(GK ,We(D))⊕ C
•(GK ,WdR(D))
(x,y)7→x−y
−−−−−−→ C•(GK ,WdR(D))→ 0,
we obtain a natural isomorphism
Hq(K,We(D))
∼
→ Hq(Cone(C•(GK ,We(D))⊕C
•(GK ,WdR(D))
(ce,cdR)7→ce−cdR
−−−−−−−−−−→ C•(GK ,WdR(D)))[−1]),
which proves (2).
Next, we prove that the isomorphisms (1) to (4) of the theorem give an isomor-
phism of the corresponding long exact sequences. Since the other commutativities
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are easy to check, it suffices to show that the following two diagrams are commu-
tative
(i)
H0(K,Ddif(D))
∼
→
−−−→ H0(K,WdR(D))yexpK,D yexpK,W (D)
H1(K,D)
∼
→
−−−→ H1(K,W (D)),
(ii)
H1(K,Ddif(D))
∼
→
−−−→ H1(K,WdR(D))yδ2,D yδ2,W (D)
H2(K,D)
∼
→
−−−→ H2(K,W (D)).
We first prove the commutativity of (i). For simplicity, we assume that ΓK has
a topological generator γK , the general case can be proved similarly using the argu-
ment of § 2.1 of [Li08]. If we denote by Ext1(B†rig,K , D) (resp. Ext
1((Be,B
+
dR),W (D))
) the group of extension classes of B†rig,K by D (resp. of the trivial B-pair (Be,B
+
dR)
by W (D)), then we have the following canonical isomorphisms
hD : H
1(K,D)
∼
→ Ext1(B†rig,K , D), hW (D) : H
1(K,W (D))
∼
→ Ext1((Be,B
+
dR),W (D))
by § 2.1 of [Li08] and by § 2.1 of [Na09], and we have the following commutative
diagram
H1(K,D)
∼
→
−−−→ H1(K,W (D))yhD yhW (D)
Ext1(B†rig,K , D)
∼
→
−−−→ Ext1((Be,B
+
dR),W (D))
by Theorem 5.11 of [Na10], where the isomorphism
Ext1(B†rig,K , D)
∼
→ Ext1((Be,B
+
dR),W (D))
is given by
[0→ B†rig,K → D
′ → D → 0] 7→ [0→ (Be,B
+
dR)→W (D
′)→W (D)→ 0],
i.e. given by applying the functor W (−).
Let a ∈ H0(K,Ddif(D)) = Ddif(D)
γK=1 ∼→ H0(K,WdR(D)). By the above dia-
gram, it suffices to show that the functor W (−) sends the extension corresponding
to expK,D(a) to the extension corresponding to expK,W (D)(a).
Take n sufficiently large such that a ∈ Ddif,n(D)
γK=1. By (1) of Lemma 2.12
and by the definition of the isomorphism H1(K,D)
∼
→ Ext1(B†rig,K , D), if we take
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a˜ ∈ D(n)[1/t] such that ιm(a˜) − a ∈ D
+
dif,m(D) for any m ≧ n, the extension Da
corresponding to expK,D(a) is explicitly defined by
[0→ D
x 7→(x,0)
−−−−→ D ⊕B†rig,Ke
(x,ye)7→y
−−−−−→ B†rig,K → 0]
such that
ϕ((x, ye)) := (ϕ(x)+ϕ(y)(γK−1)a˜, ϕ(y)e), γK((x, ye)) := (γK(x)+γK(y)(ϕ−1)a˜, γK(y)e)
for any (x, ye) ∈ D ⊕B†rig,Ke.
On the other hands, the extension
Wa := (We,a :=We(D)⊕Beecrys,W
+
dR,a := W
+
dR(D)⊕B
+
dRedR)
corresponding to expK,W (D)(a) is defined by
g(x+ yecrys) := g(x) + g(y)ecrys, g(x
′ + y′edR) := g(x
′) + g(y′)edR
for any g ∈ GK , x ∈ We(D), x
′ ∈ W+dR(D), y ∈ Be, y
′ ∈ B+dR and the inclusion
W+dR,a →֒ BdR ⊗Be We,a = WdR(D)⊕BdRecrys
is defined by
x+ yedR 7→ (x+ ya) + yecrys (x ∈ W
+
dR(D), y ∈ B
+
dR).
Let’s show that D(Wa)
∼
→ Da as an extension. By the definition of a˜, we can
easily check that D˜(n)(Wa) defined in Remark 2.20 is isomorphic to
B˜
†,rn
rig ⊗B†,rnrig,K
D(n) ⊕ B˜†,rnrig (ecrys + a˜) ⊆ B˜
†,rn
rig [1/t]⊗Be We,a
and that D˜(Wa) contains a (ϕ,ΓK)-moduleD⊕B
†
rig,K(ecrys+a˜) over B
†
rig,K , which is
easily seen to be isomorphic to Da, hence finishing the proof of the commutativity
of (i).
Finally, we prove the commutativity of (ii). By Lemma 2.15 (we note that we
can show the B-pairs analogue of Lemma 2.15 in the same way), it suffices to show
the following diagram is commutative
(ii)’
H0(K,Ddif(D
∨(1)))
∼
→
−−−→ H0(K,WdR(D
∨(1)))xx 7→ιn(x) xcan
H0(K,D∨(1))
∼
→
−−−→ H0(K,W (D∨(1))),
but the commutativity of this diagram is trivial. We finish the proof of the theorem.

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3. Perrin-Riou’s big exponential map for de Rham (ϕ,Γ)- modules
This section is the main part of this article. For any de Rham (ϕ,Γ)-module
D, we construct a system of maps {ExpD,h}h≫0, which we call big exponential
maps, and prove their important properties, i.e their interpolation formulae and
the theorem δ(D). First two subsection is for preliminary. In §3.1, we recall
Pottharst’s theory of the analytic Iwasawa cohomologies ([Po12b]). In §3.2, we
recall Berger’s construction of p-adic differential equations associated to de Rham
(ϕ,Γ)-modules ([Ber02], [Ber08b]). The next two subsection is the main part of
this article. In §3.3, we define the maps {ExpD,h}h≫0 and prove their interpolation
formulae. In §3.4, we formulate and prove the theorem δ(D). In the final subsection
§3.5, we compare our big exponential maps and our theorem δ(D) with Perrin-
Riou’s or Pottharst’s ones in the crystalline case.
3.1. analytic Iwasawa cohomology. In this subsection, we recall the results of
Pottharst concerning analytic Iwasawa cohomologies of (ϕ,Γ)-modules over the
Robba ring ([Po12b]) .
Let Λ := Zp[[ΓK ]] := lim←−n Zp[ΓK/ΓKn] be the Iwasawa algebra of ΓK . If we
decompose ΓK by ΓK
∼
→ ΓK,tor × ΓK,free, where ΓK,tor ⊆ ΓK is the torsion sub-
group of ΓK and ΓK,free = ΓK ∩ χ
−1(1 + 2pZp) , then we have an isomorphism
Λ
∼
→ Zp[ΓK,tor] ⊗Zp Zp[[ΓK,free]]. If we take a topological generator γ ∈ ΓK,free,
then we also have a Zp[ΓK,tor]-algebra isomorphism Zp[ΓK,tor] ⊗Zp Zp[[ΓK,free]]
∼
→
Zp[ΓK,tor]⊗Zp Zp[[T ]] define by 1⊗ [γ] 7→ 1⊗ (1 + T ).
Let m ⊆ Λ be the Jacobson radical of Λ. For each n ≧ 1, we set Λn := Λ[
m
n
p
]∧
the p-adic completion of Λ[m
n
p
], which is an affinoid algebra over Qp. The natural
map Λ[m
n+1
p
]→ Λ[m
n
p
] induces a continuous map Λn+1 → Λn for each n ≧ 1. We set
Λ∞ := lim←−n
Λn. If we fix an isomorphism Λ
∼
→ Zp[ΓK,tor]⊗Zp Zp[[T ]] as above, then
this isomorphism naturally extends to a Qp[ΓK,tor]-algebra isomorphism Λ∞
∼
→
Qp[ΓK,tor]⊗Qp B
+
rig,Qp , where the ring B
+
rig,Qp is defined by
B+rig,Qp := {f(T ) =
∞∑
n=0
anT
n| an ∈ Qp and f(T ) is convergent on 0 ≦ |T | < 1}.
We remark that the above isomorphism Λ∞
∼
→ Qp[ΓK,tor]⊗Qp B
+
rig,Qp also depends
on the choice of a topological generator γ and highly non-canonical, and is only
used to help the reader to understand the structure of Λ∞.
We define Λn[ΓK ]-modules Λ˜n and Λ˜
ι
n by Λ˜n = Λ˜
ι
n = Λn as Λn-module and
γ(λ) := [γ] · λ, γ(λ′) := [γ−1] · λ′ for λ ∈ Λ˜n, λ
′ ∈ Λ˜ιn and γ ∈ ΓK .
Let D be a (ϕ,ΓK)-module over B
†
rig,K . For each n ≧ 1, we define a (ϕ,ΓK)-
module D⊗̂QpΛ˜
ι
n over B
†
rig,K⊗̂QpΛn as follows (see § 2 of [Po12b] for more precise
definition). We define D⊗̂QpΛ˜
ι
n := D⊗̂QpΛn as a B
†
rig,K⊗̂QpΛn-module and define
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ϕ(x⊗̂λ) := ϕ(x)⊗̂λ, ψ(x⊗̂λ) := ψ(x)⊗̂λ and γ(x⊗̂λ) := γ(x)⊗̂[γ−1] · λ for x ∈
D, λ ∈ Λn and γ ∈ ΓK .
For each n ≧ 1, we define two complexes C•ϕ,γK(D⊗̂QpΛ˜
ι
n) and C
•
ψ,γK
(D⊗̂QpΛ˜
ι
n)
and define the natural map of complexes C•ϕ,γK (D⊗̂QpΛ˜
ι
n) → C
•
ψ,γK
(D⊗̂QpΛ˜
ι
n) in
the same way as those for D. We define Hq(K,D⊗̂QpΛ˜
ι
n) := H
q(C•ϕ,γK (D⊗̂QpΛ˜
ι
n)),
which is a Λn-module. The natural map Λn+1 → Λn induces a natural map
D⊗̂QpΛ˜
ι
n+1 → D⊗̂QpΛ˜
ι
n, and this map induces H
q(K,D⊗̂QpΛ˜
ι
n+1)→ H
q(K,D⊗̂QpΛ˜
ι
n).
Following [Po12b], we define the analytic Iwasawa cohomology of D as follows.
Definition 3.1. Let D be a (ϕ,ΓK)-module over B
†
rig,K , q ≧ 0 an integer. We
define the q-th analytic Iwasawa cohomology of D by
H
q
Iw(K,D) := lim←−
n
Hq(K,D⊗̂QpΛ˜
ι
n),
which is a Λ∞-module.
Because we have a decomposition Qp[ΓK,tor] = ⊕η∈Γ̂K,torQpαη, where Γ̂K,tor is the
character group of ΓK,tor and αη is the idempotent corresponding to η, we also have
Λ∞ =
⊕
η∈ΓˆK,tor
Λ∞αη and each Λ∞αη is non-canonically isomorphic toB
+
rig,Qp. Let
M be a Λ∞-module. Using this decomposition, we obtain a decomposition M =⊕
η∈Γ̂K,tor
Mη, where we defineMη := αηM which is a Λ∞αη-module. For a B
+
rig,Qp
-
module N , we define Ntor := {x ∈ N |ax = 0 for some non zero a ∈ B
+
rig,Qp
}. For
a Λ∞-module M , we define Mtor :=
⊕
η∈Γ̂K,tor
(Mη)tor.
As for the fundamental properties of HqIw(K,D), Pottharst proved the following
results, which is a generalization of Perrin-Riou’s results ([Per94]) in the case of
p-adic Galois representations.
Theorem 3.2. Let D be a (ϕ,ΓK)-module over B
†
rig,K of rank d. Then we have
the following,
(1) For each n ≧ 1 and q ≧ 0, the natural map
Hq(K,D⊗̂QpΛ˜
ι
n+1)→ H
q(K,D⊗̂QpΛ˜
ι
n)
induces an isomorphism of Λn-modules
Hq(K,D⊗̂QpΛ˜
ι
n+1)⊗Λn+1 Λn
∼
→ Hq(K,D⊗̂QpΛ˜
ι
n),
(2) HqIw(K,D) = 0 if q 6= 1, 2,
(3) H1Iw(K,D)tor and H
2
Iw(K,D) are finite dimensional Qp-vector spaces,
(4) H1Iw(K,D)/H
1
Iw(K,D)tor is a finite free Λ∞-module of rank d[K : Qp].
Proof. This is Theorem 2.6 and Proposition 2.9 of [Po12b].

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Let A be a Qp-affinoid algebra, δ : ΓK → A× a continuous homomorphism.
We define A(δ) := Aeδ the free rank one A-module with the base eδ with an A-
linear ΓK action by γ(eδ) := δ(γ)eδ for γ ∈ ΓK . Then the continuous Qp-algebra
homomorphism fδ : Λ∞ → A which is defined by fδ([γ]) := δ(γ)
−1 for any γ ∈ ΓK
induces the isomorphism
D⊗ˆQp(Λ˜
ι
∞ ⊗Λ∞,fδ A)
∼
→ D⊗ˆQpA(δ) : x⊗ˆ(λ⊗ a) 7→ x⊗ˆfδ(λ)aeδ
of (ϕ,ΓK)-modules over B
†
rig,K⊗ˆQpA. This isomorphism induces the canonical
projection map
H
q
Iw(K,D)→ H
q(K,D⊗ˆQp(Λ˜
ι
∞ ⊗Λ∞,fδ A))
∼
→ Hq(K,D⊗ˆQpA(δ)).
For each L = Kn (n ≧ 1) or L = K, k ∈ Z and q ≧ 0, as a special case of the
above projection map, we define the canonical map
prL,D(k) : H
q
Iw(K,D)→ H
q(L,D(k))
as follows. First, define the continuous homomorphism δL : ΓK → Qp[ΓK/ΓL]× :
γ 7→ [γ]−1, then for each k ∈ Z, we obtain the projection map
H
q
Iw(K,D)→ H
q(K,D ⊗Qp Qp[ΓK/ΓL](δLχ
k))
associated to the character δLχ
k. Using the isomorphismD⊗QpQp[ΓK/ΓL](δLχ
k)
∼
→
D(k) ⊗Qp Qp ˜[ΓK/ΓL]
ι
: x ⊗ aeδLχk 7→ (x ⊗ ek) ⊗ a (where Qp
˜[ΓK/ΓL]
ι
is defined
similarly as Λ˜ι∞) , we define
prL,D(k) : H
q
Iw(K,D) → H
q(K,D ⊗Qp Qp[ΓK/ΓL](δLχ
k))
∼
→ Hq(K,D(k)⊗Qp Qp ˜[ΓK/ΓL]
ι
)
∼
→ Hq(L,D(k)),
where the last isomorphism is the canonical one induced by the Shapiro’s lemma
(see Theorem 2.2 of [Li08]).
For each k ∈ Z, we define a canonical isomorphism
fD,k : H
q
Iw(K,D)
∼
→ HqIw(K,D(k))
of Qp-vector spaces as follows. We first define continuous Qp-algebra isomorphisms
fk : Λ0
∼
→ Λ0 ( Λ0 = Λ,Λn,Λ∞) by fk([γ]) := χ(γ)
−k[γ] for any γ ∈ ΓK . Using
fk, for each n ≧ 1, we define a continuous B
†
rig,K-linear isomorphism D⊗̂QpΛ˜
ι
n
∼
→
D(k)⊗̂QpΛ˜
ι
n : x⊗̂λ 7→ (x⊗ek)⊗̂fk(λ). This map commutes with ϕ and ΓK-actions,
hence induces an isomorphism C•ϕ,γK(D⊗̂QpΛ˜
ι
n)
∼
→ C•ϕ,γK (D(k)⊗̂QpΛ˜
ι
n) of com-
plexes of Qp-vector spaces, hence also induces an isomorphism fD,k : H
q
Iw(K,D)
∼
→
H
q
Iw(K,D(k)) of Qp-vector spaces for each q.
Using the ψ-complex C•ψ,γK (D⊗̂QpΛ˜
ι
n), we can describe H
q
Iw(K,D) in a more
explicit way as follows.
Theorem 3.3. Let D be a (ϕ,ΓK)-module over B
†
rig,K.
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(1) For each n ≧ 1, the map
(γK − 1) : (D⊗̂QpΛ˜
ι
n)
∆K ,ψ=0 → (D⊗̂QpΛ˜
ι
n)
∆K ,ψ=0
is isomorphism. In particular, the natural map
C•ϕ,γK (D⊗̂QpΛ˜
ι
n)→ C
•
ψ,γK
(D⊗̂QpΛ˜
ι
n)
is quasi-isomorphism.
(2) The complex
C•ψ(D) : [D
ψ−1
−−→ D]
of Λ∞-modules concentrated in degree [1, 2] calculates H
q
Iw(K,D), i.e. we
have functorial isomorphisms of Λ∞-modules
ιD : D
ψ=1 ∼→ H1Iw(K,D)
and
D/(ψ − 1)D
∼
→ H2Iw(K,D).
Proof. This is Theorem 2.6 of [Po12b]. 
Remark 3.4. Let D be a (ϕ,ΓK)-module over B
†
rig,K . Then one has that the
structure of Qp[ΓK ]-module on D uniquely extends to a structure of continuous
Λ∞-module ( see Proposition 2.13 of [Ch12]).
We define p∆K :=
1
|∆K |
∑
g∈∆K
g ∈ Q[∆K ], log0(a) :=
log(a)
pvp(log(a))
∈ Z×p for any
a ∈ Z×p . For q = 1, the isomorphism
ιD : D
ψ=1 ∼→ H1Iw(K,D)
is defined as the composition of the following isomorphisms,
ιD : D
ψ=1 ∼→ lim
←−n
((D⊗̂QpΛ˜
ι
n)
∆K/(γK − 1)(D⊗̂QpΛ˜
ι
n)
∆K )ψ=1
∼
→ lim
←−n
H1(C•ψ,γK (D⊗ˆQpΛ˜
ι
n))
∼
→ lim
←−n
H1(C•ϕ,γK (D⊗ˆQpΛ˜
ι
n)) = H
1
Iw(K,D),
where each isomorphism is defined as follows. The first isomorphism is defined
by x 7→ (|ΓK,tor|log0(χ(γK))p∆K (x⊗̂1))n≧1, for any x ∈ D
ψ=1. The second isomor-
phism is defined as the limit of
((D⊗̂QpΛ˜
ι
n)
∆K/(γK − 1)(D⊗̂QpΛ˜
ι
n)
∆K)ψ=1
∼
→ H1(C•ψ,γK (D⊗̂QpΛ˜
ι
n)) : x 7→ [x, y],
where x ∈ (D⊗̂QpΛ˜
ι
n)
∆K is a lift of x and y ∈ (D⊗̂QpΛ˜
ι
n)
∆K is an element such
that (ψ−1)x = (γK −1)y. The third isomorphism is induced by Theorem 3.3 (1).
For each k ∈ Z, we have the following commutative diagram
Dψ=1
ιD−−−→ H1Iw(K,D)yx 7→x⊗ek yfD,k
D(k)ψ=1
ιD(k)
−−−→ H1Iw(K,D(k)).
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3.2. p-adic differential equations associated to de Rham (ϕ,Γ)-modules.
In this subsection, we recall the results of Berger concerning the construction of
p-adic differential equations associated to de Rham (ϕ,Γ)-modules. Let D be a
de Rham (ϕ,ΓK)-module over B
†
rig,K . Then we have an isomorphism Kn((t)) ⊗K
DKdR(D)
∼
→ Ddif,n(D) for each n ≧ n(D). Hence Kn[[t]] ⊗K D
K
dR(D) is a ΓK-
stable Kn[[t]]-lattice of Ddif,n(D) for each n ≧ n(D). Define ∇0 :=
log(γ)
log(χ(γ))
∈ Λ∞
where γ is a non-torsion element of ΓK , which is independent of the choice of
γ. For each i ∈ Z, we define ∇i := ∇0 − i ∈ Λ∞. The operator ∇0 satisfies
the Leibnitz rule ∇0(fx) = ∇0(f)x + f∇0(x) for any f ∈ B
†
rig,K, x ∈ D. When
K = F is unramified over Qp, then we have ∇0(f(T )) = t(T + 1)
df(T )
dT
for f(T ) ∈
B
†
rig,F . For the case of general K, let P (X) ∈ B
†
rig,K ′0
[T ] be the monic minimal
polynomial of πK ∈ B
†
rig,K over B
†
rig,K ′0
. Calculating 0 = ∇0(P (πK)), we obtain
∇0(πK) = −
1
dP
dX
(piK)
∇0(P )(πK), where we define ∇0(P )(X) :=
∑m
i=0∇0(ai)X
m for
any P (X) =
∑m
i=0 amX
m ∈ B†rig,K ′0
[X ]. We denote by Ω̂
B
†
rig,K/K
′
0
the continuous
differentials. Then one has Ω̂
B
†
rig,K/K
′
0
= B†rig,KdT by the e´taleness of the inclusion
B
†
rig,K ′0
⊆ B†rig,K .
Theorem 3.5. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K of rank d. For
each n ≧ n(D), we define
N
(n)
rig (D) := {x ∈ D
(n)[1/t]|ιm(x) ∈ Km[[t]]⊗K D
K
dR(D) for any m ≧ n}.
Then Nrig(D) := lim−→n
N
(n)
rig (D) is a (ϕ,ΓK)-module over B
†
rig,K of rank d which
satisfies the following,
(1) Nrig(D)[1/t] = D[1/t],
(2) D+dif,n(Nrig(D)) = Kn[[t]]⊗K D
K
dR(D) for any n ≧ n(D),
(3) ∇0(Nrig(D)) ⊆ tNrig(D).
In fact, the properties (1) and (2) uniquely characterize Nrig(D).
Proof. See, for example, Theorem 5.10 of [Ber02], Theorem 3.2.3 of [Ber08b]. 
By the condition (3) in the above theorem, we can define a differential operator
∂ :=
1
t
∇0 : Nrig(D)→ Nrig(D)
which satisfies that ∂ϕ = pϕ∂ and ∂γ = χ(γ)γ∂ for any γ ∈ ΓK . In particular,
we can equip Nrig(D) with a structure of a p-adic differential equation over B
†
rig,K
with Frobenius structure by
Nrig(D)→ Nrig(D)⊗B†rig,K
Ω̂
B
†
rig,K/K
′
0
: x 7→ ∂(x)dT,
where we define ϕ(dT ) := pdT and γ(dT ) := χ(γ)dT for any γ ∈ ΓK .
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Moreover, because we have an isomorphism
Nrig(D(−1))
∼
→ Nrig(D)⊗B†rig,K
Nrig(B
†
rig,K(−1))
= Nrig(D)⊗B†rig,K
tB†rig,K(−1) = tNrig(D)(−1),
we obtain a ϕ-equivariant map
∂˜ : Nrig(D)→ Nrig(D(−1)) : x 7→ ∇0(x)⊗ e−1.
3.3. construction of ExpD,h for de Rham (ϕ,Γ)-modules. This subsection is
the main part of this article. We generalize Perrin-Riou’s big exponential map to all
the de Rham (ϕ,Γ)-modules, and prove that this map interpolates the exponential
map and the dual exponential map of cyclotomic twists of a given (ϕ,Γ)-module.
We first prove the following easy lemma. We remark that a stronger version (in
the crystalline case) appears in §2.2 of [Ber03].
Lemma 3.6. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and let h ∈ Z≧1
such that Fil−hDKdR(D) = D
K
dR(D). Then we have
∇h−1 · ∇h−2 · · ·∇1 · ∇0(Nrig(D)) ⊆ D.
Proof. By (3) of Theorem 3.5 and by the formula ∇i(t
ix) = ti∇0(x) for each
i ∈ Z, we obtain an inclusion ∇h−1 · · ·∇0(Nrig(D)) ⊆ thNrig(D). Hence, it suf-
fices to show that thNrig(D) is contained in D. By (2) of Theorem 3.5, we have
D+dif,n(t
hNrig(D)) = t
hKn[[t]] ⊗K D
K
dR(D) for each n ≧ n(D). Hence, by the as-
sumption on h, thKn[[t]] ⊗K D
K
dR(D) is contained in Fil
0(Kn((t)) ⊗K D
K
dR(D)) =
D+dif,n(D) for any n ≧ n(D). Hence t
hNrig(D) is also contained in D.

Definition 3.7. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and let h ∈ Z≧1
such that Fil−hDKdR(D) = D
K
dR(D). Then we define a Λ∞-linear map
ExpD,h : Nrig(D)
ψ=1 → H1Iw(K,D) : x 7→ ιD(∇h−1 · · ·∇0(x)),
where ιD : D
ψ=1 ∼→ H1Iw(K,D) is the isomorphism defined in Theorem 3.3.
Remark 3.8. This definition is strongly influenced by the work of Berger ([Ber03]),
where he re-constructed Perrin-Riou’s big exponential map using (ϕ,Γ)-modules
over the Robba ring. Using the work in § 3.5 below, comparing DKcrys(D) ⊗Qp
(B+rig,Qp)
ψ=0 with Nrig(D)
ψ=1, one sees that in the crystalline e´tale case this our
map is essentially the same as Berger’s, reinterpreted in terms of Nrig(D)
ψ=1.
Therefore, we regard our map as a generalization of his.
Next, we define a projection map for each L = K or L = Kn (n ≧ 1)
TL : Nrig(D)
ψ=1 → DLdR(D)
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as follows. Because we have ψ(N
(m+1)
rig (D)) ⊆ N
(m)
rig (D) for any sufficiently large
m, we have an equality Nrig(D)
ψ=1 = N
(m)
rig (D)
ψ=1 for any m ≫ 0. Let n ≧ 1 be
any integer. We take a sufficiently large m ≧ n as above. Then we define TL for
L = Kn or L = K by
TL : Nrig(D)
ψ=1 = N
(m)
rig (D)
ψ=1 ιm−→ Km[[t]]⊗K D
K
dR(D)
t7→0
−−→ DKmdR (D)
1
[Km:L]
TrKm/L
−−−−−−−−→ DLdR(D).
Because we have a commutative diagram
N
(m+1)
rig (D)
ιm+1
−−−→ Km+1[[t]]⊗K D
K
dR(D)
t7→0
−−−→ D
Km+1
dR (D)yψ y 1pTrKm+1/Km y 1pTrKm+1/Km
N
(m)
rig (D)
ιm−−−→ Km[[t]]⊗K D
K
dR(D)
t7→0
−−−→ DKmdR (D),
the definition of TL does not depend on the choice of m≫ n.
The following lemma directly follows from the definition.
Lemma 3.9. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and let h ∈ Z≧1
such that Fil−hDKdR(D) = D
K
dR(D). Then we have the following.
(1) ExpD,h+1 = ∇hExpD,h.
(2) The following diagram is commutative
Nrig(D(1))
ψ=1 ∂˜−−−→ Nrig(D)
ψ=1yExpD(1),h+1 yExpD,h
H1Iw(K,D(1))
fD(1),−1
−−−−−→ H1Iw(K,D),
where fD(1),−1 : H
1
Iw(K,D(1))
∼
→ H1Iw(K,D) is the canonical isomorphism
defined in §3.1.
The main theorem of this paper is the following, which says that ExpD,h inter-
polates expL,D(k) for suitable k ≧ −(h − 1) and exp
∗
L,D∨(1−k) for any k ≦ −h for
any L = Kn, K. According to the comparison of D
K
crys(D) ⊗Qp (B
+
rig,Qp
)ψ=0 with
Nrig(D)
ψ=1 provided in § 3.5, we see this theorem as a generalization of Berger’s
theorem (Theorem 2.10 of [Ber03]) in the crystalline e´tale case.
Theorem 3.10. For any h ∈ Z≧1 such that Fil
−hDKdR(D) = D
K
dR(D), ExpD,h
satisfies the following formulae.
(1) If k ≧ 1 and there exists xk ∈ Nrig(D(k))
ψ=1 such that ∂˜k(xk) = x, or if
0 ≧ k ≧ −(h− 1) and xk := ∂˜
−k(x), then
prL,D(k)(ExpD,h(x)) =
(−1)h+k−1(h+ k − 1)!|ΓL,tor|
pm(L)
expL,D(k)(TL(xk)),
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(2) if −h ≧ k, then
exp∗L,D∨(1−k)(prL,D(k)(ExpD,h(x)) =
|ΓL,tor|
(−h− k)!pm(L)
TL(∂˜
−k(x)),
for any L = K,Kn (n ≧ 1), where we put m(L) := min{vp(log(χ(γ))|γ ∈ ΓL}.
Proof. We first prove (1). By Lemma 3.9, it suffices to show (1) for k = 0.
Moreover, since we have a commutative diagram
DKmdR (D)
expKm,D
−−−−−→ H1(Km, D)yTrKm/L ycorKm/L
DLdR(D)
expL,D
−−−−→ H1(L,D),
for each L = Kn, K (m ≧ n) (where corKm/L is the corestriction map) and since
we have an equality
[Kn : L]
|ΓKn,tor|
pm(Kn)
=
|ΓL,tor|
pm(L)
,
it suffices to show (1) when L = Kn for sufficiently large n. Hence we may assume
that n ≧ n(D) and ΓKn,tor = {1}. We set Nn := |ΓK/(ΓKn × ∆K)|. Then
we can write uniquely γNnK = γng where γn ∈ ΓKn is a topological generator of
ΓKn and g ∈ ∆K . Under this situation, we prove (1) using the isomorphisms
H1Iw(K,D)
∼
→ lim
←−m
H1(C•ψ,γK (D⊗̂QpΛ˜
ι
m)) and H
1(Kn, D)
∼
→ H1(C•ψ,γn(D)). We
define
∇0
γn − 1
:=
1
log(χ(γn))
∞∑
k=1
(−1)k−1
n
(γn − 1)
k−1 ∈ Λ∞.
Let x ∈ (N
(n)
rig (D))
ψ=1 be any element. By the same argument as in the proof of
Theorem 2.3 of [Ber03], we have equalities
∇0
γn − 1
(TKn(x)) =
1
log(χ(γn))
TKn(x) ∈ D
Kn
dR (D)
and
ιn(
∇0
γn − 1
(x)) =
∇0
γn − 1
(ιn(x)) =
1
log(χ(γn))
TKn(x) + tz ∈ Kn[[t]]⊗Kn D
Kn
dR (D)
for some z ∈ Kn[[t]]⊗Kn D
Kn
dR (D). Hence, if we define
x˜ := ∇h−1 · ∇h−2 · · ·∇1 ·
∇0
γn − 1
(x) ∈ (D(n)[1/t])ψ=1,
then we obtain
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ιn(x˜) = ∇h−1 · ∇h−2 · · ·∇1 ·
∇0
γn−1
(ιn(x))
= ∇h−1 · ∇h−2 · · ·∇1(
1
log(χ(γn))
TKn(x) + tz)
≡ (−1)
h−1(h−1)!
log(χ(γn))
TKn(x) (mod t
hKn[[t]]⊗Kn D
Kn
dR (D)).
Next, we claim that we have
ιm(x˜) ≡ ιn(x˜) ( mod t
hKm[[t]]⊗Km D
Km
dR (D))
for any m ≧ n. To prove this claim, it suffices to show that
ιm+1(x˜)− ιm(x˜) ∈ t
hKm+1[[t]]⊗Km+1 D
Km+1
dR (D)
for any m ≧ n. Moreover, since we have ιm+1((ϕ − 1)z) = ιm(z) − ιm+1(z) and
Ddif,m(t
hNrig(D)) = t
hKm[[t]]⊗Km D
Km
dR (D), it suffices to show that
(ϕ− 1)x˜ ∈ thN
(n+1)
rig (D).
Since x ∈ Nrig(D)
ψ=1, we have ϕ(x) − x ∈ Nrig(D)
ψ=0. By Theorem 2.4, there
exists unique yn ∈ Nrig(D)
ψ=0 such that
ϕ(x)− x = (γn − 1)yn.
Then we have
(ϕ− 1)x˜ = ∇h−1 · · ·∇1 ·
∇0
γn−1
(ϕ(x)− x))
= ∇h−1 · · ·∇1 ·
∇0
γn−1
((γn − 1)yn)
= ∇h−1 · · ·∇1 · ∇0(yn) ∈ t
hN
(n+1)
rig (D),
where the last inclusion follows from Lemma 3.6.
By this claim, by Lemma 2.12 (1), by the definition of the canonical isomor-
phism H1(Kn, D)
∼
→ H1(C•ψ,γn(D)), and by the fact that t
hKm[[t]]⊗KmD
Km
dR (D) ⊆
D+dif,m(D), we obtain
(−1)h−1(h−1)!
log(χ(γn))
expKn,D(TKn(x)) = [(γn − 1)x˜, (1− ψ)x˜]
= [∇h−1 · ∇h−2 · · ·∇1 · ∇0(x), 0] ∈ H
1(C•ψ,γn(D)).
Since the natural projection map prKn,D : D
ψ=1 → H1(Kn, D)
∼
→ H1(C•ψ,γn(D)) is
given by prKn,D(y) = [log0(χ(γn))y, 0], we obtain
prKn,D(ExpD,h(x)) = [log0(χ(γn))∇h−1 · · ·∇0(x), 0]
= (−1)h−1(h− 1)! log0(χ(γn))
log(χ(γn))
expKn,D(TKn(x))
= (−1)
h−1(h−1)!
pm(Kn)
expKn,D(TKn(x)),
which proves (1).
Next we prove (2). Because we have
TrKn+1/Kn(exp
∗
Kn+1,D∨(1)
(x)) = exp∗Kn,D∨(1)(corKn+1/Kn(x))
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for any x ∈ H1(Kn+1, D), it suffices to show (2) for sufficiently large n as in the
proof of (1). Moreover, by Lemma 3.9, it suffices to show (2) for ExpD,1 when D
satisfies Fil−1DKdR(D) = D
K
dR(D). For x ∈ Nrig(D)
ψ=1, we write
ιn(x) :=
∑
m=0
tmxm ∈ D
+
dif,n(Nrig(D)) = Kn[[t]]⊗Kn D
Kn
dR (D) (xm ∈ D
Kn
dR (D)).
Because we have the following commutative diagram
Nrig(D) −−−→
ιn
Kn[[t]]⊗Kn D
Kn
dR (D)y∂˜−k yf(t)⊗x 7→( ddt )−k(f(t))⊗t−kxek
Nrig(D(k)) −−−→
ιn
Kn[[t]]⊗Kn D
Kn
dR (D(k)),
for each k ≦ −1, we obtain
TKn(∂˜
−k(x)) = ιn(∂˜
−k(x))|t=0
= ( d
dt
)−k(
∑∞
m=0 t
mxm)|t=0 ⊗ t
−kek
= (−k)! · x−k ⊗ t
−kek ∈ D
Kn
dR (D(k)) = D
Kn
dR (D)⊗ t
−kek.
On the other hand, we have an equality
prKn,D(k)(ExpD,1(x)) = prKn,D(k)(∇0(x))
= [log0(χ(γn))∇0(x)⊗ ek, 0] ∈ H
1(Kn, D(k)) = H
1(C•ψ,γn(D(k)))
and the natural map
H1(C•ψ,γn(D(k)))→ H
1(C•γn(Ddif(D(k)))) = H
1(C•γn(K∞((t))⊗Kn D
Kn
dR (D(k))))
sends the element [log0(χ(γn))∇0(x)⊗ ek, 0] to
[log0(χ(γn))∇0(ιn(x))⊗ ek] = [log0(χ(γn))∇0(
∑∞
m=0 t
mxm)⊗ ek]
= [log0(χ(γn))(
∑∞
m=1mt
mxm)⊗ ek].
Moreover, since we have
[log0(χ(γn))(
∞∑
m=1,m6=−k
mtmxm)⊗ ek] = 0 ∈ H
1(C•γn(Ddif(D(k)))),
we obtain an equality
[log0(χ(γn))(
∞∑
m=1
mtmxm)⊗ek] = [log0(χ(γn))(−k)x−kt
−k⊗ek] ∈ H
1(C•γn(Ddif(D(k)))).
By these calculations and by the definition of exp∗Kn,D∨(1−k), we obtain
exp∗Kn,D∨(1−k)(prKn,D(k)(ExpD,1(x))) = exp
∗
Kn,D∨(1−k)
([log0(χ(γn))∇0(x)⊗ ek, 0])
= (−k) log0(χ(γn))
log(χ(γn))
x−k ⊗ t
−kek ∈ D
Kn
dR (D(k))
= 1
(−1−k)!·pm(Kn)
TKn(∂˜
−k(x))
which proves (2), hence finishes the proof of the theorem.
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3.4. determinant of ExpD,h: a generalization of Perrin-Riou’s δ(V ). In this
subsection, we formulate and prove a theorem which we call δ(D) concerning the
determinant of our big exponential maps, which says that the determinant of our
map ExpD,h can be described by the second Iwasawa cohomologies H
2
Iw(K,D) and
H2Iw(K,Nrig(D)) and by the “Γ-factor” which is determined by the Hodge-Tate
weights of D.
To formulate the theorem δ(D), we need to recall the definition of the char-
acteristic ideal charΛ∞(M) ⊆ Λ∞ for a co-admissible torsion Λ∞-module M . A
co-admissible Λ∞-module is defined as a Λ∞-module which is isomorphic to the
global section of a coherent sheaf on the rigid analytic space ∪nSpm(Λn). See §1 of
[Po12b] for more precise definitions. LetM be a torsion co-admissible Λ∞-module.
For each n ≧ 1, we put Mn := M ⊗Λ∞ Λn, which is a finite generated torsion Λn-
module, and M
∼
→ lim
←−n
Mn by the theorem of Schneider-Teitelbaum. Since Λn is
a finite product of P.I.D.s, Mn is a finite length Λn-module. Hence, we can define
a unique principal ideal (fMn) of Λn such that length(Λn)x((Mn)x) = vx(fMn) for
each maximal ideal x of Λn, where vx is the normalized valuation of the local ring
(Λn)x of Λn at x. By the theorem of Lazard, there exists a unique principal ideal
(fM) of Λ∞ such that fMΛn = (fMn) ⊆ Λn for each n ≧ 1. Then, the characteristic
ideal charΛ∞(M) of M is defined by
charΛ∞(M) := (fM) ⊆ Λ∞.
Let Frac(Λ∞) be the ring of the total fractions of Λ∞. Since we have Λ∞
∼
→⊕
η∈Γ̂K,tor
Λ∞αη and have a non-canonical isomorphism Λ∞αη
∼
→ B+rig,Qp for each
η ∈ Γ̂K,tor, we have Frac(Λ∞) =
⊕
η∈Γ̂K,tor
Frac(Λ∞αη), where Frac(Λ∞αη) is the
fraction field of Λ∞αη. For any principal ideals (f1), (f2) ⊆ Λ∞ such that fiαη 6= 0
for any i = 1, 2 and η ∈ Γ̂K,tor, we denote by (f1)(f2)
−1 ⊆ Frac(Λ∞) the principal
fractional ideal of Frac(Λ∞) generated by
f1
f2
∈ Frac(Λ∞).
Let M1 and M2 be co-admissible Λ∞-modules, f : M1 → M2 a Λ∞-linear mor-
phism. We assume that Coker(f) is a torsion Λ∞-module and that the natural
induced map αηf : αη(M1/M1,tor) → αη(M2/M2,tor) is a non-zero injection for
each η ∈ Γ̂K,tor. Because we have (M/Mtor) ⊗Λ∞ Λn
∼
→ Mn/Mn,tor for any co-
admissible Λ∞-module M and because the latter is a finite projective Λn-module,
we can define detΛn(fn) := detΛn(fn : M1,n/M1,n,tor → M2,n/M2,n,tor) ∈ Λn and
detΛ∞(f) := lim←−n
detΛn(fn) ∈ Λ∞, which satisfies that αηdetΛ∞(f) 6= 0 for any
η ∈ Γ̂K,tor. We define a principal fractional ideal detΛ∞(f) ⊆ Frac(Λ∞) by
detΛ∞(f) := (detΛ∞(f))charΛ∞(M2,tor)(charΛ∞(M1,tor))
−1 ⊆ Frac(Λ∞).
Lemma 3.11. detΛ∞(−) satisfies the following formulae;
(i) detΛ∞(f) = charΛ∞(Coker(f))(charΛ∞(Ker(f)))
−1.
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(ii) For any f1 : M1 →M2 and f2 : M2 →M3 as above, we have an equality
detΛ∞(f2 ◦ f1) = detΛ∞(f1)detΛ∞(f2).
(iii) If we have a commutative diagram
0 −−−→ M1 −−−→ M
′
1 −−−→ M
′′
1 −−−→ 0yf yf ′ yf ′′
0 −−−→ M2 −−−→ M
′
2 −−−→ M
′′
2 −−−→ 0
with exact rows, then we have an equality
detΛ∞(f
′) = detΛ∞(f)detΛ∞(f
′′).
Proof. One can prove this by an easy linear algebra argument, so we omit the
proof.

Let M1,M2 be Λ∞-modules, di : Mi → Mi a Λ∞-linear endomorphism. Denote
by C•di(Mi) := [Mi
di−→Mi] the complex of Λ∞-modules concentrated in degree [1, 2].
We assume that Hj(C•di(Mi)) are co-admissible Λ∞-modules for any i, j ∈ {1, 2}.
Let f : M1 → M2 be a Λ∞- linear morphism which satisfies that f ◦d1 = d2◦f . We
assume that the induced maps Hi(f) : Hi(C•d1(M1)) → H
i(C•d2(M2)) for i = 1, 2
satisfy the conditions in the last paragraph. Then we define a principal fractional
ideal
detΛ∞(H
•(f)) := detΛ∞(H
1(f))detΛ∞(H
2(f))−1.
Lemma 3.12. detΛ∞(H
•(f)) satisfies the following;
(iv) Let (Mi, di) (i = 1, 2, 3), f1 : M1 → M2 and f2 : M2 → M3 be as above.
Then we have
detΛ∞(H
•(f2 ◦ f1)) = detΛ∞(H
•(f1))detΛ∞(H
•(f2)).
(v) If Ker(f) and Coker(f) are both torsion co-admissible Λ∞-modules, then
we have an equality
detΛ∞(H
•(f)) = Λ∞.
Proof. This is also proved by an easy linear algebra argument, so we omit the
proof.

We apply these definitions to the following situation. Let D be a de Rham
(ϕ,ΓK)-module over B
†
rig,K . Take h ≧ 1 such that Fil
−hDKdR(D) = D
K
dR(D). We
want to apply the above definitions to the maps ψ−1 : D → D,ψ−1 : Nrig(D)→
Nrig(D) and the map ∇h−1 · · ·∇0 : Nrig(D) → D defined in Lemma 3.6. By
Theorem 3.2, in order to apply the above definition to this setting, we need to
show the following lemma.
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Lemma 3.13. The map
∇h−1 · · ·∇0 : Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor → D
ψ=1/Dψ=1tor
which is induced by ∇h−1 · · ·∇0 : Nrig(D)
ψ=1 → Dψ=1 is injective.
Proof. We first note that the map ∇h−1 · · ·∇0 : Nrig(D)
ψ=1 → Dψ=1 is the com-
position of ∇h−1 · · ·∇0 : Nrig(D)
ψ=1 → (thNrig(D))
ψ=1 with the natural injection
(thNrig(D))
ψ=1 →֒ Dψ=1. Since we have
(thNrig(D))
ψ=1
tor = D
ψ=1
tor ∩ (t
hNrig(D))
ψ=1,
the map (thNrig(D))
ψ=1/(thNrig(D))
ψ=1
tor → D
ψ=1/Dψ=1tor is injective. To show that
the map
Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor
∇h−1···∇0
−−−−−−→ (thNrig(D))
ψ=1/(thNrig(D))
ψ=1
tor
is injective, it suffices to show that the map
Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor
∇h−1···∇0
−−−−−−→ Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor
is injective. Since Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor is a finite free Λ∞-module by Theorem
3.2 and ∇h−1 · · ·∇0 ∈ Λ∞ is a non zero divisor, the map
Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor
∇h−1···∇0
−−−−−−→ Nrig(D)
ψ=1/Nrig(D)
ψ=1
tor
is injective, which proves the lemma.

By this lemma and by Theorem 3.2, we can define a fractional ideal
detΛ∞(H
•(Nrig(D)
∇h−1···∇0
−−−−−−→ D)) ⊆ Frac(Λ∞).
By the definition of detΛ∞(−) and since H
2
Iw(K,−) are co-admissible torsion Λ∞-
modules by Theorem 3.2, we have an equality
detΛ∞(H
•(Nrig(D)
∇h−1···∇0
−−−−−−→ D)) = detΛ∞(Nrig(D)
ψ=1 ExpD,h−−−−→ H1Iw(K,D))·
charΛ∞(H
2
Iw(K,Nrig(D)))(charΛ∞(H
2
Iw(K,D)))
−1.
Concerning this determinant, we have a following theorem. As we will explain
in the next subsection, this theorem can be seen as a generalization of the theorem
δ(V ) of Perrin-Riou (Conjecture 3.4.7 of [Per94]) and of the theorem δ(D) of
Pottharst (Theorem 3.4 of [Po12b]).
Theorem 3.14. (δ(D)) Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K of rank d
with Hodge-Tate weights {h1, h2, · · · , hd} (note that the Hodge-Tate weight of Qp(1)
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is 1). For any h ≧ 1 such that Fil−hDKdR(D) = D
K
dR(D), we have the following
equality of principal fractional ideals of Λ∞
1
(
∏d
i=1
∏h−hi−1
ji=0
∇hi+ji)
[K:Qp]
detΛ∞(Nrig(D)
ψ=1 ExpD,h−−−−→ H1Iw(K,D))
= charΛ∞(H
2
Iw(K,D))(charΛ∞H
2
Iw(K,Nrig(D)))
−1.
In particular, the ideal of the left hand side does not depend on h, where we define∏h−hi−1
ji=0
∇hi+ji := 1 when h = hi.
Proof. By the definition of detΛ∞(H
•(−)) and because we have an isomorphism
Hi([D
ψ−1
−−→ D])
∼
→ HiIw(K,D) by Theorem 3.3, it suffices to show that
detΛ∞(H
•(Nrig(D)
∇h−1···∇0
−−−−−−→ D)) = (
d∏
i=1
h−hi−1∏
ji=0
∇hi+ji)
[K:Qp].
Moreover, since we have an equality
detΛ∞(H
•(Nrig(D)
∇h−1···∇0
−−−−−−→ D))
=
h−1∏
i=0
detΛ∞(H
•(tiNrig(D)
∇i−→ ti+1Nrig(D))) · detΛ∞(H
•(thNrig(D)
ι
−→ D))
by Lemma 3.12 (where ι : thNrig(D) →֒ D is the canonical inclusion), it suffices to
show the following equalities
(1) detΛ∞(H
•(tiNrig(D)
∇i−→ ti+1Nrig(D))) = Λ∞ for each 0 ≦ i ≦ h− 1,
(2) detΛ∞(H
•(thNrig(D)
ι
−→ D)) = (
∏d
i=1
∏h−hi−1
ji=0
∇hi+ji)
[K:Qp].
The claim (1) follows from the property (v) of Lemma 3.12 because Ker(∇i :
tiNrig(D) → t
i+1Nrig(D)) and Coker(∇i : t
iNrig(D) → t
i+1Nrig(D)) are finite
dimensional K0-vector spaces by the result of Crew (§6 of [Cr98]) (precisely, his
result was under the assumption of the Crew’s conjecture, which is now a theorem
proved by Andre´, Christol-Mebkhout and Kedlaya).
We prove the claim (2) as follows. We first consider the following diagram of
short exact sequences
0 −−−→ thNrig(D) −−−→ D −−−→ D/t
hNrig(D) −−−→ 0yψ−1 yψ−1 yψ−1
0 −−−→ thNrig(D) −−−→ D −−−→ D/t
hNrig(D) −−−→ 0.
Using snake lemma , we obtain the following long exact sequence
0→H1Iw(K, t
hNrig(D))→ H
1
Iw(K,D)→ (D/t
hNrig(D))
ψ=1
→H2Iw(K, t
hNrig(D))→ H
2
Iw(K,D)→ (D/t
nNrig(D))/(ψ − 1)→ 0.
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Since (D/thNrig(D))
ψ=1 is a torsion co-admissible Λ∞-module and
(D/tnNrig(D))/(ψ − 1) = 0
by Proposition 2.1 of [Po12b], we obtain an equality
detΛ∞(H
•(thNrig(D)
ι
−→ D)) = charΛ∞((D/t
hNrig(D))
ψ=1).
Hence, it suffices to show
charΛ∞((D/t
hNrig(D))
ψ=1) = (
d∏
i=1
h−hi−1∏
ji=0
∇hi+ji)
[K:Qp].
Since we have D+dif,n(t
hNrig(D)) = t
hKn[[t]]⊗Kn D
Kn
dR (D) for any sufficiently large
n≫ 0, we have a Λ∞-linear isomorphism for each n≫ 0
D(n)/thN
(n)
rig (D)
∼
→
∏
m≧n
D+dif,m(D)/(t
hKm[[t]]⊗Kn D
Kn
dR (D)) : x 7→ (ιm(x))m≧n,
where the injection follows from the definition ofN
(n)
rig (D) and the surjection follows
by the same proof as Lemma 2.9. If we write DKdR(D) = ⊕
d
i=1Kβi such that
βi ∈ Fil
−hiDKdR(D) \ Fil
−hi+1DKdR(D), then we can write
D+dif,n(D) = Fil
0(Kn((t))⊗Kn D
Kn
dR (D))
=
⊕d
i=1Kn[[t]](t
hiβi).
Since ΓK acts trivially on each βi, we obtain a Λ∞-linear isomorphism
gn : D
(n)/thN
(n)
rig (D)
∼
→
d⊕
i=1
∏
m≧n
thiKm[[t]]/t
hKm[[t]].
Since we have the following commutative diagrams
D(n)/thN
(n)
rig (D) −−−→
gn
∏
m≧n
⊕d
i=1 t
hiKm[[t]]/t
hKm[[t]]yx 7→x y(xm)m≧n 7→(xm)m≧n+1
D(n+1)/thN
(n+1)
rig (D) −−−→
gn+1
∏
m≧n+1
⊕d
i=1 t
hiKm[[t]]/t
hKm[[t]]
and
D(n+1)/thN
(n+1)
rig (D) −−−→
gn+1
∏
m≧n+1
⊕d
i=1 t
hiKm[[t]]/t
hKm[[t]]yψ y(xm)m≧n+1 7→( 1pTrKm+1/Km(xm+1))m≧n
D(n)/thN
(n)
rig (D) −−−→gn
∏
m≧n
⊕d
i=1 t
hiKm[[t]]/t
hKm[[t]],
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we obtain the following Λ∞-isomorphism
(D/thNrig(D))
ψ=1 = lim
−→n≫0
(D(n)/thN
(n)
rig (D))
ψ=1
∼
→
⊕d
i=1 lim−→n≫0
(lim
←− 1pTrKm+1/Km ,m≧n
thiKm[[t]]/t
hKm[[t]])
∼
→
⊕d
i=1 lim←− 1pTrKm+1/Km ,m≧1
thiKm[[t]]/t
hKm[[t]].
Since we similarly have the Λ∞-isomorphism
(th
′
B
†
rig,K/t
hB
†
rig,K)
ψ=1 ∼→ lim
←−
1
p
TrKm+1/Km ,m≧1
th
′
Km[[t]]/t
hKm[[t]]
for each h′ ≦ h, it suffices to show
charΛ∞((t
h′B
†
rig,K/t
hB
†
rig,K)
ψ=1) = (∇h′∇h′−1 · · ·∇h−1)
[K:Qp].
Since we have (th
′
B
†
rig,K/t
hB
†
rig,K)/(ψ − 1) = 0 for any h > h
′ by Proposition
2.1of [Po12b], we obtain the following short exact sequence
0→ (th
′+1B
†
rig,K/t
hB
†
rig,K)
ψ=1 → (th
′
B
†
rig,K/t
hB
†
rig,K)
ψ=1 → (th
′
B
†
rig,K/t
h′+1B
†
rig,K)
ψ=1 → 0
for each h > h′, hence we obtain
charΛ∞((t
h′B
†
rig,K/t
hB
†
rig,K)
ψ=1) =
h−h′−1∏
i=0
charΛ∞(t
h′+iB
†
rig,K/t
h′+i+1B
†
rig,K)
ψ=1.
Hence, to prove the claim (2), it suffices to show the following lemma. 
Lemma 3.15. For each h ∈ Z, we have
charΛ∞((t
hB
†
rig,K/t
h+1B
†
rig,K)
ψ=1) = (∇
[K:Qp]
h ).
Proof. From the short exact sequence
0→ th+1B†rig,K → t
hB
†
rig,K → t
hB
†
rig,K/t
h+1B
†
rig,K → 0
and from the fact that (thB†rig,K/t
h+1B
†
rig,K)/(ψ − 1) = 0, we obtain the following
exact sequence
0 → H1Iw(K, t
h+1B
†
rig,K)→ H
1
Iw(K, t
hB
†
rig,K)→ (t
hB
†
rig,K/t
h+1B
†
rig,K)
ψ=1
→ H2Iw(K, t
h+1B
†
rig,K)→ H
2
Iw(K, t
hB
†
rig,K)→ 0.
Hence, we obtain an equality
charΛ∞((t
hB
†
rig,K/t
h+1B
†
rig,K)
ψ=1) = detΛ∞(H
•(th+1B†rig,K → t
hB
†
rig,K)).
If we apply (iv) of Lemma 3.12 to the composition of the maps
thB†rig,K
∇h−→ th+1B†rig,K →֒ t
hB
†
rig,K ,
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we obtain an equality
detΛ∞(H
•(th+1B†rig,K →֒ t
hB
†
rig,K))
= detΛ∞(H
•(thB†rig,K
∇h−→ thB†rig,K))(detΛ∞(H
•(thB†rig,K
∇h−→ th+1B†rig,K)))
−1.
Since we have detΛ∞(H
•(thB†rig,K
∇h−→ th+1B†rig,K)) = Λ∞ by the claim (1), we
obtain
detΛ∞(H
•(th+1B†rig,K →֒ t
hB
†
rig,K)) = detΛ∞(H
•(thB†rig,K
∇h−→ thB†rig,K)).
Finally, because thB†rig,K/(ψ − 1)(t
hB
†
rig,K) is a co-admissible torsion Λ∞-module
and the Λ∞-free rank of (t
hB
†
rig,K)
ψ=1 is [K : Qp] by Theorem 3.2, we obtain
detΛ∞(H
•(thB†rig,K
∇h−→ thB†rig,K)) = (∇
[K:Qp]
h ).
Combining all these equalities, we obtain the equality
charΛ∞((t
hB
†
rig,K/t
h+1B
†
rig,K)
ψ=1) = (∇
[K:Qp]
h ),
which proves the lemma, hence proves the theorem.

3.5. crystalline case. In this final subsection, we compare our results obtained in
the last two subsections with the previous results of Perrin-Riou when K is unram-
ified over Qp and D is potentially crystalline such that D|Kn is crystalline for some
n ≧ 0. After some preliminaries on the theory of p-adic Fourier transform, we recall
the Berger’s formula of Perrin-Riou’s big exponential map ΩD,h ([Ber03]), which
is a map from a Λ∞-submodule of Λ∞ ⊗Qp D
Kn
crys(D) to H
1
Iw(K,D)/H
1
Iw(K,D)tor.
We next recall the statements of Perrin-Riou’s δ(V ). Finally, we compare our
exponential map ExpD,h with Perrin-Riou’s big exponential map. In particular,
we show that our δ(D) is equivalent to Perrin-Riou’s δ(V ) in the unramified and
crystalline case.
If K is unramified, the cyclotomic character gives an isomorphism χ : ΓK
∼
→ Z×p .
If we set T := [ε]− 1, then B†rig,K = ∪r>0B
†,r
rig,K can be written as
B
†,r
rig,K := {f(T ) :=
∑
n∈Z
anT
n| an ∈ K and f(T ) is convergent on p
−1/r ≦ |T |p < 1}.
and the actions of ϕ and γ ∈ ΓK are given by the formula
ϕ(
∑
n∈Z
anT
n) :=
∑
n∈Z
ϕ(an)((1 + T )
p− 1)n, γ(
∑
n∈Z
anT
n) :=
∑
n∈Z
an((1 + T )
χ(γ)− 1)n.
We define a ϕ and ΓK-stable subring B
+
rig,K of B
†
rig,K by
B+rig,K := {f(T ) =
+∞∑
n=0
anT
n| an ∈ K and f(T ) is convergent on 0 ≦ |T |p < 1}.
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We have natural ϕ- and ΓK
∼
→ ΓQp-equivariant isomorphisms
B
†
rig,Qp ⊗Qp K
∼
→ B†rig,K , B
+
rig,Qp ⊗Qp K
∼
→ B+rig,K : f(T )⊗ a 7→ af(T ).
One has a Λ∞-linear isomorphism defined by
Λ∞
∼
→ (B+rig,Qp)
ψ=0 : λ 7→ λ · (1 + T ).
We remark that the definition of this isomorphism depends on the choice of T ,
i.e the choice of {ζpn}n≧1. In this subsection, we consider potentially crystalline
(ϕ,Γ)-modules D over B†rig,K such that D|Kn are crystalline for some n ≧ 0.
We first need to study the relationship betweenNrig(D)
ψ=1 and Λ∞⊗QpD
Kn
crys(D).
Lemma 3.16. Let D be a potentially crystalline (ϕ,ΓK)-module over B
†
rig,K such
that D|Kn is crystalline for some n ≧ 0. Then there exists an isomorphism of
(ϕ,ΓK)-modules over B
†
rig,K
Nrig(D)
∼
→ B†rig,K ⊗K D
Kn
crys(D),
where, on the right hand side, ϕ and ΓK act diagonally.
Proof. Since the natural map
B
†
rig,K[1/t]⊗K D
Kn
crys(D)→ D[1/t] : f(T )⊗ x 7→ f(T )x
is isomorphism, the natural map
B
†
rig,K ⊗K D
Kn
crys(D)→ D[1/t] : f(T )⊗ x 7→ f(T )x
is injective. Then, it is easy to see that B†rig,K ⊗K D
Kn
crys(D) ⊆ D[1/t] satisfies the
conditions (1) and (2) of Theorem 3.5. Hence B†rig,K ⊗K D
Kn
crys(D)
∼
→ Nrig(D) by
the uniqueness of Nrig(D). 
By this lemma, B+rig,K⊗KD
Kn
crys(D) can be seen as a ϕ and ΓK stable submodule
of Nrig(D). Since we have an isomorphism
Λ∞ ⊗Qp D
Kn
crys(D)
∼
→ (B+rig,Qp)
ψ=0 ⊗Qp D
Kn
crys(D)
∼
→ (B+rig,K ⊗K D
Kn
crys(D))
ψ=0
and the map (ϕ − 1) sends (B+rig,K ⊗K D
Kn
crys(D))
ψ=1 to (B+rig,K ⊗K D
Kn
crys(D))
ψ=0,
to study the relationship between Λ∞ ⊗Qp D
Kn
crys(D) and Nrig(D)
ψ=1, we need to
study the inclusion (B+rig,K ⊗K D
Kn
crys(D))
ψ=1 →֒ Nrig(D)
ψ=1 and the map
ϕ− 1 : (B+rig,K ⊗K D
Kn
crys(D))
ψ=1 → (B+rig,K ⊗K D
Kn
crys(D))
ψ=0.
Before studying these maps, we recall some facts concerning p-adic Fourier trans-
form (see § 2.6 of [Ch12]). Let f : Zp → Qp be a map and h ∈ Z≧0. We say that
f is locally h-analytic if, for each x ∈ Zp, there exists {an(x)}n≧0 ⊆ Qp such that
f(x+ phy) =
∑∞
n=0 an(x)y
h for any y ∈ Zp. We define
LAh(Zp,Qp) := {f : Zp → Qp|f is locally h-analytic}
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and
LA(Zp,Qp) := lim−→
h
LAh(Zp,Qp).
LAh(Zp,Qp) is a Qp-Banach space whose norm | − |h is defined by
|f |h := supx∈Zp,n≧0|an(x)|p.
We define the actions of ϕ, ψ and γ ∈ ΓK
∼
→ ΓQp on LA(Zp,Qp) by
ϕ(f)(x) :=
{
0 (if x ∈ Z×p )
f(x
p
) (if x ∈ pZp),
ψ(f)(x) := f(px), γ(f)(x) :=
1
χ(γ)
f(
x
χ(γ)
).
We define a map Col : B†rig,Qp → LA(Zp,Qp), which we call Colmez transform, by
Col(f)(x) := Res((1 + T )xf(T )
dT
1 + T
) for each x ∈ Zp,
where Res : B†rig,Qp → Qp is the residue map defined by
Res(
∑
n∈Z
anT
n) := a−1.
The map Col commutes with the actions of ψ, ϕ and ΓQp and we have Ker(Col) =
B+rig,Qp. Hence we obtain the following short exact sequence
0→ B+rig,Qp → B
†
rig,Qp
Col
−−→ LA(Zp,Qp)→ 0.
For each k ∈ Z≧0, we define a locally analytic function xk : Zp → Qp : y 7→ yk.
This function satisfies that
ψ(xk) = pkxk and γ(xk) = χ(γ)−(k+1)xk.
Lemma 3.17. Let D0 be a ϕ-module over Qp, i.e. D0 is a finite dimensional Qp-
vector space with a Qp-linear automorphism ϕ : D0
∼
→ D0. Then, for sufficiently
large k0 ≫ 0, we have the following equalities;
(1)
⊕k0
k=0(t
k ⊗D0)
ϕ=1 =
⊕∞
k=0(t
k ⊗D0)
ϕ=1 = (B+rig,Qp ⊗Qp D0)
ϕ=1,
(2)
k0⊕
k=0
(tk ⊗D0)/(1− ϕ)(t
k ⊗D0) =
∞⊕
k=0
(tk ⊗D0)/(1− ϕ)(t
k ⊗D0)
∼
→ (B+rig,Qp ⊗Qp D0)/(1− ϕ)(B
+
rig,Qp ⊗Qp D0),
(3) (B+rig,Qp ⊗Qp D0)/(1− ψ)(B
+
rig,Qp ⊗Qp D0) = 0,
(4)
⊕k0
k=0(x
k ⊗D0)
ψ=1 =
⊕∞
k=0(x
k ⊗D0)
ψ=1 = (LA(Zp,Qp)⊗Qp D0)
ψ=1,
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(5)
k0⊕
k=0
(xk ⊗D0)/(1− ψ)(x
k ⊗D0) =
∞⊕
k=0
(xk ⊗D0)/(1− ψ)(x
k ⊗D0)
∼
→ (LA(Zp,Qp)⊗Qp D0)/(1− ψ)(LA(Zp,Qp)⊗Qp D0),
where we define tk ⊗ D0 := Qptk ⊗Qp D0 and x
k ⊗ D0 := Qpxk ⊗Qp D0 for each
k ≧ 0.
Proof. When D0 is one dimensional, then all these properties are proved in § 2 of
[Ch12]. In the general case, this lemma can be proved in the same way, so we omit
the proof.

We go back to our situation. Let D be a potentially crystalline (ϕ,ΓK)-module
over B†rig,K such that D|Kn is crystalline for some n ≧ 0. We define a Λ∞-linear
morphism
∆˜ : (B+rig,K ⊗K D
Kn
crys(D))
ψ=0 →
∞⊕
k=0
tk ⊗DKncrys(D)/(1− ϕ)(t
k ⊗DKncrys(D))
by
∆˜(
m∑
i=1
fi(T )⊗ zi) := (tk ⊗ (
m∑
i=1
∂k(fi)(0) · zi))k≧0,
where we recall that ∂(f)(T ) = (1 + T )df(T )
dT
.
The following lemma was proved in § 2.2 of [Per94], but here we re-prove it using
the above lemma.
Lemma 3.18. There exists a following exact sequence of Λ∞-modules
0→
∞⊕
k=0
(tk ⊗DKncrys(D))
ϕ=1 → (B+rig,K ⊗K D
Kn
crys(D))
ψ=1
ϕ−1
−−→ (B+rig,K⊗KD
Kn
crys(D))
ψ=0 ∆˜−→
∞⊕
k=0
(tk⊗DKncrys(D))/(1−ϕ)(t
k⊗DKncrys(D))→ 0.
Proof. Since we have an inclusion
(1− ϕ)(B+rig,K ⊗K D
Kn
crys(D))
ψ=1 ⊆ (B+rig,K ⊗K D
Kn
crys(D))
ψ=0,
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we have the following exact sequence
0→
∞⊕
k=0
(tk ⊗DKncrys(D))
ϕ=1 → (B+rig,K ⊗K D
Kn
crys(D))
ψ=1
1−ϕ
−−→ (B+rig,K⊗KD
Kn
crys(D))
ψ=0 → (B+rig,K⊗KD
Kn
crys(D))/(1−ϕ)(B
+
rig,K⊗KD
Kn
crys(D)),
where the exactness at the second arrow follows from the equality
∞⊕
k=0
(tk ⊗DKncrys(D))
ϕ=1 = (B+rig,K ⊗K D
Kn
crys(D))
ϕ=1
which is proved in (1) of Lemma 3.17. We show that the natural map
(B+rig,K⊗KD
Kn
crys(D))
ψ=0 → (B+rig,K⊗KD
Kn
crys(D))/(1−ϕ)(B
+
rig,K⊗KD
Kn
crys(D)) : z 7→ z
is a surjection. To prove this claim, let z be an element of B+rig,K ⊗K D
Kn
crys(D).
Then it suffices to show that there exists y ∈ B+rig,K ⊗K D
Kn
crys(D) such that ψ(z −
(1− ϕ)y) = 0. Because we have ψ(z − (1− ϕ)y) = ψ(z)− (ψ − 1)y, such y exists
by (3) of Lemma 3.17.
By this claim and because we have a natural isomorphism
∞⊕
k=0
tk⊗DKncrys(D)/(1−ϕ)(t
k⊗DKncrys(D))
∼
→ (B+rig,K⊗KD
Kn
crys(D))/(1−ϕ)(B
+
rig,K⊗KD
Kn
crys(D))
by Lemma 3.17, we obtain the surjection
(B+rig,K ⊗K D
Kn
crys(D))
ψ=0 →
∞⊕
k=0
(tk ⊗DKncrys(D))/(1− ϕ)(t
k ⊗DKncrys(D))
which is explicitly defined by
m∑
i=1
fi(T )⊗ xi 7→ (
1
k!
tk ⊗ (
m∑
i=1
∂k(fi)(0) · xi))k≧0.
Since this map and ∆˜ are only differ by a factor of k! at each k-th component,
their kernels and images are equal. Hence we finish to prove the exactness of the
sequence in this lemma.

The following definition is Berger’s formula for Perrin-Riou’s big exponential
map. More precisely, Berger defined Perrin-Riou’s map for crystalline p-adic rep-
resentations and the following definition is just the direct generalization of his
formula for potentially crystalline (ϕ,Γ)-modules.
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Definition 3.19. Let D be a potentially crystalline (ϕ,ΓK)-module over B
†
rig,K
such that D|Kn is crystalline for some n ≧ 0 and let h ≧ 1 be an integer such that
Fil−kDKdR(D)) = D
K
dR(D). Then, we define a Λ∞-linear map
ΩD,h : (Λ∞ ⊗Qp D
Kn
crys(D))
∆˜=0 → H1Iw(K,D)/H
1
Iw(K,D)tor
as the composition of the isomorphism
(ϕ−1)−1 : (Λ∞⊗QpD
Kn
crys(D))
∆˜=0 ∼→ (B+rig,K⊗KD
Kn
crys(D))
ψ=1/(B+rig,K⊗KD
Kn
crys(D))
ϕ=1
with the natural inclusion
(B+rig,K ⊗K D
Kn
crys(D))
ψ=1/(B+rig,K ⊗K D
Kn
crys(D))
ϕ=1 →֒ Nrig(D)
ψ=1/Nrig(D)
ϕ=1
and with the injection proved in Lemma 3.13
ExpD,h : Nrig(D)
ψ=1/Nrig(D)
ϕ=1 →֒ H1Iw(K,D)/H
1
Iw(K,D)tor.
Remark 3.20. Let V be a crystalline representation of GK and let D(V ) be the
(ϕ,ΓK)-module over B
†
rig,K associated to V . If we admit the natural isomorphisms
Λ∞⊗ΛH
1
Iw(K, V )
∼
→ H1Iw(K,D) (see § 2 of [Po12b]) and D
K
crys(V )
∼
→ DKcrys(D(V )),
Berger proved that the map
ΩV,h : (Λ∞ ⊗Qp D
K
crys(V ))
∆˜=0 ∼→ (Λ∞ ⊗Qp D
K
crys(D(V )))
∆˜=0
ΩD,h
−−−→ H1Iw(K,D(V ))/H
1
Iw(K,D(V ))tor
∼
→ Λ∞ ⊗Λ (H
1
Iw(K, V )/H
1
Iw(K, V )tor)
coincides with Perrin-Riou’s original map defined in [Per94] (see Theorem 2.13 of
[Ber03]).
To state Perrin-Riou’s δ(V ), we slightly generalize the definition of detΛ∞(−) to
the following situation. LetM1 and M2 be co-admissible Λ∞-modules. We assume
that there exist co-admissible Λ∞-submodules M
′
1 ⊆ M1 and M
′
2 ⊆ M2 such that
M1/M
′
1 and M
′
2 are torsion Λ∞-modules and that there exists a Λ∞-linear map
f : M ′1 → M2/M
′
2 for which we can define detΛ∞(f). Under this situation, we
define a fractional ideal detΛ∞(f :M1 →M2) ⊆ Frac(Λ∞) by
detΛ∞(f : M1 →M2) := detΛ∞(f : M
′
1 →M2/M
′
2)charΛ∞(M1/M
′
1)
−1charΛ∞(M
′
2).
We apply this definition to the map
ΩD,h : (Λ∞ ⊗Qp D
Kn
crys(D))
∆˜=0 → H1Iw(K,D)/H
1
Iw(K,D)tor,
i.e, we define the principal fractional ideal
detΛ∞(ΩD,h : Λ∞ ⊗Qp D
Kn
crys(D)→ H
1
Iw(K,D))
by the product
detΛ∞(ΩD,h : (Λ∞ ⊗Qp D
Kn
crys(D))
∆˜=0 → H1Iw(K,D)/H
1
Iw(K,D)tor)·
charΛ∞(Λ∞ ⊗Qp D
Kn
crys(D)/(Λ∞ ⊗Qp D
Kn
crys(D))
∆˜=0)−1 · charΛ∞(H
1
Iw(K,D)tor).
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Using this definition, Perrin-Riou’s δ(V )-theorem can be stated as follows. More
precisely, the following is the direct generalization of Perrin-Riou’s δ(V ) to any
slope crystalline D. In Proposition 3.23 below, we will prove the theorem by
proving that the theorem is equivalent to Theorem 3.14.
Theorem 3.21. Let D be a potentially crystalline (ϕ,ΓK)-module over B
†
rig,K such
that D|Kn is crystalline. Let {h1, · · · , hd} be the set of Hodge-Tate weights of D
and let h ≧ 1 be an integer such that Fil−hDKdR(D) = D
K
dR(D). Then, we have an
equality of fractional ideals of Frac(Λ∞)
det(ΩD,h : Λ∞ ⊗Qp D
Kn
crys(D)→ H
1
Iw(K,D))
= (
∏
1≦i≦d
∇hi∇hi+1 · · ·∇h−1)
[K:Qp] · charΛ∞(H
2
Iw(K,D)).
Remark 3.22. On the other hand, for any slope potentially crystalline D, Pot-
tharst defined the “inverse” map
LogD : H
1
Iw(K,D)→ Frac(Λ∞)⊗Qp D
Kn
crys(D)
of ΩD,h using the theory of Wach modules. Using LogD, he also proved his δ(D)-
theorem (Theorem 3.4 of [Po12b]) by reducing to Perrin-Riou’s δ(V ) using a slope
filtration argument. It is easy to check that the theorem above is equivalent to his
δ(D).
The next proposition is the main result of this subsection, which says that, when
D is as above, our Theorem 3.14 is equivalent to the above Theorem 3.21.
Proposition 3.23. We have an equality
detΛ∞(Nrig(D)
ψ=1
ExpD,h
−−−−→ H1Iw(K,D)) · charΛ∞(H
2
Iw(K,Nrig(D)))
= detΛ∞(Λ∞ ⊗Qp D
Kn
crys(D)
ΩD,h
−−−→ H1Iw(K,D)).
In particular, Theorem 3.14 is equivalent to Theorem 3.21.
Proof. Since we have Nrig(D) = B
†
rig,K ⊗K D
Kn
crys(D) by Lemma 3.16, the principal
fractional ideal
detΛ∞(Nrig(D)
ψ=1
ExpD,h
−−−−→ H1Iw(K,D)) · charΛ∞(H
2
Iw(K,Nrig(D)))
is equal to the product
detΛ∞((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1
ExpD,h|(B+
rig,K
⊗KD
Kn
crys(D))
ψ=1
−−−−−−−−−−−−−−−−−−→ H1Iw(K,D))·
charΛ∞((B
†
rig,K⊗KD
Kn
crys(D))
ψ=1/(B+rig,K⊗KD
Kn
crys(D))
ψ=1)−1·charΛ∞(H
2
Iw(K,Nrig(D))).
Since we have
(B+rig,K ⊗K D
Kn
crys(D))/(ψ − 1)(B
+
rig,K ⊗K D
Kn
crys(D)) = 0
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by (3) of Lemma 3.17, using the snake lemma, we obtain the following isomor-
phisms
(B†rig ⊗K D
Kn
crys(D))
ψ=1/(B+rig,K ⊗K D
Kn
crys(D))
ψ=1 ∼→ (LA(Zp,Qp)⊗Qp D
Kn
crys(D))
ψ=1
∼
→
k0⊕
k=0
(xk ⊗DKncrys(D))
ψ=1,
where the last isomorphism is (4) of Lemma 3.17 for sufficiently large k0 ≫ 0. We
similarly obtain an isomorphism
H2Iw(K,Nrig(D))
∼
→
k0⊕
k=0
(xk ⊗DKncrys(D))/(1− ψ)(x
k ⊗DKncrys(D)).
Hence, we obtain
charΛ∞((B
†
rig⊗KD
Kn
crys(D))
ψ=1/(B+rig,K⊗KD
Kn
crys(D))
ψ=1)−1·charΛ∞(H
2
Iw(K,Nrig(D)))
= detΛ∞(
k0⊕
k=0
xk ⊗DKncrys(D)
ψ−1
−−→ (
k0⊕
k=0
xk ⊗DKncrys(D)) = Λ∞.
where the last equality follows from (v) of Lemma 3.12. Hence, we obtain an
equality
detΛ∞(Nrig(D)
ψ=1
ExpD,h
−−−−→ H1Iw(K,D)) · charΛ∞(H
2
Iw(K,Nrig(D)))
= detΛ∞((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1
ExpD,h|(B+
rig,K
⊗KD
Kn
crys(D))
ψ=1
−−−−−−−−−−−−−−−−−−→ H1Iw(K,D)).
Next, we calculate the right hand side of the proposition.
First, by the definition of ΩD,h and by the property of detΛ∞(−), the fractional
ideal
detΛ∞(Λ∞ ⊗Qp D
Kn
crys(D)
ΩD,h
−−−→ H1Iw(K,D))
is equal to the product
detΛ∞((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1
ExpD,h|(B+
rig,K
⊗KD
Kn
crys(D))
ψ=1
−−−−−−−−−−−−−−−−−−→ H1Iw(K,D))·
detΛ∞(((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1 1−ϕ−−→ Λ∞ ⊗Qp D
Kn
crys(D)))
−1.
By Lemma 3.18, we have
detΛ∞((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1 1−ϕ−−→ Λ∞ ⊗Qp D
Kn
crys(D))
= detΛ∞(
k0⊕
k=0
tk ⊗DKncrys(D)
1−ϕ
−−→
k0⊕
k=0
tk ⊗DKncrys(D)) = Λ∞.
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Hence, we also obtain an equality
detΛ∞(Λ∞ ⊗Qp D
Kn
crys(D)
ΩD,h
−−−→ H1Iw(K,D))
= detΛ∞((B
+
rig,K ⊗K D
Kn
crys(D))
ψ=1
ExpD,h|(B+
rig,K
⊗KD
Kn
crys(D))
ψ=1
−−−−−−−−−−−−−−−−−−→ H1Iw(K,D)),
which proves the proposition.

List of notation
Here is a list of the main notation of the article, in the order of the section in
which it appears.
§1.1 : expK,V , exp
∗
K,V ∨(1).
§1.2 : Λ, HqIw(K, V ), ΩV,h.
Notation: p, K, K0, K, Cp, vp, | − |p, GK , {ζpn}n≧0, Kn, K∞, χ, ΓK , e1, ek, |G|.
§2.1 : E˜+, v
E˜+
, E˜, ε, p˜, A˜+, A˜, θ, B+dR, t, BdR, B˜
†
rig, A˜
[r,s], B˜[r,s], B+max, B˜
†,r
rig, B˜
†
rig,
rn, ιn : B˜
†,rn
rig →֒ B
+
dR, Bmax, Be, T , B
†,r
rig,F , B
†
rig,F , eK , K
′
0, r(K), πK , B
†,r
rig,K ,
B
†
rig,K, ψ, n(K), ιn : B
†,rn
rig,K →֒ Kn[[t]],
1
p
TrKn+1/Kn, D|L, D
∨, D1 ⊗ D2,
n(D), D(n), D+dif(D), Ddif,n(D), D
+
dif(D), Ddif(D), K∞[[t]], K∞((t)), ιn :
D(n) →֒ Ddif,n(D).
§2.2 : ∆K , γK ,M
∆K , C•γK (M), C
•
ϕ,γK
(M), Hq(K,D), Hq(K,D[1/t]), Hq(K,D+dif(D)),
Hq(K,Ddif(D)), ∪, <,>, ev, ftr, f
′
tr, κ, recQp, C
•
ψ,γK
(D),DKcrys(D),D
K
dR(D),
FiliDdR(D).
§2.3 : δ1,D, δ2,D, C˜
•
ϕ,γK
(D(n)), C˜•ϕ,γK(D
(n)[1/t]), C˜•ϕ,γK (D
+
dif,n(D)), C˜
•
ϕ,γK
(Ddif,n(D)),
expK,D.
§2.4 : ∪dif , gD, log(χ), <,>dif , exp
∗
K,D∨(1), [−,−]dR.
§2.5 : W , We, W
+
dR, WdR, W (V ), We(D), WdR(D), W
+
dR(D), W (D), D˜
(n)(W ),
D˜(W ), D(W ), Cq(GK ,M), δq, C
•(GK ,M), C
•(GK ,W ), H
1(K,W ), δ1,W ,
δ2,W , D
K
dR(W ), expK,W .
§3.1 : ΓK,tor, ΓK,free, Λn, Λ∞, B
+
rig,Qp
, Λ˜n, Λ˜
ι
n, D⊗̂QpΛ˜
ι
n, H
q
Iw(K,D), Γ̂K,tor, η, αη,
Mtor, A(δ), fδ, prL,D(k), δL, Qp[Γ˜K/ΓL]
ι, fD,k, fk, C
•
ψ(D), ιD, p∆K , log0(−).
§3.2 : ∇0, Ω̂B†rig,K/K ′0
, N
(n)
rig (D), Nrig(D), ∂, ∂˜.
§3.3 : ∇i, ExpD,h, TL, m(L).
§3.4 : charΛ∞(M), detΛ∞(f), detΛ∞(H
•(f)).
§3.5 : B+K,rig, LAh(Zp,Qp), LA(Zp,Qp), | − |h, Col, Res, x
k, ∆˜, ΩD,h.
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