Abstract. Let F be a number field, π an irreducible cuspidal representation of GL 2 (A F ) with unitary central character, and χ a Hecke character of analytic conductor Q.
1. Introduction 1.1. Statement of the Main Result. Let A be the adele ring of a number field F . Let π, π 1 , π 2 be generic automorphic representations of G(A) = GL 2 (A), where at least one of π 1 , π 2 is cuspidal. Let χ be a Hecke character. Denote by C(π) (resp. C(χ)) the analytic conductor of π (resp. χ).
Ph.Michel and A.Venkatesh [31] solved the subconvexity problem for GL 2 . In fact, the main result of that paper is the existence of some δ > 0 such that L(1/2, π 1 × π 2 ) ≪ F,ǫ,π1 C(π 2 ) 1/4−δ+ǫ , ∀ǫ > 0.
That is to say, if one fixes π 1 , then we have subconvex bound for L(1/2, π 1 ⊗ π 2 ) as C(π 2 ) tends to infinity. As a preliminary result, they also obtained the following subconvex bound 1.2. Plan of the Paper. Section 2 is concerned with some technical but fundamental aspects of the proof of Theorem 1.1: In Section 2.1 we provide notations and conventions. In Sections 2.2 to 2.4 we recall how Hecke's theory can be extended from K-finite vectors to smooth vectors. In Section 2.5 we discuss Whittaker models and their norms. In Sections 2.6 and 2.7, we discuss various forms of the spectral decomposition of automorphic functions. In Section 2.8 we use results from Section 2.5 to construct and study local test vectors to be used in the sequel. In Section 2.9 we discuss the decay of matrix coefficients of automorphic representations.
In Section 3 we start the proof of Theorem 1.1, setting up the amplification method. We split to two sorts of arguments: local ones and global ones. The intuition behind the formal calculations is explained in the beginning. It seems that the idea of translation by n(T ) originates from P.Sarnak [33] . The whole idea is the combination of his idea together with the amplification method.
In Section 4 we deal with the local arguments and prove the first part of Proposition 3.1.
In Section 5 we give the decay of matrix coefficients in the special case without n(T ) translation and concerning classical vectors. This complements Section 2.9 for our application.
In Section 6 we conclude the proof by putting local estimations into the global arguments. The reader is strongly recommended to read the beginning of Section 3 before entering into the subsequent calculations. The difference in methods between this paper and [31] is explained in Remark 3.11.
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Some Preliminaries
2.1. Notations and Conventions. From now on, F is a number field of degree r = [F : Q] = r 1 + 2r 2 , where r 1 is the number of real places and r 2 is the number of pairs of conjugated complex places. V F is the set of all places of F . For any v ∈ V F , F v is the completion of F at the place v. A = A F is the adele ring of F . A × is the idele group. We fix once for all an isometric section R + → A × of the adelic norm map | · | : A × → R + , thus identify A × with R + × A (1) , where A (1) is the kernel of the adelic norm map. We will constantly identify R + with its image under the section map. Let Unless otherwise specified, G = GL 2 as an algebraic group defined over F . Hence G v = GL 2 (F v ). If v is a complex place, then K v = SU 2 (C); if v is a real place, then K v = SO 2 (R); if v < ∞ then K v = G(O v ). We also define
The probability Haar measure on K v is dk v . Z v (resp. N v , resp. A v ) is equipped with the measure d × u (resp. dx, resp. d [18] , actually gives important information on K-finite vectors in an irreducible component π. They consequently have representatives in the space of smooth functions on the automorphic quotient, and are rapidly decreasing in any Siegel domain (Lemma 5.6 of [18] ). Let the superscript "fin" mean "K-finite". The rapid decay is important, because it adds to the description of W Since ϕ(a(y)) is rapidly decreasing at ∞, it is also rapidly decreasing at 0 because
Thus ζ(s, ϕ, χ) is well defined for all s, and the following functional equation characterizes the left invariance by w of ϕ:
we get
The convergence is justified by the above local growth property of W ϕ,v and the fact that at an unramified finite place v, the local zeta-function equals
originally defined for ℜ(s) > θ, can be analytically continued into an entire function on s ∈ C. It equals 1 at almost all places v. Furthermore, there is a functional equation
is an entire function of exponential type. Define usual and complete L-functions as, for
then the analytic continuations and functional equations of these L-functions follow from the welldefinedness of ζ(s, ϕ, χ) and (2.3), (2.5). The identity
can be evaluated at s = 1/2 without analytic continuation of any integral. Thus
Remark 2.1. In fact, the above theory is valid for smooth (not necessarily K-finite) vectors as we shall explain in the following sections.
2.3.
Smooth Vectors in Different Models. For any Lie group G and a unitary representation (ρ, V ) of G, let ρ ∞ be the subspace of smooth vectors in V . This is naturally a Fréchet space, defined by the semi-norms
is realized as a space of functions on a orientable real manifold M equipped with a smooth (right) G-action, and with a G-invariant volume form, then we can talk about Sobolev functions for the action. Note that the action ρ : G → U (V ) need not coincide with the regular representation on L 2 (M ) induced by the action of G on M . One may think about ρ = π(µ 1 , µ 2 ) in the principal unitary series of G = GL 2 (R).
Definition 2.2. With the above notations, a function f on M is called Sobolev (for the G-action), if it is smooth for the differential structure of M , and if its class 
g is a submersion at the identity e ∈ G. 
The action of any element
Proof. Since the condition and the conclusion are of local nature, one may interpret everything on the open set C p of some euclidean space, diffeomorphic to some open neighborhood U p of some point p ∈ M . The assumptions 1,2 ensures that the Sobolev norms S ρ d are equivalent to the usual Sobolev norms on C p in the underlying euclidean space. One can apply the classical Sobolev embedding theorem.
Corollary 2.5. Under the assumptions of the above lemma, for any p ∈ M , there is an
The assumptions of the above lemma apply to the following situations:
In such situation, we say that ρ is realized in the automorphic model: "aut".
We say that ρ is realized in the induced model: "ind".
is the Whittaker model of a generic automorphic representation π with the same K ′ f . M is thus AK/K ′ f . We say it is realized in the Whittaker model.
π is the Kirillov model of a generic automorphic representation π with the same
We say it is realized in the Kirillov model. Definition 2.6. If G is a totally disconnected group, acting on a totally disconnected space M , then a function f on M is said to be smooth, if it is locally constant on M and K-finite for any maximal compact subgroup K of G.
2.4.
Smooth Vectors and Extended L-function Theory. We generalize the theory of L-function to smooth vectors. Using Corollary 2.5 and compactness of F \A, one may easily see (Corollary I.1.5 [13] ) that the Whittaker functional l :
is in the continuous dual space of
and is related to the Whittaker intertwiner (2.1) by
When we restrict to an irreducible component π of R, or more precisely to ⊗
The study of l v , v < ∞ is the same as in the K v -finite case. So the uniqueness, the local functional equation (2.5), the rapid decay and the controlled behavior at 0 i.e. (2.2) remain valid. At a v|∞, the uniqueness of l v is established by Shalika [34] . So one can define the smooth Whittaker model associated with a unitary irreducible representation π v by
The rapid decay at infinity of the local Whittaker functions W w (g) can be found in Lemma I.1.2 [13] . Note that here, the rapid decay property is derived from the continuity of l v . In fact, much more information is obtained by Jacquet, as a special case in Proposition 3.6 [12] , where the behavior of W w (g) is completely characterized, which implies rapid decay and (2.2) in this situation. Consequently, the rapid decay of
follows by using (2.4). Furthermore, local functional equations (2.5) are obtained by Jacquet [23] with absolute convergence for ℜ(s) > θ as in the K v -finite case.
Remark 2.7. For a proof that rapid decay at infinity and local functional equation imply the controlled behavior at 0, see Proposition 3.2.3 [31] .
An Identification of Norms.
A by-product of the above theory, already known in the K-finite case, is the identification of the norm on π ⊂ R 0 and the natural norm we put on global Whittaker models. We begin with the case of Eisenstein series for motivation.
Lemma 2.8. If π = π(χ 1 , χ 2 ) is unitary Eisenstein, and ϕ(g) = E(0, f )(g) with E(s, f )(g) defined as in (2.9), for some f = v f v ∈ π ind,fin in the induced model, then one can define the Eisenstein norm of ϕ
The following relation holds
Eis , and the local data are defined as the analytic continuation in (χ 1 , χ 2 ) of
Proof. One can interpret W ϕ,v (a(y))χ 2,v (y) −1 |y| −1/2 as the Fourier transform of x → f (wn(x)). The above norm identification is then a formal consequence of Plancherel formula as discussed in Section 3.1.6 of [31] . One can also verify it by using Theorem 4.6.5 of [2] .
is bounded both from above and below by some constants, uniformly in v < ∞.
Let's turn to the cuspidal case.
where Λ F is the complete Dedekind zeta-function, and
is the complete L-function associated with π ×π.
Remark 2.11. By [22] for F = Q and Lemma 3 of [6] in general,
is its residue at s = 1. Analogously to Remark 2.9, we also note that there is some constant C(θ) depending only on θ such that
Proof. It is a standard use of Rankin-Selberg's method (c.f. [31] 4.4.2) : Unfold, for ℜs ≫ 1
is a spherical flat section taking value 1 on K, and
Then take residue at s = 1/2. In fact, E(s, f ) converges absolutely for ℜ(s) > 1/2, has a meromorphic continuation to all s ∈ C admitting a simple pole at s = 1/2 with residue 1 2
, and is of moderate growth for any given s (see for example Section 3.7 of [2] ). Here Λ * F (1) is the residue of Λ F (s) at s = 1. At a place v < ∞, for which W ϕ,v is spherical, and if ℜ(s) > −1/2 + 2θ, one has (2.10)
which is 1 for almost all v. The product
By the local behavior (2.2), one can evaluate the integrals on the right side at s = 1/2. Whence
We can simplify by taking into account the theory of Kirillov model.
Proposition 2.12. There are only two types of unitary irreducible representations of B 1 (F v ):
defined by the formula :
where ψ is a nontrivial character of F v . Moreover, for the second type, different ψ give equivalent representations. In particular, there is only one non one-dimensional unitary irreducible representation of B 1 (F v ).
A riguous proof of this proposition, in the case of an archimedean field, can be found in Page 34 (29) , [28] ; and in the case of a non archimedean filed, can be found in Chapter 8, [8] .
We finally deduce: Proposition 2.13. Let π be the local component on v of a generic automorphic representation. For a W ∈ W ∞ π , one actually has
As a consequence, the formula in Lemma 2.10 becomes
Remark 2.14. [21] , which gives
According to Proposition I.1.4 of [12] , the above spectral decomposition has an analogue for smooth vectors, namely (2.12)
with convergence for the topology of R ∞ . We are going to establish Theorem 2.16. Suppose ϕ ∈ R ∞ , viewed as a function on G(A), then the following decomposition
ϕ, e e(g)
converges absolutely and uniformly on any compact subset, where B( * ) means taking an orthonormal basis of * consisting of K-isotypical pure tensors. We may assume that if ϕ is is actually finite and the number depends only on F and
If we consider the theory of Whittaker model as a theory of spectral decomposition with respect to the left action of N (A), then we further have Theorem 2.18. Conditions are the same as in the above theorem. Any ϕ ∈ R ∞ , as a function on G(A), admits the following decomposition:
The convergence is absolute and uniform on any Siegel domain.
Remark 2.19. In practice, the basis B( * ) will be chosen so that the components of its elements at some archimedean place v are K v -isotypic where K v is the standard maximal compact subgroup of G v .
We begin with some local Sobolev type analysis. 
At an unramified place (m = 0), we recall that
But ψ v (xy) is not constantly 1 for such x if v(y) < v(ψ) − m, therefore W (y) = 0. We also have
and the Sobolev inequality follows by replacing W by k.W , which is also K v [m]-invariant, in the above argument.
Lemma 2.21. Let v be a real place, and π a unitary irreducible representation of G v with central character
π transforms under the action of K v = SO 2 (R) accroding to the character
Then we have the following Sobolev inequality, uniform in m, Proof. Let U = 1 0 , T = 0 1 0 0 be elements in the Lie algebra of GL 2 (R), then
We may only consider the case y ∈ R × + . Then ∀x, y ∈ R × + , we have
Note that
Integrating against min(x, 1/x)dx/x for 0 < x < ∞, using Cauchy-Schwarz and 1/2(
Using the bound | log t| ≪ ǫ max(t ǫ , t −ǫ ), we get
Thus the first inequality follows for k = 1. The general case follows by noting
, since the adjoint action of K on g has bounded coefficients.
The second inequality follows from the equivalence of two systems of Sobolev norms. One is S π d 's, the other is defined with ∆ v and I ∈ Z(g). The proof is technical. We give it in the next section ( Theorem 2.29 ).
Before proceeding to the complex place case, let's first recall that the irreducible representations of SU 2 (C) are parametrized by m ∈ N, denoted by (ρ m , V m ). Here V m is the space of homogeneous polynomials in C[z 1 , z 2 ] of degree m + 1, equipped with the inner product
The action of SU 2 (C) is given by 
Therefore, we only need to bound W m,k (a(y)) in order to bound W m,k (g). This works exactly the same as in the real place case. We omit the proof.
Lemma 2.22. Let v be a complex place, and π be a unitary irreducible representation of G v with central
π transforms under the action of K v = SU 2 (C) accroding to ρ m and corresponds to some P m,k . Then we have the following Sobolev inequality, uniformly in m, Let e ∈ π ⊂ R 0 be a K-isotypic vector, with local Whittaker model W e,v . Denote by
-if v is a real place, then W e,v transforms under SO 2 (R) as e inv α . -if v is a complex place, then W e,v transforms under SU 2 (C) as some P nv ,k . Collecting all the estimations in the previous subsection, using Lemma 2.10 or Proposition 2.13 with e = 1 and
−1 can be bounded from above by a constant depending only on n v , v < ∞, we thus get
we have
Consider the splitting A × ≃ A 1 × R + and write y = y 1 t such that y 1 ∈ A 1 and t ∈ R + ֒→ A × with trivial component at finite places. We need only consider y 1 in a fundamental domain of F × \A 1 . Since the quotient F × \A 1 is compact, we may assume that there exist 0 < c < C such that for any place
and |α| v ≤ 1, ∀v > v 0 (one may choose v 0 big enough depending only on n v 's) in order to get a non zero contribution. Thus, α runs over the non zero elements in a lattice of F ∞ depending only on n v 's. Therefore
We conclude (2.13)
Now let's turn to the Eisenstein parts of Theorems 2.16, 2.18. Using Lemma 2.8 instead of 2.10 in the above argument, we get (2.14)
We have an expression for the constant term
. From basic representation theory, an orthonormal basis of functions on the compact group K is given by matrix coefficients.
Thus follows the bound (recall that we are dealing with ℜ(s) = 0)
where λ K∞ (Φ) is the eigenvalue of Φ for the Casimir of K ∞ . Note that M (s) is unitary for s ∈ iR and doesn't change the K-type, thus
Φs,∞ . Theorems 2.16 & 2.18 will be established by using the following generalized Weyl's law, which is an immediate consequence of the Ph.D thesis [29] of Marc R. Palm at Göttingen. Theorem 2.23. Given a sequence of non-negative integersn = (n v ) v<∞ with n v = 0 for a.e.v. Define
and consider the space
The operator ∆ ∞ = v|∞ ∆ v is self-dual and commutes with the action of K. Then ∆
Here λ e,∞ runs over the discrete spectrum of ∆ ∞ , and λ Φiτ ,∞ runs over the continuous spectrum of ∆ ∞ .
Remark 2.24. We only need a weaker version here. Namely, we only need ∆ −N ∞ to be of trace class for some N > 0.
, the above theorem would coincide with the traditional geometrical Weyl's law. Note that this kind of Weyl's law was already used to establish theorems like 2.16 for K ∞ -fixed case, e.g. [16] . Weyl's law is at the heart of the theory of analytical spectral decomposition. 2.7. Two Sobolev Norm Systems. Let v be an archimedean place, and π a unitary irreducible representation of G v with a fixed central character ω. Let {I 1 , ..., I r } be a basis of Z(g v ). In our case, r = 1 if v is a real place, and r = 2 if v is a complex place. We define the Sobolev norm system The rest of this section is devoted to the proof of Theorem 2.29.
2.7.1. v a real place. The Hecke algebra H v = U (g) ⊕ ǫ * U (g), where ǫ is the Dirac measure at
There is a classification of unitarizable irreducible (
There are three different series:
1. s ∈ iR; 2. 0 < s < 1 but only s < 2θ is possible for the local component of an automorphic representation; 3. 0 < s = p ∈ Z, s − m is an odd integer.
In each series, there is an orthogonal, not necessarily normalized, basis consisting of K v -isotypical vectors, {e k }. In the first two cases, k runs through k ≡ m (mod 2), and in the last case, |k| ≥ p + 1, k ≡ p + 1 (mod 2). There is a basis of g C ,
with explicit action given as
Consider a general vector
In the first series, Theorem 2.6.2 of [2] implies e k = 1.
We easily deduce
In the second series,
according to the proof of Theorem 2.6.4 of [2] . As a consequence,
We get, for some implicit absolute constant,
In the last series, it can be inferred from Theorem 2.6.5 of [2] that π(µ 1 , µ 2 ) has the following model: Let H + be the Poincaré half plane, and H − its opposite. The space is, with the coordinates z = x + iy,
Therefore one may take, for |k| ≥ p + 1,
Changing to the Poincaré disk model, one calculates easily, with B(·, ·) the Beta function,
Consequently,
We conclude that in all cases, by Cauchy-Shwarz and Weyl's law
, and the two systems are equivalent.
v a complex place. The unitary irreducible series
We may suppose n 0 ≥ 0 after exchanging µ 1 and µ 2 if necessary. The representation π(µ 1 , µ 2 ) has an orthogonal basis e (n0)
n,k (
where
are the Jacobi polynomials. Alternatively,
It will also be convenient to extend by 0 to all integers n, k. The (complexified) Lie algebra su 2 has a basis
which act as
is of trace class in π(µ 1 , µ 2 ). A standard argument then shows that it suffices to prove Theorem 2.29 for vectors of an orthonormal basis. The Cartan complement p of su 2 has a basis (we ignore the center)
Using the recurrence relations of Jacobi polynomials (c.f. [1] ),
we can find for n > 0
n,k = (s + n/2 + 1)(n − n 0 + 2)(n + n 0 + 2) (n + 1)(n + 2) e (n0) n+2,k+1
n−2,k−1 ; while for n = 0
2,1 .
n,k , we can only consider the actions of H 1 , H 2 , X + , X − if we don't want to optimize. Case 1: s ∈ iR. Then we are in the unitary principal series case and the norm structure is the standard
One easily verifies, if n = 0, X.e
Case 2: 0 < s < 2θ < 1. Then n 0 = 0, thus n ≡ 0 (mod 2). Let's write e (s,0)
n,k to emphasize the dependence on s. The norm satisfies
, which will be given by Lemma 2.30. With this, we easily see
In the last case, the norm structure is defined via the intertwining operator (with analytic continuation for s < 0),
Lemma 2.30. We have
Therefore,
Proof. We first consider n = 2k. We know e (s,0)
Now we can use the recurrence relation of Legendre polynomials to establish
The first two values are easy to obtain:
By induction, we get
Since M (s) commutes with the action of G v , it commutes with the action of X + , X − . It follows that for any k, λ n,k (s) = λ n,n/2 (s). This proves the above lemma and concludes the proof of Theorem 2.29. [12] , gives an affirmative answer. Note that, to determine W v from K v at an archimedean place v, a concrete way is to apply the Casimir element C of GL 2 (R) in the real case, or the two embedded Casimir elements of GL 2 (R) in GL 2 (C) to get partial differential equations, since these elements should act as scalars depending only on π v , then solve the corresponding Dirichlet problems. Alternatively, maybe also more naturally and directly, if one wants to avoid the converse theorem, one may decompose W as an infinite sum of K-isotypical Whittaker functions, then change the order of summation to show that ϕ is a convergent (thanks to the local and global estimations in the above sections) infinite sum of K-isotypical functions in π, with rapidly decreasing spectral parameter for K, thus is itself in π ∞ .
2.9. Decay of Matrix Coefficients: General Theory. At a place v, let π λ be the complementary series representation of G v with parameter λ/2 and with trivial central character. It has a unique K v invariant unit vector w 0 . The elementary spherical function associated with π λ is defined to be (following Harish-Chandra's notation)
Its limit when λ → 0, denoted by ϕ v,0 = Ξ v , is the Harish-Chandra function. They are all positive and bi-K v -invariant.
2 If π is in the complementary series with parameter λ/2, then for any
Proof. The tempered case is well known in [14] . The non-tempered case, first proved in Theorem 2.11 [35] for real case, then recaptured in Lemma 9.1 [36] , essentially is based on the following estimation
3. If v is finite, let ̟ be a uniformizer, and q the cardinality of the residue field, then
The upper bound of (2.16) follows from the convexity of log f v (λ, g) in λ. The lower bound follows by taking the major term in f v (λ, g). For example, in the case of a finite place, we use
Thus one may take
to conclude Theorem 2.31.
Outline of the Proof
The departure point of the proof is Jacquet-Langlands' generalization of Hecke's integral representation of L-functions, namely equation (2.6) that we copy here
Here ϕ ∈ π ∞ is a pure tensor and smooth vector. We are going to establish the following proposition, which obviously implies Theorem 1.1:
where Q = C(χ) is the analytic conductor of χ.
There is an absolute constant δ > 0 such that for any ǫ > 0
We may choose δ = 1 − 2θ 8 , or 25 256 using the best known result of [4] i.e. θ = 7 64 .
The construction of ϕ has its origin in an idea of P.Sarnak [33] in the archimedean aspect. We consider the following family of test vectors of the form ϕ = n(t).ϕ 0 , where ϕ 0 ∈ π ∞ is a fixed pure tensor and t ∈ A. With this choice, the study of local zeta-functions shows that, under some technical conditions on ϕ 0 , each local integral reaches its natural asymptotic lower bound for some
1±ǫ . We may see later that we can take T v = 0 for almost all v. We take ϕ = n(T ).ϕ 0 with T = (T v ) v chosen above, then we get the estimation of the product of local terms in (2.6).
Recall the global zeta-function defined by
where the constant term ϕ N = 0 since π is cuspidal. We want to bound the global zeta-function by some negative power of C(χ). To deal with the fact that F × \A × is non-compact, we then truncate the integral
is a smooth function with compact support which will be described explicitly later. We remark that *
The translation n(t) on |ϕ 0 | 2 is the same as translating the domain of integration a(
In the classical case (F = Q and ϕ 0 is spherical), the translated domain is the same as the semi straight-line {yt + yi : y > 0}. As t → ∞, the slope of the line tends to 0. The line becomes equidistributed on the modular surface SL 2 (Z)\H. As a consequence the n(t) (or n(T )) translation "kills" the portion of |ϕ 0 | 2 orthogonal to the 1-dimensional representations. Intuitively,
In order to diminish the right hand side, we amplify ϕ 0 by defining, for E equal to some positive power of Q to be chosen later, the following average of Dirac measures :
and take, with ̟ v denoting a uniformiser at the place v,
is the adjoint measure of σ, i.e.
Here we have used the fact that the translations a(̟ v ̟ 
Since the decay of matrix coefficients is of local nature, (3.4) must be of size some negative power of E when v 1 , v
are not distinct, (3.4) is bounded by O(1), and the total contribution of this case is killed by the big denominator M 4 E . Of course this modification will increase the contribution of non one-dimensional parts of |ϕ 0 | 2 by some positive power of E as a factor. Finally, we optimize the choice of E and the truncation on integral to get (3.2). Let's discuss (3.2) in more detail. In order to simplify notations and for further convenience, we introduce a functional on automorphic representations:
There is a local analogue of this functional :
The truncation function h ∈ C ∞ c (R + ) is made from a fixed function h 0 such that h is supported in
Here, κ ∈ (0, 1) is a parameter to be chosen later.
Lemma 3.2. We have
Define another functional:
We are reduced to examining :
The inequality of Cauchy-Schwarz gives
where the second equality is due to the fact that a(
v ′ ) commute with n(T ). We then spectrally decompose |σ
as in Theorem 2.18, which is possible because ϕ 0 ∈ R s . Setting
This is verified by Theorem 2.18. In every summand of Σ 2 (resp. Σ 3 ), P π ′ (resp. P ξ,iτ ) denotes the projector onto the space of π
Remark 3.3. Not every cuspidal representation π ′ (resp. not every character ξ) has a non-trivial contribution in this decomposition. Only the ones which have "smaller" conductors than σ ′ χ * ϕ 0 at every place v do. The exact choice of the base for spectral decomposition is a subtle matter. It will be described in Section 6.3. Similarly, the number of ξ's with non-zero contribution is also finite and depends on F and ϕ 0 .
Lemma 3.4. We have
Proposition 3.5. A full list of the patterns of positions of
•
• Type 8:
• Type 9:
Type 1 is dominant in the sense that there are ≃ M 4 E possibilities for this case but O(M 3 E ) for the other cases. Therefore it is also called to be typical.
Recall that, θ is such that no complementary series representation with parameter > θ appears as a local component of a cuspidal representation. Let λ e,∞ (resp. λ Φiτ ,∞ ) be the eigenvalue for e (resp. E(iτ, Φ)) of ∆ ∞ , for e (resp. Φ) runing through an orthonormal base B(π ′ ) (resp. B(π(ξ, ξ −1 )), consisting of pure tensors of π ′ (resp. π(ξ, ξ −1 )). For the portion Σ 2 + Σ 3 , we need an adelic version of Weyl's law Theorem 2.23 and Lindelöf's hypothesis on average. From it we deduce Lemma 3.6. For a typical term, we have
In general, we have
Lemma 3.7. For a typical term, we have
Lemmas 3.4 to 3.7 immediately imply
Lemma 3.8. We have
Remark 3.9. A comparison between the eigenvalues appearing here and those appearing in the trace of ∆ −l ∞ should be taken into account, where l > 1 will be specified. We'll see this in detail later. Remark 3.10. We should consider all types in Proposition 3.5 and recollect their effects to get the second assertions in Lemmas 3.6 and 3.7. But it turns out that the contribution of Type 1 is always no less than that of other types. Now it is clear that (3.2) follows from Lemma 3.2, (3.5) and Lemma 3.8, by solving the equation
.
An optimal choice is
Remark 3.11. If we apply the n(T ) translation before the projections in Σ 2 and Σ 3 , and use a more general result concerning the decay of matrix coefficients, then we find ourselves in the exact setting of [31] , where all the technical calculations are folded in the "Ergodic Principle" in Section 2.5.3.
Choice of ϕ 0 and Local Estimation
In this section we define the vector ϕ of Proposition 3.1. Recall that it is of the shape ϕ = n(T )ϕ 0 . Here ϕ 0 ∈ π is a pure tensor corresponding to
Archimedean places.
We first make the notion "Analytic Conductor" precise. The general definition, for both GL 1 and GL 2 representations, is given in 3.1.8 [31] . In this paper, we're particularly interested in GL 1 case. Using the notations from 3.1.8 [31] and from Chapter XIV § 4 [27] , one easily
, 1}, and we may define
, then µ χv = iϕ + |m|/2, and we may define
Lemma 4.1. Let φ ∈ S(F × v ) (i.e. φ as well as all its derivatives decay faster than any polynomial of |t −1 | as |t| → +∞ and more rapidly than any polynomial of |t| as |t| → 0). Let C = C(χ v ) be the analytic conductor of χ v . Set, for t ∈ F × v , the generalized Gauss sum
Then for any N ∈ N, 1/2 ≤ α < β < 1,
This is essentially the Lemma 3.1.14 of [31] . Let's recall the proof:
Proof. Note that C is comparable with the maximal absolute value among eigenvalues of χ v for a fixed F 
where Φ = φ| · | α ∈ S(F v ) is the Fourier transform of φ(x)|x| α . Recall if we fix a small ǫ > 0, and let α ∈ [1/2, 1 − ǫ], by (3.5) of [31] , and the third property after Theorem 3 of [27] 
Then after some evident change of variables, one gets
But for any β > 0, Φ(x) ≪ α,β,φ |x| −β , thus
The integral converges if 1/2 ≤ α < β < 1. Under this condition, we get
Corollary 4.2. For any ǫ > 0, there is a constant C 0 depending only on φ and ǫ, such that for C ≥ C 0 , there exists t with |t| ∈ [C 1−ǫ , C 1+ǫ ], and |G φ (χ, t)| ≫ φ,ǫ C −1/2−ǫ .
Proof. Apply the Plancherel formula for
The result follows by taking N = 1 + ⌈ 1 2ǫ ⌉ (N > 1/2 + 1 2ǫ suffices) for example.
We choose W 0,v ∈ S(F × v ) and T v = t as in the above corollary, such that (4.1)
Corollary 4.3. For any 0 < ǫ < 1/2, and any σ ∈ R varying in a compact set, we have
Proof. In the case σ = 0, we have
N +β−α . Taking α = 1/2, β approaching 1 and N big enough gives the result. The general case follows by considering
which for each fixed χ v is analytic in the variable t and is not identically 0. Hence it doesn't vanish identically for t ∈ [1, 2]. Since C(χ v ) ≤ C 0 defines a compact region for χ v , a routine argument of compactness gives that, for any χ v such that C(χ v ) ≤ C 0 there is a t such that |t| ∈ [1, 2] and
. We obtain in all cases the existence of some
−1/2−ǫ , which suffices for our application.
Non-Archimedean places.
We study the analog of the generalized Gauss sum as in the previous subsection at a finite place. Let's first recall some basic properties of Gauss sums. Definition 4.5. Let χ be a character of O × with v(χ) = r > 0, and ψ be an additive character of F v with v(ψ) = l. The Gauss sum associated with χ and ψ is defined by
Let's write U where the factor ζ v (1) is due to the measure normalization
Proof. If l < r, then for ∀x ∈ O v , we have
where we have used ψ(̟
If l > r, then we have
and we deduce that G(χ, ψ) = 0. We finally assume l ≥ r and calculate
which confirms the result of the last case and concludes the proposition.
Recall that the conductor of ψ v is ̟
Proof. We notice that, for l = 0,
Let's consider the first case i.e. r ≥ 1 and l = 0. We apply (4.2) with Proposition 4.6 and obtain
The first assertion follows from Proposition 4.6.
Next, we consider the second case r > 0 and l = 0. We notice 
The third assertion then follows by applying (4.2) again.
The last case is an easy consequence of (4.3).
The following corollary is essentially Lemma 11.7 of [36] .
Corollary 4.8. Let r v be the conductor of ω v χ v . We take W 0,v (y) to be the new vector, or "vecteur essentiel" in the sense of (4.4) of [25] , of π v . Then if
Proof. We only need to remark that Théorème 5.
(ii) of [25] implies for ω v = 1, r v = 0 and
The second assertion follows by noting our measure normalization and the general definition of the "new vector" for GL 2 , in Theorem 4.24 of [18] for example. Specializing the above equation to χ v = 1 and comparing it with (4.3), we deduce W 0,v (1) = 1.
We then use the first assertion of Lemma 4.7 to get the first assertion.
As a consequence Proof. This is an obvious consequence of the discussion in Section 2.8. In fact it is easy to verify ϕ 0 ∈ R ∞ 0 , then we apply Corollary 2.27. 
Proof. If we write
Therefore for any f ∈ π B(O) , there is a sequence of complex numbers f n , n ≥ 0 characterizing f by
Therefore, if
denotes the Whittaker function of f , then we obtain, with t = ξ(̟),
where we have used (4.4). Hence
By the discussion in Section 3.1.6 of [31] , we have
Now we assume in addition that f is invariant by 
Consequently, (4.8) becomes (4.9) We apply the third case of Lemma 4.7 to the above W = W f and obtain for ℜ(s) = 1/2, ǫ > 0,
The analogue of (4.11) at an infinite place is just a consequence of integration by parts. Take the case of a real place for example. If W ∈ W ∞ π then we know that W (a(y)) is of rapid decay as |y| → ∞, controlled by |y| 1/2−ǫ , ∀ǫ > 0 as |y| → 0, as well as X.W for any X in the enveloping algebra of G. Consequently, for ℜ(s) = 1/2 + ǫ, we have
The right side converges thanks to the upper bounds of W (a(y)), U.W (a(y)), where U = 1 0 . We then use the local functional equation to see
n(t).W ).
The gamma factor
, while the integral is bounded, separating the contributions from |y| ≤ 1 and from |y| > 1, as ≪ ǫ w.n(t).W + T.w.n(t).W , with T = 0 1 0 0 in the Lie algebra of G. We do similar estimation for n(t).U.W . Using Theorem 2.29, We thus find
Finally, note that if v is a complex place, the proof of Theorem 2.29 given here implies that we should replace ∆.W by ∆ 8 .W in (4.12).
Some Special Decay of Matrix Coefficients
5.1. Branching Law at a Finite Place. Although Theorem 2.31 is general and convenient to use, it fails to be optimal in many cases of application. At least in its application to our situation, the dimension factor "dim(
1/2 " could be supressed in many places. This is in particular true for "classical vectors" and for diagonal matrices in G v , at a finite place v.
Since we stick to a finite place, we shall omit the subscript v everywhere in this section. Define right regular K-representations
is naturally embedded into Ind N +1 (ε 0 ) for any N ≥ N 0 . Let u N0 (ε 0 ) = Ind N0 (ε 0 ), and u N (ε 0 ) be the ortho-complement of Ind N −1 (ε 0 ) in Ind N (ε 0 ). The following characterization can be found in [11] .
v satisfying (2) is unique up to scalar. We call it v N (ε 0 ). 
Proof. If π is supercuspidal, this is just Theorem 1 of [11] . Assume first that π = π(χ 1 , χ 2 ) is in the principal or complementary series. We may assume v(χ 1 ) ≥ v(χ 2 ) after exchanging χ 1 , χ 2 if necessary.
We naturally have identifications of K-representations
By Frobenius reciprocity, we also have
which is the space of functions in Ind K B
(χ 1 , χ 2 ) transforming as (χ 1 , χ 2 ) under the right translation by B. We denote its dimension by d N , and note the double coset decomposition
The contribution of B to d N is 1; the contribution of BwB to d N is 1 χ1=χ2 . The contribution of 
, and we are done for π in principal series.
Assume at last π = π(χ 1 , χ 2 ) is a special representation, with χ 1 χ −1
Note that, up to scalar, f 0 spans
, and π is semi-simple as a K-representation. Hence we can apply (5.1) toπ to get
But c = max 2 ) = max(v(χ 1 ), v(χ 2 )) = c ′ , the above argument actually gives the complete branching law. For π in principal series, we get
with each component K-irreducible. For π special, c ′ = 0, c = 1 and ε 0 = 1, we get
In particular, in the general case, we get complete branching law for π ⊗ χ −1 2 , i.e. branching law up to twisting by a character. The multiplicity one holds for both principal and special series. 
It is easy to see that the space of classical vectors is spanned by v N (ε 0 ), N ≥ c under the isomorphism in Theorem 5.2. We write the corresponding vectors in π by v N (π), N ≥ c.
Matrix Coefficients for Classical Vectors.
Proposition 5.5. Let π be as in Theorem 5.2. If π is tempered, we have
If π is not tempered, then for any ǫ > 0 we have
Here Ξ = Ξ v is the Harish-Chandra's function defined in section 2.9.
We are going to prove Proposition 5.5 by giving an explicit description of v N (π) in some suitable model of π. Recall (c.f. Proposition 2.12) the (completed) Kirillov model K ψ π of π is the space of functions in 
n with F n (ν) ∈ C, and
In fact, in order to pass from K ψ π to K ψ π , we take a f ∈ L 2 (F × ) and define
Remark 5.7. The dual Kirillov model is extensively used in [24] and [11] . More precisely, the model they used is the subspace of K ψ π of smooth vectors, which we shall, by abus of language, still call the dual Kirillov model.
In the dual Kirillov model, we have
We give C(ν, t) w.r.t. different series to which π belongs, which can be found in [24] and is essentially the local functional equations. The following observation, which is just Lemma 2 of [11] , is important for our discussion. 5.2.1. π is supercuspidal. The case of a supercuspidal representation is treated detailly in [11] . We recall the main results without proof. Only the last two corollaries are not in [11] .
Lemma 5.9. There is n ν ∈ Z with
Corollary 5.12. The unique classcial vector v N (π) of u N (ε 0 ) (N ≥ c) corresponds to the function F (ν, t) in the dual Kirillov model satisfying
Corollary 5.13. If π is supercuspidal, then for N ≥ c = c(π) we have
5.2.2. π is a principal or complementary series. Assume π = π(µ 1 , µ 2 ) with µ 1 , µ 2 quasi-characters of F × . We fix a ψ s.t. v(ψ) = 0. For any µ ∈ O × and y ∈ F × , define the Gauss sum as in [24] ,
We also define the root number r(µ) if v(µ) = n > 0 as
Lemma 5.14. The local functional equations imply:
2 ) = n 2 > 0, then we have
2 ) = 0, then F n (ν) = 0 unless n ≥ −N , and we have
2 ) = n 2 > 0, then F n (ν) = 0 unless n ≥ −N , and we have
In fact, the corollary follows from the lemma by applying the following (obvious) proposition.
) corresponds to the function F (ν, t) in the dual Kirillov model satisfying F n (ν) = 0 unless ν = ε −1 0 and n ≥ 0, and (1) If v(µ 1 ) = n 1 > 0 and v(µ 2 ) = n 2 > 0, then up to a constant factor, F (ε
(2) If v(µ 1 ) = n 1 > 0 and v(µ 2 ) = 0, then for N = c = n 1 , up to a constant factor
while for N > c, up to a constant factor
(3) If v(µ 1 ) = 0 and v(µ 2 ) = n 2 > 0, then for N = c = n 2 , up to a constant factor
(4) If v(µ 1 ) = v(µ 2 ) = 0 and µ 1 = µ 2 , then for N = 0 = c, up to a constant factor
for N = 1, up to a constant factor, with
while for N > 1, up to a constant factor, with
(5) If µ 1 = µ 2 = µ with v(µ) = 0, then for N = 0 = c, up to a constant factor,
for N = 1, up to a constant factor,
while for N > 1, up to a constant factor,
Corollary 5.18. If π is a principal unitary series or a complementary series representation, then for
except in the following cases:
while for N = 1,
Lemma 5.19. The local functional equations imply:
, then F n (ν) = 0 unless n ≥ −N , and we have
The proof is the same as for principal and complementary series. 
Proposition 5.5 follows easily from Corollary 5.13, 5.18 and 5.22. The non-tempered case follows the same argument as in the proof of Theorem 2.31. Remark 5.24. Our discussion shows that the Gram-Schmidt procedure described in (38) of [5] is simple, at least locally, i.e. there is M ≤ 2 s.t. v N +1 (π) = a(̟).v N (π), ∀N ≥ M . It can be seen from the above explicit description of v N (π). But we wonder if a direct proof exists. 
For any t > 0, choose y t ∈ A × such that |y t | = t, and define
According to (2.6), one can write
where S is the finite subset of places v for which T v = 0 or π v is ramified. From Corollary 4.3 and Corollary 4.8, one sees that for each v ∈ S, |l
and the product of the implicit constants tends to 0 as S increases. So
By the convexity bound together with bounds towards the Ramanujan-Petersson conjecture, we have
Similar argument, using Mellin inversion for ℜs = 1/2 + ǫ, gives
Lemma 3.2 is proved by taking
We will need to exploit the Mellin transform of h further. Since for any h ∈ C c (R + ),
,
is supported in [1, 2] , hence
6.2. Estimation of the Constant Contribution. Writing the Fourier expansion
As a consequence, we get a Rankin-Selberg like equality for ℜ(s) large enough,
This integral splits into product of local factors
. This identity admits a meromorphic continuation to C and is holomorphic for ℜ(s) > 0. By the convergence of L(s, π ×π), we have
If v is a ramified place of π, we can always say that the corresponding local factor is bounded by some constant depending only on ℜ(s), π. So we may only consider unramified places of π. At such a place, W 0,v is spherical and is the new vector (c.f. (2.10)). If α 1,v , α 2,v are the Satake parameters (|α 1,v α 2,v | = 1), then
Hence the corresponding Σ v is explicitly computable. We should distinguish 8 cases.
We get, for ǫ > 0 small and ℜ(s) = ǫ,
Hence we get the estimation for ℜ(s) = ǫ,
hence also the similar estimation for ℜ(s) = ǫ,
Case 3:
We similarly have
, hence also the similar estimation for ℜ(s) = ǫ,
We easily get
Note that at an archimedean place v, we have W 0,v (a(y)) ∈ S(F × v ), hence (6.12)
Lemma 6.1. We have Ramanujan conjecture on average, i.e.
The second inequality follows form the first. By the theory of Rankin-Selberg, L(s, π ×π) is meromorphic and only has possible simple poles at s = 0, 1. This implies
Here, λ π (α) is the Hecke eigenvalues which coincides with tr v when α is the prime ideal corresponding to v. We insert them into (6.3) and note that
which with (6.2) gives, distinguishing w.r.t. types discribed in Proposition 3.5, that for ℜ(s) = ǫ,
(1) In the Type 1 of Proposition 3.5, we use (6.12), (6.4),(6.5),(6.6),(6.7) to get
By Lemma 6.1, the contribution of this case in (3.6) is
(2) In the Type 2 of Proposition 3.5, we use (6.12), (6.10), (6.6), (6.7) or (6.12), (6.11), (6.4), (6.5) to get
(3) In the Type 3 of Proposition 3.5, we use (6.12), (6.8), (6.5), (6.6) or (6.12), (6.9), (6.4), (6.7) to get
(4) In the Type 4 of Proposition 3.5, we use (6.12), (6.5), (6.7), or (6.12), (6.4), (6.6) to get
(5) In the Type 5 of Proposition 3.5, we use (6.12), (6.10), (6.11) to get
The contribution of this case in (3.6) is
(6) In the Type 6 of Proposition 3.5, we use (6.12), (6.8), (6.9) to get
(|tr v | 2 + 1).
In the Type 7 of Proposition 3.5, we use (6.12) to get
In the Type 8 of Proposition 3.5, we use (6.12), (6.5), (6.7) or (6.12), (6.4), (6.6) to get
In the Type 9 of Proposition 3.5, we use (6.12) to get
The proof of Lemma 3.4 is completed.
6.3. Estimation of the Cuspidal Constribution. The goal of this section is to establish Lemma 3.6.
Recall that we are reduced to estimating
The projector P π ′ is realized by the choice of a basis of π ′ , denoted by B(π
. It is determined by the choices of local basis of π
. When there is no confusion, we may write them shortly as B resp. B v . They are related with each other by
Here, W e,v is the component at v of e in the Kirillov model. We may also write it as e v if there is no confusion. According to Remark 2.19, we only need to choose B v for v < ∞. 
We choose B v and K * v explicitly as follows:
Then we rewrite (6.13)
We have
and since the vector e is a pure tensor, we have
. Lemma 6.5. We have for any ǫ > 0,
e,∞ , s ∈ iR.
To prove Lemma 6.5, we shall estimate the local terms case by case. This is technical and will be given in the subsequent subsections. In fact, Lemma 6.5 will be a consequence of Corollary 6.9, Lemma 6.11, 6.12, 6.13, as well as Lemma 2.10 and Remark 2.11 (with e X(F ) = 1). Thus we get 
The above is a consequence of the main theorem of [31] without amplification. We sketch the proof as follows. Write C = v<∞ q nv v . We construct some (normalized) Eisenstein series
and prove the existence of some (normalized) ϕ 3 ∈ π ′∞ such that for ǫ > 0 and some constant C > 0 the triple product
On the other hand, the triple product is just a coefficient of the projection of ϕ 1 ϕ 2 onto the space of π ′ , hence
where ·, · reg is some regularized inner product. ϕ 1 ϕ 1 being spherical at all finite place, the right hand side is bounded by O(1). We conclude the theorem by noticing that
Corollary 6.7. With notation as in Theorem 6.6, there is some constant A, B > 0 such that
Proof. This is just a usual application of Cauchy-Schwarz inequality combined with Theorem 2.23.
We apply Cauchy-Schwarz to get, for some constant A ′ > 0 large enough,
where n v is just the level of B v chosen for the spectral decomposition. Distinguishing the 9 types described in Proposition 3.5, we easily see
and Type 1 contributes E 4 . Inserting (6.17) and (6.16) into (6.15), using (6.1) we get Lemma 3.6. We turn to the proof of Lemma 6.5. 6.3.1. At v such that T v = 0. In this case, B v is given by the first case of Case 1, hence is standard. Note that for s ∈ iR, 
Remark 6.10. By reducing ǫ to ǫ/2, C(θ, ǫ) = 1 is admissible for all v < ∞ outside a finite set of places depending only on θ and ǫ. It will always be such case whenever C(θ, ǫ) appears after. This ensures us that the product of C(θ, ǫ) over all places is still bounded by some constant depending only on θ and ǫ.
Note that if v|∞, dim(K v e v ), C(π For some absolute constants α, β > 0, we have P −1/2 (cosh r) ≤ e −r/2 (α + βr).
We make a change of variable t = y + y We get the lemma at v using (6.18) . At a Complex Place :
The Harish-Chandra's function as in [16] 2 ,
(1 + log(1 + |T v | 2 )) 1−2θ .
We get the lemma at v using (6.18).
At a Non Archimedean Place
The values of the Harish-Chandra function associated with the standard Borel subgroup can be inferred from the Macdonald formula, i.e. Theorem 4.6.6 of , n ≥ 0.
We apply (42) of [16] to the torus T = n(−T v )A v n(T v ). More precisely, using the notations as in [16] , we calculate in our situation T c = n(−T v )a(O We get the lemma at v by using (6.18) and conclude the lemma. We record the following estimation: for some constant C ′ (θ) depending only on θ, 
, s ∈ iR. 
Note that almost all v fall into this case. Note that we can not directly take θ = 0 in the bounds of In the case of Section 6.3.2 and 6.3.3, we have
In the case of Section 6.3.4, we have
We then consider the contribution of (6.24). The local factors for which T v = 0 are bounded by using (4.11) and (4.12). For those for which v ∈ {v 1 , v In fact, Type 1,3,6 give the contribution E, other types give less. The final part of the argument is a little bit different from the cuspidal case. Because the amplification has "less" impact on the Eisenstein part than on the cuspidal part. In fact, in the typical situation (Type 1), for v ∈ {v 1 , v ′ 1 , v 2 , v ′ 2 }, amplification changes the constraint v(π iτ,ξ ) ≤ v(ϕ 0 ) = 0 into v(π iτ,ξ ) ≤ 1. But v(π iτ,ξ ) = 2v(ξ), the above two constraints are both equivalent to v(ξ) = 0. Hence the Eisenstein series E(Φ, iτ ) giving non zero contribution remain the same with or without amplification and depend only on ϕ 0 . We may simply insert the convex bound of L(s + 1/2, π iτ,ξ ) into Lemma 6.14, and combine with (6.25), (6.1) to get 
