Abstract. Bremke and Xi determined the lowest two-sided cell for affine Weyl groups with unequal parameters and showed that it consists of at most |W 0 | left cells where W 0 is the associated finite Weyl group. We prove that this bound is exact. Previously, this was known in the equal parameter case and when the parameters were coming from a graph automorphism. Our argument uniformly works for any choice of parameters.
Introduction
This paper is concerned with the theory of Kazhdan-Lusztig cells in a Coxeter group W , following the general setting of Lusztig [7] . This involves a weight function L which is an integer-valued function on W such that L(ww ) = L(w) + L(w ) whenever (ww ) = (w) + (w ) ( is the usual length function on W ). We shall only consider weight function such that L(w) > 0 for all w = 1. The case where L = is known as the equal parameter case.
The partition of W into cells is known to play an important role in the study of the representations of the corresponding Hecke algebra.
Here, we are primarily concerned with affine Weyl groups. Let W be an irreducible affine Weyl group, together with a weight function L. Let W 0 be the finite Weyl group associated to W .
In the equal parameter case, Shi [8] described the lowest two-sided cell c 0 with respect to the preorder ≤ LR using the Lusztig a-function (see [7] for further details on the a-function) as follows: c 0 = {w ∈ W | a(w) = (w 0 )} where w 0 is the longest element of W 0 . Then, he gave an upper bound for the number of left cells contained in c 0 , namely |W 0 |. In [9] , he showed that this bound is exact and he described the left cells in c 0 . His proof involved some deep properties of the Kazhdan-Lusztig polynomials in the equal parameter case, such as the positivity of the coefficients.
Using the positivity property, Lusztig ([6] ) proved, in the equal parameter case, a number of results concerning the a-function, such as where for any x, y, w ∈ W the notation w = x.y means that w = xy and (w) = (x) + (y) (and similarly w = x.y.z for w, x, y, z ∈ W ). In [2] , Bremke showed that c 0 contains at most |W 0 | left cells. She proved that this bound is exact when the parameters are coming from a graph automorphism and, again, the proof involved some deep properties of the Kazhdan-Lusztig polynomials in the equal parameter case.
In this paper, we will prove that |W 0 | is the exact bound for the number of left cells in c 0 for any choice of parameters; see Theorem 4.6. The method is based on a variation of the induction of left cells as in [3] . The main new ingredient is a geometric argument to find a "local" bound on the degree of the structure constants of the Hecke algebra of W with respect to the standard basis; see Theorem 2.4. Our proof works uniformly for any choice of parameters.
Multiplication of the standard basis and geometric realization
In this section, we introduce the Hecke algebra of a Coxeter group with respect to a weight function. Then, we present a geometric realization of an affine Weyl group. Finally, using this geometric realization, we give a bound on the degree of the structure constants with respect to the standard basis.
2.1. Weight functions, Hecke algebras. In this section, (W, S) denotes an arbitrary Coxeter system. The basic reference is [7] . Let L be a weight function. In this paper, we will only consider the case where L(w) > 0 for all w = 1. A weight function is completely determined by its value on S and must only satisfy L(s) = L(t) if s and t are conjugate.
Let
and H be the generic Iwahori-Hecke algebra associated to (W, S) with parameters {L(s) | s ∈ S}. H has an A-basis {T w | w ∈ W }, called the standard basis, with multiplication given by
(here, "<" denotes the Bruhat order) where s ∈ S and w ∈ W .
Let x, y ∈ W . We write
where f x,y,z ∈ A are the structure constants with respect to the standard basis.
In this paper, we will be mainly interested in the case where W is an irreducible affine Weyl group (with corresponding Weyl group W 0 ). In that case, it is known that there is a global bound for the degrees of the structure constants f x,y,z . Namely, set ν = (w 0 ),ν = L(w 0 ), where w 0 is the longest element of W 0 , and
, Bremke proved that
(1) as a polynomial in ξ s , s ∈ S, the degree of f x,y,z is at most ν, (2) the degree of f x,y,z in v is at mostν. Our aim will be to find a "local" bound for the degrees of these polynomials, which depends on x, y ∈ W . For this purpose, we will work with a geometric realization of W , as described in the next section.
Geometric realization.
In this section, we present a geometric realization of an affine Weyl group. The basic references are [2, 5, 10] .
Let V be a euclidean space of finite dimension r ≥ 1. Let Φ be an irreducible root system of rank r andΦ ⊂ V * the dual root system. We denote the coroot corresponding to α ∈ Φ byα and we write x, y for the value of y ∈ V * at x ∈ V . Fix a set of positive roots Φ + ⊂ Φ. Let W 0 be the Weyl group of Φ. For α ∈ Φ + and n ∈ Z, we define a hyperplane
Any H ∈ F defines an orthogonal reflection σ H with fixed point set H. We denote by Ω the group generated by all these reflections, and we regard Ω as acting on the right on V . An alcove is a connected component of the set
Ω acts simply transitively on the set of alcoves X. Let S be the set of Ω-orbits in the set of faces (codimension 1 facets) of alcoves. Then S consists of r + 1 elements which can be represented as the r + 1 faces of an alcove. If a face f is contained in the orbit t ∈ S, we say that f is of type t.
Let s ∈ S. We define an involution A → sA of X as follows. Let A ∈ X; then sA is the unique alcove distinct from A which shares with A a face of type s. The set of such maps generates a group of permutations of X which is a Coxeter group (W, S). In our case, it is the affine Weyl group usually denotedW 0 . We regard W as acting on the left on X. It acts simply transitively and commutes with the action of Ω.
Let L be a weight function on W . For a 0-dimensional facet λ of an alcove, define
We say that λ is a special point if m(λ) is maximal. Let T be the set of all special points. For λ ∈ T , denote by W λ the stabilizer of the set of alcoves containing λ in their closure with respect to the action of W on X. It is a maximal parabolic subgroup of W . Let S λ = S ∩ W λ and write w λ for the longest element of W λ . Note that, following [2] , and with our convention for C r andÃ 1 , 0 ∈ V is a special point. Moreover, if λ = 0 ∈ V , the definition of W λ is consistent with the definition of W 0 given before.
Let λ be a special point, a quarter with vertex λ is a connected component of
H.
It is an open simplicial cone. It has r walls. Let H = H α,n ∈ F. Then H divides V − H into two half-spaces:
Finally, let A 0 be the fundamental alcove defined by
Let A ∈ X, w ∈ W . It is well known that the length of w is the number of hyperplanes which separate A and wA.
Multiplication of the standard basis. Let (W, S) be an irreducible affine
Weyl group associated to the Weyl group (W 0 , S 0 ). Recall that, for x, y ∈ W , we have
After the preparations in 2.2, we will now be able to find a "local" bound for the degree of the polynomials f x,y,z which depends on x, y ∈ W . For two alcoves A, B ∈ X, let
H(A, B) = {H ∈ F | H separates A and B}.
Let F be the set of directions of hyperplanes in F. For i ∈ F, we denote by F i the set of all hyperplanes H ∈ F of direction i. The connected components of
are called "strip of direction i". We denote by U i (A) the unique strip of direction i which contains A, for A ∈ X. There exists a unique α ∈ Φ + and a unique n ∈ Z such that
.
We say that U i (A) is defined by H α,n and H α,n+1 . Note that our definition of strips is slightly different from the one in [2] , where the strips are the connected components of
In fact, as seen in Section 2.2, if W is not of typeÃ 1 orC r , then the two definitions are the same.
and the strip U j (Aσ) is defined by the two hyperplanes (H α,n i )σ and (H α,n i +1 )σ. Let x, y ∈ W ; then we define We are now ready to state the main result of this section.
Theorem 2.4. Let x, y ∈ W and
Then, the degree of f x,y,z in v is at most c x,y .
Proof of Theorem 2.4
In order to prove Theorem 2.4, we will need the following lemmas.
Lemma 3.1. Let x, y ∈ W and s ∈ S be such that x < xs and y < sy. We have
Proof. Let H s be the unique hyperplane which separates yA 0 and syA 0 . Since x < xs and y < sy, one can see that
and
Therefore, we have
Thus c x,sy = c xs,y . Proof. We have 
Furthermore, in the first case, (H)σ s separates E xsyA 0 and E syA 0 , and, in the second case, (H)σ s separates E yA 0 and E A 0 . In particular, we have
Moreover, we see that Proof. Let σ s be the reflection with fixed point set H s . If I xs,y = ∅, then the result is clear. We assume that I xs,y = ∅. We define ϕ as follows:
We need to show that ϕ(i) ∈ I x,y − {H s }. The fact that ϕ(i) = H s is a consequence of Lemma 3.3, where we have seen that H s / ∈ I xs,y . Indeed, since ϕ(i) is either i or σ s (i) and i = H s we cannot have ϕ(i) = H s .
Let i ∈ I xs,y be such that σ s (
is of s-type 1. By the previous lemma we have H (i) ∈ H x,y and i ∈ I x,y . We show that ϕ is injective. Let i ∈ I xs,y be such that ϕ(i) = σ s (i) and assume that σ s (i) ∈ I xs,y . We have
and (H (i) )σ s is one of the hyperplanes which defines U σ s (i) (yA 0 ). Furthermore, We prove (1). Let j ∈ I xs,y be such that H (j) is of s-type 2. Then (H (j) )σ s ∈ H(A 0 , yA 0 ) and ϕ(j) = σ s (j). Let H ∈ H xs,y be such that H = j. Then H is also of s-type 2 and (H)σ s ∈ H x,y (see Lemma 3.4(c)). It follows that c x,y (ϕ(j)) ≥ c xs,y (j).
Fix such a i ∈ I xs,y . We claim that (1) H (i) is of s-type 1 and (H
Let j ∈ I xs,y be such that (H (j) )σ s = H (j) . Then (H (j) )σ s ∈ H(A 0 , yA 0 ) and ϕ(j) = j. Let H ∈ H xs,y be such that H = j. Then (H)σ s = H and H ∈ H x,y (see Lemma 3.4(d) ). It follows that c x,y (ϕ(j)) ≥ c xs,y (j).
Finally, let j ∈ I xs,y be such that H (j) is of s-type 1 and
Then H is also of s-type 1 and H ∈ H x,y (see Lemma 3.4(b) ). It follows that c x,y (ϕ(j)) ≥ c xs,y (j). (1) and (2), we see that the set σ s (I > ) is a subset of I xs,y such that for all i ∈ σ s (I > ) we have c xs,y (i) = b and c x,y (ϕ(i)) = a. Therefore, we can conclude that c xs,y ≤ c x,y − c x,y (H s ) in the case where W is of typeC r (r ≥ 2).
In the case where W is of typeÃ 1 , the result is clear, since we always have I xs,y = ∅. The lemma is proved.
Proof of Theorem 2.4. Let x, y ∈ W and
We want to prove that the degree of f x,y,z in v is less than or equal to c x,y . We proceed by induction (x) + (y).
If ( 
Using Lemma 3.1, we obtain c x,y = c x 0 ,y 0 . We have 
The theorem is proved. Let a → a be the involution of A which takes v n to v −n for all n ∈ Z. We can extend it to a ring involution from H to itself by the formula
where P y,w ∈ A <0 for y < w. In fact, the set {C w , w ∈ W } forms a basis of H, known as the Kazhdan-Lusztig basis. The elements P y,w are called the KazhdanLusztig polynomials. We set P w,w = 1 for any w ∈ W .
The Kazhdan-Lusztig left preorder ≤ L on W is the relation generated by y ≤ L w if there exists some s ∈ S such that C y appears with a non-zero coefficient in T s C w , expressed in the C w -basis.
One can see that
The equivalence relation associated to ≤ L will be denoted by ∼ L and the corresponding equivalence classes are called the left cells of W . Similarly, we define ≤ R , ∼ R and right cells. We say that x ≤ LR y if there exists a sequence
We write ∼ LR for the associated equivalence relation and the equivalence classes are called two-sided cells. The preorder ≤ LR induces a partial order on the two-sided cells of W .
4.2.
The lowest two-sided cell. Let (W, S) be an irreducible affine Weyl group. In this section, we look at the set
where T is the set of special points (see Section 2). We show that c 0 is the lowest two-sided cell and we determine the decomposition of c 0 into left cells.
Recall that, for λ a special point, W λ is the stabilizer in W of the set of alcoves containing λ in their closure, w λ is the longest element of W λ and S λ = S ∩ W λ . In particular, we have sw λ < w λ for any s ∈ S λ .
For λ ∈ T and z ∈ W such that w λ z = w λ .z, we set
In [2, Proposition 5.1], it is shown that N λ,z is included in a left cell.
For λ ∈ T , we set
Following [9] , we choose a set of representatives for the Ω-orbits on T and denote it by R. Then
It is known ( [9] ) that this is a union over |W 0 | terms.
We are now ready to state the main result of this paper. 
The proof of this theorem will be given in the next section. We now discuss a number of consequences of Theorem 4.3. Proof. Let R = {λ 1 , ..., λ n } be a set of representatives for the Ω-orbits on T . For example, if W is of typeG 2 , we have n = 1 and if W is of typeB n (n ≥ 3), we have n = 2. Set
and for 1 ≤ i ≤ j ≤ n we have c λ i ∩ c λ j = ∅. Therefore, to prove the proposition, it is enough to show that each of the set c λ i is included in a two-sided cell. 
where T is the set of special points. We have:
(1) c 0 is a two-sided cell. 
Proof. We have seen that c 0 is included in a two-sided cell. Let w ∈ c 0 and y ∈ W such that y ∼ LR w. In particular, we have y ≤ LR w. We may assume that y ≤ L w or y ≤ R w. We know that
Thus w ∈ N λ,z for some λ ∈ R and z ∈ M λ . If y ≤ L w, then, using Theorem 4.3, we see that y ∈ N λ,z and thus y ∈ c 0 . If y ≤ R w, then using [7, §8.1] , we have y −1 ≤ L w −1 . But c 0 is stable by taking the inverse, thus, as before, we see that y −1 ∈ c 0 and y ∈ c 0 . This implies that c 0 is a two-sided cell and that it is the lowest one with respect to ≤ LR .
By [9] , we know that
is a disjoint union over |W 0 | terms. By Corollary 4.4, the result follows.
Proof of Theorem 4.3
We keep the setting of the previous section. For λ ∈ T we denote by X λ the set of minimal left coset representatives of W λ in W , that is,
One can easily check that
λ . For z ∈ W , we have the following equivalence:
we have z w λ z = z .w λ .z (see [9, Lemma 3.2] ). Therefore, we see that 
Next, assume that w < w λ . Let w v 1 ∈ W such that w v 1 w = w λ . The KazhdanLusztig polynomials satisfy the following relation (see [7, Theorem 6.6 .c]):
, where x < sx and sw < w.
Therefore, one can see that 
Proof. Let y ∈ X λ . By Proposition 5.7 we have
Thus C yv ∈ M. Now, by a straightforward induction, we see that
which yields the required assertion.
We can now prove Theorem 4.3.
Recall that N λ,z = {w ∈ W | w = xv, x ∈ X λ }. Let y ∈ X λ . Let z ∈ W such that z ≤ L yv. We want to show that z ∈ N λ,z . To prove the theorem it is enough to consider the case where C z appears with a non-zero coefficient in T s C yv for some s ∈ S. By Corollary 5.8, C yv ∈ M. Since M is a left ideal, we know that T s C yv ∈ M. Using Corollary 5.8 once more, we obtain T s C yv = y 1 ∈X λ a y 1 ,yv C y 1 v and this expression is the expression of T s C yv in the Kazhdan-Lusztig basis of H. We assumed that C z appears with non-zero coefficient in that expression; therefore, there exists y 1 ∈ X λ such that z = y 1 v, and z ∈ N λ,z as required. The theorem follows.
