As a non-linear precoding alternative to Tomlinson-Harashima precoding (THP), in this paper, so-called lattice reduction aided precoding (LRP) is considered as a crosstalk precompensation technique for downstream transmission in G.fast DSL networks. First, a practically achievable bit-rate expression for LRP is proposed in function of the precoder and integer matrix. The problem then consists of a joint precoder and integer matrix design in order to maximize the weighted sum-rate (WSR) under per-line power constraints. For a fixed integer matrix, zero-forcing (ZF) precoder matrix design simplifies to gain scaling optimization with complex gain scalars, for which a successive lower bound maximization method is presented. Additionally, it is established that the achievable ZF-LRP sum-rate is upper bounded by the achievable ZF-THP sum-rate at high SNR. For computing the optimal precoder matrix, on the other hand, an efficient method is developed by leveraging on the equivalence between the WSR maximization and the weighted sum of mean squared error (MSE) minimization, leading to a locally-optimal MMSE-LRP solution. Simulations with a measured G.fast cable binder are provided to compare the proposed LRP schemes with THP schemes.
I. INTRODUCTION
Ultra-broadband digital subscriber line (DSL) networks like G.fast [2] aim at providing gigabit (i.e. fiber-like) data speeds over very short copper lines (below 100 m) by signaling in high frequencies (up to 212 MHz). The use of such high frequencies leads to increasingly stronger levels of crosstalk interference among the lines within a cable binder [3] . As a result, non-linear precoding (NLP) schemes are considered as an alternative to linear precoding (LP) schemes for far-end crosstalk precompensation in downstream transmission.
NLP schemes include (non-linear) modulo operations at the transmitters and the receivers to transmit equivalent lower power signals. A well-known NLP scheme proposed in DSL is multi-user Tomlinson-Harashima precoding (THP) [4] . However, a disadvantage of THP is the required sequential feedback operation proportional to the number of users The associate editor coordinating the review of this manuscript and approving it for publication was Mamoun Alazab .
(or lines), which in combination with the modulo operations creates a challenging circuit timing problem. In addition, the use of THP schemes may increase the dynamic range at the receiver and is more sensitive to practical non-idealities than LP schemes [5] .
In this paper, an alternative NLP scheme is therefore considered, commonly referred to as lattice reduction aided precoding (LRP) [6] - [10] . Although, like THP, LRP uses (non-linear) modulo operations to transmit equivalent lower power signals, it features a complete forward data path (like in LP schemes). This reduces the implementation complexity increase of the NLP scheme and results in a relaxed circuit timing problem compared to THP, especially for scenarios with a large number of users.
A. MAIN CONTRIBUTIONS
In this paper, LRP design is considered for downstream transmission in G.fast DSL networks. Specifically, the LRP scheme precedes the precoder matrix by a (complex) integer matrix, leading to a ''reduced'' precoder matrix with typically lower transmit power penalties. Using non-linear scalar modulo operations, the integer matrix can be pre-inverted at the transmitter side, such that the receivers are able to detect the desired symbols. A practically achievable bit-rate expression is derived for LRP in function of the precoder matrix and integer matrix, tight at high SNR. The LRP design problem is then formulated as the joint optimization of the precoder matrix and integer matrix in order to maximize the weighted sum-rate (WSR) under per-line power constraints. 1 To tackle this difficult design problem, precoder matrix optimization given a fixed integer matrix is studied. In case of zero-forcing (ZF) precoding, this leads to a gain scaling optimization problem with complex gain scalars (similar to power allocation in linear ZF precoding), for which a successive lower bound maximization method is presented. Additionally, it is established that the achievable sum-rate of this ZF-LRP is upper bounded by the achievable sum-rate of ZF-THP at high SNR. This bound is tight when the (output power normalized) reduced precoder matrix is unitary and the integer matrix is unimodular. To compute the optimal precoder matrix, 2 on the other hand, an efficient method is developed, by relying on the equivalence between the WSR maximization and the weighted sum of mean square error (MSE) minimization, leading to a locally-optimal MMSE-LRP solution.
Further, a heuristic alternating method is proposed between optimizing the precoder matrix for a fixed integer matrix, and updating the integer matrix based on the lattice reduction of the precoder matrix via the Lenstra-Lenstra-Lovász (LLL) algorithm. Finally, the performance of the proposed LRP schemes is compared with THP schemes, by means of simulations with a measured G.fast cable binder.
B. RELATED WORK
LRP has been introduced for general single-carrier MIMO channels [6] - [9] , as a popular low-complexity technique which has been proven to achieve the full diversity order [9] . The original idea of LRP is to precompensate the channel in a suited basis, by decomposing the channel matrix into a reduced one and a unimodular matrix via the LLL algorithm. However, these prior works typically assume equal user rates and consider the bit error rate minimization problem, whereas in this paper the rate maximization problem is studied.
Recently, the rate maximization problem for ZF-LRP has been studied in [10] for downstream G.fast DSL networks. It adopts a closed-form practically achievable bit-rate expression, based on the so-called SNR approximation gap [11] . Subsequently, the authors propose to optimize the bit-rates by introducing a gain scaling with real scalars. The gain scaling problem is approximated in the high SNR regime as a signomial program, which can be locally optimally solved by interior point methods. The approach in this paper differs in that gain scaling with complex scalars is considered for ZF-LRP, for which an iterative method is proposed that obtains a local optimum of the exact gain scaling problem, and that also the case of MMSE-LRP design is considered. In addition, the combination of lattice reduction and THP in the context of downstream G.fast DSL networks has been considered in [12] . However, this scheme inherits the difficult sequential feedback operation and hardware implementation of THP.
Closely related to LRP are integer-forcing (IF) precoding schemes [13] - [15] , where instead of scalar modulo operations, more involved nested lattice encoding and decoding and message precoding is used on blocks of symbols. With appropriate lattice construction and the dimensionality of the blocks going up to infinity, IF precoding leads to closed-form theoretically achievable bit-rate expressions [13] . In [15] a (regularized) ZF precoder structure is proposed with arbitrary scaling by a complex diagonal matrix, referred to as diagonally-scaled exact integer-forcing (DIF). A closed-form expression for the SR optimal scaling and integer matrix under a sum-power constraint is established, for the specific case of two users in the high SNR regime. Different from [15] , in this paper more than two users and realistic per-line power constraints are considered, such that optimal closed-form expressions are not available.
C. ORGANIZATION AND NOTATION
This paper is organized as follows. Section II introduces the LRP system model for downstream G.fast transmission and derives an achievable bit-rate expression. Section III states the general LRP design problem and proposes an alternating optimization approach. Section IV and Section V address the subproblems corresponding to the precoder optimization given a fixed integer matrix for ZF-LRP and MMSE-LRP, respectively. Section VI presents simulation results for a G.fast cable binder. Finally, Section VII concludes the paper.
Lowercase boldface letters are used to denote vectors and uppercase boldface letters are used to denote matrices. C m×n and Z m×n [j] ≡ Z m×n + jZ m×n are used to denote the m × n dimensional complex and complex integer space, respectively. I A is used as the identity matrix of size A, (·) T as the transpose, (·) H as the Hermitian transpose, (·) * as the complex conjugate, E {·} as expectation, Re(·) as real part, [X] ij as the i, j-th element of X, [x] b a as min (max (x, a), b), Tr {·} as the trace, det(·) as matrix determinant, and | · | as scalar absolute value.
II. LRP FOR DOWNSTREAM G.fast TRANSMISSION
A. DOWNSTREAM G.fast TRANSMISSION MODEL Downstream G.fast transmission in a cable binder with N lines or users is considered. Assuming standard synchronous DMT modulation with a sufficiently long cyclic prefix, the transmission is modeled independently on each tone (or frequency sub-carrier) k = [1, . . . , K ] as
(1)
T is the transmit vector on tone k, with x n k the signal transmitted on line n. y k [y 1 k , . . . , y N k ] T is the receive vector on tone k, with y n k the signal received by user n. z k [z 1 k , . . . , z N k ] T is the vector of uncorrelated additive noise signals on tone k, with σ k E{|z n k | 2 } denoting the noise PSD. H k [h n,m k ] denotes the N × N channel matrix on tone k. The diagonal elements of H k contain the direct channels whereas the off-diagonal elements contain the crosstalk channels. Perfect knowledge of the channel matrices is assumed. In G.fast, per-line spectral mask and total power constraints are included:
For ease of representation, the per-tone case is adopted and the tone index is dropped in the remainder of paper. Tone indices are briefly re-introduced in Appendix B in order to show how the total power constraints in (3) can be handled algorithm-wise.
B. TRANSMITTER AND RECEIVER PROCESSING
In standard LP, the transmit vector x is formed by
where P is the N × N precoder matrix and u [u 1 , . . . , u N ] is the data vector. The data vector consists of QAM symbols with possibly different constellation sizes for each user, and is assumed to be independently and identically distributed (i.i.d.) with unit power, i.e., E{uu H } = I N . The main idea of LRP, as shown in Fig. 1 , is then to precede the precoder matrix by a (complex) integer matrix T, leading to a ''reduced'' precoder matrix
It is required that T ∈ Z[j] N ×N is invertible (i.e. of full-rank).
In case |det(T)| = 1, it holds that T is unimodular and T −1 is also complex integer. The overall goal is to improve the mathematical properties of P red over P (e.g. a reduction of the orthogonality defect and condition number), and hence to achieve a performance gain in terms of a reduced transmit power penalty.
The multiplication with T has to be compensated, which in downstream transmission, without co-located receivers, may be implemented at the transmitter by multiplying the data vector with T −1 , i.e,u = T −1 u. Unfortunately, this may increases the power ofu (and thus of x). To deal with this issue, the multiplication is followed by a scalar (componentwise) non-linear modulo operation to bound the value of the transmit signal, as also used in THP [16] , [17] , and the addition of a so-called dither vector v
[v 1 , . . . , v N ] T (which purpose is explained below), i.e.,
The modulo operation in (6) is applied to both dimensions of the QAM constellation (corresponding to a complex x)
with for real y
and · denoting the floor function. The complex range of mod-τ is denoted by τ = {a + jb : a, b ∈ [−τ/2, τ/2)}, i.e., [x] mod-τ ∈ τ for all complex x. The base τ of the modulo operation, which is the same for all the users, needs to be chosen such that τ encloses the QAM constellations of all users. The margin between the boundary τ/2 and any point at the edge of a constellation should be at least d where 2d is the minimum distance 3 between adjacent constellation points for square and cross-shaped QAM constellations (i.e. d corresponds to the constellation spacing); otherwise, there will be information loss. However, smaller margins yield larger power savings inu. Consequently, a valid choice for τ is
whereτ n is the (1-dim.) constellation boundary of user n. The values forτ n can be derived in function of the constellation size M = 2 b and scaling d (see e.g. [18] for the constellations adopted in G.fast [2] ). The modulo operation in (6) may also be seen as the addition of a scaled complex integer perturbation vector d ∈ τ Z N ×1 [j], i.e.,u
Further, the auxiliary signal vectorü Tu = u + Tv +Td is introduced, where Td ∈ τ Z N ×1 [j] since T is a complex integer matrix. Now, the transmit vector x can be expressed as follows:
which is to be compared with (4) for the LP scheme. Let us then explain the purpose of the dither vector v in (6) . Proposed in [19] , [20] , dithering is a common randomization technique, used here to assure that the power of x exactly meets the power constraint for every input distribution of u, and to render the estimation error, defined below, (statistically) independent of u. The dither vector is i.i.d. with uniform distribution over τ and independent of u. It is added to the data vector at the transmitter and subtracted at the receiver, and should thus be known at both the transmitter and receiver (e.g. through the seed of a pseudo-random number generator). Based on dithering, the following proposition can be considered (as a generalization of [19, Lemma 1]):
Proposition 1: If the components of the i.i.d. dither vector v are uniformly distributed over τ with unit power and independent of u, then the components ofu = T −1 u + v mod-τ are also independently and uniformly distributed over τ with unit power, regardless the distribution of u. That is,
Further, the components of u andu are mutually independent.
Proof: See the proof in Appendix A. Notice that, as in [19] , [20] , random dithering does not increase capacity of the LRP scheme, but simplifies the analysis of the theoretical maximum achievable bit-rate in Section II-C.
Finally, the receiver of user n consists of a per-tone (complex) one-tap frequency domain equalizer (FEQ) followed by a subtraction of the dither vector and a second modulo operation to cancel out the first modulo operation, i.e.,
where e n is the estimation error consisting of the residual crosstalk interference and noise. From equation (15) it follows that a common base-τ for all users is indeed needed for the modulo operations in (6), instead of using a separate base-τ n for each user n. In case of the latter, the perturbation term [Td] n at the receiver of user n corresponds to a sum of multiple integers with different scalings {τ m } which cannot be completely removed by a single mod-τ n operation.
C. ACHIEVABLE BIT-RATE EXPRESSION
The key performance metric considered in this paper is the capacity in terms of the maximum achievable bit-rate. Assume that the complex data symbol u n is uniformly distributed over τ with unit variance (i.e. with τ 2 = 6 since the variance of a uniformly distributed variable in τ equals τ 2 /6) and denote the effective noise power as ε n E |e n | 2 , where e n is defined in (14) . Then the maximum achievable bit-rate of user n (in bits/channel use) obtained by the LRP scheme can be shown to be lower bounded by:
where h(·) denotes the differential entropy. The second and third equality hold since u n is uniformly distributed over τ and independent of e n , such thatû n is also uniformly distributed over τ (which is the maximum differential entropy of a random variable in τ ). The inequality holds since h([e n ] mod-τ ) is upper bounded by the differential entropy of a circular symmetric Gaussian random variable with variance ε n . The constant factor 1/2 log 2 (π e/6) is the well-known shaping loss of 0.255 bits per dimension at high SNR. Note that IF precoding [13]- [15] is able to recover this shaping loss by using message precoding and nested lattice encoding and decoding on blocks of symbols, together with appropriate lattice construction and the dimensionality of the blocks going up to infinity (instead of using scalar per-symbol modulo operations). In addition, (16) is maximized by using a FEQ that minimizes the effective noise power ε n , described by the following MMSE equalizer and MMSE expression 
Although (16) provides a theoretical achievability, the SNR approximation gap is adopted for LRP in this paper, which is commonly used in DSL networks [11] . It guarantees practical achievability for the case that QAM constellations, practical coding schemes and noise margins are used. This practically achievable bit-rate is given by
where SNR n (P, T) is the receiver SNR, and is the SNR approximation gap or SNR gap. For uncoded square QAM constellations, the SNR gap is closely approximated to 9.58 dB for the G.fast target bit error rate (BER) of 10 −7 [21] . When considering trellis coded modulation, a coding gain (bit cap) b max is also imposed. The total data-rate across all tones k is
where f s is the DMT symbol rate.
To be able to use (19) , it is necessary to neglect the modulo operation at the receiver. This approximation is tight at high SNR values, because in low-BER systems, where Pr (e n > d) is very small, it holds for fairly large constellation sizes in (13) that [u n + e n ] mod-τ ≈ u n + e n , ∀n.
As a result, the LRP scheme can be viewed as a set of N parallel AGWN channels, wherefore the effective noise power ε n corresponds to a ZF-FEQ assumption, 4 i.e., 
Notice that (24) simplifies to the well-known SNR expression for LP schemes when T is the identity matrix. Two losses are however ignored in (19) arising from the non-linear modulo operations. Fortunately, since these losses are only significant for low-SNR channels (with small constellation sizes), they have a low impact on the total data-rates aggregated over the full G.fast spectrum, which are dominated by high-SNR channels.
A first loss is the so-called precoding loss resulting from the modulo operation at the transmitter, such thatu n is uniformly distributed over τ , having a slightly larger variance than the QAM distributed u n (see e.g. [23] ). Note that due to the common modulo-base τ in (9) for all users, this power loss is determined by the user with the smallest constellation, in contrast to THP where per-user modulo-bases τ n are used [18] .
A second loss is the neglected modulo loss in (21) entailing in practice a wrap-around effect at the edges of the QAM constellation where received symbols may be shifted to the other side of the constellation, increasing the average number of nearest neighbors. This loss is quantified in [22] for all constellations and channel coding schemes included in G.fast [2] .
III. GENERAL LRP DESIGN
The general problem statement corresponds to a joint design of the precoder matrix P and integer matrix T in order to maximize the achievable WSR under per-line power constraints
where α n denotes the weight of user n and l ∈ [1, · · · , N ] the line index. The full-rank constraint guarantees that T is invertible and |det (T)| ≥ 1, which is in fact a relaxation of the unimodularity constraint (i.e. |det (T)| = 1). The LRP scheme is able to handle non-unimodular integer T matrices as well, since the bit-rate expression (19) is valid as long aṡ u is uniformly distributed and independent of e n (which is always the case if dithering is used). Being a mixed-integer non-convex problem, the joint design of P and T in (25) is a difficult task. Hence, it is appropriate to focus on solving two subproblems instead. The first subproblem amounts to optimizing the precoder matrix P given a fixed integer matrix T. This subproblem will be addressed in Section IV and V for ZF-LRP and MMSE-LRP, respectively. The second subproblem corresponds to optimizing T given a fixed P, i.e., maximize
Unfortunately, due to its integer nature, solving (26) is still a difficult task. As a consequence, considering the large number of tones (K = 4000) in the G.fast spectrum, an efficient low-complexity solution of (26) is used, by means of the well-known (complex) LLL algorithm [24] , [25] for lattice basis reduction, which produces a unimodular T matrix. Note that for the particular case of a ZF precoder with flat gain scaling and a sum-power constraint, (26) is equivalent to designing a T that minimizes the Frobenius norm of PT, corresponding to a successive minima problem for which an optimal algorithm is provided in [7] .
Alternating between the two subproblems may significantly improve performance. This is motivated by the fact that an integer matrix T reducing P, is not necessarily a good reducer for P which has been optimized for T. However, since the LLL algorithm is merely a suboptimal heuristic for solving (26) , such an alternating algorithm does not always feature a monotonically increasing objective value. This is pragmatically handled here by limiting the number of iterations and retaining the {P, T}-pair that achieves the highest WSR. Nevertheless, as will be shown in Section VI, this approach proves to be effective in G.fast DSL networks.
IV. ZF-LRP DESIGN GIVEN A FIXED T
In this section ZF-LRP design is studied given a fixed integer T matrix. First, a successive lower bound maximization method for complex gain scaling is proposed, similar to power allocation in linear ZF precoding design. Second, it is established that the achievable ZF-LRP sum-rate is always upper bounded by the achievable ZF-THP sum-rate at high SNR values, leading to a sum-rate gap between both precoding schemes. This sum-rate gap is zero solely for the case that the (output power normalized) reduced ZF precoder is exactly unitary and T is unimodular.
A. GAIN SCALING OPTIMIZATION
The ZF criterion leads to the following precoder matrix structure 5
where S diag{s} is a complex diagonal gain scaling matrix with s [s 1 , . . . , s N ] T , offering some degree of freedom that can be exploited to maximize performance. The corresponding gain scaling optimization problem is then formulated as:
with
where S s ∈ C N ×1 |s n | ≤ σ (2 b max − 1), ∀n denotes the convex and compact set of gain scalars that satisfy the maximum bit loading constraint, which is translated here into a maximum magnitude constraint.
Fortunately, (28b) is a convex quadratic constraint. 
such that the transmit power on line l may be re-written as
Since m P red lm 2 always produces a positive value, it follows that s H A l s > 0 for any non-zero s vector, which means the {A l }-matrices are positive definite by design. 5 This precoder structure is similar to the ''diagonally-scaled integer forcing'' precoder of [15] .
Consequently, (28a) may be equivalently reformulated as
Unfortunately, the objective function f (s) is non-concave due to the absolute squared gain scalars |s n | 2 , making (32) a non-convex problem in general. Observe that when T = I N (i.e. the case of ZF-LP), the {A l }-matrices are diagonal and (32b) is solely in function of |s n | 2 . Hence, in this case the |s n | 2 , ∀n may be taken directly as optimization variables such that (28a) and (32) reduce to a standard convex power allocation problem with linear power constraints, solvable by means of the well-known water-filling method.
To solve (32) for any T matrix, it is used that |s n −s n | 2 ≥ 0 and thus |s n | 2 ≥ 2·Re(s * n s n )−|s n | 2 for any complex scalars n . In combination with log + 2 (x) being monotonically increasing in x, this leads to the following concave function 6
which is a tight lower bound for f (s) at any points ∈ C N ×1 :
Hence, based on (33) a successive lower bound maximization method 7 [26] is proposed, which generates a sequence of iterates s (t) with non-decreasing objective values f (s (t) ), i.e., f s (t) ≥ g s (t) |s (t−1) ≥ g s (t−1) |s (t−1) ) = f s (t−1) for all t = 1, 2, . . . (36) where s (t) is the solution of maximize s∈S g s|s (t−1) (37a)
Although (37) is convex, it is still a generic non-linear program due to the sum-of-log-function (33) as objective. However, (37) may be transformed into an equivalent second-order cone program (SOCP), which is in general more efficiently solved by standard solvers such as e.g. MOSEK [27] of the optimization tool CVX [28] . This transformation is based on re-writing the objective (37a) as a geometric product (or mean)
where the scalingα n α n / max m (α m ) ensures 0 ≤α n ≤ 1, ∀n, such that n (x n )α n is always concave for positive x n [29] . In turn, the geometric product can be replaced by 6 Here log + 2 (x) denotes the continuous-value extension of log 2 (x) to negative x, with log + 2 (x) = −∞ if x ≤ 0 and log + 2 (x) = log 2 (x) if x > 0. 7 Also known as the Majorization-Minimization (MM) method.
Algorithm 1 A Successive Lower bound Maximization Method for Solving Problem (32)
Find a feasible point s (0) Set t = 0 repeat Set t = t + 1 Obtain s (t) by solving problem (37) with g(s|s (t−1) }). until f (s (t) ) − f (s (t−1) ) < a system of SOC constraints [30] , which may be implemented in Matlab by using the geo_mean function of the CVX tool.
The complete algorithm (summarized in Alg. 1) is guaranteed to converge to a stationary solution as outlined in Theorem 2 below. Further, solving the (transformed) SOCP (37) every outer iteration in Alg. 1 with the interior-point method requires worst-case O( √ N log(1/ )) iterations up to accuracy , with a per-iteration complexity of approximately O(N 2 n N + N 3 ), amounting to forming and solving the Newton system [30] . Hence, the total computational complexity of Alg. 1 is O(I o N 4.5 log(1/ )), where I o is the number of outer iterations. Additionally, the generalization of Alg. 1 to the case with active total per-line power constraints is provided in Appendix B.
Theorem 2: The sequence of iterates {s (t) } generated by Alg. 1 is guaranteed to converge to the set of stationary points of (32), and equivalently of (28a).
Proof: It is already established that g(s|s) is a continuous tight lower bound of the objective f (s) in (34) and (35) ; and that the sequence of generated objective values f (s (t) ) is monotonically non-decreasing in (36) . In addition, it can be verified that g(s|s) has the same first-order derivative as the original objective f (s) at the point where the lower bound is tight (i.e in point s =s). Hence, in combination with the iterates {s (t) } lying in a closed and bounded set, convergence of {s (t) } can be established to the set of stationary points of (32) [26] . It is remarked that the results in [26] are also valid for the case with complex variables.
B. ACHIEVABLE SUM-RATE GAP WITH ZF-THP
In this section, it will be established that the achievable sum-rate of ZF-LRP is always smaller than the achievable sum-rate of ZF-THP at high SNR values, leading to a sum-rate gap between both precoding schemes. Recall that ZF-LRP uses the reduced precoder matrix P red = H −1 ST where T is a (possibly) non-unimodular integer matrix with |det(T)| ≥ 1. To satisfy the per-line power constraint P, the scaling matrix S has to be chosen such that the row norms of P red are less than unity (assuming that S is normalized by √ P). Consequently, Hadamard's inequality yields |det(P red )| ≤ 1. In turn, this yields |det(S)| = det(P red ) · |det(H)| · |det(T)| −1 ≤ |det(H)|. The achievable sum-rate of ZF-LRP is approximated as follows:
where the approximation in (39b) is valid at high SNR values with |s n | 2 σ/P. ZF-THP [4] , on the other hand, is based on the QR decomposition of the conjugate transpose of the channel matrix, i.e., H H qr = QR. The implementation then combines a feedforward (orthogonal) precoder matrix P = QS, withS a diagonal scaling matrix, that has to be designed, together with a sequential feedback operation. Also here the scaling matrix S has to be chosen such that the row norms of the feedforward precoder matrix P are less than unity (assuming thatS is normalized by √ P). This yields by Hadamard's inequality that |det(P)| = det(S) = n |s n | ≤ 1. In addition, it holds that |det(H)| = |det(R H )| = n |r nn | where r nn are the diagonal values of R H . This leads to the following achievable sum-rate for ZF-THP [4] :
where the approximation in (i) is valid at high SNR values with |r nn | 2 |s n | 2 σ/P, and (ii) is due to the fact that flat gain scaling (i.e. setting |s n | = 1, ∀n) is optimal for ZF-THP at high SNR values. However, for low/moderate SNR values, some spread in the 1/|r nn | 2 |s n | 2 + P/ σ factors may counter the loss of n |s n | being smaller than unity.
Subtracting (39b) from (40b) leads thus to the achievable sum-rate gap R between the ZF-THP and ZF-LRP, approximated at high SNR values by R ≈ 2 log 2 |det(H)| |det(S)| = 2 log 2 |det(T)|−2 log 2 det(P red ) ≥ 0.
(41)
In order for this bound to be tight: (1) the (output power normalized) reduced precoder matrix P red needs to have orthogonal rows with unit norm by Hadamard's inequality, corresponding to a unitary matrix (such that |det(P red )| = 1); and (2) the T matrix has to be unimodular (such that |det(T)| = 1). A unimodular T matrix leads to n |s n | = |det(S)| ≤ |det(H)| = n |r nn | being tight when P red is unitary.
By consequence, if P red is not exactly orthogonal, some gain can be expected from lattice reducing the ZF precoder H −1 S, in an attempt to further improve the orthogonality of P red . This motivates the heuristic method proposed in Section III that alternates between lattice reduction of H −1 S and gain scaling optimization of S given T. In addition, if instead of e.g. the LLL algorithm which results in |det(T)| = 1, a non-unimodular lattice reduction algorithm is used (see e.g. [7] ), the loss from |det(T)| > 1 should be compensated by the extra orthogonality gain in |det(P red )|.
Finally, it is pointed out that these conclusions are in line with an information-theoretic point of view, since THP can be viewed as a practical implementation of ''dirty paper coding'', which is the capacity-achieving transmission scheme for the broadcast channel [31] .
V. MMSE-LRP DESIGN GIVEN A FIXED T
Instead of considering a ZF precoder matrix with complex gain scaling optimization, the goal in this section is to optimally design the entire precoder matrix given a fixed integer T matrix. The MMSE-LRP design is formulated as the following WSR maximization problem:
where SNR n (P, T) is defined in (24) and (42b) is a convex quadratic constraint. Unfortunately, (42) is a difficult problem, with a non-convex objective function even when T = I N (i.e. the case of linear MMSE precoding). A feasible approach to solve (42) is to approximate the objective by using the theoretically achievable bit-rate expression defined in (16) . Dropping the constant shaping loss in (16) , it is actually equivalent to the achievable bit-rate of IF precoding schemes [14] , [15] in the broadcast channel. Assuming optimal MMSE-FEQs [see (17) and (18) 
Note that for high SNR values problem (42) and (44) are equivalent, meaning that the optimum precoder P will be identical for both problems. Further, the maximum bit cap constraints are omitted in (42) and (44) because these are non-convex in general for MMSE precoding. 8 Nevertheless the approximate problem (44) remains nonconvex, its main advantage is that it may be reformulated as an equivalent WMMSE problem and then solved by a block coordinate descend method leading eventually to a stationary point of (44). The equivalence between WSR maximization and WMMSE minimization has been established first for LP in the MIMO broadcast channel [32] and later extended to the MIMO interference channel in [33] . In addition, it can be readily extended to problem (44) for IF precoding in the broadcast channel as well, as outlined below:
Proposition 3: Define µ [µ 1 , . . . , µ N ] with µ n the MSE weight for user n, and w [w 1 , . . . , w N ] with w n the equalizer tap for user n, and ε n as the corresponding MSE for user n given by
Then the following problem minimize µ,w,P n
is equivalent to the WSR maximization problem (44), such that the optimum precoder matrix P for (44) and (46) will be identical. This equivalence can be shown by checking the first-order conditions for µ and w [see (47)], substituting them in (46) and making some straightforward simplifications. The essence of the equivalent WMMSE problem (46) is that the objective function is convex in each of the optimization variables when the other variables are fixed. This allows the use of a block coordinate descent method by successively updating the variables to solve (46) [33] . For fixed P, the first order conditions of w n and µ n lead to the following update expressions for w n and µ n : 
where W = diag{w} and D = diag{{µ n α n } N n=1 }. As strong duality holds in problem (48), Lagrange dual decomposition can be used in order to obtain an optimal closed-form solution [33] , i.e.,
where λ [λ 1 , · · · , λ N ] are the Lagrange multipliers, which should be chosen such that the per-line power constraints (48b) are either tight or inactive. These Lagrange multipliers may be found using e.g. standard subgradient search with
and δ being a pre-defined step size, or by using the ellipsoid method [34] . The block coordinate descent method is summarized in Alg. 2. When T is the identity matrix (i.e. the case of LP), problem (42) and (44) become equivalent (for zero SNR gap), and Alg. 2 reduces to the original WMMSE algorithm for the broadcast channel. In addition, Alg. 2 may be generalized to the case with active total per-line power constraints, see (3) , by re-introducing the tone indices and including additional Lagrange multipliers θ [θ 1 , · · · , θ N ] in (49). Further details are omitted for brevity.
VI. G.fast CABLE BINDER SIMULATION
In this section, a cable binder is simulated consisting of 10 lines of 80 m for the downstream G.fast 212 MHz profile. The channel matrices have been obtained by measurements. The observed crosstalk levels in this particular cable binder are rather high compared to other reported G.fast measurements. Following the G.fast recommendation [2] , the ATP constraints are set to 8 dBm while the per-tone PSD spectral masks are obtained from [35] ranging from −65 dBm/Hz to −79 dBm/Hz. The total SNR gap is 10.37 dB and the tone spacing f is 51.75 kHz. The noise PSD is assumed to be −140 dBm/Hz. The symbol rate is 48 kHz and the bitcap is 14. Only sum-rate optimization with {α n = 1} N n=1 is considered. In these simulations, the ATP constraints are observed to be always inactive, due to the per-tone spectral mask and maximum bit loading constraints. For this cable binder, various NLP schemes are evaluated:
• ZF-LRP-RNS: represents the baseline LRP scheme with ZF precoding and a flat row norm scaling (RNS). The precoder matrix is hence P = H −1 s, where T = LLL(H −1 ) is obtained by the lattice reduction of H −1 via the LLL algorithm and s is set to the square-root of
.
(51)
• ZF-LRP (Alg. 1): uses P = H −1 S with T = LLL(H −1 ) and the scaling matrix S obtained by means of Alg. 1.
• ZF-LRP [10] : is the ZF-LRP approach proposed in [10] , by means of Alg. 1 with a real gain scaling matrix S and a high SNR approximation, and T = LLL(H −1 ).
• ZF-LRP-AO: is the final ZF-LRP scheme, as proposed in Section III, which uses alternating optimization (AO) between gain scaling optimization of S for fixed T (using Alg. 1) and lattice reduction of T = LLL(H −1 S).
• MMSE-LRP: uses the optimized MMSE precoder matrix obtained by means of Alg. 2 given T = LLL(H −1 ).
• MMSE-LRP-AO: alternates between MMSE precoder matrix optimization and lattice reduction.
• ZF-THP Max-Min: corresponds to α-fair QRD-based THP with joint power allocation and user ordering [36] . A large α is used here (i.e. min-rate maximization)
• ZF-THP Max-Sum: is α-fair QRD-based THP with α = 0 (i.e. sum-rate maximization).
• MMSE-THP: is provided by the BC-DSB-NLP [37] together with the same user ordering of ZF-THP Max-Sum. Foremost among the numerical results, summarized in Table 1 and Fig. 2 , is that LRP consistently is outperformed by THP, both in terms of performance and fairness (i.e. in terms of multi-tone sum-rate and min-rate, respectively). This is expected from the results in Section IV-B, where the achievable ZF-LRP sum-rate is shown to be upper bounded at high SNR by the achievable ZF-THP sumrate. Additionally, ZF-THP in combination with joint fair power allocation and user ordering [36] is able to achieve a higher minimum user rate than LRP. However, as mentioned in Section I, the main disadvantage of THP is the required sequential feedback operation proportional to the number of users, which complicates hardware implementation. In addition, LRP typically has a natural (more or less) fair user rate distribution, while THP without fairness aware user encoding ordering optimization typically results in a large user rate spread. As expected, the proposed ZF-LRP (Alg. 1) with complex scaling achieves a higher sum-rate than ZF-LRP [10] with real scaling, and significantly outperforms ZF-LRP-RNS. It is stressed that although the total bit-rate gains summed over all frequency tones might be rather small, the relative bit-rate gains on an individual tone can be quite significant (see Fig. 3 ).
To illustrate the joint design of S and T for ZF precoding, the factor ψ n |r nn |/|s n | ≥ 1 together with the so-called orthogonality defect 9 [38] of the ZF precoders across the frequency range is shown in Fig. 4 . The former determines the sum-rate gap (41) with ZF-THP at high SNR, whereas the latter is a measure for matrix orthogonality. Fig. 4 shows that the lattice reduction of T = LLL(H −1 ) substantially reduces the orthogonality defect of the channel inverse, leading to a significant sum-rate-gain for ZF-LRP-RNS. Additional scaling of the ZF precoder by optimizing S (i.e. ZF-LRP) then further reduces factor ψ, without significantly improving the orthogonality defect. It thus seems that gain scaling optimization primarily leads to the inequality n |s n | ≤ n |r nn | being as tight as possible given a certain T, which maximizes the sum-rate at high SNR. Further improving the orthogonality of the reduced and scaled ZF precoder (and hence the sum-rate at high SNR) is the goal of ZF-LRP-AO, which alternates between gain scaling optimization of S and lattice reduction of T = LLL(H −1 S). It results in a further reduction of both the factor ψ and the orthogonality defect, which illustrates the potential of joint gain scaling and lattice reduction design (i.e. to jointly optimize S and T). Notice that some users may be allocated low or zero |s n | magnitudes at high frequency tones with low SNR, which blows up factor ψ for ZF-LRP-AO.
VII. CONCLUSION
In this paper, the potential of LRP for downstream transmission in G.fast DSL networks has been studied, as an NLP alternative for THP with a reduced implementation complexity. A practically achievable bit-rate expression has been proposed for LRP, in order to cast the design problem as a WSR maximization in function of a precoder matrix and an integer matrix. For a fixed integer matrix, ZF precoding optimization reduces to a gain scaling optimization, for which a successive lower bound maximization method has been presented. Additionally, it has been established that the achievable ZF-LRP sum-rate is upper bounded by the achievable ZF-THP sum-rate at high SNR. For MMSE precoding optimization an efficient method has been proposed as well, by relying on the equivalence between the WSR maximization and the WMMSE minimization. The LRP design methods may be improved by alternating between precoder matrix optimization for a fixed integer matrix, and updating the integer matrix based on the lattice reduction of the precoder matrix. Simulations of a measured G.fast cable binder have been provided to compare the performance of the proposed LRP schemes with THP.
APPENDIX A PROOF OF PROPOSITION 1
First, the property mod(a + b) = mod(mod(a) + mod(b)) is used to observe that for every user n:
where X n m [T −1] ] nm u m mod-τ forms a random variable in τ , which is independent of the uniform dither variable v n , due to the fact that (measurable) functions of independent variables are independent variables themselves (see e.g. [39, Th. 2.1.6]). See thatu n is uniformly distributed over τ for any fixed value of X n = x ∈ τ . Since this holds for any value x, it holds for any combination of values as well, meaning thatu n is uniformly distributed over τ . Further, the probability density ofu n is constant over τ for any fixed value of the variables {u 1 , . . . , u N }, i.e. knowing all the variables {u 1 , . . . , u N } gives no information abouṫ u n due to the randomizing dither variable v n . This means thatu n is mutually independent of {u 1 , . . . , u N }. Moreover, since the dither variables {v 1 , . . . , v N } are independently distributed across the users, the variables {u 1 , . . . ,u N } can also shown to be independently distributed, by checking that for every n the conditional probability ofu n for fixed {u 1 , . . . ,u n−1 ,u n+1 , . . . ,u N } is constant over τ .
APPENDIX B GENERALIZATION OF ALG. 1 TO THE CASE WITH ACTIVE TOTAL PER-LINE POWER CONSTRAINTS
Alg. 1 can be generalized to the case with active total per-line power constraints [see (3)], which then couple the K convex subproblems in (37) at iteration t. This is formulated as follows by re-introducing the tone indices k:
Since strong duality holds in (53), it may be decoupled across the tones by using Lagrange dual decomposition. Then, for every fixed set of Lagrange multipliers θ [θ 1 , · · · , θ N ], the independent per-tone slave problem for tone k is given by
which is again a small-scale convex problem that may be solved by e.g. CVX. The master dual problem of (53) is
where the optimal θ are found with e.g. a standard subgradient search
which is guaranteed to converge if the step size δ is chosen sufficiently small [34] . 
