Contour Integrals and the Modular S-Matrix by Mukhi, Sunil et al.
ar
X
iv
:1
91
2.
04
29
8v
1 
 [h
ep
-th
]  
9 D
ec
 20
19
Contour Integrals and the Modular S-Matrix
Sunil Mukhi 1, Rahul Poddar 2 and Palash Singh 3
Indian Institute of Science Education and Research,
Homi Bhabha Rd, Pashan, Pune 411 008, India
Abstract: We investigate a conjecture to describe the characters of large families of
RCFT’s in terms of contour integrals of Feigin-Fuchs type. We provide a simple algorithm
to determine the modular S-matrix for arbitrary numbers of characters as a sum over paths.
Thereafter we focus on the case of 2, 3 and 4 characters, where agreement between the
critical exponents of the integrals and the characters implies that the conjecture is true.
In these cases, we compute the modular S-matrix explicitly, verify that it agrees with
expectations for known theories, and use it to compute degeneracies and multiplicities of
primaries. We also compute S in an 8-character example to provide additional evidence for
the original conjecture. On the way we note that the Verlinde formula provides interesting
constraints on the critical exponents of RCFT in this context.
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1 Introduction
A procedure for the classification of admissible characters for rational conformal field the-
ories in 2 dimensions was proposed in [1]. This starts by writing the most general Modular
Linear Differential Equation (MLDE) for a given class of theories, labelled by the number
n of characters and the Wronskian index ℓ. This MLDE depends on a finite number of pa-
rameters. The n independent solutions automatically transform as vector-valued modular
functions, but in general they do not have integral coefficients in their expansion in powers
of the parameter q = e2piiτ . Thus they cannot be interpreted as counting the degeneracy
of states in a physical system. One then varies the parameters in the MLDE until these
coefficients become non-negative integers. At this point one has admissible characters and
can try to identify the RCFT that they potentially describe. A recent status report on this
programme can be found in [2].
One deficiency of the MLDE approach is that, because we solve the equation as a q-
series, it is difficult or impossible to actually compute the modular transformation matrix
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Sij on the characters. Computations of this matrix rely on being able to express the
characters in terms of suitable special functions. This was done long ago for c < 1 minimal
models and WZW models, for which the θ-function representation provides the desired
answer via Poisson resummation [3–5]. It was also done in [6–8] for two-character theories
by transforming the MLDE into the hypergeometric equation and using the well-known
monodromy transformations of hypergeometric functions. Finally, in [7] this was achieved
for three-character theories with vanishingWronskian index ℓ. Here the key observation was
that the corresponding MLDE is solved by a set of three contour integrals of Feigin-Fuchs
type, having the same integrand but different integration contours. This representation
allows us to explicitly compute the modular transformations by rearranging contours and
changing variables. In [7] this played an important role in the classification programme for
the three-character, ℓ = 0 case (for more recent work on this question see [9] as well as
comments in [2]).
In [10], building on the three-character result of [7], it was conjectured that a similar
contour-integral representation could describe the characters of large classes of RCFT with
arbitrary numbers of characters, in terms of contour integrals of Feigin-Fuchs type. These
integrals had previously been used in [11, 12] to describe correlation functions in a class
of RCFT. The proposal of [10] adapted the same functions, after specialising the param-
eters and changing some of the prefactors, to describe characters rather than correlators.
These contour integral representations depend on very few parameters, which determine
the critical exponents of the putative RCFT. As noted in [10], there is no a priori reason
why the resulting formulae should “fit” the exponents of known theories for general n. To
start with, one finds this is possible only if the Wronskian index ℓ vanishes. So at best, the
contour integral representation can only describe ℓ = 0 RCFT. Within this class, [10] found
two very surprising results: (i) the critical exponents of many known theories with ℓ = 0,
including all c < 1 minimal models and infinite families of WZW models, can be repro-
duced using the contour integral representation, (ii) there is evidence that in all these cases
the contour integral representation correctly reproduces the corresponding characters.
In the present work we further develop the proposal of [7, 10]. We re-examine the issue
of how to compute the modular S-matrices from contour integrals and find an elegant and
simple prescription to do so. On the way, we develop formulae to explicitly evaluate the
normalisation of the contour integrals, essential to their identification as characters. This
is done using formulae for the Selberg integral. Using these results we then compute
degeneracies of primary fields in many examples where they were not otherwise known.
We also provide additional evidence for the conjecture that contour integrals describe the
characters of certain families of models, and explore the idea that integrality of fusion rules
might provide an approach to the classification of RCFT’s via the Verlinde formula[13].
The outline of this paper is as follows. We start by reviewing the proposal of [7, 10]
and list known theories whose characters are described by contour integrals. Thereafter we
present our general method to evaluate the modular S-matrix. This consists of two parts:
(i) a “sum over paths” algorithm to determine a related matrix called Sˆ, (ii) conversion
of Sˆ to S after calculating the normalisations of the integrals. We verify our method by
constructing the normalisations and S-matrices for 2-, 3- and 4-character cases. Using
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these results we compute degeneracies and multiplicities of primaries in many examples for
the first time. Finally we compute the modular S-matrix for an 8-character theory and
show that it gives the expected answer. We conclude by listing some interesting future
directions. In three Appendices we illustrate the “unfolding” procedure that is used to
compute the Sˆ-matrix, we exhibit different forms of the relevant contour integrals and
their mutual relationships, and we list some degeneracies computed by our method.
2 Contour-integral representation of characters
We start by reviewing the proposal of [7, 10] that the family of Feigin-Fuchs contour
integrals, used in [11, 12] to describe sphere four-point functions of minimal models, can be
put to an alternate use, namely computing the modular S-matrix. This proposal invokes
the modular λ-function that maps (six copies of) the fundamental region of the torus onto
the complex plane. Using this, it was argued that one can describe the characters of large
classes of RCFT in terms of contour integrals. It was also noted that this representation
permits explicit evaluation of the modular transformation matrices S and T , which encode
crucial information about the RCFT.
It has long been known [1, 6, 7] that the characters of 2-character RCFT can be
expressed in terms of hypergeometric functions of λ. As an example, for a theory with two
characters and Wronskian index ℓ = 0, we have:
χ0(τ) = N0 (λ(1− λ))
1
6
−h
2F1
(
1
2 − h, 12 − 3h
∣∣∣ 1− 2h ∣∣∣ λ)
χ1(τ) = N1 (λ(1− λ))
1
6
+h
2F1
(
1
2 + h,
1
2 + 3h
∣∣∣ 1 + 2h ∣∣∣ λ) (2.1)
where h is the conformal dimension of the non-trivial primary, and the central charge is
determined via the Riemann-Roch theorem to be c = 12h−2. N0 andN1 are normalisations
to be determined. Finally, λ is defined by:
λ(τ) =
θ42(τ)
θ43(τ)
= 16 q1/2(1− 8q1/2 + 44q + . . . ) (2.2)
This is a series in half-integer powers of q ≡ e2piiτ . Now, the above hypergeometric functions
have a contour integral representation:
F
(
1
2 − h, 12 − 3h
∣∣∣ 1− 2h ∣∣∣ λ) = Γ(1− 2h)
Γ(12 − 3h)Γ(12 + h)
∫ ∞
1
dt
[
t(t− 1)(t − λ)
]h− 1
2
F
(
1
2 + h,
1
2 + 3h
∣∣∣ 1 + 2h ∣∣∣ λ) = (λ(1− λ))−2h Γ(1 + 2h)
(Γ(12 + h))
2
∫ λ
0
dt
[
t(1− t)(λ− t)
]h− 1
2
(2.3)
This is defined by analytic continuation from |λ| < 1 and from values of h for which it
converges. Note that for generic rational h the integrand has branch points at 0, λ, 1,∞
which need to be treated carefully. The factors in the integrand are ordered according to
the integration range, so that there is no additional phase.
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Inserting Eq. (2.3) into Eq. (2.1) and absorbing the Γ-function prefactors into new
normalisations, we get:
χ0(τ) = N0 (λ(1− λ))
1
6
−h
∫ ∞
1
dt
[
t(t− 1)(t− λ)
]h− 1
2
χ1(τ) = N1 (λ(1− λ))
1
6
−h
∫ λ
0
dt
[
t(1− t)(λ− t)
]h− 1
2
(2.4)
This is a simple and beautiful result, and provides useful information for us, as we will
show below. Notice that the prefactors and integrands are the same for both the characters,
apart from normalisations. Thus the two characters differ only in the contour along which
the integral is performed.
Next, recall that the modular T and S transformations are the generators of the full
modular group, under which the characters of a conformal field theory transform as follows:
T : χi(τ)→ χi(τ + 1) = e2pii(−c/24+hi)χi(τ)
S : χi(τ)→ χi(− 1τ ) =
∑
j
Sijχj(τ) (2.5)
In terms of the modular λ-function, these transformations can be expressed as
T : λ→ λ
λ− 1
S : λ→ 1− λ
(2.6)
In particular the S transformation leaves the prefactor in Eq. (2.4) invariant, but changes
the integrand. By a simple change of variables this can be brought back to the original one,
but with different contours of integration. The details are worked out in Appendix A. The
result is an explicit formula that expresses each χi(− 1τ ) in terms of linear combinations of
the two original χi(τ). Thus we have computed the modular transformation matrix S. This
is a huge improvement over the representation of characters as a q-series, where one can
read off degeneracies easily but it is not possible to compute the modular S-transformation
properties.
In [7, 10] a generalisation of Eq. (2.4) was proposed based on inspiration from [11, 12]
where integrals of this type were used in a different context. In this generalisation, the
single integration variable t is replaced by n1 variables ti and n2 variables τj. For every pair
of integers A,A′ where 0 ≤ A ≤ n1, 0 ≤ A′ ≤ n2, we define the multi-variable integration
contours CA and CA′ as follows:∫
CA
n1∏
i=1
dti =
∫ ∞
1
dtn1 · · ·
∫ ∞
1
dtA+2
∫ ∞
1
dtA+1
∫ λ
0
dtA · · ·
∫ λ
0
dt2
∫ λ
0
dt1
∫
CA′
n2∏
j=1
dτj =
∫ ∞
1
dτn2 · · ·
∫ ∞
1
dτA′+2
∫ ∞
1
dτA′+1
∫ λ
0
dτA′ · · ·
∫ λ
0
dτ2
∫ λ
0
dτ1
(2.7)
In order to avoid overlapping contours, we give each contour a distinct imaginary part,
following the rule that:
Im (ti) > Im (tk) for i > k, Im (τj) < Im (τl) for j > l (2.8)
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In the manipulations below, we assume λ is real and lies between 0 and 1. We may then
extend it to be complex with |λ| < 1, and finally analytically continue it to the complex
plane.
Now, the proposal is that the following set of integrals are candidate characters of an
RCFT:
JAA′(a, b, λ) ≡ NAA′ (λ(1− λ))α
∫
CA
n1∏
i=1
dti
∫
CA′
n2∏
j=1
dτj
×
A∏
i=1
[
ti(1− ti)(λ− ti)
]a n1∏
i=A+1
[
ti(ti − 1)(ti − λ)
]a
×
A′∏
j=1
[
τj(1− τj)(λ− τj)
]b n2∏
j=A′+1
[
τj(τj − 1)(τj − λ)
]b
×
∏
1≤k<i≤n1
(ti − tk)−2a/b
∏
1≤l<j≤n2
(τj − τl)−2b/a
∏
i,j
(ti − τj)−2
(2.9)
where, as we will shortly see, α is a function of a, b, n1, n2 and the latter parameters
determine the critical exponents of the theory.
Here the subscript AA′ can be thought of as a composite index taking p = (n1 +
1)(n2 + 1) values. Thus there are p functions in all. To keep the notation simple we have
not explicitly displayed the n1, n2 dependence of J . This can generally be read off from the
context. The prefactors NAA′ are normalisation factors that we will shortly discuss in more
detail. It is also important to note that with the given ordering of terms in the integrand
and the given integration contours, all brackets in the integrand are positive except the
ones involving (ti − tk) and (τj − τl). The ordering for these brackets has been chosen so
that the imaginary part is positive/negative for ti, τj respectively.
For future use, we will often write:
JAA′(a, b, λ) = NAA′ (λ(1− λ))α JˆAA′(a, b, λ) (2.10)
so that JˆAA′ denotes the “pure” integral without prefactors. A key feature of these integrals
is that if we replace λ by 1−λ, which is the modular S-transformation, one has the result:
JˆAA′(λ) =
∑
B,B′
SˆAA′BB′ JˆBB′(1− λ) (2.11)
for some matrix Sˆ. If we repeat the λ → 1 − λ transformation we recover the original
integrals, and therefore Sˆ2 = 1.
Now from Eq. (2.10) we see that the λ-dependent prefactor is invariant under this
transformation. It follows that the normalised characters (written without hats) satisfy:
JAA′(λ) =
∑
B,B′
SAA′BB′JBB′(1− λ) (2.12)
where:
SAA′BB′ = NAA
′
NBB′
SˆAA′BB′ (2.13)
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This can be written as the matrix product:
S = N SˆN−1 (2.14)
where N = diag(NAA′). From this it immediately follows that S2 = 1 as well.
Thus, the computation of the modular S-matrix has two parts: the calculation of Sˆ
by manipulating the contour integrals, and the computation of the normalisations NAA′ .
Each of these involves considerable work and we will carry them out separately.
As noted in [10], the fact that this proposal actually works for known theories is quite
surprising. There are two distinct surprises here. First of all, a generic p-character RCFT
has discrete data consisting of the central charge c and the p− 1 conformal dimensions hi.
For any given theory, these are rational points in a space of p real dimensions. However
the contour integrals give rise to functions having leading behaviours determined by two
integer variables n1, n2 and two real dimensions labelled by a and b. There is no a priori
reason that any choice of n1, n2, a, b in the contour will reproduce the discrete data for an
p-character theory.
To see this in more detail, we should compute the T transformation of the JAA′ to
extract the critical exponents. This is straightforward to do by inserting Eq. (2.6) into
the integral representation. One finds that the integrals are eigenfunctions of T with
eigenvalues that are phases giving the critical exponents. A simpler way to achieve the
same thing is to compute the leading power of λ in each of the JAA′ . This has been done
in [10] with the result that:
JAA′ ∼ λα+∆AA′ (2.15)
where:
α =
1
3
(
− n1(1 + 3a) − n2(1 + 3b) + a
b
n1(n1 − 1) + b
a
n2(n2 − 1) + 2n1n2
)
∆AA′ = A(1 + 2a) +A
′(1 + 2b)− a
b
A(A− 1)− b
a
A′(A′ − 1)− 2AA′
(2.16)
Using the fact that λ ∼ √q for small λ, we see that:
JAA′ ∼ q
1
2
(α+∆AA′ ) (2.17)
Whenever JAA′ are the characters of an RCFT, the above expression gives us the critical
exponents of the theory. Thus we have the identification:
1
2
(α+∆AA′) = − c
24
+ hi (2.18)
where c is the central charge and hi, i = 0, 1, 2, · · · p − 1 are the conformal dimensions
associated to the characters, with h0 = 0 corresponding to the identity character. The
total number of characters p is identified with (n1+1)(n2+1). Note in particular that for
the identity character we have A = A′ = 0 and hence ∆AA′ = 0, leading to the relations:
c = −12α, hi = 1
2
∆AA′ (2.19)
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where the composite label AA′ takes the same p values as the index i.
Now the Riemann-Roch theorem tells us that:
n−1∑
i=0
(
− c
24
+ hi
)
=
n(n− 1)
12
− ℓ
6
(2.20)
where ℓ is the Wronskian index of the CFT. From Eq. (2.16) we find that for all theories
whose characters are of the form JAB , the Wronskian index is ℓ = 0.
The surprise arises when we consider known theories with ℓ = 0. There are infinitely
many such theories [7] and one can check whether their critical exponents fit the formula
Eq. (2.17). This is assured for theories with two or three characters, as already noted in
[7], but from four characters onwards, the system appears overdetermined. However, in
[10] it was verified that the critical exponents can indeed be fitted with Eq. (2.17) for the
following infinite series:
• SU(2)k WZW models for all k.
• All c < 1 minimal models (unitary as well as non-unitary). These are parametrised
by two integers p and p′ such that:
c = 1− 6(p − p
′)2
pp′
(2.21)
• SU(N)1 WZW models for all N.
• The D and E series of (non-diagonal) invariants for SU(2)k as well as c < 1 minimal
models.
• The SU(3)2 WZW model.
As an example, the critical exponents of the (p, p′) minimal model are reproduced by
choosing n1 = p − 2, n2 = 12(p′ − 3) and a = 3p
′
4p − 1, b = 2pp′ − 32 where we have chosen
p′ odd without loss of generality. This is quite striking and suggests the contour integral
representation is somehow “tailor-made” to describe the minimal models and several other
infinite series of theories.
That was the first surprise. Now we turn to the second one. It is known [1, 7] that for
any theory with ℓ = 0 and ≤ 5 characters, the critical exponents completely determine the
characters via a modular linear differential equation (MLDE). This ensures that for every
case with < 6 characters where we have successfully reproduced the critical exponents from
contour integrals, the characters are correctly described by the contour integrals. However
for theories with ≥ 6 characters there is no such proof. Rather, some evidence for this
was provided in [10] by explicitly computing one coefficient in the q-series for the identity
character. For SU(2)k this coefficient should be equal to 3 for all k, while for any minimal
model it should be 0 (because L−1 on the vacuum is a null vector), and for SU(N)1 it should
be N2 − 1. These three predictions were verified in [10]. It follows that the six-character
theories SU(2)5, the minimal models with (p, p
′) = (4, 5), (2, 13), (3, 7), and the SU(10)1,
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SU(11)1 models are all described by the contour-integral representation. For the remaining
SU(2)k, the minimal models with more than six characters and the SU(N)1 models with
N> 6, this calculation provides one piece of evidence in support of the conjecture.
Finally, in [10], use was made of certain elements of the modular transformation matrix
S computed in [11, 12] using the contour integral method for the following cases:
• Sjj′ with j′ = k2 for SU(2)k.
• Srr′,ss′ with r = s = p− 1, r′ = s′ = p′ − 2 for the p, p′ minimal models.
These agree with the known results for these cases.
In the present work we take the proposal of [7, 10] further in several ways. First, we
systematise the computation of the modular S-matrix. This is done in two stages. The
first is to calculate the monodromy matrix Sˆ by manipulating contours, and the other
is to compute the normalisations by evaluating specific integrals. We carry out each of
these steps in turn. It may be noted that only the first of these stages was relevant for
[11, 12], because their work deals with correlators rather than characters. Moreover this
stage was carried out step by step, one contour at a time, which quickly becomes very
tedious. As a result, the authors of these references presented the monodromy matrix
only for (n1, n2) = (2, 0) and gave results for certain entries/rows in the general case. We
re-visit this method (restricting to n2 = 0 in the present paper) and develop an elegant
algorithmic procedure which expresses the result as a sum over paths. This is a significant
simplification – for any finite value the entire S-matrix can be easily computed by hand or
by writing a short programme. We illustrate this by computing S for the cases n1 = 2, 3
(three- and four-character cases) and could easily to do more except that the S-matrices
quickly become too large to print.
On the way we examine to what extent the matrix S can be used as a classification
tool. We start with the 2-character case, for which n1 = 1, n2 = 0. We examine for which
values of the parameters a, ρ the fusion rules, determined from the S-matrix via Verlinde’s
formula, are non-negative integers. This actually leads us to re-discover known CFT’s as
well as the quasi-characters proposed in [8]. From 3 characters onwards one again finds
constraints on the parameters a, ρ, but the formulae unfortunately appear intractable.
Second, we apply our results to compute degeneracies and multiplicities for the case
of 2,3 and 4 characters. This is particularly interesting in the context of quasi-characters,
as well as for exotic RCFT’s like the coset theories defined in [14].
Third, we consider specific cases beyond 5 characters to provide additional evidence
for the conjectures of [10]. Our algorithm is able to easily compute generic entries of
the S-matrix for quite large numbers of characters. We illustrate this by calculating the
full S-matrix for the 8-character theory SU(2)7. We show that this matrix numerically
agrees with that derived from the Kac-Weyl formula for these characters. This leads us to
think that for general SU(2)k theories it may be possible to sum the paths explicitly and
reproduce the entire Kac-Weyl formula, which would be very convincing evidence that the
contour integrals provide a correct description of RCFT characters.
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Let us establish some conventions for the class of examples with n1 arbitrary but
n2 = 0, which will be the main focus of many of our calculations below. In this case the
only dependence of the integrands on b is through the power −ab which can be treated
as an independent variable in addition to a. For these cases we will denote −ab by ρ
and treat a, ρ as the parameters. The integrals JA0 will for brevity be denoted JA. Also
we will use the following notation for trigonometric functions in the rest of the paper:
s(x) ≡ sin(πx), c(x) ≡ cos(πx).
3 Computation of the modular S-matrix
3.1 Monodromy of the integrals
As we mentioned at the outset, a key feature of the contour integral representation is
that it permits computation of the modular S-matrix via contour deformation. Here we
systematise this computation and arrive at a description as a sum over paths, which renders
the computation very explicit and allows us to go beyond the results of [7, 10] which were
taken in turn from [11, 12]. We will, however, limit us to the sub-class of contour integrals
with just one type of integration variable (ti), or in other words with n2 = 0 in Eq. (2.9).
Renaming n1 as n, the corresponding integrals have the form:
JˆA(λ) =
∫ ∞
1
dtn
∫ ∞
1
dtn−1 · · ·
∫ λ
0
dtA · · ·
∫ λ
0
dt1
×
A∏
i=1
[
ti(1− ti)(λ− ti)
]a n∏
i=A+1
[
ti(ti − 1)(ti − λ)
]a ∏
0≤k<i≤n
(ti − tk)2ρ
Notice that JˆA has A contours running from 0 to λ and the remaining n−A from 1 to ∞.
Thus there are altogether p = n + 1 contour integrals, which are going to be candidates
to describe a p-character CFT. A generic integral in this set can be represented by the
diagram:
JˆA(λ) = 0 λ 1
A n−A
(3.1)
One now takes each of these contours and deforms it to its complement along the real
axis. This is valid because the contribution from a semi-circular contour that lies entirely
in the upper half-plane or lower half-plane is zero. Thus the deformation can be carried
out in two ways, once in the upper half-plane and once in the lower half-plane. Now the
integrand is branched at points where any of the ti is equal to 0, λ, 1,∞ and also when
any pair ti, tk is equal. Thus the deformed contour requires specification of a phase in each
segment, and these phases differ in the upper and lower half-planes. The last step is to take
the difference of these two deformed integrals (each of which is equal to the original one)
with factors that cancel out the contribution from the segment 0 to λ. For those unfamiliar
with this “unfolding” technique, a simple example is provided in Appendix A.
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The result of the above procedure is that the original contour has disappeared and is
replaced by two contours, one in each of the segments (1, λ) and (0,−∞). Now if we carry
out the procedure s times, sequentially on the A contours in the (0, λ) region, we will be
left with only A− s of these contours. The remaining s will be distributed in the regions
(0,−∞) and (1, λ). We may introduce an integer m such that s−m2 contours are in (0,−∞)
and s+m2 are in (1, λ). Clearly m takes the values −s,−s + 2, · · · , s − 2, s. The contour
configuration for a fixed (s,m) will be labelled Vs,m and, as long as s < A, it looks like the
following:
Vs,m =
0 λ 1
A− s n−As−m2 s+m2
(3.2)
Once a particular Vs,m has been reached (with s < A), a further unfolding of a single
contour in the (λ, 0) region leads to either Vs+1,m−1 or Vs+1,m+1 depending on whether the
unfolded contour is replaced by another contour in the (0,−∞) region or the (λ, 1) region
respectively. We now seek a recursive relation between Vs,m and its successor diagrams
Vs+1,m−1 and Vs+1,m+1. This follows from the following diagrammatic steps. First we
deform the contour in the UHP, to get:
Vs,m =
0 λ 1
A− s n−As−m2 s+m2
= eipi(a+(A−s−1)2ρ) 0 λ 1
A− s− 1 n−As−m2 s+m2
+e−ipi(a+(s+m)ρ)
0 λ 1
A− s− 1 n−As−m2 s+m2
+e−ipi(2a+(s+m+2n−2A)ρ)
0 λ 1
A− s− 1 n−As−m2 s+m2
(3.3)
Next, we repeat the procedure in the LHP to find:
Vs,m =
0 λ 1
A− s n−As−m2 s+m2
– 10 –
= e−ipi(a+(s−m)ρ) 0 λ 1
A− s− 1 n−As−m2 s+m2
+eipi(a+(A−s−1)2ρ)
0 λ 1
A− s− 1 n−As−m2 s+m2
+eipi(2a+(2A−s+m−2)ρ)
0 λ 1
A− s− 1 n−As−m2 s+m2
(3.4)
To remove the ∞→ 1 piece of the contour, we take the linear combination:
eipi(2a+(n+m−1)ρ) × (3.3)− e−ipi(2a+(n+m−1)ρ) × (3.4) (3.5)
Thus we can express the diagram Vs,m in terms of the two successor diagrams Vs+1,m±1.
Vs,m =
eipi(2a+(n+m−1)ρ)eipi(a+(A−s−1)2ρ) − e−ipi(2a+(n+m−1)ρ)e−ipi(a+(s−m)ρ)
2i s(2a+ (n+m− 1)ρ) Vs+1,m−1
+
eipi(2a+(n+m−1)ρ)e−ipi(a+(s+m)ρ) − e−ipi(2a+(n+m−1)ρ)eipi(a+(A−s−1)2ρ)
2i s(2a + (n+m− 1)ρ) Vs+1,m+1
=
eipi(A−
3s−m
2
−1)ρ
s(3a + (n+A− ( s−m2 )− 2)ρ)
s(2a+ (n+m− 1)ρ) Vs+1,m−1
+
eipi(A−
3s+m
2
−1)ρ
s(a+ (n−A+ ( s+m2 ))ρ)
s(2a+ (n+m− 1)ρ) Vs+1,m+1
(3.6)
where we recall that s(x) ≡ sin(πx).
The above formula is true only for s < A. After A steps there will be no 0 → λ
contours left. Thereafter we must unfold the remaining n−A contours in the (1,∞) region
by deforming each contour in two ways and removing the contributions from the region
(λ, 0). Let us find the effect of carrying out one unfolding starting from a value of s ≥ A.
At this stage the system looks like this:
Vs,m =
0 λ 1
n− ss−m2 s+m2
(3.7)
Unfolding one of the contours in the (1,∞) region we find:
Vs,m = e
ipi(3a+(2n−s+m−2)ρ)
0 λ 1
n− s− 1s−m2 s+m2
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+eipi(2a+(2n−s+m−2)ρ)
0 λ 1
n− s− 1s−m2 s+m2
+eipi(a+(n−s−1)2ρ)
0 λ 1
n− s− 1s−m2 s+m2
(3.8)
and
Vs.m = e
−ipi(3a+2sρ)
0 λ 1
n− s− 1s−m2 s+m2
+ e−ipi(2a+(s+m)ρ)
0 λ 1
n− s− 1s−m2 s+m2
+ e−ipi(a+(s+m)ρ)
0 λ 1
n− s− 1s−m2 s+m2
(3.9)
Taking the linear combination
eipi(2a+(n+m−1)ρ) × (3.9)− e−ipi(2a+(n+m−1)ρ) × (3.8) (3.10)
we end up with:
Vs,m =
eipi(2a+(n+m−1)ρ)e−ipi(3a+2sρ) − e−ipi(2a+(n+m−1)ρ)eipi(3a+(2n−s+m−2)ρ)
2i s(2a+ (n+m− 1)ρ) Vs+1,m−1
+
eipi(2a+(n+m−1)ρ)e−ipi(a+(s+m)ρ) − e−ipi(2a+(n+m−1)ρ)eipi(a+(n−s−1)2ρ)
2i s(2a+ (n+m− 1)ρ) Vs+1,m+1
= −e
ipi(n− 3s−m2 −1)ρ s(a+
(
s−m
2
)
ρ)
s(2a + (n+m− 1)ρ) Vs+1,m−1 +
eipi(n−
3s+m
2
−1)ρ
s(a+
(
s+m
2
)
ρ)
s(2a + (n +m− 1)ρ) Vs+1,m+1
(3.11)
which is valid for s ≥ A.
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Thus we are led to define the following coefficients:
s < A : L−s,m =
eipi(A−
3s−m
2
−1)ρ
s(3a + (n +A− (s−m2 )− 2)ρ)
s(2a+ (n+m− 1)ρ)
L+s,m =
eipi(A−
3s+m
2
−1)ρ
s(a+ (n−A+ ( s+m2 ))ρ)
s(2a + (n +m− 1)ρ)
s ≥ A : L−s,m = −
eipi(n−
3s−m
2
−1)ρ
s(a+
(
s−m
2
)
ρ)
s(2a + (n+m− 1)ρ)
L+s,m =
eipi(n−
3s+m
2
−1)ρ
s(a+
(
s+m
2
)
ρ)
s(2a+ (n+m− 1)ρ)
(3.12)
In terms of these, we have the recursion relation:
Vs,m = L
−
s,mVs+1,m−1 + L
+
s,mVs+1,m+1 (3.13)
Therefore one unfolding can be represented as the following diagram
Vs,m
Vs+1,m−1 Vs+1,m+1
L−s,m L
+
s,m
(3.14)
where both the links are directed downwards. Starting from JˆA(λ) which can be identified
as V0,0, n-unfoldings can be represented as the following graph:
V0,0
V1,−1 V1,1
V2,−2 V2,0 V2,2
Vn−1,1−n Vn−1,3−n Vn−1,n−3 Vn−1,n−1
Vn,−n Vn,2−n Vn,n−2 Vn,n
L−0,0 L
+
0,0
L−1,−1 L
+
1,−1 L
−
1,1 L
+
1,1
L−n−1,1−n
L+n−1,1−n L
−
n−1,3−n
L+n−1,3−n L
−
n−1,n−3
L+n−1,n−3 L
−
n−1,n−1
L+n−1,n−1
(3.15)
Notice that the vertices in the final row are the integrals JˆA(1− λ) such that
Vn,2A−n = (−1)nJˆA(1− λ) (3.16)
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where the sign on the RHS comes from the change of variables ti → 1− ti (see Appendix
A for a simple example). The algorithm to compute the Sˆ matrix is as follows:
1. For the row in the Sˆ-matrix corresponding to JˆA, identify V0,0 with JˆA(λ).
2. To compute the element SˆAB , trace a path in the graph (3.15) starting from V0,0 to
Vn,2B−n while multiplying the contribution from each link on the path.
3. Sum over the contributions from all such paths to obtain SˆAB.
Now that we have shown how to compute Sˆ in a simple algorithmic fashion, we go on
to calculate the normalisations of the integrals JˆA.
3.2 Normalisation of the integrals
The normalisations NA were originally introduced in Eq. (2.9). Recall that the second
index of NAA′ has been dropped because we are working with the class of integrals having
n2 = 0. Thus, Eq. (2.14) becomes:
SAB = NA
NB
SˆAB (3.17)
Thus, once we compute the normalisations we will have finally determined the modular
S-matrix.
The factors NA are defined by requiring that the coefficient of the lowest power of q is
the ground-state degeneracy DA of the corresponding character, which is a non-negative
integer such that:
χA(q) = DA q
1
2
(α+∆A)(1 +O(q)) (3.18)
Note that for a genuine RCFT, we should have D0 = 1 so that the identity character is
non-degenerate (this can be relaxed for theories of IVOA type [15] and for quasi-characters
[8]).
To calculate the NA, we only need the leading behaviour in q, corresponding to taking
the λ→ 0 limit. To compute this, it will be convenient to first define the ordered integral:
IA(λ) = NA (λ(1− λ))α
∫ ∞
1
dtn
∫ tn
1
dtn−1 · · ·
∫ tA+2
1
dtA+1
∫ λ
0
dtA
∫ tA
0
dtA−1 · · ·
∫ t2
0
dt1
×
A∏
i=1
[
ti(1− ti)(λ− ti)
]a n∏
i=A+1
[
ti(ti − 1)(ti − λ)
]a ∏
0≤k<i≤n
(ti − tk)2ρ
(3.19)
The integrand and pre-factors are identical to those in JA, and the only difference is that
the integration range for IA has t1 < t2 < · · · < tn. The relation between JA(λ) to IA(λ)
as given in [12] (and re-derived here in Appendix B for convenience) is:
JA(λ) =
(
A−1∏
k=1
eipikρ
s((k + 1)ρ)
s(ρ)
n−A−1∏
l=1
eipilρ
s((l + 1)ρ)
s(ρ)
)
IA(λ)
≡ ΘA(ρ) IA(λ)
(3.20)
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For A = 0, 1 the product over k is absent, and similarly for A = n− 1, n the product over
l is absent.
In view of the ordered integrals, the factor (ti − tk) is always non-negative. Thus we
can place a modulus sign around it if we like. Thereafter we are free to extend the integral
to be un-ordered. This will simply count the integration region A! and (n − A)! times.
Hence we have:
IA(λ) =
NA
A!(n−A)! (λ(1− λ))
α
∫ ∞
1
dtn · · ·
∫ ∞
1
dtA+1
∫ λ
0
dtA · · ·
∫ λ
0
dt1
×
A∏
i=1
[
ti(1− ti)(λ− ti)
]a n∏
i=A+1
[
ti(ti − 1)(ti − λ)
]a∏
i<k
∣∣ti − tk∣∣2ρ
(3.21)
Next, we make the substitutions ti = λui for i = 1, 2, · · ·A, and ti = 1ui for i = A+ 1, A+
2, · · · , n. The integral then becomes:
IA(λ) =
NA
A!(n −A)! λ
α+A
(
1+2a+ρ(A−1)
)
(1− λ)α
∫ 1
0
dun · · ·
∫ 1
0
du1
×
A∏
i=1
[
ui(1− ui)(1 − λui)
]a n∏
i=A+1
u
−2−3a−2ρ(n−1)
i
[
(1− ui)(1− λui)
]a
×
∏
1≤i<k≤A
∣∣ui − uk∣∣2ρ ∏
A+1≤i<k≤n
∣∣ui − uk∣∣2ρ ∏
1≤i≤A,
A+1≤k≤n
∣∣1− λuiuk∣∣2ρ
(3.22)
Notice that the leading power of λ, which has been factored out of the integral, is just ∆A0
as defined in Eq. (2.16). Henceforth we denote this by ∆A.
In the above form it is easy to compute the leading behaviour as λ→ 0, and one finds:
IA(λ→ 0) = NA
A!(n −A)! λ
α+∆A
∫ 1
0
duA · · ·
∫ 1
0
du1
A∏
i=1
[
ui(1− ui)
]a ∏
1≤i<k≤A
∣∣ui − uk∣∣2ρ
×
∫ 1
0
dun · · ·
∫ 1
0
duA+1
n∏
i=A+1
u
−2−3a−2ρ(n−1)
i (1− ui)a
∏
A+1≤i<k≤n
∣∣ui − uk∣∣2ρ
=
NA
A!(n −A)! (16
√
q )α+∆A SA
(
a+ 1, a+ 1, ρ
)
Sn−A
(− 1− 3a− 2ρ(n − 1), a+ 1, ρ)
(3.23)
In this limit the integral has factorised into two parts, and we have identified each of these
as a Selberg integral. This integral is defined as:
Sm(α, β, γ) =
∫ 1
0
dum · · ·
∫ 1
0
du1
m∏
i=1
uα−1i (1− ui)β−1
∏
1≤i<j≤m
∣∣ui − uj∣∣2γ
= m!
m∏
k=1
Γ(kγ)
Γ(γ)
m−1∏
k=0
Γ(α+ kγ) Γ(β + kγ)
Γ(α+ β + (m+ k − 1)γ)
(3.24)
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Demanding this to be equal to the ground-state degeneracy, DA of the corresponding
character we fix the normalisation to be
NA =
16−(α+∆A)A!(n −A)!DA
ΘA(ρ)SA
(
a+ 1, a+ 1, ρ
)
Sn−A
(− 1− 3a− 2ρ(n − 1), a+ 1, ρ) (3.25)
3.3 Final result
One can now insert the results from the previous two sections, namely Eq. (3.15) and
Eq. (3.25), into Eq. (3.17) to obtain the modular S matrix for any desired case. Note that
it will contain the undetermined factor DA. This can be found in multiple ways: (i) if one
knows the chiral algebra of the theory then the DA would be known (our method can still
provide a useful way to compute S), (ii) in the spirit of [1, 6, 7] one can guess the DA by
requiring an integral q-series, (iii) following [14, 16] one can determine the DA for coset
theories via the bilinear coset relation.
4 Applications: Theories with ≤ 4 characters
As explained at the outset, all p-character RCFT’s with p ≤ 3 and ℓ = 0 must have contour-
integral representations for their characters. For theories with p = 4 (also p = 5), there will
be a contour-integral description as long as the critical exponents can be identified using
Eq. (2.16), specialised to the case we are considering in this paper (n1 = n, n2 = 0), where
they become:
α = −n
(
(n− 1)
3
ρ+ a+
1
3
)
∆A = A
(
1 + 2a+ ρ(A− 1)) (4.1)
In view of Eq. (2.19) it also follows that such theories will have a central charge and con-
formal dimensions:
c = 4n
(
(n− 1)ρ+ 3a+ 1), hA = 1
2
A
(
1 + 2a+ ρ(A− 1)) (4.2)
We now examine by turns these two classes of theories (p ≤ 3 and p = 4) in the light of
the formulae derived in the present paper.
Before proceeding further, it is important to highlight another subtle point. As em-
phasised in [1] and subsequent works, the number of characters is not necessarily equal to
the number of primary fields under the (extended) chiral algebra. When more than one
primary has the same character, we say that the character comes with a “multiplicity” MA.
Simple examples with MA > 1 arise when there are complex primaries (MA = 2, since the
field and its complex conjugate have the same character), and in theories with a special
symmetry like SO(8) triality (MA = 3, where three different representations have the same
character). However there are also more complicated situations where large values of MA
arise [17].
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Whenever there are multiplicities MA > 1, the matrix S computed from the characters
is not unitary but instead satisfies:
S†


1 0 0 · · · 0
0 M1 0 · · · 0
0 0 M2 · · · 0
...
...
...
. . .
...
0 0 0 · · · Mn


S =


1 0 0 · · · 0
0 M1 0 · · · 0
0 0 M2 · · · 0
...
...
...
. . .
...
0 0 0 · · · Mn


(4.3)
In general it can be rather difficult to identify the MA without prior knowledge of
a corresponding CFT. Moreover, whenever MA > 1 we cannot use the Verlinde formula
directly on S to determine the fusion rules. Instead, as in [7], we must first “expand” S to
a unitary matrix whose size is the same as the number of primary fields (not characters),
and then apply the Verlinde formula.
If one assumes MA = 1 for all A, thereby classifying only those theories with this
property (i.e. theories with n characters and exactly n primary fields) then of course S is
unitary. In this case one may require integrality of the fusion rules to obtain constraints
on the allowed values of a, ρ. We will work this out in some special cases.
In addition to characters of RCFT’s, the contour integral approach is useful in un-
derstanding quasi-characters, introduced in [8]. These are solutions of the MLDE whose
coefficients are integral though not necessarily positive. Thus they are not candidate char-
acters for an actual conformal field theory. Nevertheless, at least for the case of two
characters (the only case studied in [8]), they are useful as building blocks of candidate
CFT characters, which they generate via linear combinations. In what follows, we will in
particular revisit and complete the discussion of [8] for the two-character case.
We now embark on a systematic survey of the contour integral representation and its
modular S-matrix for the cases p = 2, 3, 4.
4.1 2 characters
We start with the simplest application of our procedure, namely the case n = 1. While
this is essentially worked out in previous papers [6–8] we present it here in a more complete
and systematic form. In this case Eq. (4.2) gives:
c = 12a+ 4, h = a+
1
2
(4.4)
The normalisation factors of Eq. (3.25) become:
N0 =
(16)a+
1
3D0
β(a+ 1,−3a− 1)
N1 =
(16)−a−
2
3D1
β(a+ 1, a+ 1)
(4.5)
and:
Sˆ =

 s(a)s(2a) − s(a)s(2a)
− s(3a)
s(2a) − s(a)s(2a)

 (4.6)
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Notice that Sˆ squares to 1, as expected. Now using Eq. (3.17) we find:
S =

 s(a)s(2a) − s(a)s(2a) N0N1
− s(3a)
s(2a)
N1
N0
− s(a)
s(2a)

 (4.7)
This matrix agrees with the two-character modular S matrix derived in [6, 7] derived using
hypergeometric functions.
Now we implement the requirement that:
S†
(
1 0
0 M
)
S =
(
1 0
0 M
)
(4.8)
where we have denoted the multiplicity M1 of the non-identity character by M for simplic-
ity. This gives:
N1
N0
= ± 1√
M
√
s(a)
s(3a)
(4.9)
The sign ambiguity above has to be resolved case by case depending on the value of a,
which (from Eq. (4.5)) tells us the correct sign of the ratio N1N0 .
Anticipating the relevance of the above not just to RCFT’s but also to quasi-characters,
let us recall the results of [8] in this context. The second order MLDE with ℓ = 0 has
solutions whose critical exponents c, h fall into four distinct classes. It is sufficient to list
the values of a for these classes since this determines c, h via Eq. (4.4). The four classes
are:
Lee-Yang: a =
r
5
− 3
10
, r 6= 4 mod 5
A1 : a =
r
2
− 1
4
A2 : a =
r
3
− 1
6
, r 6= 2 mod 3
D4 : a = r
(4.10)
Next we assume M = 1 and apply the Verlinde formula:
Nijk =
∑
l
SilSjlS∗kl
S0l (4.11)
Unitarity of the S-matrix, which we have already implemented above, ensures that N0jk =
δjk. The only remaining fusion rule coefficient is:
N111 = S
3
10
S00 +
S311
S01
=
N1
N0
s(a)2
s(2a)2
[
1−
(
N1
N0
)2(
s(3a)
s(a)
)3]
= ± s(a)
5
2
s(3a)
1
2 s(2a)2
[
1−
(
s(3a)
s(a)
)2]
(4.12)
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where in the last line we have eliminated N1N0 from Eq. (4.9).
Let us start by checking for theories that satisfy N111 = 0. This implies:
s(3a)
s(a)
= ±1 (4.13)
which in turn gives:
a =
r
2
− 1
4
(4.14)
for any integer r. From Eq. (4.2), it follows that their central charges will be:
c = 6r + 1 (4.15)
For r = 0, 1 these are the known WZW models of A1,1 and E7,1 [1] while for all other
cases we have re-discovered the quasi-characters in the A1 fusion class [8]. Thus we have
re-discovered an infinite family of quasi-characters just by assuming a specific consistent
set of fusion rules.
The next logical possibility is N111 = ±1. In this case one finds the set of values:
a =
r
5
− 3
10
, r 6= 4 mod 5 (4.16)
Via Eq. (2.19) it follows that:
c =
2
5
(6r + 1), r 6= 4 mod 5 (4.17)
Here we have re-discovered the Lee-Yang series of quasi-characters, of which the first few
elements correspond to actual CFT: for n = 0 one has the Lee-Yang theory (in the “unitary
presentation” where the lower dimension is identified with the identity character), for
r = 1, 2 one finds the G2,1 and F4,1 WZW models and for r = 3 we get the famous IVOA
of central charge 385 . It is easy to verify that the sign of N111 is −,+,+,− for these four
cases respectively, as already noted in [7].
We did not find the remaining quasi-character series (A2 and D4 classes) because
they correspond to the case of multiplicity M > 1. In this case the Verlinde formula
cannot be applied with a 2 × 2 matrix S. We also did not find any rational solution for
N111 = ±2 etc, which is in any case ruled out by the analysis of [18]. From our point of
view the intriguing fact is that just from the modular S-matrix and the Verlinde formula
we are able to reproduce all quasi-characters for the cases without multiplicity, without
ever solving any MLDE and invoking integrality of the coefficients in the solution.
We now compute the degeneracy ratio D1D0 for all the quasi-character series. This was
determined empirically in specific cases in [8] but no general formula was written down
there. For this purpose we will no longer need to use the Verlinde formula, so we can
re-introduce the multiplicity M and consider all four series of quasi-characters. Combining
Eq. (4.5) and Eq. (4.9), we have:
D1
D0
=
162a+1√
M
∣∣∣∣∣ β(a+ 1, a+ 1)β(a+ 1,−3a− 1)
√
s(a)
s(3a)
∣∣∣∣∣ (4.18)
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The results for the four series of quasi-characters are then:
Lee-Yang series:
D1
D0
= 16
3
10
(r+1)
(√
5+1√
5−1
)± 1
2
∣∣∣∣∣ β(
r
5 +
7
10 ,
r
5 +
7
10 )
β( r5 +
7
10 ,−3r5 − 110 )
∣∣∣∣∣, r 6= 4 mod 5
(the sign is + for r = 0, 3 and − for r = 1, 2 mod 5)
A1 series:
D1
D0
= 16r+
1
2
∣∣∣∣∣ β(
r
2 +
3
4 ,
r
2 +
3
4)
β( r2 +
3
4 ,−3r2 − 14)
∣∣∣∣∣
A2 series:
D1
D0
=
16
2r+2
3
2
∣∣∣∣∣β(
r
3 +
5
6 ,
r
3 +
5
6)
β( r3 +
5
6 , 1− r)
∣∣∣∣∣, r 6= 2 mod 3
D4 series:
D1
D0
=
162r+1
3
∣∣∣∣ β(r + 1, r + 1)β(r + 1,−3r − 1)
∣∣∣∣
(4.19)
Thus we have determined the ratio of degeneracies for the quasi-characters (these were
not explicitly determined in [8]). The first few nontrivial examples in each fusion class are
presented in Appendix C.
4.2 3 characters
From Eq. (4.2), the central charge and conformal dimensions of the candidate theory are
given in terms of the parameters a, ρ of the contour integral by:
c = 8(3a+ ρ+ 1), h1 = a+
1
2
, h2 = 2a+ ρ+ 1 (4.20)
and the normalisation constants are:
N0 =
2! 162a+
2
3
(ρ+1) e−ipiρD0
S2(−1− 3a− 2ρ, a+ 1, ρ)
s(ρ)
s(2ρ)
N1 =
16
1
3
(2ρ−1)D1
S1(a+ 1, a+ 1, ρ)S1(−1− 3a− 2ρ, a+ 1, ρ)
N2 =
2! 16−2a−
4
3
(ρ+1) e−ipiρD2
S2(a+ 1, a+ 1, ρ)
s(ρ)
s(2ρ)
(4.21)
where S2 are the Selberg integrals defined and computed in Eq. (3.24).
Next we compute the matrix Sˆ using our algorithm, verify that it squares to 1, and
from it obtain the matrix S via Eq. (2.14). The result is:
S =


s(a)s(a+ρ)
s(2a)s(2a+ρ) − 2e
ipiρ
s
2(a)c(ρ)
s(2a)s(2a+2ρ)
N0
N1
s(a)s(a+ρ)
s(2a+ρ)s(2a+2ρ)
N0
N2
− e−ipiρs(a+ρ)s(3a+ρ)
s(2a)s(2a+ρ)
N1
N0
s(a)s(3a+ρ)
s(2a)s(2a+ρ) − s(a)s(a+ρ)s(2a+ρ)s(2a+2ρ) e
−ipiρ
s
2(a+ρ)
s(2a+ρ)s(2a+2ρ)
N1
N2
s(3a+ρ)s(3a+2ρ)
s(2a)s(2a+ρ)
N2
N0
2eipiρs(a)s(3a+2ρ)c(ρ)
s(2a)s(2a+2ρ)
N2
N1
s(a)s(a+ρ)
s(2a+ρ)s(2a+2ρ)

 (4.22)
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Though it may not be immediately apparent, this matrix is in fact real. The reason
is that the phases coming from Sˆ are exactly cancelled by corresponding phases in the
normalisation factors in Eq. (4.21)1.
The general question now is to find the solutions of:
S†

1 0 00 M1 0
0 0 M2

S =

1 0 00 M1 0
0 0 M2

 (4.23)
for various possible positive integers Mi. Imposing this requirement leads to:
N1
N0
= ± e
ipiρ
√
M1
√
s(2ρ) s2(a) s(2a + ρ)
s(ρ) s(a + ρ) s(2a + 2ρ) s(3a + ρ)
N2
N0
= ± 1√
M2
√
s(a) s(2a) s(a + ρ)
s(2a+ 2ρ) s(3a + ρ) s(3a + 2ρ)
(4.24)
There is a nice simplification if we consider the case where all multiplicities are equal
to 1. Then Eq. (4.23) says that S is unitary: S†S = 1. But we also know that S2 = 1. It
follows that S must be Hermitian. But since the matrix in Eq. (4.22) is real, it must also
be symmetric. Hence to ensure unitarity of S we only need to impose the requirement of
symmetry. This easily gives us Eq. (4.24) for the special case M1 =M2 = 1.
The next step is to set M1 = M2 = 1 and use the Verlinde formula and integrality of
the fusion rule coefficients to constrain possible theories. This time we will use the result of
[18] where possible fusion classes for theories with three primaries (including the identity)
were classified. There are altogether four such classes, of which three have the fusion rules:
A(1)2 : N011 = N022 = N122 = 1
A(2)2 : N011 = N022 = N122 = N222 = 1
A(3)2 : N011 = N022 = N122 = N112 = N222 = 1
(4.25)
where the remaining fusion rule coefficients are zero. We have not written the fourth class
B(1)2 because although it describes three primaries, the theory has only two characters (the
two non-trivial primaries are complex conjugates of each other). Thus this class is not
relevant for us here.
Now from the Verlinde formula we have:
N111 = S
3
10
S00 +
S311
S01 +
S312
S02 (4.26)
1In subsequent sections we will see that this property holds in all our examples, though we did not yet
find a general proof of it.
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Plugging in the above S-matrix, we get:
N111 = 1
2
N1
N0
e−3piiρ s(a) s(2a + 2ρ)
s
2(2a) s2(2a+ ρ)
[(
s(a+ ρ)
s(2a+ 2ρ)
− s(3a+ ρ)
s(2a)
)3
e2piiρs3(2a)
c(ρ)s(2a + ρ)
− 2 N
2
1
N20
s
2(a+ ρ) s3(3a+ ρ)
s
2(a) s(2a + 2ρ)
+ 2
N21
N22
s
5(a+ ρ) s2(2a)
s
2(a) s3(2a+ 2ρ)
] (4.27)
As a check of this formula, we input the values a = −1114 and ρ = 17 corresponding to the
M2,7 non-unitary minimal model and find N111 = 0. Similarly the remaining fusion rules
are found to be N222 = 0,N112 = N122 = 1. This corresponds to the class A(3)2 . Similarly
we can verify that SU(2) at level 2 as well as M3,4 (the Ising CFT) are both in the class
A(1)2 .
The remainingNijk are likewise rather complicated functions of a, ρ. The question then
arises whether we can use Eq. (4.27) to classify possible three-character theories rather than
starting with the a, ρ values of a known theory. Unfortunately this seems a rather daunting
task. So we will turn to other applications.
First of all we obtain explicit formulae for the degeneracies of primary fields in these
theories. Combining Eq. (4.21) and Eq. (4.24) we find:
D1
D0
=
162a+
5
4√
M1
∣∣∣∣S1(−1− 3a− 2ρ, a+ 1, ρ)S1(a+ 1, a+ 1, ρ)S2(−1− 3a− 2ρ, a + 1, ρ)
∣∣∣∣×∣∣∣∣ s(ρ) s2(a) s(2a + ρ)
s(2ρ) s(a + ρ) s(2a + 2ρ) s(3a + ρ)
∣∣∣∣
1
2
D2
D0
=
164a+2ρ+2√
M2
∣∣∣∣ S2(a+ 1, a+ 1, ρ)S2(−1− 3a− 2ρ, a+ 1, ρ)
∣∣∣∣×
∣∣∣∣ s(a) s(2a) s(a + ρ)
s(2a+ 2ρ) s(3a + ρ) s(3a + 2ρ)
∣∣∣∣
1
2
(4.28)
We may now apply this to various known or predicted theories. We will skip the step
of applying them to c < 1 minimal models, because all degeneracies there are equal to
1, and WZW models because all degeneracies are given by the dimensions of Lie algebra
representations (one can of course re-derive these facts using the above formulae). So we
will instead consider a more exotic family of three-character theories, namely the novel
cosets predicted in [14]. In Table 1 we list the degeneracies D1,D2 and multiplicities
M1,M2 for each of the three-character cosets in that paper. Wherever M1 = M2 = 1, we
also checked the fusion class and found that for all entries in the table, they correspond to
A(1)2 .
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c h1 h2 D1 D2 M1 M2
45
2
29
16
3
2 46080 4785 1 1
43
2
27
16
3
2 22016 5031 1 1
21 138
3
2 10752 5096 2 1
41
2
25
16
3
2 10496 5125 1 1
20 85
7
5 8125 2500 2 2
39
2
23
16
3
2 4992 5083 1 1
19 118
3
2 2432 5016 2 1
37
2
21
16
3
2 2368 4921 1 1
18 54
3
2 1152 4800 2 1
35
2
19
16
3
2 1120 4655 1 1
17 98
3
2 544 4488 2 1
31
2
15
16
3
2 248 3875 1 1
17
2
17
16
1
2 256 17 1 1
15 78
3
2 120 3640 2 1
14 34
3
2 56 3136 2 1
Table 1. Degeneracies for 3-character coset theories. Wherever M1 = M2 = 1, the fusion class is
also provided.
4.3 4 characters
We now move on to the case of 4 characters. The S-matrix for this case has not previously
appeared in the literature. A new feature with 4 characters is that one can obtain such a
set in two distinct ways: (n1, n2) = (3, 0) and (n1, n2) = (1, 1) where we recall that n1, n2
is the number of integration variables of type ti and τj respectively in Eq. (2.9). However,
integrals with n2 6= 0 have not been addressed in this paper for simplicity. For those
with (n1, n2) = (3, 0), the S-matrix and normalisations are readily computable using the
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algorithm developed here. We find the normalisations to be:
N0 =
3! 161+3a+2ρ e−ipi3ρD0
S3(−1− 3a− 4ρ, a+ 1, ρ)
s
2(ρ)
s(2ρ)s(3ρ)
N1 =
2! 16a+2ρ e−ipiρD1
S1(a+ 1, a + 1, ρ)S2(−1− 3a− 4ρ, a+ 1, ρ)
s(ρ)
s(2ρ)
N2 =
2! 161+a e−ipiρD2
S2(a+ 1, a + 1, ρ)S1(−1− 3a− 4ρ, a+ 1, ρ)
s(ρ)
s(2ρ)
N3 =
3! 162+3a+4ρ e−ipi3ρD3
S3(a+ 1, a+ 1, ρ)
s
2(ρ)
s(2ρ)s(3ρ)
(4.29)
Next we list the S matrix. Because of the width of the columns, we have separately
displayed each column.
SA0 =


s(a)s(a+ρ)s(a+2ρ)
s(2a)s(2a+ρ)s(2a+2ρ)
−e−2ipiρ s(a+ρ)s(a+2ρ)s(3a+2ρ)
s(a)s(2a+ρ)s(2a+2ρ)
N1
N0
e−2ipiρ s(a+2ρ)s(3a+2ρ)s(3a+3ρ)
s(2a)s(2a+ρ)s(2a+2ρ)
N2
N0
− s(3a+2ρ)s(3a+3ρ)s(3a+4ρ)
s(2a)s(2a+ρ)s(2a+2ρ)
N3
N0


SA1 =


−e2ipiρ
(
s(a+ρ)s2(a)
s(2a+ρ)s2(2a+2ρ)
+ s(a+ρ)s
2(a)
s(2a)s(2a+ρ)s(2a+2ρ) +
s(a+ρ)s2(a)
s
2(2a+2ρ)s(2a+3ρ)
)
N0
N1
− s(a)s(a+ρ)s(a+2ρ)
s
2(2a+2ρ)s(2a+3ρ) +
s(a)s(a+ρ)s(3a+2ρ)
s(2a+ρ)s2(2a+2ρ) +
s(a)s(a+ρ)s(3a+2ρ)
s(2a)s(2a+ρ)s(2a+2ρ)(
s(3a+3ρ)s2(a+ρ)
s(2a+ρ)s2(2a+2ρ) +
s(3a+3ρ)s2(a+ρ)
s
2(2a+2ρ)s(2a+3ρ) − s(a)s(3a+2ρ)s(3a+3ρ)s(2a)s(2a+ρ)s(2a+2ρ)
)
N2
N1
−e2ipiρ
(
s(a)s(3a+3ρ)s(3a+4ρ)
s(2a+ρ)s2(2a+2ρ) +
s(a)s(3a+3ρ)s(3a+4ρ)
s(2a+3ρ)s2(2a+2ρ) +
s(a)s(3a+3ρ)s(3a+4ρ)
s(2a)s(2a+ρ)s(2a+2ρ)
)
N3
N1


SA2 =


e2ipiρ
(
s(a+ρ)s2(a)
s(2a+ρ)s2(2a+2ρ)
+ s(a+ρ)s
2(a)
s
2(2a+2ρ)s(2a+3ρ)
+ s(a+ρ)s
2(a)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)
)
N0
N2(
− s(a)s(a+ρ)s(3a+2ρ)
s(2a+ρ)s2(2a+2ρ)
+ s(a)s(a+ρ)s(a+2ρ)
s(2a+3ρ)s(2a+2ρ)s(2a+4ρ) +
s(a)s(a+ρ)s(a+2ρ)
s
2(2a+2ρ)s(2a+3ρ)
)
N1
N2
− s(3a+3ρ)s2(a+ρ)
s(2a+ρ)s2(2a+2ρ) − s(3a+3ρ)s
2(a+ρ)
s
2(2a+2ρ)s(2a+3ρ) +
s(a)s(a+2ρ)s(a+ρ)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)
−e2ipiρ
(
s(a)s(a+ρ)s(3a+4ρ)
s(2a+ρ)s2(2a+2ρ) +
s(a)s(a+ρ)s(3a+4ρ)
s(2a+3ρ)s2(2a+2ρ) +
s(a)s(a+ρ)s(3a+4ρ)
s(2a+3ρ)s(2a+4ρ)s(2a+2ρ)
)
N3
N2


SA3 =


− s(a)s(a+ρ)s(a+2ρ)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)
N0
N3
−e−2ipiρ s(a+ρ)s2(a+2ρ)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)
N1
N3
−e−2ipiρ s(a+ρ)s2(a+2ρ)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)
N2
N3
− s(a)s(a+ρ)s(a+2ρ)
s(2a+2ρ)s(2a+3ρ)s(2a+4ρ)


(4.30)
Notice that each entry in the second and third columns is made up of a sum of three terms.
This reflects the fact that there are three “paths” in Eq. (3.15) to reach the desired point.
On the other hand, the entries in the first and fourth columns have only one term each,
because for those cases there is a unique path.
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c h1 h2 h3 D1 D2 D3 M1 M2 M3
9
5
3
20
2
5
3
4 2 3 4 1 1 1
5 512
2
3
3
4 6 15 20 2 2 1
21
5
7
20
3
5
3
4 6 14 14 1 1 1
14
3
7
9
1
3
2
3 7 14 27 1 1 1
58
3
11
9
5
3
4
3 1044 16588 1595 1 1 1
Table 2. Degeneracies for 4-character coset theories
As explained at the outset, with four characters there is no general guarantee that
a contour integral representation exists for some given characters (with ℓ = 0). However
if the critical exponents of a given set of characters can be expressed in terms of some
parameters a, ρ via Eq. (4.20) then indeed the contour integrals with those values of a, ρ
must uniquely give those characters. We will apply the above formulae to five such theories
with central charges 95 , 5,
21
5 ,
14
3 ,
58
3 corresponding respectively to the WZW models A1,3,
A5,1, C3,1, G2,2 and the coset dual of G2,2 found in Table 3 of [14]. The results are given
in Table 2 where we label these theories by their central charges. We see, as always, the
curious fact that coset theories have large degeneracies.
5 Greater than 5 characters
As an example of the power of our algorithm, we can speedily compute the matrix Sˆ for
the WZW model of SU(2) at any level k, a theory with k+1 characters. For these theories
the parameters a, ρ are:
a = − 2k + 1
4(k + 2)
, ρ =
1
2(k + 2)
(5.1)
It was conjectured in [10] that the contour integral with n = k integration variables and
these values for the parameters correctly describes the k + 1 characters of SU(2)k. For
n ≤ 4 this is guaranteed by the fact that the exponents of the theory can be parametrised
in terms of a, ρ, because with this data one can write an MLDE that is uniquely determined.
However for n > 4 the MLDE is no longer unique, thus this is still a conjecture – for which
some evidence exists. If we could calculate the entire S-matrix in closed form for all k
using our method we would be able to compare it with the known S-matrix for the WZW
model:
Sjj′ =
√
2
k + 2
sin
(2j + 1)(2j′ + 1)π
k + 2
(5.2)
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While this seems difficult to do in general, it is very easy in any specific case. For example
at k = 7 our method gave rise to an S-matrix whose numerical values are:

0.1612 0.3030 0.4082 0.4642 0.4642 0.4082 0.3030 0.1612
0.3030 0.4642 0.4082 0.1612 −0.1612 −0.4082 −0.4642 −0.3030
0.4082 0.4082 0 −0.4082 −0.4082 0 0.4082 0.4082
0.4642 0.1612 −0.4082 −0.3030 0.3030 0.4082 −0.1612 −0.4642
0.4642 −0.1612 −0.4082 0.3030 0.3030 −0.4082 −0.1612 0.4642
0.4082 −0.4082 0 0.4082 −0.4082 0 0.4082 −0.4082
0.3030 −0.4642 0.4082 −0.1612 −0.1612 0.4082 −0.4642 0.3030
0.1612 −0.3030 0.4082 −0.4642 0.4642 −0.4082 0.3030 −0.1612


(5.3)
It is easily verified that term by term, this matches the formula Eq. (5.2). This goes beyond
the checks in [10] where only the last row of the matrix was computed and confirmed.
We may mention here that the first and last rows of S are easy to compute for a
reason: in our algorithm Eq. (3.15) there is a unique path that leads from the vertex at
the top to either the left-most or right-most vertex at the bottom. Thus the answer is a
straightforward product of simple factors. We find:
SA0 = (−1)nNA
N0
A−1∏
s=0
eipi(A−2s−1)ρ s(3a+ (n+A− s− 2)ρ)
s(2a+ (n− s− 1)ρ)
n∏
s=A
−eipi(n−2s−1)ρ s(a+ sρ)
s(2a+ (n− s− 1)ρ)
SAn = (−1)nNA
Nn
A−1∏
s=0
eipi(A−2s−1)ρ s(a+ (n−A+ s)ρ)
s(2a+ (n+ s− 1)ρ)
n∏
s=A
eipi(n−2s−1)ρ s(a+ sρ)
s(2a+ (n+ s− 1)ρ)
(5.4)
6 Conclusions and open problems
We have systematised and provided additional evidence for the proposal of [10] to describe
the characters of RCFT via contour integrals. Our algorithm to compute the auxiliary
matrix Sˆ has an elegant representation as a sum over paths, while the normalisations are
computed using the Selberg integral formula. A technical limitation of the present paper is
that we only considered integrals with one set of variables ti rather than the most general
case which has two sets ti, τj. We hope to address the latter case in the future. We now
describe some interesting directions provided by this work.
For cases with unit multiplicity, the Verlinde formula applied to S provides constraints
on the parameters of the contour integral, which in principle could be used to classify RCFT
with arbitrary numbers of characters (and vanishing Wronskian index). Unfortunately this
already proved somewhat intractable from three characters onwards, but this technical
problem might be possible to overcome.
The conjecture of [10] is still unproven in general. However we were able to extend it
to coset theories with 3,4 characters which had not been discovered at the time. We also
added some evidence to the conjecture here, but much more can be done. One of the nice
goals would be to reproduce the simple form of S for SU(2)k WZW theories for all k. In
our approach it should arise by summing over paths.
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In addition to describing RCFT, we saw that pairs of contour integrals can describe
quasi-characters [8]. These are powerful building blocks for generic two-character RCFT.
The analogous construction has not yet been carried out for three or more characters.
The contour integral representation provides a useful way to approach the problem, when
coupled with a study of the q-series. We hope to report on this in the future.
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Appendices
A Review of the “unfolding” procedure
Here we illustrate the “unfolding” procedure that allows one to compute the modular S-
transformation. This uses contour deformation methods and we will work it out in the
simplest case (n1, n2) = (1, 0). In this case the characters are:
JA(λ) = NA [λ(1− λ)]α JˆA(λ), A = 0, 1 (A.1)
where
Jˆ0(λ) =
∫ ∞
1
dt
[
t(t− 1)(t− λ)
]a
Jˆ1(λ) =
∫ λ
0
dt
[
t(1− t)(λ− t)
]a (A.2)
Now we compute the effect of the modular S-transformation λ→ 1− λ on these integrals.
We start with Jˆ0 and deform the contour in a counter-clockwise manner to go from 1
to −∞. This is justified because the integral over a semi-circular contour in the upper
half-plane is zero (it encloses no singular points) and the contribution from the arc at
infinity also contributes zero (for values of the parameters for which the integrand falls off
at infinity, which is the case when the calculations are done – later we extend by analytic
continuation). Thus we have:
Jˆ0 = e
piia
∫ λ+
1+
dt
[
t(1− t)(t− λ)
]a
+ e2piia
∫ 0+
λ+
dt
[
t(1− t)(λ− t)
]a
+ e3piia
∫ −∞
0+
dt
[
(−t)(1− t)(λ− t)
]a (A.3)
Here by 1+, λ+, 0+ we mean that the contours go around these singular points with a small
positive imaginary part. Notice that in each segment, the integrand has been re-ordered so
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that all brackets are positive, and their the fractional powers are defined to have no phase.
The explicit phase that arises is written outside the integral.
Next we perform a similar deformation of the original contour clockwise (because a
semi-circular contour in the lower half-plane also gives a vanishing contribution, by the
same arguments), to get:
Jˆ0 = e
−piia
∫ λ−
1−
dt
[
t(1− t)(t− λ)
]a
+ e−2piia
∫ 0−
λ−
dt
[
t(1− t)(λ− t)
]a
+ e−3piia
∫ −∞
0−
dt
[
(−t)(1− t)(λ− t)
]a (A.4)
where this time the contours go around the singular points with a negative imaginary part.
Multiplying Eq. (A.3) by e−2piia and Eq. (A.4) by e2piia and subtracting the second from
the first, we have:
−2i sin 2πa Jˆ0 = −2i sinπa
∫ λ
1
dt
[
t(1− t)(t− λ)
]a
+ 2i sinπa
∫ −∞
0
dt
[
(−t)(1 − t)(t− λ)
]a
= 2i sin πa
∫ 1−λ
0
dt
[
t(1− t)(1 − λ− t)
]a
− 2i sinπa
∫ ∞
1
dt
[
t(t− 1)(t− 1 + λ)
]a
(A.5)
In the first line above, notice that the segment between 0 and λ has dropped out.
Recognising that the integrals on the RHS are the same JˆA but with argument 1− λ,
we find:
Jˆ0(λ) =
sinπa
sin 2πa
(
J0(1 − λ)− J1(1− λ)
)
(A.6)
In a similar way we have:
Jˆ1(λ) = e
piia
∫ −∞
0+
[
(−t)(1 − t)(λ− t)
]a
+ e−2piia
∫ 1+
∞
[
t(t− 1)(t− λ)
]a
+ e−piia
∫ λ+
1+
[
t(1− t)(t− λ)
]a
= e−piia
∫ −∞
0−
[
(−t)(1 − t)(λ− t)
]a
+ e2piia
∫ 1−
∞
[
t(t− 1)(t− λ)
]a
+ epiia
∫ λ−
1−
[
t(1− t)(t− λ)
]a
(A.7)
From this we read off that:
Jˆ1(λ) = −sin 3πa
sin 2πa
Jˆ0(1− λ)− sinπa
sin 2πa
Jˆ1(1− λ) (A.8)
Thus, we have shown that:
JˆA(λ) =
∑
B
SˆAB JˆB(1− λ) (A.9)
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where:
SˆAB =

 sinpiasin 2pia − sinpiasin 2pia
− sin 3piasin 2pia − sinpiasin 2pia

 (A.10)
This example has been deceptively simple and is presented only to illustrate the basic
idea. The key points illustrated here is that after deforming contours, the resulting contri-
butions from contours in the segments (0,−∞) and (λ, 1) are retained and after sending
t → 1 − t they correspond to the original characters as functions of modular transformed
variable 1 − λ. On the other hand, any contributions from the regions (λ, 0) and (1,∞)
obtained after contour deformation need to be eliminated by taking a suitable linear com-
bination, as in Eq. (A.5), because the integral in these regions does not map to any of the
original characters after t→ 1− t.
Things become much more complicated when we have two or more contours. The
factors (ti − tk)2ρ, absent in the one-variable case, are responsible for the complications.
Whenever the ti and tk contours run over the same region, the bracketed factors change
sign even within the same region, according to whether ti > tk or the other way around.
Following the original works, we choose the convention that the bracketed factors have pos-
itive imaginary parts, i.e. when Im (ti) > Im (tk) then we write (ti − tk). This introduces
an asymmetry between the different ti and consequently an asymmetry between the oper-
ations of deforming a contour in the upper and lower half-planes. Thus the ρ-dependent
phases will need more care to compute than the a-dependent phases. This is done in the
main body of the paper.
B Relation between ordered and unordered integrals
In this appendix we prove the relation Eq. (3.19), the relation between unordered integrals
JA and ordered integrals IA. First we will prove it for the case of two integration variables
and then generalise it to give a proof by induction for an arbitrary number of variables.
We start by noting that J0 is of the general form:
J0 =
∫ b
a
dt2
∫ b
a
dt1 (t2 − t1)2ρf(t1, t2) (B.1)
where f(t1, t2) is a symmetric function of its arguments. Now we can break up the integral
of t1 into two regions, corresponding to t1 greater and less than t2, to get:
J0 =
∫ b
a
dt2
∫ t2
a
dt1 (t2 − t1)2ρf(t1, t2) +
∫ b
a
dt2
∫ b
t2
dt1 (t2 − t1)2ρf(t1, t2)
=
∫ b
a
dt2
∫ t2
a
dt1 (t2 − t1)2ρf(t1, t2) + e2ipiρ
∫ b
a
dt2
∫ b
t2
dt1 (t1 − t2)2ρf(t1, t2)
(B.2)
In the second term, to keep the integrand real, we have pulled out the phase e2ipiρ. The
sign in the exponent is determined by the fact that the imaginary parts of the contours
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were ordered to start with. By a re-labelling of the second integral we get:
J0 =
(
1 + eipi2ρ
) ∫ b
a
dt2
∫ t2
a
dt1(t2 − t1)2ρf(t1, t2)
= eipiρ
s(2ρ)
s(ρ)
I0
(B.3)
This proves the relation for the case of A = 0 and two integration variables (it trivially
extends to A = n, and later we will extend it to the case where A lies between 0 and n
which means the integration regions are partitioned between two different ranges).
By considering more integration variables successively one easily guesses that the pro-
portionality factor between the ordered integrals I0 and unordered integrals J0 is:
n−1∏
k=1
k∑
m=0
e2piimρ (B.4)
To prove the general result for n integration variables (but still A = 0 or n), we start with
the following integral, and assume the above result for n − 1 integrals, leading to a proof
by induction:
∫ b
a
dtn · · ·
∫ b
a
dt1f(ti)
∏
n≥j>i≥1
(tj − ti)2ρ
=
(
n−2∏
k=1
k∑
m=0
e2piimρ
)∫ b
a
dtn
∫ b
a
dtn−1
∫ tn−1
a
dtn−2 · · ·
∫ t2
a
dt1
∏
n≥j>i≥1
f(ti)(tj − ti)2ρ
(B.5)
where f(ti) is totally symmetric in its arguments. Now we observe that splitting the
integration region of tn−1 requires the sequential pairwise ordering of integration variables.
That is, we must start with ordering the pair tn−2, tn−3, and then subsequently order the
pair tn−3, tn−4 and so on until the pair t2, t1. Each pairing will result in a nested factor of
1 + eipi2ρ, (
1 + eipi2ρ
(
1 + eipi2ρ
(
1 + eipi2ρ
( · · · )))) = n−1∑
m=0
e2piimρ (B.6)
It follows that the factor between the unordered integral JA and the ordered integral IA is:(
n−1∑
m=0
e2piimρ
)
n−2∏
k=1
k∑
m=0
e2piimρ =
n−1∏
k=1
k∑
m=0
e2piimρ (B.7)
This can be simplified, since the sum is just a geometric progression.
n−1∏
k=1
k∑
m=0
e2piimρ =
n−1∏
k=1
eipi2ρ(k+1) − 1
eipi2ρ − 1 =
n−1∏
k=1
eipikρ
s
(
(k + 1)ρ
)
s(ρ)
(B.8)
This proves the general relation between J0 and I0.
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Finally, JA (for 0 < A < n) has two types of integration contours, with A in one region
and n − A in another. Applying the above manipulations to this situation, one finds the
relation between JA(λ) and IA(λ) (for arbitrary A) to be:
JA(λ) =
(
A−1∏
k=1
eipikρ
s((k + 1)ρ)
s(ρ)
n−A−1∏
l=1
eipilρ
s((l + 1)ρ)
s(ρ)
)
IA(λ) (B.9)
This proves Eq. (3.20).
C Degeneracies of quasi-characters
In this Appendix we have worked out the degeneracies of the first few quasi-characters in
each of the four series Lee-Yang, A1, A2,D4. The results are as follows:
r a = r5 − 310 c = 25 (6r + 1) P = D1D0 D0 D1 Remark
0 − 310 25 1 1 1 Lee-Yang minimal model
1 − 110 145 7 1 7 G2,1 WZW model
2 110
26
5 26 1 26 F4,1 WZW model
3 310
38
5 57 1 57 E7.5,1 WZW model
5 710
62
5 682 1 683 Quasi-character
6 910
74
5 3774 1 3774 Quasi-character
Table 3. The Lee-Yang series (Multiplicity M = 1)
r a = r2 − 14 c = 6r + 1 P = D1D0 D0 D1 Remark
0 −14 1 2 1 2 SU(2)1 WZW Model
1 14 7 56 1 56 E7,1 WZW model
2 34 13 1248 1 1248 Quasi-character
3 54 19 26752 1 26752 Quasi-character
4 74 25 565760 1 565760 Quasi-character
5 94 31
83232768
7 7 83232768 Quasi-character
Table 4. The A1 series (Multiplicity M = 1)
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r a = r3 − 16 c = 4r + 2 P = D1D0 D0 D1 Remark
0 −16 2 3 1 3 SU(3)1 WZW Model
1 16 6 27 1 27 E6,1 WZW model
3 56 14 1701 1 1701 Quasi-character
4 76 18 13122 1 13122 Quasi-character
6 116 26 767637 1 767637 Quasi-character
7 136 30 5845851 1 5845851 Quasi-character
Table 5. The A2 series (Multiplicity M = 2)
r a = r c = 12r + 4 P = D1D0 D0 D1 Remark
0 0 4 8 1 8 SO(8)1 WZW Model
1 1 16 4096 1 4096 Quasi-character
2 2 28 1835008 1 1835008 Quasi-character
3 3 40 805306368 1 805306368 Quasi-character
4 4 52 24567212933127 7 2456721293312 Quasi-character
5 5 64 4573968371548163 3 457396837154816 Quasi-character
Table 6. The D4 series (Multiplicity M = 3)
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