1. Introduction {#sec1}
===============

Selective Laser Melting (SLM) is an Additive Manufacturing (AM) process in which a metal powder alloy is melted layer by layer by a laser beam. In each layer, the laser scans over each cross-section of the printed part while continuously focusing energy to spots in the micrometer range. Due to the local heat input, the component does not cool homogeneously so that severe thermal gradients are introduced \[[@bib1], [@bib2]\]. These typically lead to thermal strains in the volume surrounding the melt pool \[[@bib3]\]. As these thermal strains accumulate during transient melting and solidification in the layerwise SLM process, they cause residual deformations (distortions) and stresses in the final AM part. Excessive distortion and cracking can thereby lead to expensive rejects in the AM process when respective quality criteria cannot be met. Obviously, this imposes significant economic challenges during the application of e.g. SLM in the industrial practice \[[@bib4]\].

The extent of residual macroscopic distortions is a result of three factors: 1) the local *melt pool geometry*, 2) the *scan strategy*, and 3) the actual *part geometry*, \[[@bib5], [@bib6], [@bib7], [@bib8], [@bib9], [@bib10], [@bib11], [@bib12]\].

Significant effort has been put into the characterization and physical understanding of the *melt pool geometry* resulting from different process parameter sets. This is mainly determined by complex multi-physical and highly non-linear interactions between the laser beam (power, speed), the metal powder (material, particle size and its distribution, layer thickness) and the resulting melt volume, e.g. \[[@bib13]\]. Together with the *scan strategy* (laser speed, path/pattern, hatch spacing) \[[@bib14]\], the process parameters and therefore the melt pool geometry has a decisive effect on the resulting local microstructure (e.g. pore volume, grain size). Several aspects of these multi-physical phenomena have been studied both experimentally and by detailed multi-physics simulation, e.g. \[[@bib15], [@bib16]\]. Such simulations are, however, sophisticated, numerically expensive and difficult to validate effectively. In this respect, these methods are mainly justified to gain physical understanding of the local SLM process but they are inefficient to predict macroscopic distortions or residual stress induced cracking. A review and classification of different modelling approaches in the context of additive manufacturing is given in \[[@bib17]\].

While melt pool geometry together with the scan strategy mainly affect the local microstructure in the AM part, the actual part geometry plays a significant role for the build-up of macroscopic residual distortions or stresses. The local heat input of the laser dissipates through the already solidified component and support structures to the build plate as well as to the surrounding powder and gas environment by conduction, convection and radiation, e.g. \[[@bib18]\]. Thermal strains are a result of temperature gradients. As the cool down path is mainly determined by the part and support geometries as well as the build orientation, these play a decisive role in the build-up of residual distortions and stresses. Besides these geometrical aspects, the scan strategy (laser speed, path/pattern, hatch spacing and stripe width), not only determines the quality of the microstructure but also the anisotropy of the resulting distortion, e.g. \[[@bib19]\]. Different Finite Element (FE) based simulation approaches have been developed that allow to predict the residual distortion and stresses of parts that are manufactured by powder-bed methods such as SLM. These range from numerically more expensive approaches simulating the weakly and strongly coupled thermal and mechanical histories during the melting, cool-down and solidification of material volumes along the laser pat, e.g. \[[@bib20]\], to simplified inherent strain methods, e.g. \[[@bib21], [@bib22]\], in which complete material layers are activated with a given directional strain (i.e. inherent strain) that can be calibrated to actual material data, e.g. \[[@bib23], [@bib24]\].

In practice, AM designs are often adapted based on experience by either pre-compensating the expected deformation or by optimizing the support and/or scan strategy to avoid expensive rejects due to residual distortions or cracking. Due to the complex nature of the SLM process, this is an iterative, time and cost intensive procedure that essentially relies on the experience of the machine operators. CAE software providers have recently introduced commercial FE solutions with the goal to simulate residual distortions and stresses before expensive production trials need to be made in order to move away from experience based AM design to a simulation based design method. Thereby, manufacturing information can be propagated backwards into the design phase to best shape an additively manufactured component and to take best advantage of this advanced manufacturing technology \[[@bib25]\]. To date, various software solutions are available in different stages of their development. These include e.g. Additive Works by Amphyon, Additive Print and Suite by ANSYS, Netfabb by Autodesk, Simufact by MSC, Simcenter 3D Additive Manufacturing by Siemens, and 3DS Experience by Dassault Systems. Industrial applications of these tools have been recently presented e.g. in \[[@bib26], [@bib27], [@bib28], [@bib29]\].

This study focuses on the evaluation of two solutions by ANSYS, i.e. ANSYS Additive Print and ANSYS Additive Suite. First, ANSYS Additive Print has been fully calibrated to Ti--6Al--4V parts that were additively manufactured by SLM on an EOS M290 machine. Furthermore, sensitivity studies are presented assessing the influence of mesh size and type as well as material input parameter variations in ANSYS Additive Suite. Finally, both tools are validated by comparing their residual deformation predictions for other sample geometries featuring different wall thicknesses and shapes with 3D measurements of actually printed parts. The goal of this study is to provide a reality check of an advanced commercial software tool and to point out practical issues that arose during this work as a guideline for potential users.

2. Methods {#sec2}
==========

The Finite Element (FE) simulation software packages ANSYS Additive Print (AAP) and ANSYS Additive Suite (AAS) are intended to simulate the SLM process to avoid unplanned machine downtime and improve part quality. By predicting deformations and stresses in AM parts during the manufacturing process, these tools form the basis for assessing their design integrity. Residual deformations of AM components can be predicted and compensated prior to starting the actual manufacturing process. Both simulation options use a layered discretization with voxel elements (i.e. cubic hexahedral finite elements with defined edge length), e.g. \[[@bib30], [@bib31], [@bib32]\]. For AAP, a voxel size of at least a fourth of the minimum feature size (minimum wall thickness) is recommended but limited to a range of 0.02--2 mm. Besides Cartesian voxel (HEX) elements, AAS offers layered tetrahedral (L-TET) elements for better shape adaptation. For both element types, a layer height of 10--20 times the actual metal powder layer thickness is recommended for the built part as an appropriate balance between accuracy and numerical effort. The element size for the base plate is chosen to be 10 times larger than the element size of the built body.

For this study ANSYS version 2019R1 was used. Different modelling approaches are followed by the two software solutions AAP and AAS as described in the following.

2.1. Simulation approach {#sec2.1}
------------------------

### 2.1.1. ANSYS Additive Print (AAP) {#sec2.1.1}

AAP is a user-oriented software for simplified simulation of SLM processes, based on a limited number of material input parameters: elastic modulus and Poisson ratio as well as yield strength and bilinear elastic-plastic deformation characteristics are required \[[@bib33]\], cf. [Table 1](#tbl1){ref-type="table"}.Table 1Ti--6Al--4V material input data for AAP.Table 1Stress ModeJ2 plasticityHardening Factor0.0198 \[-\]Yield Strength1′100 MPaElastic Modulus110′000 MPaPoisson Ratio0.3 \[-\]

Within AAP, the SLM build-up process is simulated by layerwise activation of voxel elements that initially all feature the same inherent strain. After activation of every voxel layer, the deformation at mechanical equilibrium is calculated. The applied initial inherent strain is a priori assumed to be equal to the strain at the yield stress, i.e. σ~*y*~/*E*, and needs to be calibrated to actually printed calibration geometries \[[@bib34]\]. The calibration thereby inherently includes information on the machine specific AM process and the material specific response.

The software offers both purely elastic or elastic-plastic simulation options for the following three simulation types. In this study, the J2 plasticity model has been used to more accurately predict the residual stress level and the associated residual deformation.

#### 2.1.1.1. Assumed Strain (AS) {#sec2.1.1.1}

This is the simplest and fastest simulation type within AAP assuming a predefined isotropic inherent strain in each voxel element. Anisotropic effects or process dependencies are not directly considered and AS relies solely on material and machine specific calibrations of the isotropic Strain Scaling Factor ($SSF$). This is an isotropic scaling factor for the predicted inherent strain $\varepsilon_{inh}$, cf. [Eq. (1)](#fd1){ref-type="disp-formula"}, to better match simulation and measurements.$$\varepsilon_{inh} = SSF \cdot \frac{\sigma_{y}}{E}$$

AS does further not consider thermal cycling effects which may be important in cases where a printed layer does not cool down homogeneously e.g. due to geometrical features like holes. Neither process nor scan strategy parameters are required for this simulation type.

#### 2.1.1.2. Scan pattern (SP) {#sec2.1.1.2}

The SP approach takes the scanning direction into account. Larger distortions occur along the laser scanning direction than perpendicular to it. Thereby, a significant anisotropic distortion is introduced. This behavior is considered by appropriately calibrating the Anisotropic Strain Coefficients ($ASC$) in addition to the isotropic $SSF$. In contrast to the SSF, ASCs scale the applied anisotropic inherent strain separately for the longitudinal ($ASC_{\parallel}$) and transverse ($ASC_{\bot}$) scan directions as well as the build direction ($ASC_{z}$). Like this, the inherent strain components $\varepsilon_{inh, \parallel}$, $\varepsilon_{inh,\bot}$ and $\varepsilon_{inh,z}$ in longitudinal, transverse scan and in build direction, respectively, are calculated by [Eq. (2)](#fd2){ref-type="disp-formula"}.$$\varepsilon_{inh, \parallel} = ASC_{\parallel} \cdot SSF \cdot \frac{\sigma_{y}}{E}\ \varepsilon_{inh,\bot} = ASC_{\bot} \cdot SSF \cdot \frac{\sigma_{y}}{E}\ \varepsilon_{inh,z} = ASC_{z} \cdot SSF \cdot \frac{\sigma_{y}}{E}$$

In addition to the standard parameters defined for AS, scan strategy parameters like start and rotation angles of the scan direction need to be specified. Simulations in SP take slightly longer with the same voxel size and the same material behavior than in AS.

#### 2.1.1.3. Thermal strain (TS) {#sec2.1.1.3}

The TS simulation type constitutes the most accurate approach within AAP as thermal ratcheting effects (i.e. accumulation of thermal strain due to local re-heating of already solidified layers) and inhomogeneous cooling are considered. As TS requires a thermal simulation prior to the mechanical solution, this approach is numerically significantly more expensive. Analogous to the SP approach, both isotropic and anisotropic strain scaling coefficients need to be calibrated on the basis of measured data. In addition to the material and scan strategy parameters, TS also requires actual process and scan strategy parameters like laser power and speed, baseplate temperature and layer thickness as well as hatch spacing and stripe width, see [Table 2](#tbl2){ref-type="table"}.Table 2Process parameter input data for AAP.Table 2Laser Power340 WScan Speed1250 mm/sLayer Thickness60 μmBaseplate Temperature35 °CHatch Spacing75 μmSlicing Stripe Width5 mm

All three simulation approaches in AAP require machine and material specific calibration to a predefined calibration geometry. ANSYS specifies a Cross Wall geometry with a wall thickness of 10 mm (CW10, cf. [Figure 1](#fig1){ref-type="fig"}) for this purpose which needs to be printed with a bidirectional scan strategy \[[@bib34], [@bib35]\]. This specification does, however, neither consider a separate contour strategy to improve the surface quality of AM parts nor manufacturing of multiple parts on one build plate as it is common practice. Negligence of the contour strategy during the calibration process can lead to significant deviations for thin-walled parts where the surface-to-volume ratio is larger and the surface constitutes a substantial share of the part. A non-negligible dwell time further lies between every layer of each part. This consists of the recoating time as well as the laser exposure period spent for other parts on the same build plate. Thereby, the effective cool-down time between every layer of each part and the resulting residual distortions are strongly affected. Typically, the part quality and thereby also the distortion may vary with the location of the parts on the build plate as the thermal boundary conditions vary with the local gas flow conditions \[[@bib36], [@bib37]\] and the mechanical properties are affected by the recoating direction \[[@bib38]\].Figure 1Calibration (CW10) and validation (CW2.5, Wedge and Canonical Square) geometries.Figure 1

In order to take account of these effects, calibration of the AAP simulation types was performed on two CW10 samples that were printed together with other validation geometries on the same build plate. Thereby, bidirectional scan strategies are applied for the volume and a conventional contour strategy for the surface sections. For each of the two calibration samples, the bidirectional scan strategy was rotated by 90° with respect to the recoating and gas flow direction in order to take potential effects into account. While a voxel size of 0.25 mm is specified for the calibration process, a pre-calibration was performed with 0.4 mm voxels to obtain a first calibration parameter set quickly. This was then used as a starting point for the final optimization iterations with 0.25 mm.

### 2.1.2. ANSYS Additive Suite (AAS) {#sec2.1.2}

In contrast to AAP as a stand-alone software tool, AAS is fully embedded in the ANSYS Workbench environment. It is a weak thermo-mechanically coupled simulation, i.e. a thermal calculation is performed prior to the mechanical simulation for which the transient temperature history acts as an input variable. The built part is first meshed as a whole by either layered voxel (HEX) or tetrahedral (L-TET) elements. Each finite element layer (super layer) represents a number of actual metal powder layers assuming that the thermal histories of neighboring physical layers are comparable and can be lumped into one representative layer. For the actual process simulation, each super layer is activated sequentially using a standard element birth and death technique. The respective thermal boundary conditions are thereby evolving with the generated part. The thermal boundary condition between the solidified part and the surrounding powder is simplified by an equivalent convective heat transfer condition to avoid modelling of the powder material itself. Each super layer is activated as a whole at the melting temperature of the material and cooling down during a process parameter dependent time period until the next super layer is activated (i.e. dwell time). The dwell time defines how long the powder deposition of a layer and the cooling process between the layers takes. During the cool-down period, thermal strains occur according to the local temperature gradient and the respective thermal expansion coefficient. For more efficient computation times, the temporal discretization is chosen to be rather coarse assuming that the fast thermal transients are not influencing the thermal and plastic strains resulting during the cool down period. The moving heat source (i.e. laser scan pattern) is not accounted for, assuming that the thermal gradient in the build direction dominates over the in-plane thermal gradient with respect to its influence on the residual deformations.

Due to the consideration of the temperature field and the actual local thermal strains of the solidified material, AAS is more realistic than AAP. This comes, however, at an increased numerical cost. Major assumptions are made when the laser scan pattern is neglected. In AAS significantly more input parameters are required compared to AAP. Basic temperature dependent material properties need to be specified for process simulations and no additional calibration is required. These include elastic modulus, Poisson ratio and elastic-bilinear plastic stress-strain curves as well as density, coefficient of thermal expansion, orthotropic thermal conductivity and specific heat-capacity up to the melting temperature of the material. For this study, the material properties for Ti--6Al--4V (AM material version) as predefined by ANSYS was used. Furthermore, the process parameters as defined in [Table 2](#tbl2){ref-type="table"} were used for simulations with AAS. In addition, the inert gas temperature is assumed as 22 °C and the powder temperature during the build process as 35 °C. Gas and powder convection coefficients of 1∙10^−5^ W/mm^2^∙°C at a powder property factor of 0.01 were further applied. As the build job included multiple test geometries (see Section [2.2](#sec2.2){ref-type="sec"}), an increased dwell time of 69.5 s was applied as calculated from the average cross-sectional area and the laser scan parameters. Besides the built part geometry, the base plate also needs to be included in the model. While the voxel and layered-tetrahedral element sizes were varied for the built part, the base plate was only meshed with a hexahedral element size of 10 mm. As AAP only calculates residual deformations for an infinitely stiff base plate, all simulations in this study have been evaluated for test geometries still attached to the fixed base plate for better comparability.

2.2. Test geometries and additive manufacturing {#sec2.2}
-----------------------------------------------

Various test geometries have been manufactured by SLM for calibration and validation purposes. [Figure 1](#fig1){ref-type="fig"} gives an overview and relevant dimensions of the four different sample types investigated in this study.

### 2.2.1. Cross Wall (CW10) {#sec2.2.1}

The Cross Wall geometry with a wall thickness of 10 mm corresponds to the standard calibration geometry for AAP \[[@bib34], [@bib35]\]. Bidirectional printing of the structure yields information for the determination of the anisotropic strain scaling factors ($ASC$) as one leg is printed with the scan direction along its longitudinal direction and the other leg transverse to the longitudinal direction. The former is expected to feature larger residual distortions than the latter due to the thermal gradients induced by the melt pool. Additional information on the isotropic strain scaling factor ($SSF$) comes from the 67° rotating scan direction. For this sample a contour scan has been used. The surface to volume ratio of 0.268 mm is relatively small, however, so that the difference between volume and surface scan strategies is expected to be negligible.

### 2.2.2. Cross Wall (CW2.5) {#sec2.2.2}

A Cross Wall geometry with a wall thickness of 2.5 mm was additionally studied to validate the extrapolation quality of AAP to different wall thicknesses as calibrated. In contrast to the CW10 sample, the surface to volume ratio of 0.867 mm is significantly higher so that a more significant influence of the contour strategy on the global residual distortion is expected.

### 2.2.3. Wedge {#sec2.2.3}

For further validation of the robustness of AAP towards continuous wall thickness changes, a Wedge sample was further printed. The wall thickness changes from 20 to 0.2 mm in a 30° angle. With only 20% of the volume of CW10 the goal was further to check whether this sample would be a more economical alternative to the bulkier CW10 calibration sample. For this reason, the Wedge sample was also printed with two bidirectional and a rotating scan strategy.

### 2.2.4. Canonical Square {#sec2.2.4}

A more complex geometry is further investigated with the Canonical Square sample as developed during the America Makes Project \#4026 \[[@bib39]\]. This sample geometry features two different wall thicknesses for the inner (0.42 mm) and outer (1.16 mm) tubes that are both significantly smaller than the CW10 calibration sample. The Canonical Square was only printed using a 67° rotating scan strategy. Due to a deformation mechanism that is dominated by $z$- rather than $x/y$- thermal strains, this constitutes a validation case for more complex geometries.

The outline of the calibration and validation samples on the build plate with the respective scan strategies is shown in [Figure 2](#fig2){ref-type="fig"}. CW10, CW2.5 and the Wedge samples are printed with two different bidirectional and a 67° rotating scan strategy. The two bidirectional scan strategies are equivalent but rotated by 90° with respect to the global build plate reference system. The Canonical Square sample is only printed with a 67° rotating scan strategy. In order to identify the orientation of the build plate and as a reference for the 3D measurement of the printed samples, two rectangular reference bodies have been printed.Figure 2Outline of build plate for calibration and validation parts with different scan strategies.Figure 2

All test geometries have been printed on an EOS M290 SLM machine in an inert argon atmosphere using Ti--6Al--4V powder by EOS with an average particle size of 50.6 μm. Standard process parameters as indicated in [Table 2](#tbl2){ref-type="table"} with contour scans have been applied for the manufacturing of the samples. Thereby, all test geometries have been printed without support structures directly onto the base plate (Ti--6Al--4V, 250 × 250 × 25 mm). The total build volume amounts to approximately 250′000 mm^3^.

2.3. 3D measurements {#sec2.3}
--------------------

For the quantitative characterization of the residual distortions after printing 3D laser scanning was applied. The actual printed test geometries were measured while still being attached to the plate by means of a 3D Laser Creaform HandyScan3D 700 with a volumetric accuracy of ±50 μm under the given conditions. During measurement, special care was taken to ensure that the sides of the cross walls are acquired with high resolution as they are needed for validation.

The recorded data was first analyzed and cleaned with the software VXelements. Further adjustments to the resulting STL file and the separation of the individual parts was performed in the CAD program CATIA V5. To determine the shape deviation of the printed parts, the measured 3D geometry is fitted to the target structure, cf. [Figure 3](#fig3){ref-type="fig"}. The shape deviations $d_{x^{+}}$, $d_{x^{-}}$, $d_{y^{+}}$ and $d_{y^{-}}$ in positive and negative $x$- and $y$-directions, respectively, can then be evaluated. A direct evaluation of the shape deviation depends, however, on the underlying fit of the measured to the target geometry. This is considerably influenced by the initial conditions for the geometrical fit. Alternatively, the width deviations $\text{Δ}x = {\overline{W}}_{x} - W_{x}$ and $\text{Δ}y = {\overline{W}}_{y} - W_{y}$ and in *x*- and *y*-directions, respectively, can be evaluated from the measured (${\overline{W}}_{x}$, ${\overline{W}}_{y}$) and targeted ($W_{x}$, $W_{y}$) widths in the *x*- and *y*-directions.Figure 3Directional shape deviations in positive and negative *x*- and *y*-directions, respectively, as measured from the sample center as determined by least-squares fits of actual and target geometries (CW10).Figure 3

[Figure 4](#fig4){ref-type="fig"} compares the empirical standard deviations for these two evaluation variants along the central vertical paths of the sample sides when the measured geometry is fitted with different four initial positions. The standard deviation is around 0.015 mm for the simple shape deviation while an evaluation on the basis of the width deviation is smaller than 0.005 mm away from the edges of the sample. For this reason the width deviation is chosen as an appropriate evaluation parameter. Further scatter of the width deviation in the order of ±50 μm is expected from the surface roughness of the printed parts where eventually metal powder particles can remain after the SLM process \[[@bib40]\].Figure 4Comparison of empirical standard deviations from four repeated measurements when measuring directional shape deviations ($d_{x^{-}},d_{x^{+}},d_{y^{-}},d_{y^{+}}$) and width deviations ($\Delta x,\Delta y$).Figure 4

3. Results and discussion {#sec3}
=========================

3.1. Residual deformations {#sec3.1}
--------------------------

Evaluation of the width deviations over the sample heights from the 3D laser scans of the printed calibration (CW10) and validation samples (CW2.5, Wedge, Canonical Square) are shown in Figures [5](#fig5){ref-type="fig"}, [6](#fig6){ref-type="fig"}, [7](#fig7){ref-type="fig"}, and [8](#fig8){ref-type="fig"}. Measurement values at the sample edges are neglected due to significant edge effects of the 3D scanning method.Figure 5CW10: Measured width deviations in $x$- and $y$-directions for bidirectional and rotating scan strategies.Figure 5Figure 6CW2.5: Measured width deviations in $x$- and $y$-directions for bidirectional and rotating scan strategies.Figure 6Figure 7Wedge: Measured width deviations in $x$- and $y$-directions for bidirectional and rotating scan strategies.Figure 7Figure 8Canonical Square: Measured width deviations in $x$- and $y$-directions (inner and outer contours) for rotating scan strategy.Figure 8

Width deviations in CW10 are relatively insensitive to scan strategy and position of the samples, cf. [Figure 5](#fig5){ref-type="fig"}. The characteristics show a slight asymmetry of the width deviation over the sample height which could be attributed to a higher stiffness closer to the bulk build plate that constrains excessive thermal expansion in the first layers. Maximum width deviations are in the range of 0.5--0.6 mm. Noticeable are the pronounced differences of up to 0.1 mm for the width deviations in the $y$-direction of the 0°/180° bidirectional printed geometry (green dashed) at the height range of $z =$ 5--20 mm, and of the rotating printed geometry (red dashed) between $z =$ 23 mm and 39 mm. Meanwhile, the width deviations in the $x$-directions are largely comparable. This indicates a significant effect of the sample position and orientation with respect to the incoming inert gas flow that leads to variations of the thermal boundary conditions for the printed parts. It is further striking that the 67° rotating sample features much more pronounced fluctuations in the range of up to 50 μm than the other samples. This is attributed to a higher surface roughness due to the presence of powder particles on the surface, cf \[[@bib41]\].

A similar distortion characteristic is found for the CW2.5 samples, cf. [Figure 6](#fig6){ref-type="fig"}. Due to the reduced stiffness of the thinner parts, the maximum width deviation is 0.05--0.1 mm higher than for the CW10 samples. A more pronounced effect of the sample position is further observed for the CW2.5 samples. Width deviations for the 0°/180° (green dashed) and 90°/270° (blue solid) bidirectional samples should be comparable in the $x$- and $y$-directions, respectively. They differ, however, by approximately 0.05 mm over a large portion of the height. Again, this is attributed to the inert gas flow as the 0°/180° bidirectional sample (green) is exposed more directly to the gas flow than the 90°/270° sample that is surrounded by several other samples. A significant anisotropy of 0.05--0.2 mm is further observed for the 0°/180° bidirectional (green) sample for heights up to 10 mm. The 67° rotating samples (red) largely fall in line with the 90°/270° bidirectional sample while small differences between the width deviations in $x$- and $y$-direction occur at a height of $z =$ 15mm. The effect of the wall thickness on the shape deviations is negligible, however, when compared to the bidirectionally printed samples. Also for CW2.5 fluctuations of the width change in the order of 50 μm are observed that are attributed to the surface roughness and powder particles on the surface.

In contrast to the Cross Wall samples, the width deviations of the Wedge geometry appear to be only half, cf. [Figure 7](#fig7){ref-type="fig"}. The width deviation is measured as the change in width in the $x$-direction between the oblique flank and the straight back wall. Furthermore, the scatter of the width deviation is rather large and in the range of more than ±50 μm. This is attributed to the high surface roughness in the oblique part as compared to the straight edges of the Cross Wall samples. The effect of the sample position (solid to dashed lines) is in the order of 0.1 mm and therewith in the same order of magnitude as the anisotropy effect arising from the different scan strategies (blue vs. green lines). A slightly decreasing tendency is further observed for the width deviation with increasing height. This effect of roughly 0.1 mm is attributed to the decreasing wall thickness. Due to the large scatter and the small distortion of the Wedge sample, this geometry is not suitable as a calibration sample that would allow to better capture wall thickness variations. Nevertheless, it can be used for the validation of the process simulation approaches.

[Figure 8](#fig8){ref-type="fig"} shows similar characteristics and order of magnitudes as observed in previous studies on Inconel 625 \[[@bib42]\]. Width deviations are measured as changes of width in the $x$- and $y$-directions in the middle of the sample side faces for the inner and outer contours. While the deformations in the Cross Wall and Wedge geometries are mainly a result of shrinkage in the $x/y$ plane, the characteristic deformation of the Canonical Square sample is a result of the different thermal expansion of the thinner inner and thicker outer structure of the sample. As thermal conduction is limited in the thinner inner section this experiences larger thermal strains than the thicker outer section. When both structures are welded together, the inner section cools off quicker so that compressive stresses are introduced. In this way, the residual deformation in the Canonical Square sample is more dominated by thermal strains in the $z$-direction than by lateral thermal strains in the $x/y$ plane, constituting a different deformation mechanism than the previously presented sample geometries. The resulting structure features a distinct kink in the width deviation of 0.5 mm at the outer contour at a height of 20 mm. A second peak in the width deviation is found at a height of 7.5 mm that is in the order of 0.3 mm. The inner contour on the other hand cannot be characterized completely by 3D laser scanning due to limited accessibility. Width deviations are significantly smaller, however. Anisotropy effects (solid vs. dashed lines) are in the order of 0.02 mm and remain relatively small for the sample printed with a 67° rotating scan strategy.

In summary, a general significant influence of the sample position of up to 0.1 mm and of the scan strategy induced anisotropy in the range of 0.1--0.2 mm is observed. The effect of the sample thickness on the width deviation is in the order of 0.05--0.1 mm. Finally, smaller scale fluctuations on top the global width deviation characteristics are in a range of ±0.02 to ±0.05 mm. This is attributed to the surface roughness of the samples with partially molten metal powder particles on the surface which is consistent with reported roughness values of 5μm ≤ Ra ≤ 40 μm for Ti--6Al--4V manufactured by SLM \[[@bib1], [@bib14]\].

3.2. Calibration of AAP {#sec3.2}
-----------------------

The width deviations predicted by the calibrated AAP simulations are compared to the measured distortions in [Figure 9](#fig9){ref-type="fig"}. The calibration of $SSF$, $ASC_{\parallel}$ and $ASC_{\bot}$ was performed using CW10 samples with contour scan as printed together with multiple other samples, cf. Section [2.1](#sec2.1){ref-type="sec"}. Anisotropic strain coefficients $ASC_{z}$ in $z$-direction were fixed at 1, as recommended by ANSYS. The width deviations of the simulated and measured calibration geometry CW10 were evaluated in the middle of the side walls at a height of $z$ = 22 mm and averaged for the $x$- and $y$-directions. The two values were compared and the scaling factors iteratively adjusted to minimize the error to ≤50 μm within the measurement uncertainty level of the 3D laser scanning measurement. For the simulation, AAP prescribes a voxel size of 0.25 mm. Pre-iterations were, however, made with a voxel size of 0.4 mm to obtain a first improved initial value for the subsequent much more numerically expensive optimization with 0.25 mm.Figure 9Comparison of measured width deviations (in $x$- and $y$-directions) for bidirectional (top) and rotating (bottom) scan strategies with simulated characteristics after calibration of AAP for the Assumed Strain (black), Scan Pattern (blue) and Thermal Strain (orange) approaches. Error band for as-measured curves is ±0.05 mm.Figure 9

[Table 3](#tbl3){ref-type="table"} lists the relevant calibrated scaling factors for the different simulation types (considering plastic behavior) of AAP. The minor deviation of the ASC values from unity reflects the small anisotropic effect observed in the measured width deviations. [Figure 9](#fig9){ref-type="fig"} compares the predictions of the three calibrated AAP simulation types with the measured width deviations for the 0°/180° bidirectional (top) and the 67° rotating (bottom) CW10 samples. The $ASC$ parameters are fitted to the width deviations of the bidirectionally printed sample, while the $SSF$ is fitted to the sample printed with rotating scan strategy. The lightly shaded areas indicate the expected error band of the 3D laser scanning method.Table 3Calibrated isotropic strain scaling factors ($SSF$) and Anisotropic Strain Coefficients ($ASC_{\parallel}$, $ASC_{\bot}$) for different simulation types of AAP considering *ASC*~*Z*~ = 1 and elastic-plastic material behavior. Error refers to relative deviation of simulated to measured maximum width deviation.Table 3Assumed Strain (AS)Scan Pattern (SP)Thermal Strain (TS)errorerrorerror*SSF*0.641.97%$SSF$0.661.4%$SSF$0.458.1%$ASC_{\parallel}$1.041.2%$ASC_{\parallel}$1.047.4%$ASC_{\bot}$0.961.6%$ASC_{\bot}$0.966.5%

As the AS approach does not account for anisotropic effects, the predicted width deviations are equal in $x$- and $y$-directions. While lying well within the error band above 20 mm, the predictions deviate more substantially from the asymmetric width deviations in the lower half of the samples. Consideration of the anisotropic effects within the SP approach improves the prediction for both the bidirectional and rotating scan strategies. Still some deviations remain in the lower half of the sample. The TS approach further improves the prediction for the rotating scan strategy as the $SSF$ is significantly reduced compared to the other strategies. But the accuracy is reduced for the bidirectional case which is a consequence of the reduced $SSF$ that appears to lead to better fits for the isotropic case.

While all three approaches (AS, SP and TS) deliver acceptable representations of the measured data after calibration, uncertainties remain in the prediction of the characteristics in the lower half of the sample. This could be a consequence of neglecting the base plate with its compliance and thermal conductivity or even the presence of minor cracks that relieve the internal stresses and thereby residual strains in vicinity of the base plate. From a practical standpoint, it needs to be judged from the actual problem to be assessed which of the three modelling approaches needs to be used.

The voxel size has a significant influence on the accuracy of the results and the computation time for a given geometry. In AAP the voxel size is chosen so that at least four elements can be placed over the minimum feature thickness. The calculation time increases by a factor of 16 for a decrease of the element size by a factor of 2. For the CW10 sample, a voxel size of 0.25 mm is prescribed for the calibration. In order to estimate the magnitude of the error when calculating with larger voxels, a sensitivity study was performed for the deformations that result for a given voxel size in simulations of bidirectionally printed parts, cf. [Figure 10](#fig10){ref-type="fig"}.Figure 10Comparison of width deviations for a bidirectionally brinted CW10 sample for varying voxel element sizes in SP simulations with AAP (uncalibrated simulation).Figure 10

3.3. Sensitivity analysis with AAS {#sec3.3}
----------------------------------

As observed for AAP, a variability of the predicted shape deviations with the prescribed element size is expected for AAS. In contrast to AAP, however, AAS is not relying on calibrations but requires appropriate material property input only. A sensitivity analysis was performed with respect to element size and type as well as material property variations as described in the following.

[Figure 11](#fig11){ref-type="fig"} shows the sensitivity of the predicted width deviations both in the CW10 and the Wedge samples resulting from variations in the element size from 1.2 mm to 0.4 mm for hexahedral (HEX) and layered tetragonal (L-TET) meshes. While the qualitative characteristic of the width deviation matches relatively well with the measured data, significant quantitative deviations are observed for AAS simulations especially for L-TET meshes and larger element sizes. The L-TET elements result in roughly 0.05 mm to 0.1 mm larger predicted shrinkage than HEX elements of the same size. [Figure 12](#fig12){ref-type="fig"} shows that the experimental standard deviations significantly reduce with element size. While these appear to converge for the Wedge sample, there is no sign of convergence for the CW10 samples. The finding suggests element sizes as small as 0.2 mm to obtain meaningful predictions of the width change in CW10 samples. This is, however, unpractical from a numerical and storage effort point of view.Figure 11Comparison of measured (red) and simulated width deviations in the CW10 (left) and Wedge (right) samples for varying element size and either hexahedral (HEX, black) or layered tetragonal (L-TET, blue) elements.Figure 11Figure 12Experimental standard deviations between simulated and measured width deviations in the CW10 (black) and Wedge (blue) samples for hexahedral (HEX, squares) and layered tetrahedral (L-TET, triangles) elements as a function of element size.Figure 12

In addition to the sensitivity of AAS simulations to element size and type, the variability of the predicted width deviations with respect to material property changes was investigated exemplarily for the Wedge sample. [Figure 13](#fig13){ref-type="fig"} shows the relative changes in width deviation upon a ±10% variation of relevant material properties such as coefficient of thermal expansion $\alpha_{th}$, melting temperature $T_{S}$, elastic modulus $E$, yield stress $\sigma_{y}$, Poisson ratio $\upsilon$, in-plane and out-of-plane thermal conductivity $\lambda_{x/y}$ and $\lambda_{z}$, respectively, as well as the thermal heat capacity $c_{th}$. The largest effect on the variability of the width deviation is observed for $\alpha_{th}$ and $T_{S}$ which appears to be in the same order of magnitude as the material property variation. Elastic modulus and yield stress also appear to play a significant role with variabilities in the resulting shape deviation as high as ± 4% resulting from material property variations of ±10%. The effect of $\upsilon$, $\lambda_{x/y}$ and $\lambda_{z}$, as well $c_{th}$ are observed to be comparatively small. Nevertheless, this stresses the importance of a reliable, metal powder specific set of material properties for AAS simulations which can be challenging as these need to be determined reliably up to their melting temperature.Figure 13Relative changes of width deviations in the Wedge sample for ±10% variations of relevant input material parameters: $\alpha_{th}$ thermal expansion coefficient, *T*~*S*~ melting temperature, *E* elastic modulus, *v* Poisson ratio, $\sigma_{y}$ yield stress, $\lambda_{x/y}$ thermal conductivity in *x/y* plane, $\lambda_{x}$ thermal conductivity in *x* direction, *c*~*th*~ heat capacity.Figure 13

3.4. Simulation of residual deformations {#sec3.4}
----------------------------------------

This section compares the various simulation approaches for different sample geometries as printed with 67° rotating scan strategy, in order to provide guidance for the capabilities of the individual methods.

### 3.4.1. Cross Wall (CW10 and CW2.5) {#sec3.4.1}

All considered approaches yield qualitatively comparable simulation results for the width deviations, cf. [Figure 14](#fig14){ref-type="fig"}. As the AAP methods Assumed Strain (AS) and Thermal Strain (TS) are both calibrated to CW10 samples, the quantitative agreement between simulation and data is better than AAS. Thereby, the TS approach yields more accurate results than AS as discussed in Section [3.2](#sec3.2){ref-type="sec"}. For the recommended element size of 0.6 mm, AAS predictions with HEX mesh predict approximately 0.2 mm larger width deviations than measured, while the simulation with L-TET mesh is further off by additional 0.05 mm.Figure 14Comparison of width deviations as simulated by AAP (solid lines) and AAS (dashed lines) with measurements for the CW10 (left) and CW2.5 (right) samples printed with rotating scan strategy.Figure 14

As discussed in Section [3.1](#sec3.1){ref-type="sec"}, the thinner CW2.5 samples feature comparable shape deviations as the CW10 samples for rotating scan strategies with only a minor shift to larger shape deviations. The AAS simulations with HEX elements, predict 0.02 mm larger width deviations for the thinner samples, while the difference is approximately 0.06mm for simulations with an L-TET mesh. Both simulations with AAP appear to be insensitive to the thickness variation. Due to a tendency of larger measured shape deviations in the thinner CW2.5 sample, the gap between simulation and data is slightly increased. As the wall thickness decreases, larger deviations are expected for the AAP simulations, as the surface contour strategy becomes predominant over the volume scan strategy the software is calibrated to.

### 3.4.2. Cross Wall (CW10 and CW2.5) {#sec3.4.2}

The Wedge samples features a continuously changing thickness with increasing height. Thereby, the volume share of contour to volume strategy increases from the base (20 × 20 mm) to the tip (20 × 0.2 mm) of the wedge. For a merely calibrated approach as followed by AAP, such an extrapolation from the calibrated condition is expected to lead to larger errors. [Figure 15](#fig15){ref-type="fig"} (left) shows that both AAP approaches (i.e. AS and TS), while featuring a similar qualitative characteristic as the measured width deviations, differ by as much as 0.1 mm from the actual values. The slope of the roughly linear width deviation is further smaller than the actually observed slope. In contrast, the uncalibrated AAS approach not only leads to qualitatively but also to quantitatively better agreement between simulation and measurement. Especially, also the predicted slope of the width deviation characteristic matches the measured data relatively well. As observed also for the CW samples, simulations with L-TET elements lead to larger width deviations than for HEX elements. Furthermore, a change in slope is observed at a height of approximately 32 mm for HEX and 30 mm for L-TET simulations. This is attributed to an insufficient discretization at the tip of the Wedge where less than two elements exist over the thickness of the geometry.Figure 15Comparison of width deviations as simulated by AAP (solid lines) and AAS (dashed lines) with measurements for the Wedge (left) and the Canonical Square (right, outer contour only) samples.Figure 15

### 3.4.3. Canonical Square {#sec3.4.3}

The Canonical Square geometry constitutes an even more complex geometry for the validation of the simulation approaches. Different wall thicknesses in the inner and outer tubular structures lead to higher average temperatures in the inner section. Due to the larger thermal expansion of the inner tube, a height mismatch develops that leads to a significant kink on the outer contour of the Canonical Square when both tubes are merged at a height of roughly 21 mm. Thus, the deformation mechanism is driven less by lateral *x*/*y* thermal strains than by vertical thermal expansion in *z*-direction. As the calibration of the AAP approach in *z*-direction was neglected, larger deviations in the width deviations are expected for this simulation approach.

[Figure 15](#fig15){ref-type="fig"} (right) compares the width deviation measurements and predictions for the different simulation approaches. Good qualitative agreement is observed for all approaches. Only the AAS simulation with HEX elements, however, also exhibits good quantitative results. For the AAS simulations, the recommended element size of 0.6 mm was used. While a decrease of the element size does not significantly change the peak of the width deviation at *z* = 21 mm, the width deviations significantly decrease in the height range form *z* = 5 mm to 20 mm. As expected, the AAP AS and TS approaches without calibration of the inherent strains in *z*-direction show significant differences to the width deviation peaks.

4. Conclusions {#sec4}
==============

Simulation of the additive manufacturing process will play an important role in the design of additively manufactured parts and are key to transition from a mere experience based to a more knowledge driven design process that fully exploits the large potential of this manufacturing technique.

This study aimed at presenting a critical insight into the current capabilities of a representative commercially available software package and may serve as benchmark study for future investigations. As software providers are highly engaged into the further development of process simulation software, releasing improvements at a high pace, this study constitutes a snapshot of the current state of development. Besides this, the following conclusions are important for research and industry to get a realistic view on the applicability and reliability of the simulation approaches:•All presented simulation approaches provide good qualitative predictions of shape deviations in the investigated parts that are within measurement uncertainties of ±50 μm.•Calibrated approaches like the inherent strain approach (AAP) are fast and the qualitative results are sufficient to highlight hotspots in a given design; they suffer, however, from a limited extrapolation range from the calibrated geometry.•More advanced approaches that consider thermal shrinkage of whole layers (AAS) without requiring calibration are comparable in their capability to predict qualitative results. While being highly sensitive to element size and type as well as the material property input, they can provide reasonable qualitative predictions given the necessary care (e.g. element convergence, material data input).•Qualitative results are sufficient to predict hotspots to improve build orientation, designs and support structures. Quantitative results are required, however, for shape compensation or the prediction of the internal stress state (e.g. for the simulation of heat-treatment effects or mechanical assessments).

Besides the continuous generation of high-quality material data for a wider range of AM alloys that range from room to melting temperature, further development is required to define suitable calibration geometries and strategies, especially to appropriately account for the wide range of support structures and different process parameter sets used in practice. Further research is required to better understand the predictive capabilities of the superlayer approach that is calibrated to any given calibration geometry as well as its limitations that result from the strong simplification of the physical complexity. More appropriate calibration geometries, continuing extension of a more reliable material database, improved user guidelines and increased numerical efficiency are key in the future establishment of the process simulation approaches in the industrial practice.
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