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THE HIDDEN SUBGROUP PROBLEM FOR UNIVERSAL
ALGEBRAS
MATTHEW MOORE, TAYLOR WALENCZYK
Abstract. The Hidden Subgroup Problem (HSP) is a computational prob-
lem which includes as special cases integer factorization, the discrete logarithm
problem, graph isomorphism, and the shortest vector problem. The celebrated
polynomial-time quantum algorithms for factorization and the discrete loga-
rithm are restricted versions of a generic polynomial-time quantum solution to
the HSP for abelian groups, but despite focused research no full solution has yet
been found. We propose a generalization of the HSP to include arbitrary alge-
braic structures and analyze this new problem on powers of 2-element algebras.
We prove a complete classification of every such power as quantum tractable
(i.e. polynomial-time), classically tractable, quantum intractable, and classi-
cally intractable. In particular, we identify a class of algebras for which the
generalized HSP exhibits super-polynomial speedup on a quantum computer
compared to a classical one.
1. Introduction
Quantum algorithms enable new methods of computation through the exploita-
tion of the natural phenomena associated with quantum systems. Sometimes, this
makes possible efficient (i.e. polynomial-time) solutions to computational problems
for which no efficient classical algorithm exists. While there is no proof that quan-
tum computation is super-polynomially faster than classical methods, there is a
growing body of evidence in support of such a claim.
Perhaps the most famous quantum algorithm exhibiting super-polynomial speedup
over classical ones is Shor’s algorithm for integer factorization [18]. Other exam-
ples include Shor’s solution to the discrete logarithm problem [18], Simon’s algo-
rithm [19], the unit and class group algorithms [6], and Pell’s equation and the
principal ideal algorithm [6] (see [15] for more details). Surprisingly, these superfi-
cially diverse problems are all special cases of a unifying problem called the Hidden
Subgroup Problem.
Given a group G, a set X , and a function f : G → X , the function f hides a
subgroup D ≤ G if f(g) = f(h) if and only if gD = hD (i.e. f is constant exactly
on the cosets of D in G).
Hidden Subgroup Problem (HSP)
Input: group G,
function f : G→ X hiding some subgroup
Task: determine the subgroup D ≤ G that f hides
Date: January 31, 2020.
Key words and phrases. quantum computation, hidden subgroup problem, hidden kernel prob-
lem, universal algebra, clone theory.
1
2 MATTHEW MOORE, TAYLOR WALENCZYK
The function f is given as an oracle (i.e. a black-box function). The HSP for abelian
G includes all of the problems in the previous paragraph, and a general solution in
this setting is due to Kitaev [11], though it includes many of the aforementioned
previously known algorithms. The case for non-abelian G has proven to be more
challenging.
The HSP for non-abelian G has been solved in some quite specific cases [17, 7,
14, 5, 1, 8, 9, 3], but it remains open in general. The HSP for the symmetric groups
and the dihedral groups correspond to the graph isomorphism and shortest vector
problems, respectively, and so these cases are of particular interest. Despite focused
research over the years, no general polynomial-time quantum algorithm has been
found.
We propose a generalization of the Hidden Subgroup Problem to arbitrary al-
gebraic structures called universal algebras, and call the generalized problem the
Hidden Kernel Problem (HKP). Perhaps the simplest non-trivial instance of the
HSP is when G = Zn2 , and this is known as Simon’s Problem. Along the same lines,
we consider the Hidden Kernel Problem for powers of 2-element structures, and
give a complete classification of which structures admit a polynomial-time quan-
tum solution, a polynomial-time classical solution, no polynomial-time classical
solution, and no polynomial-time quantum solution. In particular, we fully classify
all powers of 2-element universal algebras for which a quantum algorithm achieves
super-polynomial speedup when compared to a classical algorithm.
We begin with some necessary background in Universal Algebra and Clone theory,
as well as a brief discussion of Quantum Computation in Section 2. In Section 3
we develop and state the Hidden Kernel Problem and outline the plan of attack
for analyzing the HKP on powers of 2-element universal algebras (of which there
are infinitely many). We determine which of these algebras admit polynomial-time
quantum and classical solutions to their HKP in Section 4, and in Section 5 we
determine which have an exponential lower-bound for classical or quantum solutions.
Taken together, these results provide a complete classification of the quantum as
well as classical computational complexity of the HKP on powers of 2-element
universal algebras. Section 6 concludes with an overview of the results as well as a
discussion of some open questions about the Hidden Kernel Problem.
2. Background
Universal Algebra seeks to include and extend classical algebraic results (for
instance, from group theory and ring theory). In bringing together diverse areas
of research, Universal Algebra provides a common scaffolding upon which to build
general techniques. “What looks messy and complicated in a particular framework
may turn out to be simple and obvious in the proper general one,” as Smith [20]
describes it.
The subsections below give a brief overview of the topics needed for the later sec-
tions, and though self-contained, they are necessarily brief. The interested reader is
encouraged to consult [13] and [21], which are both good references for the algebraic
topics. The section concludes with a short overview of Quantum Computation, for
which [15] is a more extensive reference.
2.1. Universal Algebra. Given a set A, an operation on A is a function f : An →
A, where n ∈ N is the arity of f . The set A together with some operations (fi)i∈I
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is a universal algebra, commonly denoted A. We specify the set and the operations
by writing
A = 〈A ; (fi)i∈I〉 or A = 〈A ; f1, . . . , fk〉 ,
depending on whether I is finite. A non-empty subset B ⊆ A which is closed
under all operations fi of A is called a subalgebra, written B ≤ A. If C ⊆ A
is non-empty, then we define the subalgebra generated by C to be the smallest
subalgebra containing C, written Sg(C). These general definitions of a algebras
and subalgebras include most of the classical algebraic structures (groups, rings,
boolean algebras, etc.) and allow for the unification of a host of results.
The appropriate generalization of a normal subgroup for a universal algebra is
a congruence. Precisely, a congruence θ of an algebra A is a binary equivalence
relation on the set A which is compatible with the operations of A, meaning
a1 θ b1, . . . , ak θ bk ⇒ f(a1, . . . , ak) θ f(b1, . . . , bk)
for all operations f of A (infix notation is used here for binary relations). As
with subalgebras, given a set D ⊆ A2, we define the congruence generated by D
to be the smallest congruence containing D, written Cg(D). Similar to normal
subgroups, the quotient structure A/θ is well-defined, and general versions of the
classic isomorphism theorems for groups and rings hold true in this context.
Two algebras A and B are said to be similar if there is a bijective correspondence
between the k-ary operations of A and B for each k. In this case, fA is written
for the operation of A corresponding to the operation fB of B. When there is no
chance for confusion, however, these superscripts are omitted and we simply use the
same symbol f for both fA and fB. A homomorphism between similar structures
A and B is a function ϕ : A → B such that for each k-ary operation fA of A and
all a1, . . . , ak ∈ A,
ϕ
(
fA(a1, . . . , ak)
)
= fB
(
ϕ(a1), . . . , ϕ(ak)
)
(i.e. ϕ is compatible with the operations of A and B). This is indicated by writing
ϕ : A → B. Similar to groups and rings, congruences are precisely the kernels of
homomorphisms
ker(ϕ) =
{
(a, b) ∈ A2 | ϕ(a) = ϕ(b)},
but in contrast to groups the kernel is a binary relation.
Every algebra A has at least two (possibly non-distinct) congruences — the
trivial congruence 0 and the universal congruence 1,
0 =
{
(a, a) ∈ A2 | a ∈ A} and
1 = A2 =
{
(a, b) ∈ A2 | a, b ∈ A},
As with groups, if these are the only congruences of A, then we call A simple.
The set of congruences of A is denoted Con(A), and can be ordered by inclusion,
in which case 1 and 0 are the maximal and minimal elements, respectively. More
than this, Con(A) has the structure of a lattice, where the operations of ∧ and ∨
are defined
θ ∧ ψ := θ ∩ ψ and θ ∨ ψ := Cg (θ ∪ ψ)
for θ, ψ ∈ Con(A). Perhaps surprisingly, different kinds of lattice-theoretic structure
in Con(A) are in correspondence with algebraic structure in A, and this correspon-
dence is a central area of study in the field. Of particular interest for us is when
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Con(A) is a distributive lattice, meaning(
α ∨ β) ∧ (γ ∨ δ) = (α ∧ γ) ∨ (β ∧ δ)
for all α, β, γ, δ ∈ Con(A). In this case, we say that A is congruence distributive.
2.2. Clones. Given a set F of operations on a common domain A, new operations
may be produced by composing operations. Formally, if f ∈ F is n-ary and gi ∈ F
is ki-ary for i ∈ [n], then
h(x11, . . . , xnkn) := f
(
g1(x11, . . . , x1ki), . . . , gn(xn1, . . . , xnkn)
)
is a (
∑
ki)-ary operation of A.
New operations of A may also be produced by variable manipulations. Given
n-ary operation f ∈ F and any function σ : [n]→ [m],
h(x1, . . . , xm) := f
(
xσ(1), . . . , xσ(n)
)
is an m-ary operation of A. Less formally, given n-ary f ∈ F we may define opera-
tions of equal arity by permuting variables, operations of smaller arity by identifying
variables, and operations of larger arity by introducing extraneous variables.
A clone over a domain A is a set of operations of A which is closed under
composition and variable manipulations (as detailed above). The clone generated
by a set of operations F , written Clo(F ) is the smallest clone containing F . Likewise,
the clone of term operations of the algebra A, written Clo(A), is the clone generated
by the operations of A.
Given a fixed domain A, the set of clones over A can be ordered by inclusion. As
with the set of congruences of an algebra, the set of clones over A forms a lattice
with operations ∧ and ∨ defined
A ∧ B := A ∩ B and A∨ B := Clo (A ∪ B)
for clones A and B over the domain A. We extend the ordering on clones to
algebras B and D over the common domain A by writing B  D if and only if
Clo(B) ⊆ Clo(D). If C is a clone over the domain A, then we will slightly abuse
this notation by writing C  B if C ⊆ Clo(B), and similarly for B  C.
2.3. Quantum Computation. Qubits are the information-theoretic foundation
of quantum computation. A qubit can have a pure state of either 0 or 1, but may
also be in a superposition of 0 and 1 states. Formally, this is represented by a
2-dimensional normed complex vector space (i.e. a Hilbert space),
B := C-span
{ |0〉 , |1〉}.
We adopt the notation of Dirac [4] where |α〉 denotes a column vector and 〈α| := |α〉†
denotes a row vector (“†” represents the Hermitian adjoint).
A system of k qubits is represented by the tensor power of B, written B⊗k :=
B ⊗ · · · ⊗ B. This vector space has dimension 2k with basis { |x1〉 ⊗ · · · ⊗ |xk〉 |
xi ∈ {0, 1}
}
. Using the notation |x1x2〉 := |x1〉 ⊗ |x1〉 gives us
B
⊗k = C-span
{
|x1 · · ·xk〉 | xi ∈ {0, 1}
}
.
A quantum state is a vector in B⊗k,
|α〉 =
∑
xi∈{0,1}
λx1···xk |x1 · · ·xk〉 such that ‖α‖ = 1.
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The condition that ‖α‖ = 1 is equivalent to ∑ |λx1···xk |2 = 1, and so regard(|λx1···xk |2)xi∈{0,1} is as a probability distribution: when the quantum state |α〉
is measured, the pure state |y1 · · · yk〉 will be observed with probability |λy1···yk |2.
The evolution over time of a quantum state |α〉 is represented by the action
of a unitary operator U on |α〉. A given unitary operator can be approximated
using products and tensor products of operators from the standard quantum gate
set. A quantum circuit for the operator U is this decomposition, typically given
as a diagram. Figure 2 is an example of such a diagram and Definition 3.2 is the
inline form of the same circuit.
One particular quantum gate which we will make use of is the Hadamard gate
H , defined by its action on the basis vectors of B by
H |0〉 = 1√
2
( |0〉+ |1〉 ), H |1〉 = 1√
2
( |0〉 − |1〉 ).
A convenient formula for the action of H⊗n on an arbitrary n-qubit state is
H⊗n |x〉 = 1
2n/2
∑
a∈{0,1}n
(−1)a·x |a〉 ,
where a · x is the dot product of a and x modulo 2 (regarded as Z2-vectors).
3. The Hidden Kernel Problem
As described in the introduction, given a group G, the function f : G→ X hides
a subgroup D ≤ G if f(g) = f(h) if and only if gD = hD.
Hidden Subgroup Problem (HSP)
Input: group G,
oracle f : G→ X hiding some subgroup
Task: determine the subgroup D ≤ G that f hides
A quantum polynomial-time solution to the HSP for abelian G is known [11], and
this case contains many famous quantum algorithms exhibiting super-polynomial
speedup over classical solutions. The HSP for non-abelian G has been solved in
some quite specific cases and restrictive settings, but it remains open in general. In
spite of focused research, no general polynomial-time quantum algorithm for the
HSP has been found.
That the HSP has been efficiently solved for a large class of groups (abelian ones)
and an irregular constellation of groups otherwise suggests two possibilities.
(1) There is no quantum polynomial-time solution to the general HSP. It is sus-
pected that quantum algorithms cannot solve NP-complete problems in polyno-
mial time, and it may be the case that the general HSP is NP-complete.
(2) There is a quantum polynomial-time solution, but it requires a deeper insight
into the problem than has been obtained over the past 30 years.
In either of these cases, large additional classes of structures for which the HSP
has an efficient solution would be incredibly valuable. To this end, we propose a
generalization of the HSP to universal algebraic structures. Such a generalization
will extend the domain of the problem to classes of structures with additional
gradations of complexity, with the expectation that these these gradations will be
reflected in the complexity of the generalized problem.
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∧ ∨MPT∞
0
MPT
∞
1
⊤
⊥
U
A
AP0
≈ Z2
AP
DM
Clone
Generating
Operations
⊥ ∅∧
x ∧ y, 0, 1∨
x ∨ y, 0, 1
U ¬x, 0
MPT ∞0 x ∨ (y ∧ z)
MPT ∞1 x ∧ (y ∨ z)
AP x+ y + z
AP0 x+ y
A x↔ y, 0
DM maj(x, y, z)
⊤ x ∨ y, ¬x
Figure 1. Diagram of Post’s Lattice, the lattice of all clones on
a 2-element domain (i.e. boolean clones). Clones which will be
relevant later have been labelled, and operations generating each
of them are given in the table to the right. Simon’s Problem cor-
responds to the HKP on the operational clone of the group Z2,
namely AP0.
3.1. The Hidden Kernel Problem. The Hidden Subgroup Problem can be framed
as a problem about the quotient structure induced by the hidden subgroup D,
namely G/D (the set of cosets of D in G). In this formulation, we are given G
and a bijective function f : G/D → X as an oracle, and tasked with computing
D ≤ G. The set G/D does not have group structure itself unless D is a normal
subgroup. The progress which has been made on the general HSP begins with a
deep analysis of what limited structure G/D does have for certain classes of groups.
For abelian groups, every subgroup is normal, so the structure of G/D is quite
uniform. Restricting attention to only the normal subgroups yields the Hidden
Normal Subgroup Problem. It is this problem which we generalize to obtain the
Hidden Kernel Problem.
Let A be an algebra and θ a congruence of A. Following the definition of a hidden
subgroup, the function f : A → X hides the congruence θ if f(a) = f(b) precisely
when a θ b.
The Hidden Kernel Problem (preliminary version)
Input: algebra A,
oracle f : A→ X hiding some congruence
Task: determine the congruence θ of A that f hides
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It is not hard to show that a function f : A→ X hides a congruence θ if and only
if f is a homomorphism with θ = ker(f). This observation leads to the general
statement of the Hidden Kernel Problem.
The Hidden Kernel Problem (HKP)
Input: similar algebras A and B,
homomorphism ϕ : A→ B (as an oracle)
Task: determine the congruence ker(ϕ)
This generalization includes and extends the Hidden Normal Subgroup Problem,
and abstracts away the somewhat unnatural notion of “hiding”.
3.2. Simon’s Problem and Post’s Lattice. Perhaps the simplest instance of the
Hidden Subgroup Problem is when the group is an elementary abelian 2-group, G =
Zn2 . This instance of the HSP is known as Simon’s Problem [19], and historically
is one of the first examples of super-polynomial speedup when using a quantum
algorithm.
We will consider a universal algebraic version of Simon’s Problem — The Hidden
Kernel Problem on A = Bn, where B is a 2-element algebra. There are infinitely
many such B, and a priori there seems to be neither a natural starting point nor a
systematic way in which to proceed. One crucial observation is the following.
Observation 3.1. Let B and D be universal algebras such that Clo(B) ⊆ Clo(D).
Each specific instance of HKP(Dn) is a specific instance of HKP(Bn). A solution
to all instances of HKP(Bn) yields a solution to all instances of HKP(Dn).
This observation follows from the fact that every homomorphism of Dn is also
a homomorphism of Bn when Clo(B)  Clo(D). The observation implies that
HKP(Bn) is equivalent to HKP(Dn) whenever Clo(B) = Clo(D). Instead of consid-
ering all possible 2-element algebras B, we therefore consider only those algebras
with distinct clones of term operations.
The task of describing all clones of operations on a 2-element domain (also known
as boolean clones), was famously undertaken in 1941 by Emil Post [16]. Ordered
by inclusion, the set of all boolean clones is known as Post’s Lattice, and has a
particularly regular structure (see Figure 1). The operations given in Figure 1
are in terms of the familiar boolean operations, with the possible exception of the
majority function, defined
maj(x, y, z) :=
(
x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z).
An important property of this operation is that
x = maj(y, x, x) = maj(x, y, x) = maj(x, x, y).
We end this subsection by defining the quantum circuit which will yield a
polynomial-time quantum solution to HKP(Bn) for many of the algebras we con-
sider. This circuit is essentially the same as Simon’s original circuit [19].
Definition 3.2. Let ϕ : {0, 1}n → {0, 1}m, and define the 2n+m-dimensional
unitary transformation ϕ̂ by its action on basis vectors,
ϕ̂
( |x〉 ⊗ |y〉 ) := |x〉 ⊗ |y + ϕ(x)〉 ,
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sϕ(n) =
|0〉 H H
.
.
.
|0〉
|0〉
.
.
.
|0〉
H
ϕ̂
H
.
.
.
.
.
.
n
m
Figure 2. The circuit sϕ(n) of Definition 3.2.
where x ∈ {0, 1}n, y ∈ {0, 1}m, and “+” is componentwise addition modulo 2. The
quantum circuit sϕ(n) is the circuit
sϕ(n) :=
(
H⊗n ⊗ Im
)
ϕ̂
(
H⊗n ⊗ Im
)
of size n +m, where measurement is performed on the first n qubits. The circuit
sϕ(n) is given graphically in Figure 2. Note that we can always take m ≤ n, so the
circuit is of size Θ(n).
4. The HKP and Post’s Lattice: Algorithms
In this section we present positive results for solving the Hidden Kernel Problem
for Post’s Lattice in polynomial time using classical and quantum algorithms. The
main quantum result is Theorem 4.1 and the main classical result is Corollary 4.2,
stated below.
Theorem 4.1. Let B be a 2-element algebra such that one of
(1) MPT ∞0  B,
(2) MPT ∞1  B, or
(3) AP  B
holds and let A = Bn. The quantum circuit sϕ(n) of Definition 3.2 solves HKP(A)
with probability 1− 1/τ in Θ(n+ lg(τ)) iterations.
Corollary 4.2. Let B be a 2-element algebra such that one of
(1) MPT ∞0  B,
(2) MPT ∞1  B, or
(3) DM  B
holds and let A = Bn. Then HKP(A) is solvable classically in O(n) time.
The best way to summarize these two results is in terms of Post’s Lattice, see
Figure 3. In particular, powers of algebras whose clones are contained in the in-
terval between AP and A have HKP solvable in polynomial-time using a quantum
algorithm, but not a classical one (see Theorem 5.1). Combined with the results
of the next section, this provides a complete quantum and classical classification of
the algorithmic complexity of the HKP for powers of 2-element algebras.
The remainder of the section is devoted to proving Theorem 4.1 and Corollary 4.2.
We proceed by proving a series of lemmas, beginning first with two lemmas leading
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MPT
∞
0
MPT
∞
1
⊤
A
AP0
≈ Z2
AP
DM
:
classical and quantum
poly-time solutions exist
:
only quantum poly-time solution
(super-polynomial speedup)
Figure 3. The fragment of Post’s Lattice for which the HKP
is solvable in polynomial-time using a quantum algorithm (whole
diagram). Bold lines indicate clones exhibiting a super-polynomial
speedup with a quantum algorithm (i.e. no classical polynomial-
time algorithm exists, see Theorem 5.1), while plain lines indicate
clones for which a classical polynomial-time algorithm exists.
up to the famous result of Simon [19], which we phrase and prove in terms of the
Hidden Kernel Problem.
Lemma 4.3. Let D ≤ (Zn2 )2. For all g ∈ (Zn2 )2,∑
d∈D
(−1)g·d =
{
|D| if g · d = 0 for all d ∈ D,
0 otherwise,
where g · d is the dot product modulo 2 of g and d (regarded as Z2-vectors).
Proof. Define sets
D0 =
{
d ∈ D | g · d = 0} and D1 = {d ∈ D | g · d = 1}.
Observe that these sets are disjoint and D = D0 ∪D1, so they partition D. Thus,∑
d∈D
(−1)g·d = |D0| − |D1|.
It is not hard to see that D0 is a subgroup of D. If D1 = ∅, then the summation is
equal to |D| and g · d = 0 for all d ∈ D. Let us assume therefore that D1 6= ∅ and
let d ∈ D1. It follows that d+D0 ⊆ D1 and d+D1 ⊆ D0. Hence D1 = d+D0 and
so D1 is a coset of D0. Therefore |D1| = |D0| and the summation equals 0. 
Lemma 4.4. Let θ be a congruence of Zn2 and let X ⊆ θ. The set X generates θ
with probability 1 − 1/τ , where |X | ∈ Θ(n + lg(τ)). Specifically, if |X | = 2n then
the probability of generation is 1− 2−n.
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Proof. Let ψ be an arbitrary congruence of Zn2 . We have g ψ h if and only if
(g + h) ψ 0, so the congruence class of ψ containing 0 ∈ Zn2 uniquely characterizes
ψ. Call this congruence class Hψ,
Hψ =
{
g ∈ Zn2 | g ψ 0
}
.
It’s not hard to see that Hψ is a subgroup of Z
n
2 . In this manner subgroups (normal
subgroups, in general) correspond to congruences.
Let X0 = {x+ y | (x, y) ∈ X} and note that X0 is contained in the congruence
class of 0 in θ. From the paragraph above, we have Cg(X) 6= θ if and only if
Sg(X0) 6= Hθ. The set X0 fails to generate Hθ if and only if X0 is contained in
some maximal subgroup M of Hθ. Since Hθ is abelian and a subgroup of Z
n
2 , these
are all of size |Hθ|/2. Thus,
P
(
Cg(X) 6= θ) = P ( Sg(X0) 6= Hθ)
= P
(∃ maximal M ≤ Hθ with X0 ⊆M)
≤
∑
maximal M≤Hθ
P
(
X0 ⊆M
)
=
∑
maximal M≤Hθ
∏
g∈X0
P
(
g ∈M)
=
∑
maximal M≤Hθ
∏
g∈X0
1
2
=
L
2|X0|
,
where L is the number of maximal subgroups of Hθ. We now endeavor to calculate
L.
Since Zn2 is an elementary abelian 2-group, Hθ is as well. It follows that Hθ can
be regarded as a Z2-vector space. Maximal subgroups correspond to maximal sub-
spaces, and each maximal subspace can be uniquely characterized as the orthogonal
complement of a 1-dimensional subspace. The number of 1-dimensional subspaces
is |Hθ| − 1, and so is at most 2n − 1. Combining everything, we have
P
(
Cg(X) 6= θ) ≤ L
2|X0|
≤ 2
n − 1
2|X0|
.
It follows that X generates θ with probability 1 − 1/τ , where |X | ∈ Θ(n + lg(τ)),
as claimed. 
Theorem 4.5 (Simon [19]). Let A = Zn2 . The quantum circuit sϕ(n) of Defini-
tion 3.2 solves HKP(A) with probability 1− 1/τ using Θ(n+ lg(τ)) iterations.
Proof. Instead of calculating the pre-measurement output (call it |ψ〉), it will be
more convenient for us to calculate the density matrix of the pre-measurement
output, ρ = |ψ〉 〈ψ|, and take the partial trace.
The circuit operates on two registers, initially set to ψ0 = |0n〉 ⊗ |0m〉. This
state has density matrix ρ0 = |ψ0〉 〈ψ0|. After the first set of Hadamard gates, the
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density matrix is
ρ1 := (H
⊗n ⊗ I)ρ0(H⊗n ⊗ I)
=
(
H⊗n |0n〉 ⊗ |0m〉 )( 〈0n|H⊗n ⊗ 〈0m| )
=
( 1
2n/2
∑
x∈{0,1}n
|x〉 ⊗ |0m〉
)( 1
2n/2
∑
y∈{0,1}n
〈y| ⊗ 〈0m|
)
=
1
2n
∑
x,y∈{0,1}n
|x〉 〈y| ⊗ |0m〉 〈0m| .
We now describe the ϕ̂ gate. A homomorphism ϕ : A → B is given as input as
an oracle from which we may make queries. As a function, ϕ can be regarded as
mapping bit strings from {0, 1}n to {0, 1}m. Define the function ϕ̂ by
ϕ̂ : {0, 1}n+m → {0, 1}n+m,
(a, b) 7→ (a, ϕ(a) + b).
Observe that ϕ̂ is invertible and that the original value of ϕ(a) can be recovered
— ϕ̂(a, 0) = (a, ϕ(a)). The function ϕ̂ can be regarded as a permutation of basis
vectors of the spaceB⊗(n+m), and thus can be extended to a unitary transformation
ϕ̂ on the space.
Continuing with the evaluation of the circuit, after applying the ϕ̂ gate the
density matrix is
ρ2 := ϕ̂ρ1ϕ̂
† =
1
2n
∑
x,y∈{0,1}n
(
ϕ̂ |x〉 ⊗ |0m〉 ) (ϕ̂ |y〉 ⊗ |0m〉 )†
=
1
2n
∑
x,y∈{0,1}n
( |x〉 ⊗ |ϕ(x)〉 ) ( |y〉 ⊗ |ϕ(y)〉 )†
=
1
2n
∑
x,y∈{0,1}n
|x〉 〈y| ⊗ |ϕ(x)〉 〈ϕ(y)| .
Applying the last set of Hadamard gates yields the final pre-measurement density
matrix,
ρ :=
1
2n
∑
x,y∈{0,1}n
H⊗n |x〉 〈y|H⊗n ⊗ |ϕ(x)〉 〈ϕ(y)|
=
1
22n
∑
a,b∈{0,1}n,
x,y∈{0,1}n
(−1)a·x+b·y |a〉 〈b| ⊗ |ϕ(x)〉 〈ϕ(y)| .
The density matrix for the first register is given by taking the partial trace of ρ
over the second register. Doing this, we have
Tr2(ρ) =
1
22n
∑
a,b∈{0,1}n,
x,y∈{0,1}n
(−1)a·x+b·y |a〉 〈b| Tr ( |ϕ(x)〉 〈ϕ(y)| ).
It isn’t hard to see that Tr(|ϕ(x)〉 〈ϕ(y)|) = 1 if ϕ(x) = ϕ(y) (i.e. if (x, y) ∈ ker(ϕ))
and is 0 otherwise. Thus,
Tr2(ρ) =
1
22n
∑
a,b∈{0,1}n
∑
(x,y)∈ker(ϕ)
(−1)a·x+b·y |a〉 〈b| .
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The congruence ker(ϕ) is a subgroup of (Zn2 )
2 and we have a·x+b·y = (a, b)·(x, y).
Lemma 4.3 thus applies to the inner summation. Applying it yields
Tr2(ρ) =
| ker(ϕ)|
22n
∑
(a,b)∈ker(ϕ)⊥
|a〉 〈b| ,
where
ker(ϕ)⊥ =
{
(a, b) | (a, b) · (x, y) = 0 for all (x, y) ∈ ker(ϕ)}.
This is also a congruence of A, and | ker(ϕ)|| ker(ϕ)⊥| = |Zn2 |2 = 22n, so
Tr2(ρ) =
1
| ker(ϕ)⊥|
∑
(a,b)∈ker(ϕ)⊥
|a〉 〈b| .
This corresponds to a uniform distribution over elements in ker(ϕ)⊥. By Lemma 4.4,
iterating this procedure Θ(n+lg(τ)) times will produce a generating set for ker(ϕ)⊥
with probability 1− 1/τ .
As ker(ϕ) =
(
ker(ϕ)⊥
)⊥
, we have succeeded in calculating ker(ϕ) with proba-
bility 1− 1/τ using Θ(n+ lg(τ)) iterations of a circuit of size Θ(n). 
At this point, we have established a quantum polynomial-time algorithm for the
HKP for powers of algebras above the clone AP0 in Post’s Lattice. Aside from the
group Z2, this includes only 3 other structures (see Figure 3). The next lemma
and theorem greatly expand this list by deducing a classical algorithm for powers
of certain congruence distributive algebras which includes the infinite “wings” of
Post’s Lattice.
Lemma 4.6. Let B1, . . . ,Bn be similar algebras which are simple and let A =∏n
i=1 Bi be congruence distributive. Every congruence of A is the kernel of a pro-
jection homomorphism projI : A→
∏
i∈I Bi for some I ⊆ [n].
Proof. For each i ∈ [n] define ηi = ker(proji). Let θ be a congruence of A. Each
algebra Bi is simple, so each congruence ηi is maximal in Con(A). It follows that
θ ∨ ηi =
{
ηi if θ ≤ ηi,
1 otherwise.
Using congruence distributivity, we now have
θ = θ ∨ 0 = θ ∨
∧
i∈[n]
ηi =
∧
i∈[n]
(
θ ∨ ηi
)
=
∧
i∈I
ηi = ker(projI),
where I = {i | θ ≤ ηi}. 
Theorem 4.7. Let B1, . . . ,Bn be similar algebras which are simple and let A =∏n
i=1 Bi. There is a classical O(n) algorithm solving HKP(A).
Proof. Let ϕ : A → D be a homomorphism. Lemma 4.6 implies that ker(ϕ) =
ker(projI) for some I ⊆ [n]. Thus, specifying I uniquely determines ker(ϕ). With-
out loss of generality, we may assume that |Bi| ≥ 2 since we can eliminate any Bi
of size 1 in the product and produce an algebra isomorphic to A. For each i, fix
distinct elements ai, bi ∈ Bi. We have that
i 6∈ I ⇔ ϕ(a1, . . . , an) = ϕ(a1, . . . ,
i
b̂i, . . . , an),
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where the inputs to ϕ differ only at coordinate i. Starting at coordinate i = 1 and
proceeding to coordinate i = n, we evaluate both sides of the equality, recording
when it holds and when it fails. The set of i for which the equality fails is I. This
is an O(n) procedure. 
We are now ready to prove Corollary 4.2, which we began the section with.
Corollary 4.2 (redux). Let B be a 2-element algebra such that one of
(1) MPT ∞0  B,
(2) MPT ∞1  B, or
(3) DM  B
holds and let A = Bn. Then HKP(A) is solvable classically in O(n) time.
Proof. By Theorem 4.7, it is sufficient to show that A is congruence distributive.
The primary tool that we use is the existence of Jo´nsson term operations [10], which
is equivalent to A being congruence distributive. Briefly, these are a collection of
3-ary term operations of A, J1, . . . , J2m+1, satisfying the universally quantified
identities
J1(x, x, y) = x, J2m+1(x, y, y) = y,
Ji(x, y, x) = x, for i ∈ [2m+ 1],
J2i+1(x, y, y) = J2i+2(x, y, y) for i ∈ [m− 1],
J2i(x, x, y) = J2i+1(x, x, y) for i ∈ [m].
We are now ready to proceed with the proof.
Suppose that DM  B and let A = Bn. The clone DM has maj(x, y, z) as
a generating operation (see the discussion at the end of Section 3 and Figure 1),
and so this is also an operation of B and hence of A (where it is extended from B
componentwise). Simply taking J1(x, y, z) := maj(x, y, z) and verifying that this
choice satisfies the Jo´nsson identities is sufficient to prove that A is congruence
distributive.
The arguments for MPT∞0 and MPT∞1 are quite similar, so we will present
only the MPT ∞0  B case. Suppose that MPT ∞0  B and let A = Bn. Recall
that MPT∞0 has x ∧ (y ∨ z) as a generating operation, and so this is an operation
of A. Observe that x ∧ y = x ∧ (y ∨ y), so A also has x ∧ y as an operation. Define
term operations of A,
J1(x, y, z) := x ∧ (y ∨ z), J2(x, y, z) := x ∧ z,
J3(x, y, z) := z ∧ (x ∨ y).
It is an easy exercise to show that these terms satisfy the identities above and are
hence Jo´nsson terms. It follows that A is congruence distributive. 
Returning again to the fragment of Post’s Lattice in Figure 3, we are left to
analyze the central diamond of clones between AP and A. The next lemma allows
us to apply Theorem 4.5 to these clones.
Lemma 4.8. Let B be a 2-element algebra such that AP = B and let A = Bn. If
θ is a congruence of A then θ is also a congruence of the group Zn2 .
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Proof. The clone AP has ternary addition, x + y + z, as its generating operation
(see Figure 1). In order to show that θ is a congruence of Zn2 , it is sufficient to show
that the set θ is closed under binary addition. Let (a, a′), (b, b′) ∈ θ. We have
a+ b = (a+ b+ 0) θ (a′ + b′ + 0) = a′ + b′,
and hence (a+ a′, b+ b′) ∈ θ, as desired. 
We are now ready to prove Theorem 4.1, which we started the section with. The
proof splits into two portions, depending on whether the algebra in question has
clone contained in one of the infinite “wings” or whether it is above the bottom of
the central diamond.
Theorem 4.1 (redux). Let B be a 2-element algebra such that one of
(1) MPT ∞0  B,
(2) MPT ∞1  B, or
(3) AP  B
holds and let A = Bn. The quantum circuit sϕ(n) of Definition 3.2 solves HKP(A)
with probability 1− 1/τ in Θ(n+ lg(τ)) iterations.
Proof. Consider an instance of the HKP(A) with homomorphism ϕ : A → X. If
MPT∞0  B or MPT∞1  B, then B is congruence distributive. By Lemma 4.6,
ker(ϕ) is therefore the kernel of a projection. All such kernels are also congruences
of Zn2 . If, on the other hand, AP  B, then by Lemma 4.8 and Observation 3.1, we
have that the congruence ker(ϕ) of A is also a congruence of the group Zn2 .
Theorem 4.5 therefore applies in all cases, so ker(ϕ) can be calculated with
probability 1− 1/τ in Θ(n+ lg(τ)) iterations of the circuit. 
5. The HKP and Post’s Lattice: Hardness
The previous section presented quantum and classical algorithms for the HKP on
the infinite upper portion of Post’s Lattice. In this section, we establish quantum
and classical hardness results for the remaining clones. The main classical result is
Theorem 5.1 and the main quantum result is Theorem 5.2, stated below.
Theorem 5.1. Let B be a 2-element algebra such that one of
(1) B  ∧,
(2) B  ∨, or
(3) B  A
holds, and let A = Bn. Any classical algorithm which solves HKP(A) must make
Ω(2n/2) queries to the oracle.
Theorem 5.2. Let B be a 2-element algebra such that one of
(1) B  ∧,
(2) B  ∨, or
(3) B  U
holds, and let A = Bn. Any quantum algorithm which solves HKP(A) must make
Ω((1 + ε)n) queries to the oracle for 0 < ε < 1.
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∧ ∨
⊥
U
A
AP0
≈ Z2
AP
:
only quantum poly-time solution
(super-polynomial speedup)
:
no poly-time classical
or quantum solution exists
Figure 4. The fragment of Post’s Lattice for which no classical
polynomial-time algorithm for the HKP exists (whole diagram).
Dotted lines indicate clones for which no polynomial-time quan-
tum algorithm exists, while bold lines indicate clones for which
no polynomial-time classical algorithm exists, but a polynomial-
time quantum algorithm does exist (i.e. those clones which exhibit
super-polynomial speedup).
The best way to summarize these two results is in terms of Post’s Lattice, see
Figure 4. In particular, powers of algebras whose clones are contained in the interval
between AP and A have HKP which exhibits super-polynomial speedup using a
quantum algorithm. Clones which are below U , ∧, or ∨ have HKP for which
no polynomial-time quantum algorithm exists. Combined with the results of the
previous section, this provides a complete quantum and classical classification of
the complexity of the HKP for powers of 2-element algebras.
The remainder of the section is devoted to proving Theorems 5.1 and 5.2. The
proof technique relies on various counting arguments and a close analysis of con-
gruence generation in different algebras. The primary tool we use is a result due to
Maltsev [12], commonly called a “Maltsev chain”.
Definition 5.3. Let A be an algebra and X ⊆ A2. If α, β ∈ A are such that there
exists an m-ary term operation t and pairs (a1, b1), . . . , (am, bm) ∈ X ∪ 0 with{
α, β
}
=
{
t(a1, . . . , am), t(b1, . . . , bm)
}
then we will write α ! β. A Maltsev chain between α and β is a sequence
λ0, . . . , λn ∈ A such that
α = λ0! λ1! · · ·! λn = β,
written α!n β.
Proposition 5.4 (Maltsev [12]). Let A be an algebra, X ⊆ A2, and θ = Cg(X).
Then (α, β) ∈ θ if and only if α!n β for some n.
We begin by proving that if B  ∧ or B  ∨, then exponentially-many queries
to the oracle are necessary to solve the HKP for powers of B for both classical and
16 MATTHEW MOORE, TAYLOR WALENCZYK
quantum algorithms. This proves items 1 and 2 of Theorems 5.1 and 5.2. The
proof of this is contained in the following lemma, combined with Observation 3.1.
Lemma 5.5. Let B be a 2-element algebra such that Clo(B) =
∧
or Clo(B) =
∨
and let A = Bn. Any algorithm (classical or quantum) solving HKP(A) must make
Ω((1 + ε)n) queries to the oracle for 0 < ε < 1.
Proof. We will present the argument for Clo(B) =
∧
. The argument for Clo(B) =
∨
is analogous. The clone
∧
has x∧y amongst its generating operations (see Figure 1).
The set {0, 1} has a natural order (namely 0 ≤ 1), and this can be extended to an
ordering on {0, 1}n. The operation of ∧ is compatible with this order: x ∧ y = x if
and only if x ≤ y.
Define a set of ≤-incomparable elements of {0, 1}n,
M =
{
a ∈ A | exactly ⌊n/2⌋ coordinates of a are 0}
and choose arbitrary Z ⊆ M . Let θZ be the smallest congruence of A with Z2
contained in a single equivalence class — that is, θZ := Cg(Z
2). We will carefully
analyze the generation of θZ via a series of claims.
Claim. Let X ⊆ A2 and θ = Cg(X). If α θ β and α 6= β then there is (a, b) ∈ X
with α ≤ a or α ≤ b.
Proof of claim. By Proposition 5.4, there is an m-ary term operation t and pairs
(a1, b1), . . . , (am, bm) ∈ X ∪ 0 such that α ∈ {t(a1, . . . , am), t(b1, . . . , bm)}. Each
term operation of B (and hence A) can be written
t(x1, . . . , xm) = xi1 ∧ · · · ∧ xik
where {i1, . . . , ik} ⊆ [m]. The claim follows. ◦
Claim. If z ∈ Z and γ > z then (z, γ) 6∈ θZ .
Proof of claim. Suppose towards a contradiction that z θZ γ. By the first claim,
there must be some z′ ∈ Z such that γ ≤ z′. This implies that z < z′, but since
Z ⊆M and M consists of ≤-incomparable elements, this is impossible. ◦
Claim. If X ⊆ A2 is such that θZ = Cg(X), then |Z| ≤ |X |.
Proof of claim. By the first claim, for each z ∈ Z there is some (az, bz) ∈ X with
(without loss of generality) z ≤ az. We argue that each az is distinct and thus
|Z| ≤ |X |.
Suppose that there are distinct z, z′ ∈ Z such that az = az′ . Summarizing our
assumptions,
(az , bz) ∈ X ⊆ Cg(X) = θZ = Cg(Z2).
Applying the first claim with Z in place of X yields some u ∈ Z such that bz ≤ u.
Since (az , bz), (z, u) ∈ θZ , we have
z =
(
az ∧ z
)
θZ
(
bz ∧ u
)
= bz
and hence az θZ z. The second claim together with z ≤ az now yields a contra-
diction unless z = az. The same argument for z
′ then gives us z = az = az′ = z
′,
contradicting z and z′ being distinct and finishing the proof of the claim. ◦
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From the claim above, determining the congruence θZ requires specifying at least
|Z|-many elements. Using Stirling’s approximation, we have
|M | =
(
n
n/2
)
=
n!(
(n/2)!
)2 ≈ √2pin(n/e)n(√
pin(n/(2e))n/2
)2 = 2n
√
2
pin
,
where the “≈” symbol means that both sides have the same Θ-complexity class.
There are thus exponentially-many subsets Z with |Z| ∈ Ω((1 + ε)n) for 0 < ε < 1.
Any algorithm (quantum or classical) for solving HKP(A) must distinguish between
these subsets, and by the previous claim this requires specifying at least |Z|-many
elements. 
In order to complete the proof of Theorem 5.1, which we opened the section
with, we need only prove item 3: for all B  A, the HKP for powers of B classically
requires exponentially-many oracle queries. The proof of this is contained in the
following lemma, combined with Observation 3.1.
Lemma 5.6. Let B be a 2-element algebra with Clo(B) = A and let A = Bn. Any
classical (resp. probabilistic) algorithm solving HKP(A) must make Ω(2n) (resp.
Ω(2n/2)) queries to the oracle.
Proof. The cloneA has the operation x↔ y as a generating operation (see Figure 1).
Choose a random z ∈ A \ {0n} and define θz to be the congruence generated by
relating 0n and z,
θz := Cg(0
n, z).
Observe that modulo-2 addition is definable in A (and hence B and A) by
x+ y := x↔ (0↔ y).
Claim. The congruence θz has equivalence classes x/θz :=
{
x, x + z
}
.
Proof of claim. Take ψ to be the equivalence relation with the claimed equivalence
classes. To prove that ψ is a congruence we need only show that if a ψ a′ and b ψ b′
then
(a↔ b) ψ (a′ ↔ b′).
By the definition of ψ, we have that a′ = a+εz and b′ = b+τz for some ε, τ ∈ {0, 1}.
The operation ↔ is commutative and associative, so using “+” as defined before
the claim, we have
(w + x)↔ y = w↔ 0↔ x↔ y
= w↔ 0↔ y ↔ x = (w + y)↔ x.
Thus (w + x)↔ y = (w + y)↔ x. Using this identity twice,
a′ ↔ b′ = (a+ εz)↔ (b+ τz)
=
(
a↔ (b+ τz))+ εz = (a↔ b) + (ε+ τ)z.
Addition is defined modulo 2, so ε + τ ∈ {0, 1} and we have (a ↔ a) ψ (a′ ↔ b′),
as desired. The congruence θz is minimal and contains ψ, so θz = ψ. ◦
We will now show that it is exponentially hard for a classical algorithm to dis-
tinguish between θz and the identity congruence 0 for randomly chosen z. Let ϕ
be the homomorphism
ϕ : A → A/θz,
a 7→ a/θz,
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so that ker(ϕ) = θz.
Suppose that we have a classical procedure for solving HKP(A), and that this
procedure evaluates ϕ on a subset E = {e1, . . . , eℓ} ⊆ A. We are able to distinguish
θz from 0 if and only if |ϕ(E)| < |E|. By the claim above, for distinct ei, ej ∈ E,
we have that ϕ(ei) = ϕ(ej) if and only if ei = ej + z. The element z was chosen
randomly, so the probability of this occurring is 1/(|A|−1). It follows that for fixed
j, the probability that ei = ej + z for some i < j is
P
(
∃i < j [ei = ej + z]) = j − 1|A| − 1 .
Therefore the probability that for some distinct ei, ej ∈ E we have ei = ej + z
(equivalently, |ϕ(E)| < |E|) is
P
(|ϕ(E)| < |E|) = P(∃i, j [ei = ej + z])
=
|E|∑
j=1
P
(
∃i < j [ei = ej + z]) = |E|∑
j=1
j − 1
|A| − 1
=
|E|(|E| − 1)
2(|A| − 1) .
Thus, the only way for a classical algorithm to correctly distinguish θz from 0 with
probability at least 1/2 is by making |E| ∈ Ω(|A|1/2) = Ω(2n/2) evaluations of ϕ.
To be correct with probability 1 requires |E| ∈ Ω(2n) evaluations. 
We now finish the proof of Theorem 5.2, which we opened the section with. It
remains to prove item 3, that for all B  U , the HKP for powers of B requires
exponentially-many oracle queries for a quantum algorithm. The proof of this is
contained in the following lemma, combined with Observation 3.1.
Lemma 5.7. Let B be a 2-element algebra with Clo(B) = U and let A = Bn. Any
algorithm (classical or quantum) solving HKP(A) must make Ω(2n) queries to the
oracle.
Proof. The clone U has ¬x amongst its generating operations (see Figure 1). Par-
tition A into four disjoint sets of equal size, A0, B0, A1, B1, such that
A1 = ¬A0 =
{¬a | a ∈ A0}, B1 = ¬B0 = {¬b | b ∈ B0}.
Enumerate the elements of A0 and B0 as a1, . . . , a2n−2 and b1, . . . , b2n−2 respectively.
Define C = {(ai, bi) | i ∈ [2n−2]}. Finally, for each subset Y ⊆ C let θY = Cg(Y ).
We will show that all the θY are distinct and that specifying θY by generators
requires finding a set of size |Y |. There are Ω(2n)-many distinct Y of size Ω(2n),
so this is sufficient to prove the lemma.
Claim. Suppose that Y = {(ai, bi) | i ∈ I} ⊆ C for some I ⊆ [2n−2]. Then
θY = 0 ∪ Y ∪ Y ∂ ∪ (¬Y ) ∪ (¬Y )∂
where ¬Y := {(¬ai,¬bi) | i ∈ I} and Z∂ := {(y, x) | (x, y) ∈ Z} for Z ⊆ A2.
Proof of claim. Let ψ = 0∪Y ∪Y ∂ ∪ (¬Y )∪ (¬Y )∂ . The congruence θY is the least
congruence containing Y , so ψ ⊆ θY . In order to show that ψ = θY , it is therefore
enough to show that ψ is closed under the operation of ¬. This is clear from the
construction of ψ. ◦
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⊤
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classical and quantum
poly-time solutions exist
:
only quantum poly-time solution
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:
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Figure 5. Diagram of Post’s Lattice. The HKP for powers
of clones in bold have a efficient quantum solution, but no effi-
cient classical solution (i.e. they exhibit super-polynomial speedup).
Powers of clones in plain lines have polynomial-time classical and
quantum solutions to their HKPs, while powers of clones indicated
with dotted lines have neither classical nor quantum polynomial-
time solutions to their respective HKPs. The clone of the group
Z2 is indicated.
By the above claim, each distinct Y ⊆ C determines a distinct θY , and specifying
θY requires producing a subset of size |Y |. Since there are Ω(2n)-many distinct Y
of size Ω(2n), the conclusion of the lemma follows. 
6. Conclusion
Combining Theorem 4.1, Corollary 4.2, Theorem 5.1, and Theorem 5.2 provides
a complete classification of the quantum and classical algorithmic complexity of
HKP(Bn), where B is a 2-element algebra. This classification is summarized in the
theorem below and in Figure 5.
Theorem 6.1. Let B be a 2-element algebra.
(1) If MPT ∞0  B, MPT∞1  B, or DM  B, then there exist both classical
and quantum polynomial-time algorithms for HKP(Bn).
(2) If AP  B  A, then a quantum polynomial-time algorithm solving HKP(Bn)
exists. Furthermore, no classical polynomial-time algorithm for HKP(Bn)
exists.
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(3) If B  ∧, B  ∨, or B  U then no quantum or classical polynomial-time
algorithm for HKP(Bn) exists.
This classification can be seen as a broad extension of the results of Simon [19],
which are included in item 2 of the theorem when B = Z2.
There are many open questions surrounding the Hidden Kernel Problem, a few
of which we detail below. Theorems 6.1 and 5.1 state that both classically and
using a quantum algorithm, HKP(A) is either in P or EXP when A is the power of
a 2-element algebra.
Question. For arbitrary fixed finite algebras A, precisely which complexity classes
(quantum or classical) are parameterized by HKP(A)?
Turning this problem around, we can instead ask for algebraic properties which
enforce the existence of an efficient quantum solution to HKP(An).
Question. Consider HKP(An), where A is an arbitrary finite algebra. What struc-
tural conditions on A ensure that HKP(An) always admits a polynomial-time quan-
tum solution?
In an algebra A, the term operation t(x1, . . . , xn) is said to be a cube term if
for every i ∈ [n] there is a choice of u1, . . . , un ∈ {x, y} with ui = y such that the
equation t(u1, . . . , un) = x holds in A. The clone AP has a cube term given by
x + y + z and DM has a cube term given by maj(x, y, z). More generally, every
group has a cube term given by xy−1z.
The study of cube terms originated with algebraic approach to the Constraint
Satisfaction Problem (CSP) in [2], and the existence of a cube term for A is asso-
ciated with some quite strong regularity conditions on the structure of powers of
A.
If A has a cube term, then subalgebras of An have a generating set which is
bounded by a polynomial in n. This applies in particular to congruences of An. It
follows that if A has a cube term, then counting arguments similar to those in the
proofs of Lemmas 5.5 and 5.7 will not be sufficient to rule out the existence of a
quantum algorithm. This leads us to conjecture the following.
Conjecture. If A has a cube term, then HKP(An) has an efficient quantum solu-
tion.
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