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Abstract
In this paper we compute the coefficients of the reliability polynomial of a
consecutive-k-out-of-n:F system, in Bernstein basis, using the generalized Pascal
coefficients. Based on well-known combinatorial properties of the generalized Pas-
cal triangle we determine simple closed formulae for the reliability polynomial of a
consecutive system for particular ranges of k. Moreover, for the remaining ranges of
k (where we were not able to determine simple closed formulae), we establish easy
to calculate sharp bounds for the reliability polynomial of a consecutive system.
Keywords: Consecutive systems, Generalized Pascal triangles, Bernstein basis,
Reliability polynomial.
1 Introduction
A relatively hidden gem of network reliability is represented by the class of consecutive
systems. They were introduced in 1980 as r-successive-out-of-n:F systems [13], before
being aptly renamed consecutive-k-out-of-n:F systems in 1981 [5]. Clearly, this type
of redundancy scheme came reasonably late to the “reliability table,” i.e., almost 30
years after the majority-voting and the multiplexing concepts (both gate-level based
reliability schemes) were introduced by von Neumann in January 19521. A printed
version of those lectures was published in April 1956 [21], followed in September 1956
by the introduction of the hammock networks by Moore and Shannon [15] (the first
device-level based reliability scheme). For more information on consecutive systems the
interested reader should consult [3], [11], while it is worth mentioning that the associated
probability problem was proposed and solved as early as 1718 by de Moivre [9] (see also
[8]), with the associated graphs being proven most reliable in the late 90’s (see [10]).
1John von Neumann presented his work in five seminal lectures at the California Institute of Tech-
nology (Caltech) in January 1952. They are available, based on the notes taken by R. S. Pierce, at
https://sites.google.com/site/michaeldgodfrey/vonneumann/vN_Caltech_Lecture.pdf
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Consecutive-k-out-of-n:F systems belong to the class of device-level based reliabil-
ity schemes (although “devices” might be quite complex entities), and are aimed at
communications, as opposed to gate-level based reliability schemes which are targeting
computations. Such systems can be abstracted as networks/ graphs, network reliability
being a field pioneered by [15] and which has significantly evolved ever since (see [4], [7],
[17]). The fundamental problems in network reliability are to determine: two-terminal,
k-terminal, and all-terminal reliability of a network, and are all known to be very difficult
in general (#P-complete [13], [14], [19] [20]). That is why even the best algorithms are
time consuming [6], [12], [14], and lower and upper bounds were investigated as efficient
alternatives to exact but tedious computations. In the particular case of consecutive-
k-out-of-n:F systems, bounds have been reported staring from 1981 [5], and improved
over time (see [4], [7], [8], [17], [18]). A ’midway path’ forward is to bound the coef-
ficients of the reliability polynomial [2], [16], [1], and follow with the exact polynomial
computations. All of these different approaches reveal wide trade-offs between accuracy
and time-complexity.
In this paper we are investigating a ’midway path’ approach for the particular case
of consecutive-k-out-of-n:F systems, and we will show that most of the coefficients can
be quite easily computed exactly, while only a handful of them are computationally
demanding, but can be bounded by reasonably simple formulas.
1.1 Consecutive systems
A consecutive-k-out-of-n:F system corresponds to a sequence of n independent, identi-
cally distributed (i.i.d.) Bernoulli trials, with common probability of success p, in which
the system itself is deemed to have failed if the sequence includes a run of at least k con-
secutive failures, and to have succeeded, otherwise. The reliability of the system is the
probability R(k, n; p) that it succeeds. We can write this probability as a homogeneous
polynomial of degree n in p and q, where q = 1− p, as follows:
R(k, n; p) =
n∑
i=0
Nn,k,ip
iqn−i, (1)
where Nn,k,i is the number of sequences of n trials that include exactly i successes, in
which the longest consecutive run of failures has length strictly less than k.
1.2 Standard multinomial coefficient
A well known bins-and-balls counting problem that we consider here is the following.
What is the number of ways in which n identical balls can be distributed among a
sequence of i distinct bins, such that bins may be empty, and no bin may contain
more than k balls? The answer to this problem is given by the standard multinomial
coefficient, denoted
(
i
n
)
k
. The algebraic description of
(
i
n
)
k
is the following
(1 + z + z2 + · · ·+ zk)i =
∑
a≥0
(
i
a
)
k
za, (2)
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with
(
i
a
)
1
the usual binomial coefficient and
(
i
a
)
k
= 0 for a > ik.
More generally, such objects are also known to count the number of A-restricted
compositions of an integer n into i parts. That is, the number of ways,
(
i
n
)
(1)j∈A
, in
which n can be written as the sum of a sequence of i integers drawn from a given subset
A ⊆ {0, 1, . . .}, with replacement (i.e., the order is important). When A = {0, . . . , k},
we simply use the
(
i
n
)
k
notation.
2 Results
Theorem 1. We have
Nn,k,i = [z
n−i](1 + z + · · · + zk−1)i+1
= [zi]zn−(k−1)(i+1)
(
1− zk
1− x
)i+1
,
(3)
where [zt]f(z) denotes the coefficient of zt in the formal power series expansion of f(z)
in powers of z.
Proof. Our proof is a combinatorial one, that is, we show that two counting problems
are identical. Fixing k, n and i, consider a sequence of n trials that includes exactly i
successes and in which all the runs of consecutive failures have length at most k−1. We
may consider this sequence as a sequence of i+ 1 runs of consecutive failures of lengths
between 0 and k − 1 inclusive, each consecutive pair of such runs separated by a single
success, in which the total number of failures is n − i. The number of such sequences,
which is Nn,k,i, is therefore also the number of ways in which n− i identical balls can be
distributed among a sequence of i + 1 distinct bins, such that bins may be empty, and
no bin may contain more than k− 1 balls. The first equality in (3) now follows directly
from (2), and the second one follows from the identity [zn−i]f(z) = [zi](znf(1/z)).
2.1 Properties of the reliability polynomials
Theorem 2. Nn,k,i satisfy the following properties:
Nn,k,i = 0,∀i ≤ in,k ,
⌊
n− k + 1
k
⌋
; (4)
=
(
n
n− i
)
,∀i ≥ n− k + 1; (5)
=
⌊n−i
k
⌋∑
j=0
(−1)j
(
i+ 1
j
)(
n− jk
i
)
,∀i ∈ {in,k + 1, . . . , n− k}. (6)
Corollary 2.1. The reliability polynomial of a consecutive-k-out-of-n:F system
R(k, n; p) =
n∑
i=in,k+1
(
n
i
)
piqn−i −
n−k∑
i=in,k+1
⌊n−i
k
⌋∑
j=1
(−1)j+1
(
i+ 1
j
)(
n− jk
i
)
piqn−i. (7)
3
Equation (6) gives the full description of the coefficient Nn,k,i regardless of the values
of k and n. However, by taking a closer look we can deduce simpler expressions for some
sub-sets of {in,k + 1, . . . , n− k}.
Corollary 2.2.
Nn,k,i =
(
n
i
)
− (i+ 1)
(
n− k
i
)
,∀i ∈ {n− 2k + 1, . . . , n− k}; (8)
Nn,k,i =
(
n
i
)
− (i+ 1)
(
n− k
i
)
+
(
i+ 1
2
)(
n− 2k
i
)
,∀i ∈ {n− 3k + 1, . . . , n− 2k}.
(9)
Relying on these results we will analyze particular cases for a fixed n and k in
particular ranges. These analyses will lead to simple formulae for the coefficients, and
thus for the reliability of a consecutive system. Let us begin with k ∈ {1, 2, n}.
Proposition 2.1.
• For k = 1 Nn,1,i = 0,∀i 6= n, and Nn,k,n = 1 and
R(1, n; p) = pn. (10)
• For k = 2 Nn,2,i =
(
i+1
n−i
)
for 0 ≤ i ≤ n, and
R(2, n; p) =
n∑
i=0
(
i+ 1
n− i
)
piqn−i. (11)
• For k = n Nn,n,i =
(
n
i
)
,∀i ≥ 1, and Nn,n,0 = 0 and
R(n, n; p) =
n∑
i=1
(
n
i
)
piqn−i. (12)
Next, we consider the case when n− 2k < 0 in (8), and the case when n− 3k < 0 in
(9).
Proposition 2.2.
• For any k ≥ ⌊n2 ⌋ we have Nn,k,i =
(
n
i
)
,∀i > n − k, and Nn,k,i =
(
n
i
)
− (i +
1)
(
n−k
i
)
,∀i ∈ {n−k+1
k
, . . . , n − k + 1}. It follows that
R(k, n; p) =
n∑
i=in,k+1
(
n
i
)
piqn−i −
n−k∑
i=in,k+1
(i+ 1)
(
n− k
i
)
piqn−i. (13)
• For any ⌊n3 ⌋ ≤ k < ⌊
n
2 ⌋ we have Nn,k,i =
(
n
i
)
,∀i > n − k, Nn,k,i =
(
n
i
)
−
(i + 1)
(
n−k
i
)
,∀i ∈ {n − 2k + 1, . . . , n − k}, and Nn,k,i =
(
n
i
)
− (i + 1)
(
n−k
i
)
+(
i+1
2
)(
n−2k
i
)
,∀i ∈ {n−k+1
k
, . . . , n − 2k}. This implies
R(k, n; p) =
n∑
i=in,k+1
(
n
i
)
piqn−i −
n−k∑
i=in,k+1
(i+ 1)
(
n− k
i
)
piqn−i
+
n−2k∑
i=in,k+1
(
i+ 1
2
)(
n− 2k
i
)
piqn−i.
(14)
We now use the fact that Nn,k,i can be efficiently computed for any n and k when
i ≥ ⌊n3 ⌋, to establish new bounds on the remaining coefficients.
Proposition 2.3. For any k < ⌊n3 ⌋ and ∀i ∈ {in,k + 1, . . . , n − 3k}
Nn,k,i ≤
(
n
i
)
− (i+ 1)
(
n− k
i
)
+
(
i+ 1
2
)(
n− 2k
i
)
Nn,k,i ≥
(
n
i
)
− (i+ 1)
(
n− k
i
)
.
(15)
Straightforward, we now define for any k < ⌊n3 ⌋ and ∀i ∈ {in,k + 1, . . . , n − 3k} the
upper and lower bounds as
Un,k,i , min
{(
n
i
)
,
(
n
i
)
− (i+ 1)
(
n− k
i
)
+
(
i+ 1
2
)(
n− 2k
i
)}
(16)
Ln,k,i , max
{
0,
(
n
i
)
− (i+ 1)
(
n− k
i
)}
. (17)
3 Simulations
We have performed a series of simulations to test our results. We illustrate here only a
small part of those, more exactly for n ∈ {16, 32, 64}.
In Figure 1 we plot R(k, n; p) (i.e., R(k, 16; p) (1a), R(k, 32; p) (1c), and R(k, 64; p)
(1e)), as well as the relative errors of the approximation of Nn,k,i using Ln,k,i and Un,k,i
in Figs. (1b), (1d), and (1f). More precisely, we plot 1 − Ln,k,i/Nn,k,i for k ≥ ⌊n/2⌋
(light magenta) and 2 < k < ⌊n/3⌋, and 1 − Un,k,i/Nn,k,i for ⌊n/3⌋ ≤ k < ⌊n/2⌋ (dark
magenta).
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Figure 1: R(k, n; p) for: (a) n = 16, (c) n = 32, and (e) n = 64, as well as the relative
errors for: Nn,k,i for (b) n = 16, (d) n = 32, and (f) n = 64.
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Remarks
• The flat surfaces in Figs. 1b, 1d, and 1f (green and magenta), show that the
coefficients Nn,k,i are computed exactly. This is a direct consequence of Proposition
2.2.
• Focusing our attention on the case 2 < k < ⌊n/3⌋, the absolute errors are different
than 0 in only a few cases.
• The number of coefficients which are computed exactly (dark blue) is significantly
larger than the number of approximated coefficients, e.g., for n = 32, almost 81%
are computed exactly (187 out of 231).
• The number of approximated coefficients is a decreasing function of k. Hence, as
k is approaching n/3, the number of exactly computed coefficients increases. For
example, for n = 32 and k = 9 slightly over 90% of the coefficients are computed
exactly (30 out of 33).
• The worst approximation with respect to the absolute error (Nn,k,i − Ln,k,i) is
achieved for k = 3, and any n ≤ 64.
That is why we have decided to plot the exact reliability polynomial (red) together
with the reliability polynomials obtained using the upper (green) and the lower (blue)
bounds for k = 3 and n = 16 (Fig. 2). Notice in Fig. (2a) that from p ≥ 0.5 the
approximations are practically overlapping with the exact reliability, while for smaller
values of p the behaviour of the two bounds can be seen in Fig. (2b).
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Figure 2: Reliability of a consecutive-3-out-of-16:F system, and its upper and lower
bounds: (a) linear scale, and (b) logarithmic scale.
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Figure 3: Nn,k,i, Ln,k,i, Un,k,i, and
(
n
i
)
in linear scale (left) and logarithmic scale (right)
for: (a)-(b) n = 16, (c)-(d) n = 32, and (e)-(f) n = 64.
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Finally, Fig. 3 details the exact coefficients (yellow), as well as their lower (blue) and
upper (green) bounds, on top of the corresponding binomial coefficients (red), in both
linear and logarithmic scales.
4 Conclusions
In this paper, we have determined closed formulae for the reliability of a consecutive
k-out-of-n:F system expressed in the Bernstein basis. Based on the properties of the
coefficients, we have proposed simple and easy to compute formulae for all k ≥ ⌊n/3⌋.
For the remaining range of values, namely for 3 ≤ k < ⌊n/3⌋, we have proposed lower
and upper bounds on the coefficients, and thus bounds on reliability. These bounds
have several interesting properties, becoming sharper and sharper as n gets larger, while
requiring lower and lower computation work factors.
The approach we have presented here opens the road to a new research direction
in the area of consecutive systems. To our knowledge this is the first time bound-
ing/approximating techniques have been used selectively only on a few of the coefficients
of a consecutive system, rather than bounding the reliability polynomial. Detailed esti-
mates of the trade-offs between computation complexity and accuracy of approximations
have to be evaluated against previously published results for a better understanding of
the advantages and disadvantages of the proposed approach (not included due to space
limitations).
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