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Abstract
We present the technique and results of our study o f the redistribution o f Rydberg states in 
barium by a half cycle pulse (HCP). A. survey of previous research concerning the 
interaction o f half cycle pulses with Rydberg atoms reveals a lack o f experimental data in 
the area o f state redistribution. This is primarily due to an inability to identify the 
redistributed states accurately using the currently available tool: selective field ionization 
(SFI). We present the limitations of SFI as a state identification tool. We then present a 
survey of isolated core excitation as a state identification tool, along with its limitations in 
dealing with a mixture of states. Combining SFI and ICE overcomes these limitations and 
allows for the accurate characterization of a mixture o f Rydberg states, as found in HCP 
redistribution. We present our results for the HCP redistribution of a series o f ns and nd 
initial states, for n from 30 to 40, at various HCP intensities. These results primarily 
involved single photon transitions, confining us to the linear regime. Analyzing the results 
of these redistributions with respect to the energy difference between initial and final states 
yielded information about the frequency structure, after transmission to the interaction 
region, o f the HCP. This led us to postulate on the effects of diffraction on the HCP. We 
conclude with several suggestions for the improvement o f the experimental system, as well 
as a direction for future research.
xiii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
REDISTRIBUTION OF RYDBERG STATES 
BY TERAHERTZ RADIATION
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 1 
Introduction
Rydberg atoms, atoms in a state o f high principal quantum number, n, possess a 
number o f interesting physical properties that scale with the principal quantum number.
For hydrogen, the binding energy (in atomic units) of a Rydberg state with principal
quantum number n is simply E  = • ^or non-hydrogenic atoms, there are shifts in the
energy levels such that the binding energy is now E  = ---------, where n , the effective
2 n
quantum number, is no longer an integer. The effective quantum number is related by to 
the principal quantum number by the quantum defect, 8, such that n = n  — 8 , and the 
quantum defect changes slowly with energy. The atomic radius scales as «*4, so Rydberg 
atoms are very large compared to atoms in the ground state. Due to its distance from the 
atomic nucleus, an electron in a Rydberg state is weakly bound. This causes relatively 
weak electric fields to have a strong effect on the atomic state, either for ionization or 
state transitions. A Rydberg electron is subject to a straightforward Coulomb potential, 
with a small perturbation due to the core electrons. This simple system allows the study of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3both perturbative and non-perturbative interactions. Lastly, Rydberg atoms possess a very 
high degree o f degeneracy, o f order w3, making them interesting to both theorists and 
experimenters.
A half cycle pulse (HCP) is a unipolar electromagnetic field pulse, lasting on the order 
of a picosecond. Early work produced short duration pulses spanning a few cycles in the 
far infrared (FIR), but at low pulse energies. More recent work by Bucksbaum, et. al. [1] 
produced FIR pulses of high energy (0.8 pJ) and of a duration less than a single cycle. 
These pulses exhibited a pronounced asymmetry in the magnitudes o f their positive and 
negative electric field components. In addition, Jones, et. al. [2] have used an optical gate 
to alter the negative tail of the pulse, ensuring that the pulse is only half a cycle in 
duration. Thus, half cycle pulses are relatively easy to generate in the laboratory. In 
addition, theoretical modeling with an HCP is straightforward, since it is a simple 
structure. The interaction between an HCP and a Rydberg atom is more complex.
A well understood aspect of HCP-atom interactions is the ionization of a Rydberg 
atom by an HCP. For a Rydberg atom, the classical orbit time of the electron is longer 
than the period o f a picosecond HCP. Consequently, the atom does not experience an 
oscillating field, but an impulse, or “kick”, of very short duration. The mechanism for 
ionization is not photoionization, but is more akin to collisional ionization by a charged 
particle at high energy [3]. Bucksbaum, et. al. [4] have examined the ionization of 
Rydberg atoms by subpicosecond half cycle pulses. They found that the threshold field for
• 2 + tHCP ionization exhibited an n dependence, as opposed to the n dependence of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4long pulse field ionization threshold. Jones, et. al. [5] found that reducing the negative tail 
of the HCP increases the field required for ionization by a factor o f 1.3. Early numerical 
calculations by LaGattuta and Lemer [6] on the HCP ionization o f Rydberg states in 
hydrogen confirmed the relationship found by Bucksbaum’s group. Later calculations by 
Shakeshaft, et. al. [7] duplicated the HCP shape and duration acting on an atom of the 
same principal quantum number as Bucksbaum’s group. They calculate these results in 
two distinct ways: (1) by using an impulse approximation and (2) by solving the 
time-dependent Schrodinger equation. The quantum calculations agree with the 
experimental results, but the impulse approximation agreement is poor for a low n state. 
All of this previous research focused on the ionization of a Rydberg atom using an HCP 
having a large peak electric field.
A topic that is not well understood is the illumination o f a Rydberg atom by a more 
modest HCP that fails to ionize the atom. It will, however, perturb the initial Rydberg 
state, driving the atom into a number of other possible states. Past theoretical work has 
focused on the redistribution of Rydberg states in hydrogen-like atoms [8, 9, 10, 11],
Experimental redistribution evidence is more sparse. In the picosecond HCP regime, 
Jones and Tielking [12] have observed population transfer among Rydberg states in 
sodium. In this work, they found that the HCP drives sodium Rydberg into states with a 
field ionization threshold o f about twice that of the original state. In our own studies on 
barium, we have seen this same effect, indicating that it is independent of atomic species. 
More recently, Bucksbaum, et. al. [13] examined the illumination of Rydberg states in 
cesium by picosecond pulses. This group used shaped multi-cycle FIR pulses for
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5redistribution and selective field ionization for state identification. This method of state 
identification proved unreliable, and could not accurately identify the various redistributed 
states. A major difficulty in studying the redistribution of Rydberg states by half cycle 
pulses has been the reliable and accurate identification of the redistributed states.
The traditional state determination method uses selective field ionization (SFI) to 
separate individual Rydberg states by their arrival times [14]. The electric field across a 
sample o f Rydberg atoms is slowly increased from zero. When the field reaches the 
ionization threshold for this Rydberg state, the atoms ionize, resulting in a signal at the 
detector. For electron detection, this produces an arrival time spectrum where states with 
lower ionization thresholds arrive earlier than states with high ionization thresholds. Thus 
the time o f a signal translates into the field ionization threshold o f the Rydberg atoms that 
produced that signal. For non-hydrogenic Rydberg atoms, the field ionization threshold is
proportional to n . Therefore, in an arrival time spectrum, position corresponds to 
principal quantum number in the field. This method is most effective in identifying 
samples containing only a few states that are well separated in field ionization threshold. 
Due to the timing resolutions of the voltage ramp and detection method, states with very 
similar ionization thresholds are not resolvable. For example, there is only a 7% difference 
between the electric field ionization threshold of a 40p state (with n = 35.98) and a 38 d  
state (with n = 35.32). Furthermore, many states exhibit non-classical behavior, and are 
not easily classified in an arrival time spectrum (for example, states o f very high I or m).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6For the experiments reported here, we enhance our state selection by also using 
Isolated Core Excitation (ICE). This is only possible because we take advantage o f the 
fact that the atom we study, barium, has two valence electrons. Previous work dealt with 
atoms possessing only a single valence electron. For these atoms, excitation o f the single 
valence electron produces the atomic Rydberg state, so the only available analysis tool is 
selective field ionization. For atoms with two valence electrons, excitation o f one electron 
produces an atomic Rydberg state, while the other electron remains unaffected in the 
ground state. This second valence electron provides a convenient means of state analysis 
through ICE. To illustrate ICE, consider Figure 1.1. Two lasers excite one o f the 
electrons (Rydberg electron) from the ground 6s state to a Rydberg ns or nd state, with 
the other electron (core electron) unaffected. A third laser (core laser) excites the core 
electron from the 6s state to the 6p state. During excitation of the core electron, the 
Rydberg electron may be shaken to adjacent n' states. The atom then autoionizes in this 
state, and the detector registers the resultant barium ion. A  sweep of the core laser, 
plotting the detected ion signal versus core laser wavelength, produces an ICE spectrum 
as shown in Figure 1.2. Figure 1.2 also shows a theoretical fit to the ICE spectrum. This 
fit incorporates five primary parameters: (1) the autoionization linewidth of the doubly 
excited states, (2) the quantum defect of the original Rydberg state, (3) the quantum 
defect o f the core excited states, (4) the number o f  Rydberg atoms in the sample, and 
(5) the photon flux o f the core laser. We account for the number o f Rydberg atoms in the 
sample by normalizing the signal between zero (total depletion o f the original Rydberg 
state) and one (no depletion of the Rydberg state). We establish the photon flux by fitting
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
78
1  5 
>\
E*
©
c  4 - uj *
Ba+ 6p1/2
A.3 = 493.5 nm
6s31d ‘D
= 418 nm
6s6p LP
A-i = 553.5 nm
Figure 1.1 An energy level diagram showing the excitation 
scheme for Rydberg atom preparation (A.i and X2) and isolated 
core excitation (A .3 ) .
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8to the spectrum o f a pure known Rydberg state. The linewidth and both quantum defects, 
are already known for many states, so these are parameterizable by n and /. We can 
accurately identify an unknown Rydberg state by varying n aiud /  in a theoretical fit to its 
ICE spectrum. This method works well for a sample consisting of only a single Rydberg 
state. For a sample containing a mixture of states, the total ICE spectrum will be a linear 
superposition o f all the individual states’ spectra. If there are many states (greater than 3) 
present in the sample, the finer features of an ICE spectrum are obscured to such an extent 
that an accurate fit is impossible. Thus, ICE alone is only useful in identifying the states 
contained in a relatively simple Rydberg atom sample.
491.5 492 492.5 493 493.5 494 494.5 495 495.5
Wavelength (nm)
Figure 1.2 An ICE spectrum (data and fit) for a 29d state.
Previous work obtained ICE spectra by observing the appearance of a photo-ion 
signal while sweeping the core laser wavelength [15], We temn this a “flop-in” spectrum 
because the signal appears as the core laser sweeps through perak (or center) resonance.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9Ail photoions produced by the core excitation, regardless o f  their original Rydberg states, 
arrive at the detector at the same time and therefore are not separable. For a complicated 
mixture o f states this produces a spectrum where individual states are not identifiable. 
However, as the core laser creates photoions, it also depletes the population in the original 
Rydberg state(s). We observe this depletion as a reduction o f the Rydberg signal in an 
arrival time spectrum. The depleted signal plotted versus core laser wavelength is a “flop- 
out” spectrum because the SFI signal decreases as the core laser sweeps through center 
resonance. Since the flop-out spectrum is simply the inverse of the flop-in spectrum, it 
yields no additional information in itself. We apply the same theoretical fit to a flop-out 
ICE spectrum, and by varying the same five parameters identify the original Rydberg state. 
For a flop-in spectrum, all the photo-ions arrive at the detector at the same time. On the 
other hand, a flop-out spectrum is a derivation o f an SFI arrival time spectrum. The 
original Rydberg states, separated by field ionization threshold in the arrival time 
spectrum, are observed individually while sweeping the core laser. This convolution of the 
two detection techniques enhances the resolution o f either technique by itself.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 2 
Theory
2.1 Selective Field Ionization
In order to understand selective field ionization as a state identification tool, we must 
first examine how an externally applied electric field ionizes an atom. All equations in this
section are in atomic umts '  1 '  e = -------= h= me = 1 au
v 4^ o
unless otherwise specified.
Consider an atom with a single bound valence electron. In the absence of an external 
electric field, the potential felt by the electron, due to the atomic nucleus, is
rc = - ~  (2 .i)r
the light solid line, A, in Figure 2.1. If we apply an electric field along the z-axis, that 
potential is just
Vs =E z  (2.2)
(heavy dotted line, B, in Figure 2.1). The total potential felt by a bound electron after the 
application o f  an external electric field is then
10
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V = Vc +Vs = - - + E z  (2.3)
r
graphed in Figure 2.1 as the heavy solid line, C. Notice that with the application o f an 
external electric field, the potential is now skewed so that an electron of sufficient energy 
may escape (represented as the horizontal light dotted line in Figure 2.1). The energy 
required for the electron to break free (ionize) is simply the same as the value o f the 
potential energy at the saddle point (on the left side o f the graph in Figure 2.1).
Figure 2.1 The potential felt by the bound electron as a 
function of the distance from the nucleus, z. The three 
different curves show the A) Coulomb potential, B) Stark 
potential, and C) total (combined) potential.
The value o f the potential at the saddle point is
V = -2  4 E  (2.4)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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where E  is the magnitude of the applied electric field. Rearranging this yields the electric 
field necessary to overcome the coulomb potential binding the electron to the atom
V2E = —  (2.5)
4
Substituting for V the binding energy o f  the electron as a function o f  principal quantum 
number, n, yields
(2 6)
16/7
the lowest field required to ionize an atom in state n [16]. This is known as the classical 
field ionization threshold.
This treatment assumes that the eLectric field is already present. In practice, the 
electric field is ramped up slowly from zero. Since the field is slowly varying, the energy 
of each state is shifted slightly, higher or lower depending upon the surrounding states, in 
an adiabatic fashion, as in Figure 2.2. During an adiabatic shift, adjacent states do not 
cross, but experience avoided crossings. Because of this, an adiabatic shift preserves the 
energy ordering of states. Each state’s  field ionization threshold shifts slightly, bringing 
some states’ thresholds much closer together (for example, 35/, 37d, and 38p  in Figure 
2.2), while preserving energy ordering. This assumes that the rise time o f the electric field 
ramp is slow enough for the state to shrift adiabatically. The condition for a slow rise time 
is
1 d s  (A£j 
It dt h:
(2.7)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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where e is the energy shift and AE is the difference in energy between states at an avoided 
crossing. For a lab produced conventional voltage pulse, this condition will hold. An 
HCP, however, will not meet this condition.
Field Ionization Thresholds in Barium
C lassical Ionization Threshold
n:*;35: Manifold
•90
Energy
(cm *1) 38 p
n *  34 Manifold
34/
-100
3000 100 200
Field (V/cm)
Figure 2.2 The energy shifts of various states as an applied 
electric field is increased slowly from zero to the classical field 
ionization threshold. The gray regions (manifolds) are all the 
states, for a given n, o f high / (/ >4). Initially, these high I 
states are degenerate in energy, however, with an applied 
electric field they rapidly shift in energy away from each other.
The field ionization threshold of an atom is dependent upon its atomic state, so an 
externally applied electric field can serve as a state identification tool. For this purpose, 
we apply the electric field as a slowly varying ramp from zero field to a preset maximum. 
This maximum must be above the field ionization threshold for the sample Rydberg atoms 
to ensure ionization. When the ramp reaches the field ionization threshold o f  the Rydberg 
atom, an electron is ejected and driven to the detector. The electron’s arrival time at the 
detector depends primarily on the field ionization threshold, along the ramp, of the sample
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atom; the electron’s transit time is negligible. Thus, atoms with a lower field ionization 
threshold will ionize at a lower point on the electric field ramp and those ejected electrons 
will arrive sooner.
37d39d
38d
400 700 800200 300 500 600 900 1000
Arrival Time (ns)
Figure 2.3 The arrival times of various nd states for a peak field of 528 V/cm.
Higher n states (lower field ionization thresholds) arrive sooner than lower n states.
Also note that higher states are closer together in time.
Consider the example in Figure 2.3. Each peak is an individual arrival time spectrum 
of a pure nd state, where n varies from 37 up to 43. For simplicity, all are d  (1=2) states. 
Note that each state in the figure is an individual spectrum, and that all are plotted on the 
same arrival time graph. These states behave in a classical fashion, so their field ionization 
thresholds are consistent with equation (2.6). The maximum value of the electric field on 
the ramp is known, so the lowest detectable nd state (that is, the state with the highest
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field ionization threshold) is readily identifiable (31d in Figure 2.3). Since classical field 
ionization preserves the energy ordering between states, higher w’s have lower field 
ionization thresholds and occur at earlier times. In other words, each state’s ionization 
signal occurs on the arrival time plot in order o f decreasing n. Keeping the parameters of  
the field ionization voltage ramp fixed, the arrival time for each individual state is also 
fixed, and an unknown nd state is identified directly from this spectrum.
Selective field ionization (SFI) is not a completely effective state identification tool.
In the example o f Figure 2.3, only n varied, with / remaining fixed. This is a very idealized 
situation, since these states are very well resolved from each other. Also, each individual 
spectrum contained only a pure sample of Rydberg atoms prepared in a single state. A 
sample containing many different states presents a further complication. Finally, these 
states all behave in a very predictable fashion, so their identification is straightforward. 
Some states can exhibit behavior different from classical field ionization, greatly 
complicating their identification. In dealing with states that have similar field ionization 
thresholds, the time resolution of our apparatus limits accurate state identification.
First, consider states that behave in a hydrogenic fashion. In hydrogen, states shift 
diabatically with an applied electric field, not adiabatically as in the case above. Because 
these states do not exhibit the avoided crossings of the adiabatic case, as the field 
increases, they will continue to shift linearly in energy until ionization occurs. Therefore, 
energy ordering o f states is not preserved. Hydrogen is unique in that it always 
experiences a diabatic shifting of states in an electric field. States of a non-hydrogenic 
atom may experience a diabatic, adiabatic, or mixed shift in energy. This behavior
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depends very strongly on the time scale o f the applied electric field pulse. If the rise time 
of the electric field is slow, defined by (2.7), then the states will shift adiabatically.
It is also possible for states to exhibit a combination of both diabatic and adiabatic 
behavior [17]. For electric fields in the region between the first crossing/anticrossing,
E = -^-r, and the field ionization threshold, some o f the avoided crossings (adiabatic) may
3 n
behave diabatically. This would mean that the state could ionize through multiple paths 
(with different energies), so then this single state would have multiple field ionization 
thresholds. This would make accurate identification of this type o f state by selective field 
ionization impossible.
We have shown that a single state may have multiple field ionization thresholds. It is 
also possible for many different states to have nearly the same field ionization threshold. 
Because o f the adiabatic shifting o f  states as the electric field increases, different states 
(for example, 3 5 / 37d, and 38p  in Figure 2.2) come very close to each other in energy, so 
they ionize at nearly the same field. We cannot resolve states this close in ionization 
threshold from each other in an arrival time spectrum. Also, as the states get higher in 
principal quantum number, n, they get closer together in energy. For very high n values, 
we are not able to resolve separate states using selective field ionization. This is mainly 
due to the timing resolution of our detection method and, to a lesser degree, the speed of 
the voltage ramp.
Our experimental apparatus limits us in how finely we are able to resolve electron or 
ion arrival times. For ions, the most significant contribution to this inaccuracy is from the
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spatial extent o f our lasers and atomic beams. Due to the relatively large overlap region 
between the lasers and the atomic beam, Rydberg atoms are created over an extended 
spatial range (see Chapter 3). Consequently, when these Rydberg atoms ionize, the ions 
produced do not originate from a single point. This spatial variation results in an energy 
variation, producing a speed variation. It is this speed variation that broadens the arrival 
time signal. Signal broadening masks subtle differences between signals with similar field 
ionization thresholds. We keep the signal blurring to a minimum by tightly focusing the 
lasers and crossing them over as small a region as possible in the atomic beam (see 
Chapter 3). Electrons also experience this energy variation, except we assume that 
electrons, because of their low mass, have zero travel time. Since there is no travel time, 
there is no broadening o f the arrival time signal.
The travel time of the ions/electrons to the detector results in a small degradation o f  
time resolution. Our experimental setup can detect either ions or electrons, depending 
upon the bias direction o f the electric field ionization pulse. We have found that electron 
signals have better time resolution than ion signals. Because of their lower mass, the 
electrons accelerate out of the field region faster than the ions, so they are not affected by 
the changing electric field ramp. This results in a smaller velocity spread, and 
consequently a smaller signal width in an arrival time spectrum. For example, in Figure 
2.3, the FWHM of a signal is less than 50 ns. The ion signals for the same states with the 
same electric field ramp have FWHM of nearly twice that value. Thus, for selective field 
ionization, it is best to use an electron signal.
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2.2 Isolated Core Excitation
In a Rydberg excitation o f a barium atom, the second valence electron (core electron) 
remains unaffected. This allows us to use another laser (the core laser) to excite only that 
core electron, driving the atom into a well characterized autoionizing state. A high 
intensity sweep o f the core laser’s wavelength produces a spectrum uniquely characteristic 
of the autoionizing states and, more importantly, o f the original Rydberg state. We use 
this isolated core excitation spectrum to identify the original Rydberg state.
We begin a theoretical description of ICE spectra by examining the absorption cross 
section for a lifetime broadened state. This cross section is [18]:
a  = e2(0°D^ ------ — ----  (2.8)
3 f 0h c  ( 2 A c o t)  + 1
where £ > 1 2  is the dipole transition moment, (Do is the transition resonance, A&> is the 
detuning from resonance, and ris the radiative lifetime of the state. The radiative decay 
rate is [19]:
A = eW °D \ , (2.9)
3 7re0t£
Substituting the decay rate into the cross section yields:
2k c1 ez(olD,2, t 2k c1 At
~r(Dq 3ks0Y)C (2A<yr) +1 ^ 0  (2A^ut) +1
and since c = v/1 and coQ = 2kv0 ,
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cr =
At
2tt (2A<yr) +1
where X is the wavelength of the transition.
The radiative decay rate from state n to state ri is [20]:
1
(2.11)
_ 4 e2co3
rvt ~  , 33 Ixr 47ZSn
\r.\rot I (2 .12)
where rnn. is the dipole matrix element. The average oscillator strength is:
-r 2mj  y
J nn nl /  -«3h
ritm
rdm
m~-V
(2.13)
where f n.n is the absorption oscillator strength for the transition, and /, (//) is the initial 
(final) angular momentum [21]. Combining equations (2.12) and (2.13) yields:
A... =-2 e W 1 l^ r | 8;r2 ce2 i
me3 , 4kso_
\Jnn I ~ t 2 21 1 A me 4 n £ 0 .
2 / . + 1  ?
J  nn21 f  + 1
8n 2r.c (  2/. +1 ^
(2.14)
l 2 V 2 / / + 1 .
/
where/is the absorption oscillator strength, and rc is the electromagnetic radius of the 
electron in centimeters:
re =
1
me
-T = a  a0 =
0.529 x IQ'8 cm 
1372
= 2.82x10 13 cm (2.15)
Replacing/! in equation (2.10) with the expression in equation (2.14) yields the final form 
for the absorption cross section:
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(2.16)
21 + 1
where the degeneracy is —'■----- . In the case o f a core electron excitation from a 6s (/j=0)
21 f  + 1
initial state to a 6p (lf= 1) state the degeneracy is always j .
In an ICE transition to an autoionizing state, with the core laser driving the transition 
tuned to the resonance wavelength, the Rydberg electron is a spectator and remains in its 
original state. With the core laser wavelength tuned off resonance, there is a small 
probability that the core transition will still occur. By energy conservation, for this 
transition to take place the Rydberg electron must “shake” into another state n'l, where I 
remains essentially constant. The only thing that can affect /  during an ICE transition is 
configuration mixing, and this usually makes a very small correction to the transition 
moment. Changes in I may only be important when the main transition is abnormally 
small; near a zero or between resonances, for example. Then, the absorption oscillator 
strength, ^  is the ionic transition oscillator strength reduced by the overlap between initial
and final Rydberg states, r |« /)| • Furthermore, the Lorenztian line-shape,
 -----, is replaced by the density o f  autoionizing states, I Ar \2 [22], These
(2A c o t )  +1 1 1
substitutions into equation (2.16) yield:
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a  = nrtcxR'2 4 + 1  *
V 2// +1  .
K « - M 2 u -12V I (2.17)
•3 .where xR = 2nn is the classical Rydberg orbit period for a state with an effective 
quantum number n . The overlap factor for states with initial and final effective quantum 
numbers n* and n}, respectively, is [23]:
r . , , .
Tt
(2.18)
The autoionizing state density per unit o f effective quantum number, in the case o f  a single 
Rydberg series decaying to a single continuum is [24]:
N J = -
sinh k — cosh
I 2J
TT —
v 2 y
sin17t(n*f  + 8 f } + sinh2f  Y '7 t —  
v 2 j  j
(2.19)
where 8f  is the quantum defect of the autoionizing series, and y  is the FWHM o f the
autoionizing series in units o f n . Note that y  = — and at the resonant frequency coo,
2 K X
a / -  4 f .
For a total number or Rydberg atoms No, the number o f photoions produced upon 
exposure to a total (time) integrated photon flux o f <f> is:
W=N„(  1 - e - ® ) (2 .20)
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where cr is the absorption cross section o f equation (2.17). This expression holds as long 
as the autoionization rate is the dominant decay rate.
2 9d
491.5 492 492.5 493 493.5 494 494.5 495.5495
Wavelength (nm)
Figure 2.4 Example ICE spectra for three different pure Rydberg states. The fits for 
these spectra are provided by Equation 2.20, with the appropriate parameters for each 
state substituted from Appendix A. The total fluence for all three spectra is 3 mJ/cm2.
Both the overlap factor and density o f autoionizing states contribute to the major 
features of an ICE spectrum. The overlap factor gives the position of the zeros in a 
spectrum. A zero will occur when nf  = n] . The density o f autoionizing states gives the
position and asymmetry o f the peaks in a spectrum. Sample spectra, both data and fits, for 
three pure Rydberg states are shown in Figure 2.4. The wavelength range for all three
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spectra is the same. The 38<i and 29d  spectra have similar shapes, but the 38ct s spectrum 
has zeros (and peaks) that are spaced much closer together. This is characteristic o f states 
of the same /  but different n: the spacing of the zeros allows us to determine the principal 
quantum number. The shift in the zeros between the 29d  and 305 is small but still 
noticeable, since the two states have nearly, but not exactly, the same effective quantum 
number. The shapes and, more importantly, the drop off in satellite amplitudes are 
different between the two.
2.3 Combination of SFI and ICE
Both SFI and ICE have difficulty in identifying the individual components of a 
spectrum containing many states. Also, as we have shown, selective field ionization has 
the added difficulty that a state’s electric field ionization threshold is not unique to that 
state alone. Combining the two methods, we can separate states by electric field 
ionization threshold in the arrival time picture, and then accurately identify those separated 
states using ICE.
Using ICE alone, we cannot characterize a mixture containing many states. Using 
selective field ionization, however, we can take a mix o f many states and spread them in 
arrival time. Each of these individual signal peaks contains only a few states o f similar 
ionization threshold (see the vertical graph in Figure 2.5). We then analyze these separate 
signals using a modified form of isolated core excitation.
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Figure 2.5 The vertical graph on the right shows an arrival time spectrum for a 
mixed sample o f Rydberg states. The graph on the left depicts the ICE depletion 
spectra corresponding to selected arrival times. The labels at the far left identify the 
primary component o f each ICE spectrum.
Instead of looking at the appearance o f a photoion signal (autoionization due to the 
core laser excitation, or a flop-in signal), we examine the depletion o f an existing Rydberg 
state by the core laser (flop-out signal). This signal has the form
where the absorption cross section and total (time) integrated core laser flux are the same 
as in the flop-in case. This yields the same information as the photoion signal, zeros and 
satellite shape and drop-off, except now the states are spread out in the arrival time 
picture so that we can view each o f them individually as we sweep the wavelength of the 
core laser (see Figure 2.5). States with very similar thresholds (37^, 35f  and 38p)  are still 
not resolvable in an arrival time spectrum, but in the flop-out ICE picture we can easily
N  = (2 .21)
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identify them. If there is a mix o f state signals all arriving at the same time, we fit to the 
ICE spectrum using a simple linear superposition o f pure states.
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Chapter 3 
Experimental Apparatus
This chapter describes the experimental apparatus used for Rydberg atom preparation, 
HCP redistribution, core laser excitation, electron/ion detection, and data acquisition. The 
apparatus has four major components: the vacuum chamber, the laser systems, HCP 
production, and data acquisition system. The vacuum chamber contains the effusive 
atomic beam, field ionization plates, and microchannel plate detectors. The laser systems 
consist o f the two lasers for Rydberg atom preparation, as well as a third laser for core 
electron excitation. We produce the HCP using an amplified colliding pulse mode-locked 
(CPM) laser and a biased GaAS wafer located close to, but outside of, the vacuum 
chamber. Lastly, the data acquisition system consists of the timing electronics that control 
all the lasers, as well as the field ionization ramp generator, microchannel plate control 
electronics, and a commercial PC based digital oscilloscope. The following sections 
describe each o f these systems in detail.
26
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3.1 Vacuum System
The vacuum system provides an ideal environment for atom/laser interactions and 
subsequent electron/ion detection. The chamber itself operates at a pressure better than 
5.0x1 O'5 torr. A mechanical roughing pump brings the pressure in the chamber down to 
approximately 10‘3 torr, and an oil diffusion pump attached to the bottom of the chamber 
brings the pressure down to the 10'5 torr range. There is a pneumatic valve along the 
foreline between the diffusion pump and the rough pump. In the event of a power failure, 
this valve seals off the foreline, preventing oil from being siphoned up from the roughing 
pump into the vacuum chamber. The diffusion pump uses Dow Coming 704 diffusion 
pump fluid, a stable, silicon based oil, as its pumping medium to prevent cracking in the 
event o f an unexpected air venting. A thermocouple vacuum gauge provides a 
measurement of the foreline pressure, while an ion gauge provides a measurement o f the 
pressure in the main body o f the chamber.
Below the main body of the vacuum chamber (hereafter referred to as simply the 
vacuum chamber) is a barium oven that produces the effusive atomic barium beam (see 
Figure 3.1). At the center o f the oven are two stainless steel 3/i” Swagelok end blanks 
coupled together to form a closed cell. Within this cell is a small piece of metallic barium. 
A 1 mm hole in the face of one o f the blanks exposes the barium. Inserted into a recess 
around the small hole is a 2” piece of Vi” diameter stainless steel tubing to skim the atomic 
beam before it enters the interaction region. This tube extends out o f the oven assembly 
toward the center o f  the chamber through an insulating ceramic disk. Surrounding the cell
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Skim Tube
Upper Swagelok Blank
1 mm Hole
Barium
Lower Swagelok Blank
Figure 3.1 A side view o f the barium oven assembly. The 
dotted lines show the cavity formed between the two 
Swagelok blanks, along with the extension o f the skim tube 
into its recess in the body o f the oven. There is a 1 mm hole 
between the inner chamber and the skim tube recess.
is a NiCr wire threaded through a cylindrical piece o f  insulating ceramic. This, the heating 
element for the oven, has a resistance o f 4 Q. We can vary the current through the wire 
over a range up to 7 Amps, for a power of 196 W. If the current, and consequently the 
temperature, is too low, the oven’s aperture and skimming tube will clog, resulting in an 
atomic beam that is both spatially and temporally non-uniform. If the current is greater 
than 7 Amps, the lifetime of the heating element is greatly limited. We run the oven at 
approximately 4.5 amps (a power of 81 W), a current high enough to ensure atomic beam
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uniformity, but low enough to get the maximum lifetime out o f each oven assembly. We 
have no direct measurement of the temperature o f the oven.
Feedthroughs
Detector Assembly
:Ba /e'
Window
Back Screen
Atomic
Beam Window
Front Screen
Window
Figure 3.2 A schematic of the vacuum chamber (top view).
On either side o f the skimming tube, at the center o f the vacuum chamber, are the 
field ionization screens (see Figure 3.2). These screens are spaced 1.46 cm apart and are 
parallel to each other, with the atomic beam between them. The screens are constructed 
o f fine stainless steel mesh, etched with acid and then chrome plated. They are spot-
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welded to a stainless steel frame that allows them to retain their shape. Because o f their 
proximity to the atomic beam, over time the screens collect a significant amount o f barium 
that oxidizes on contact with air. Charge on this insulating oxide layer causes stray fields 
'within the interaction region. These stray fields produce a number of detrimental effects 
on the experiment: Stark shifting of both the original Rydberg state and the redistributed 
states, loss o f electron collection efficiency and a slight shifting o f the actual applied field 
ionization voltage ramp. To minimize these effects, we periodically clean the screens 
using a concentrated hydrochloric acid solution with a rinse in methanol. We apply the 
field ionization pulse to the front screen (the one farthest away from the detector 
assembly) via a high voltage vacuum feedthrough, while the rear screen remains grounded. 
The same pulse that field ionizes the atoms in the interaction region also drives the 
resultant electrons or ions toward the detector, depending upon the polarity o f  the pulse 
(see Figure 3.3). We are also able to apply a constant DC bias voltage to the front screen. 
The specific details o f the voltage ramp generator are in the Electronics and Data 
Acquisition section.
The last major component of the vacuum system is the microchannel plate (MCP) 
detector assembly. A subsection of the vacuum chamber contains this assembly, with a 
baffle to minimize contamination by stray barium atoms (see Figure 3.2). A hole in the 
baffle allows the electrons or ions to enter this section. The assembly consists o f two 
microchannel plates, a collector plate, and a voltage divider to provide each o f  these with 
the proper bias voltage. The microchannel plates themselves are both identical detector 
grade Galileo Corporation plates, 2.5 cm in diameter. Each plate provides a small signal
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gain factor o f  up to 104. A vacuum feedthrough provides voltage to the voltage divider, 
and another feedthrough provides access to the final electron signal from the collector. 
The Electronics and Data Acquisition section covers the external circuitry associated with 
the MCP biasing voltage, as well as the specific detector electronics.
To Detector Assembly To Detector Assembly
Ba+ Ions Electrons
Back Screen
Interaction
Region
Front Screen
Voltage
Pulse
Interaction
Region
Voltage
Pulse
~ L
(a) (b)
Figure 3.3 The field ionization screen assembly surrounding the interaction region. 
Figure (a) shows the pulse polarity for Ba+ ion detection. Figure (b) shows the pulse 
polarity for electron detection.
Two glass windows are set onto either side o f the vacuum chamber, perpendicular to 
the field ionization screens (see Figure 3.2). These allow the three lasers and the HCP
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pulse access to the interaction region within the vacuum chamber. They provide no 
attenuation o f the three lasers, but have no antireflective coating. The widow on the right 
in Figure 3.2 is quartz to allow UV light access to the interaction region. Although quartz 
is birefringent, there is an immeasurable (less than 5°) change in the polarization of the 
laser light passing through the window. There is also a large viewing window set into the 
front o f the chamber, parallel to the field screens, to assist in laser alignment.
3.2 Laser Systems
We prepare the sample o f Rydberg atoms through a two step laser excitation process. 
Both o f these lasers are custom built dye lasers of a modified Hansch design [25], using a 
prism beam expander in place of the telescope assembly. The third harmonic (355 nm) of  
a Quanta-Ray DCR-2 pulsed NdrYAG laser pumps both o f these dye lasers at a 10 Hz 
repetition rate. The first laser (resonance laser), tuned to 553.3 nm, excites the ground 
state barium atoms from the 6s2 LSo state to the 6s6p lPi state. This laser uses Rhodamine 
560 Chloride in methanol, and is not varied from this wavelength. The second laser 
(Rydberg laser), arriving a few nanoseconds after the first, uses Stilbene 420 in methanol 
as its gain medium. This laser is tunable over a wide wavelength range, and excites the 
barium atoms from the 6s6p *Pi state to a 6sns lSo or 6snd LD2 state, where n can vary 
anywhere between about 25 to 45. Both lasers are polarized horizontally to insure 
/Wfmar=0. These lasers cross in the atomic beam at a horizontal angle o f less than 5° 
relative to the ionization field. This angle produces a shift in relative polarization of less
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than 1%. The purpose o f the large angle crossing is to produce a small region of Rydberg 
atoms. We attenuate the resonance laser, and then collimate it to about 1 mm in diameter 
to minimize the scattered light in the chamber, reducing stray excited atoms. The Rydberg 
laser is also collimated, then sharply focused to a tight (less than 1 mm) beam waist 
through the interaction region. This produces a very high intensity beam, saturating the 
Rydberg transition, but also yields a small (less than 10 mm3) region o f Rydberg atoms.
Rydberg Laser 
Core Laser 
Resonance Laser
Figure 3.4 A schematic o f the crossing of the lasers in the interaction region 
(top view). The diagram is not to scale; dimensions are described in the text.
For the core transition, we use a Quanta-Ray PDL-1 dye laser (core laser) pumped 
with the third harmonic (355 nm) from a second Quanta-Ray DCR-2 pulsed Nd:YAG 
laser. This laser uses Coumarin 500 in methanol in both its oscillator and amplifier 
sections. It has a wide tuning range around 493.5 nm, and excites the second valence 
electron of the Rydberg atoms from the 6snl state to the autoionizing 6pv/i'l' state. A 
precision stepper motor rotates a grating within the laser cavity to vary the core laser 
wavelength. The data acquisition program, GWIN (discussed in the Electronics and Data 
Acquisition section), controls the rotation of this stepper motor. We timed the core laser
Front Screen
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pulse to arrive at the interaction region about 100 ns after either the Rydberg laser or the 
HCP. It is a sweep of this laser’s wavelength that produces an ICE spectrum. As with the 
resonance and Rydberg lasers, the core laser is horizontally polarized. The linewidth of  
the core laser is typically 0.5 cm'1, and the pulse duration is about 3 ns. The core laser is 
collimated, but not sharply focused in the interaction region. For an accurate ICE 
depletion spectrum, we must illuminate the sample of Rydberg atoms completely and 
uniformly. Non-uniform illumination yields an ICE spectrum that is a superposition of the 
spectra at the various intensities illuminating the sample. This type of spectrum is sharply 
peaked in the center and has satellites that drop off in amplitude at an irregular rate. To 
achieve uniform illumination, we inserted a telescope assembly with a pin hole aperture (as 
a spatial filter) at its focus in the path o f the core laser. This eliminated any irregularities 
in the core laser’s beam profile. To check for uniform illumination, we examined an ICE 
spectrum of a pure Rydberg state for uniform saturation.
3.3 Colliding Pulse Mode-Locked Laser and Half Cycle Pulse Production
We utilize a modified form o f a standard method of HCP production [26, 27], We 
illuminate a DC biased wafer o f GaAs with a short pulse of amplified laser light. This 
drives electrons into the conduction band, and the electric field rapidly accelerates them, 
producing a short, unipolar traveling electro-magnetic pulse. The GaAs wafer measures 
0.5 cm x I cm, and is located outside o f the chamber. The distance between the wafer and 
the interaction region is about 15 cm, with a 1 cm glass window allowing the HCP access
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to the vacuum chamber. We use no focusing optics or pulse shaping techniques [28, 29]. 
Others have used a pulsed bias voltage to achieve high peak voltages while avoiding 
breakdown, but we chose to use a DC bias voltage to reduce RF noise. The DC bias 
voltage is variable from zero up to a maximum of 3000 volts. Above 3000 volts, the 
wafer begins to break down and arc across its surface. The HCP has horizontal 
polarization.
The illuminating source for HCP generation is an amplified pulse from a colliding 
pulse mode-locked (CPM) laser. Our CPM laser is of conventional ring dye laser design 
with separate gain and absorber jets [30, 31, 32]. The gain medium is Rhodamine 6 G in 
ethylene glycol pumped by a small frame CW argon ion laser set for multi-line operation. 
Nominal pump power at the gain jet is 3 W. The absorber jet uses DODCI dye in ethylene 
glycol, with the concentration varied to optimize mode-locked operation. In short pulse 
mode, the total average power output o f the CPM is 5 mw in each arm, with a pulse 
repetition rate o f 100 MHz and a pulse duration of about 300 fs. These parameters yield a 
total energy per pulse of 5 x 10' 11 J. We directed one arm o f  the CPM laser into an 
autocorrelater, an optical multi-channel analyzer (OMA) and a fast photodiode. The 
OMA provides a view of the CPM laser’s wavelength spectrum, and the autocorrelater, 
described in the next paragraph, provides a measure of the CPM laser’s pulse width. The 
photodiode provides a synchronization pulse for the other components of the CPM 
system. We directed the other arm of the CPM laser through the amplifier chain.
We utilized a modified non-collinear autocorrelater for measurement of the CPM 
laser’s pulse width [33], For this method o f autocorrelation, the input pulse is split into
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two parts, one o f the parts is directed through a spatially variable time delay, and then 
both non-collinear beams are focused into a crossing within a non-linear crystal. Note that 
because the angles o f the two beams entering the crystal are different, neither beam is 
individually phase matched in the crystal. If both pulses arrive within the crystal (in this 
case, a thin piece o f  KDP) at the same time, their frequencies sum together, producing a 
pulse o f ultraviolet (UV) light, detectable with a photomultiplier tube (PMT). If the delay 
is such that the pulses arrive within the crystal at different times, no sum frequency light is 
produced. By using a micrometer translation stage to vary the delay, thus obtaining the 
time limits o f sum frequency generation, one directly measures the width o f  the CPM 
laser’s pulse. We have modified this system by placing a rotating thin (1 mm) glass plate 
in the path o f the two beams. The rotating glass provides a periodic time delay to both 
arms of the autocorrelater. We calibrated the delay due to passing through the glass by 
using the delay provided by the micrometer translation stage. By observing, on a 
oscilloscope, the PMT signal produced by the UV light as the two arms o f  the 
autocorrelater pass in and out of temporal alignment within the KDP, we obtain a direct, 
continuous measurement o f the CPM laser’s pulse width.
The CPM laser’s amplifier chain consists o f four amplifier stages, a saturable 
absorber, and an optical pumping source. The pump source for all four amplifiers is the 
second harmonic (532 nm) of a Quanta Ray DCR-2 pulsed Nd: YAG (the same laser that 
pumps both the resonance and Rydberg lasers). The signal from the photodiode in the 
other arm o f the CPM laser’s output allows synchronization of the Nd:YAG’s 10 Hz 
pulses to the CPM laser’s 100 MHz. The first amplifier stage uses Kiton Red 620 in
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distilled water and has a maximum amplification of 1000. The second stage uses 
Sulforhodamine 640 in methanol and has a maximum amplification o f400. After the 
second amplifier, a saturable absorber jet containing Malachite Green in ethylene glycol 
removes any amplified spontaneous emission (ASE) in the amplified beam. Both the third 
and fourth stages use Rhodamine 620 perchlorate in distilled water, producing a maximum 
amplification o f 2 0  and 5 respectively. Before each amplifier stage are a series of 
collimation optics to ensure that the CPM beam will completely fill the cell, maintaining 
beam uniformity. We collimate the amplified CPM laser beam and direct it to illuminate 
the biased GaAs wafer. Expansion of the beam to ensure illumination o f the entire wafer 
yields a energy density o f about 80 pJ/cm2. This is sufficient for saturation o f the GaAs 
[34]. Because we are operating in the optical saturation regime, we are able to control the 
magnitude o f the HCP by varying only the bias voltage. Saturation also ensures that 
variations in the energy of the amplified CPM beam will not cause variations in HCP 
intensity.
3.4 Electronics and Data Acquisition
This section describes the electronics associated with system timing (including 
Nd:YAG laser flash lamps and Q-switches), field ionization pulse generation and data 
acquisition. Most of these electronics are custom built or adapted within our group, and 
optimized for our specific applications. System timing is accomplished through the use of 
a timing box developed by Lei Zhou [35], Lei’s box provides the synchronization pulses
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for the NdrYAG lasers’ flash lamps and Q-switches at the appropriate voltage levels. It 
has adjustments to optimize the timing between flash lamp and Q-switch pulses to 
simultaneously maximize the output power of both lasers. In addition, the box provides 
auxiliary pulse outputs to trigger an oscilloscope and the field ionization pulse generator, 
as well as other subsystems. We use a commercial Quanta-Ray synchronizer to ensure 
that pulses from the Nd:YAG pump laser are timed to coincide with a single CPM laser 
pulse. The main trigger pulse to this unit comes from Lei’s box, while the synchronization 
signal from the CPM laser comes via a preamplifier from a fast photodiode.
The field ionization pulse generator (pulser) is located outside o f the vacuum chamber 
and supplies its signal to the internal screen via an MHV vacuum feedthrough. A signal 
from Lei’s box triggers the pulser to begin ramping its voltage 100 ns after the core laser 
arrives in the interaction region. The pulser generates a pulse through the use o f a small 
trigger transformer with a turn ratio of 1:20. We can adjust the voltage across the coil’s 
primary winding from 0 to 77 volts, producing up to a 1540 volt pulse on the secondary 
winding. This results in a maximum electric field of 1055 V/cm. This pulse is 2 to 3 ps in 
duration. Since its duration is long compared to the time scale o f our Rydberg atoms and 
laser pulses, it is more appropriately to term the “pulse” as a “ramp”. When applied to the 
screens surrounding the interaction region within the vacuum chamber, this voltage ramp 
provides both a means of field ionization and of driving the resultant electrons or ions 
toward the MCP detector. The polarity of the ramp is easily changed for electron or ion 
operation. Lastly, there is a biasing input on the coil’s secondary winding, allowing us to 
apply a constant DC field across the interaction region.
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The biasing o f the MCP assembly differs between the detection o f ions and electrons. 
For the detection o f Ba+, we hold the front o f the assembly at a high negative voltage and 
ground the back collector plate (see Figure 3.5). This causes the front microchannel plate 
to draw in the positive ions, producing a stream of electrons, and then drives the electrons 
towards the second plate. The second plate amplifies the first stream o f electrons, 
producing a second stream of electrons, and then drives these electrons into the collector 
plate. For electron detection, we ground the front of the assembly, and hold the rear 
collector plate at a high positive voltage (see Figure 3.6). The field ionization pulse drives 
the electrons into the front plate, producing a stream of electrons. The second plate, as 
with ions, multiplies these electrons, and the positive high voltage on the collector plate 
draws the final electrons. There is a capacitor in series with the output to block the high 
voltage. There are also two diodes connected between the output and ground to protect 
equipment further down the line against any transient high voltage that may come through 
the capacitor.
Signal
Collector Plate
Back MCP 
Front MCP
Figure 3.5 A schematic of the detector configuration for ion 
detection.
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Figure 3.6 A schematic o f the detector configuration for electron detection.
We used a Gage Compuscope for data acquisition and recording. The Compuscope 
is a digital oscilloscope plug-in board for an ISA slot in an IBM compatible personal 
computer. It provides two input channels (A and B), and an external trigger input. It has 
two modes of operation: single channel and dual channel. In dual channel mode, both 
channels A and B are active, but they each have a maximum sampling rate of 50 MHz. In 
single channel mode, only channel A is active, but the maximum sampling rate is doubled 
to 100 MHz. Due to the short time scale of the signals involved in this work, we operated 
exclusively in single channel mode. Typically our data sets are 1 ps ( 1 0 0  points, 1 0  ns per 
point) wide. An auxiliary output of Lei’s box provided an external trigger signal for the 
Compuscope. Before being sent into the Compuscope, we first conditioned the output 
signal with a small amplifier. We used a National Semiconductor number CLC5665IN
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low distortion current feedback operational amplifier. This amplifier was mounted on a 
National Semiconductor number CLC730013 multipurpose 8-pin Op Amp Evaluation 
Board in non-inverting gain configuration. In this state, the amplifier provided a voltage 
gain o f  30 with a bandwidth of 90 MHz. The purpose of the amplifier was twofold. First, 
to avoid MCP saturation, the initial signal size must be small (section 4.4 covers MCP 
saturation); the amplifier increases signal amplitude up to about 100 mV. Second, it 
limited the bandwidth of the signal to match the sample rate of the Compuscope and 
significantly attenuated any high frequency ringing on the signal line due to poor 
impedance matching.
The data acquisition program, GWIN written and compiled by William E. Cooke, 
controls all functions o f the Compuscope board and auxiliary stepper motors, as well as 
reading, preprocessing and storing data from the Compuscope board. The graphical user 
interface resembles an analog oscilloscope’s CRT screen, with a trace in the form o f a 
voltage versus time plot. GWIN provides all the adjustable parameters of a conventional, 
non PC based oscilloscope: time scale adjustment, voltage scale adjustment for both 
channels A and B, and trigger control functions. In addition, it provides features that are 
only possible in a PC based device including: storage of entire scope traces, both singly 
and continuously; three adjustable integration regions that store integrated signal values 
during a sweep; averaging over a variable number of traces; and control o f a stepper 
motor. For the data acquisition in this work, we stored the average of ten entire scope 
traces for each data point during a sweep of the core laser wavelength.
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Chapter 4 
Experimental Procedure
In the previous chapter, we presented a detailed description of the experimental setup. 
In this chapter we present the experimental procedure for obtaining mixed state ICE 
spectra. In addition to the actual procedure, this chapter describes core laser wavelength 
and intensity calibrations, HCP amplitude calibration, and an analysis of MCP detector 
saturation.
The experimental procedure for obtaining ICE spectra is, in practice, very 
straightforward. We prepared a sample o f Rydberg atoms in the interaction region 
through a two step excitation process. The first step is the resonance excitation from the 
ground 6s? state to the 6s6p state. For the second step, the Rydberg laser excites the atom 
from the 6s6p to either the 6sns or 6snd Rydberg states, depending on the wavelength of  
the laser. There are two methods available for identifying a pure Rydberg state: by 
electric field ionization threshold, or by fitting to an ICE spectrum. Since the atoms are in 
a pure state, our combined technique is not necessary. To identify a state by field 
ionization threshold, we must have an exact calibration o f the ionizing field. In addition, 
adjacent nd and ns states have very similar electric field ionization thresholds and are not
42
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resolvable on our equipment. Due to these two complications, absolute state identification 
by electric field ionization threshold is not possible. Fitting to an ICE spectrum, on the 
other hand, provides a method for exact state identification. Once we have positively 
identified a pure nd  or ns state, the micrometer dial position of the Rydberg laser’s tuning 
grating matches uniquely with that state. As long as there is no reconfiguration o f the 
Rydberg laser, future state identification requires only knowledge o f the dial position, with 
an occasional pure state ICE spectrum to insure there was no slippage o f the grating 
position.
After identification o f the pure state, we illuminate the sample with the HCP. This 
redistributes the known pure state into a mixture of a number of unknown states. At this 
point, careful selection o f the field ionization voltage is crucial. An excessively high 
voltage will ionize Rydberg states, however, they will be severely overlapping in the 
arrival time spectrum. An excessively low voltage will spread the states, by field 
ionization threshold, in the arrival time spectrum, but states with high thresholds will be 
lost. An appropriate field ionization voltage will ionize all constituent states, but will also 
resolve all thresholds. This is the first step to state identification: division by gross 
threshold.
The next step is taking the ICE spectrum by sweeping the core laser. Rather than 
observe the depletion o f a single peak, as with a pure state ICE spectrum, we observe the 
depletion across the entire arrival time spectrum. Since a single peak in an arrival time 
spectrum can contain a number o f different state spectra, we are able to obtain an ICE 
spectrum for each part o f the peak, characterizing the contribution o f each individual state
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to the overall signal. This is an overview of the data taking procedure. The following 
sections o f this chapter present the finer points in greater detail.
4.1 Timing
The timing between the various lasers, the HCP, and the field ionization pulse is 
critical to data acquisition. The effusive atomic beam is continuous, so it does not factor 
into the timing cycle. The pulse lasers, with the exception o f the CPM, operate at a 10 Hz 
repetition rate. Therefore, the following sequence o f  events occurs every 0.1 second.
Core
LaserRydbergResonance 
Laser f  f
HCP
Field Ionization 
Voltage Ramp
Time ►
Figure 4.1 A schematic diagram showing the relative timing, at the interaction 
region, between the laser pulses, HCP, and voltage ramp. The time axis is not to 
scale.
The CPM laser controls the overall timing for the entire system. The CPM laser 
pulses at a repetition rate o f 100 MHz and is not externally controllable. An electronic 
synchronizer synchronizes the 10 Hz pulses from the first Nd:YAG laser to the high
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frequency CPM laser pulses. This Nd:YAG laser pumps the resonance laser, Rydberg 
laser, and CPM amplifier chain.
The first laser to arrive at the interaction region is the resonance laser (see Figure 
4 .1 ). This laser is the beginning of the 10 Hz cycle. The Rydberg laser follows the 
resonance laser with a delay of less than 10 ns. The first Nd:YAG laser pumps both the 
resonance and Rydberg lasers, so we delay the Rydberg laser by increasing the distance 
the beam has to travel before illuminating the interaction region. Because o f the short 
lifetime o f the resonance laser excited 6s6p state, we kept this delay to a minimum, 
typically less than 5 ns.
The next event to occur at the interaction region is redistribution by the HCP (see 
Figure 4 .1 ). We skip this step if we desire a pure state. Illumination o f a biased GaAs 
wafer by the amplified CPM laser generates the HCP. The biasing o f the wafer is not 
pulsed, so it does not factor into the timing cycle. The first Nd: YAG laser pumps the 
optical amplifiers for the CPM laser. For optimal amplification, these pulses must be 
precisely synchronized to the CPM laser’s pulses. Redistribution must take place after the 
Rydberg excitation, so we apply a spatial delay to the amplified CPM laser beam. This 
results in the HCP illuminating the Rydberg atoms less than 20 ns after the Rydberg laser 
excites them.
The second Nd:YAG laser pumps the core laser. Lei’s box controls the timing of this 
laser, in addition to a significant spatial delay. The core laser illuminates the interaction 
region approximately 100 ns after the HCP. Approximately 100 ns after the core laser has 
passed, the pulser, also triggered by Lei’s box, begins to apply the field ionization voltage
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ramp across the interaction region (see Figure 4.1). It is vital that the voltage ramp begin 
after the core laser to prevent Stark shifting of the Rydberg atoms from occurring.
4.2 HCP Calibration
We measured the approximate intensity of the HCP by examining the photoionization 
of a Rydberg state. Our HCP is o f modest intensity, so it is only able to ionize a relatively 
high Rydberg state, with n greater than about 50. For this, we selected a high Rydberg 
state and, looking at an arrival time spectrum, varied the HCP bias voltage while 
examining the amount o f ionization. For calibration, we compared these results with those 
of Jones, et. al. [26] to establish a value for the peak field of our HICP. The ability to 
resolve only a single high n state yielded a peak HCP field for only a single bias voltage.
We tuned the Rydberg laser to a short wavelength to excite states o f high (greater 
than 45) n. Over this wavelength range the lasing efficiency o f StiLbene 420 is low, 
resulting in a reduction greater than a factor of ten in the Rydberg laser’s intensity. Since 
transitions to the weaker 6sns states are not observable at these reduced intensities, we are 
only able to excite 6snd states. Also, the spacing between Rydberg states for n greater 
than about 50 is almost as narrow as the laser linewidth, so selection o f a single state is 
difficult. To narrow the Rydberg laser, we passed its output through a 1 mm blue etalon, 
tuning it slightly to maximize the signal of the selected state. An ICE spectrum of this 
state revealed it to be 6s53d 1D2. A state of higher n was not resoWable, while lower 
states did not provide significant ionization with the relatively low intensity HCP
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Figure 4.2 Two arrival time spectra showing the fieldion signal (right, bold line) o f a 6s53d 
state, and a photoion signal (left, narrow line) after this same state is illuminated by a large 
(3000 V bias) HCP.
illumination. Figure 4.2 shows the arrival time spectra for two extreme cases of HCP 
illumination. On the right (bold line) is the signal due to the ions produced by the electric 
field ramp (field ions) o f  the 6s53d state with no HCP, and on the left (narrow line) is the 
photoion signal of the same state illuminated with a HCP produced with the maximum bias 
voltage (3000 V). Note that for the HCP illuminated case, there is no field ionization 
signal; all the Rydberg atoms have photoionized. We examined the same arrival time 
spectra for bias voltages o f 2500 V, 2000 V, 1500 V, 1000 V, and 500 V. Figure 4.3 
shows the ratio o f the time integrated photoion signal to the total overall signal. From this 
graph, we observe a clear, but wide, cutoff in photoionization, where a bias o f about 
1500 V produces about 50% ionization. There is some error to this analysis since 
increasing HCP intensity produces redistribution as well as ionization, so the total signal
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value may not take some o f these redistributed states into account. According to Jones,
_3
et. al. [27], for a 50% ionization rate, the electric field intensity scales as w* 2, where n 
is the effective quantum number. A 6s53d *D2  has a effective quantum number o f 50.3 
[28], so a 50% ionization o f  this state requires a HCP peak electric field of about 
1750 V/cm. This is the peak electric field for a 1500 V bias; this method does not yield a 
value for any other bias voltage.
0.8
*  0.6
esoc 0.4
0.2
0 500 1000 1500 2000 2500 3000
Bias Voltage (V)
Figure 4.3 A plot o f the ratio of photoion signal to total signal versus 
HCP bias voltage.
A measurement of the duration of the HCP presents a more complicated problem. 
Reliable detectors for far infrared (FIR) are both expensive and complicated. We chose to 
use the redistribution of the Rydberg atoms themselves as a detector. For the actual time 
calibration, we correlated the HCP with an amplified CPM pulse. A transient mirror 
allowed us to accomplish this correlation. A transient mirror is simply a wafer o f unbiased
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semiconductor that, when illuminated with a short laser pulse, becomes conducting, and 
therefore acts like a mirror. We use this as a transient shutter rather than as a mirror.
Figure 4.4 is a schematic o f  the transient mirror apparatus. The beamsplitter divides 
the CPM laser pulse into two separate arms. One arm continues on to illuminate the 
biased GaAs wafer for HCP generation. The other arm travels through a variable delay to 
illuminate the unbiased GaAs wafer, thus closing the “shutter”. Should the shutter close 
after the HCP has passed, there will be no change in the redistribution signal. Should the 
shutter close before the HCP has passed, it will block the HCP, producing no 
redistribution . The time scale o f the shutter engagement is less than 0.5 ps.
HCP CPM in
Mirror
Beamsplitter
Unbiased 
Translation GaAs 
Stage
* \  Biased 
GaAs
MirrorMirror
Figure 4.4 A schematic o f the transient mirror apparatus. The 
transient mirror itself is labeled Unbiased GaAs. Adjustment o f the 
timing o f the transient mirror arm is through the translation stage.
Figure 4.5 shows the redistributed signal size versus the delay of the transient mirror. 
The zero of the horizontal axis is arbitrary and only represents the approximate time when
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the two arms of the apparatus are of equal lengths. There are two prominent features to 
this data. First, there is a rapid cutoff spanning a delay range of about 5 ps. This 
translates directly to the main peak of our HCP having a width o f about 5 ps. Second, 
there is a. pronounced ring in the data that persists for a significant time after the main 
cutoff. The ring has an amplitude about three times smaller than the main signal’s, and has 
a period o f  about 15 ps. This indicates that this is not a purely unipolar HCP.
A limitation to this method is in the detection technique. We use the redistribution of 
a Rydberg state as a detector. Rydberg state redistribution does not directly measure the 
HCP amplitude, but rather only the amplitude o f the frequency component resonant with a 
specific transition. By reducing the later portions of the HCP, we are clearly not 
uniformly reducing all the frequency components o f the HCP. Consequently, this 
measurement has limited value for reconstructing the entire HCP waveform.
-10 ■5 0 10 20 255 15
Delay (ps)
Figure 4.5 The redistributed signal size as a function of transient mirror delay.
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4.3 Core Laser Intensity and Wavelength Calibration
In order to accurately fit our data to the theory, we must know both the intensity and 
wavelength o f the core laser precisely. Measurement o f the total core laser output does 
not provide an accurate measure o f the total photon flux driving the core transition. The 
beam waist o f the core laser is wider than the interaction region to ensure uniform 
illumination, so not all o f the core laser’s output power goes into driving a core transition. 
It is impossible to directly measure the total integrated photon flux driving the transition.
It is possible to indirectly measure the photon flux through a theoretical fit o f  a known 
ICE spectrum. We tune the Rydberg laser to a known 6sns or 6snd state and take an ICE 
spectrum o f it. Since this is a known state, its quantum defect (effective quantum number) 
and width, as well as the quantum defect of the autoionizing are established. The total 
number o f Rydberg atoms is an easily measured quantity, found by simply blocking the 
core laser and measuring total size of the field ionization electron signal. The only 
unknown parameter is the total photon flux. We simply vary the flux parameter to obtain 
a best fit by observation to the known data spectrum, establishing the flux parameter for 
all subsequent data sets in the same series. Figure 4.6 shows example fits to the ICE 
spectrum for a 6s29d state. The data for all three spectra are the same. The intensity 
parameter varies by about 50% between the three sample fits, with (b) being (empirically) 
the best fit. This shows the relative insensitivity o f the fit to small errors in the flux 
parameter.
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Figure 4.6 Three ICE spectra fits to the same data for three different total integrated flux 
parameters: (a) <t>=3.2 mJ/cm2  (b) <I>=2.2 mJ/cm2  (c) <I>=1.2 mJ/cm2. Trace (b) is the 
correct total flux.
For an ICE spectrum, the GWIN program sweeps the core laser wavelength via a 
stepper motor that drives a grating within laser cavity. There is a calibrated counter 
connected to the grating to provide a directly readable indication of its position, and 
consequently, the core laser wavelength. The stepper motor would occasionally slip by 
one or two steps, particularly after a power failure. To overcome this problem, we 
checked the zeros o f the stepper motor and counter against each other before and after 
every sweep. If a slippage did occur, that sweep was discarded. During the course o f this 
research, we found an inconsistency between the stepper motor position (or counter 
position) and the actual core laser wavelength. We employed two techniques to establish 
a connection between the motor position, counter position, and wavelength. In the first,
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we examined a number o f two photon excitations to states of known energy, establishing 
an absolute wavelength calibration at those points. In the second, we passed the core 
laser’s output through an etalon while sweeping the wavelength, establishing the linearity 
of the stepper motor and counter.
Table 4-1 Two photon excitation energies and wavelengths.
State Energy (cm'1) Wavelength in air (nm)
6 5 1 Is *D2 40483.580 493.88
6 ^1 2s lD2 40781.420 490.28
65135 lD2 41007.712 487.57
For the two photon excitations, only the core laser illuminates the barium atoms. The 
barium atoms are in the 6s2 ground state. A two photon excitation has a much lower 
probability than a single photon excitation, so the core laser was sharply focused in the 
interaction region to increase flux per unit area. Table 4-1 gives the energies and (air) 
wavelengths corresponding to the three states used in this calibration [29]. Note that the 
wavelengths in Table 4-1 are two photon wavelengths. The wavelengths o f these states 
are correct to within 0.4%. The first state, 6 s 1 Is at 493.88 nm, falls the nearest of the 
three to our sweep range. We will use these three states as fixed points for the calibration 
of the etalon sweep.
Our goal is to determine the shift over the entire sweep range of the core laser. We 
established the existence o f this shift through an etalon sweep. A Fabry-Perot etalon 
consists o f a pair o f parallel surfaces, coated to reflect over a narrow wavelength range 
and separated by a transparent material [30]. We diffused the core laser’s output and
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passed it through a 1 mm glass etalon. When the light passes through, the multiple 
reflections produce an interference pattern, a series o f light and dark fringes. As the core 
laser’s wavelength changes, light fringes appear whenever the laser’s frequency is an 
integer multiple o f the etalon’s free spectral range (FSR). We performed a series o f  
sweeps over the same wavelength range as the two photon study. All these sweeps were 
consistent with each other and produced fringes that did not shift from one sweep to the 
next. There was a nonlinear shift with respect to the frequency as determined from the 
wavelength counter reading, but the shift over the data range for our ICE spectra was 
linear. This shift was about 3%, making the effective stepper motor step size smaller than 
the actual value. We accounted for this shift in the theoretical ICE spectra fits by 
changing the stepper motor step size parameter in the theoretical fit.
4.4 Micro-Channel Plate Detector Saturation
The last effect covered in this chapter is that o f MCP saturation. The key point to our 
combined method o f state identification lies in the ability to separate states by field 
ionization threshold. This spreads their signals out in an arrival time spectrum, allowing us 
to analyze each one individually using ICE. Proper state identification assumes that the 
MCP detector has a linear response to all signals regardless of their order or relative 
timing. We have found that, for larger integrated signals, this is not the case.
A microchannel plate detector is an electron amplifier. It is composed o f an array of 
small cylindrical channels bored through a glass substrate, coated with a semiconducting
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material. In our case, these channels are 10 p.m in diameter, 0.43 mm deep, and have a 
spacing o f 12 pm. Each o f these channels acts like a small electron multiplier. A bias 
voltage along the channel produces a cascade o f electrons down the channel for every 
electron that enters. For our particular plates, the gain is 5.0xl03 for a 900 V bias (a 
typical bias voltage).
A typical mixed state arrival time spectrum contains multiple field electron peaks, all 
arriving within a narrow (less than 500 ns) time window. For large signals, the first peak 
will saturate the detector by depleting the available charge within the channels o f the 
MCP. This causes subsequent signals to experience a lower gain. In an ICE spectrum, as 
the core laser wavelength sweeps and the first signal peak depletes, the gain for all 
subsequent peaks will increase. This artificially increases their signal size, causing false 
structure to appear in their ICE spectra.
To eliminate this charge depletion problem, we greatly reduced the initial signal going 
into the MCP detector assembly. We accomplished this in two ways: by reducing the 
number o f available barium atoms in the interaction region, or by reducing the total flux of 
the resonance or Rydberg lasers. To reduce the total number o f atoms in the interaction 
region, we simply reduced the temperature of the oven. This has its limits, as stated in 
Chapter 3, since too low a temperature will cause the effusive atomic beam to become 
erratic. The second method is more practical, since to change the amount of signal, one 
simply attenuates the resonance or Rydberg lasers. Since the resonance laser, to a great 
extent, is already attenuated, we chose to attenuate the Rydberg laser. The only 
disadvantage to this second method is that the Rydberg laser will no longer be operating
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above saturation level, where the laser excites all available atoms in the interaction region. 
The final signal is then subject to the fluctuations of the Rydberg laser, producing about a 
20% shot to shot variation in signal intensity.
Even while operating in the unsaturated regime of the detector, there is still a 
significant effect o f  earlier signals on later signals. This is due to poor impedance 
matching between the MCP detector assembly and the amplifier. The characteristic 
impedance of the collector plate changes over a short period o f time, making it impossible 
to exactly impedance match the system. The input impedance o f  the amplifier is fixed at 
50 Q. This causes a ringing o f the signal, where a sharp positive signal peak produces a 
smaller, but linear, negative dip. Very often, this dip was located on the next signal peak. 
Because the magnitude of the ring is linearly dependent on signal size, we easily eliminate 
it during the preprocessing phase of data analysis.
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Chapter 5 
Data and Results
5.1 General Discussion
5.1.1 Overview
A typical set o f redistribution data consists of three parts: a pure state ICE spectrum, 
a set o f arrival time spectra for a core laser wavelength sweep, and the processed ICE 
spectra with a theoretical fit. The pure state spectrum, with a theoretical fit, yields a 
correct value for the core laser time-integrated flux driving the core transition, as 
discussed in Chapter 4. This value will be correct for all subsequent core laser sweeps, 
provided no changes are made to the core laser. In addition, this spectrum calibrates the 
Rydberg laser, positively identifying the initial Rydberg states.
We have studied HCP irradiation of two different classes of initial states: (1) 6sns,
‘So states, with 30<«<40; and (2) 6snd, ‘D2 states, with 30<«<40. In each case, we have 
examined the behavior under weak, moderate, and high intensity HCP. For the case o f  
weak HCP irradiation, we expect the results to be well described by perturbation theory, 
while the higher intensity transitions can introduce either multi-photon transitions, or
57
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
58
multi-step transitions. The 6sns, lSo initial states can only produce 6snp, u Pi final states 
as a result o f dipole transitions, while the 6snd, lD2  states can produce either 6snp, l,3P 
states or 6snf, 1,3F states. Consequently, the 6sns, lS0 states allow the simplest test of  
perturbation theory, while the 6snd, 'Di states allow us to test our method when many 
final states are produced.
5.1.2 Data Processing
The arrival time spectra are the actual (raw) scope traces that the GWIN program 
saved during a sweep of the core laser wavelength. Each saved trace is the average o f ten 
individual traces for each core laser wavelength step. Due to a slight impedance 
mismatch, each peak in the arrival time spectrum is followed by a ring. The ringing from 
the early peaks affect the following peaks, so they must be removed in order to obtain 
accurate results. Since the ring at a given point is linearly dependent upon the signal that 
preceded it by a fixed amount, we developed an Excel worksheet to calculate a weighted 
sum for each point in an SFI spectrum. For a given point No'on the SFI spectrum, the 
transform to remove the ring is:
N'q= N q+ 0.09N 3 -  0.02N_5 + 0.09N 7 + 0.05N  g (5.1)
where the Nx are points x away from the initial point. Figure 5.1 shows a typical, simple 
SFI arrival time spectrum before and after processing. Note that the ring after processing 
is reduced by a factor of five. All of the data displayed in this dissertation have undergone 
this preprocessing before analysis.
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Figure 5.1 A typical SFI arrival time spectrum before and after processing.
Trace (a) is the raw data, before processing, with a pronounced ring.
Trace (b) is the processed data. The dotted horizontal lines are the 
baselines for each spectrum. The vertical axis is the signal magnitude in 
arbitrary units.
The data for a single sweep o f the core laser is in the form o f an array with two 
dependent variables: arrival time in one direction, and core laser wavelength in the other. 
An SFI arrival time spectrum is a plot of the electron signal magnitude versus time. 
Typically, the raw SFI spectra for this work are 100 points long, with a scale of 10 ns per 
point. Sweeping the core laser adds a second independent variable dimension to the data. 
A typical core laser wavelength sweep contains 420 points, with the step size varying 
dependent upon the desired sweep range. To obtain the same amount o f structure, lower 
n states require a wider sweep range than high n states. Thus, a typical sweep of the core 
laser yields a 100 by 420 array of data points, for a total o f42,000 points. An ICE 
spectrum is a plot of the electron signal magnitude, at a particular arrival time, versus core
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laser wavelength. Each time position possesses its own unique ICE spectrum. Figure 5.2 
depicts the relationship between an arrival time spectrum and the corresponding ICE 
spectra. The vertical graph on the right is the SFI arrival time spectrum for a redistributed 
state. The arrows indicate the time position o f  the corresponding ICE spectra plotted in 
the graph on the left. Note that the ICE spectra vary considerably with time position. The 
label to the left o f the graph designates each ICE spectrum by the predominant state.
700
60032f
500
36p
400
30035d
200
37p
100
0493 494
Arrival Time 
(ns)
Wavelength (nm)
Figure 5.2 The vertical graph on the right shows an arrival time spectrum for a mixed 
sample o f Rydberg states. The graph on the left depicts the ICE depletion spectra 
corresponding to selected arrival times. All o f  the ICE spectra are a mixture o f two or 
more different states; the labels at the far left identify the primary component o f each ICE 
spectrum.
The ICE spectrum at a given time position is characteristic o f the state, or mixture of 
states, arriving at that time. The ICE spectrum for a mixture of states is a linear 
superposition o f the component states’ spectra. For a two state mixture, the ICE 
spectrum will be
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N  = Nxe~a' °  (5.2)
where, N \s  the total number of Rydberg atoms, M and N2 are the number of Rydberg 
atoms in each of the two states, ay and 0 2  are the cross sections for the two states, and the
flux parameter O is the same for both states. We normalize the signal by dividing through
by the total number o f Rydberg atoms, so equation (5.2) becomes
1 = c,e-0i 0  + c2e~a* * (5.3)
where c x and C2  are the fractional number o f atoms in either state to the total number of  
Rydberg atoms. We have not been able to fit to a spectrum containing more than three 
states due to the limitations of the signal to noise ratio of our data.
5.1.3 Perturbation Theory Calculations
According to perturbation theory, the population in a given final state is proportional 
to the product:
(5.4)
where fj. is an electric dipole transition moment, and E{oS) is the electric field driving the 
transition as a function of co. This separates the final state population dependence into the 
product of two independent factors. The transition moment depends only on the 
properties of the states involved; it makes no assumptions about the characteristics o f the 
electric field driving the transition. The electric field factor is totally independent of the 
properties of the atom.
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The electric dipole transition moment
(5.5)
where /> is the greater o f h or If, gives the relative probability o f a single photon transition, 
where and y/f  are the radial wavefunctions o f the initial and final states with
corresponding angular momentum quantum numbers /, and If The single photon selection 
rules require that AI = lf  — /,, = ±1.
These integrals are relatively easy to calculate using numerically integrated wave 
functions that have the correct energy. These wave functions are truncated at small r 
where the potential would deviate from a pure Coulomb potential, but this usually has 
very little effect on the matrix elements, since they weight the large r region. As a check, 
we have also calculated the oscillator strengths for each o f these transitions, since the 
oscillator strengths must satisfy the oscillator strength sum rule:
where f n.n is the oscillator strength of the transition from state n to state n ,  and Z is the
total number of electrons in the system. In our case, the value o f Z is 1. This then states 
that the sum of the oscillator strengths for all possible transitions from a given initial state, 
n, is one. The oscillator strength of a transition is simply the product of the electric dipole 
transition moment squared and the energy detuning between initial and final states.
(5.6)
ri
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5.2 Redistributed ns States
5.2.1 Low Intensity HCP Redistribution Results
First we consider HCP redistribution from a 6sns initial state. Redistribution from 
this state is a simpler case than from a 6snd state, since the HCP can only produce states 
of a higher /. For example, a single photon will drive a 6sns state into a 6sn'p state. To 
redistribute to states o f higher / requires a multiphoton transition. We will first examine 
the SFI arrival time spectra for various redistributions, interpreting these for redistributed 
state information. We then examine these same spectra using ICE, yielding more accurate 
information about the redistributed states.
Figure 5.3 shows four SFI arrival time spectra for HCP redistributed 35s, 37s, 38s, 
and 39s Rydberg states. The HCP for these spectra had a peak electric field o f 600 V/cm 
(with a 500 V bias on the GaAs wafer), as established by the HCP intensity calibration of  
Chapter 4. The large shaded region shows the position o f the original ns state. Starting 
with the state o f lowest n (35s), we see the HCP apparently drive the original state into a 
single state o f lower electric field ionization threshold (to the left of the original state).
The ratio between the integrated signal intensities o f the redistributed state and the 
remaining original state appears to be slightly less than 1:1. As the n o f the initial state 
increases, the relative size of the redistributed state reduces linearly. For a 39 d  initial 
state, the ratio between the sizes of the redistributed and original state peaks is less than 
1:10. This behavior is counterintuitive, since the transition rate should increase, not 
decrease, with increasing n. In addition, we see a second redistributed state at a lower
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electric field ionization threshold in the 37d  spectrum. SFI leads us to believe (incorrectly) 
that this state is not present in any o f the other spectra. ICE, on the other hand provides 
an accurate identification of these states.
37 s
0 100 200 300 400 500
Arrival Time (ns)
Figure 5.3 SFI arrival time spectra for a series of ns initial states 
redistributed by a 600 V/cm HCP (500 V bias). The label on the 
right specifies the original (before redistribution) Rydberg state. 
The shaded region shows the arrival time o f the original states. 
The magnitude scaling (vertical axis) of each individual spectrum 
is arbitrary.
Looking at the depletion along each o f these SFI signal peaks while sweeping the 
core lasers yields an ICE spectrum for each of these unknown states. This allows precise 
state identification. Figure 5.4 presents the same arrival time spectra as Figure 5.3, except
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now each signal peak is labeled with ranges o f identified states. For the 35s  spectrum, we 
find, as expected, that the signal at the original state position is composed entirely of the 
original ns state. The single redistributed signal peak, however, is the sum of two different 
states’ peaks. The lower threshold side of the peak (left) is composed o f about 40% 34d  
and 60% 35p. The high threshold side (right) is composed entirely o f the 35p  state. As 
we move up in n, we find that the second redistribution peak in the SFI picture is not a 
new state, but simply the (n-\)d  state that has separated in electric field ionization 
threshold from the np state. The np state remains, but, with increasing n, moves closer to 
the threshold o f the ns state. For high n, such as the 395 redistribution, the np peak has 
shifted far enough in the SFI (arrival time) spectrum to almost completely overlap the ns 
peak. Using SFI as the sole state identification tool does not provide identification of the 
overlapping states of both the 355 and 395 redistributions. In addition, the shifting to later 
arrival times o f the np peak under SFI is misinterpreted as simply a reduction in the size of 
that signal.
From the above data, we see that the single photon transition from an initial ns state 
to an np final state dominates redistribution for this HCP intensity. The two photon 
transition to an (n-\)d  final state makes up less than 10% of the final state mixture for any 
of the initial ns states in Figure 5.4; however, that state can seem overly important, when it 
provides a discrete satellite. The data does not show any transitions to an n’p  state where 
r&ri. We use perturbation theory to see if the experimental results are consistent with 
theory.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
66
—34 d  —
—  ---- 35/) —?T— 355-
37 s-----37p — ----- 37s
 38p  — 38 5
— 39p 39s—39s
0 100 200 500300 400
Arrival Time (ns)
Figure 5.4 The arrival time spectra of Figure 5.3 with all signal peak ranges 
identified using ICE analysis. The regions indicated by the bar labels signify 
the ranges over which the given states are identifiable above the noise level o f  
the corresponding ICE spectra. Note in the 395- spectrum, the small feature to 
the left o f the main peak did not have an identifiable ICE spectrum.
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5.2.2 Low Intensity HCP Calculations
The only allowed transition from an ns initial state is to an n'p final state. It is 
instructive to examine transition moment as a function o f principal quantum number. 
Figure 5.5 is a plot o f  the scaled electric dipole transition moment squared versus An,
• - 4
where An = nf —ni . The scale factor is nt and normalizes the transition moments for a
given An. Figure 5.5 shows that the transition rate is a maximum when An is zero («f = n{) 
and exhibits an obvious asymmetry, favoring transitions to lower n. Figure 5.5 also shows 
that the only other significant transition is for An = — 1. All other transitions are less than 
1%.
Scaled
l.E+00
l.E -o i-
1.E-02--
1.E-04--
l.E-05
-10 ■5 0 10
An=ns-ni
Figure 5.5 For ns to n'p transitions, a plot o f the scaled electric dipole transition 
moment squared (logarithmic scale) versus An.
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Table 5-1 presents the normalized squares of the electric dipole transition moment for an 
initial ns state (rows) to a final n'p state (columns). Since we are primarily interested in 
relative, rather than absolute, transition rates, the values are normalized to the largest 
transition moment in this set ([39s to 39p). As shown in Figure 5.5 above, for a given ns 
initial state, the largest transition moment is to the np state, where the initial and final n are 
the same. The next largest transition is from an ns to a (n-l)p. This transition is down by 
a factor o f 4-6 from the primary transition. Since all other transitions to n'p final states 
have a relative transition moment less than 0.01, we have only included the largest two in 
Table 5-1. Once again note that electric dipole transition moments above make no 
assumptions about the frequency of the electric field.
Table 5-1 The normalized squares of the electric dipole transition moments for an initial 
ns state (rows) to a final n'p state (columns). Normalization is to the largest transition in 
the set (39s to 39/?). A  dash indicates the normalized transition moment is less than 0.01.
s\p 31 32 33 34 35 36 37 38 39 40
32 0.10 0.38 - - - - - - - -
33 - 0.11 0.44 - - - - - - -
34 - - 0.12 0.51 - - - - - -
35 - - - 0.13 0.59 - - - - -
36 - - - - 0.14 0.68 - - - -
37 - - - - - 0.13 0.79 - - -
38 - - - - - 0.01 0.15 0.88 - -
39 - - - - - - 0.01 0.16 1.00 -
The energy detuning between two states is the difference between their energies,
AE = Ef —Ei . Table 5-2 presents the energy detunings for the relevant initial ns and final
n'p states o f Table 5-1. The detunings, for a given initial state, represented by a dash are
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larger in magnitude than the shown values. Table 5-3 presents the oscillator strengths for 
the two strongest transitions. The column on the far right contains the sum of the two 
oscillator strengths for a given initial state. This sum is one, to within 20%, for all initial 
states. This indicates that these transitions are, in fact, the only relevant transitions, and 
that rates of all other transitions are minimal.
Table 5-2 The energy detuning for a final rip  state (columns) from an initial ns state 
(rows) in units o f  cm'1.
s\p 31 32 33 34 35 36 37 38 39 40
32 -7.6 2.7 - - - - - - - -
33 - -7.0 2.3 - - - - - - -
34 - - -6.5 1.9 - - - - - -
35 - - - -5.9 1.7 - - - - -
36 - - - - -5.5 1.4 - - - -
37 - - - - - -5.2 1.1 - - -
38 - - - - - -11.0 -4.7 1.0 - -
39 - - - - - - -10.1 -4.4 0.9 -
Table 5-3 The oscillator strengths for relevant transitions. The column on  the right 
contains the sum o f  the oscillator strengths for a given initial state.
s\p 31 32 33 34 35 36 37 38 39 Sum
32 -3.66 4.82 - - - - - - - 1.16
33 - -3.61 4.75 - - - - - - 1.13
34 - - -3.55 4.68 - - - . - 1.12
35 - - - -3.56 4.70 - - - - 1.13
36 - - - - -3.56 4.67 - - - 1.11
37 - - - - - -3.26 4.22 - - 0.96
38 - - - - - - -3.40 4.39 - 1.00
39 - - - - - - - -3.37 4.28 0.91
Observing the single photon transitions in Figure 5.4, the most obvious feature is the 
lack of transitions to the (n-\)p states. Only transitions to np are present. Looking at the 
energy detunings in Table 5-2, the smallest energy detuning for an ns to (jn-\)p transition
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is 4.4 cm'1. This indicates that the electric field driving the transition (the HCP) contains 
very few high frequency components above 4.4 cm'1. In addition, for the observed 
transitions, the rate appears to drop off with increasing n. This is counterintuitive, since 
the transition moment increases with increasing n. This indicates that low frequency 
components o f the electric field are also smaller. Before continuing with an analysis of 
this effect, it is instructive to first examine the redistribution data for the 1200 V/cm HCP, 
since this data set contains a wider range of ns initial states.
5.2.3 Moderate Intensity HCP Redistribution Results
Figure 5.6 displays the SFI arrival time spectra for redistributed initial states 32s 
through 39s. The HCP peak electric field in these cases was 1200 V/cm. The labels inline 
with each spectrum indicate the composition o f each signal peak. One notable feature in 
the SFI spectrum is the double peak structure in the 32s signal. ICE reveals that both of 
these peaks have an exclusively 32s character. This indicates that the 32s state, in this 
case, field ionizes over two different paths, resulting in two different field ionization 
thresholds. Proper identification o f this state requires ICE analysis, since SFI would 
indicate the presence of two different states.
The most notable difference between the 600 V/cm HCP redistribution and the 
1200 V/cm redistribution is the increase in the ratio o f redistributed states to remaining 
original state with increasing HCP intensity. O f particular interest is initial state 355. For 
a 600 V/cm HCP, this ratio is about 1:1, but for a 1200 V/cm HCP, this ratio increases to
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Figure 5.6 SFI arrival time spectra for a series of ns initial states redistributed by a 
1200 V/cm HCP (1000 V bias). The label on the right specifies the original (before 
redistribution) Rydberg state. The regions indicated by the bar labels signify the ranges 
over which the given states are identifiable above the noise level of the corresponding 
ICE spectra.
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nearly 3:1. With increasing n, this ratio remains at about 3:1 for the stronger HCP, while 
dropping to about 1:3 for the weaker HCP.
Consider only the single photon transitions, ns to n'p. Consistent with the 600 V/cm 
HCP redistribution, the only observable ns to n'p transitions in our data are for n=n'. 
Table 5-4 presents the ratio o f the size o f the np signal to the size of the remaining ns 
signal as a function o f n. A more instructive measure is this ratio divided by the transition 
moment squared. This scaling removes any dependence of the data on the transition 
moment. Figure 5.7 presents a plot of the scaled ratio versus the energy detuning between 
initial and final states. These transition rates exhibit a clear energy dependence. The 
figure shows that the electric field driving the transition (the HCP) has severely attenuated 
high and low frequency components, with a peak frequency of about 1.4 cm'1.
5
4
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Figure 5.7 For ns to np transitions, a plot of the observed transition rate, 
scaled by the relative electric dipole transition moment squared, versus the 
magnitude o f the energy detuning between initial and final states.
•  •
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Table 5-4 The ratio of the np signal to the ns signal as a function o f n.
n 32 33 34 35 36 37 38 39
Ratio 0.5 0.7 0.7 2 3 0.7 0.5 0.5
5.2.4 High Intensity HCP Redistribution Results
Lastly, we examine the redistribution o f  ns initial states by a HCP with a 1800 V/cm 
peak electric field (1500V bias voltage). Figure 5.8 shows the SFI spectra for the 32s,
32s— 32s — ,
34P _ - 3 4 s  —>
\  33d  r \  /
34s
35s
0 100 200 300 400 500
Arrival Time (ns)
Figure 5.8 SFI arrival time spectra for a series o f ns initial 
states redistributed by a 1800 V/cm HCP (1500 V bias). 
The label on the right specifies the original (before 
redistribution) Rydberg state. The labels inline with the 
spectra are the ICE identification results for each signal 
peak.
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34s, and 35s initial state redistributions. The labels inline with the spectra are the ICE 
identifications o f the respective signal peaks. The 34s and 35s peaks also contain 10% and 
20% 30h and 31 h, respectively. The 32s signal again exhibits the double peak structure, 
discussed in the analysis of Figure 5.6. It is difficult to distinguish between ns and (n-4)f 
states in an ICE spectrum. Because o f  this, and the presence o f higher / states in these 
spectra, it is likely that the ns signal peaks also contain a significant (>10%) amount of 
( « - iy  character. The lower threshold peaks in each of the three spectra in Figure 5.8 are 
all composed o f about 70% np character and 30% (n-\)d  character for each corresponding 
ns initial state. The proportions o f np to (n-l)d  are significantly higher for this HCP 
intensity than for either of the two previous HCP intensities, indicating the increased 
likelihood o f a two photon transition.
5.3 Redistributed nd states
5.3.1 Moderate Intensity HCP Redistribution Results
It is not necessary to examine low intensity HCP redistribution of 6snd initial, since 
moderate intensity HCP redistribution o f these states is still in the perturbative regime.
We now examine a series of 6snd initial states redistributed by an HCP o f moderate 
intensity. This presents a more complex problem than redistribution from an ns initial 
state, since the HCP can drive single photon transitions up or down in /. In addition, 
multiphoton transitions may produce states o f high /.
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Figure 5.9 SFI arrival time spectra for a series o f nd  initial states redistributed by a 
1200 V/cm HCP (1000 V bias). The label on the right specifies the original (before 
redistribution) Rydberg state. The labels inline with the spectra are the ICE 
identification results for each signal peak.
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Figure 5.9 presents a series of SFI arrival time spectra for a series of nd initial states 
redistributed by an HCP. The HCP in this case had a peak electric field of 1200 V/cm 
(1000 V bias). Note that the (n+l)5 and (n-3)h (or other high / signals) overlap. As with 
the ns redistributions, the (n+l)p signal overlaps the nd signal for low n. As n increases, 
the (n+\)p  signal shifts to higher relative field ionization thresholds until it overlaps the 
(w+l)j position.
For single photon transitions, the selection rules require that an nd initial state may 
only transfer to an n’p  or r if  state. Once again it is instructive to plot the electric dipole
0-4
transition moment, scaled by ni , versus An. Figure 5.10 and Figure 5.11 present these
plots for n'p and r i f  final states, respectively. For nd to rip  transitions, we see the 
strongest transition is for An=l, with a sharp asymmetry favoring An>0 transitions. For 
nd to r if  transitions, we see the strongest transition is for An=-3, with a sharp asymmetry 
favoring An>-3 transitions. The normalized squares o f the electric dipole transition 
moment for an initial nd state to final states r if  and rip  are in Table 5-5 and Table 5-6, 
respectively. Normalization is to the same transition moment as Table 5-1. Scaled 
transitions o f less than 0.01 are represented by a dash. From the figures and the tables, we 
see that only two transitions dominate, with the others reduced by at least an order of 
magnitude.
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Figure 5.10 For nd to n’p  transitions, a plot of the scaled electric dipole transition 
moment squared (logarithmic scale) versus An.
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Figure 5.11 For nd to r if  transitions, a plot of the scaled electric dipole 
transition moment squared (logarithmic scale) versus An.
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Table 5-5 The normalized squares o f the electric dipole transition moment for an initial nd 
state (rows) to a final n'p state (columns). Normalization is to the same transition as 
Table 5-1. A dash indicates a value o f  less than 0.01.
d\p 31 32 33 34 35 36 37 38 39 40
30 0.28 0.07 - - - - - - - -
31 - 0.32 0.08 - - - - - - -
32 - - 0.37 0.10 - - - - - -
33 - - - 0.41 0.12 - - - - -
34 - - - - 0.46 0.14 - - - -
35 - - - - - 0.52 0.17 - - -
36 - - - - - - 0.58 0.20 0.01 -
37 - - - - - - - 0.64 0.24 0.01
Table 5-6 The normalized squares o f the electric dipole transition moment for an initial nd 
state (rows) to a final r if  state (columns). Normalization is to the same transition as Table 
5-1. A dash indicates a value o f less than 0.01.
w 27 28 29 30 31 32 33 34 35 36
30 0.23 0.11 - - - - - - - -
31 - 0.26 0.13 - - - - - - -
32 - - 0.30 0.15 - - - - - -
33 - - - 0.34 0.17 - - - - -
34 - - - - 0.38 0.20 - - - -
35 - - - - - 0.44 0.22 0.01 - -
36 - - - - - - 0.49 0.25 0.01 -
37 - - - - - - - 0.55 0.28 0.01
Table 5-7 gives an overview o f the single photon transitions from the above data set. 
Listed are the magnitudes o f the final states relative to the remaining initial state for each 
spectrum. Again, a more instructive quantity is this ratio divided by the electric dipole 
transition moment squared. This allows us to examine the energy (frequency) dependence 
of the distribution. To fully understand the character of these transition rates, we must 
first examine the energy detunings between initial and final states. Table 5-8 and
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Table 5-9 present the energy detunings for an initial state nd  (rows) and final states n'p 
(columns) and r i f  (columns), respectively. Only the values corresponding to the most 
significant transition moments o f Table 5-5 and Table 5-6 are shown. All other values 
(represented in the tables by a dash) for a given initial state, nd, will be larger in magnitude 
than those shown.
Table 5-7 The magnitude of the rip  and r if  redistributed state signals relative to the 
amount o f remaining nd  initial state.
Initial State Final State Relative Quantity
30 d 31 p 0.1
27r 0
3 Id ... 32p 0.4
2 U 0
33 d 34p 1.0
30 f 0
34 d 35p 1.0
31/ 0.2
35 d 3 6p 1.0
32 f 0.2
36d 37p 0.6
33/ 0.6
31d 38 p 0.6
34/ 0.7
Table 5-8 The energy detuning for a final rip  state (columns) from an initial nd  state 
(rows) in units o f  cm'1.
d\p 31 32 33 34 35 36 37 38 39 40
30 -2.6 7.7 - - - - - - - -
31 - -2.4 6.9 - - - - - - -
32 - - -2.2 6.1 - - - - - -
33 - - - -2.1 5.5 - - - - -
34 - - - - -2.0 4.9 - - - -
35 - - - - - -1.9 4.4 10.2 - -
36 - - - - - - -1.8 4.0 9.2 -
37 - - - - - - - -1.7 3.5 8.4
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Table 5-9 The energy detuning for a final r i f  state (columns) from an initial nd state 
(rows) in units o f cm'1.
<V 2 7 2 8 2 9 3 0 3 1 3 2 3 3 3 4 3 5 3 6
3 0 - 3 . 4 7 . 0 - - - - - - - -
3 1 - - 3 .1 6 .3 - - - - - - -
3 2 - - - 2 .8 5 .7 - - - - - -
3 3 - - - - 2 .6 5 .1 - - - - -
3 4 - - - - - 2 .3 4 . 7 - - - -
3 5 - - - - - - 2 .1 4 .3 10.1 - -
3 6 - - - - - - - 2 . 0 3 .9 9 .2 -
3 7 - - - - - - - - 1 .8 3 .5 8 . 4
3
Scaled 2 
Observed 
Transition 
Rate
0
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3
Energy Detuning (cm'1)
Figure 5.12 For nd to (n+\)p transitions, a plot of the observed transition 
rate, scaled by the relative electric dipole transition moment squared, versus 
the magnitude o f the energy detuning between initial and final states.
Consider the nd to (n+l)p transitions. Figure 5.12 presents the observed transition 
rate, scale by the transition moment squared, plotted versus the magnitude of the energy 
detuning. As we decrease in energy detuning, the transition rate becomes significant 
starting at about 2.4 cm'1. The transition rate peaks at an energy detuning of about 
2.2 cm'1 and then drops off slowly with decreasing energy detuning. Comparing this to 
the ns to np transitions o f Figure 5.7, we see a similar cutoff for high energy detunings, in
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addition to a cutoff at low energy detunings. However, the peak in the scaled observed 
transition rate is slightly different between the two graphs.
Also o f  interest are the nd to (n-l'rftransitions. These cover a somewhat wider 
energy detuning range than the (n+l)p  transitions. Figure 5.13 is a plot of the transition 
rates, scale by the transition moment squared, versus the energy detunings. For the 
1200 V/cm data set, there are no observable nd to (n-3)f transitions with an energy 
detuning greater than 2.3 cm'1 in magnitude. This presents a clear cutoff for the high 
frequency components for the HCP. For smaller energy detunings, the transitions to 
(«-3)/"are increasing with decreasing energy detuning. The smallest energy detuning in 
this set is -1.8 cm'1, so again we do not observe the drop off at lower energies 
(frequencies).
2
Scaled 15 
Observed 
Transition 
Rate o. 5
0
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 3.25 3.5
Energy Detuning (cm*1)
Figure 5.13 For nd to (n-3 ^ transitions, a plot of the observed transition 
rate, scaled by the relative electric dipole transition moment squared, 
versus the magnitude of the energy detuning between initial and final states.
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Comparing the energy detunings for the above sets of data, we see a clear cutoff in 
the observed transitions. Transitions with an energy detunings greater than about 2.3 cm'1 
have significantly lower, or nonexistent, rates than transitions with smaller detunings. This 
corresponds to a frequency of 69 GHz, or a period of 14.5 ps.
5.3.2 High Intensity HCP Redistribution Results
For completeness, we present spectra for a series of 6snd initial states redistributed by 
an HCP with a peak electric field intensity o f  1800 V/cm. Figure 5.14 shows these spectra 
with each signal peak labeled with its ICE identified component states. The main peaks in 
each o f these spectra are composed o f about 70% nd signal and 30% (n+ 1 )p signal. HCP 
redistribution o f Rydberg states higher than «=34 resulted in mixtures o f many (greater 
than five) states. The combined ICE spectrum of this many states will have no discernible 
features, resulting in the individual states being unidentifiable. Because o f this, the data 
set o f Figure 5.14 only covers lower n initial state redistributions.
The HCP o f Figure 5.14 is of a much larger intensity that that of the redistributions 
o f Figure 5.9, so it produces an increased amount" of redistribution for most single photon 
and multiphoton transitions. The fraction o f ([n+l)p redistributed states to nd  initial state 
is about 0.4 for all o f these spectra. In addition, in the 34 d  spectrum, we observe a small 
amount o f redistribution to the 3 6p state. This is an allowed, but less likely, single photon 
transition. There is a slight increase in the amount o f redistribution to the (n -3 tf  states,
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however it appears as if the high frequency components of the HCP required to drive 
these transitions are still significantly smaller than the lower frequency components.
30 d
31 d31 d  
32p
32 d  
33p
32 d
 31/
31A
34 d
-35p -j
0 100 300200 500400
Arrival Time (ns)
Figure 5.14 SFI arrival time spectra for a series of nd initial states 
redistributed by a 1800 V/cm HCP (1500 V bias). The label on the right 
specifies the original (before redistribution) Rydberg state. The labels inline 
with the spectra are the ICE identification results for each signal peak.
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The appearance of nh states in these spectra deserves special consideration. The 
initial assumption would be that these states are attained through a three photon 
excitation. However, the probability of a three photon excitation is extremely low 
compared to a single photon excitation. In addition, if this were true, we should see 
clearer evidence o f the intermediate two photon excitations in our spectra. There is a 
more likely explanation for the appearance o f these high / states in our redistributions. 
States of a given n, with 1=3 and greater are very close in energy to each other and to the 
manifold. A small electric field, such as that produced by a charge build up on the field, 
ionization screens, will easily mix these states through a Stark interaction. This gives the 
lower / states (such as 1=3) high I state character. Therefore, the HCP does not drive the 
nh transition directly, but it is a mixing of states that produces the appearance o f nh peaks 
in the spectra.
5.4 HCP Considerations
To better understand the above distributions, we require a characterization of the 
frequency nature o f our HCP. The transient mirror discussion of Chapter 4 indicated that 
the HCP had a width of about 5 ps. Those results also hinted at a significant ring, or tail, 
to the HCP with a period o f about 15 ns.
We model the electric field as a function of time of an ideal HCP as a sech2 function
(5.7)
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where Eo is the peak electric field of the HCP, tQ is the time of the peak o f the pulse, and 
a0 determines the width o f the HCP. Figure 5.15 is a plot of this HCP model, with the 
peak electric field normalized to one. The width o f the pulse is set to be about 5 ps, 
consistent with our measured value. The pulse is offset from zero by 12.5 ps.
Normalized 0 8 
Electric 0.6 
Field 04 
(arb. units)
0.2 
0
0 5 10 15 20 25 30 35 40
Time (ps)
Figure 5.15 A sech2 model of an ideal HCP with a width o f about 5 ps. 
The magnitude of the peak is normalized to 1.
2000
Intensity 1500 
(arb. units) 100Q
500 
0
0.00 2.00 4.00 6.00 8.00 10.00
Frequency (cm'1)
Figure 5.16 The Fourier transform o f the 5 ps HCP.
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To examine the frequency dependence o f this function, we make use o f a fast Fourier 
transform. Figure 5.16 shows the Fourier transform of the 5 ps ideal HCP. The vertical 
scale is the relative intensity, and the horizontal scale is the frequency in units of cm'1. 
There are two notable features in the frequency composition o f the ideal HCP. First, the 
intensity is centered about zero frequency. Second, the intensity drops monotonically with 
increasing frequency. By the time the frequency gets to 2.0 cm'1, the intensity has 
dropped by a factor greater than two. At 4.0 cm'1, the frequency has dropped by an order 
of magnitude.
The results for our data are not consistent with an ideal HCP. We observe a high 
frequency cutoff of around 2.3 cm'1 similar to the ideal HCP frequency spectrum, 
however, we also observe a drop in intensity for low frequencies. This indicates that the 
frequency spectrum of our HCP is not centered about zero, but is instead centered about 
1.5 to 2.0 cm'1.
The most probable cause for this is in the delivery of the HCP to the interaction 
region. The width of the GaAs wafer generating the HCP is 0.5 cm. This is on the order 
o f the wavelength of the HCP itself. The wafer acts as an aperture, diffracting the 
outgoing HCP. Figure 5.17 depicts the diffraction due to an aperture o f 2w0. The 
diameter o f the diffracted beam is given by
r f  >2 \
1 +
z
V \.z s j 7
where
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7TWQ
(5.9)
with X being the wavelength of light incident on the aperture. The intensity o f the HCP, 
after diffraction is then
noting that this is the intensity as a function o f frequency. Thus, shorter wavelengths will 
propagate normally, while higher wavelengths will be diffracted.
Figure 5.18 is a plot o f the Fourier transformed HCP of Figure 5.16, diffracted 
according to equation (5.10). The spectrum is no longer centered about zero, but is 
shifted to higher frequencies. This is more consistent with the observed redistribution 
effects than the ideal HCP. Also note that the peak intensity, in the frequency domain, is 
reduced by almost two orders of magnitude from the undiffracted case. Figure 5.19
(5.10)
2w0 2  W
Figure 5.17 A diagram depicting the diffraction due to an 
aperture o f diameter 2w0.
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shows the inverse Fourier transform o f the diffracted HCP of Figure 5.18. Note that the 
peak field intensity is reduced by only a factor of 2 from the undiffracted case. Also note 
that the width of the pulse has only slightly spread in time.
0.3 
0.25
Intensity 0.2 
(arb. units) o.!5
0.1 
0.05 
0
0.00 2.00 4.00 6.00 8.00 10.00
Frequency (cm'1)
Figure 5.18 The Fourier transform of an ideal HCP, scaled by the 
diffraction angle.
l
0.8
Intensity q.6 
(arb. units)
0.2 
0
0 5 10 15 20 25 30 35 40
Time (ps)
Figure 5.19 The inverse Fourier transform of the diffracted HCP, 
centered about t=0.
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As a final consideration of the nature of our HCP, Jones, et. al. [31] have shown that 
the structure of the HCP as a large, unipolar main pulse, followed about 10 ps later by a 
negative pulse about one fifth as high. We model this pulse as in Figure 5.20. The width 
of the main pulse again matches our measured 5 ps, and the time between the main pulse 
and ring is scaled appropriately.
l
Normalized 
Electric 05 
Field 
(arb. units) o
-0.5
0 20 40 60 80 100
Time (ps)
Figure 5.20 An HCP with a pronounced negative ring.
0.12
0.1
Intensity 0.08 
(arb. units) 0 06
0.04
0.02
0
0
Figure 5.21 The Fourier transform, including diffraction effects, o f  
an HCP with a negative ring.
.00 2.00 4.00 6.00 8.00 10.00
Frequency (cm'1)
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Again, we examine the Fourier transform o f the pulse to examine its frequency 
structure. Figure 5.21 shows the Fourier transform of the HCP with negative ring, 
allowing for diffraction. The negative tail has resulted in significantly increased structure 
over the entire frequency range. Again note the pulse is centered about 2.0 cm'1, but this 
time possesses a number of local maxima and minima. We do not have the resolution in 
our redistribution spectra to resolve these fine features. This leads us to believe that we 
need a significantly better understanding of the structure of our HCP to properly analyze 
its effects on Rydberg atom redistribution.
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Chapter 6 
Conclusions and Future Work
Half cycle pulse redistribution o f atomic Rydberg states presents an interesting
physical problem in both experiment and theory. The short duration of an HCP (on the
order o f a picosecond) allows it to act for only a fraction o f the classical orbit time for a
Rydberg electron. The weakly bound outer electron o f a Rydberg atom allows an HCP
with a modest peak electric field (less than 2000 V/cm) to drive the atom into many
different states. A major obstacle, however, in the study o f this phenomenon has been the
difficulty in accurately identifying the redistributed states. Traditionally, these states were
identified using selective field ionization alone. SFI has serious limitations in accurately
characterizing a complicated mixture of states including: 1) different states having similar
field ionization thresholds, and 2) states that follow multiple adiabatic and diabatic paths
to field ionization. State identification using isolated core excitation alone also has
difficulty in properly characterizing a mixture of many different states, since the mixed ICE
spectrum will be a linear superposition of the individual states’ spectra, blurring any fine
structure. We developed a method combining selective field ionization with isolated core
excitation. This method allows us to separate a mixture o f states according to field
91
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ionization threshold, and then identify these separated states, either singly or in groups of 
less than four, using ICE spectra. As evidenced in the preceding work, this new method 
was successful in identifying HCP redistributed Rydberg states in barium for a principal 
quantum number, «, between 30 and 40.
We examined HCP redistributed states for both ns and nd initial states. Single photon 
perturbative transitions were dominant for modest (less than 1500 V/cm peak electric 
field) HCP intensities. From these transitions we were able to determine the frequency 
distribution, after transmission to the interaction region, o f our HCP. In doing so, we 
discovered some physical improvements that could be made to the experimental apparatus, 
including: 1) placement o f the HCP generator closer to the interaction region, 2) use of a 
larger area GaAs wafer to reduce diffraction effects, and 3) increased power and improved 
beam quality o f the amplified CPM beam.
Full characterization o f the half cycle pulse is a vital first step to future research. 
Transient mirror autocorrelation can provide an accurate measure o f the temporal 
characteristics o f the HCP, but only if this technique is coupled with a detection system 
that is not frequency dependent. Future work should also try to minimize the ring, or tail, 
on the HCP through the use of a second transient mirror.
In addition to characterizing the HCP, steps must be taken to insure that it reaches the 
interaction region unaltered. Primarily, this involves installing the HCP generator inside 
the vacuum chamber, reducing the transmission effects through the relatively long distance 
between the generator and the interaction region. Increasing the size o f the GaAs wafer
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will also reduce diffraction effects. In addition, providing a more uniform and intense 
amplified CPM pulse to the generator will decrease noise in the spectra.
After the improvement and characterization o f the HCP, the next step is to increase 
the number o f  initial Rydberg states studied, and at more varied HCP intensities. Recently 
we have gained the ability to directly excite np Rydberg states through a single photon 
excitation from the 6s2 ground state. Redistribution from these states will confirm the 
information gained from the ns to np and nd  to np transitions. This, in addition to 
studying the redistribution over a wider range of initial states, will allow for a better 
mapping o f  the frequency structure of the HCP.
Through the development of the improved state identification tool, combining SFI 
and ICE, this study has laid the groundwork for future HCP redistribution experiments. In 
addition, we developed techniques for HCP production, transmission and analysis 
applicable to future work.
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Appendix A
Table A-l Quantum defects of the initial 6snl states for «=20 to 45, with references.
n 6sns lS0 6snp lp i 6snd lD2 6snfv¥z 6sng lG4
20 4.19066 3.77325 2.69403 -0.33235 0.05219
21 4.19517 3.78327 2.70043 -0.23259 0.05143
22 4.19737 3.79218 2.70629 -0.16308 0.04742
23 4.19937 3.81348 2.71402 -0.11575 0.06116
24 4.20096 3.82089 2.72055 -0.08304 0.02731
25 4.20164 3.83081 2.73292 -0.05967 0.04054
26 4.20342 3.84158 2.89375 -0.04221 0.05804
27 4.20461 3.85334 2.50858 -0.02972 0.04465
28 4.20467 3.86537 2.61435 -0.01909 0.04583
29 4.20469 3.87735 2.64750 -0.01045 0.05607
30 4.20849 3.89066 2.66138 -0.00394 0.04664
31 4.20658 3.90336 2.67002 0.00103 0.02705
32 4.18404 3.91604 2.67583 0.00537 0.02758
33 4.17979 3.93019 2.67710 0.00874 0.01332
34 4.17765 3.94387 2.67861 0.01142 0.00390
35 4.18211 3.95669 2.68300 0.01616 -0.01197
36 4.18515 3.97024 2.68483 0.01538 -0.00927
37 4.16679 3.98335 2.68456 0.01741 -0.00658
38 4.18240 3.99674 2.68434 0.01995 -0.01630
39 4.18639 4.01226 2.68826 0.02108 -0.00214
40 4.17209 4.02238 2.68384 0.02167
41 4.17155 4.03468 2.68328 0.02172
42 4.17205 4.04738 2.68322 0.02254
43 4.17025 4.05800 2.68917 0.02050
44 4.16558 4.07194 2.67982 0.01965
45 4.17418 4.07960 2.68519 0.02153
Ref. [32] P31 [32] . [33] [34]
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Table A-2 The quantum defects and scaled linewidths of the relevant autoionizing states,
with references.
/ Quantum Defect Scaled Linewidth Ref.
0 4.3 0.1 [35]
1 3.68 0.03 T361
2 2.8 0.14 [37]
3 0.22 0.32 [381
4 0.02 0.048 [38]
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Appendix B
This appendix presents the ICE spectra o f the pure ns and nd states. In each plot, 
the thin line is the measured spectrum, and the thick line is the theoretical fit. The core 
laser fluence in all cases was 2 mJ/cm2. All o f the theoretical fits were applied using the 
parameters in Appendix A. The ns state ICE spectra are shown first, followed by the nd 
state ICE spectra.
32s
491.5 492 492.5 493 493.5 494 494.5 495 495.5
Wavelength (nm)
Figure B. 1 An ICE spectrum of a pure 32s state.
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33s
492 492.5 493 493.5 494 494.5 495
Wavelength (nm)
Figure B.2 An ICE spectrum o f a pure 33s state.
34s
492 492.5 493 493.5 494 494.5 495
Wavelength (nm)
Figure B.3 An ICE spectrum o f a pure 345 state.
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35s
492.5 494493 493.5 494.5
Wavelength (nm)
Figure B.4 An ICE spectrum o f a pure 35s state.
3 6s
492.5 494493 493.5 494.5
Wavelength (nm)
Figure B.5 An ICE spectrum o f a pure 36s state.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
99
37s
494.5492.5 493 493.5 494
Wavelength (nm)
Figure B.6 An ICE spectrum of a pure 37s  state.
3&y
492.5 493 494.5493.5 494
Wavelength (nm)
Figure B.7 An ICE spectrum of a pure 38s  state.
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39s
492.5 493 493.5 494 494.5
Wavelength (nm)
Figure B.8 An ICE spectrum of a pure 39s state.
30 d
491.5 492 492.5 493 493.5 494 494.5 495 495.5
Wavelength (nm)
Figure B.9 An ICE spectrum o f a pure 30 d  state.
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31 d
492 492.5 493.5 494 494.5 495493
Wavelength (nm)
Figure B. 10 An ICE spectrum of a pure 3 Id state.
32 d
492.5 493.5 494492 493 494.5 495
Wavelength (nm)
Figure B. 11 An ICE spectrum of a pure 32d  state.
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33 d
492 492.5 493.5 494493 495494.5
Wavelength (nm)
Figure B. 12 An ICE spectrum of a pure 33d  state.
34 d
492.5 493 493.5 494 494.5
Wavelength (nm)
Figure B. 13 An ICE spectrum of a pure 34d  state.
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35 d
492.5 493 493.5 494 494.5
Wavelength (nm)
Figure B.14 An ICE spectrum of a pure 35d  state.
3 6d
492.5 493 494493.5 494.5
Wavelength (nm)
Figure B. 15 An ICE spectrum o f a pure 36d state.
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37d
492.5 493 493.5 494 494.5
Wavelength (nm)
Figure B. 16 An ICE spectrum of a pure 31 d  state.
38 d
492.5 493 493.5 494.5494
Wavelength (nm)
Figure B. 17 An ICE spectrum of a pure 3 8d  state.
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