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Synchronization in large-scale nonlinear
network systems with uncertain links
Amit Diwadkar Umesh Vaidya
Abstract
In this paper, we study the problem of synchronization with stochastic interaction among net-
work components. The network components dynamics is nonlinear and modeled in Lure form with
linear stochastic interaction among network components. To study this problem we first prove the
stochastic version of Positive Real Lemma (PRL). The stochastic PRL result is then used to provide
sufficient condition for synchronization of stochastic network system. The sufficiency condition for
synchronization, is a function of nominal (mean coupling) Laplacian eigenvalues and the statistics of
link uncertainty in the form of coefficient of dispersion (CoD). Contrary to the existing literature on
network synchronization, our results indicate that both the largest and the second smallest eigenvalue
of the nominal Laplacian play an important role in synchronization of stochastic networks. Robust
control-based small-gain interpretation is provided for the derived sufficiency condition which allow
us to define the margin of synchronization. The margin of synchronization is used to understand the
important tradeoff between the component dynamics, network topology, and uncertainty characteristics.
For a special class of network system connected over torus topology we provide an analytical expression
for the tradeoff between the number of neighbors and the dimension of the torus. Similarly, by exploiting
the identical nature of component dynamics computationally efficient sufficient condition independent of
network size is provided for general class of network system. Simulation results for network of coupled
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oscillators with stochastic link uncertainty are presented to verify the developed theoretical framework.
I. INTRODUCTION
The study of network control systems is a topic that has received lots of attention among the
research community lately. There is extensive literature on this topic involving both deterministic
and stochastic network systems. Among various problems, the problem of characterizing the
stability of estimator and controller design for linear time invariant (LTI) network systems in
the presence of channel uncertainty is studied in [1], [2]. A similar problem involving nonlinear
and linear time varying dynamics is studied in [3], [4], [5], [6]. The results in these papers
discover fundamental limitations that arise in the design of stabilizing controller and estimator
in the presence of channel uncertainty.
Another important problem in the study of network systems is that of synchronization of
the individual systems interacting over a network with stochastic interactions among network
components. Passivity-based tools are used to study the stability problem for deterministic net-
work systems in [7], [8]. Synchronization of interconnected systems from input-output approach
has been studied in [9] and shown to have applications in biological networks. These tools
provide a systematic procedure for the analysis and synthesis of deterministic network systems.
Synchronization of identical nonlinear systems over networks with stochastic link failures was
previously studied by the authors in [10]. Master stability function was used to obtain stochastic
variational stability in [11]. Without assumptions on nonlinearity, the authors were able to provide
a necessary condition based on individual system characteristics like Lyapunov exponents and
variance of link uncertainty. In this paper, under passivity assumptions on the system dynamics
and nonlinearity, we aim to provide a sufficiency condition for synchronization of nonlinear
systems over a network with stochastic links. Stability analysis using passivity-based tools
for analysis of stochastic systems with additive uncertainty models is studied in [12], [13].
Robustness of synchronized and consensus states to deterministic or stochastic uncertainty has
been studied in [14], [15], [16], [17], [18]
In this paper, we combine techniques from passivity theory and stochastic systems to provide a
sufficient condition for the synchronization of stochastic network systems. Stochastic uncertainty
is assumed to enter both multiplicative and additive in system dynamics. We first prove a
stochastic version of the Positive Real Lemma (PRL) and provide an Linear Matrix Inequality
(LMI)-based verifiable sufficient condition for the mean square exponential stability of stochastic
system. An important feature of the stochastic PRL is that the uncertainty enters multiplicatively
in the system dynamics. This sufficient condition is then applied to study the problem of synchro-
nization in network of Lur’e systems with linear but stochastic interactions among the network
subsystems. The derived sufficient condition is function of individual component dynamics,
network topology captured by the eigenvaues of the nominal Laplacian, and characteristics
of stochastic uncertainty captured by coefficient of dispersion (CoD). The CoD is defined as
a ratio of variance to mean of a random variable and it indicates the amount of clustering
behavior in the random variable. A distinguishing feature of the derived sufficient condition is
that both the largest and the second smallest (Fiedler eigenvalue) eigenvalues of the nominal
Laplacian play a crucial role. The Fielder eigenvalue is well-known in graph theory literature as
an indicator of algebraic connectivity of a graph and has been shown to play an important role
for problem involving consensus and synchronization in literature. However, to the authors best
knowledge, this is the first theoretical demonstration of the role played by the largest eigenvalue
of the nominal Laplacian on synchronization, where this eigenvalue plays a role because of the
stochastic nature of the network dynamics. Similar influence of the largest eignevalue of the
Laplacian is shown computationally in [19]. The largest eigenvalue of the nominal Laplacian
captures the number of hub nodes and with larger number of hub nodes in the network uncertainty
can propagate faster making it difficult to synchronize. We will elaborate on the significance of
the largest eigenvalue of the nominal Laplacian on synchronization in section V-B. Using the
results from robust control theory, small gain theorem-based interpretation is provided for the
derived sufficiency condition. The small gain theorem-based interpretation is used to define the
margin for synchronization. We provide LMI-based condition for computing the synchronization
margin. The synchronization margin play an important role to understand tradeoff between the
network component dynamics, network topology, and CoD. In particular for network system
with nearest neighbour topology we show that there exists a optimal number of neighbors for
which the synchronization margin is largest. This signifies the fact that for network system
with uncertainty having too many neighbours is as detrimental to synchronization as having too
little neighbours. Furthermore for a special class of torus network [17], we provide analytical
expression to understand the tradeoff between the number of neighbours and the dimension of
the torus. Similar results involving limitations and tradeoff for torus networks are derived in
[17], [18], [20], [21] for the case of linear time invariant network systems. By exploiting the
identical nature of component dynamics we also provide sufficient condition independent of
network size for synchronization thereby making the condition attractive from the point of view
of computational.
The rest of the paper is structured as follows. In section II-A we formulate the general
problem of stabilization of Lur’e systems with parametric uncertainty and prove the main
results on the stochastic variant of Positive Real Lemma. The problem of synchronization is
formulated and solved using the stochastic variant of PRL in section III-A. In sections IV and
V, we discuss synchronization problem on torus networks and provide computationally efficient
sufficient condition for synchronization respectively. Simulation results are presented in section
VI followed by conclusions in section VII.
II. STABILIZATION OF UNCERTAIN LUR’E SYSTEMS
In this section, we first present the problem of stochastic stability of a Lur’e system with
parametric uncertainty. The uncertainty is modeled as an independent identically distributed
(i.i.d.) random processes. The main result of this section proves the stochastic version of the
Positive Real Lemma.
A. Problem Formulation
We consider a Lur’e system, which has parametric uncertainty in the linear system dynamics.
The uncertain system dynamics are described as follows:
xt+1 = A (Ξ(t))xt −Bφ(yt, t) + vt, yt = Cxt (1)
where, x ∈ Rn, and y ∈ Rm, φ(yt, t) ∈ Rm is a nonlinear function, and, vt ∈ Rn is zeros mean
additive noise vector with covariance Rv. B ∈ Rn×m and C ∈ Rm×n are the input and output
matrices. The state matrix A (Ξ(t)) ∈ Rn×n is uncertain, and the uncertainty is characterized
by Ξ(t) = [ξ1(t), . . . ξM(t)]T , where ξi(t)’s for i ∈ {1, . . . ,M} are i.i.d. random processes with
zero mean and variance σ2i , i.e., E[ξi(t)] = 0, E[ξi(t)
2] = σ2i , and E[ξi(t)ξj(t)] = 0 for i 6= j.
The schematic of the system is depicted in Fig. 1. We make the following assumptions on the
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Fig. 1: Schematic of the system with parametric uncertainty.
nonlinearity φ(yt, t)
Assumption 1: The nonlinearity φ(yt, t) is a monotonic non-decreasing function of yt such
that, φ>(yt, t) (yt −Dφ(yt, t)) > 0.
The system, described by (1), encompasses a broad class of problems like stabilization under
parametric uncertainty, control and observation of Lur’e system over uncertain channel [22],
and network synchronization of Lur’e systems over uncertain links. Next, we state and prove
a stochastic version of the Positive Real Lemma and successively use the result for network
synchronization. The stochastic notion of stability that we use is the mean square exponential
stability [23] and is defined as follows:
Definition 2: The system in Eq. (1) is mean square exponentially stable if ∃ K > 0, and 0 <
β < 1, and L > 0, such that
EΞ ‖ xt ‖2≤ Kβt ‖ x0 ‖2 +LRv, ∀ x0 ∈ Rn. (2)
where, xt evolves according to (1).
Remark 3: The above definition of mean square exponential stability holds for systems with
additive noise. In case the additive noise is absent, the above definitions will reduce to the more
familiar definition of mean square exponential stability [23], [22], [3], where L = 0.
B. Main Results
The following theorem is the stochastic version of the Positive Real Lemma providing sufficient
condition for the mean square exponential stability of the stochastic Lur’e system, described by
(1).
Theorem 4: Let Σ = D +D> and AT (Ξ(t)) = A(Ξ(t))−BΣ−1C. Then the uncertain Lur’e
system in (1) is mean square exponentially stable if -
1) there exist symmetric positive definite matrices P and RP such that Σ−B>PB > 0 and,
P =EΞ(t)
[
A>T (Ξ(t))PAT (Ξ(t)) + A
>
T (Ξ(t))PB(Σ−B>PB)−1B>PAT (Ξ(t))
]
+ C>Σ−1C +RP (3)
2) there exist symmetric positive definite matrices Q and RQ such that Σ−CQC> > 0 and,
Q =EΞ(t)
[
AT (Ξ(t))QA
>
T (Ξ(t)) + AT (Ξ(t))QC
>(Σ− CQC>)−1CQA>T (Ξ(t))
]
+RQ +B
>Σ−1B (4)
Proof: Please refer to the Appendix section for the proof.
The generalized version of stochastic Positive Real Lemma, as given by Theorem 4, is now
specialized to the case of structured uncertainties. In particular, the structured uncertainties are
assumed to be of the form A(Ξ) = A +
∑M
i=1 ξiAi, where {ξi}Mi=1 are zero mean i.i.d. random
variables, the mean value having been incorporated in the deterministic part of the matrix given
by A. The state and output equation for uncertain system becomes,
xt+1 =
(
A+
M∑
i=1
ξiAi
)
xt −Bφ(yt, t) + vt, yt = Cxt (5)
The matrices Ai, adjoining to the uncertainties, could be pre-determined or could be designed
depending on the problem. For instance, the results developed in [22] are for the scenario, where
the matrix Ai is controller gain. The following Lemma simplifies the generalized stochastic PRL
to study the mean square exponential stability of system described by (5).
Lemma 5: The system, described in (5), would be mean square exponentially stable if there
exists a symmetric matrix P > 0, such that Σ−B>PB > 0 and,
P = A>0 PA0 + A
>
0 PB(Σ−B>PB)−1B>PA0 + C>Σ−1C +RP
+
M∑
i=1
σ2i
(
A>i PAi + A
>
i PB(Σ−B>PB)−1B>PAi
)
(6)
for some symmetric matrix RP > 0 and A0 := A−BΣ−1C.
Proof: We substitute A(Ξ) = A + ∑Mi=1 ξiAi in the (3) and utilize the fact ξi’s are zero
mean i.i.d. random variables with variance σ2i . We also AT (Ξ) = A +
∑M
i=1 ξiAi − BΣ−1C :=
A0 +
∑M
i=1 ξiAi. Hence we get,
EΞ(t)
[
A>T (Ξ(t))PAT (Ξ(t))
]
= A>0 PA0 +
M∑
i=1
σ2iA
>
i PAi (7)
Also we get,
EΞ(t)
[
AT (Ξ(t))
>PB(Σ−B>PB)−1B>PA(Ξ(t))] = A>0 PB(Σ−B>PB)−1B>PA0
+
M∑
i=1
σ2iA
>
i PB(Σ−B>PB)−1B>PAi
(8)
Combining equations (7) and (8) and substituting in (3) we get the desired result.
Corollary 6: The system, described in (5), would be mean square exponentially stable if there
exists a symmetric matrix Q > 0, such that Σ− CQC> > 0 and,
Q = A0QA
>
0 + A0QC
>(Σ− CQC>)−1CQA>0 +B>Σ−1B +RQ
+
M∑
i=1
σ2i
(
AiQA
>
i + AiQC
>(Σ− CQC>)−1CQA>i
)
(9)
for some symmetric matrix R > 0 and A0 := A−BΣ−1C.
Proof: Corollary 6 follows from Theorem 4, Lemma 5 and duality.
III. SYNCHRONIZATION OF LUR’E SYSTEMS WITH UNCERTAIN LINKS
In this section, we apply the results developed in the previous section, in analyzing the
problem of synchronization of Lur’e systems, coupled through uncertain links. We consider
a set of linearly coupled systems in Lur’e form, where the interconnections between these
systems, are uncertain in nature. In the subsequent section we derive a sufficiency condition
for synchronization over a network, expressed in terms of uncertainty statistics and properties
of the mean network, in particular the second smallest and largest eigenvalue of the nominal
interconnection Laplacian. The condition could be used to judge whether the coupled system
with uncertainty could retain its synchronizability if the links binding the individual subsystems
start to fail. Synchronization is achieved if the uncertainty variance satisfies prescribed bounds.
A. Formulation of Synchronization Problem
We consider a network of inter-connected systems in Lur’e form. The individual subsystems
are described as follows:,
Sk :=
 x
k
t+1 = Ax
k
t −Bφ(ykt , t)
ykt = Cx
k
t , k = 1, . . . , N
(10)
where, xk ∈ Rn, and yk ∈ Rm are the states and the output of kth subsystem. The φ(yn, n) ∈ Rl
is a nonlinear function. The state matrix A ∈ Rn×n is the state matrix for kth subsystem.
Fig. 2: Schematic of the interconnected system with uncertain links.
B ∈ Rn×m and C ∈ Rm×n are the input and output matrices of the kth subsystem. The inter-
connected systems interacting with uncertainty through a network are depicted in Fig. 2. The
non-linearity satisfies the following assumption,
Assumption 7: The nonlinearity φk(ykt , t) ∈ R is globally Lipschitz monotonically nonde-
creasing function and C1 function of ysn ∈ R that satisfies Assumption 1. Furthermore, it also
satisfies the following condition,
(
φ
(
ykt
)− φ (yjt ))> ((ykt − yjt )−D1 (φ(ykt )− φ(yjt )) > 0,
for any two systems Sk and Sj and some Σ1 = D1 +D>1 > 0.
The aforementioned assumption is essential for the synchronization of the network. Next, we
consider coupled subsystems described by equation (10), that are linearly coupled, and analyze
their synchronizability. The coupled system satisfies the following equation,
xkt+1 = Ax
k
t −Bφ
(
ykt
)
+
N−1∑
j=1
µkjG(y
j
t − ykt ) + vt, ykt = Cxkt , k = 1, . . . , N (11)
where, µkj ∈ R represent the coupling link between subsystems Sk and Sj , µkk = 0 and
G ∈ Rn×m.
Remark 8: The coupled system as described by (11) is the most general form of interaction
possible between subsystems. The coupling between subsystems could be either in form of
output feedback or state feedback. As the output and states of individual subsystems are related
linearly so the form of coupling, as described by (11) includes both the output feedback and
state feedback.
Next, we define the graph Laplacian Lg := [lij] ∈ RN×N as following,
lij := µij, i 6= j, lii := −
∑
j,i6=j
µij, i = 1, . . . N. (12)
Next, all the states of the subsystems are combined to create the states of the coupled system.
Finally the coupled system can be rewritten as,
x˜t+1 = A˜x˜t − B˜φ˜ (y˜t)− (Lg ⊗GC) x˜t + vt, y˜t = C˜x˜t, (13)
where, ⊗ is the Kronecker product, In is an n× n Identity matrix and,
A˜ := IN ⊗ A =

A 0 · · · 0
0 A · · · 0
...
... . . .
...
0 0 · · · A

We similarly define B˜ := IN ⊗B, C˜ := IN ⊗ C, D˜1 := IN ⊗D1 and Σ˜1 := D˜1 + D˜>1 > 0. We
also define x˜t = [(x1t )
> . . . (xNt )
>]>, y˜t = [(y1t )
> . . . (yNt )
>]>, φ˜t = [(φ1t )
> . . . (φNt )
>]>.
B. Modeling Uncertain Links
We are now ready to study the problem of synchronization where the links of the graph are
uncertain ( i.e. entries of the Laplacian matrix are uncertain). Let
EU = {(i, j)|the link (i, j) is uncertain, i > j}
be the collection of uncertain links in the network. Hence, for links (i, j) ∈ EU , we have
lij = µij + ξij, i 6= j, where ξij are zero mean i.i.d. random variables with variance σ2ij . If
(i, j) /∈ EU when we have lij = µij, i 6= j to be purely deterministic as in the previous
subsection. This framework allows us to study synchronization for Lur’e type systems with a
deterministic weighted Laplacian as a special case. Let Ξ = {ξij}(i,j)∈EU . Then, the uncertain
graph Laplacian Lg(Ξ) will be given as,
Lg(Ξ) = L+
∑
(i,j)∈EU
ξijLij (14)
where L is the nominal part of the uncertain graph Laplacian Lg(Ξ), which may be written as
L = Ld+Lu, where Ld is the part of the Laplacian constructed from µij for purely deterministic
edges (i, j) /∈ EU , while Lu is constructed from the mean weights µij for the uncertain edges
(i, j) ∈ EU . We may also write Lij = `ij`>ij where `ij := [`ij(1), . . . , `ij(N)]> ∈ RN is a column
vector given by
`ij(k) =

0 if k 6= i 6= j
1 if k = i
−1 if k = j
We are interested in finding a sufficiency condition involving σ2ij for (i, j) ∈ EU , which would
guarantee the mean square exponential synchronization. The coupled network of Lur’e system
can be written as,
x˜t+1 =
(
A˜− (Lg(Ξ)⊗GC)
)
x˜n − B˜φ˜ (y˜t) + vt, y˜t = C˜x˜t (15)
We would analyze the stochastic synchronization of system, described by (15). We start with
following definition of mean square exponential synchronization.
Definition 9: The system, described by (15) is mean square exponentially synchronizing if
there exists a β < 1, K(e˜0) > 0, and, L > 0 such that,
EΞ ‖ xkt − xjt ‖2≤ K¯(e˜0)βt ‖ xk0 − xj0 ‖2 +LRv, ∀k, j ∈ [1, N ] (16)
where, e˜0 is function of difference ‖ xit−x`t ‖2 for i, ` ∈ [1, N ] and K¯(0) = K for some constant
K.
We now apply change of coordinates to decompose the system dynamics on and off the
synchronization subspace. The synchronization subspace is given by 1 = [1, . . . , 1]>. We show
that the dynamics on the synchronization subspace is decoupled from the dynamics off the
manifold and is essentially described by the dynamics of the individual system. The dynamics on
the synchronization subspace itself could be stable, oscillatory, or complex. Let Lm = VmΛmV >m
where Vm is an orthonormal set of vectors given by Vm =
[
1√
N
Um
]
, 1 = [1 · · · 1]> and Um is
orthonormal set of vectors also orthonormal to 1. Let z˜t =
(
V >m ⊗ In
)
x˜t. Multiplying (15) from
the left by V >m ⊗ In we get
z˜t+1 =
(
A˜− (V >mLg(Ξ)Vm ⊗GC)) z˜t − B˜ψ˜ (w˜t) + ϑt (17)
where w˜t = C˜z˜t, ψ˜t =
(
V >m ⊗ In
)
φ˜ (y˜t), and υt =
(
V >m ⊗ In
)
vt. We can now write
z˜t =
[
x¯>t zˆ
>
t
]>
, ψ˜t =
[
φ¯>t ψˆ
>
t
]>
(18)
where
x¯t :=
1√
N
x˜t =
1√
N
N∑
k=1
xkt , zˆt :=
(
U>m ⊗ In
)
x˜t (19)
φ¯t :=
1√
N
φ˜ (y˜t) =
1√
N
N∑
k=1
φ(ykt ), ψˆt :=
(
U>m ⊗ In
)
φ˜ (y˜t) (20)
Substituting (18) in (17) we get
x¯t+1 = Ax¯t −Bφ¯ (y¯t) + v¯t
zˆt+1 =
(
Aˆ− (U>mLg(Ξ)Um ⊗GC)) zˆt − Bˆψˆ (wˆt) + ϑˆt (21)
where wˆt = Cˆzˆt, Aˆ := IN−1 ⊗A, Bˆ := IN−1 ⊗B, Cˆ := IN−1 ⊗C, and Dˆ1 := IN−1 ⊗D1. We
now show that for the synchronization of system (15), we only need to stabilize zˆt dynamics. The
stability of the system with state zˆt, implies the synchronization of the actual coupled system.
This feature is exploited to derive sufficiency condition for stochastic synchronization of the
coupled system. In the following Lemma we show the connection between the stability of the
described by (21) to the synchronization of the system described by (15).
Lemma 10: Mean square exponential stability of system described by (21) implies mean
square exponential synchronization of the system (15) as given by Definition 9.
Please refer to the Appendix section of this paper for the proof. In the following subsection
we will provide sufficiency conditions for the mean square exponential synchronization of (15)
by proving sufficiency conditions for mean square exponential stability of (21). But first, we
rewrite the equation (21) in a more suitable format. We note that Lg(Ξ) = Lm +
∑
EU
ξijLij ,
and Lm = VmΛmV >m where Vm =
[
1√
N
Um
]
. Hence we have
U>mLg(Ξ)Um = U
>
mLmUm +
∑
EU
ξijU
>
mLijUm := Λˆm +
∑
EU
ξij ˆ`ij ˆ`
>
ij
where Lij = `ij`>ij , ˆ`ij = U
>
m`ij and Λˆm := U
>
mLmUm such that
Λm = V
>
mLmVm =
 0 0
0 U>mLmUm
 =
 0 0
0 Λˆm

Let I = {αk}Mk=1, M = |EU | be an indexing on uncertain edges in EU . If index αk corresponds
to edge (i, j) ∈ EU then let Aαk := U>mLijUm⊗GC = ˆ`ij ˆ`>ij ⊗GC. Thus we can write equation
(21) as
zˆt+1 =
(
Aˆ− Λˆm ⊗GC −
∑
αk∈I
ξαkAαk
)
zˆt − Bˆψˆt(wˆt) + ϑˆt (22)
C. Sufficiency Condition for Synchronization with Uncertain Links
In previous subsection, we have shown that mean square exponential stability of (22) guar-
antees the mean square exponential synchronization of the coupled network of Lur’e system
as given by (15). In the preceeding section, we have derived sufficiency condition for mean
square exponential stability of Lur’e system. In this subsection, we combine these two results to
obtain sufficiency condition for mean square exponential synchronization of the network of Lur’e
systems. The following Lemma provides the sufficiency condition for mean square exponential
synchronization.
Theorem 11: The system described by (15) is mean square exponential synchronizing if there
exists a symmetric positive definite matrix P ∈ R(N−1)n×(N−1)n such that,
P =(Aˆ0 − Λˆm ⊗GC)>P(Aˆ− Λˆm ⊗GC) +
∑
I
σ2αkA
>
αk
PAαk
+ (Aˆ0 − Λˆm ⊗GC)>PBˆ
(
Σˆ1 − Bˆ>PBˆ
)−1
Bˆ>P(Aˆ0 − Λˆm ⊗GC)
+
∑
I
σ2αkA
>
αk
PB¯
(
Σˆ1 − Bˆ>PBˆ
)−1
Bˆ>PAαk +R (23)
and Σˆ1 − Bˆ>PBˆ > 0 for some symmetric matrix R > 0 and Aˆ0 := Aˆ− BˆΣˆ−11 Cˆ = IN−1 ⊗A0,
A0 = A−BΣ−11 C.
Proof: The proof follows from (15), (22), Lemma 10 and Theorem 4.
D. Small Gain Theorem Based Interpretation
In this subsection, we provide a Small Gain Theorem based interpretation of the sufficient
condition for mean square exponential synchronization, as provided in Theorem 11. In Theorem
11, we have derived the sufficient condition for mean square exponential synchronization of
coupled n-dimensional Lur’e systems with multiple link uncertainties. To provide the Small Gain
based interpretation for the derived sufficiency condition we will make following assumption on
the uncertainty statistics
Assumption 12: We assume that the all the stochastic interaction uncertainties have identical
variance i.e., E[ξ2i (t)] = σ
2 for i = 1, . . . ,m. Furthermore, we assume that the additive noise
term vt ≡ 0.
Using assumption 12, we can rewrite the sufficiency condition as follows:
P >(Aˆ0 − Λˆm ⊗GC)>P(Aˆ− Λˆm ⊗GC) + σ2
∑
I
A>αkPAαk
+ (Aˆ0 − Λˆm ⊗GC)>PBˆ
(
Σˆ1 − Bˆ>PBˆ
)−1
Bˆ>P(Aˆ0 − Λˆm ⊗GC)
+ σ2
∑
I
A>αkPB¯
(
Σˆ1 − Bˆ>PBˆ
)−1
Bˆ>PAαk (24)
The system given by Eq. (24), can further be written in the following input-ouput form,
zˆt+1 =
(
Aˆ0 − Λˆm ⊗GC
)
zˆt − Υˆ⊗Gηˆt + Bˆνˆt, (25)
wˆt = Cˆzˆt, ωˆt = Υˆ
> ⊗ Czˆt, (26)
νˆt = Σˆ1wˆt − ψˆ(wˆt), ηˆt = Ξωˆt, (27)
where Ξ = diag{ξ1, . . . , ξM}, E[ξk] = σ2, and Υˆ = [ˆ`1 ˆ`2 · · · ˆ`M ].
This can be represented in a schematic diagram as shown in Fig. 3. We will now try to
interpret the mean square exponential synchronization condition in Eq. (24), as a loop gain
stability condition for the mean deterministic part and the stochastic uncertainty from output yt
to input wt, as shown in Fig. 3. This is similar to the Small Gain interpretation in robust control
theory [24] or stochastic robust control theory [2]. We now present a theorem which illustrates
the Small Gain like nature of the sufficient condition.
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Fig. 3: Schematic digram of system with stochastic uncertainty feedback loop and nonlinearity feedback loop
Theorem 13: The input-output system described in Eq. (25) is mean square exponentially
stable if
1 > σ2ρ(M)2, (28)
where,
M =

Sˆ−
1
2Aα1
(
Tˆ − Aˆ>0 Sˆ−1Aˆ0
)− 1
2
...
Sˆ−
1
2AαM
(
Tˆ − Aˆ>0 Sˆ−1Aˆ0
)− 1
2
 , (29)
Sˆ = P−1 − BˆΣˆ−11 Bˆ>, and, Tˆ = P − Cˆ>Σˆ−11 Cˆ.
Proof: Defining Sˆ = P−1 − BˆΣˆ−11 Bˆ>, and, Tˆ = P − Cˆ>Σˆ−11 Cˆ, and applying Matrix
Inversion Lemma to Eq. (24), we obtain,
Tˆ > Aˆ>0 Sˆ
−1Aˆ0 + σ2
∑
I
A>αk Sˆ
−1Aαk . (30)
Since Sˆ and Tˆ − Aˆ>0 Sˆ−1Aˆ0 are positive definite matrices, the can be written as a square of
positive definite matrices Sˆ−
1
2 and (Tˆ − Aˆ>0 Sˆ−1Aˆ0)−
1
2 , respectively. Hence, from (30) we obtain,
I > σ2
∑
I
(
Tˆ − Aˆ>0 Sˆ−1Aˆ0
)− 1
2
A>αk Sˆ
−1Aαk
(
Tˆ − Aˆ>0 Sˆ−1Aˆ0
)− 1
2
. (31)
Defining M as given in (29) and substituting in (31), we obtain,
I > σ2M>M. (32)
A sufficient condition for (32) is given by
1 > σ2ρ(M)2, (33)
where, ρ(M) is the singular value of the matrix M .
Remark 14: We observe the condition (28) provided in Theorem 13, is similar to the small
gain condition for stochastic stability, where ρ(M)2, can be considered as the mean square gain
of the mean deterministic system. The system norm can be computed using an iterative solving
of the Riccati for mean square exponential stability given in (24) by writing it as an LMI.
The above sufficiency condition is very difficult to verify for large size networks due to
computational complexity associated with solving the Riccati equation. In particular the matrix
P is of size (N−1)n×(N−1)n having (N−1)2n2+(N−1)n
2
variables to be determined. The number
of variables increases quadratically with change in system dimension or size of network. In the
following we will discuss two different scenarios which will allow us to reduce the computational
complexity. In particular, in section IV we study the case where the nonlinear component dynam-
ics is connected over torus network. The analytical formula for the eigenvalues of the nominal
Laplacian with torus geometry will substantially reduce the computational complexity. In section
V, we exploit the identical nature of system dynamics to provide more conservative sufficient
condition but with substantially reduced computational efforts. The sufficiency condition is based
upon a single representative dynamical system modified using network characteristics, thereby
making it independent of network size.
IV. SPATIALLY PERIODIC NONLINEAR NETWORKS
In this subsection we study synchronization of Lure system connected over spatially periodic
networks. Spatially periodic networks or torus networks are studied in the context of linear
time invariant system. Issues related to fundamental limitations for coherency in consensus
network were addressed in [17]. Similarly the problem of consensus over torus network with
stochastic interaction uncertainty with LTI dynamics is studied in [18], [20]. One of the important
characteristics of torus network which helps in simplifying their analysis is that their topological
properties like the nominal Laplacian eigenvalues has an analytical expression. A simplest torus
network is given by a nearest neighbor network, where each agent is connected to adjacent
two neighbors. A higher dimensional torus network can be constructed by adding identical
nearest neighbor networks along each dimension. Consider a nearest neighbor network with
d dimensions, and N agents with k nearest neighbors in each dimension, having a Laplacian
matrix given by LN,k,d. If a d+1 dimensional N -neighbor network is constructed with Laplacian
LN,k,d+1 then we have,
LN,k,d = IN ⊗ LN,k,d−1 + LN,k,1 ⊗ INd−1 =
d−1∑
i=0
INd−1−i ⊗ LN,k,1 ⊗ IN i (34)
where ⊗ denotes the Kronecker product of matrices. Using the eigenvalue property of Kronecker
products of matrices, we obtain
λ(LN,k,d) =
d∑
i=1
λki(LN,k,1) (35)
where λki(LN,k,1) are the eigenvalues of the 1-d torus with Laplacian LN,k,1, for all ki ∈
{1, 2, . . . , N}. Suppose the smallest non-zero eigenvalue of LN,k,1 is λ2 and largest eigenvalue
is λN , then the smallest non-zero eigenvalue of LN,k,d is given by λ˜2 := λ2(LN,k,d) = λ2, and
the largest eigenvalue of LN,k,d is given by λ˜N := λN(LN,k,d) = dλN . We will use these results
to prove the results in this section.
We now consider a system (15) on a d-torus with N agents and k neighbors along each
dimension of the torus network. We also assume that all the links in the network are uncertain
and all the links have identical weight µ and are affected by the same zero mean uncertainty ξ
with variance σ2. This allows us to write (15) as follows
x˜t+1 =
(
A˜− (µ+ ξ) (LN,k,d ⊗GC)
)
x˜n − B˜φ˜ (y˜t) + vt, y˜t = C˜x˜t (36)
Let the eigenvectors of LN,k,d be given by Vg and the diagonal matrix of eigenvalues be given
by ΛN,k,d. Hence we obtain V ′gLN,k,dVg = ΛN,k,d. Applying the transformation V
′⊗ In to x˜t, we
obtain,
z˜t+1 =
(
A˜− (µ+ ξ) (ΛN,k,d ⊗GC)
)
z˜t − B˜φ˜ (y˜t) + v˜t, y˜t = C˜z˜t (37)
Rewriting the mean dynamics separately as xˆt, from (37) we obtain,
x¯t+1 = Ax¯t −Bφ¯(y¯t) + v¯t, y¯t = Cx¯t (38)
zˆt+1 =
(
Aˆ− (µ+ ξ)
(
ΛˆN,k,d ⊗GC
))
zˆt − Bˆφˆ (yˆt) + vˆt, yˆt = Cˆzˆt (39)
We invoke Lemma 11 to obtain the stability condition for the system zˆt as given in (38). Using
Lemma 11 we can provide the following lemma for the mean square exponential stability of x˜t.
Lemma 15: The system of agents interacting over a d-dimensional torus network as given in
(36), is mean square exponentially synchronizing if there exist positive definite matrices Pi > 0
for i ∈ {2, 3, . . . , Nd}, such that Σ1 −B′PiB > 0 for all i, and
Pi > (A0 − µλ˜iGC)′Pi(A0 − µλ˜iGC) + (A0 − µλ˜iGC)′PiB (Σ1 −B′PiB)−1B′Pi(A0 − µλ˜iGC)
σ2λ2i
(
C ′G′PiGC + C ′G′PiB (Σ1 −B′PiB)−1B′PiGC
)
+ C ′Σ1C, (40)
where A0 = A− BΣ−11 C. Furthermore, the condition (40) exists if the follwoing linear matrix
inequality (LMI) is satisfied for all Pi > 0,
Pi (A0 − µλ˜iGC)′Pi σλ˜iC ′G′Pi (A0 − µλ˜iGC)′PiB σλ˜iC ′G′PiB
Pi(A0 − µλ˜iGC) Pi 0 0 0
σλ˜iPiGC 0 Pi 0 0
B′Pi(A0 − µλ˜iGC) 0 0 Σ1 −B′PiB 0
σλ˜iB
′PiGC 0 0 0 Σ1 −B′PiB

> 0
(41)
Proof: The proof follows from Lemma 11 and the fact that zˆ is a set of uncertain decoupled
equations.
The above LMI in (41) or Riccati equation in (40) is difficult to solve for higher dimensional
systems as you have to solve that for and n × n matrix Pi for all possible eigenvalues. In the
following theorem we study the above condition for simple scalar systems with the assumptions
A = a, B = 1, C = 1 and D = δ
2
with dynamics similar to (36) given by,
x˜t+1 = (aI − (µ+ ξ)gLN,k,d) x˜t − φ˜ (x˜t) + vt. (42)
Hence for scalar agents in teracting over torus networks, the condition for mean square expo-
nential stability is given by the following theorem.
Theorem 16: The system of scalar agents interacting over a d-dimensional torus network as
given in (42), is mean square exponentially synschronizing if there exist positive definite scalars
δ > pi > 0 for i ∈ {2, 3, . . . , Nd}, such that δ > pi for all i, and
pi >
(a0 − µλ˜ig)2δpi
δ − pi + λ˜
2
iσ
2 g
2δpi
δ − pi +
1
δ
, (43)
where a0 = a− 1δ . The conditions in (40) are satisfied if and only if(
1− 1
δ
)2
> max{α22, α2Nd}, (44)
where α2i := (a0−µλ˜ig)2 +σ2λ˜2i g2, for all i ∈ {2, . . . , Nd}. Therefore, we can define the margin
of synchronization for a given variance of uncertainty as
ρSM := 1− σ2
 λ˜2supg2(
1− 1
δ
)2 − (a0 − µλ˜supg)2
 , (45)
where λ˜sup = arg maxλ˜2,λ˜Nd α
2
i .
Proof: From Lemma 15 we know there exists scalars δ > pi > 0 such that
pi >
(a0 − µλ˜ig)2δpi
δ − pi + λ˜
2
iσ
2 g
2δpi
δ − pi +
1
δ
>
δpi
δ − pi
(
(a0 − µλ˜ig)2 + λ˜2iσ2g2
)
+
1
δ
(46)
We can rewrite Eq. (46) as (
pi − 1
δ
)(
1
pi
− 1
δ
)
> α2i , (47)
where we define α2i := (a0− µλ˜ig)2 + λ˜2iσ2g2. Now using the AM-GM inequality we can write(
pi − 1
δ
)(
1
pi
− 1
δ
)
= 1−
(
pi +
1
pi
)
1
δ
+
1
δ2
,
< 1− 2
δ
+
1
δ2
,
<
(
1− 1
δ
)2
. (48)
Now using (48) in (47), we obtain a sufficient condition for (47) given by(
1− 1
δ
)2
> α2i , (49)
for all i ∈ {2, . . . , Nd}. Now suppose (49) is true then there exists i > 0 such that,(
1− 1
δ
)2
− α2i = 2
2i
1 + i
. (50)
Taking pi = 1 + i we obtain(
1− 1
δ
)2
− 
2
i
1 + i
= 1− 2
δ
+
1
δ2
− 
2
i
1 + i
,
= 1−
(
1 + i +
1
1 + i
)
1
δ
+
1
δ2
,
= 1−
(
pi +
1
pi
)
1
δ
+
1
δ2
,
=
(
pi − 1
δ
)(
1
pi
− 1
δ
)
. (51)
Substituting (51) in (50) we obtain(
pi − 1
δ
)(
1
pi
− 1
δ
)
= α2i +
2i
1 + i
> α2i . (52)
Hence combining (49) and (52), we obtain an equivalent condition for (47)(
1− 1
δ
)2
> α2i , (53)
for all αi. As the Right Hand Side of the Eq. (53) is identical for all αi, an equivalent condition
for (47) and (53) is (
1− 1
δ
)2
> max
λi∈{λ˜2,...,λ˜Nd}
α2i . (54)
As αi = (µ2 + σ2)g2λ˜2i − 2a0µgλ˜i + a20 is a quadratic in λ˜i with a positive corfficient for the
quadratic term, the maximum over an interval can be achieved only at the end points of the
interval. Hence we must have
max
λi∈{λ˜2,...,λ˜Nd}
α2i = max
λ˜2,λ˜Nd
α2i . (55)
Hence, the equivalent condition for (47) based on Eqs. (54) and (55) is given by(
1− 1
δ
)2
> max
λ˜2,λ˜Nd
α2i . (56)
This gives the sufficient condition for mean square exponential synchronization for the system
(42). Using the condition provided in (56), we can define a margin of synchronization for a
given uncertainty variance σ2, which will quantify how vulnerable the system is to additional
uncertainty leading to a desynchronized state. This margin of synchronization can be defined
based on (56) as,
ρSM := 1− σ2
 λ˜2supg2(
1− 1
δ
)2 − (a0 − µλ˜supg)2
 , (57)
where λ˜sup = arg maxλ˜2,λ˜Nd α
2
i .
V. COMPUTATIONALLY EFFICIENT SUFFICIENT CONDITION FOR SYNCHRONIZATION
In this section, we exploit the identical nature of network component dynamics to derive
more conservative sufficient condition that the one derived in Section III. The derived sufficient
condition is computationally efficient and is independent of network size. The new sufficient
condition is also very insightful as it allows us to understand the tradeoff and interplay of role
played by the network property, in particular the second smallest and largest eigenvalues of the
nominal interconnection Laplacian, and the statistics of uncertainty in network synchronization.
We start with the following definition of coefficient of dispersion.
Definition 17 (Coefficient of Dispersion): Let ξ ∈ R be a random variable with mean µ > 0
and variance σ2 > 0. Then, the coefficient of dispersion γ is defined as
γ :=
σ2
µ
To utilize the above definition in subsequent results we make an assumption on the system
Assumption 18: For all edges (i, j) in the network, the mean weights assigned are positive,
i.e. µij > 0 for all (i, j). Furthermore, the coefficient of dispersion of each link is given by
γij =
σ2ij
µij
, and γ¯ = max∀(i,j){γij}. This assumption simply states that the network connections
are positively enforcing the coupling.
The following theorem provides a sufficiency condition for synchronization of the coupled
systems based on the stability of a single modified system.
Theorem 19: The coupled system (15) is mean square exponentially synchronized if there
exists a symmetric positive definite matrix P > 0 such that Σ1 −B>PB > 0 and
P = (A0 − λsupGC)>P (A0 − λsupGC) + (A0 − λsupGC)>PB(Σ1 −B>PB)−1B>P (A0 − λsupGC)
2γ¯τλsup
(
C>G>PGC + C>G>PB(Σ1 −B>PB)−1B>PGC
)
+ C>Σ−11 C +R (58)
for R > 0, A0 = A− BΣ−11 C and λsup ∈ {λ2, λN}, where λN is the largest eigenvalue and λ2
is the Fiedler eigenvalue, of the nominal Laplacian. Furthermore, τ := λNu
λNu+λ2d
, where λNu is
the largest eigenvalue of the Laplacian for the purely uncertain graph Lu and λ2d is the second
smallest eigenvalue of the purely deterministic Laplacian Ld.
Proof: Please refer to the Appendix section of this paper for the proof.
A. Significance of τ
In Theorem 19, the factor τ := λNu
λNu+λ2d
captures the effect of location and number of uncertain
links, whereas γ¯ captures the effect of intensity of the randomness in the links. It is clear that
0 < τ ≤ 1. If the number of uncertain links (|EU |) is sufficiently large, the graph formed by
purely deterministic edge set may become disconnected. This will imply λ2d = 0, and, τ = 1.
Hence, for large number of uncertain links, λNu is large while λ2d is small. In contrast, if a
single link is uncertain, say EU = {ekl}, then τ = 2µkl2µkl+λ2d . Hence, for a single uncertain link,
the weight of the link has a degrading effect on the synchronization margin. The location of
such an uncertain link will determine the value of λ2d ≤ λ2, thus degrading the synchronization
margin. Based upon this observation, we can rank order individual links within a graph, with
respect to their degradation of the synchronization margin, on the basis of location (λ2d), mean
connectivity weight (µ), and the intensity of randomness given by CoD γ.
B. Significance of Laplacian Eigenvalues
The condition for synchronization in Theorem 19 is provided in terms of both the second and
the largest eigenvalues of the mean Laplacian. While the significance of the second smallest
eigenvalue of the Laplacian in terms of graph connectivity is well-known in the literature, the
significance of the largest eigenvalue of the Laplacian is not well documented. The second small-
est eigenvalue, λ2 > 0, of the graph Laplacian indicates algebraic connectivity of the graph. We
observe from Theorem 19, as equation (24) is a quadratic in λ, there exist critical values of λ2(λN )
for the given system parameters and CoD, below(above) which synchronization is not guaranteed,
respectively. Hence, critical λ2 indicates we require a minimum degree of connectivity within
the network to accomplish synchronization. To understand the significance of λN , we look at the
complement of the graph on the same set of nodes. We know from [25], sum of largest Laplacian
eigenvalue of a graph and second smallest Laplacian eigenvalue of its complemet is constant.
Thus, if λN is large the complementary graph has low algebraic connectivity. Thus, if we have
hub nodes with high connectivity, then these nodes are sparsely connected in the complementary
graph. Thus we interpret a high λN indicates a high presence of densely connected hub nodes.
Therefore we conclude strong robustness property in synchronization is guaranteed for close to
average connectivity of nodes as compared to isolated highly connected hub nodes.
VI. SIMULATION RESULTS
In this section we provide simulations for nonlinear system synchronization based on our
results presented in this paper.
A. Network of Chua’s Circuit Systems
We consider network of coupled Chua’s circuit systems with linear coupling and stochastic
uncertainty in their interactions. The dynamics of the individual systems is given by
x˙ =

0 7.5 0
1 −1 1
0 −15 0
x−

7.5
0
0
φ(y), y =
(
1 0 0
)
x
φ(y) =
 y |y| < 1(−m0 +m1)y + (m0 −m1)sgn(y) |y| > 1
The above system is then discretized using a zero order hold. We assume that the nonlinearity
and the network interaction change only at discrete intervals and are constant during an interval.
We choose the sampling time to be T = 0.01 seconds. In 4 we show the x-dynamics above and
below the critical γ¯c = 1.118 below which the system should synchronize. We observe that at
γ¯ = 0.9 < γ¯c the system is synchronized. At γ¯ = 1.3 > γ¯c the system is de synchronized.
(a) (b)
Fig. 4: (a) X-dynamics for γ¯ = 0.9, (b) X-dynamics for γ¯ = 1.3
B. Spatially Periodic Systems
We consider a simple spatially periodic system with linear dynamics a = 1.05, δ = 8, g = 0.01,
µ = 1 and σ2 = 0.01. We take spatially periodic networks with N = 50 agents on each
dimension. We choose the number of neighbors per dimension to vary between 1 to 25, and the
dimensions to vary between 1 to 10. We now plot the results for the synchronization margin as
given by Theorem 16.
(a) (b)
Fig. 5: (a) 3-dimensional plot in d−m−ρSM space with torus-dimension (d) on x-axis, neighbors per dimension (m)
on y-axis and synchronization margin ρSM on z-axis, (b) 2-dimensional plot in d−m space with torus-dimension
(d) on x-axis and neighbors per dimension (m). Color indicates synhcronization margin.
We observe in Fig. 5(a) we plot the d−m−ρSM space which shows the possible synchroniza-
tion margin for each value of dimension (d) and neighbors (m). One observes, as the number
of neighbors are increased for small number of dimensions, the synchronization margin goes
up. The better the connectivity, the better the margin of synchronization for smaller dimensions.
As the dimension of the torus is increased, the number of optimal neighbors starts to decrease.
Thus for higher dimension, it is better not to have a high number of neighbors in order to have
high synchronization margin.
VII. CONCLUSIONS
In this paper we study the problem of synchronization of Lur’e systems over an uncertain
network. This problem is presented as a special case of the problem of stabilization of Lur’e
system with parametric uncertainty. Other special case of this problem include control of Lur’e
system over an uncertain network which have been previously studied by the authors. These
results are used to obtain some insightful results for the problem of synchronization over uncertain
networks. We conclude that the sufficient condition for mean square exponential syncronization,
of the coupled dynamics, is governed by mean square exponential stability of a representative
system, with multiplicative parametric uncertainty in the state matrix. This uncertainty multiplies
an output feedback based on the coupling matrix, that modifies the system dynamics. The
uncertainty in the reprenstative system, has a CoD twice that of the maximum CoD in the
network links and its mean is a function of the eigenvalue, of the mean network Laplacian.
As the sufficient condition is based on a single representative system, it is attractive from the
point of view of computational complexity for large scale networks. This sufficient condition
is solved as an LMI using Schur complement, similar to deterministic Positive Real Lemma.
Furthermore, these results can be used to determine the maximum amount of dispersion tolerable
within the network links. As expected we conclude that, if the randomness in the network links is
highly clustered then it will be more difficult to synchronize the system. Another point of interest
is that the synchronization of complex nonlinear systems, depends on the largest mean Laplacian
eigenvalue along with the Fiedler eigenvalue, as opposed to just one for stable or marginally
stable systems achieving consensus. This indicates that while, a certain minimum connectivity
needs to be present to achieve synchronization, a high density of connections among nodes might
be too much information for complex nonlinear system to synchronize under uncertainty.
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IX. APPENDIX
In the appendix we provide proofs for some of the important results we prove in the paper.
Theorem 4: We show the conditions in Theorem 4 are indeed sufficient by constructing an
appropriate Lyapunov function that guarantees mean square exponential stability. We will prove
the result in Theorem 4 for Case 1 and prove Case 2 as its dual. First, note that (3) holds if and
only if
P = EΞ(t)
[
(A>(Ξ(t))PB − C>)(Σ−B>PB)−1(C −B>PA(Ξ(t)))]
+ EΞ(t)
[
A>(Ξ(t))PA(Ξ(t))
]
+RP (59)
The equivalence of the two equations (3) and (59) is observed based on [26] (Proposition 12.1,1).
Now consider the Lyapunov function V (xt) = x>t Pxt. Then, the condition for the system to be
mean square exponentially stable is given by
EΞ(t) [V (xt+1)− V (xt)] =x>t
(
EΞ
[
A>(Ξ)PA(Ξ)
]− P)xt + 2x>t EΞ[A>(Ξ)BP ]φ(yt, t)
+ φ>(yt, t)B>PBφ(yt, t) (60)
Substituting from (59) in (60) and applying algebraic manipulations as adopted in [27], we get
EΞ(t) [V (xt+1)]− V (xt) =− x>t RPxt − EΞ(t)
[
ζ>t ζt
]− 2φ>(yt, t) (yt −Dφ(yt, t))
where ζt = Σ
− 1
2
P
(
B>PA(Ξ(t))− C)xt −Σ 12Pφ(yt, t) and ΣP = (Σ−B>PB). From condition
given in Assumption 1 we get φ>(yt, t) (yt −Dφ(yt, t)) > 0, which gives us,
EΞ [V (xt+1))− V (xt)] < −x>t Rxt < 0
This implies mean square exponential stability of xt and hence Case 1 is proved. Case 2 is now
the dual to Case 1 by a simple argument as shown in [22].
Lemma 10: From (19) we have
‖ zˆt ‖2 = x˜>t (Um ⊗ In)
(
U>m ⊗ In
)
x˜t = x˜
>
t
(
UmU
>
m ⊗ In
)
x˜t (61)
Applying UmU>m = VmV
>
m − 1√N 1
>√
N
= IN − 1N 11> in (61) we get
‖ zˆt ‖2 = x˜>t
((
IN − 1
N
11>
)
⊗ In
)
x˜t = x˜
>
t
(
INn −
(
1√
N
1⊗ In
)(
1√
N
1⊗ In
)>)
x˜t
= x˜>t x˜t − x¯>t x¯t =
1
2N
N∑
i=1
N∑
j 6=i,j=1
(
xit − xjt
)> (
xit − xjt
)
Now, mean square exponential stability of (21) implies there exists K > 0 and 0 < β < 1 such
that
EΞ ‖ zˆt ‖2 ≤ Kβt ‖ zˆ0 ‖2,
EΞ
N∑
k=1
N∑
j 6=k,j=1
‖ xkt − xjt ‖2 ≤ Kβt
N∑
k=1
N∑
j 6=k,j=1
‖ xk0 − xj0 ‖2,
⇒
N∑
k=1
N∑
j 6=k,j=1
EΞ ‖ xkt − xjt ‖2 ≤ Kβt
N∑
k=1
N∑
j 6=k,j=1
‖ xk0 − xj0 ‖2,
This gives us the result,
EΞ ‖ xkt − xlt ‖2≤ K¯(e˜0)βt ‖ xk0 − xl0 ‖2 .
where K¯(e˜0) := K
(
1 +
∑N
i=1,i 6=k
∑N
j=1,j 6=i‖xi0−xj0‖2
‖xk0−xl0‖2
)
.
Theorem 19: We know mean square exponential synchronization is guaranteed by con-
ditions in Lemma 11. Consider P = IN−1 ⊗ P where P > 0 is a symmetric positive definite
matrix that satisfies Σ1−B>PB > 0. This gives us Σˆ1− Bˆ>PBˆ > 0. Using this we write (23)
as
IN−1 ⊗ P > (Aˆ0 − Λm ⊗GC)>(IN−1 ⊗ P )(Aˆ− Λm ⊗GC) +
∑
I
σ2αkA
>
αk
(IN−1 ⊗ P )Aαk
+ (Aˆ0 − Λm ⊗GC)>(IN−1 ⊗ P )Bˆ
(
Σˆ1 − Bˆ>(IN−1 ⊗ P )Bˆ
)−1
Bˆ>(IN−1 ⊗ P )(Aˆ0 − Λm ⊗GC)
+
∑
I
σ2αkA
>
αk
(IN−1 ⊗ P )Bˆ
(
Σˆ1 − Bˆ>(IN−1 ⊗ P )Bˆ
)−1
Bˆ>(IN−1 ⊗ P )Aαk
+ IN−1 ⊗ C>Σ−11 C (62)
Since Aαk = ˆ`ij ˆ`
>
ij ⊗GC we can write (62) as
IN−1 ⊗ P > [A0 − λjGC]> (IN−1 ⊗ P ) [A0 − λjGC] + IN−1 ⊗ C>Σ−11 C
+ [A0 − λjGC]>
(
IN−1 ⊗ (PB
(
Σ1 −B>PB
)−1
B>P )
)
[A0 − λjGC]
+
∑
I
σ2αk(
ˆ`
αk
ˆ`>
αk
⊗GC)>
(
IN−1 ⊗ (PB
(
Σ1 −B>PB
)−1
B>P )
)
(ˆ`αk
ˆ`>
αk
⊗GC)
+
∑
I
σ2αk(
ˆ`
αk
ˆ`>
αk
⊗GC)>(IN−1 ⊗ P )(ˆ`αk ˆ`>αk ⊗GC) (63)
where [A0 − λjGC] = (Aˆ0 − Λm ⊗GC). Inequality (63) can be further simplified as
IN−1 ⊗ P > [A0 − λjGC]> (IN−1 ⊗ P ) [A0 − λjGC] + 2
∑
I
σ2αk
ˆ`
αk
ˆ`>
αk
⊗ C>G>PGC
+ [A0 − λjGC]>
(
IN−1 ⊗ (PB
(
Σ1 −B>PB
)−1
B>P )
)
[A0 − λjGC]
+ 2
∑
I
σ2αk
ˆ`
αk
ˆ`>
αk
⊗
(
C>G>PB
(
Σ1 −B>PB
)−1
B>PGC
)
+ IN−1 ⊗ C>Σ−11 C
(64)
We know that∑
I
σ2αk
ˆ`
αk
ˆ`>
αk
=
∑
I
γαkµαk
ˆ`
αk
ˆ`>
αk
≤ γ¯
∑
I
µαk
ˆ`
αk
ˆ`>
αk
= γ¯U>mLuUm (65)
We know that Lm = Lu + Ld. Thus if there exists τ ≤ 1 such that Lu ≤ τLm then we must
have 1−τ
τ
Lu ≤ Ld. This is true if (
1− τ
τ
)
λNu ≤ λ2d ,
where λNu , is the largest eigenvalue of the Laplacian Lu and λ2d , is the second smallest eigenvalue
of the Laplacian Ld. We now choose τ =
λNu
λNu+λ2d
and applying Lu ≤ τLm to (65) we obtain,∑
I
σ2αk
ˆ`
αk
ˆ`>
αk
≤ γ¯U>m(τLm)Um = γ¯τ Λˆm (66)
Now, substituting (66) in (64) a sufficient condition for inequality (64) to hold is given by
IN−1 ⊗ P > [A0 − λjGC]> (IN−1 ⊗ P ) [A0 − λjGC] + IN−1 ⊗ C>Σ−11 C
+ [A0 − λjGC]>
(
IN−1 ⊗ (PB
(
Σ1 −B>PB
)−1
B>P )
)
[A0 − λjGC]
+ 2γ¯τ Λˆm ⊗
(
C>G>
(
P + PB
(
Σ1 −B>PB
)−1
B>P
)
GC
)
(67)
Equation (67) is essentially a block diagonal equation which gives the sufficient condition for
mean square exponential synchronization to be
P > (A0 − λjGC)>P (A0 − λjGC) + (A0 − λjGC)>PB
(
Σ1 −B>PB
)−1
B>P (A0 − λjGC)
+ 2γ¯τλjC
>G>PGC + 2γ¯τλjC>G>PB
(
Σ1 −B>PB
)−1
B>PGC + C>Σ−11 C (68)
for all non-zero eigenvalues λj of Λˆm. Since (68) is a quadratic in the eigenavlues λj , it is
sufficienct to study is the equations holds true for the extreme values of the set given by λ2 and
λN . This is easily seen by the following argument. Using Schur complement we can equivalently
write (68) for a given λj and C1 =
√
2γ¯τC as an LMI given by
M1 + λjM2 > 0 (69)
where
M1 =

P − C>Σ−11 C A>0 P A>0 PB 0 0
PA0 P 0 0 0
B>PA0 0 Σ1 −B>PB 0 0
0 0 0 0 0
0 0 0 0 0

,
M2 =

0 −C>G>P −C>G>PB C>1 G>P C>1 G>PB
−PGC 0 0 0 0
−B>PGC 0 0 0 0
PGC1 0 0 P 0
B>PGC1 0 0 0 Σ1 −B>PB

.
Since this is a convex constraint in λ, if it is satisfied for any values of λi, λj ∈ {λ2, . . . , λN},
then (69) is true for any λ = sλi + (1− s)λj for all s ∈ [0, 1]. Thus if we require (68) to hold
for all eigenvalues of the mean Laplacian matrix, then it must hold for the extreme points of
the set, i.e. λsup ∈ {λ2, λN}. This proves the result.
