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Re´sume´
Les domaines utilisant des programmes d’aide a` la de´cision, et plus par-
ticulie`rement la me´decine, ne´cessitent a` la fois pre´cision et rigueur dans les
re´sultats retourne´s. Les ontologies permettent de repre´senter efficacement la
connaissance contenue dans un domaine d’application alors que les re´seaux lo-
giques de Markov permettent d’infe´rer sur des re`gles afin d’en de´duire des pro-
babilite´s d’occurrence. Couple´es, ces deux technologies offrent un outil puissant
pour calculer efficacement la probabilite´ d’occurrence d’e´ve`nements dans un
secteur particulier.
Dans ce me´moire, nous pre´sentons ArThUR [1](Ortiz, Schobbens, Bodart et
Evrard, 2014), un programme permettant de manipuler la connaissance conte-
nue dans les ontologies afin de permettre a` un moteur reposant sur les re´seaux
logiques de Markov d’y effectuer des pre´dictions. Ces pre´dictions pourront par
la suite eˆtre analyse´es pour juger de l’efficacite´ de ce moteur.
Mots cle´s
Ontologie, Re´seau logique de Markov, Alchemy, Tuffy, RockIt, ORTHOGEN
Abstract
Domains using intelligence decision support systems, especially medicine, re-
quire both precision and rigor for their results returned. Ontologies are used
to effectively represent the knowledge contained in a scope while Markov logic
networks can infer on a set of rules to derive their likelihood. Coupled toge-
ther, these two technologies provide a powerful tool to efficiently compute the
probability of occurrence of events in a particular sector.
In this thesis, we present ArThUR [1](Ortiz, Schobbens, Bodart et Evrard,
2014), a program to manipulate the knowledge contained in ontologies to allow
an engine based on Markov logic networks to make predictions. These predic-
tions can then be analyzed to assess the effectiveness of this engine.
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Glossaire
Alchemy Il s’agit d’un des trois moteurs d’infe´rence probabilistes que nous
utilisons au sein de ce me´moire. Ce dernier est notamment utilise´ par
l’hoˆpital de Mont-Godinne.. IV, 3, 45, 47, 48, 54, 64, 73, 75, 78, 81–87, 89,
92–94, 98–100, 102–105
moteur d’infe´rence probabiliste Il s’agit d’un programme s’appuyant sur
la logique de Markov qui permet d’infe´rer sur un ensemble de re`gles et
d’e´vidences afin de calculer des probabilite´s attache´es a` ces dernie`res.. III,
3, 4, 43–47, 49, 51, 52, 54, 59, 62, 65, 78, 92, 93, 98, 100, 102, 103, 107
ontologie Il s’agit d’une repre´sentation qui est utilise´e pour capturer la
connaissance d’un domaine particulier, elle contient la description pre´cise
et exacte des concepts du domaine et des relations entre ceux-ci.. III, 2–4,
6, 17, 19–22, 25, 28, 35, 43–47, 49, 51–59, 61, 63–66, 70–74, 78–80, 92, 94,
98, 102, 103, 105, 108
ORTHOGEN Il s’agit du nom du projet en collaboration avec l’hoˆpital
de Mont-Godinne avec lequel nous travaillons dans le cadre de notre
me´moire.. 1–4, 42–46, 49, 52, 66, 67, 78, 79, 102, 103, 105
raisonneur de la logique de Markov Il s’agit d’une autre terminologie que
nous utilisons pour parler des moteurs d’infe´rence probabilistes. 4, 46, 51,
52, 54, 61, 65, 73, 75, 78, 79, 81, 92, 96, 98, 102, 103
RDBMS Syste`me de base de donne´es relationnelle : Il s’agit d’un syste`me de
gestion de bases de donne´es qui s’appuie sur le mode`le relationnel.. 85–87
RockIt Il s’agit d’un des trois moteurs d’infe´rence probabilistes que nous uti-
lisons au sein de ce me´moire.. IV, 3, 45, 48, 53, 54, 62, 64, 65, 73, 75, 78,
89, 91–93, 98–100, 102–106
Tuffy Il s’agit d’un des trois moteurs d’infe´rence probabilistes que nous utilisons
au sein de ce me´moire.. IV, 3, 45, 48, 53, 54, 64, 73, 75, 78, 84–89, 91–93,
98–100, 102–106
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Introduction
Depuis ces dernie`res anne´es, l’aide a` la de´cision a influence´ de nombreux
domaines. Cette discipline est apparue afin de pallier aux limites de l’eˆtre
humain en ce qui concerne la connaissance et la me´moire. L’arrive´e de l’in-
formatique a amene´ de nouvelles possibilite´s d’aide a` la de´cision graˆce a` la
technique qui de´coulait de cette discipline. Ainsi, au fil du temps, lorsque les
sciences informatiques ont commence´ a` s’imposer, des programmes d’aide a` la
de´cision sont apparus sur le marche´. Ceux-ci permettent de re´aliser des raison-
nements automatiques destine´s a` offrir une se´rie de solutions possibles a` l’uti-
lisateur du programme. Le but de ce dernier n’est pourtant pas de substituer
entie`rement l’homme par la machine, mais simplement de lui fournir une aide
sur laquelle il peut s’appuyer en cas de besoin. Ainsi, ce genre de programmes
peut, par exemple, graˆce a` un ensemble de donne´es fournies en entre´e, simu-
ler des pre´visions sous forme de graphiques. Il peut e´galement offrir une liste
de solutions suivant un contexte de´crit par l’utilisateur. Cependant, il ne s’agit
comme il a de´ja` e´te´ e´voque´ que d’un support. La de´cision finale revient toujours
a` l’utilisateur.
Ainsi, au fil du temps, ces programmes d’aide a` la de´cision se sont implante´s
dans une multitude de domaines allant de la finance, aux pre´visions scienti-
fiques et en passant par la me´decine. C’est ce dernier point que nous allons
plus particulie`rement traiter dans ce me´moire. En effet, ce travail rentre dans le
processus de de´veloppement du projet ORTHOGEN [2] (Schobbens, De Nizza,
Ortiz, Meurisse et Trigaux, 2013). Ce projet vise a` fournir un programme d’aide
a` la de´cision a` l’hoˆpital de Mont-Godinne, situe´ en Belgique. Ce programme
aura pour but final d’apporter un ensemble de diagnostics possibles suite aux
symptoˆmes qu’un me´decin de´ce`lera chez un patient. A nouveau, c’est l’expert
me´dical qui aura bien suˆr le dernier mot quant a` la de´cision qu’il sera amene´ a`
prendre. Cependant, ce programme fournira un lot de probabilite´s attache´es a`
chaque diagnostic envisageable. Ainsi, il pourra, d’une part, diriger le me´decin
vers les cas les plus probables suite aux symptoˆmes que rencontre un patient.
D’autre part, il permettra e´galement de fournir un ensemble de cas limites, a`
faibles probabilite´s, que le professionnel en me´decine aurait pu omettre de par
leur rarete´.
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L’inte´reˆt d’un tel outil est justement de soulager le me´decin dans sa
me´morisation en lui rappelant les sce´narios qu’il aurait pu oublier ou ne pas
envisager. En effet, particulie`rement dans le domaine me´dical, l’omission d’un
cas possible peut amener a` des sce´narios catastrophiques. Si l’on ne prend pas
en compte un symptoˆme important ou si l’on n’envisage pas une maladie grave
car celle-ci semble improbable, le patient pourrait se retrouver dans une situa-
tion me´dicale tre`s de´licate. L’utilisation d’ordinateurs dans le milieu de l’aide au
diagnostic au sein du domaine me´dical pourrait permettre e´galement d’adresser
l’immensite´ de la connaissance a` ce sujet alors qu’un humain ne pourrait pas
force´ment y parvenir. Il faut aussi prendre en compte l’apparition de nouvelles
maladies, de nouvelles me´decines, etc. En effet, les connaissances e´voluent et
un me´decin ne peut pas toujours eˆtre au courant des nouvelles trouvailles alors
que la mise a` jour de la connaissance que traite un ordinateur peut eˆtre envi-
sage´e. Ici, l’enjeu de vies humaines menace´es renforce l’obligation du programme
d’aide a` la de´cision d’eˆtre le plus pre´cis possible. En effet, particulie`rement dans
le domaine me´dical, la rigueur et la pre´cision doivent eˆtre des constantes a` ne
pas bafouer. Un petit e´cart peut engendrer des de´gaˆts immenses. L’administra-
tion d’un traitement qui ne convient pas aux symptoˆmes rencontre´s chez une
personne malade peut amener des effets secondaires aussi graves que ne´fastes.
C’est pour cette raison que le projet re´alise´ par ORTHOGEN se doit d’uti-
liser les technologies les plus fiables produisant des re´sultats aussi pre´cis que
possible que ce soit au niveau des pathologies e´ventuelles ou au niveau des
probabilite´s attache´es a` ces pathologies. C’est pour cette raison que ce pro-
jet a choisi de repre´senter l’ensemble de la connaissance du domaine me´dical
dans lequel il travaille graˆce a` une ontologie [3](Schobbens, De Nizza, Ortiz
et Meurisse, 2013). Les ontologies permettent d’e´tablir une classification des
concepts qu’elles de´crivent. Cela va permettre, par la suite, de tirer profit de
me´canismes de de´duction afin de de´terminer des relations hie´rarchiques entre
les diffe´rents e´le´ments qui la composent. Graˆce a` leur se´mantique pre´cise et
de´taille´e, elles permettent notamment de capturer des subtilite´s du monde re´el
que d’autres repre´sentations ne peuvent pas. Cette technologie va ainsi offrir la
possibilite´ de repre´senter de manie`re pre´cise et efficace un domaine spe´cifique
de la me´decine. Graˆce aux ontologies, il est de´sormais possible de raisonner sur
une base de connaissances. Cependant, pour obtenir des probabilite´s associe´es
aux de´ductions effectue´es sur cette connaissance, il est ne´cessaire d’apporter une
nouveaute´ technologique. Les re´seaux logiques de Markov ont e´te´ choisis pour
permettre l’ajout de ces probabilite´s [4](Matthew Richardson et Pedro Domin-
gos, 2006). Ceux-ci se basent sur un ensemble de re`gles exprime´es dans la logique
du premier ordre et infe`rent sur cet ensemble afin d’estimer la probabilite´ de cha-
cune de ces re`gles. Afin de pouvoir mettre en place les raisonnements effectue´s
sur ces re´seaux logiques de Markov, il est ne´cessaire d’utiliser un outil re´alisant
cette de´marche. Par chance, un assez grand nombre d’entre eux existent de´ja`
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sur le marche´ actuel : Alchemy 1, Tuffy 2, Markov TheBeast 3, ProbCog 4 ou en-
core RockIt 5. L’existence de ces programmes libe`re le projet de devoir en cre´er
un elle-meˆme. Cependant, cela l’oblige a` effectuer un travail de recherche vi-
sant a` de´terminer lequel est le plus performant pour la taˆche qu’il doit re´aliser.
A l’heure actuelle, l’hoˆpital de Mont-Godinne utilise Alchemy. Il se pourrait
toutefois qu’un autre choix s’ave`re plus inte´ressant e´tant donne´ les crite`res de
pre´cision et de rigueur impose´s a` ORTHOGEN pour la re´alisation de ce projet.
Un second proble`me provient du fait que les ontologies et les re´seaux logiques
de Markov n’offrent pas de syntaxe commune permettant de les chaˆıner dans
un processus. Or, il est essentiel de re´ussir a` faire communiquer le re´sultat du
premier avec les donne´es d’entre´e du second.
C’est dans le but de re´soudre ces deux derniers proble`mes que notre me´moire
vient s’inte´grer au sein du projet ORTHOGEN. Nous avons de´veloppe´ un pro-
gramme, ArThUR [1] (Ortiz et al., 2014), dont un article e´crit a` son sujet a
e´te´ accepte´ a` la confe´rence d’Amantea (Italie) qui se de´roulera du 27 au 31
octobre 2014 6. Ce programme permet, d’une part, de faire communiquer les
ontologies avec les re´seaux logiques de Markov de fac¸on automatique et, d’autre
part, de choisir lequel des moteurs d’infe´rence probabilistes – qui sont les cinq
outils e´voque´s plus hauts capables de re´aliser des raisonnements sur les re´seaux
logiques de Markov – est le plus inte´ressant dans le contexte dans lequel se
situera le projet ORTHOGEN.
En dehors de notre contribution a` ce projet, notre outil est par ailleurs ca-
pable d’apporter son aide dans tous les domaines utilisant les ontologies et les
raisonnements probabilistes. Nous avons volontairement veille´ a` rester le plus
ge´ne´ral possible dans notre imple´mentation afin de ne pas nous restreindre a`
un domaine d’application en particulier, mais a` nous e´largir vers un maximum
d’autres secteurs.
Ce document commencera par expliquer au sein de la section nume´ro deux les
diffe´rents e´le´ments the´oriques que nous utiliserons tout au long de ce me´moire.
Cette section contiendra notamment des explications de´taille´es concernant les
ontologies et les re´seaux logiques de Markov, mais e´galement de plus amples
explications sur d’autres me´canismes de repre´sentation de concepts ou de calculs
de probabilite´s que nous avons choisi de ne pas inte´grer dans notre de´marche.
La troisie`me partie contiendra une explication de´taille´e de l’outil que nous
avons imple´mente´. Cette partie comportera bien entendu l’explication des trans-
formations re´alise´es par notre programme afin de permettre le passage d’une
1. http ://alchemy.cs.washington.edu/
2. http ://hazy.cs.wisc.edu/hazy/tuffy/
3. https ://code.google.com/p/thebeast/
4. http ://ias.in.tum.de/research/probcog
5. https ://code.google.com/p/rockit/
6. http ://www.onthemove-conferences.org/index.php/swws2014
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ontologie a` un re´seau logique de Markov. Cependant, en plus de cette fonc-
tionnalite´, nous avons ajoute´ a` notre outil une se´rie de facilite´s permettant a`
un utilisateur du projet de manipuler la connaissance et les concepts conte-
nus dans l’ontologie de manie`re facile et rapide. Parmi ces fonctionnalite´s, nous
avons inte´gre´ un module de traduction offrant la possibilite´ aux utilisateurs
d’ame´liorer leurs dialogues avec le personnel me´dical de l’hoˆpital. Nous avons
e´galement ajoute´ une fonction d’historique afin de faciliter la manipulation de
la connaissance alors meˆme que l’ontologie du projet ORTHOGEN e´volue. Nous
vous pre´senterons e´galement une API cre´e´e dans un but d’e´volution et d’in-
terope´rabilite´ de l’application. Enfin, nous vous pre´senterons notre module de
statistiques dont l’objectif est d’offrir un outil a` l’utilisateur sur le choix du
moteur d’infe´rence probabiliste a` utiliser dans une situation pre´cise.
C’est a` partir de ce dernier module que la partie nume´ro quatre discutera des
diffe´rentes expe´riences re´alise´es afin de de´terminer quel raisonneur de la logique
de Markov devrait eˆtre utilise´ pour le projet ORTHOGEN. Nous commencerons
dans cette section par discuter des possibilite´s the´oriques que devrait fournir
chaque moteur d’infe´rence probabiliste. Apre`s cette phase the´orique, nous nous
pencherons alors sur les expe´riences que nous avons re´alise´es et analyserons les
re´sultats obtenus.
La dernie`re partie sera destine´e a` apporter les conclusions de ce me´moire.
Elle reprendra les deux objectifs principaux de ce document et discutera de leur
accomplissement au sein des fonctionnalite´s que nous vous pre´senterons.
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1.1 La repre´sentation de la connaissance
Une des branches de l’informatique qui suscite le plus d’inte´reˆt est l’intelli-
gence artificielle [5](Beal). On peut expliquer cela par le fait que cette discipline
a pour objectif que les ordinateurs se comportent le plus possible de manie`re
similaire au comportement humain et cela soule`ve toutes sortes de questions
quant aux limites de l’informatique ou encore aux dangers de cette discipline.
L’inte´reˆt de l’intelligence artificielle est de tirer profit de la puissance de calcul,
de traitement et de la capacite´ de stockage d’un ordinateur au sein des taˆches qui
simulent le comportement humain. L’ide´e est que les ordinateurs sont capables
d’exe´cuter des taˆches humaines mais de manie`re automatique, beaucoup plus
rapidement et en ge´ne´ral plus pre´cise´ment. Une des spe´cialisations de l’intelli-
gence artificielle qui est ne´cessaire a` son fonctionnement est la compre´hension
du langage humain [5](Beal). Si l’on veut qu’un ordinateur puisse se compor-
ter comme un humain, il faut d’abord qu’il donne du sens a` nos mots, qu’il
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puisse interpre´ter nos connaissances pour ensuite pouvoir faire des raisonne-
ments sur base de celles-ci. Avec l’internet qui est la source de connaissances
humaines la plus vaste a` l’heure actuelle, il est inte´ressant de trouver un moyen
de repre´senter la connaissance sur un ordinateur de manie`re a` ge´rer les masses
de donne´es existantes ainsi que les caracte´ristiques inhe´rentes au langage natu-
rel et ce, de manie`re efficace. Cette volonte´ de donner du sens a` la connaissance
qui se trouve sur l’internet a donne´ naissance au concept de web se´mantique.
C’est un concept qui regroupe les me´thodes et technologies qui permettent aux
machines d’interpre´ter le sens des connaissances que l’on retrouve sur le web
et de pouvoir de´duire la signification des objets du domaine. La litte´rature en
inge´nierie des connaissances est vaste et nombre de me´thodes sont destine´es a` la
repre´sentation des connaissances. Nous avons e´tudie´s les plus pertinentes. Il y a
bien e´videmment le langage naturel, qui a` l’heure actuelle est la repre´sentation
la plus utilise´e sur le web. Il y a e´galement la repre´sentation logique qui se
base sur un syste`me qui regroupe un ensemble de faits et de re`gles, ces deux
repre´sentations ont leurs limites et pour pallier ces limites, la notion d’ontologie
a e´te´ cre´e´e [6](Horridge,2009).
1.1.1 Le langage naturel
L’ide´e la plus simple est de conserver le langage naturel pour repre´senter la
connaissance. Ses avantages sont la facilite´ d’assimilation pour un utilisateur et
la grande expressivite´ du langage. Mais le proble`me du langage naturel est qu’il
n’a pas de se´mantique claire. De´s lors, la compre´hension du langage naturel par
une machine s’est ave´re´e bien plus complique´e que ce que l’on pensait. Il y a
diffe´rentes tentatives de traitement automatique du langage naturel [5](Beal)
comme la traduction ou encore la reconnaissance vocale mais, durant ces trai-
tements, la machine traite en effet le langage mais elle ne le comprend pas ce
qui la rend assez limite´e en ce qui concerne ses performances.
Ce sont les caracte´ristiques de ce langage naturel qui le rendent difficile a`
interpre´ter [7](Serres,2003). Tout d’abord le langage naturel n’est pas explicite,
c’est a` dire que le sens de l’expression n’est pas exprime´ clairement, il est sous-
entendu. Ces sous-entendus peuvent eˆtre lie´s au contexte de l’expression ou
encore de´duits graˆce a` nos connaissances du monde. Cela rend un sous-entendu
impossible a` prendre en compte pour un ordinateur. Voici un exemple :  Jean
est alle´ faire de la moto. Il est revenu avec une clavicule casse´e.  Un ordinateur
ne peut saisir l’information implicite de cet e´nonce´ qui dit que Jean est tombe´
de sa moto et s’est casse´ la clavicule. Ensuite, ce qui complique encore plus
la taˆche c’est que certains termes et certaines expressions peuvent avoir plu-
sieurs se´mantiques et que certaines se´mantiques peuvent eˆtre repre´sente´es par
plusieurs termes ou plusieurs expressions. C’est ce qu’on appelle respectivement
l’ambigu¨ıte´ et la redondance [7](Serres,2003). Un exemple d’ambigu¨ıte´ serait :
 Je porte la porte  ou encore  Les poules du couvent couvent . Les termes
ont la meˆme forme mais n’ont pas le meˆme sens.  Ma fille a arreˆte´ de lire
 et  Laura a renonce´ a` la lecture  sont deux expressions qui ont le meˆme
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sens mais qui contiennent des termes diffe´rents, c’est de la redondance dans le
langage naturel.
1.1.2 Logique du premier ordre
La logique des pre´dicats ou encore la logique du premier ordre a e´te´ e´labore´e
pour pallier les restrictions de la logique propositionnelle. En effet, en logique
propositionnelle, il est impossible de parler d’objets, de proprie´te´s d’objets ou
encore de mettre en relation des objets. Il n’existe pas non plus de quantificateur
sur les objets et le nombre de connecteurs est limite´ [8](Masse´). Il faut autoriser
des constructions plus riches si l’on veut pouvoir raisonner sur des assertions. La
logique du premier ordre vient donc ajouter la notion de pre´dicat, de fonction
et de quantificateur pour permettre d’eˆtre plus expressif avec la logique. Un
pre´dicat prend en entre´e une ou plusieurs entite´s appartenant au domaine du
discours et renvoie soit  vrai  soit  faux . Conside´rons cet e´nonce´ de la
salle d’un cine´ma comme exemple :  Toutes les places assises ont un nume´ro de
range´e. Les places a` une range´e plus bas offre une meilleure vue de l’e´cran. Jean
est a` la premie`re range´e.  Cette e´nonce´ pourrait eˆtre traduit de la manie`re
suivante :
– position(x) : fonction d’arite´ 1 renvoyant le nume´ro de range´e de x.
– ∀x∀y : PlusBas(position(x), position(y))⇒MeilleureV ue(x, y) : ici on
retrouve deux pre´dicats d’arite´ 2 qui vont permettre d’exprimer que si
une personne est a une range´e plus basse qu’une autre, alors elle a une
meilleure vue.
– ∀x : ¬PlusBas(x, position(jean)) :  Jean est a` la premie`re range´e .
x et y sont des variables dans cette traduction en logique du premier ordre.
La logique du premier ordre est un langage comple`tement formel, on peut donc
de´terminer automatiquement si une expression est le´gale ou non. Un langage du
premier ordre L = (C,P, F ) est forme´ [9](Mugnier,2012) :
– d’un ensemble C de constantes (exemple : jean) ;
– d’un ensemble P de symboles de relation ou pre´dicats avec une arite´ ≥ 0
(exemple : PlusBas(x, y)) ;
– et d’un ensemble F de symboles de fonctions avec une arite´ ≥ 1 (exemple :
position(x)).
La notion d’arite´ correspond au nombre de variables que l’on retrouve dans
un pre´dicat ou dans une fonction. Pour ajouter la possibilite´ de parler d’objets
comme on en discutait ci-dessus, on a la notion de termes [8](Masse´) qui va
servir a` repre´senter des objets. En effet, l’ensemble des termes T est le plus
petit ensemble tel que :
– toutes les variables et les constantes sont des termes ;
– si f est une fonction de F d’arite´ n > 0 et t1, t2, ..., tn sont des termes
construits sur L, alors f(t1, t2, ..., tn) est un terme.
Il faut maintenant parler de la notion de formule logique qui nous inte´resse.
On obtient une formule en combinant des pre´dicats et des connecteurs logiques
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[8](Masse´) :
– une formule P (t1, .., tm) est dite atomique si P est un pre´dicat d’arite´ m
et que t1, ..., tm sont des termes ;
– on de´finit une formule par induction :
• les formules atomiques sont des formules ;
• si F est une formule, ¬F aussi ;
• si F et F ′ sont des formules, F ∨ F ′, F ⇒ F ′, F ∧ F ′ aussi ;
• si F est une formule et x une variable , ∀x : F et ∃x : F sont des
formules.
Comme dans toute composition, il existe une priorite´ a respecter entre les
diffe´rents connecteurs logiques. Celle-ci est tre`s importante pour l’interpre´tation
ou encore la manipulation des formules logiques. La notion de variable libre et
lie´e peut eˆtre de´finie comme suit[10](Lugiez) :
– si ϕ est un atome alors tout occurence d’une variable x dans ϕ est libre.
– si ϕ est de la forme ∃x α ou ∀x α alors l’ensemble des variables libres de ϕ
est e´gale a` l’ensemble des variables libres de α sans x et toute occurrence
libre de x dans α devient lie´e dans ϕ par le quantificateur introduit.
En ce qui concerne la manipulation de formules, les connecteurs logiques
qui permettent de former une formule logique ont des proprie´te´s inte´ressantes
comme l’associativite´ ou encore la commutativite´ [11](Jouannaud). Vous trouve-
rez en de´tail ces proprie´te´s importantes re´sultant de l’alge`bre de Boole en annexe
A.1.1. Il existe e´galement la notion d’e´galite´  =  de´finie par [8](Masse´) :
– x = y ⇒ f(x) = f(y) (formule).
– x = y ⇒ p(x)⇔ p(y) (pre´dicat).
Cette de´finition est valable pour nimporte quelle arite´. De plus, l’e´galite´
posse`de trois proprie´te´s inte´ressantes : la re´flexivite´, la syme´trie et la transi-
tivite´.
Une fois que l’on a la syntaxe, il faut ajouter une couche de se´mantique
et se poser la question de l’e´valuation d’une formule logique. Si on conside`re
un langage du premier ordre L = (C,P, F ), une interpre´tation de I de L
[9](Mugnier,2012) est constitue´e d’un ensemble D non vide appele´ domaine et
d’une de´finition du sens des symboles de L sous forme d’application dans D ou
de relations sur D [10](Lugiez) :
– E´tape 1 : choisir un domaine D qui est un ensemble non vide tel que
∀c ∈ C, I(c) est un e´le´ment de D.
– E´tape 2 : donner un sens aux fonctions. Pour toute fonction f ∈ F d’arite´
n on associe une fonction I(f) de Dn → D.
– E´tape 3 : donner un sens aux pre´dicats. Pour tout pre´dicat p ∈ P d’arite´
n on associe une relation I(p) de Dn → B. Si n = 0 alors I(p) est soit vrai
soit faux.
– E´tape 4 : donner une valeur de ve´rite´ a` une formule logique e´tant donne´ une
interpre´tation I. Il faut en premier lieu de´finir une affectation A : V → DI
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ou` V est l’ensemble des variables. L’affectation a pour but de donner une
valeur aux variables libres dans les formules. On a que A[x/c] repre´sente
l’affectation A au sein de laquelle les occurences de la variable x sont
remplace´es par la valeur c. La se´mantique de la formule logique ϕ selon
une interpre´tation I et une affectation A, note´e [[ϕ]]I,A, respecte les re`gles
suivantes [8](Masse´). Notez que les ope´rateurs a` gauche sont juste des
symboles, alors qu’a` droite ils repre´sentent un calcul de valeurs de ve´rite´s :
• [[x]]I,A = A(x) ;
• [[f(t1, ..., tn)]]I,A = I(f)([[t1]]I,A, ..., [[tn]]I,A) ;
• [[p(t1, ..., tn)]]I,A = I(p)([[t1]]I,A, ..., [[tn]]I,A) ;
• [[¬ϕ]]I,A = ¬[[ϕ]]I,A ;
• [[ϕ ∨ ϕ′]]I,A = [[ϕ]]I,A ∨ [[ϕ′]]I,A ;
• [[ϕ ∧ ϕ′]]I,A = [[ϕ]]I,A ∧ [[ϕ′]]I,A ;
• [[ϕ⇒ ϕ′]]I,A = [[ϕ]]I,A ⇒ [[ϕ′]]I,A ;
• [[∀x : ϕ]]I,A = ∧c∈DI [[ϕ]]I,A[x/c] ;
• [[∃x : ϕ]]I,A = ∨c∈DI [[ϕ]]I,A[x/c] .
Un terme instancie´ est un terme qui ne contient plus de variable et un pre´dicat
instancie´ est un pre´dicat qui ne contient que des termes instancie´s. Quand on
parle d’un monde possible, on parle de l’assignation d’une valeur de ve´rite´ a` l’en-
semble des pre´dicats instancie´s possibles de Herbrand. Pour pouvoir e´valuer la
valeur de ve´rite´ de la formule logique re´sultante des connexions, il faut connaˆıtre
les tables de ve´rite´s des diffe´rents connecteurs logiques [11](Jouannaud). Pour
ce faire, vous pouvez trouver les tables de ve´rite´ de l’alge`bre de Boole dans la
figure 1.1.
Figure 1.1 – Tableau de ve´rite´
Une manipulation de formule qu’il est inte´ressant d’expliquer est la mise
en forme normale conjonctive [9](Mugnier,2012). C’est a` dire que l’on trans-
forme une formule logique en une conjonction de disjonctions. Le re´sultat de
la transformation pre´serve la satisfiabilite´ de la formule. La forme normale
conjonctive est importante car elle va permettre d’e´normes facilite´s d’utilisa-
tion de la formule duˆ a` la simplicite´ de cette nouvelle forme comme par exemple
pour l’infe´rence automatise´e. Toute formule de la logique du premier ordre bien
forme´e posse`de une forme normale conjonctive. Les e´tapes de la transformation
sont automatisables :
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– E´tape 1 : e´liminer les implications et les e´quivalences :
• remplacer A⇔ B par (A⇒ B) et (B ⇒ A) ;
• remplacer A⇒ B par ¬A ∨B.
– E´tape 2 : de´placer les ne´gations le plus a` l’inte´rieur ;
• ¬(∀x : p) devient ∃x : ¬p ;
• ¬(∃x : p) devient ∀x : ¬p ;
• ¬(A ∧B) devient ¬A ∨ ¬B ;
• ¬(A ∨B) devient ¬A ∧ ¬B ;
• ¬¬A devient A.
– E´tape 3 : mise en forme prenexe [10](Lugiez) ;
• en premier lieu, il faut standardiser les variables lie´es en les renommant
de fac¸on a` ce qu’aucune variable n’ait a` la fois une occurrence libre et
une occurrence lie´e et que toutes les occurrences lie´es d’une variable le
soient par le meˆme quantificateur ;
• ensuite, il faut mettre tous les quantificateurs en teˆte de formule. Une
formule prenexe est une formule de la forme : (∀|∃)∗x1, ..., xnf ou` f est
une formule ne contenant pas de quantificateur.
– E´tape 4 : appliquer la skole´misation [10](Lugiez). Cela consiste a` e´liminer
toutes les occurrences de quantificateurs existentiels en utilisant de nou-
veaux symboles de fonctions (un par quantificateur existentiel). Si on
conside`re ∀x∃y : P (x, y) on peut se dire qu’il existe une fonction f(x) qui
donne le bon y pour chaque x. On peut de`s lors supprimer le quantificateur
existentiel et obtenir ∀x : P (x, f(x)). Chaque occurrence d’une variable
y quantifie´e existentiellement est remplace´e par un terme f(x1, ..., xn) ou`
x1, ..., xn sont les variables quantifie´es universellement dont le quantifica-
teur se trouve avant celui de y.
• ∃x : Exemple(x) devient Exemple(C) ou` C est une nouvelle constante ;
• ∀x, y∃z : P (x, y, z) devient ∀x, y : P (x, y, f(x, y)) ou` f est une nouvelle
fonction.
Il faut bien e´videment choisir des noms de nouvelles fonctions qui
n’existent pas encore ;
– E´tape 5 : supprimer les quantificateurs universels ;
– E´tape 6 : distribuer les ∧ sur les ∨ .
• (A ∧B) ∨ C devient (A ∨ C) ∧ (B ∨ C).
Ce qui nous inte´resse avec la logique du premier ordre, c’est la possibilite´ de
repre´senter la connaissance qu’elle nous offre. En effet, un ensemble de formules
de la logique du premier ordre peut eˆtre conside´re´ comme une base de connais-
sances du premier ordre. Les formules logiques d’une base de connaissances sont
conjointes implicitement et peuvent donc eˆtre vues comme une seule formule
de grande taille. Une formule est dite satisfiable [8](Masse´) si et seulement si il
existe au moins une interpre´tation dans laquelle elle est vraie. L’infe´rence ba-
sique en logique du premier ordre consiste a` de´terminer si une base de connais-
sances implique une formule F . On regarde si la formule F est vraie dans tous
les mondes ou` la base de connaissances est vraie. Le proce´de´ logique le plus
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souvent utilise´ pour faire cela est le proce´de´ de re´futation qui consiste a` nier la
proposition. On prend l’union de la base de connaissance avec la ne´gation de
la formule F et si cette union est insatisfiable alors la base de connaissances
satisfait F .
1.1.3 Syste`me a` base de faits et de re`gles
Un syste`me a` base de faits et de re`gles ou encore syste`me expert [12](Pain et
Morignot,2013) est un syste`me qui comprend une base de faits et une base de
re`gles ainsi qu’un moteur d’infe´rence qui va permettre d’essayer de reproduire
des raisonnements comme le ferait un expert en la matie`re. En figure 1.2, on
peut voir l’illustration d’un syste`me expert.
Figure 1.2 – Syste`me expert
La base de faits va plutoˆt contenir les informations du domaine concerne´ par le
proble`me alors que la base de re`gles va mode´liser les diffe´rents liens et relations
entre les faits. Les deux forment la base de connaissances qui eˆtre assez grande.
Le langage utilise´ pour repre´senter les faits et les re`gles est la logique formelle
du premier ordre pre´sente´e ci-dessus. Un langage de programmation de´clarative
qui est proche de la logique du premier ordre est Prolog [13](Jacquet). Celui-
ci posse`de des me´canismes d’infe´rence inte´ressants. Nous utiliserons ce langage
dans nos exemples. Voici l’exemple d’une description d’une journe´e d’excursion :
– Une excursion se compose de trois parties :
• soit d’une promenade, d’une activite´ principale et de manger un morceau
de cake ;
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• soit d’une activite´ principale, d’une heure de de´tente et d’une
de´gustation de jus de fruit.
– Une activite´ principale, c’est :
• soit un atelier artistique ;
• soit une visite du muse´e.
– Comme promenade, il y a 5, 10 et 15 km.
– La piscine est la seule activite´ de de´tente.
– Il y a uniquement la peinture comme atelier.
– Le choix de jus de fruit est jus tropical ou jus multi-fruit.
Tout d’abord, il faut traduire l’e´nonce´ en logique du premier ordre :
– ∀x, y, x : excursion(x, y, z) ⇔ (promenade(x) ∧ activite principale(y) ∧
z = cake) ∨ (activite principale(x) ∧ detente(y) ∧ degustation jus(z))
– ∀x : activite principale(x)⇔ atelier artistique(x)) ∨ x = visite musee
– ∀x : promenade(x)⇔ x = 5km ∨ x = 10km ∨ x = 15km
– ∀x : detente(x)⇔ x = piscine
– ∀x : degustation jus(x)⇔ x = tropical ∨ x = multi fruit
– ∀x : atelier artistique(x)⇔ x = peinture
Et ensuite, il ne reste plus qu’a` traduire cela en programme logique pour obtenir
notre base de connaissances. Notez que les e´quivalences  ⇔  sont traduites
par des implications  ← , la comple´tion de pre´dicat est suppose´e :
1. excursion(x, y, cake)← promenade(x), activite principale(y).
2. excursion(x, y, z)← activite principale(x), detente(y), degustation jus(z).
3. activite principale(x)← atelier artistique(x).
4. activite principale(visite musee).
5. promenade(5km).
6. promenade(10km).
7. promenade(15km).
8. detente(piscine).
9. degustation jus(tropical).
10. degustation jus(multi fruit).
11. atelier artistique(peinture).
Les raisonnements obtenus par le moteur d’infe´rence rend le syste`me ca-
pable de re´soudre des proble`mes en manipulant les connaissances et en faisant
des de´ductions. Durant les de´ductions, le syste`me est capable de de´duire de
nouvelles connaissances, de nouveaux faits en vue rendre la base de faits plus
comple`te [13](Jacquet). Le but d’un syste`me expert est d’arriver a` de´clencher
des de´ductions faites par le moteur d’infe´rence qui va interpre´ter les re`gles et ce
en vue d’arriver a` obtenir une solution a` un proble`me conside´re´. Il existe deux
strate´gies de raisonnement diffe´rentes [12](Pain et Morignot,2013). Le chaˆınage
arrie`re (voir figure 1.3) est guide´ par l’objectif a` atteindre : on part de l’objectif
a` atteindre et on reconstruit un arbre de preuve pour remonter aux faits. La
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Figure 1.3 – Chaˆınage arrie`re
deuxie`me strate´gie est le chaˆınage avant (voir figure 1.4) ou` on de´marre des
faits et on essaye de produire le plus de nouveaux faits possibles en combinant
les faits et re`gles existants jusqu’a`, on l’espe`re, trouver des faits re´pondant a`
l’objectif.
Figure 1.4 – Chaˆınage avant
Pour activer cette infe´rence, il faut poser une question au syste`me expert sous
forme de formule formelle a` de´montrer a` travers les de´ductions [13](Jacquet). Et
en re´sultat de cette requeˆte le syste`me va soit dire que celle-ci est insatisfiable soit
retourner l’ensemble des solutions possibles. Une solution possible correspond
a` une instanciation des variables de la requeˆte. Par exemple, on pourrait se
demander qu’est-ce qu’il faut en deuxie`me et troisie`me parties de journe´e pour
obtenir un excursion sachant que, en premie`re partie de journe´e, une visite au
muse´e est pre´vue. En figure 1.5, on a la de´duction faite par le moteur d’infe´rence
utilisant le chaˆınage arrie`re [13](Jacquet).
Les proble`mes que l’on doit conside´rer dans notre monde sont souvent base´s
sur des domaines assez e´normes. Il s’ave`re que quand on utilise un domaine
tre`s vaste avec un syste`me expert, le comportement de celui est assez  fra-
gile  aux frontie`res du domaine. Les syste`mes experts acceptent des domaines
assez e´troits alors que l’on veut pouvoir ge´rer des domaines assez larges lors
des raisonnements. Un autre proble`me de cette repre´sentation de la connais-
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Figure 1.5 – Exemple de chaˆınage arrie`re
sance c’est qu’il manque des aspects pour pouvoir s’adresser a` notre monde de
manie`re comple`te. Il n’y a pas de repre´sentation du possible ou du ne´cessaire,
tout comme il n’y a pas de repre´sentation du temps [13](Jacquet).
1.1.4 Les langages du web se´mantique
Depuis quelques anne´es, le web est devenu la source d’informations la plus
importante au monde et cela va en croissant. Mais l’on sait que la plupart des ser-
vices fournis sur le web sont effectue´s par des ordinateurs. Jusqu’a` pre´sent ces or-
dinateurs traitent l’information sans la comprendre et sont par conse´quent moins
efficaces dans le traitement de celle-ci. L’ide´e de base du web se´mantique est de
donner une certaine structure a` l’information pour lui donner une se´mantique,
une se´mantique que les ordinateurs pourraient interpre´ter [14](Wu). De`s lors,
ils pourraient comprendre la connaissance se trouvant sur le web et devenir plus
pre´cis et efficaces dans la manipulation de cette connaissance. L’attrait du web
se´mantique est l’ide´e de pouvoir arriver a` tirer profit de cette quantite´ e´norme
d’informations et ce de manie`re automatique. Pour arriver a` cela, il faut une
identification et un acce`s aux ressources du web de fac¸on simple et efficace. Cela
ne´cessite e´galement des langages pour de´crire le contenu des documents web
ainsi qu’un me´canisme d’infe´rence pour de´duire des nouvelles connaissances a`
partir de ces documents. C’est duˆ a` cette ne´cessite´ que diffe´rents standards ont
e´te´ cre´e´s (RDF, RDFS, OWL). Cet inte´reˆt pour le web se´mantique a permis
de faire des avance´es dans les technologies de repre´sentation de la connaissance
contenue sur le web mais ces avancements peuvent totalement eˆtre utilise´s en de-
hors du web pour repre´senter de la connaissance provenant de sources diffe´rentes.
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eXtensible Markup Language Le formalisme XML est une structure qui va
permettre de de´finir des langages avec balisage. Chaque langage qui en re´sulte
posse`de ses propres balises [15](Thiran). Les diffe´rentes balises sont imbrique´es
pour indiquer qu’un concept est contenu dans un autre. De`s lors, cette imbrica-
tion peut eˆtre transforme´e de manie`re e´quivalente en une structure arborescente
avec diffe´rents types de nœuds [15](Thiran). Les feuilles de l’arbre contiennent
les donne´es effectives sous forme de texte. Il y a des nœuds qui repre´sentent
des e´le´ments du domaine, ceux-ci sont ordonne´s, et des nœuds qui repre´sentent
les attributs des e´le´ments. Une des limitations principale de ce formalisme est
qu’on ne peut donner aucune information sur la structure des donne´es car il est
essentiellement utile a` l’e´change de donne´es, ce qui rend possible une certaine
ambigu¨ıte´ au niveau des noms d’e´le´ments [15](Thiran). En figure 1.6, on trouve
un exemple de re´pre´sentation XML sous forme textuelle et sous forme d’arbre.
Figure 1.6 – Exemple de repre´sentations en XML
Resource Description Framework Le  Resource Description Framework
 (RDF) de´finit une structure qui va permettre de contenir, interpre´ter et
e´changer des me´tadonne´es. Ce mode`le a e´te´ de´fini dans le but premier de par-
tager des ressources provenant du web d’ailleurs c’est le langage de base du web
se´mantique [16](Lawarre´e,2010) mais il peut e´galement eˆtre utilise´ pour toutes
sortes de donne´es. RDF est une application du langage XML qui va ajouter
des contraintes sur la structure pour empeˆcher les proble`mes d’ambigu¨ıte´ dans
l’interpre´tation de la se´mantique du formalisme XML [17](Thiran). RDF va per-
mettre de repre´senter la connaissance sous la forme d’un multi-graphe dirige´ ou`
chaque arc est labellise´. Ces labels sont appele´s  proprie´te´s . On retrouve
deux types de nœuds dans ce graphe, les nœuds  entite´s  qui repre´sentent
les entite´s du domaine et les nœuds  litte´raux  qui repre´sentent des valeurs
particulie`res du domaine. Ces derniers ne peuvent avoir que des arcs entrant
[17](Thiran).
Pour e´viter toute ambigu¨ıte´ dans la se´mantique du graphe, chaque entite´
et chaque proprie´te´ sont identifie´es par un identifiant uniforme de ressource
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(URI) [18](Heflin). Un URI est une chaˆıne de caracte`res qui permet d’identifier
une ressource, celle-ci a une syntaxe qui respecte une norme bien pre´cise. La
mode´lisation de la connaissance ne´cessite souvent de repre´senter l’inclusion d’ou`
l’existence de diffe´rents types de conteneurs dans la syntaxe du langage. Il y
a les ensembles, les se´quences et les alternatives [17](Thiran). Le premier est
un groupe non ordonne´ alors que dans le deuxie`me l’ordre a de l’importance.
L’alternative repre´sente le ou exclusif, ce qui permet le choix d’un seul e´le´ment
dans l’ensemble. Si l’on veut repre´senter un ensemble ferme´, il faut alors utiliser
la notion de collection aussi pre´sente dans la syntaxe et qui respecte la structure
d’une liste. Voici, en figure 1.7, un exemple de graphe RDF.
Figure 1.7 – Exemple de graphe RDF avec URI
Le domaine mode´lise´ en RDF peut e´galement eˆtre repre´sente´ comme un en-
semble de triplets de la forme sujet, proprie´te´, objet [18](Heflin). Chaque arc du
graphe peut eˆtre transforme´ en un triplet. Le sujet est une entite´, la proprie´te´
applique´e a` cette entite´ et l’objet est la valeur de la proprie´te´ qui peut eˆtre
soit un litte´ral soit une autre entite´. De`s lors, si on veut facilement stocker la
repre´sentation RDF, il suffit d’enregistrer l’ensemble des triplets correspondant.
Si on reprend notre exemple ci-dessus, en s’abstrayant des URI pour l’exemple,
on obtient l’ensemble de triplets dans la figure 1.8.
Resource Description Framework Schema RDF est un langage per-
mettant de repre´senter des entite´s et proprie´te´s d’un domaine au sein d’une
mode´lisation qui a une se´mantique bien spe´cifique. Ce domaine en question qui
contient des concepts et des relations peut eˆtre mode´lise´ de manie`re plus abs-
traite et ce graˆce a` un autre langage appele´  Resource Description Framework
Schema  qui permet de spe´cifier un sche´ma qui de´crit les me´tadonne´es du do-
maine [16](Lawarre´e,2010). C’est ici que l’on va retrouver les contraintes sur la
structure du mode`le. RDFS sert essentiellement a` de´finir le sens des proprie´te´s
[18](Heflin) en de´terminant, par exemple, les valeurs que peuvent prendre les
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Figure 1.8 – Ensemble de triplets
diffe´rentes proprie´te´s ou encore en e´tablissant une hie´rarchie entre elles. En
figure 1.9, on voit un exemple de graphe RDFS.
Figure 1.9 – Exemple de graphe RDFS
Ce langage permet e´galement de de´finir des classes d’entite´ avec rdfs :Class et
a` partir de cette notion de classe, il est possible d’e´tablir une hie´rarchie entre les
entite´s en utilisant la proprie´te´ rdfs :SubClassOf [17](Thiran). On peut trouver
un exemple de l’extension RDFS en figure 1.10 ou` rdfs :domain permet de de´finir
le type d’entite´ qui doit eˆtre associe´ au sujet de la proprie´te´ et rdfs :range permet
de de´finir quelles valeurs peut prendre la proprie´te´ [17](Thiran).
Web Ontology Language Un autre standard de´fini par la suite est le  Web
Ontology Language  (OWL) qui est une extension des deux standards RDF
et RDFS. L’ide´e e´tait que ces deux derniers manquaient d’expressivite´ et de
me´canismes de raisonnement. OWL posse`de un vocabulaire plus expressif, ce
qui permet une description plus pre´cise des entite´s du domaine et de leurs rela-
tions, ce qu’on appelle une ontologie, et tire profit des me´canismes d’infe´rence
de la logique des pre´dicats et en particulier des logiques de description. Pour
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Figure 1.10 – Exemple d’utilisation du langage RDFS
obtenir une source de connaissances qui refle`te la re´alite´, il faut arriver a` cap-
ter des subtilite´s additionnelles de la se´mantique. De`s lors, OWL englobe le
langage RDF mais avec un vocabulaire plus large et une syntaxe plus stricte
[16](Lawarre´e,2010). Ce dernier standard est compose´ de trois sous-langages
que l’on peut voir dans la figure 1.11 [19] (McGuinness et van Harmelen,2003).
Figure 1.11 – Les trois sous-langages OWL
On a donc bien que ce ne sont pas des sous-langages disjoints mais bien des
sous-ensembles. Il faut e´galement savoir que OWL 2 posse`de plus que trois sous-
langages.
– OWL Lite : OWL Lite [19] (McGuinness et van Harmelen,2003) est le
sous-ensemble qui offre le moins d’expressivite´, il permet de faire des
hie´rarchies de classes, des hie´rarchies de proprie´te´s et de de´finir des
contraintes simples. Il re´pond aux besoins primaires d’une mode´lisation.
Il existe la contrainte de cardinalite´ et par exemple, OWL Lite ne permet
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que les cardinalite´s 0 ou 1. Ce sous-langage permet e´galement de de´crire
qu’une proprie´te´ est l’inverse d’une autre. Par contre, cette expressivite´
restreinte permet de re´duire la complexite´ de toute manipulation d’une
repre´sentation de´crite en OWL Lite.
– OWL DL : Ceux qui utilisent OWL DL sont ceux qui veulent le plus
d’expressivite´ mais tout en conservant le caracte`re calculable et de´cidable
des conclusions [19] (McGuinness et van Harmelen,2003). L’ide´e c’est que
l’ensemble des constructions OWL se trouve de´ja` dans OWL DL mais en
les limitant parfois pour garder des relations correspondant a` la logique
descriptive, d’ou` le nom de ce sous-ensemble. La logique descriptive est
une restriction de la logique du premier ordre avec l’ide´e de de´finir de
manie`re formelle les concepts pertinents d’un domaine. Par rapport au
langage RDFS, ce sous-ensemble rajoute essentiellement la possibilite´ de
contraindre les cardinalite´s des proprie´te´s, de de´terminer si deux classes
sont disjointes ou encore de de´crire l’union, l’intersection ou le comple´ment
de classes. C’est de loin le sous-ensemble le plus utilise´ de par son ex-
pressivite´ et sa calculabilite´ qui va permettre d’exploiter les me´canismes
d’infe´rence de la logique descriptive.
– OWL Full : OWL Full est l’ensemble le plus complet, c’est celui qui ex-
ploite le plus le langage RDF et le rend totalement compatible a` celui-ci.
Par rapport aux deux autres sous-ensembles, il est plus expressif car il
n’a aucune restriction sur le vocabulaire mais la conse´quence est qu’il est
e´galement bien plus complexe. En effet, OWL Full est inde´cidable et si
on utilise ce sous-langage, on a plus aucune garantie de calculabilite´ [19]
(McGuinness et van Harmelen,2003).
Dans la figure 1.12, on trouve un exemple d’utilisation du langage OWL DL,
ou` l’on raffine l’exemple utilise´ dans le langage RDFS. On rajoute la notion que
les classes  Voiture  et  Moto  sont disjointes [19] (McGuinness et van
Harmelen,2003), qu’un ve´hicule peut avoir au maximum un seul moteur et on
de´finit une classe qui repre´sente tout ce qui n’est pas un ve´hicule.
1.1.5 Ontologie
Il est difficile de donner une de´finition pre´cise de ce qu’est une ontologie. Ce
qu’est une ontologie de´pend du domaine dans lequel on se trouve. En philo-
sophie, c’est une branche de la me´taphysique qui s’occupe d’e´tudier l’eˆtre, en
me´decine, c’est l’e´tude de la gene`se des maladies mais ce qui nous inte´resse
beaucoup plus, c’est en informatique. En informatique, une ontologie est une
repre´sentation qui est utilise´e pour capturer la connaissance d’un domaine par-
ticulier, elle contient la description pre´cise et exacte des concepts du domaine et
des relations entre ceux-ci [6](Horridge,2009). Il s’agit d’une mode´lisation abs-
traite explicite et formelle du domaine. Il existe diffe´rents langages de description
pour les ontologies qui apportent leurs facilite´s respectives mais le standard le
plus re´cent et le plus utilise´ est le standard OWL [6](Horridge,2009) pre´sente´
ci-dessus. L’ontologie a un certain inte´reˆt dans nos objectifs car au de´part ce
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Figure 1.12 – Exemple d’utilisation de OWL DL
concept e´tait destine´ au web mais rien n’empeˆche de l’exploiter hors du web,
ce que l’on a fait. Cependant, cela permet de ne pas fermer la porte a` l’ide´e
d’extraire la connaissance depuis le web et d’ensuite pouvoir l’exploiter comme
nous le faisons ou inverse´ment, de l’exploiter sur le web. De plus, une de nos
contraintes principales e´taient de ge´rer des domaines tre`s larges et il s’ave`re que
les ontologies permettent une repre´sentation moins ambigue¨ que les syste`mes
experts et plus performante quand il s’agit de domaines de grande taille. Une on-
tologie est compose´e de diffe´rents composants permettant de de´crire le domaine.
Il y a les  Classes , les  Individus  et les  Proprie´te´s  [6](Horridge,2009).
– Classe : Une classe [6](Horridge,2009), ou concept, est le composant le
plus utilise´ au sein d’une ontologie. Concre`tement, il repre´sente un groupe
d’objets du domaine d’inte´reˆt qui partagent des caracte´ristiques com-
munes. Il est possible de de´crire qu’un concept A est un sous-concept
d’un autre concept B. De`s lors, si un objet du domaine est  membre
 du sous-concept A, alors il l’est e´galement du concept B. Graˆce a` cela,
on peut cre´er une hie´rarchie de concepts et l’inte´reˆt est que les relations
de subsomption peuvent eˆtre de´duites automatiquement par un moteur
d’infe´rence [6](Horridge,2009). La figure 1.13 reprend l’exemple de trois
concepts (Joueur, Re´gion et E´quipe) repre´sente´s par des classes.
Figure 1.13 – Exemple de classes
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– Individu : Un  individu  [6](Horridge,2009) repre´sente un objet concret
de l’univers du discours qui nous inte´resse. C’est l’unite´ de base de
l’ontologie. Il peut eˆtre assimile´ a une instance de classe. Quand deux
 individus  repre´sentent le meˆme objet, alors il faut le de´crire explici-
tement car il n’y a pas d’hypothe`se de nom unique dans OWL. La figure
1.14 reprend un exemple d’instances de classes.
Figure 1.14 – Exemple de individuals
– Proprie´te´ : Les proprie´te´s [6](Horridge,2009) servent a` de´crire les rela-
tions que les  individus  ont entre eux. C’est une relation qui peut eˆtre
exprime´e entre des  individus  ou entre des classes. Chaque proprie´te´
peut avoir sa proprie´te´ inverse. Par exemple, la proprie´te´  contient  peut
avoir comme inverse la proprie´te´  estContenuDans . Une proprie´te´ par-
ticulie`re, aussi appele´e attribut [6](Horridge,2009), est une proprie´te´ qui
a pour re´sultat une valeur effective. Une propre´te´ peut eˆtre transitive ou
syme´trique. On peut trouver l’ensemble comple´te´ avec quelques proprie´te´s
dans la figure 1.15.
Figure 1.15 – Exemple de proprie´te´s
Il y a d’autres notions qui ne font pas directement partie de la notion
d’ontologie mais qui viennent la comple´ter pour la rendre plus facilement
compre´hensible et utilisable [6](Horridge,2009). Il y a la documentation : chaque
classe et proprie´te´ peut eˆtre accompagne´e d’une explication en langage natu-
rel. Cette explication permet de donner toute sorte d’information comme une
de´finition des diffe´rents concepts. Cela va permettre aux cre´ateurs de l’ontologie
de s’assurer que la repre´sentation d’un concept dans l’ontologie respecte bien
21
la de´finition. Cela va e´galement permettre aux utilisateurs de comprendre plus
vite l’ontologie et de manie`re plus pre´cise. Il y a aussi les me´tadonne´es d’une
ontologie qui vont plutoˆt reprendre la description ge´ne´rale de l’ontologie, ses
auteurs, sa version, etc.
Figure 1.16 – Exemple de petite ontologie dans le domaine du football
Le sous-langage OWL le plus utilise´ pour de´crire une ontologie est le langage
OWL DL car celui-ci apporte l’expressivite´ ne´cessaire tout en restant calculable.
Ce langage assimile´ a` la logique de descriptions SHOIN(D) 1 permet d’appli-
quer les me´canismes d’infe´rence de la logique a` une ontologie. Pour ce faire,
il existe diffe´rents outils permettant de faire des raisonnements de´terministes
(Pellet 2, FaCT++ 3, TrOWL 4, HermiT 5, etc). Les deux fonctionnalite´s princi-
pales de l’infe´rence dans le domaine des ontologies sont de pouvoir de´terminer si
un concept est une sous-classe d’un autre concept et si une ontologie est consis-
tante ou non, c’est a` dire de´terminer si toutes les classes sont instanciables.
La premie`re fonctionnalite´ permet de produire une hie´rarchie de classes infe´re´e
[6](Horridge,2009).
1. http ://www.obitko.com/tutorials/ontologies-semantic-web/owl-dl-semantics.html
2. http ://wwww.mindswap.org/pellet
3. http ://owl.cs.manchester.ac.uk/tools/fact/
4. http ://trowl.eu/
5. http ://hermit-reasoner.com/
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1.2 L’incertitude dans notre monde
Nous vivons dans un monde ou` l’incertitude prend une place importante. La
majorite´ des e´ve´nements qui se produisent sur Terre ne sont pas de´terministes
et ne peuvent eˆtre pre´dits avec pre´cision a` l’avance. Qui pourrait pre´dire avec
exactitude ce qu’il se passera demain ? Dans la plupart des cas, personne ne le
peut.
Cependant, nous pouvons parfois sentir que certains e´ve´nements vont se pro-
duire. Cela peut venir d’un simple pari. Nous pouvons par exemple avoir la
sensation que notre e´quipe de football favorite va s’imposer le weekend pro-
chain. Mais nous pouvons e´galement avoir des sentiments plus probables. Par
exemple, il est fort probable qu’un e´tudiant studieux qui ne rate jamais les cours
se rende a` l’e´cole en pleine semaine. Cependant, meˆme pour des cas aussi pro-
bables, il y a des chances que cela ne se passe pas comme pre´vu. Dans notre
exemple, l’e´tudiant en question pourrait tomber malade et eˆtre force´ de rester
au lit toute la journe´e. Il pourrait tre`s bien y avoir e´galement d’autres alterna-
tives comme un accident ou encore l’influence de mauvaises fre´quentations qui
l’inciteraient a` ne pas se rendre a` l’e´cole.
Nous pouvons remarquer que l’ensemble des cas e´voque´s ci-dessus sont pos-
sibles. Il n’est pas possible de pre´dire a` l’avance lequel de ceux-ci se produira.
Cependant, nous pouvons sentir que certains cas sont beaucoup plus possibles
que d’autres. Dans notre exemple, il est plus probable que l’e´tudiant se rende a`
l’e´cole plutoˆt que de tomber malade. Nous pouvons ainsi e´tablir un certain degre´
de probabilite´ concernant l’occurrence des e´ve´nements. Cependant, bien qu’on
puisse pressentir ces diffe´rents degre´s de probabilite´, il est difficile d’e´tablir avec
exactitude un re´sultat quantitatif.
Plusieurs facteurs contribuent a` cette difficulte´ de quantifier.
Tout d’abord, il est difficile d’e´tablir des probabilite´s qui seront vraies dans
tous les cas. Si l’on reprend notre exemple, nous pouvons nous accorder sur le
fait qu’un e´tudiant studieux quelconque a plus de chance de se rendre a` l’e´cole
plutoˆt qu’eˆtre malade. Cependant, si ce meˆme e´tudiant, la veille, pre´sentait
des symptoˆmes importants d’une maladie donne´e comme par exemple une toux
grasse, le nez encombre´ ou un e´tat fie´vreux, nous pourrions cette fois accorder
beaucoup plus d’importance au sce´nario de la maladie. Cet exemple nous montre
donc qu’il y a un e´le´ment essentiel a` prendre en compte lorsque nous e´tablissons
des pre´dictions : le contexte.
En effet, sans contexte pre´cis, il est difficile d’e´tablir des pre´dictions ge´ne´rales.
Sans eˆtre situe´ ge´ographiquement, si on nous demande quelle est la probabilite´
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ge´ne´rale qu’il pleuve demain, nous ne saurions pas vraiment re´pondre. Cepen-
dant, si on ajoutait a` cette question un contexte ge´ographique, il nous serait
beaucoup plus facile de re´pondre.
En effet, si la re´gion vise´e se trouve au Bre´sil qui subit de lourdes pluies la
plupart de l’anne´e, nous pourrions nous tourner vers une re´ponse positive sur
le fait qu’il pleuve. Au contraire, si cette fois la re´gion vise´e se trouve dans une
re´gion aride du nord de l’Afrique, la re´ponse d’un temps sec serait certainement
plus probable.
Le contexte peut se caracte´riser par une multitude d’informations :
Il peut s’agir d’une situation dans le temps. Par exemple, l’anne´e dans le cas
d’un fait historique ; le mois dans le cas afin de savoir si l’e´ve´nement se trouve
dans la saison des pluies ; l’heure pour mesurer l’impact d’un moment de la
journe´e sur un e´ve´nement.
Une situation dans l’espace peut e´galement devenir un e´le´ment contextuel. Il
peut s’agir de la localisation d’un lieu comme celle de notre exemple mais aussi
la situation d’une personne ou encore la pre´sence d’un objet a` notre proximite´.
Il peut enfin s’agir de l’existence d’un e´ve´nement pre´ce´dent. Par exemple, si
nous venons d’avoir un accident, la probabilite´ que l’on redouble de prudence
sur la route est fortement augmente´e.
A travers ces e´le´ments de contexte, nous pouvons e´tablir la probabilite´ d’oc-
currence d’un e´ve´nement particulier. Il existe de nombreuses me´thodes qui per-
mettent de quantifier cette probabilite´ d’occurrence. Cependant, celles-ci ne
donnent qu’une estimation du re´sultat. En effet, si nous voulions obtenir une
probabilite´ exacte, il nous faudrait prendre en compte d’une infinite´ d’e´le´ments
contextuels reprenant e´galement la plupart des cas improbables. C’est pour cela
que les probabilite´s, meˆme si elles sont quantifie´es, ne restent qu’un sentiment
pouvant e´ventuellement eˆtre appuye´ par des statistiques. Si nous savons que
nous avons 90% de chance de re´ussite, nous serons plus enclins d’effectuer une
action en relation que si nous n’avions que 10% de re´ussite. Cependant, il nous
est ne´cessaire de doser cette marge d’erreur (ici de 10%) et que conside´rer les
risques que cela engendrerait.
1.3 Logique et incertitude
Le proble`me de la logique du premier ordre, on l’a vu ci-dessus, c’est qu’une
formule logique qui repre´sente une partie du domaine est soit vraie soit fausse,
pas entre les deux. Or, comme exprime´ pre´ce´demment, nous voulons mode´liser
notre monde qui est remplis d’incertitudes et de probabilite´s. De`s lors, de telles
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formules logiques ne captent qu’une fraction de la connaissance pertinente. Les
syste`mes a` base de faits et de re`gles qui reposent essentiellement sur la logique
formelle du premier ordre malgre´ le fait qu’ils posse`dent un moteur d’infe´rence
efficace et les ontologies qui sont assimilables a` la logique descriptive ont donc
une applicabilite´ limite´e en ce qui concerne les proble`mes dans le domaine de
l’intelligence artificielle duˆ a` leur manque d’expressivite´. Une solution a` cela
est de rajouter de l’information a` la logique du premier ordre, de la rendre
plus expressive en utilisant des mode`les de repre´sentation de la connaissance
ge´ne´ralise´s a` la logique du premier ordre et qui peuvent prendre en compte
la the´orie des probabilite´s tout en conservant la capacite´ de s’adresser a` la
complexite´ d’un domaine.
1.4 Mode`les graphiques probabilistes
Les mode`les graphiques probabilistes sont apparus spe´cifiquement pour com-
bler les lacunes des diffe´rentes repre´sentations de la connaissance. En effet,
notre monde est caracte´rise´ par sa complexite´ et ses e´ve´nements incertains. Les
mode`les graphiques probabilistes combinent un mode`le graphique qui re´pond
de la the´orique des graphes et des lois de probabilite´ qui peuvent s’adresser
a` la mode´lisation de l’incertitude [20](Bach,2006). La modularite´ apporte´e par
un mode`le graphique permet de de´composer un proble`me complexe en plus pe-
tits modules, ce qui re´duit la complexite´ du proble`me de de´part. Dans tous les
mode`les graphiques probabilistes, les nœuds mode´lisent des variables ale´atoires
et les arcs font l’hypothe`se d’une de´pendance conditionnelle entre les variables
[20](Bach,2006). La structure sous-forme de graphe et la flexibilite´ d’utilisation
amene´e par la pre´sence de probabilite´s rendent cette repre´sentation ide´ale pour
l’application d’algorithmes d’apprentissage et d’infe´rence automatiques. Le but
de l’apprentissage automatique est de donner la capacite´ a` un syste`me d’adap-
ter ses comportements, en se fondant sur l’analyse des donne´es provenant du
domaine alors que l’infe´rence a pour but que donner la capacite´ au syste`me
de donner automatiquement des re´ponses a` des proble`mes qui lui sont soumis
et ce en prenant compte des re´sultats de l’apprentissage. Il existe deux grandes
familles de mode`les graphiques probabilistes, il y a les graphes non dirige´s qu’on
appelle les re´seaux de Markov et les graphes dirige´s non cycliques, aussi appele´s
re´seaux Baye´siens [20](Bach,2006).
1.4.1 Re´seau Baye´sien
Duˆ au besoin de cre´er des syste`mes experts qui puissent ge´rer des probabilite´s
pour repre´senter les connaissances sont apparus les re´seaux Baye´siens qui font
partie des types de mode`les graphiques probabilistes. Un re´seau Baye´sien prend
la forme d’un graphe dirige´ et acyclique dans lequel chaque nœud repre´sente
une variable ale´atoire et chaque arc une de´pendance statistique causale entre
les diffe´rentes variables [21](Pe´re`s). Le fait que le graphe soit acyclique indique
qu’il ne peut y avoir de boucles dans le graphe. La figure 1.17 reprend un exemple
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de re´seau Baye´sien.
Figure 1.17 – Exemple de re´seau Baye´sien
De plus, chaque variable est accompagne´e d’un tableau de probabilite´s
[21](Pe´re`s). Ces probabilite´s peuvent soit eˆtre de´termine´es par des experts du
domaine repre´sente´ soit par observation du domaine, ou encore, il est possible
de les faire apprendre au re´seau via des me´canismes d’estimation baye´sienne
[21](Pe´re`s). La table de probabilite´s de chaque nœud repre´sente la loi de pro-
babilite´ de la variable associe´e a` ce nœud en prenant en compte les variables
qui peuvent avoir une influence sur la probabilite´ de la variable en question,
c’est a` dire les variables repre´sente´es par les nœuds parents imme´diats du nœud
concerne´ [20](Bach,2006). Par exemple, en figure 1.18, on voit la table de pro-
babilite´s pour les nœuds parents  Nuageux  et  Exposition .
Figure 1.18 – Tableau de probabilite´s
Ensuite, on peut observer en figure 1.19 les probabilite´s des deux nœuds
 Ensoleille´  et  PeauBruˆle´e .
On remarque que naturellement il y a plus de chance qu’il fasse ensoleille´
quand il n’y a pas de nuages ou encore que l’on a plus de chance d’avoir la peau
bruˆle´e si on est expose´ a` un ciel ensoleille´ que si on est expose´ a` un ciel non
ensoleille´.
Une fois que la structure du re´seau est e´tablie et qu’on a obtenu les tables de
probabilite´s des diffe´rents nœuds, le re´seau Baye´sien devient une vraie machine
a` calculer des probabilite´s conditionnelles sur le domaine. Le mot  Baye´sien
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Figure 1.19 – Tableau de probabilite´s
 vient du re´ve´rend Bayes qui est le cre´ateur de la formule de probabilite´ condi-
tionnelle sur laquelle est base´ l’entie`rete´ du re´seau Baye´sien [22](Parent et Eus-
tache,2007). Celle-ci dit que :
Pr(A|B) = Pr(A∩B)
PrB
= Pr(B|A)∗PrA
PrB
Si on reprend notre exemple, on a que : Pr(Ensoleille´|PeauBruˆle´e) =
Pr(PeauBruˆle´e|Ensoleille´)∗Pr Ensoleille´
Pr PeauBruˆle´e =
0.68∗0.65
0.442+0.07+0+0 = 0.8633
On a donc qu’il y a 86,33% de chance que le ciel soit ensoleille´ si on a la
peau bruˆle´e.
L’inte´reˆt de cette formule est de pouvoir faire des inductions dans les deux
sens. On peut soit remonter aux causes a` partir des conse´quences, soit de´duire
les conse´quences sur base des causes et ce graˆce a` la loi de probabilite´ condi-
tionnelle et son inverse obtenue par Bayes en jouant avec la syme´trie de la re`gle
de multiplication [22](Parent et Eustache,2007). Pour eˆtre plus complet et per-
mettre plus d’infe´rences, il existe deux re`gles qui de´coulent de la the´orie des
probabilite´s qui vont permettre de tout ramener a` des probabilite´s condition-
nelles [22](Parent et Eustache,2007) :
Pr(A ∪B|C) = Pr(A|C) + Pr(B|C)− Pr(A ∩B|C)
et
Pr(A ∩B) = Pr(A|B) ∗ PrB = Pr(B|A) ∗ PrA
Plus que se baser sur la formule de Bayes, un re´seau Baye´sien repre´sente la
loi de probabilite´ conjointe des variables repre´sente´es par les nœuds du graphe
dont la de´finition formelle est donne´e par [20](Bach,2006) :
Pr(X) =
∏
x∈X : Pr(x|parents(x))
ou` X est un ensemble de variables ale´atoires contenues dans le graphe et
parents(x) est l’ensemble des nœuds parents imme´diats du nœud repre´sentant
la variable x e´tant donne´ que, sachant ses parents imme´diats, chaque va-
riable ale´atoire est inde´pendante des nœuds non-descendants [20](Bach,2006).
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Les me´thodes d’infe´rence qui donnent des re´sultats pre´cis accompagne´s d’une
preuve de la validite´ des re´sultats sont en ge´ne´rale de complexite´ exponentielle
[22](Parent et Eustache,2007). Il existe donc des heuristiques qui permettent de
re´duire la complexite´ des me´thodes mais le prix a` payer est que l’on n’obtient
plus des probabilite´s exactes mais bien des estimations de celles-ci [22](Parent
et Eustache,2007). De plus, il n’y a plus aucune preuve de la validite´ des esti-
mations qui est fournie.
PR-OWL
Dans le domaine des re´seaux Baye´siens, il existe une nouvelle branche nais-
sante qui a la volonte´ de rendre les ontologies capables de ge´rer l’incertitude car
nous avons vu dans la section sur les ontologies que le langage OWL-DL avait
comme limitation de ne pas pouvoir s’adresser aux probabilite´s. L’ide´e de cette
branche du se´mantique web est de cre´er une extension du langage OWL qui
peut permettre de repre´senter des ontologies probabilistes qui se nomme PR-
OWL [23](L’e´quipe PR-OWL/MEBN/UnBBayes). Le principe d’une extension
est de conserver la compatibilite´ avec le langage de base tout en apportant de
nouvelles de´finitions a` celui-ci. Ce nouveau langage va permettre de faire des
infe´rences probabilistes au sein d’un langage pour les ontologies. La se´mantique
de cette extension est base´e sur la structure des re´seaux Baye´siens a` entite´s
multiples [23](L’e´quipe PR-OWL/MEBN/UnBBayes).
Les re´seaux Baye´siens a` entite´s multiples(MEBN) sont des extensions aux
re´seaux Baye´siens qui vont permettre de repre´senter la notion de sous-structure
re´pe´te´e [23](L’e´quipe PR-OWL/MEBN/UnBBayes). L’ide´e est de mode´liser
la connaissance comme un ensemble de petits re´seaux Baye´siens qui peuvent
eˆtre instancie´s et mis en relation. Le concept de MEBN a e´te´ e´labore´ dans
le but de repre´senter des bases de connaissances probabilistes avec la logique
du premier ordre. L’unite´ de base des re´seaux a` entite´s multiples est appele´e
 MFrag  et repre´sente un re´seau Baye´sien parame´trable [23](L’e´quipe PR-
OWL/MEBN/UnBBayes). Ces unite´s sont relie´es par un graphe de fragments.
Chaque re´seau Baye´sien contient la description probabiliste d’une entite´ du do-
maine et de ses relations et peut eˆtre instancie´ un nombre inde´termine´ de fois.
Un  MFrag  posse`de une loi de probabilite´ conjointe locale sur l’ensemble de
ses variables ale´atoires. Pour obtenir la loi de probabilite´ conjointe de l’ensemble
des  MFrags , il faut rassembler ensemble leurs lois de probabilite´ locale en
prenant en compte les relations d’inde´pendance conditionnelle repre´sente´es par
le graphe des  MFrags . Un ensemble de  MFrags  a` partir duquel on peut
obtenir une loi de probabilite´ unique est appele´ une  MTheory  [23](L’e´quipe
PR-OWL/MEBN/UnBBayes). Ces  MTheories  peuvent eˆtre utilise´s pour
repre´senter des ontologies probabilistes en de´finissant une loi de probabilite´ sur
les valeurs de ve´rite´ de formules de la logique du premier ordre.
Il est difficile de parler de PR-OWL de manie`re plus approfondie car le langage
est encore en pleine e´laboration [23](L’e´quipe PR-OWL/MEBN/UnBBayes).
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En effet, cette extension est en progression au sein de deux e´quipes de travail
dont une s’occupe d’approfondir la se´mantique du nouveau langage et l’autre
s’inte´resse a` la construction d’un raisonneur qui s’adresse aux re´seaux Baye´siens
a` multiple entite´s [23](L’e´quipe PR-OWL/MEBN/UnBBayes). De`s lors, cette
technologie ne peut pas encore eˆtre prise en compte dans notre projet mais il est
inte´ressant, au vu de son potentiel, de suivre son avancement pour les travaux
futurs.
1.4.2 Re´seau de Markov
L’ide´e de base est que la connaissance des distributions de probabilite´ de cha-
cune des variables ne suffit pas. Tout comme les re´seaux Baye´siens, les re´seaux
de Markov sont au sens abstrait des mode`les pour la distribution conjointe d’un
ensemble de variables ale´atoires. La notion de distribution conjointe va per-
mettre de prendre en compte la covariance entre les diffe´rentes variables. Plus
concre`tement, un re´seau de Markov est repre´sente´ par un graphe non dirige´ dans
lequel chaque nœud repre´sente une variable et chaque arc une de´pendance sta-
tistique entre deux variables [4](Richardson et Domingos,2006). Sachant ses voi-
sins, chaque variable est inde´pendante du reste du graphe. Cette repre´sentation
est similaire a` un re´seau Baye´sien a` deux diffe´rences pre`s : un re´seau Baye´sien
est dirige´ et acyclique [20](Bach,2006). La figure 1.20 montre un exemple de
re´seau de Markov.
Figure 1.20 – Exemple de re´seau de Markov
Une clique d’un graphe non oriente´, voir figure 1.21, est un sous-ensemble de
sommets de ce graphe dont le sous-graphe induit est complet, c’est a` dire que
tous sommets de la clique pris deux a` deux posse`dent un arc les reliant. Dans
un re´seau de Markov, il faut que le graphe soit non dirige´, avoir un ensemble de
fonctions de compatibilite´ φc pour chaque clique du graphe [4](Richardson et
Domingos,2006). Une fonction de compatibilite´ lie un nombre re´el non ne´gatif
selon les valeurs des membres d’une clique.
La distribution conjointe repre´sente´e par le mode`le de Markov est donne´e
par [4](Richardson et Domingos,2006) :
Pr(X = x) = 1
Z
∏
c∈C φc(xc)
ou` xc contient les valeurs de ve´rite´s des variables ale´atoires se trouvant dans
la ce`me clique du graphe et Z est la fonction dite de partition qui, on le verra
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Figure 1.21 – L’ensemble des noeuds rouges repre´sente une clique du re´seau
par la suite, est source d’un certain nombre de contraintes de complexite´. Cette
fonction de partition qui est constante permet de normaliser le produit et obtenir
une probabilite´ cohe´rente [4](Richardson et Domingos,2006). Donc, la fonction
de partition Z, que l’on ne retrouve pas dans la distribution conjointe des re´seaux
Baye´siens, est donne´e par [4](Richardson et Domingos,2006) :
Z =
∑
x∈X
∏
c∈C φc(xc)
Si on conside`re par exemple la fonction de compatibilite´ suivante :
φ(A,B) =

2.8, si A ∧ ¬B
2.0, si A ∧B
1.5, sinon
φ(B,C,D) =

2.7, si ¬B ∧ ¬C ∧D
0.4, si B ∧ ¬C ∧ ¬D
6.0, sinon
φ(D,E) =

4.6, si D ∧ E
2.5, si D ∧ ¬E
0.7, sinon
En s’e´pargnant les de´tails du calcul car il y a 25 combinaisons de variables
possibles, on a que Z = 667,411 et de`s lors on a que Pr(A,B,C,D,E) =
55,2/667,411 = 0,082708 ou encore que Pr(A,B,¬C,¬D,¬E) = 77,28/667,411
= 0,115791
Toutefois, il est conventionnel de remplacer la fonction de compatibilite´ par
une fonction exponentielle de la somme des fonctionnalite´s de chaque e´tat
[4](Richardson et Domingos,2006). De plus, a` chaque fonctionnalite´ est associe´e
un poids. Il est courant de limiter cette fonctionnalite´ a` un re´sultat binaire. On
a [4](Richardson et Domingos,2006) :
Pr(X = x) = 1
Z
exp
(∑
j wjfj(x)
)
et :
Z =
∑
x∈X exp
(∑
j wjfj(x)
)
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Il existe une fonctionnalite´ correspondant a` chaque e´tat de chaque clique et,
de`s lors, la taille de la repre´sentation est exponentielle selon le nombre de cliques
dans le graphe. Le poids de chaque fonctionnalite´ est logiquement de´termine´ par
la formule : log φc(xc) [4](Richardson et Domingos,2006). Mais l’avantage de
cette repre´sentation plus conventionnelle est que l’on peut e´laborer un nombre
plus restreint de fonctionnalite´s, ce qui permet d’obtenir une repre´sentation
plus abordable que la premie`re forme de repre´sentation avec la fonction de
compatibilite´.
Pour repre´senter un domaine de meˆme taille, le graphe contenu dans un
re´seau Baye´sien peut devenir significativement plus large que celui contenu dans
un re´seau de Markov [24](Srihari), ce qui peut poser des proble`mes de mise a`
l’e´chelle lorsqu’on traite des domaines assez grands. La notion de de´pendance
dans un re´seau Baye´sien est nettement plus complique´e car elle prend en compte
le caracte`re directionnel des arcs dans le graphe. Bien qu’un re´seau Baye´sien
montre de meilleures performances au niveau de l’apprentissage automatique
[24](Srihari), nous avons choisi de continuer notre travail avec les re´seaux de
Markov car ils sont plus aptes a` ge´rer les ensembles de donne´es tre`s larges et
c’est l’inte´reˆt premier de notre outil.
1.4.3 Re´seau logique de Markov
Nous avons montre´ ci-dessus que le monde re´el dans lequel on vit est a` la
fois complexe et rempli d’incertitude. Le proble`me est qu’il s’agit de domaines
appartenant a` ce monde que l’on veut traiter. De`s lors, pour pouvoir raisonner,
il va falloir prendre ces deux aspects en compte. La logique du premier ordre
permet de traiter la complexite´ alors que la the´orie des probabilite´s permet de
s’adresser a` l’incertitude. Les re´seaux logiques de Markov (MLN) vont permettre
de combiner les deux en appliquant un mode`le de Markov a` la logique du premier
ordre.
Un re´seau logique de Markov est un ensemble de formules de la logique du pre-
mier ordre ainsi qu’un poids associe´ a` chaque formule [4](Richardson et Domin-
gos,2006). Un poids est toujours un nombre re´el. Cependant, il faut faire atten-
tion qu’il peut exister certaines restrictions selon l’outil qui imple´mente le re´seau
de Markov. Certaines imple´mentations ne permettent pas d’exprimer l’entie`rete´
de la syntaxe de la logique et d’autres n’acceptent pas les poids ne´gatifs. On
remarque donc que la notion de re´seaux logiques de Markov fait re´fe´rence a` une
repre´sentation de l’information qui va permettre de construire une instance d’un
mode`le de Markov particulier ou` les nœuds du graphe repre´sentent les diffe´rents
atomes et les arcs repre´sentent les connecteurs logiques qui lient les atomes
pour construire une formule logique [4](Richardson et Domingos,2006). Chaque
formule est une clique dans le graphe. La fonctionnalite´ de chaque clique qui
remplace la fonction de compatibilite´ est tout simplement la fonction qui est
vraie quand la formule logique repre´sente´e par la clique a pour valeur de ve´rite´
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vrai et fausse sinon [4](Richardson et Domingos,2006). La figure 1.22 montre un
exemple de transformation en re´seau logique de Markov.
Figure 1.22 – Exemple de transformation en re´seau logique de Markov
Le proble`me est qu’une formule atomique (exemple : Stress(x)) n’a pas en-
core de valeur de ve´rite´. Il faut donc avant tout instancier la formule logique de
de´part avec un ensemble de constantes. L’algorithme d’instanciation est assez
simple mais l’on verra par la suite qu’il sera possible de l’ame´liorer en permet-
tant de ne pas instancier l’entie`rete´ du re´seau pour des raisons de performance
lors de l’infe´rence qui va suivre [4](Richardson et Domingos,2006). Avant d’ap-
pliquer l’instanciation, il faut transformer la formule de de´part en forme nor-
male conjonctive en respectant la me´thode vue dans la section sur la logique
du premier ordre, mis a` part la skole´misation. Ici, les formules quantifie´es exis-
tentiellement sont remplace´es par des disjonctions de leurs instanciations sur
C. L’algorithme 1 montre le pseudo code du proce´de´ ge´ne´rale d’instanciation
[4](Richardson et Domingos,2006).
On remarque tout de suite que le proce´de´ est scinde´ en deux e´tapes. Dans
la premie`re, on prend les clauses de la formule une par une et on instancie
chaque variable de chaque clause avec toutes les constantes. De`s lors, le nombre
de constantes et surtout le nombre de variables diffe´rentes dans les clauses in-
fluencent le nombre de clauses finales instancie´es. On a que le nombre de clauses
instancie´s d’une formule vaut [25](Niu, Re´, Doan et Shavlik,2010) :∑
i
(
ni · |C|i
)
ou` ni est le nombre de clauses de la formule contenant i variable(s) diffe´rente(s).
L’union ensembliste pre´sente pour ajouter les nouvelles clauses instancie´es aux
existantes sert a` ne pas avoir deux clauses identiques. En second lieu, on part
des clauses instancie´es obtenues a` la premie`re e´tape et on re´ite`re sur chacune
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Algorithm 1 Instanciation
Require: F est une formule logique du premier ordre et C est un ensemble de
constantes
Ensure: GF contient l’ensemble des clauses instancie´es
GF = ∅
for all clause Fj ∈ F do
Gj = {Fj}
for all variable x contenue dans Fj do
for all clause Fk(x) ∈ Gj do
Gj ⇐ Gj\Fk(x)∪{Fk(c1), ..., Fk(c|C|)} , ou` Fk(ci) est Fk(x) avec x remplace´ par ci ∈
C
GF ⇐ GF ∪Gj
end for
end for
end for
for all clause instancie´e Fj ∈ GF do
repeat
for all fonction f(a1, a2, ...) dont tous les arguments sont des
constantes do
Fj ⇐ Fj avec f(a1, a2, ...) remplace´ par la constante c ou` c =
f(a1, a2, ...)
end for
until Fj ne contienne plus de fonctions
end for
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d’elles le processus de substitution de fonctions jusqu’a` ce qu’il n’existe plus de
fonctions. Ce processus consiste a` se´lectionner l’ensemble des fonctions dont les
arguments sont des constantes et a` les remplacer par la constante correspon-
dante. La constante a donc la valeur de la fonction qu’elle substitue.
Supposons l’ensemble de constantes : Alex(A), Bernard(B) et les deux
dernie`res re`gles de l’exemple ci-dessus, cela produira un re´seau de Markov ins-
tancie´ en figure 1.23.
Figure 1.23 – Exemple de re´seau de Markov instancie´
Le nombre de constantes peut faire varier de manie`re significative la taille
du re´seau de Markov. Toutes les formules re´sultantes d’une instanciation auront
le meˆme poids que la formule logique de laquelle elles de´coulent [4](Richardson
et Domingos,2006). Vous pouvez trouver en annexe A.1.2 un exemple plus large
d’instanciation de re´seau logique de Markov. Une fois que l’on a ce re´seau ins-
tancie´, on peut l’utiliser pour de´duire des probabilite´s concernant le domaine
d’application. Par exemple, on peut s’interroger sur la probabilite´ que Bernard
soit cardiaque si Alex est stresse´ et que Bernard est un descendant de Alex. Pour
ce faire, voici la loi de distribution de re´seau de Markov instancie´ [4](Richardson
et Domingos,2006) :
Pr(X = x) = 1
Z
exp (
∑
iwini(x))
ou` ni est le nombre d’instanciations vraies de la ie`me formule de la logique du pre-
mier ordre de de´part dans l’e´tat x des constantes. Nous reviendrons un peu plus
sur le me´canisme d’infe´rence dans une section suivante. Apre`s explications, voici
la de´finition purement the´orique d’un re´seau logique de Markov [4](Richardson
et Domingos,2006) :
DEFINITION Un re´seau logique de Markov L est un ensemble de couples
Fi, wi), ou` Fi est une formule de la logique du premier ordre et wi est un nombre
re´el. E´tant donne´ un ensemble fini de constantes C, cela de´finit un re´seau de
Markov ML,C comme suit :
1. ML,C contient un nœud binaire pour chaque instanciation possible de
chaque pre´dicat apparaissant dans L. La valeur du nœud est 1 si l’atome
instancie´ est vrai, et 0 sinon.
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2. ML,C contient une fonctionnalite´ pour chaque instanciation possible de
chaque formule Fi dans L. La valeur de cette fonctionnalite´ est 1 si la
formule instancie´e est vraie, et 0 sinon. Le poids de la fonctionnalite´ est
le poids wi associe´ a` Fi dans L.
Apprentissage de poids
Ge´ne´ratif On a vu qu’un re´seau logique de Markov est constitue´ d’un en-
semble de formules de la logique du premier ordre que l’on obtient en mode´lisant
la connaissance que l’on a du domaine qui nous inte´resse, d’un ensemble de
poids associe´s a` chaque formule et d’un ensemble de constantes qui repre´sentent
l’ensemble des objets du domaine. On remarque que la seule chose que l’on
ne connaˆıt pas a` cette e´tape-ci, ce sont les diffe´rents poids des formules. Les
poids sont tre`s importants car on voit bien quand on regarde la loi de distribu-
tion que ceux-ci vont influencer de manie`re exponentielle la probabilite´ d’avoir
un certain monde possible plutoˆt qu’un autre. Cependant, nous n’avons pas
assez d’informations pour pouvoir les calculer. En effet, il faut un ensemble
d’e´vidences pour pouvoir entraˆıner le mode`le de Markov et calculer les poids
[4](Richardson et Domingos,2006). Une e´vidence est une pre´dicat instancie´ qui
a pour valeur de ve´rite´ vrai. Sur cet ensemble, on fait l’hypothe`se qu’on est dans
un monde ferme´, c’est a` dire que tous les pre´dicats instancie´s possibles qui ne
se trouvent pas dans l’ensemble d’entraˆınement sont conside´re´s comme ayant
pour valeur de ve´rite´ faux [4](Richardson et Domingos,2006). Une fois que l’on
a cet ensemble, l’apprentissage de poids se re´sume a` un proble`me d’optimisation
convexe [4](Richardson et Domingos,2006). Ce qui veut dire que le crite`re que
l’on essaie de minimiser est convexe. Il existe un autre type d’apprentissage que
l’on peut appliquer dans le domaine des re´seaux logiques de Markov, c’est l’ap-
prentissage de la structure [26](Dinh,2011). A partir d’un ensemble de donne´es
d’apprentissage, souvent elles contiennent la description du domaine mais sans
les relations entre les diffe´rentes donne´es, on peut selon diffe´rentes techniques
ge´ne´rer des clauses ponde´re´es en vue de cre´er la structure d’un futur re´seau
logique de Markov. Cependant, nous allons uniquement nous focaliser sur l’ap-
prentissage de poids car nous posse´dons de´ja` la structure du re´seau logique de
Markov que l’on extrait de l’ontologie. Nous de´taillons plus en de´tails le passage
d’un ontologie a` un re´seau de Markov dans la partie de´veloppement.
Un proble`me d’optimisation [27](Cohen) est un proble`me qui consiste a` trou-
ver, au sein d’ un ensemble d’alternatives qui satisfont une proprie´te´, l’e´le´ment
qui optimise une certaine fonction de couˆt. Cette dernie`re peut e´galement eˆtre
appele´e  objectif  ou encore  crite`re . On peut soit essayer de minimiser
la fonction ce qui revient a` un proble`me de minimisation soit de maximiser la
fonction et la` on a un proble`me de maximisation. Si on conside`re X l’ensemble
des alternatives et f : X → R la fonction de couˆt, on cherche a` trouver x′ ∈ X
tel que :
∀x ∈ X,x 6= x′ : f(x′) < f(x) (proble`me de minimisation)
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ou
∀x ∈ X,x 6= x′ : f(x) < f(x′) (proble`me de maximisation)
Une des sous-disciplines de l’optimisation est l’optimisation convexe. Dans les
proble`mes d’optimisation convexe, qui sont plus simples a` re´soudre, la fonction
de couˆt et l’ensemble des alternatives sont convexes. Dans le cas unidimension-
nel, une fonction est dite convexe [27](Cohen), figure 1.24, si la valeur de la
fonction f en tout point du segment [x, y] est situe´ sous la valeur de la ligne du
segment en ce meˆme point.
Figure 1.24 – Exemple de fonction convexe
Soit E un espace vectoriel sur R. On appelle segment de E de x a` y, l’en-
semble de´finit comme suit [28](Gilbert,2007) :
[x, y] = {(1− z) ∗ x+ z ∗ y|z ∈ [0, 1]} , ou`xety ∈ E.
Une partie X de E est dite convexe [28](Gilbert,2007), figure 1.25, si ∀x, y ∈ X,
le segment [x, y] est contenu dans X.
Figure 1.25 – Exemple d’ensembles convexes et non convexes
Dans le cas de l’apprentissage de poids, l’ensemble des alternatives est l’en-
semble des vecteurs contenant les poids et la fonction de couˆt est la fonction de
vraisemblance a` maximiser.
Ici, le proble`me revient a` trouver les poids qui maximisent le produit de leur
probabilite´ et la vraisemblance des donne´es [4](Richardson et Domingos,2006).
36
On parlait d’un proble`me de minimisation ci-dessus, on va donc plutoˆt mini-
miser la log-vraisemblance ne´gative, ce qui est e´quivalent. On de´rive la log-
vraisemblance comme ceci [4](Richardson et Domingos,2006) :
ni(x)−
∑
x′∈X Prw(X = x
′)ni(x′)
ou` x repre´sente un e´tat possible de la base de donne´es des e´vidences alors que
x′ repre´sente tous les e´tats possibles de la base de donne´es et ni est le nombre
d’instanciation vraie en conside´rant la ie`me formule. On a que Prw(X = x
′) se
calcule comme Pr(X = x′) avec l’ensemble de poids courants w. Cela revient a`
calculer la diffe´rence entre le nombre d’instanciations vraies de la formule et la
pre´vision en accord avec le mode`le courant [4](Richardson et Domingos,2006).
Ce calcul pose deux proble`mes au niveau de la traitabilite´. En effet, compter
le nombre d’instanciations vraies d’une formule et le nombre d’instanciations
vraies attendues est intraitable de manie`re efficace et donc le gradient utilise´
dans la me´thode d’optimisation se basant sur la log-vraisemblance ne converge
pas dans des temps raisonnables [4](Richardson et Domingos,2006). Pour trai-
ter ce proble`me, il est courant dans de nombreux domaines de recherche de
remplacer la log-vraisemblance par une pseudo-vraisemblance dans la me´thode
d’optimisation [4](Richardson et Domingos,2006) :
Pr∗w(X = x) =
∏n
l=1 Prw(Xl = xl|MBx(Xl))
ou` MBx(Xl) est l’e´tat des variables de la couverture de Markov de Xl. Dans
un re´seau de Markov, la couverture de Markov d’un nœud est l’ensemble de
ses nœuds voisins dans le re´seau. La pseudo-vraisemblance revient a` calculer le
produit des vraisemblances conditionnelles de chaque variable e´tant donne´ la
valeur de ses voisins dans le re´seau [4](Richardson et Domingos,2006). On peut
calculer cette expression sans utiliser d’infe´rence sur le mode`le et donc, dans des
temps plus raisonnables que la vraisemblance pre´sente´e au de´part.
Discriminatif Jusqu’a` pre´sent nous parlions de l’apprentissage de poids
ge´ne´ratif mais il existe un autre type d’apprentissage de poids qui est discri-
minatif. En effet, parfois lors de l’apprentissage, on connaˆıt de´ja` la requeˆte que
l’on va soumettre au re´seau. On peut donc la prendre en compte durant le pro-
cessus d’apprentissage [29](Singla et Domingos). Pour ce faire, il faut rede´finir
la loi de probabilite´ conditionnelle pour prendre en compte la requeˆte. Si on
conside`re un re´seau logique de Markov avec X : l’ensemble des atomes formant
la requeˆte et Y : l’ensemble des e´vidences, on a [29](Singla et Domingos) :
Pr(x = X|y = Y ) = 1
Z
exp
(∑
i∈Gx wigi(y, x)
)
ou` on ne conside`re plus que les clauses instancie´es qui impliquent un atome
se trouvant dans la requeˆte (Gx) et la fonction gi(x, y) vaut 1 si la ie`me clause
instancie´e est vraie et 0 sinon.
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Les diffe´rents algorithmes qui existent pour imple´menter cet apprentissage de
poids utilisent des heuristiques pour approximer les parties de la formule qui
sont non calculables [30](Lowd et Domingos). Parmi ces divers algorithmes il
s’ave`re que celui qui montre les meilleurs re´sultats est l’algorithme de gradient
conjugue´ avec pre´conditionnement [30](Lowd et Domingos).
Infe´rence
Une fois que l’on a la structure du graphe instancie´ et qu’on lui a fait
apprendre l’ensemble des poids associe´s aux diffe´rentes clauses repre´sente´es
par le graphe, on peut utiliser le re´seau logique de Markov et l’ensemble
d’e´vidences pour infe´rer des re´sultats. L’infe´rence permet principalement de
de´duire deux types de conclusions [25](Niu et al.,2010). Tout d’abord elle permet
de de´terminer l’e´tat du monde possible le plus probable, on l’appelle l’infe´rence
du maximum a posteriori(MAP) car elle permet de connaˆıtre le monde avec la
vraisemblance maximale [25](Niu et al.,2010). Elle permet e´galement de calculer
des probabilite´s conditionnelles comme l’on a vu au sein des re´seaux Baye´siens,
on l’appelle l’infe´rence marginale [25](Niu et al.,2010). Dans le cadre de nos
objectifs d’aide a` la de´cision, nous allons nous inte´resser exclusivement aux
de´ductions de probabilite´s conditionnelles.
Si on conside`re un re´seau logique de Markov apre`s apprentissage des poids,
un ensemble de constantes, un ensemble d’e´vidences et F1, F2 des formules de
la logique du premier ordre, on a selon le the´ore`me de Bayes que [4](Richardson
et Domingos,2006) :
Pr(F1|F2) = Pr(F1∧F2)Pr(F2) =
∑
x∈XF1∩XF2
Pr(X=x)∑
x∈XF2
Pr(X=x)
ou` XFi est l’ensemble des mondes dans lesquels Fi est vraie et Pr(x) est la loi
de probabilite´ de´finie pour les re´seaux logiques de Markov. Si on reprend notre
petit exemple, en essayant de re´pondre a` la question  quelle est la probabilite´
que Bernard soit cardiaque si Alex est stresse´ et que Bernard est un descendant
d’Alex ? , on a que F1 = Cardiaque(B), F2 = Stress(A) ∧Descendant(B,A)
et :
Pr(Cardiaque(B)|Stress(A), Descendant(B,A)) =
Pr(Cardiaque(B),Stress(A),Descendant(B,A))
Pr(Stress(A),Descendant(B,A)
Le processus d’infe´rence dans les re´seaux logiques de Markov englobe
deux autres types d’infe´rence : l’infe´rence probabiliste et l’infe´rence logique
[4](Richardson et Domingos,2006). Malgre´ le fait que l’infe´rence au sein des
re´seaux logiques de Markov est souvent plus rapide que dans les autres mode`les
graphiques probabilistes, ces deux types d’infe´rence restent intraitables en des
temps raisonnables [4](Richardson et Domingos,2006). Comme explique´ dans la
section sur les re´seaux Baye´siens, il existe des heuristiques pour le me´canisme
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d’infe´rence qui re´duiront la complexite´ en faisant une approximation du re´sultat
[4](Richardson et Domingos,2006). Cette approximation est obtenue en appli-
quant des me´thodes d’e´chantillonnage. Pour les me´thodes qui vont suivre, on fait
l’hypothe`se que la requeˆte et les e´vidences soient de la forme d’une conjonction
d’atomes instancie´s.
Les me´thodes d’e´chantillonnage peuvent produire des re´sultats diffe´rents a`
chaque exe´cution et sont des alternatives aux me´thodes de´terministes. Elles
reposent sur un me´canisme de se´lection ale´atoire et doivent s’assurer de
de´finir une distribution qui permet a` tous les e´le´ments se´lectionnables d’avoir
une chance e´gale d’eˆtre choisis. Une fois que l’on a la requeˆte, l’objectif
de ces me´thodes est de produire a` chaque e´tape un e´chantillon de la pro-
babilite´ de la requeˆte [4](Richardson et Domingos,2006). Au final, une fois
que la se´quence d’e´chantillons converge, l’ensemble des e´chantillons qui satis-
font la requeˆte repre´sentera une approximation de la probabilite´ recherche´e
[4](Richardson et Domingos,2006). Un des types de me´thode d’e´chantillonnage
le plus re´pandu est le  Monte Carlo Markov Chain  (MCMC) [31](Kroc).
On l’appelle ainsi parce que c’est une me´thode qui utilise uniquement la va-
leur de l’e´chantillon pre´ce´dent pour ge´ne´rer l’e´chantillon suivant et ainsi former
une chaˆıne de Markov [31](Kroc). Une chaˆıne de Markov est une chaˆıne qui
respecte la proprie´te´ de Markov qui veut qu’aucun e´le´ment supple´mentaire a`
l’e´tat pre´sent ne soit ne´cessaire pour pre´dire l’e´tat futur [31](Kroc). Il existe
diverses me´thodes d’e´chantillonnage de type MCMC [32](Poon et Domingos)
mais il a e´te´ prouve´ de manie`re expe´rimentale que l’algorithme MC-SAT qui
effectue des e´chantillonnages par tranche et teste la satisfiabilite´ de ceux-ci
montre de meilleures performances que l’e´chantillonnage de Gibbs ou encore
l’e´chantillonnage par  simulated tempering  [32](Poon et Domingos).
En plus de ces me´thodes d’approximation, il est possible de re´duire la com-
plexite´ du me´canisme d’infe´rence en re´duisant la taille du re´seau de Markov
instancie´ [4](Richardson et Domingos,2006). Plus le re´seau est petit et plus le
processus d’infe´rence est acce´le´re´. L’algorithme 2 permet d’obtenir le re´seau le
plus petit possible pour pouvoir calculer la probabilite´, en fonction de la requeˆte
et des e´vidences [4](Richardson et Domingos,2006).
Dans l’aglorithme 2, MB(q) est la couverture de Markov du nœud
repre´sentant l’atome instancie´ q. L’ide´e de cet algorithme est assez simple, on
de´marre de l’ensemble des atomes instancie´s qui constituent la requeˆte et on
ite`re tant que cette ensemble n’est pas vide. A chaque ite´ration on rajoute a`
l’ensemble de de´part les nœuds de la couverture de Markov de chaque e´le´ment
mise a` part les atomes que l’on retrouve dans l’ensemble des e´vidences et c’est
cela qui permet de re´duire le re´seau de de´part. Si on reprend notre exemple de
re´seau de Markov instancie´ on aura la figure 1.26 apre`s re´duction.
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Algorithm 2 Re´duction de re´seau de Markov
Require: F1, l’ensemble formant la requeˆte
F2, l’ensemble des e´vidences
Un re´seau logique de Markov instancie´
Ensure: G contenant l’ensemble des noeuds du re´seau re´duit en gardant les
arcs entre les noeuds pre´sents dans le re´seau logique de de´part
G⇐ F1
while F1 6= do
for all atome instancie´ q ∈ F1 do
if q /∈ F2 then
F1 ⇐ F1 ∪ (MB(q) \G)
G⇐ G ∪MB(q)
end if
F1 ⇐ F1 \ {q}
end for
end while
Figure 1.26 – Exemple de re´seau de Markov instancie´ re´duit
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2.1 But final
Le domaine me´dical est un domaine a` la fois large et tre`s complique´. La
pre´cision est indispensable lors d’analyses ou de traitements et la moindre pe-
tite erreur peu mener a` des conse´quences de´sastreuses. Un des proble`mes de ce
domaine est l’e´tendue de sa matie`re. La me´decine n’est pas une science simple
mais une multitude de sciences complique´es (orthope´die, cardiologie, endocri-
nologie, . . . ). De par son ampleur, il est impossible qu’un me´decin, seul, puisse
s’y connaˆıtre dans tous les domaines qu’il est amene´ a` traiter. De ce fait, un
diagnostic peut eˆtre divise´ entre plusieurs professionnels de la me´decine, chacun
traitant la partie qui lui est propre. Cette approche pluridisciplinaire ne´cessite
par ailleurs la collaboration des diffe´rents experts, ce qui peut e´galement me-
ner a` des mauvaises de´cisions suite a` un manque de communication ou une
incompre´hension entre les diffe´rents intervenants.
De plus, un autre proble`me peut intervenir pour les patients se rendant
a` l’hoˆpital pour des proble`mes peu spe´cifiques. Le diagnostic, re´alise´ par un
me´decin ge´ne´raliste, pourrait s’ave´rer complique´ et l’expert ge´ne´raliste pour-
rait ne pas savoir vers lequel de ses colle`gues se diriger. En effet, le nombre
de symptoˆmes possibles e´tant a` la fois important, mais aussi combinatoire, les
conclusions peuvent eˆtre relativement difficile a` tirer dans certains cas particu-
liers. Sans compter le fait que la plupart des symptoˆmes, seuls, ne signifient pas
grand-chose. Pour tirer une conclusion efficace, il faut analyser l’ensemble de
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ceux-ci comme un tout et de´duire de quel type de maladie le patient semble eˆtre
atteint.
Intuitivement, nous pourrions de´ja` constater que ce raisonnement semble in-
duire des probabilite´s et des re`gles. En effet, un symptoˆme seul e´tant attache´ a`
une maladie pourrait eˆtre vu comme une re`gle. Un exemple pourrait eˆtre le fait
qu’un patient tousse e´norme´ment lorsqu’il va voir le me´decin. Ce dernier pour-
rait supposer que son patient est atteint d’une maladie de la gorge comme une
bronchite ou une pharyngite. La re`gle induite serait donc  Tousser implique
une maladie de la gorge . Maintenant, nous pourrions pousser le raisonnement
plus loin. Il nous faudrait cette fois inte´grer le contexte dans lequel se trouve le
patient traite´, ainsi que l’ensemble de ses symptoˆmes comme un tout. Ainsi, si
nous reprenons l’exemple pre´ce´dent, le me´decin pourrait cette fois-ci conside´rer
le contexte du malade qui a fume´ pendant ces trente dernie`res anne´es. Il pourrait
e´galement conside´rer d’autres symptoˆmes qui seraient une douleur thoracique
lorsque son patient respire, une voix enroue´e et une perte de poids. Le tout mis
ensemble, il pourrait maintenant redouter un cancer du poumon et le diriger
vers le service approprie´.
Dans ce cas-ci, l’intuition du docteur d’amener son patient a` re´aliser des
examens plus approfondis concernant ce type de cancer pourrait eˆtre vu comme
une probabilite´. Si l’on demande a` cet expert quel est son degre´ de certitude, il
ne pourra certainement pas re´pondre avec pre´cision. Cependant, l’ide´al serait,
a` partir de symptoˆmes, d’un contexte et de re`gles e´tablies sur ceux ci, d’arriver
a` en de´river une probabilite´ pre´cise concernant les risques d’un patient d’avoir
telle ou telle maladie.
C’est dans cette optique que nous travaillons afin de mettre en place un outil
d’aide a` la de´cision permettant aux me´decins d’obtenir un ensemble de maladies
possibles auxquelles sont attache´es des probabilite´s a` partir de re`gles provenant
des symptoˆmes et du contexte dans lequel se trouve un patient donne´.
Notre travail inte´grera le projet ORTHOGEN qui travaille en collaboration
avec l’hoˆpital de Mont-Godinne. Il s’agit d’un projet dont la finalite´ est de four-
nir un programme d’aide a` la de´cision dans le domaine me´dical [2](Schobbens et
al., 2013). L’outil qui sera propose´ ressemblera a` la description faite ci-dessus.
Cependant, pour les raisons d’ampleur de la me´decine en ge´ne´ral, il ne trai-
tera que d’une sous partie de celui-ci. En l’occurrence, il s’agira des diagnostics
concernant les infections orthope´diques. Ce domaine bien particulier est a` la fois
critique et complique´. Il est tre`s important que les analyses re´alise´es ne soient
pas biaise´es sans quoi des infections pourraient survenir pour les personnes ayant
rec¸u une prothe`se orthope´dique. Ces infections, suivant le cas, peuvent engendrer
des conse´quences plus ou moins graves. La complexite´ de ce domaine provient
du fait que ces infections ne peuvent se de´clarer et se de´velopper que plusieurs
mois apre`s la pose de la prothe`se. Il n’est donc pas toujours facile de de´celer
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les symptoˆmes pouvant conduire a` celles-ci, bien qu’une re´action rapide soit
ne´cessaire lorsque celles-ci surviennent.
Pour re´aliser sa taˆche, le projet ORTHOGEN a mis en place, graˆce a` la consul-
tation d’un grand nombre de spe´cialistes, une ontologie reprenant tout le do-
maine d’application qu’il devra traiter [3](Schobbens et al., 2013). Cette ontolo-
gie comporte l’ensemble des re`gles liant un symptoˆme ou un e´le´ment contextuel
a` une possible infection ou autre proble`me. C’est cette connaissance qui sera
utilise´e afin de de´duire dans quel cas pourrait se trouver un patient se plaignant
de symptoˆmes suite a` une ope´ration orthope´dique.
Afin de raisonner efficacement sur l’ensemble de re`gles qui compose l’ontologie,
ORTHOGEN va travailler conjointement avec un moteur d’infe´rence probabiliste
base´ sur la logique de Markov. C’est ce processus de de´duction qui va amener
la notion d’incertitude et ainsi induire les probabilite´s que nous avons e´voque´es
pre´ce´demment. C’est par ailleurs en tenant compte de l’incertitude de certaines
connaissances que le moteur d’infe´rence probabiliste va tenter de mode´liser un
raisonnement efficace qui devra eˆtre le plus proche de la re´alite´.
Nous voyons de´ja` ici que le choix de ce moteur d’infe´rence probabiliste est
crucial dans le processus de calcul. En effet, la ne´cessite´ d’obtenir un degre´ de
pre´cision important oblige le projet ORTHOGEN a` choisir un outil aussi fiable
qu’efficace pour effectuer ses raisonnements probabilistes. Il s’agit d’ailleurs d’un
enjeu tre`s important, car le programme d’aide a` la de´cision qui devra eˆtre le
re´sultat de ce projet ne peut se permettre d’eˆtre impre´cis. Induire en erreur un
expert me´dical pourrait l’amener a` re´aliser les mauvais choix et par conse´quent
tirer les mauvaises conclusions pour un patient. Cette simple erreur informa-
tique pourrait alors mettre en danger des vies humaines. Nous voyons donc
par cet exemple qu’un des enjeux principaux qui ne doit pas eˆtre oublie´ par ce
projet est le risque d’atteinte aux vies humaines concerne´es en cas d’erreur ou
d’impre´cision trop importante du programme.
De plus, une autre limite a` conside´rer serait la substitution du raisonnement,
anciennement fait par un me´decin, par une machine. Le projet vise a` rassembler
l’ensemble de la connaissance posse´de´e par les experts me´dicaux dans un logiciel
permettant de tirer des conclusions a` la place de ce dernier. Bien suˆr cet outil ne
cherche pas a` substituer le me´decin par un ordinateur. Au contraire, le but est de
l’aider dans la prise de sa de´cision en lui fournissant l’ensemble des cas possibles.
Cela lui permet d’une part d’avoir un premier aperc¸u sur le type de proble`me
qui semble se de´gager du diagnostic et, d’autre part, cela lui permet e´galement
de ne pas omettre des cas possibles. Mais la question qu’il ne faut pas oublier est
l’impact de ce projet sur l’expert me´dical. Celui-ci est pour le moment oblige´ de
retenir tous les cas possibles au quotidien. Si d’ici une dizaine d’anne´es ce genre
de processus s’impose, il se peut que les me´decins commencent a`  oublier  eux-
meˆmes les conclusions qu’il faudrait tirer en s’appuyant presqu’uniquement sur
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les re´sultats propose´s par le programme. A ce moment, nous pourrions dire que
ce dernier ne serait plus uniquement un programme d’aide a` la de´cision mais
un programme presqu’autonome car le me´decin aurait perdu une partie de sa
faculte´ a` tirer lui-meˆme le diagnostic final.
Si ces projets d’aide a` la de´cision dans le domaine me´dical commencent a` s’im-
poser, il faudra alors e´tudier de manie`re plus approfondie l’impact que ceux-ci
pourraient avoir sur les spe´cialistes de la me´decine et l’influence qu’ils pourraient
apporter a` leurs verdicts.
Cependant, le cas que nous venons d’e´voquer ne devrait pas directement
concerner le projet ORTHOGEN dont les limites sont bien fixe´es avec l’hoˆpital
de Mont-Godinne et qui ne devrait eˆtre utilise´ uniquement comme un outil de
de´cision, voire un aide-me´moire pour le spe´cialiste de la me´decine.
2.2 But du me´moire
Le but de notre me´moire ne couvre pas l’entie`rete´ de ce que nous avons
discute´ dans la section pre´ce´dente. Comme nous l’avons de´ja` signale´, ce travail
vient s’inte´grer au sein de l’ensemble du processus du projet ORTHOGEN devant
amener a` cre´er un outil d’aide a` la de´cision pour les infections orthope´diques.
Cependant, nous n’avons pas produit un logiciel directement de´livrable tel quel
a` l’hoˆpital de Mont-Godinne.
Notre travail consistait en deux objectifs devant aider dans le cadre du projet
ORTHOGEN. Ces deux objectifs e´taient d’une part de pouvoir manipuler plus
facilement la connaissance contenue dans l’ontologie afin de faciliter les dialogues
avec les experts me´dicaux et, d’autre part, de choisir quel moteur d’infe´rence
probabiliste e´tait le plus efficace suivant le contexte d’utilisation de l’outil.
Un premier proble`me s’e´tait pose´ a` nous lorsque nous avons voulu mettre en
relations les deux principales technologies utilise´es par le projet, a` savoir les
ontologies et les moteurs d’infe´rence probabilistes. Le proble`me e´tait que les
e´le´ments de sortie du premier ne correspondaient pas directement aux e´le´ments
d’entre´e du second. Pour re´soudre ce proble`me, nous avons tout d’abord de´cide´
de transformer la connaissance provenant de l’ontologie en un ensemble de re`gles
provenant de la logique du premier ordre. En effet, lorsque nous associons a`
celles-ci un poids, elles peuvent eˆtre prises telles quelles comme e´le´ment d’entre´e
pour les moteurs d’infe´rences probabilistes.
Une fois ce premier choix re´alise´, il nous fallait maintenant nous attarder sur
le choix de ce fameux moteur d’infe´rence probabiliste. Pour cela, nous en avons
pre´se´lectionne´ trois diffe´rents.
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Tout d’abord,  Alchemy . Celui-ci est certainement le plus connu et le plus
utilise´. Il est d’ailleurs utilise´ dans l’hoˆpital de Mont-Godinne avec lequel le
projet ORTHOGEN travaille. Nous nous devions donc de l’envisager.
Ensuite,  Tuffy . Ce dernier est e´galement re´pute´ et se vante d’ailleurs
d’obtenir de meilleures performances que le premier. Il nous fallait alors ve´rifier
si ces affirmations e´taient correctes et surtout dans quels cas elles l’e´taient.
Enfin, nous avons e´galement choisi  RockIt . Il s’agit d’un moteur
d’infe´rence probabiliste qui vient de voir le jour. Il est d’ailleurs toujours en
phase de de´veloppement. La re´daction de se me´moire se base sur la version
0.3 de celui-ci. Celle-ci ne comporte d’ailleurs pas encore toutes les fonctionna-
lite´s car le processus d’apprentissage n’a pas encore e´te´ imple´mente´. Cependant,
ayant lu que les re´sultats retourne´s par cet outil semblaient tre`s performants,
nous nous devions de l’inte´grer dans nos choix potentiels.
Apre`s avoir choisi les trois moteurs d’infe´rence probabiliste que nous allions
tester et apre`s avoir de´fini la proce´dure qui nous permettrait de faire commu-
niquer l’ontologie a` ceux-ci, il nous fallait a` pre´sent cre´er l’outil permettant de
re´aliser ce travail. Celui-ci devait eˆtre compose´ de plusieurs parties obligatoires.
Tout d’abord, la transformation de la connaissance d’une ontologie en un
ensemble de re`gles provenant de la logique du premier ordre. C’est par ailleurs
ces re`gles que les membres du projet ORTHOGEN devront manipuler afin de
tester si la connaissance contenue dans l’ontologie pourrait eˆtre ame´liore´e. Notre
outil devait alors e´galement proposer un processus permettant a` cet utilisateur
de facilement modifier ces re`gles a` sa guise afin d’ame´liorer l’efficacite´ de ses
tests.
En outre, pour faciliter les dialogues avec les me´decins concernant la per-
tinence des re`gles induites, il nous fallait trouver un processus permettant de
simplifier la compre´hension de ces re`gles pour les me´decins. En effet, ceux-ci
n’e´tant pas informaticiens, il est fort probable qu’ils ne comprennent pas la
logique du premier ordre. Nous avons ainsi de´cide´ d’inte´grer, au sein de notre
outil, un processus permettant de traduire de manie`re automatique chaque re`gle
de la logique du premier ordre vers l’anglais. Ainsi, la communication avec les
spe´cialistes me´dicaux pouvait se faire plus facilement e´tant donne´ que le voca-
bulaire utilise´ e´tait commun aux deux parties.
Ensuite, il fallait inclure dans notre programme un moyen de tester l’efficacite´
en temps et en termes de re´sultats retourne´s des trois outils de´crits plus haut
et d’y produire des statistiques qui permettraient d’ame´liorer l’analyse de ceux-
ci. Ce processus se devait d’eˆtre pre´cis e´tant donne´ l’importance du choix du
moteur d’infe´rence probabiliste. Comme nous l’avons e´voque´ pre´ce´demment, un
des enjeux majeurs de ce projet est la pre´cision des re´sultats retourne´s, il nous
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fallait alors de´terminer quel outil permettait dans quel cas d’obtenir la meilleure
pre´cision.
En plus de ces fonctionnalite´s obligatoires, nous voulions vraiment que l’uti-
lisateur de notre outil ait le plus de facilite´ possible a` effectuer les diffe´rentes
taˆches qui lui incombaient. De ce fait, nous avons le plus souvent possible rajoute´
des petites fonctions destine´es a` aider ce dernier. En plus du coˆte´  user-friendly
 important dans l’ensemble des outils informatiques existants, la facilite´ d’em-
ploi de notre programme e´tait primordiale e´tant donne´ la difficulte´ des taˆches a`
re´aliser par l’utilisateur de celui-ci et les implications de´sastreuses d’une erreur
de sa part.
En essayant d’eˆtre le plus ouvert possible aux de´sirs de l’utilisateur quant a`
notre outil, nous avons re´ussi a` nous abstraire d’un contexte pre´cis d’utilisa-
tion. Cette abstraction engendre des effets inte´ressants car elle permet a` notre
programme de ne pas uniquement posse´der une utilite´ au sein du projet OR-
THOGEN mais pourrait e´galement s’e´tendre a` n’importe quel autre domaine de
la me´decine, voir n’importe quel autre domaine en ge´ne´ral. Notre programme
permet ainsi de facilement transformer la connaissance contenue dans une on-
tologie en un ensemble de re`gles de la logique du premier ordre, d’y effectuer
des ope´rations et ensuite d’obtenir les re´sultats infe´re´s par ces ope´rations. L’uti-
lisateur peut utiliser les re´sultats obtenus comme il le souhaite, mais il peut
e´galement utiliser notre fonctionnalite´  statistiques  afin de comparer quel
moteur d’infe´rence probabiliste est le plus efficace dans son cas.
Cette abstraction, bien qu’actuellement utilise´e dans le domaine des infections
orthope´diques, pourrait rendre notre outil plus polyvalent et voir son utilite´
e´tendue vers d’autres domaines.
2.3 Limite des objectifs
La raison du choix des objectifs lie´s a` ce me´moire s’est faite afin de garder
un bon rapport entre le temps passe´ a` de´velopper une fonctionnalite´ et le gain
perc¸u au niveau, d’une part, de l’efficacite´ dans la manipulation d’une base de
connaissances et, d’autre part, de la pre´cision des statistiques concernant les
moteurs d’infe´rence probabilistes. A cette fin, nous avons parfois e´te´ contraints
d’abandonner des ide´es inte´ressantes mais trop complexes a` mettre en place.
Dans son e´tat actuel, notre programme permet a` son utilisateur, comme ex-
plique´ dans la section 2.2, de re´aliser de manie`re facile et pratique les ope´rations
qu’il souhaite sur l’information contenue dans la base de connaissances d’une
ontologie. Il permet e´galement a` cet utilisateur d’obtenir des temps d’exe´cution
et une se´rie de re´sultats retourne´s par les raisonneurs de la logique de Markov
lorsque ceux-ci sont appele´s.
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Une des premie`res limites de ce me´moire est le choix de ne pas nous focaliser
sur la qualite´ des re´sultats obtenus dans notre section statistiques. En effet, il
paraˆıt e´vident que si nous pouvions juger de la qualite´ d’un re´sultat, sa per-
tinence aurait pu alors eˆtre de´duite plus efficacement. Cependant, pour tester
cette qualite´, il nous aurait fallu connaˆıtre a` l’avance quels devraient eˆtre les
re´sultats retourne´s par les moteurs d’infe´rence probabilistes. Or, cette informa-
tion n’est ge´ne´ralement pas connue ou alors non de´voile´e. De`s lors, nous nous
retrouvions avec un grand nombre d’ontologies, mais presqu’aucune d’entre elles
ne laissaient figurer quels devaient eˆtre les re´sultats obtenus pour telle ou telle
requeˆte. Ainsi, en l’absence de cette information, nous ne pouvions spe´culer sur
quels e´taient les re´sultats a` obtenir a` la suite d’une infe´rence et avons duˆ nous
contenter de nous focaliser sur la partie quantitative de ceux-ci comme il le sera
explique´ a` la section 3.9.
Une autre limite que nous pourrions attacher a` notre me´moire est l’ide´e
d’extraire des donne´es directement des bases de donne´es de l’hoˆpital de Mont-
Godinne. En effet, ce processus aurait e´te´ inte´ressant si l’on souhaitait re´aliser
des tests plus nombreux. Ainsi, nous obtenions des re´sultats existants et corrects
qui auraient pu eˆtre inte´gre´s dans la partie des e´vidences de notre programme.
Cependant, pour re´aliser cet objectif, nous avons rencontre´ plusieurs proble`mes
majeurs. Tout d’abord, afin d’utiliser des donne´es re´elles – meˆme anonymise´es –
nous avions besoin d’autorisations particulie`res de la part de l’hoˆpital. Or, nous
n’avons jamais pu obtenir ces dernie`res. De plus, si nous voulions nous connecter
directement a` la base de donne´es de cet organisme, il fallait nous interfacer avec
cette dernie`re. Ainsi, de notre coˆte´, il nous aurait fallu cre´er un module per-
mettant cette taˆche. Cette dernie`re action n’aurait pas e´te´ contraignante. Par
contre, il aurait e´galement fallu que les responsables informatiques de l’hoˆpital
fassent de meˆme e´tant donne´ que nous n’avions pas acce`s au syste`me informa-
tique de celui-ci. Cette de´marche aurait e´galement pu poser des proble`mes de
temps. Ainsi, pour ces deux raisons, nous avons e´te´ oblige´s d’abandonner cette
ide´e qui aurait pourtant pu nous eˆtre tre`s utile pour notre phase de tests.
Enfin, la dernie`re option que nous avons envisage´ d’inclure dans notre pro-
gramme est la possibilite´ de se connecter directement a` la base de donne´es des
moteurs d’infe´rence probabilistes utilisant cette technologie. Ainsi, dans le cas
d’Alchemy, cela n’est pas d’actualite´. Cependant, nous aurions pu envisager de
reprendre une partie du code des deux autres outils et de nous connecter a` leurs
bases de donne´es respectives afin d’ame´liorer les performances au niveau des
temps d’exe´cution. L’ide´e ge´ne´rale derrie`re ce proce´de´ aurait e´te´ de ne re´aliser
qu’une seule fois la phase d’instanciation, de retenir son e´tat pour ensuite e´viter
de la recalculer aux prochaines exe´cutions en se connectant directement a` la
base de donne´es et en inse´rant toutes les clauses instancie´es me´morise´es. Le
proble`me que nous avons essentiellement rencontre´ et qui nous a dissuade´ de
re´aliser ce module a e´te´ un proble`me de temps. En effet, cela nous aurait oblige´
a` re´aliser de lourdes modifications, en plus de nous obliger a` nous plonger en
47
profondeur dans la compre´hension des codes sources de Tuffy et de RockIt. Or,
l’inte´reˆt d’ame´liorer le temps de ces deux outils e´tait assez restreints e´tant donne´
qu’il s’agissait plutoˆt du troisie`me outil, Alchemy, qui posait des proble`mes au
niveau de ces temps d’exe´cution e´leve´s. Nous verrons cela de manie`re comple`te
dans la section 4.3 qui concerne la phase d’expe´rimentation.
Comme nous venons de l’expliquer dans cette partie, nous aurions pu inte´grer
plusieurs autres modules inte´ressants dans notre programme. Cependant, nous
avons volontairement choisi de ne pas les ajouter car la re´alisation de ceux-ci
comportaient un trop grand nombre de contraintes. Nous nous sommes de`s lors
cantonne´s aux fonctionnalite´s les plus importantes permettant de re´pondre aux
besoins des objectifs fixe´s dans la section 2.2.
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3.1 Introduction
Afin de re´aliser nos objectifs, nous avons de´veloppe´ un programme compor-
tant environ 25.000 lignes de code. Nous avons volontairement ajoute´ plusieurs
fonctionnalite´s ne figurant pas directement dans les buts de ce me´moire afin
d’ame´liorer l’utilisabilite´ et l’expe´rience de navigation de l’utilisateur.
Initialement, ce programme est destine´ aux de´veloppeurs du projet ORTHO-
GEN. Cependant, de par la ge´ne´ralisation des fonctionnalite´s que nous avons
e´tablie, il pourrait eˆtre e´galement utilise´ dans une multitude d’autres domaines
utilisant eux aussi des ontologies et des moteurs d’infe´rence probabilistes. En
outre, l’utilisateur de cet outil peut e´galement utiliser ce dernier comme sup-
port afin d’ame´liorer la communication avec les me´decins de l’hoˆpital de Mont-
Godinne ou, le cas e´che´ant, avec une autre personne experte dans le domaine
qui est traite´ par le programme.
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L’outil est divise´ en plusieurs modules qui sont repris dans le sche´ma de la
figure 3.1.
Figure 3.1 – Sche´ma de l’architecture de notre outil
Dans un premier temps, l’utilisateur doit fournir un moyen d’obtenir un en-
semble de re`gles de la logique du premier ordre sur lequel il va travailler. Pour
cette taˆche, deux voies sont envisageables.
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Premie`rement, il peut se´lectionner sur son ordinateur une ontologie – dont
le format doit ne´cessairement respecter le standard OWL2 afin d’e´viter toute
incompatibilite´ lors de la phase de transformation – et l’ouvrir dans notre l’ou-
til. Cette action entrainera un appel a` l’API de Prefuse destine´e a` offrir une
visualisation parame´trable de l’ontologie. Nous reparlerons de cette API dans
une section de´die´e. Cet outil de visualisation offrira a` l’utilisateur une vue plus
globale sur la structure de la base de connaissances qui sera cible´e pour la fu-
ture transformation de l’ontologie. Si cela lui convient, il pourra alors de´marrer
cette phase de transformation qui aura pour effet de transformer la base de
connaissances contenues dans l’ontologie en un ensemble de re`gles de la logique
du premier ordre e´quivalent. Cet ensemble de re`gles sera divise´ en deux par-
ties distinctes. Tout d’abord, la partie des e´vidences comportant l’ensemble des
e´vidences contenues dans l’ontologie et enregistre´e dans un fichier dont l’exten-
sion est .DB. Ensuite, les re`gles a` proprement parler provenant des diffe´rentes
classes et proprie´te´s contenues dans l’ontologie. Celles-ci comporteront plusieurs
sous parties permettant de de´limiter la partie des de´clarations – dont le seul but
est de de´clarer les pre´dicats qui seront utilise´s dans les clauses logiques et dans
les e´vidences – des re`gles logiques. Enfin, tout cet ensemble sera quant a` lui
enregistre´ dans un fichier dont l’extension est cette fois-ci .MLN. Le choix de
ces deux extensions n’a pas e´te´ choisi de manie`re fortuite. Il s’agit en effet des
extensions des deux fichiers d’entre´e attendus par les trois raisonneurs de la
logique de Markov.
Deuxie`mement, dans le cas ou` l’utilisateur de´sirerait reprendre un travail de´ja`
commence´ plus toˆt, il a la possibilite´ de se´lectionner le nom de son fichier pour
directement obtenir ces deux ensembles de re`gles dans l’e´tat ou` il les avait laisse´s.
Une fois toutes les re`gles obtenues dans la logique du premier ordre, l’utilisa-
teur dispose de plusieurs possibilite´s lui permettant de manipuler celles-ci afin
d’obtenir facilement les re´sultats qu’il souhaite. Il peut effectuer a` sa guise des
ope´rations d’ajout, de modification ou de suppression afin d’alte´rer les futurs
re´sultats calcule´s par les moteurs d’infe´rence probabilistes.
Afin de lui e´viter toute erreur lors d’exe´cutions ulte´rieures, chacun des change-
ments de l’utilisateur est accompagne´ d’une ve´rification syntaxique permettant
de s’assurer qu’il n’a commis aucune erreur dans sa saisie et que l’ope´ration qu’il
vient d’effectuer est bien permise. Ainsi, nous nous assurons a` tout moment que
les deux fichiers – le fichier .DB et le fichier .MLN – posse`dent toujours une
syntaxe admise par chacun des moteurs d’infe´rence probabilistes.
De plus, afin de permettre d’effectuer des tests sur des raisonneurs de la
logique de Markov n’acceptant pas la meˆme syntaxe, nous avons ajoute´ une
fonctionnalite´ permettant le passage d’un de ces outils a` un autre en modifiant
de manie`re automatique la syntaxe des re`gles pour qu’elle soit correctement
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comprise par l’outil se´lectionne´. Cette fonction de notre programme libe`re l’uti-
lisateur d’une lourde charge de travail qui le forceraient a` effectuer un grand
nombre de modifications pour tester le meˆme ensemble de re`gles sur les trois
outils diffe´rents.
Nous avons ensuite dote´ notre programme d’une fonctionnalite´ de traduction
automatique. Celle-ci est utile lors de la communication avec les me´decins ou
avec d’autres experts dans un domaine en particulier. Elle va en l’occurrence
transformer les re`gles e´crites dans la logique du premier ordre vers la langue
anglaise. Cette action ame´liore la communication car, de`s lors, les discussions
ne se font plus sur un langage mathe´matique qui pourrait ne pas eˆtre tre`s
compre´hensible pour un interlocuteur non forme´ mais sur le langage naturel
compre´hensible par tout le monde.
La dernie`re fonctionnalite´ de ce module est celle d’historique. Celle-ci est com-
pose´e en diffe´rentes sous parties. Tout d’abord, la fonctionnalite´ habituelle des
options pre´ce´dent/suivant. Celle-ci comporte toutefois une particularite´ car elle
permet e´galement de re´aliser ces ope´rations apre`s fermeture puis la re´ouverture
de l’outil. Ensuite, la deuxie`me sous partie de cette fonctionnalite´ est la capa-
cite´ a` re´appliquer automatiquement l’ensemble des changements re´alise´s sur une
certaine version d’une ontologie vers une autre version de cette meˆme ontologie.
Ainsi, des utilisateurs ge´rant des ontologies en constante e´volution, comme c’est
actuellement le cas pour le projet ORTHOGEN, se verront a` nouveau libe´re´ d’une
grosse charge de travail car ils ne devront plus re´appliquer des ope´rations qu’ils
auraient de´ja` re´alise´es ante´rieurement. Le choix de l’application automatique
de ces modifications de´ja` re´alise´es se fait dans la phase de´crite plus haut qui
consiste a` transformer l’ontologie en un ensemble de re`gles. L’utilisateur peut
lors de celle-ci choisir, dans le cas d’une ontologie de´ja` manipule´e, s’il souhaite
la transformer telle quelle ou alors re´appliquer les anciennes ope´rations re´alise´es
sur celle-ci.
Le module suivant consiste en l’application d’une phase d’apprentissage ou
d’infe´rence par l’un des trois raisonneurs de la logique de Markov sur l’ensemble
de re`gles que l’utilisateur a manipule´. Ce dernier a la possibilite´ d’effectuer des
requeˆtes sur chacun des moteurs d’infe´rence probabilistes. Celle-ci comporte le
choix de l’outil, la ou les requeˆtes sur lesquelles porteront l’apprentissage ou
l’infe´rence et, enfin, le choix d’effectuer cette requeˆte pour une phase d’appren-
tissage ou d’infe´rence. Lorsque l’outil se´lectionne´ aura termine´ son travail, notre
programme va, d’une part, enregistrer les re´sultats obtenus dans un fichier par-
ticulier et d’autre part, il va les afficher a` l’utilisateur.
Le dernier module de l’outil que nous avons re´alise´ voit son utilite´ lorsque
plusieurs re´sultats ont e´te´ obtenus par diffe´rents moteurs d’infe´rence probabi-
listes. En effet, de`s lors, l’utilisateur peut vouloir comparer les re´sultats obtenus,
ainsi que les temps ayant e´te´ ne´cessaires pour les obtenir. Nous mettons a` sa
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disposition deux sous-modules de comparaisons des re´sultats et des temps obte-
nus. Pour cela, il peut faire varier plusieurs parame`tres – le choix de l’ontologie,
la ou les requeˆtes se´lectionne´es, ainsi que le choix des re´sultats obtenus lors de
la phase d’apprentissage ou d’infe´rence – pour obtenir des tableaux de´taille´s
concernant son choix et ainsi lui permettre de tirer les meilleures conclusions
quant a` l’outil a` utiliser dans tel ou tel cas.
3.2 Architecture et choix d’imple´mentation
Pour re´aliser notre outil, nous avons opte´ pour la plateforme Java et plus
pre´cise´ment l’utilisation de l’e´dition Java SE 1.6. Les raisons de ce choix sont
diverses. Tout d’abord, cette plateforme e´tant tre`s utilise´e dans le monde, elle
permet une interope´rabilite´ ame´liore´e avec d’e´ventuels autres logiciels. Ensuite,
e´tant tre`s connue, il existe de nombreux plugins s’inte´grant directement et fa-
cilement dans des projets e´crits en Java. Nous voulions ainsi mettre toutes les
chances de notre coˆte´ dans l’espoir de re´cupe´rer certains modules de´ja` existants
et par conse´quent re´duire notre charge de travail. Enfin, la dernie`re raison qui
nous a pousse´s vers ce choix est le fait que deux des trois outils – en l’occur-
rence, Tuffy et RockIt – soient eux-meˆmes imple´mente´s en Java. Re´aliser notre
projet dans ce langage pourrait ainsi eˆtre un plus si nous de´cidions un jour
d’inte´grer directement le code de ces deux outils au sein du notre ou encore
si nous de´cidions de nous connecter directement a` l’un des outils comme nous
l’avons e´voque´ dans la section 2.3.
Concernant l’architecture de notre projet, nous avons utilise´ le design pattern
MVC – mode`le, vue, controˆleur – afin de se´parer notre code en trois couches
d’abstraction bien distinctes. Les raisons de ce choix ont fortement e´te´ en-
courage´es par la me´thodologie de de´veloppement ite´ratif qui nous obligeait a`
de´velopper selon un processus d’e´volution continue. En se´parant les interfaces
du code me´tier de la sorte, cela nous faisait gagner un temps conside´rable lors
des changements et ajouts qui pouvaient apparaˆıtre d’une version a` une autre.
En plus de l’utilisation de ce design pattern, nous avons se´pare´ le code de
notre projet en diffe´rents packages.
Tout d’abord, un package reprenant les interfaces utilisateurs. Celui-ci cor-
respondant a` la vue du design pattern MVC de´crit plus haut.
Ensuite, le controˆleur se trouve lui aussi dans un package qui lui est propre.
Celui-ci contient une seule classe dont les me´thodes sont charge´es de faire la
liaison entre la vue et le mode`le.
Enfin, le mode`le quant a` lui est compose´ d’un certain nombre de packages
classe´s selon leur roˆle dans le programme.
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Premie`rement, nous avons rassemble´ tous les JavaBeans dans un meˆme
package. Ces JavaBeans consistent en de simples objets Java respectant la
spe´cification JavaBean d’Oracle 1.
Nous avons ensuite un autre package comportant les classes permettant de
transformer la base de connaissances contenue dans une ontologie vers un en-
semble de re`gles de la logique du premier ordre. Cette section est e´galement
divise´e en un ensemble de sous divisions responsables chacune d’un aspect de
cette transformation d’ontologie.
Le package suivant comporte la transformation de re`gles s’appuyant sur une
grammaire e´crite en antlr3 2. Celui-ci bien que paraissant similaire au package
e´voque´ au paragraphe pre´ce´dent n’est en re´alite´ pas du tout semblable de par
son proce´de´ qui diffe`re drastiquement. Nous verrons dans les sections qui leur
seront de´die´es que transformer une ontologie ou une saisie textuelle ne peut se
re´aliser de la meˆme manie`re. En outre, la grammaire antlr3 a e´te´ choisie pour les
meˆmes raisons que la plateforme Java : Une grande communaute´ utilise celle-ci
et deux des trois raisonneurs de la logique de Markov que nous utilisons l’utilise
e´galement. Ces deux-ci sont a` nouveau Tuffy et RockIt.
Nous avons e´galement re´alise´ une API qui sera de´crite plus en de´tails a` la
section suivante. Celle-ci comporte e´galement un package qui lui est propre
dans lequel se trouve le code de son interface et celui de son imple´mentation.
Enfin, un dernier package contient l’ensemble des classes utilitaires de notre
projet. Parmi celles-ci, nous pouvons retrouver le me´canisme de gestion des
fichiers, l’utilisation de loggers ou encore le traitement de properties.
Concernant ces properties, nous pourrions les ajouter a` nos choix
d’imple´mentations car celles-ci sont ne´cessaires afin d’indiquer l’environnement
dans lequel va travailler l’utilisateur (Windows, Linux ou MacOs). La spe´cification
de celui-ci est tre`s importante car, dans le cas d’Alchemy, le syste`me d’exploita-
tion joue un roˆle sur la fac¸on dont va eˆtre re´alise´e l’exe´cution de cet outil. En
effet, ce moteur d’infe´rence probabiliste ne fonctionnant pas sous Windows, nous
faisons appel a` un plugin particulier dans le cas d’une exe´cution a` partir de ce
syste`me d’exploitation afin d’e´muler une plateforme ade´quate. Ces properties
sont e´galement requises afin de de´finir l’emplacement des diffe´rents raisonneurs
de la logique de Markov sur l’ordinateur de l’utilisateur ; Ceux-ci devant eˆtre
installe´s au pre´alable sur son ordinateur. C’est enfin au sein de ces properties
que sera spe´cifie´ l’emplacement ou` l’utilisateur de´sire enregistrer tous ses fichiers
de re`gles et de re´sultats. C’est d’ailleurs a` partir de cet emplacement que notre
programme proce´dera au chargement des fichiers de´ja` existants.
1. http ://www.oracle.com/technetwork/Java/Javase/documentation/spec-136004.html
2. http ://www.antlr3.org/
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Enfin, notre dernier package contient l’ensemble du code source du plugin
 Prefuse  3 que nous avons utilise´ dans le cadre d’un outil de visualisation
d’ontologies. Ce plugin justifie a` nouveau le choix de la plateforme Java car il
est lui-meˆme imple´mente´ dans ce langage, ce qui nous a fortement facilite´ son
inte´gration dans notre programme.
Nous pouvons terminer cette sous-section en disant que nos choix
d’imple´mentation reposent sur un ensemble de technologies re´pandues, ce
qui nous permet, d’une part, de compter sur une communaute´ e´tendue en
cas de proble`me et, d’autre part, d’ame´liorer notre inte´gration avec d’autres
programmes. Nous avons e´galement opte´ pour une architecture facilitant le
de´veloppement ite´ratif, e´volutif et la maintenance de notre outil car c’est cette
me´thodologie que nous avons suivie tout au long du de´roulement de notre projet.
3.3 Application programming interface
Afin d’augmenter l’interope´rabilite´ de notre outil avec d’autres logiciels, nous
avons cre´e´ une API (Application Programming Interface) proposant les princi-
pales fonctionnalite´s que nous vous de´crivons dans ce me´moire.
Cette API a pour objectif d’ame´liorer la re´utilisabilite´ de nos modules. Ainsi,
si nous de´cidions de migrer vers une plateforme web, nous ne devrions pas
tout imple´menter a` nouveau mais il nous suffirait de nous interfacer avec notre
programme pour obtenir ses fonctions. De meˆme, si un autre outil de´sire obtenir
certaines de nos fonctions, il pourrait les utiliser facilement et cela sans meˆme
connaˆıtre la structure de notre projet.
Nous n’avons bien suˆr pas repris dans l’API une liste exhaustive de nos fonc-
tionnalite´s, mais nous nous sommes cantonne´s aux plus importantes et aux plus
pertinentes.
A la figure 3.2, nous vous offrons une vue de notre interface et des me´thodes
qui la composent. Plus bas, nous vous de´crirons chacune de celles-ci en de´tails.
Tout d’abord, nous avons mis a` disposition une me´thode permettant d’effec-
tuer un apprentissage sur un fichier avec un certain outil. L’exe´cution engendre
une modification des fichiers spe´cifie´s comme lors d’un apprentissage normal
de notre outil. Cette me´thode retourne un boole´en indiquant si l’ope´ration s’est
bien effectue´e ou si elle a rencontre´ un proble`me. En outre, nous devons spe´cifier
en parame`tres l’outil, le nom du fichier implique´ qui sera situe´ a` l’emplacement
de´fini par les properties comme explique´ dans la section pre´ce´dente, ainsi que
diffe´rentes options possibles dans le cas d’un apprentissage.
3. http ://prefuse.org
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Figure 3.2 – Vue de l’API
Deuxie`mement, nous proposons une me´thode similaire permettant, cette fois,
d’effectuer une infe´rence sur un fichier avec un outil choisi. Le processus est
identique et se charge de modifier les fichiers implique´s et de retourner une valeur
boole´enne de ve´rification du bon de´roulement de l’ope´ration. Les parame`tres
comportent e´galement l’outil, le nom du fichier et des options similaires a` la
premie`re me´thode de´crite mais, cette fois, dans le cadre de l’infe´rence.
La troisie`me me´thode a pour but de cre´er une paire de fichiers comportant les
extensions .DB et .MLN a` partir d’une ontologie dont le chemin est spe´cifie´ en
parame`tre. Il suffit de fournir ce dernier plus l’une ou l’autre information comme
le choix du nom du fichier ou encore la syntaxe de l’outil dans laquelle seront
e´crits les fichiers de destinations et le programme exe´cutera le processus de
transformation d’ontologies de´crit a` la section 3.4. Enfin, une valeur boole´enne
de confirmation est e´galement retourne´e a` la fin du de´roulement de la fonction.
La quatrie`me me´thode que nous proposons permet de fusionner des fichiers de
re`gles et d’e´vidences comme il est notamment le cas pour la fonctionnalite´ qui
concerne la re´application des modifications de l’historique. Celle-ci a besoin de
deux parame`tres. D’une part, un fichier source contenant les re`gles et e´vidences.
D’autre part, un fichier comportant des modifications qu’il faudra re´percuter sur
le fichier source. Cette me´thode permet d’ajouter ou de modifier des re`gles mais
e´galement de modifier les poids selon la comparaison entre les deux fichiers.
Lorsque l’exe´cution de cette me´thode est termine´e, seul le fichier source se voit
modifie´ et aucune valeur n’est retourne´e a` la fin de l’exe´cution.
Enfin, la dernie`re me´thode ne propose pas de fonctionnalite´s exclusivement
nouvelles. Il s’agit en re´alite´ de la combinaison de la transformation d’une on-
tologie en re`gles de la logique du premier ordre, suivie d’un apprentissage. La
raison pour laquelle nous avons choisi de re´aliser cette me´thode est simple-
ment pour fournir une facilite´ a` l’utilisateur. En effet, apre`s discussion avec nos
diffe´rents responsables, il en est ressorti que ce sce´nario de test – transformation
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de l’ontologie puis apprentissage sur cette meˆme ontologie – e´tait assez fre´quent
et qu’il fallait alors y apporter quelques facilite´s d’utilisation.
Nous venons ici de vous pre´senter notre API, ses fonctionnalite´s et la raison
de son existence. D’autres me´thodes auraient pu et pourraient encore voir le
jour. Cependant, a` l’heure actuelle, nous nous sommes concentre´s sur ce qui
nous semblait eˆtre le principal et l’essentiel des possibilite´s qu’offre notre outil.
3.4 Analyse syntaxique des ontologies
Une des fonctionnalite´s principales de notre outil est sa capacite´ a` transfor-
mer une ontologie – respectant le format OWL2 – en un ensemble de re`gles et
d’e´vidences e´crites dans la logique du premier ordre. Cet ensemble de re`gles
provient de la base de connaissances contenue dans l’ontologie. Les classes et
proprie´te´s de celle-ci engendrent des clauses logiques, tandis que les individus
qui peuplent cette base de connaissances se transforment en e´vidences. Outre
ces deux aspects, l’ensemble des re`gles contient e´galement une partie compose´e
de de´clarations qui reprend tous les pre´dicats de´finis dans les deux parties
pre´ce´dentes.
Afin d’obtenir la transformation de l’ontologie qu’il souhaite, l’utilisateur doit
effectuer une se´rie de taˆches assez simples.
Premie`rement, il lui faut se´lectionner sur son ordinateur l’ontologie sur la-
quelle il de´sire travailler. Pour cela, il lui suffit de cliquer sur le bouton pre´vu
a` cet effet et de se´lectionner l’emplacement de son ontologie. Une fois celle-ci
se´lectionne´, il lui faut alors l’ouvrir. Cette ope´ration engendre, d’une part, le
chargement du code source dans le cas ou` l’utilisateur voudrait directement se
plonger dans le code source de l’ontologie, notamment lorsqu’un proble`me est
constate´. D’autre part, l’utilisateur obtient e´galement un outil de visualisation
que nous de´crirons plus loin.
Lorsque l’ontologie a e´te´ charge´e, l’utilisateur peut maintenant nommer l’en-
semble de fichiers qui re´sultera de la transformation. Il peut e´galement choisir
sur quelle partie de l’ontologie il travaillera. S’il ne de´sire pas travailler sur l’en-
semble de l’ontologie, il lui suffit de cocher l’option correspondante. Une nou-
velle feneˆtre apparaˆıt alors lui offrant la possibilite´ de choisir la ou les racines
qu’il souhaite inclure a` sa transformation. Une fois cette se´lection effectue´e, une
dernie`re feneˆtre lui offrira la possibilite´ d’inclure ces racines – de ne prendre
que les racines se´lectionne´es et leurs fils – ou d’exclure celles-ci – de ne choisir
que ses pe`res. Apre`s ce processus, les e´vidences et re`gles, ainsi que leurs fichiers
correspondant seront cre´e´s et affiche´s sur l’e´cran de l’utilisateur.
L’ensemble du processus de´crit ci-dessus est repris dans les figures A.2 a` A.5
situe´es en annexe.
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Afin de permettre a` l’utilisateur de choisir de travailler sur une sous partie
de l’ontologie se´lectionne´e – s’il souhaite, par exemple, comparer l’e´volution du
temps au fur et a` mesure de l’apprentissage de re`gles provenant d’une ontologie
plus conse´quente comme nous le ferons dans la section expe´rimentation – nous
avons dote´ notre outil d’un moteur de visualisation permettant de naviguer
parmi les diffe´rentes branches de cette ontologie. Une repre´sentation de cet outil
de visualisation se trouve a` la figure 3.3
Figure 3.3 – Moteur de visualisation d’ontologies
Cet outil de visualisation posse`de un code couleur permettant de diffe´rencier
les classes des e´vidences et de repe´rer les sous-classes et super-classes de la
se´lection actuelle de l’utilisateur. L’outil de visualisation affiche e´galement les
e´vidences en mauve afin que l’utilisateur puisse les identifier facilement. Il com-
prend e´galement un moteur de recherche permettant de retrouver plus facile-
ment une classe ou e´vidence pre´cise au sein de l’arborescence.
Pour re´aliser cette taˆche, nous nous sommes appuye´s sur une API propose´e par
l’organisme Prefuse a` laquelle nous avons apporte´ certaines modifications afin
de permettre son inte´gration au sein du processus de notre outil. Cependant,
e´tant donne´ que ce plugin e´tait de´veloppe´ tout comme notre projet en Java, nous
n’avons pas rencontre´ de proble`me portant a` conse´quence lors de l’inte´gration.
Ainsi, lorsque l’utilisateur a choisi une ontologie sur son ordinateur, il ob-
tient une visualisation de celle-ci accompagne´e du code source de l’ontologie.
Il dispose par conse´quent d’un grand nombre d’outils afin de l’aider a` choisir
judicieusement la fac¸on dont il utilisera cette dernie`re.
58
Une fois que l’utilisateur a re´alise´ tous ses choix et qu’il souhaite transformer
l’ontologie en re`gles de la logique du premier ordre, notre outil va entreprendre
un processus qui transformera le code e´crit en OWL2 en cet ensemble de re`gles.
Pour re´aliser ces transformations, nous nous sommes appuye´s sur l’API
org.semanticweb.owl 4. Celle-ci offre l’avantage de contenir une large gamme de
me´thodes facilitant la manipulation des ontologies a` partir du langage Java. Ces
facilite´s vont de l’ouverture de l’ontologie, a` la re´cupe´ration de ses classes et
proprie´te´s en passant par des fonctions de transformations du langage OWL2
vers la logique du premier ordre. Chaque axiome a ainsi pu eˆtre transforme´
facilement en suivant les re`gles de transformations de la W3C reprises dans les
figures 3.4 a` 3.6 5.
Lorsque nous avons obtenu l’ensemble des re`gles qui composaient l’ontologie,
nous leur avons associe´ un poids initial de 1.0. Nous avons choisi cette conven-
tion par de´faut car les outils que nous testerons par la suite ne´cessitent pour
la plupart que les re`gles posse`dent un poids initial et cela meˆme avant de com-
mencer la phase d’apprentissage. Le choix du poids de 1.0 restait relativement
neutre quant au calcul des probabilite´s, il s’agit du poids par de´faut. Cela ne
biaise donc pas les tests initiaux.
Une fois toutes ces e´tapes re´alise´es, nous avons exe´cute´ notre script permet-
tant de transformer les re`gles de la logique du premier ordre selon la syntaxe de
l’outil se´lectionne´. Cette dernie`re e´tape apparemment redondante est essentielle
afin de permettre a` notre ensemble de re`gles de respecter la syntaxe de l’outil
choisi tel qu’on peut le voir dans la figure A.3. Chaque outil comportant une
syntaxe qui lui est propre et qui n’est pas toujours compatible avec celle des
autres, il fallait s’assurer que celle-ci soit bien respecte´e.
Cette dernie`re e´tape re´alise´e, nous pouvions afficher toutes ces re`gles dans
notre outil afin de permettre a` l’utilisateur d’effectuer les ope´rations qu’il sou-
haitait concernant ces dernie`res. Les prochaines sections vont notamment vous
expliquer comment l’utilisateur peut alors ge´rer et utiliser les re`gles qu’il vient
d’obtenir.
3.5 Changement de la grammaire en fonction du
moteur d’infe´rence probabiliste
Une des fonctionnalite´s les plus puissantes de notre programme est le passage
d’un outil a` un autre de manie`re automatique en un clic.
4. http ://semanticweb.org/wiki/OWL API
5. http ://www.w3.org/TR/owl2-syntax/
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Figure 3.4 – Transformations de OWL2 vers la logique du premier ordre
Figure 3.5 – Transformations de OWL2 vers la logique du premier ordre (2)
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Figure 3.6 – Transformations de OWL2 vers la logique du premier ordre (3)
Un des majeurs proble`mes que nous avons rencontre´s lors de notre
de´veloppement a e´te´ la diffe´rence entre les syntaxes accepte´es par les diffe´rents
outils que nous devions manipuler pour obtenir nos re´sultats. En effet, la
moindre erreur empeˆchait tout simplement l’exe´cution du processus de calcul et
par conse´quent l’obtention des re´sultats. L’un des buts de notre me´moire e´tant
la facilite´ d’utilisation de notre outil, nous ne voulions pas contraindre l’utili-
sateur a` ne travailler qu’avec un seul raisonneur de la logique de Markov choisi
pre´alablement pour chaque transformation d’ontologie. Cela l’aurait contraint
a` devoir re´pe´ter trois fois le meˆme processus pour tester la diffe´rence entre
l’exe´cution des trois outils. Cette de´marche redondante est bien suˆr a` e´viter si
l’on veut que notre programme puisse eˆtre utilise´ dans les meilleures conditions.
C’est pour cela que nous avons entrepris d’introduire des changements inter
outils sans que cela ne ne´cessite d’effort particulier de la part de l’utilisateur.
La mise en place – qui n’a pas e´te´ aise´e – a pu se faire graˆce a` un arbre
syntaxique re´alise´ en Java accompagne´ par une grammaire e´crite dans la tech-
nologie antlr3. Comme nous l’avons de´ja` e´voque´, le choix de ce framework peut
se justifier par le fait que deux des trois outils utilisent e´galement antlr3. Dans
une de´marche d’e´volution, nous pensons ainsi que le choix de cette technologie
est le plus inte´ressant.
Le principe de cette grammaire est simple. Nous y de´crivons l’ensemble
des e´le´ments qui composent les re`gles et nous les combinons ensemble de
manie`re re´cursive. Cette description va des pre´dicats, aux disjonctions et autres
ope´rateurs, en passant par les poids pour arriver a` l’e´le´ment racine comportant
l’entie`rete´ des re`gles.
Nous veillons e´galement a` ce que les re`gles de cette grammaire se veuillent le
plus ge´ne´rales possibles. Ainsi, un bon exemple serait les quantificateurs exis-
tentielles qui pourraient s’e´crire de 5 fac¸ons diffe´rentes prenant en compte les
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diffe´rentes orthographes possibles du mot ou encore la diffe´rence entre la syntaxe
propose´e par RockIt et celle propose´e par les deux autres outils.
Hormis la composition de la grammaire, nous ajoutons pour chaque re`gle de
celle-ci du code applicatif Java destine´ a` construire un arbre syntaxique. Celui-
ci sera, dans le cas ou` la grammaire accepte l’entre´e, parcouru a` l’aide d’un
algorithme re´cursif afin d’effectuer les diffe´rentes transformations ne´cessaires
pour passer d’un moteur d’infe´rence probabiliste a` un autre.
Lors du parcours de cet arbre, une fois que ce dernier aura e´te´ construit graˆce
au framework antlr3, une se´rie de parame`tres seront a` prendre en compte. Tout
d’abord, il est important de savoir quel sera le raisonneur cible. Le raisonneur
source n’a quant a` lui aucune importance e´tant donne´ que les re`gles de notre
programme vont transiter dans la grammaire et que cette action est re´alise´e de
la meˆme manie`re quel que soit leur origine.
L’outil cible a cependant bien suˆr de l’importance afin de savoir quelle sera la
nouvelle syntaxe a` respecter apre`s que les transformations aient e´te´ effectue´es.
Une fois celui-ci de´termine´, l’algorithme de´die´ va eˆtre effectue´. Il sera charge´ de
transformer re´cursivement chaque e´le´ment qui compose les re`gles de la meˆme
manie`re que la grammaire antlr3 le re´alisait pour cre´er l’arbre initial.
Une fois cette dernie`re e´tape re´alise´e, il ne restera plus qu’a` afficher les chan-
gements a` l’utilisateur qui n’aura eu d’autre travail que de cliquer sur le nouvel
outil souhaite´. Un re´capitulatif du processus re´alise´ lors d’un changement de
grammaire est repris a` la figure 3.7.
Figure 3.7 – Processus du changement d’outil
La puissance de ce processus est telle que nous l’utilisons e´galement afin de
ve´rifier si l’ajout et la modification de re`gles n’engendrent pas de proble`mes.
La cre´ation de l’arbre syntaxique est entie`rement similaire. Seule la partie du
programme Java utilise un algorithme diffe´rent. Celui-ci est charge´ d’une part de
ve´rifier si la ve´rification syntaxique du compilateur n’a pas amene´ a` une erreur
et, d’autre part, si l’ajout et la modification de re`gles n’implique pas un non
respect des conventions syntaxiques d’e´criture des re`gles. Nous reparlerons de
ce proble`me dans la section suivante.
62
La traduction des re`gles utilise e´galement ce processus. En effet, la tokeni-
sation de celles-ci permet une gestion beaucoup plus simple par le programme
Java qui en est responsable. Nous obtenons directement la structure compose´e
des diffe´rents ope´rateurs de la logique du premier ordre a` laquelle nous ajou-
tons les pre´dicats associe´s a` ces ope´rateurs. Une fois cette structure obtenue,
il nous est beaucoup plus simple de traduire les re`gles en les de´composant
re´cursivement. Nous expliciterons ce processus plus en de´tails dans la section
3.7. La de´composition de ces re`gles graˆce a` l’arbre syntaxique permet ainsi de
pouvoir plus facilement ge´rer la manie`re dont celles-ci seront traduites.
Enfin, ce processus se retrouve e´galement a` la fin du script permettant le pas-
sage d’une ontologie en re`gles de la logique du premier ordre. Ceci nous permet
de nous abstraire de toute syntaxe lorsque nous transformons cette ontologie
e´tant donne´, qu’au final, nous modifions de toute fac¸on le re´sultat obtenu sui-
vant la syntaxe du raisonneur se´lectionne´. Cela nous permet e´galement d’utiliser
de manie`re plus efficace le plugin de´die´ aux ontologies explique´ dans la partie
pre´ce´dente car nous ne devons pas produire de syntaxe de manie`re conditionnelle
– suivant l’outil se´lectionne´ –mais plutoˆt, nous produisons le re´sultat selon une
syntaxe ge´ne´rale qui sera dans tous les cas retransforme´e en fin de processus.
Nous venons de voir que la grammaire antlr3 et les diffe´rents processus e´crits
en Java dans le code applicatif offrent une puissance de calcul importante a`
plusieurs de nos fonctionnalite´s. L’e´laboration de celle-ci a donc e´te´ un e´norme
plus pour le coˆte´  user-friendly  de notre application car l’utilisateur pou-
vait alors s’abstraire de l’utilisation d’une syntaxe en particulier lors de son
de´veloppement.
3.6 Manipulation de re`gles et d’e´vidences
Une des fonctionnalite´s les plus inte´ressantes de notre outil est sa puissance
a` manipuler diffe´rentes re`gles obtenues a` partir d’une ontologie. En effet, il
ne se contente pas uniquement de transformer cette dernie`re en un ensemble de
re`gles provenant de la logique du premier ordre, il permet e´galement une gestion
comple`te de celles-ci.
Ainsi, l’utilisateur a la possibilite´ de modifier cet ensemble a` sa guise afin
d’alte´rer les diffe´rents sce´narios de tests.
Tout d’abord, notre outil offre les fonctionnalite´s d’ajout, de modification et
de suppression de re`gles. Celles-ci, bien que triviale, comportent de´ja` un certain
nombre de contraintes. Lorsque l’on ajoute ou modifie, le programme doit bien
suˆr veiller a` ce que l’ope´ration de l’utilisateur n’entraine pas un e´tat incohe´rent
de son ensemble de re`gles. Ainsi, il faut tout d’abord veiller a` ce que les pre´dicats
contenus dans la re`gle ou dans l’e´vidence que l’on ajoute soient bien pre´sents
dans la liste des de´clarations.
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Afin de permettre plus facilement l’ajout de re`gles valides, nous avons intro-
duit un me´canisme d’auto-comple´tion. Un exemple de cette fonctionnalite´ est
repris a` la figure 3.8. Le principe de celle-ci est de proposer la liste des pre´dicats
existants commenc¸ant par la saisie de l’utilisateur. En plus d’e´viter les erreurs de
nommage des pre´dicats, notre programme va afficher le nombre de parame`tres
que ceux-ci contiennent. Ainsi, graˆce a` cette facilite´, l’utilisateur ne pourrait
plus se retrouver dans un sce´nario ou` une erreur survient car le pre´dicat ajoute´
n’existe pas avec le nombre de parame`tres saisis.
Figure 3.8 – Me´canisme d’auto-comple´tion
L’auto-comple´tion a e´galement un effet pratique pour l’utilisateur au niveau
de la recherche. En effet, si celui-ci se trouve dans une situation pour laquelle un
grand nombre de de´clarations existent, il pourrait ne plus savoir le nom exact
du pre´dicat qu’il cherche a` inse´rer, surtout si ces noms sont particulie`rement
longs comme c’est parfois le cas dans les grosses ontologies. Ainsi, s’il est repris
dans la liste que lui propose notre programme, il pourra facilement le retrouver
et cela lui e´vitera d’inse´rer des erreurs syntaxiques.
En outre, il est ne´cessaire d’entreprendre des ve´rifications en ce qui concerne la
syntaxe des re`gles a` ajouter. En effet, les diffe´rents outils posse´dant chacun une
syntaxe qui leur est propre, nous devions a` tout prix prendre en conside´ration
un certain nombre d’aspects :
Premie`rement, nous devions penser a` respecter la syntaxe impose´e par chaque
outil. Un bon exemple serait la fac¸on dont est repre´sente´e une clause existen-
tielle. Alors qu’Alchemy et Tuffy permettent l’e´criture  Exist , RockIt utilise
une notation qui lui est entie`rement propre compose´e d’une premie`re partie,
place´e en de´but de re`gle, indiquant les variables cible´es par le quantificateur
existentiel et d’une seconde, en fin de re`gle, indiquant le nombre maximum d’oc-
curences pouvant eˆtre pre´sentes. Il n’y a donc pas de notation universelle qui
pourrait eˆtre comprise par les trois raisonneurs. Outre la syntaxe des clauses, la
richesse des ope´rations possibles s’ave`re e´galement eˆtre un point crucial. RockIt
n’accepte, par exemple, pas les implications qui doivent alors eˆtre transforme´es
sous forme de disjonctions.
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Apre`s nous eˆtre pre´occupe´ de la syntaxe, nous devions alors ve´rifier la perti-
nence de la re`gle introduite. Un bon exemple pour illustrer ce principe serait de
ne pas permettre l’ajout d’un pre´dicat si celui-ci n’existe pas avec le bon nombre
de parame`tres dans les de´clarations. Ainsi,  Eleve(Martin,Mathieu)  ne de-
vrait pas eˆtre permis si la de´claration de ce pre´dicat est  Eleve(Individual)
. L’auto-comple´tion que nous avons de´crite plus haut empeˆche d’introduire
ces erreurs, mais elle n’est en re´alite´ qu’une aide pour l’utilisateur qui n’est pas
oblige´ de l’utiliser. Il nous a ainsi fallu penser a` d’autres processus pour ve´rifier
la pertinence des re`gles introduites.
Nous devions ensuite ve´rifier si la section choisie e´tait bien en ade´quation avec
le re´sultat inse´re´. Ainsi,  Eleve(Martin)⇒ Etudie(Martin)  ne pourrait pas
eˆtre inse´re´ dans la partie  De´claration  de notre outil. Cela serait bien suˆr
incohe´rent, car il s’agit ici d’une re`gle et non de la de´claration d’un pre´dicat.
Nous devions ensuite prendre en compte des spe´cificite´s plus techniques qui
touchaient aux e´vidences. Les parame`tres qui la composent doivent obligatoi-
rement commencer par une majuscule ou eˆtre entoure´s de guillemets sans quoi
certains outils pourraient retourner des erreurs syntaxiques.
Enfin, les poids e´taient e´galement importants a` ge´rer. Nous avons empeˆche´
les omissions en imposant un poids par de´faut ayant comme valeur 1.0 comme
nous en avons discute´ dans la section 3.4. Cependant, dans certains cas – l’ajout
d’une re`gle comportant une clause existentielle avec l’outil RockIt – le poids ne
pouvait pas eˆtre de´clare´ car RockIt permet d’utiliser uniquement le quantifica-
teur existentiel avec un poids infini. Nous avons donc e´te´ oblige´ d’inte´grer un
script permettant de traiter ce cas particulier.
Pour faciliter l’ensemble de cette gestion, nous avons inte´gre´ un module de
transformation permettant a` l’utilisateur d’inse´rer une  pseudo re`gle  qui n’est
pas oblige´e de respecter la syntaxe exacte du langage. Ce degre´ d’impre´cision est
admis car notre compilateur va, derrie`re les coulisses, transformer la saisie de
l’utilisateur en une entre´e compre´hensible par n’importe lequel des trois moteurs
d’infe´rence probabilistes.
La maitrise que l’utilisateur a sur son ensemble de re`gles ne s’arreˆte pas la`.
En effet, graˆce a` un syste`me d’historique – qui sera explicite´ dans la section 3.8
– l’utilisateur peut re´aliser des sce´narios tels que :
– Obtenir des re`gles a` partir d’une ontologie
– Effectuer des modifications au sein de ces re`gles suivant la syntaxe com-
patible avec l’outil qu’il a se´lectionne´
– Re´aliser un apprentissage avec l’un des raisonneurs de la logique de Markov
– Obtenir les re´sultats graˆce a` une phase d’infe´rence re´alise´e avec ce meˆme
raisonneur
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– Effectuer un retour en arrie`re afin de revenir juste avant l’e´tape d’appren-
tissage
– Changer d’outil
– Re´pe´ter les phases d’apprentissage et d’infe´rence pour ce nouvel outil
De tels sce´narios permettent de comparer les re´sultats de deux outils sans
eˆtre perturbe´ par les diffe´rents ajouts ou suppressions induits par le premier
apprentissage et, surtout, sans obliger l’utilisateur, lorsqu’il change d’outil, de
devoir re´e´crire toutes les e´tapes re´alise´es entre la transformation de l’ontologie
en re`gles de la logique du premier ordre et la premie`re phase d’apprentissage.
Une autre partie importante dans la gestion des re`gles est la suppression de ces
dernie`res. Cette partie bien que paraissant banale engendre toutefois un assez
grand nombre de contraintes. Ainsi, lorsque l’on supprime une de´claration, il est
essentiel de supprimer les re`gles et e´vidences utilisant cette dernie`re sans quoi les
outils retourneraient des erreurs pour cause de pre´dicat non de´clare´. Cependant,
il se pourrait que l’utilisateur ne soit pas conscient qu’il reste encore des re`gles
utilisant ce pre´dicat. Nous avons alors de´cide´ de le notifier le cas e´che´ant. Ainsi,
s’il s’ave´rait que cette suppression soit une erreur, il peut choisir de l’annuler
et le programme lui indiquerait en couleur quelles lignes sont concerne´es par
la de´claration qu’il souhaitait supprimer. Les figure A.6 a` A.8 reprennent une
illustration de ce me´chanisme.
Les fonctionnalite´s que nous venons de pre´senter dans cette partie devraient
ensemble permettre a` un utilisateur de re´aliser rapidement et facilement les
modifications qu’il souhaite afin de pouvoir tester de manie`re simple et efficace
les diffe´rents sce´narios qui engendreront des re´sultats.
3.7 De la logique du premier ordre vers le lan-
gage naturel
Afin de faciliter la communication entre les experts me´dicaux et les membres
du projet ORTHOGEN, nous devions imple´menter un processus permettant de
transformer des re`gles e´crites en logique en premier ordre vers l’anglais.
La raison d’eˆtre de ce processus provient du fait que notre programme pourrait
eˆtre utilise´ par deux profils de personnes.
Tout d’abord, le premier type serait un inge´nieur de connaissances, spe´cialiste
en logique du premier ordre, qui ne rencontrerait de`s lors aucune difficulte´ dans
la compre´hension de la logique. Dans le cadre de notre travail, il pourrait s’agir
d’un membre de l’e´quipe ORTHOGEN, mais comme nous l’avons de´ja` exprime´,
si l’on sort du contexte de notre projet, il pourrait s’agir de toute personne ayant
des compe´tences en informatique et en logique.
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Figure 3.9 – Module de traduction
Le second type de profils serait un professionnel en me´decine qui aurait besoin
de ve´rifier la ve´racite´ d’une re`gle selon sa propre expe´rience. N’ayant pas de
familiarite´ avec la logique du premier ordre, il est alors ne´cessaire de lui proposer
ces re`gles dans un langage qu’il connaisse. C’est pour cela que nous avons choisi
l’anglais. Ce type de profil correspond aux me´decins de Mont-Godinne dans
le cadre du projet ORTHOGEN et pourrait s’e´tendre a` tout professionnel d’un
domaine non informatique si l’on sort de ce cadre.
Pour cette raison et afin d’ame´liorer la communication, nous avons introduit
au sein de notre programme une partie traduction qui permet en naviguant d’un
onglet a` un autre de passer de la logique du premier ordre au langage naturel
comme il est repre´sente´ dans la partie 1 de la figure 3.9. Ce processus traduit
aussi bien la partie des e´vidences ou des de´clarations que la partie des re`gles
par des processus que nous expliquerons tout au long de cette section.
Hormis la traduction de ces re`gles logiques, nous avons e´galement traduit
les poids selon des intervalles de valeurs. Ainsi, les re`gles sont introduites par
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des propositions allant de  Il est parfois vrai que  pour les re`gles ayant
les plus petits poids jusqu’aux des re`gles toujours ve´rifie´es introduites par la
proposition  Il est toujours vrai que . Ces expressions existent e´galement
dans le cas de re`gles comportant des poids ne´gatifs, ce qui se re´percute par une
ne´gation des propositions ci-dessus. Lors du dialogue avec un me´decin, il peut
s’ave´rer que ce dernier ne soit pas d’accord avec la proposition qui accompagne
la re`gle ; il pourrait, par exemple, de´clarer qu’une re`gle ne se produit non pas
 parfois , mais bien dans tous les cas, ce qui signifierait que l’utilisateur de
notre outil devrait modifier la proposition accompagnant cette re`gle. Dans de
tels cas, il suffit a` ce professionnel de se´lectionner cette proposition parmi une
liste pre´de´finie comme nous le voyons dans a` la partie 3 de la figure 3.9 et cela
aura pour re´percussion implicite de changer le poids attache´ a` cette re`gle dans
la partie logique.
Concernant l’imple´mentation de ce processus, nous avons dans un premier
temps effectue´ une certaine recherche afin de ve´rifier si ce travail n’avait pas de´ja`
e´te´ re´alise´ par d’autres personnes. Nous avons retenu deux articles de´crivant le
passage de la logique du premier ordre a` l’Anglais. Ces deux-ci ne pre´sentaient
pas la meˆme me´thode pour arriver au re´sultat final et aucune d’elle ne nous
convenait entie`rement. Nous avons donc pris des connaissances dans chacune
d’elles afin de les adapter a` notre propre solution.
Tout d’abord, ces deux documents pre´conisaient l’utilisation de Jess 6, un
langage de programmation oriente´ re`gles, car celui-ci e´tait tre`s utile afin de
raisonner sur la structure des re`gles en logique du premier ordre. Cependant,
nous avons fait le choix de ne pas utiliser cet outil. Diffe´rentes raisons ont pousse´
notre choix.
Premie`rement, les documents que nous avons consulte´s partent de
l’imple´mentation de Jess en montrant que ce dernier utilise sa grammaire
spe´cifique. Cependant, dans notre cas, nous posse´dions de´ja` notre propre gram-
maire. Nous avons ainsi pre´fe´re´ partir de celle-ci plutoˆt que de la transformer
en un format compre´hensible par Jess.
De plus, cette dernie`re de´marche, en plus de provoquer une lourde charge
de travail supple´mentaire, aurait e´galement fait disparaˆıtre l’avantage que nous
posse´dions graˆce a` l’exe´cution de notre grammaire comme de´crit dans la section
3.5. En effet, nous avions de´ja` une imple´mentation d’un arbre syntaxique en
Java. Il nous suffisait d’appeler une me´thode de´ja` existante pour re´cupe´rer le
contenu de cet arbre. A partir de ce point, il nous e´tait facile de cre´er de nouvelles
me´thodes partant de cet arbre et d’appliquer les re`gles de traduction de´crites
dans cette section.
6. http ://www.jessrules.com/
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Pour les deux raisons que nous venons d’e´voquer ci-dessus, nous n’utiliserons
pas Jess mais garderons notre propre grammaire pour laquelle nous cre´erons
simplement une nouvelle me´thode.
Concernant la re´alisation de cette me´thode, nous avons dans un premier temps
opte´ pour une imple´mentation plus proche de celle que propose le premier article
d’Aikaterini Mpagouli et d’Ioannis Hatzilygeroudis [33](Aikaterini Mpagouli et
Ioannis Hatzilygeroudis). En effet, celui-ci propose de transformer toutes les
variables contenues dans les pre´dicats par la traduction du nom de ces pre´dicats.
Ainsi, par exemple, la re`gle  ∀x : human(x)⇒ lives(x, Patras)  se traduira
par  Every human lives in Patras  et ne contiendra de`s lors plus aucune
variable.
Nous avons tout d’abord pense´ que ces traductions permettraient plus fa-
cilement a` un professionnel en me´decine de comprendre les re`gles car nous y
supprimions toutes les variables qui pourraient venir polluer la traduction de
celle-ci. Cependant, nous avons rencontre´ plusieurs proble`mes. D’une part, au
niveau du de´veloppement. En effet, lorsque nous rencontrions des cas limites,
nous n’obtenions pas toujours les traductions les plus ade´quates a` cause de
la difficulte´ a` imple´menter toutes les re`gles de traduction explique´es dans le
document sur lequel nous nous basions. D’autre part, pour ces meˆmes cas li-
mites, les traductions propose´es n’e´taient pas toujours des plus compre´hensibles.
Par exemple, pour la re`gle suivante :  ∀x¬∃y∀z : (person(x) ∧ person(y) ∧
person(z) ∧ ¬respects(x, y))⇒ ¬hires(z, x) . La traduction propose´e e´tait la
suivante :  Every person that does not respect no person is not hired by any
person . Le surplus de ne´gations rend la phrase tre`s difficile a` comprendre et
augmente conside´rablement les chances de se tromper lors de la traduction de
cette dernie`re.
Pour les deux raisons e´voque´es plus haut, nous avons commence´ a` nous
inte´resser plus attentivement au deuxie`me article d’Aikaterini Mpagouli et
d’Ioannis Hatzilygeroudis [34](Aikaterini Mpagouli et Ioannis Hatzilygeroudis).
Dans celui-ci, les variables e´taient pre´serve´es lors de la traduction.
Au de´but, nous avons pense´ que maintenir les variables dans la traduction
pourrait handicaper la lecture de l’utilisateur mais apre`s avoir observe´ un grand
e´chantillon de traductions, nous sommes arrive´s a` la conclusion que l’utilisateur
parviendrait sans proble`me a` associer la variable a` un individu ayant la ca-
racte´ristique de son pre´dicat. Ainsi, la traduction  x is a student  provenant
du pre´dicat student(x) est facilement compre´hensible par tout type d’utilisateur
malgre´ le fait que la variable ne soit pas e´limine´e.
Nous avons alors re´alise´ la structure de nos traductions a` partir de ce se-
cond article d’Aikaterini Mpagouli et d’Ioannis Hatzilygeroudis [34](Aikaterini
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Mpagouli et Ioannis Hatzilygeroudis). Cependant, bien que nous ayons aban-
donne´ l’ide´e de suivre son premier article, nous y avons tout de meˆme garde´
certaines particularite´s. Dans une conjonction de pre´dicats, nous attachons tous
les pre´dicats associe´s a` la meˆme variable ensemble. Ainsi, la re`gle  student(x)∧
strongInMath(x) ∧ oftenStudies(x)  ne se traduira pas comme  x is a
student and x is strong in math and x often studies  mais plutoˆt par  x is a
student that is strong in math and does often study .
Dans ce dernier exemple, nous pouvons par ailleurs remarquer que nous gar-
dons e´galement du premier article les diffe´rentes fonctions que peuvent prendre
les pre´dicats dans la langue anglaise. Ceux-ci sont au nombre de trois : Il peut
s’agir d’un nom, d’un verbe ou encore d’un adjectif.
Si l’on sait a` laquelle de ces trois classes se rapporte chaque pre´dicat, nous
pouvons apporter une traduction beaucoup plus pre´cise a` l’utilisateur. Cepen-
dant, un proble`me est vite apparu lors de notre effort a` respecter cette ide´e.
Il n’e´tait pas facilement possible de de´duire cette classe a` partir du nom du
pre´dicat qui pourrait meˆme ne pas signifier grand-chose si l’utilisateur ne res-
pecte pas les conventions de nommage. Nous avons ainsi cre´e´ une nouvelle option
pour l’utilisateur : La possibilite´, d’une part, de donner une traduction anglaise
a` son pre´dicat et, d’autre part, la possibilite´ d’attacher une fonction gramma-
ticale a` ce dernier. Cette option est propose´e a` la cre´ation de chaque pre´dicat,
mais peut e´galement eˆtre modifie´e ulte´rieurement en se´lectionnant un pre´dicat
faisant partie des de´clarations et en appuyant ensuite sur le bouton permettant
de changer la traduction comme repre´sente´ dans la partie 2 de la figure 3.9.
Ainsi, si l’utilisateur traite un pre´dicat non explicite tel que  StuUnamur(x)
, il pourrait spe´cifier que ce dernier se traduise par  student at Unamur  et
qu’il s’agisse d’un nom. La traduction re´sultante serait alors  x is a student at
Unamur , ce qui ne poserait plus de proble`me de compre´hension.
En plus de la possibilite´ qu’a l’utilisateur de spe´cifier cette fonction au sein
de notre outil, nous lui avons e´galement permis d’inte´grer cette de´marche a`
l’inte´rieur meˆme du code de l’ontologie. En effet, notre programme, lorsqu’il va
transformer une ontologie en re`gles de la logique du premier ordre, va e´galement
parcourir les commentaires de l’ontologie a` la recherche de de´limiteurs propres
a` la traduction anglaise. Il en existe deux. Le premier peut eˆtre repre´sente´s par
”Type :Noun” pour spe´cifier la classe, ou`  Noun  peut eˆtre change´ en  Verb
 ou encore  Adjective  suivant la fonction de ce pre´dicat. Le second quant
a` lui sera de la forme ”PredicateValue :  nom du pre´dicat  ” et permettra
d’indiquer le nom exact par lequel il faudra traduire ce pre´dicat.
Bien que notre traduction ait e´te´ fortement ame´liore´e graˆce a` ce dernier point,
le proble`me des clauses conditionnelles persistaient. En effet, celles-ci se divi-
saient en deux parties distinctes.
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Tout d’abord, les re`gles comportant de multiples clauses conditionnelles.
Celles-ci devenaient tre`s difficiles a` traduire et entrainaient des re´sultats non
compre´hensibles comme ceux de´ja` e´voque´s pre´ce´demment.
Ensuite, les re`gles comportant une seule clause conditionnelle. Pour celles-ci, il
nous e´tait ne´cessaire de traiter diffe´remment les hypothe`ses de leur conse´quence.
Pour pallier ces proble`mes, nous avons tout d’abord tente´ d’appliquer une
traduction plus proche de l’anglais en nous basant sur le premier article de
Mpagouli, notamment en inse´rant diffe´rents mots cle´ comme  that  dans les
hypothe`ses afin d’introduire des phrases plus e´le´gantes. Cependant, nous avons
vite constate´ que cette me´thode engendrait de nouveaux cas limites tre`s difficiles
a` traiter. Nous avons alors opte´ pour une solution plus simple, mais qui ne perd
toutefois pas de pre´cision. Celle-ci consiste dans un premier temps a` transformer
les diffe´rentes implications contenues dans la re`gle en une seule en utilisant de
simples re`gles d’e´quivalences de la logique du premier ordre. Ceci est re´alise´ au
moment ou` l’on parcout l’arbre syntaxique. Une fois cette e´tape re´alise´e, nous
avons alors se´pare´ les hypothe`ses de la conse´quence de la re`gle obtenue par la
structure habituelle du  if – then . Cette structure, bien que restant plus
proche de la logique du premier ordre que d’une phrase e´le´gante en langage
naturelle, ne handicape nullement la lecture de la re`gle et ce meˆme pour une
personne totalement exte´rieure aux notions de logique.
Pour conclure cette partie, nous pouvons affirmer que la manie`re dont nous
avons transforme´ toutes nos re`gles n’est pas la plus efficace au niveau de
l’e´le´gance. Cependant, ce processus permet de combiner des parties de la lo-
gique du premier ordre – en gardant les variables et la plupart des ope´rateurs
– et la langue anglaise de la manie`re la plus simple possible. Cette simplicite´
n’entraine cependant aucune difficulte´ de compre´hension et cela meˆme pour des
phrases longues et complexes. C’est pour cette raison que nous n’avons pas choisi
de pousser plus loin cette partie traduction de notre outil.
3.8 Historique
Une fonctionnalite´ qui, bien que non essentielle pour l’objectif lie´ a` notre ou-
til, est importante pour l’utilisabilite´ de ce dernier est la fonction d’historique.
Celle-ci est divise´e en deux sous parties. D’une part, une partie  historique
 permettant de naviguer dans les ope´rations re´alise´es sur un ensemble de re`gles
graˆce a` des fonctions  Pre´ce´dent  -  Suivant  et cela meˆme apre`s que notre
programme ait e´te´ ferme´. D’autre part, une autre partie  historique  permet-
tant cette fois d’aider l’utilisateur lorsqu’il souhaite re´appliquer des ope´rations
qu’il avait de´ja` re´alise´es sur les re`gles provenant d’une ontologie lorsque cette
meˆme ontologie est transforme´e a` nouveau apre`s avoir subi des modifications.
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Ces deux sous parties utilisent le meˆme proce´de´, mais posse`dent des par-
ticularite´s en fonction de leur objectif spe´cifique. L’ide´e derrie`re ce syste`me
d’historique est d’enregistrer toutes les modifications concernant un ensemble
de re`gles dans un fichier pour ensuite pouvoir y naviguer au besoin. Ce fichier
va contenir une liste de changements caracte´rise´s par diffe´rentes proprie´te´s que
nous expliquerons plus loin. Cette liste de changements va ensuite eˆtre se´rialise´e
a` l’inte´rieur de ce fichier afin de pouvoir garder la structure de l’objet mani-
pulable tout en facilitant les ope´rations de lecture et d’e´criture sur le fichier.
L’objet utilise´ pour repre´senter un changement va comporter un certain nombre
de proprie´te´s.
Tout d’abord, un nombre entier correspondant au type du changement ef-
fectue´. Les diffe´rents types possibles sont l’ajout, la suppression, la modification
d’une ou plusieurs re`gles et l’apprentissage selon le raisonneur se´lectionne´.
Ensuite, un changement peut comporter deux autres proprie´te´s repre´sente´es
par deux listes de re`gles. Celles-ci peuvent eˆtre toutes les deux utilise´es dans le
cas d’une modification de re`gles. Dans ce cas-ci, la premie`re liste contiendra la
liste de re`gles a` substituer par celles que contient la seconde. Il se peut e´galement
qu’une seule de ces deux listes soit utilise´e, notamment dans le cas d’un ajout
de re`gles. Seules la premie`re liste va comporter les re`gles a` ajouter a` l’ensemble.
Graˆce a` ces trois proprie´te´s, nous pouvons maintenant repre´senter toutes les
possibilite´s concernant un changement pre´cis, ainsi que les re`gles implique´es
dans le changement. Nous pouvons ainsi en parcourant la liste de changements
re´cupe´re´e dans le fichier se´rialise´ avancer ou reculer parmi les ope´rations de´ja`
effectue´es comme le fait un syste`me d’historique habituel.
Cependant, cette fac¸on de faire engendre des complications dans le cas ou`
l’on doit passer d’un outil a` un autre. En effet, les diffe´rences de syntaxe nous
posent des proble`mes quant a` la compatibilite´ des anciennes re`gles envers les
nouvelles. Pour pallier ce proble`me, nous avons de´cide´ que lorsque l’utilisateur
de´cide de changer d’outil, nous transformerions l’entie`rete´ des re`gles contenues
dans l’historique de l’ancienne vers la nouvelle syntaxe et ce en utilisant le
me´canisme de changement de syntaxe de´crit dans la section 3.5. Cette ope´ration
ne se caracte´rise non pas par une modification de toutes les re`gles mais plutoˆt par
une suppression des anciennes pour faire place a` l’ajout de toutes les nouvelles
re`gles pre´sentes cette fois dans la bonne syntaxe. L’ide´e est d’ailleurs la meˆme
dans le cas d’un apprentissage. Etant donne´ que nous ne pourrions deviner
l’ensemble des corre´lations entre les re`gles pre´ce´dant cette ope´ration et celles
qui en re´sultent, nous supprimons a` nouveau les anciennes pour faire place aux
nouvelles re`gles.
Ainsi, la puissance qu’offre ce syste`me d’historique est telle que nous pouvons
commencer par transformer une ontologie et obtenir les re`gles re´sultantes, ajou-
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ter des re`gles a` l’ensemble de´ja` existant, changer d’outil, effectuer un apprentis-
sage, fermer le fichier et, par la suite, re´obtenir les modifications effectue´es au
tout de´but de cette suite d’ope´rations en utilisant ce syste`me apre`s avoir ouvert
a` nouveau le fichier.
Cependant, un autre proble`me apparait lorsque l’on e´voque ce sce´nario. Il
s’agit du cas dans lequel nous devrions rejouer l’ensemble de ces modifications
sur une ontologie qui aurait e´te´ ame´liore´e. En effet, le syste`me d’historique tel
qu’il est actuellement de´crit ne permet pas de retransformer une ontologie et
d’obtenir les ope´rations pre´ce´demment effectue´es dessus.
Nous avons ainsi mis en place ce nouveau syste`me en nous appuyant sur
le proce´de´ de´ja` existant. L’ide´e que nous avons exploite´ est le fait que si un
utilisateur souhaite cre´er un fichier dont le nom existe de´ja`, nous lui proposons
– dans le cas ou` ce remplacement de fichier correspondrait a` une e´volution
d’ontologie – de re´appliquer toutes les ope´rations ayant e´te´ effectue´es lors de
la dernie`re version de l’ontologie. Ainsi, si cet utilisateur avait passe´ un long
moment a` re´aliser 150 modifications, par exemple, il nous suffirait de consulter le
fichier re´pertoriant la liste des changements de l’ancien fichier afin de re´appliquer
tous ceux-ci de manie`re automatique sur le nouveau fichier. Le cas e´che´ant,
l’utilisateur e´conomiserait e´norme´ment de temps a` ne pas devoir rejouer des
ope´rations qu’il avait de´ja` effectue´es dans le passe´.
En outre, nous permettons e´galement a` l’utilisateur d’obtenir les changements
qu’il avait effectue´s dans les traductions de ses re`gles. L’ide´e est la meˆme que
celle pre´ce´demment de´crite. S’il avait passe´ un temps important a` peaufiner
toutes ses traductions, il serait dommage qu’il doive tout recommencer lorsqu’il
transforme une ontologie modifie´e.
Ainsi, graˆce a` notre double syste`me d’historique, l’utilisateur a beaucoup
moins de soucis a` se faire quant aux ope´rations redondantes qu’il aurait de´ja`
re´alise´es. Notre objectif e´tait de fournir un proce´de´ permettant a` ce dernier un
gain de temps et une utilisation plus souple de notre outil.
3.9 Statistiques
La dernie`re fonctionnalite´ que nous allons vous pre´senter concerne les statis-
tiques. Un des buts principaux de notre outil e´tant de comparer les performances
d’Alchemy, de Tuffy et de RockIt, il nous e´tait ne´cessaire d’offrir a` l’utilisateur
des possibilite´s de comparaisons quant aux re´sultats obtenus.
Toute la gestion des statistiques repose sur un fichier XML contenant tous les
fichiers temps et re´sultats obtenus par les diffe´rents raisonneurs de la logique de
Markov.
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Ce fichier est compose´ de plusieurs parties.
Tout d’abord une premie`re partie reprenant les informations des diffe´rents fi-
chiers. Celle-ci est compose´e du nom du fichier, du chemin menant a` l’ontologie
sur l’ordinateur de l’utilisateur du programme et enfin de la se´lection des
branches de l’ontologie qui seront utilise´es pour la ge´ne´ration de re`gles. Celle-ci
peut contenir l’entie`rete´ de l’ontologie comme une ou plusieurs sous-parties de
cette dernie`re comme nous l’avons e´voque´ dans la section 3.4.
Ensuite, la deuxie`me partie se rapporte aux diffe´rents temps d’exe´cution.
Celle-ci contient tout d’abord le nom du fichier permettant de l’associer a` un
e´le´ment de la premie`re partie. Elle contient e´galement un indicateur indiquant
si le ou les temps concerne la phase d’apprentissage ou d’infe´rence. Ensuite,
elle contient une liste de requeˆtes sur lesquelles a e´te´ re´alise´ l’apprentissage ou
l’infe´rence. Enfin, elle contient les temps pour les raisonneurs ayant re´alise´ cette
requeˆte pre´cise. Cette structure est inte´ressante car elle permet facilement de
comparer les temps entre les diffe´rents outils ayant effectue´ une requeˆte sem-
blable.
Enfin, la dernie`re partie comporte les re´sultats retourne´s par l’infe´rence des
diffe´rents outils. La composition de cette partie commence bien suˆr par le nom
du fichier lie´ a` un e´le´ment de la premie`re partie. A nouveau, cet indicateur nous
permet de re´aliser des liens entre les diffe´rentes parties du fichier XML. Une
subtilite´ de notre structure re´side dans le fait que chaque re´sultat ne comporte
pas la liste des e´le´ments retourne´s par outil ou par fichier, mais bien un pre´dicat
associe´ a` un fichier. Par pre´dicat, nous entendons, un e´le´ment retourne´ par un
raisonneur. Celui-ci est instancie´ par une constante existant dans la liste des
e´vidences et se voit associer une probabilite´. Un exemple de pre´dicat comme
nous l’entendons pourrait eˆtre Student(Joseph) auquel va eˆtre attache´ une pro-
babilite´ de 0.5 qui sera diffe´rent de Student(Mathieu) qui, lui, repre´senterait un
autre pre´dicat. En outre, pour chaque pre´dicat associe´ a` un fichier en particulier,
nous indiquons par quelle requeˆte ce dernier a e´te´ obtenu. Nous exprimons, en-
fin, les probabilite´s renvoye´es par les diffe´rents outils qui posse`dent ce re´sultat.
A nouveau, ce proce´de´ nous permet tre`s facilement de comparer les diffe´rentes
probabilite´s suivant l’un ou l’autre outil.
Maintenant que nous avons la structure du fichier XML, il nous faut trouver
un moyen de peupler celui-ci lors des diffe´rentes ope´rations de l’utilisateur. Ce
processus de peuplement va eˆtre re´alise´ a` chaque fois que l’on effectue un ap-
prentissage ou une infe´rence sur un ensemble de re`gles. Cette de´marche va eˆtre
divise´e en trois sous processus.
Tout d’abord, si c’est la premie`re fois que l’on re´alise un apprentissage ou une
infe´rence sur le fichier content l’ensemble de re`gles, un nœud va eˆtre cre´e´ dans
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la premie`re partie reprenant les diffe´rents e´le´ments constituant la structure du
fichier XML e´voque´ ci-dessus.
Ensuite, en ce qui concerne le processus de comparaison de temps, ce dernier,
apre`s avoir re´cupe´re´ les diffe´rents parame`tres dont aura besoin le fichier XML,
va calculer le temps d’exe´cution du processus d’apprentissage ou d’infe´rence. Si
la requeˆte en question n’avait pas encore e´te´ effectue´e sur le fichier contenant
l’ensemble de re`gles, le programme va alors cre´er une nouvelle sous-section dans
la structure XML et va y ajouter ce premier temps. Sinon, le programme va
parcourir cette dernie`re afin de re´cupe´rer le nœud correspondant a` cette sous-
section, puis va simplement y ajouter le nouveau temps calcule´ avec le raisonneur
de la logique de Markov se´lectionne´.
Enfin, concernant le processus de comparaison des re´sultats, ce dernier est
assez similaire. La diffe´rence re´side dans le fait que le processus de re´cupe´ration
d’un nœud de´ja` existant ou de cre´ation d’un nouveau ne va pas se faire sur
l’entie`rete´ de la requeˆte, mais sur chaque pre´dicat retourne´ en re´sultat de
l’infe´rence.
Maintenant que notre processus de stockage et de peuplement est
ope´rationnel, nous pouvons proposer cette fonctionnalite´ a` l’utilisateur. Celle-
ci va se pre´senter dans notre programme par un onglet  Statistics  offrant
deux possibilite´s. La premie`re permettant de comparer des re´sultats entre les
diffe´rents outils. La seconde quant a` elle permettant de comparer cette fois-ci
les temps de ces outils.
Les figures 3.10 et 3.11 montrent un aperc¸u de l’utilisation de ces deux fonc-
tionnalite´s.
Lorsque la premie`re option est se´lectionne´e, une boˆıte de dialogue – reprise a`
la figure A.9 – propose d’afficher uniquement les re´sultats dont la diffe´rence de
probabilite´ entre les outils atteint un certain seuil. Par exemple, si les re´sultats
retourne´s par Alchemy, Tuffy et RockIt pour un pre´dicat donne´ sont les suivants
 0.2, 0.35, 0.55  et sont  0.2, 0.25, 0.3  pour un second pre´dicat. Si une
diffe´rence minimale de 0.3 est choisie, seul le premier re´sultat sera affiche´ par
notre programme. Cela permet a` l’utilisateur de se focaliser sur les plus gros
e´carts. En effet, s’il souhaite chercher des re´sultats tre`s diffe´rents afin de com-
prendre la raison de cet e´cart, il ne souhaite pas eˆtre encombre´ par une grosse
panoplie de re´sultats plus cohe´rents.
La seconde option de ces statistiques permet de comparer les temps entre
les diffe´rents outils pour un fichier et une requeˆte pre´cise. Cette option permet
simplement a` l’utilisateur de se´lectionner le fichier qu’il souhaite parmi la liste
de tous ceux existant dans le fichier XML. Il peut ensuite choisir de comparer
les temps d’apprentissage ou d’infe´rence et obtient la comparaison des re´sultats
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Figure 3.10 – Statistiques - Comparaison de re´sultats
Figure 3.11 – Statistiques - Comparaison de temps
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souhaite´s. Il peut ainsi voir et analyser en parcourant plusieurs cas quel outil
semble eˆtre le plus rapide dans quel cas.
En combinant ces deux possibilite´s de statistiques, l’utilisateur a acce`s a` un
grand nombre d’information quant a` la pertinence des re´sultats d’une part et
a` la rapidite´ des outils d’autre part. Les re´sultats obtenus plus loin dans ce
me´moire se sont d’ailleurs base´s sur cette aide afin d’obtenir une relation entre
la pertinence et la rapidite´ de chaque outil.
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4.1 Introduction
Une fois notre phase de de´veloppement termine´e et notre programme fonction-
nel, nous avions en mains tous les outils ne´cessaires pour re´aliser nos diffe´rents
cas de tests. Apre`s la mise en place et l’analyse de ces derniers, il nous e´tait
alors possible de tirer les conclusions que nous souhaitions quant a` l’efficacite´
des trois moteurs d’infe´rence probabilistes que nous avions se´lectionne´s.
Comme nous l’avons de´ja` e´voque´ dans la partie concernant les objectifs de
ce me´moire, cette phase d’expe´rimentation est primordiale pour le projet OR-
THOGEN car elle va permettre de connaˆıtre les avantages et les de´savantages
de chacun de ces raisonneurs de la logique de Markov et, par conse´quent, elle
permettra e´galement de savoir dans quel contexte l’un ou l’autre outil devra
eˆtre utilise´. Ce processus est primordial car le programme final devra eˆtre uti-
lise´ dans le domaine me´dical et ne´cessitera alors le plus haut degre´ de pre´cision
qu’il est possible d’offrir graˆce a` ces trois moteurs d’infe´rence probabilistes.
Pour commencer notre phase de tests, nous avons utilise´ l’ontologie re´alise´e
par le projet ORTHOGEN dont le domaine d’application reprend les infections
de prothe`ses orthope´diques. Ce premier choix est e´vident car le projet final doit
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eˆtre amene´ a` travailler en particulier sur cette ontologie. Il parait alors tout a` fait
normal que les conclusions que nous tirerons soient applicables a` cette dernie`re.
Concernant sa complexite´ et sa conse´quence en terme de re`gles, celle-ci s’ave`re
eˆtre un cas d’e´tude inte´ressant. Elle est compose´e de 84 e´vidences et de 338
clauses logiques, ce qui fait de cette ontologie une structure assez importante
en ce qui concerne son nombre de re`gles. Il est alors certain que tester cette
ontologie nous permet de retirer des re´sultats a` la fois riches et inte´ressants.
Cependant, cette dernie`re, seule, ne reprend pas un nombre e´leve´ de cas de
tests. Nous avons alors, par la suite, teste´ des sous partie du domaine de connais-
sances de cette ontologie afin d’obtenir des domaines qui devenaient graduelle-
ment de plus en plus grands. La re´alisation de cette taˆche nous a e´te´ facilite´e
graˆce a` deux facteurs existants. Tout d’abord, graˆce a` la fonctionnalite´ de notre
programme qui permettait de choisir de ne transformer qu’une sous partie du
domaine de connaissances d’une ontologie en re`gles de la logique du premier
ordre. Ensuite, le deuxie`me e´le´ment qui a facilite´ la re´alisation de cette taˆche est
la richesse de l’ontologie d’ORTHOGEN en termes d’he´ritage. En effet, lorsque
nous ouvrions cette dernie`re avec un e´diteur d’ontologie comme, par exemple,
Protege, nous pouvions constater que celle-ci comportait plus d’une centaine de
classes et de ramifications de ces classes en sous classes. Ainsi, il e´tait tre`s simple
de choisir de manie`re progressive un sous ensemble du domaine de connaissances
de plus en plus important jusqu’a` arriver a` l’entie`rete´ de l’ontologie elle-meˆme.
Apre`s avoir e´labore´ une se´rie de tests concernant des ramifications de
l’ontologie ORTHOGEN, nous avions couvert un nombre plus important de cas
de tests. Cependant, il nous fallait encore continuer a` tester d’autres voies afin
de couvrir des cas plus limites que la premie`re ontologie n’a pas pu tester.
Nous avons alors choisi de re´aliser de nouveaux tests sur d’autres ontologies.
Premie`rement, nous sommes reste´s dans le domaine me´dical bien que la matie`re
traite´e ne concerne plus de l’orthope´die. Ensuite, nous nous sommes e´galement
dirige´s vers d’autres domaines d’application pour re´aliser nos tests. La raison
de ce choix est double. D’une part, comme nous l’avons e´voque´, notre outil
nous permet de traiter n’importe quel domaine sans que cela n’impacte son
fonctionnement ou les re´sultats obtenus. D’autre part, les re´sultats que nous
obtenons graˆce aux raisonneurs de la logique de Markov se doivent d’eˆtre cor-
rects inde´pendamment du domaine dans lequel ils ont e´te´ induits. Se tourner
vers d’autres disciplines pouvait alors nous apporter plus de cas limites et ainsi
enrichir nos re´sultats et par conse´quent nos conclusions.
Au total, nous avons tente´ de couvrir le plus de cas diffe´rents. Nous avions
bien suˆr des ontologies comportant des domaines de connaissances importants
alors que d’autres e´taient compose´es de plus petits domaines. Mais d’autre part,
nous avons veille´ e´galement a` ce que les proportions de re`gles et d’e´vidences
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au sein de chaque domaine varient. Ainsi, nous testions des domaines com-
portant beaucoup de re`gles avec beaucoup d’e´vidences. D’autres comportaient
beaucoup moins d’e´vidences que de re`gles bien que ces premie`res ne soient pas
ne´gligeables. D’autres encore e´taient compose´s d’un grand nombre de re`gles et
de peu d’e´vidences. A l’inverse, nous avons e´galement des domaines comportant
un nombre tre`s importants d’e´vidences pour tre`s peu de re`gles. Au total, parmi
les ontologies que nous avons teste´es, le nombre de re`gles varient entre 2 et 621
e´le´ments et le nombre d’e´vidences varient entre 2 et 147 e´le´ments. Les domaines
variant parfois beaucoup les uns par rapport aux autres, nous espe´rions ainsi
obtenir des re´sultats vrais dans tous les cas et non inde´pendants d’un domaine
particulier.
Une fois l’ensemble des cas de tests re´alise´s, la dernie`re e´tape consistait en
l’analyse des re´sultats obtenus. Le but de l’exercice e´tait d’extirper de ces
re´sultats des tendances vraies pour tous les sce´narios et pouvant amener a` des
conclusions sur quel outil choisir dans tel ou tel cas. Concernant ces re´sultats
obtenus, nous pouvions les diviser en quatre cate´gories.
Tout d’abord, il nous fallait diffe´rencier d’une part tous les tests re´alise´s sur
l’apprentissage. Cette phase bien que tre`s importante pourrait ne pas eˆtre uti-
lise´e de manie`re re´gulie`re. En effet, tant qu’un domaine de connaissance n’est
pas modifie´ – que ce soit au niveau des re`gles ou des e´vidences – il n’est pas
ne´cessaire de re´aliser un nouvel apprentissage. Ensuite, il nous fallait comparer
les re´sultats re´alise´s dans le cadre de l’infe´rence. Ceux-ci, en opposition a` la
premie`re phase, sont plus prompts a` eˆtre utilise´s couramment car c’est cette
phase d’infe´rence qui sera effectue´e lorsque l’on souhaite obtenir des re´sultats
concernant un patient en particulier.
Pour chacune de ces phases, il nous fallait alors comparer d’une part le nombre
de re´sultats obtenus et d’autre part le temps qu’il a fallu pour obtenir ces
re´sultats. Ces deux comparaisons vont permettre d’e´tablir dans quels cas de-
vront eˆtre utilise´s les trois outils.
Concernant les comparaisons de temps, il est e´vident que ce facteur  temps
 est tre`s important dans le monde informatique. En effet, si nous remarquons
qu’un outil propose des re´sultats dans des temps tre`s courts et qu’il est viable
pour un me´decin d’attendre l’exe´cution totale du processus avant d’obtenir les
re´sultats escompte´s, nous pourrions utiliser cet outil dans un contexte de calcul
en temps re´el. S’il faut moins de 5 secondes a` un processus pour une taille de
domaine pre´de´finie, nous savons qu’il n’est pas contraignant pour le me´decin
d’attendre la fin du diagnostic du programme. A l’inverse, si des re´sultats sont
obtenus apre`s un long moment d’attente qui peut aller de plusieurs heures a`
plusieurs jours, nous pourrions toujours envisager le processus si la pertinence
et la pre´cision des re´sultats sont importantes, mais cette fois-ci, le contexte du
calcul en temps re´el serait exclu. Il faudrait alors se tourner vers une solution
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ou` le processus serait re´alise´ de manie`re pe´riodique ou uniquement dans des cas
ou` l’urgence n’est pas le mot d’ordre.
Concernant le nombre de re´sultats obtenus cette fois-ci, il est e´vident que ce
facteur traite de la quantite´ mais pas force´ment de la qualite´. En effet, rien
ne sert d’avoir un grand nombre de re´sultats si ceux-ci sont errone´s. Cepen-
dant, ce facteur peut toutefois avoir une importance non ne´gligeable. En effet,
certains raisonneurs de la logique de Markov peuvent ne retourner qu’un petit
nombre de re´sultats alors que d’autres en retourneraient un nombre beaucoup
plus grand pour le meˆme domaine et la meˆme requeˆte. En s’abstrayant de la
qualite´, il pourrait eˆtre plus inte´ressant dans certains contextes d’utiliser un
outil qui retournerait une centaine de re´sultats plutoˆt qu’un autre qui n’en re-
tournerait que deux. En effet, ce raisonnement peut se justifier par le fait que
le premier permettrait au me´decin d’obtenir une e´nume´ration des diffe´rents cas
de maladies possibles en fonction des symptoˆmes et cela, meˆme si certains cas
sont tre`s peu probables, le second, quant a` lui, ne renverrait que les deux cas
les plus probables. Par conse´quent, dans ce dernier cas, le me´decin pourrait ne
pas envisager un cas limite car il n’apparaˆıtrait pas dans les solutions. Le pre-
mier cas, bien que contenant du bruit – dans le sens ou` la plupart des cas ne
se produiront presque jamais – aurait l’avantage de comporter des cas rares qui
lorsque cela arriverait seraient affiche´s e´galement au me´decin.
C’est donc dans ce sens que nous avons re´alise´s les analyses de nos diffe´rents
cas de tests. Nous vous exposerons les tendances et les re´sultats obtenus, ainsi
que les conclusions qui en de´coulent dans la prochaine partie.
En outre, les tests ont tous e´te´ re´alise´s sur la meˆme machine afin de ne pas
biaiser les re´sultats obtenus en fonction des performances de l’ordinateur utilise´.
La configuration de cette machine consistait en un processeur Intel core i7-2670
QM 2.2 GHz. La me´moire RAM posse´de´e par l’ordinateur effectuant les tests
e´tait de 8GO. De plus, cette machine utilisait Windows 7 64 bits comme syste`me
d’exploitation.
4.2 Approche the´orique
Dans cette section, nous allons passer en revue l’ensemble des techniques et
technologies utilise´es par les trois raisonneurs de Markov qui peuvent avoir une
influence sure la complexite´ en temps ou encore l’espace me´moire utilise´ par
les deux processus principaux que nous allons tester par la suite qui sont l’ap-
prentissage de poids et l’infe´rence. Nous allons analyser l’apport de l’utilisation
de bases de donne´es, l’imple´mentation d’une strate´gie plutoˆt qu’une autre, ou
encore les avantages d’un algorithme par rapport aux autres. Par ordre d’outils,
nous allons commencer par Alchemy.
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4.2.1 Alchemy
Alchemy est un raisonneur qui utilise la plupart de son temps d’exe´cution pour
la phase d’instanciation du re´seau [25](Niu et al.,2010). Il ne ne´cessite pas d’ins-
tallation d’une base de donne´es et donc l’ensemble des me´canismes se produisent
en me´moire centrale. Lorsque l’on n’utilise pas de bases de donne´es et que le do-
maine est assez large, il est probable que le raisonneur atteigne la limite de son
espace me´moire et qu’il ne puisse pas terminer son processus ou effectuer son
travail correctement [25](Niu et al.,2010). Alchemy est incapable de tirer profit
d’un partitionnement de re´seau logique de Markov pour pouvoir effectuer du pa-
ralle´lisme et gagner en performance. Alchemy posse`de l’imple´mentation de plu-
sieurs algorithmes d’apprentissage et d’infe´rence [35](Kok, Singla, Richardson,
Domingos et Summer,2007) mais nous avons choisi d’effectuer nos tests avec les
plus performants d’entre-eux. L’algorithme MC-SAT pour l’infe´rence [32](Poon
et Domingos) et l’algorithme de gradient conjugue´ avec pre´conditionnement
pour l’apprentissage [30](Lowd et Domingos).
Approche Top-Down Lors de son instanciation de re´seau, Alchemy uti-
lise une strate´gie  top-down  [25](Niu et al.,2010). L’ide´e d’une approche
 top-down  est de de´marrer avec une vue globale du proble`me, de conside´rer
le proble`me dans son ensemble et d’ensuite de´composer et raffiner celui-ci
en sous-proble`mes plus de´taille´s. Les sous-proble`mes obtenus peuvent eˆtre
de´compose´s de manie`re re´pe´titive jusqu’a` atteindre un niveau de granularite´
non de´composable et une complexite´ plus abordable. Cette approche permet
d’avoir une vue non de´taille´e du proble`me dans sa globalite´ tre`s rapidement.
C’est une strate´gie qui s’oppose radicalement a` la strate´gie  bottom-up . Le
principe de cette dernie`re est de premie`rement s’occuper des sous-proble`mes
simples et de´taille´s pour ensuite les composer ensemble pour arriver a` s’adresser
a` un proble`me plus complexe. On compose les sous-proble`mes jusqu’a` atteindre
le proble`me de de´part. C’est donc une strate´gie ascendante. La figure 4.1 donne
une rapide ide´e des strate´gies  top-down  et  bottom-up . Dans le cas de
l’instanciation au sein d’Alchemy, le processus de´marre de la formule logique non
instanicie´e de de´part, la de´compose en clauses plus petites et instancie chaque
variable avec chaque constante du domaine pour finalement obtenir l’ensemble
des atomes instancie´s comme l’algorithme ge´ne´ral pre´sente´ a` la page 33.
Figure 4.1 – Approche Top-Down et Bottom-Up
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Instanciation paresseuse Cependant, Alchemy permet d’utiliser une
me´thode appele´e  lazy grounding  ou encore l’instanciation paresseuse
[25](Niu et al.,2010). Cette me´thode permet d’appliquer une heuristique pour
ame´liorer le processus d’instanciation de re´seau de Markov et ce en plus de
l’heuristique de re´duction de re´seau que l’on a vu dans la section sur l’infe´rence
dans les re´seaux logiques de Markov (page 39). L’ide´e de base de cette heuris-
tique est de ne pas conserver en me´moire les parties du re´seau de Markov qui ne
seront pas ou quasi pas utilise´es. Par exemple, on peut ignorer lors de la phase
d’infe´rence les clauses qui seront tout le temps vraies e´tant donne´ l’ensemble
d’e´vidences et ce peu importe la valeur des autres atomes [25](Niu et al.,2010).
Pour ce faire, il faut de´finir deux nouvelles notions : les atomes instancie´s ac-
tifs et les clauses instancie´es actives. Un atome instancie´ est conside´re´ comme
actif quand il peut changer de valeur a` un point quelconque du raisonnement
alors qu’une clause instancie´e est active quand elle peut eˆtre viole´e lorsque l’on
change aucune ou plusieurs valeurs d’atomes actifs [25](Niu et al.,2010). On
dit qu’une clause est viole´e lorsque elle a une valeur de ve´rite´ vraie et que son
poids associe´ est ne´gatif ou lorsque elle a une valeur de ve´rite´ fausse et que son
poids est positif. Alchemy a pour but de garder en me´moire uniquement un petit
sous-ensemble de clauses instancie´s actives et d’en activer d’avantage si cela est
ne´cessaire durant le me´canisme d’infe´rence. L’algorithme 3 montre le pseudo-
code de l’instanciation paresseuse imple´mente´e par Alchemy [36](Doan, Niu, Re´,
Shavlik et Zhang,2011) ou` l’on voit que l’on calcule tout d’abord l’ensemble des
clauses actives, c’est a` dire, les clauses instancie´es qui ne sont pas satisfaites par
les e´vidences et ensuite on rend actifs les atomes qui se trouvent dans les clauses
que l’on vient de calculer.
Algorithm 3 Instanciation paresseuse
Require: Un re´seau logique de Markov instancie´
Un ensemble d’e´vidences
Ensure: A, les atomes instancie´s actifs
G, les clauses instancie´es actives
G⇐ clauses instancie´es qui ne sont pas satisfaites par les e´vidences
A⇐ atomes contenus dans les clauses ∈ G
Le proble`me qui se pose avec ce type d’heuristiques pour l’instanciation est
que les algorithmes d’infe´rence qui viennent s’exe´cuter ensuite requie`rent une
instanciation comple`te des clauses qui composent le re´seau de Markov. Il faut
donc adapter les algorithmes existant pour les rendre applicables a` une telle
heuristique [37](Poon, Domingos et Summer). L’avantage c’est que la me´thode
pour rendre ces algorithmes  lazy  est ge´ne´rale et peut eˆtre applique´e aux
diffe´rents algorithmes d’infe´rence. La me´thode consiste a` remplacer dans l’algo-
rithme de de´part les instructions d’e´criture et de lecture des atomes instancie´s,
ainsi que d’ajouter une e´tape d’initialisation, sinon le reste de l’algorithme reste
le meˆme [37](Poon et al.) :
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– Lecture : Si l’atome instancie´ est en me´moire alors on lit la valeur comme
l’algorithme de de´part. Sinon on retourne la valeur par de´faut.
– E´criture : Si l’atome instancie´ est en me´moire alors on met a` jour la
valeur comme l’algorithme de de´part. Sinon on active l’atome instancie´
en lui allouant de la me´moire et en lui assignant la valeur sauf, si cette
valeur est la valeur par de´faut alors on ne fait rien. En cas d’activation,
on alloue e´galement de la me´moire pour les clauses qui sont active´es par
l’atome instancie´.
Il est possible de raffiner encore plus la me´thode d’adaptation d’algorithme
[37](Poon, Domingos et Summer).
4.2.2 Tuffy
Tuffy est un raisonneur plus re´cent que Alchemy. Il imple´mente l’algorithme
 diagonal Newton  [36](Doan et al.,2011) pour l’apprentissage de poids qui est
une me´thode tre`s performante meˆme si elle l’est un peu moins que la me´thode
 scaled conjugate gradient  imple´mente´e dans Alchemy [30](Lowd et Domin-
gos). En ce qui concerne l’infe´rence, Tuffy imple´mente l’algorithme MC-SAT qui
est le plus performant a` l’heure actuelle.
Instanciation paresseuse Il permet e´galement d’exe´cuter l’heuristique d’ins-
tanciation paresseuse couple´e a` l’heuristique de re´duction de re´seau de Markov
mais les de´veloppeurs de Tuffy se sont rendus compte qu’il e´tait possible de
re´pe´ter l’e´tape imple´mente´e par Alchemy plusieurs fois jusqu’a` la convergence
des re´sultats et l’obtention de la fermeture de l’ensemble des clauses actives
[25](Niu et al.,2010). On voit dans l’algorithme 4 que l’on re´pe`te l’e´tape de
l’algorithme 3 jusqu’a` ce que l’ensemble d’atomes instancie´s ne grandisse plus
[36](Doan et al.,2011).
Algorithm 4 Instanciation paresseuse convergente
Require: Un re´seau logique de Markov instancie´
Un ensemble d’e´vidences
Ensure: AF , les atomes instancie´s actifs
GF , les clauses instancie´es actives
AF ⇐ ∅
GF ⇐ ∅
repeat
G⇐ clauses instancie´es qui ne sont pas satisfaites par les e´vidences et les
atomes inactifs (/∈ AF )
A⇐ atomes contenus dans les clauses ∈ G
AF ⇐ AF ∪A
GF ⇐ GF ∪G
until A ⊆ AF
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RDBMS Tuffy se de´marque d’Alchemy par la mise en place d’un syste`me
de gestion de bases de donne´es relationnelles (RDBMS) qui va permettre de
changer de strate´gie pour le processus d’instanciation et passer a` une strate´gie
 bottom-up  [25](Niu et al.,2010). La base de donne´es va permettre de ne
plus conserver le re´seau de Markov instancie´ en me´moire centrale et de ne plus
avoir des proble`mes de mise a` l’e´chelle du domaine. Cela va permettre d’e´viter
les proble`mes duˆ au de´passement de l’espace me´moire disponible. En effet, Tuffy
permet de repre´senter un re´seau instancie´ dans des tables contenues dans une
base de donne´es relationnelle [25](Niu et al.,2010). Si on reprend notre exemple
de re´seau logique de Markov, la figure 4.2 montre les diffe´rentes tables ne´cessaires
et produites par le processus d’instanciation [36](Doan et al.,2011).
Figure 4.2 – Utilisation d’une base de donne´es relationnelle
On voit dans cette figure que l’on de´marre des atomes instancie´s repre´sente´s
par les tables  Cardiaque ,  Stress  et  Descendant  et que apre`s le
me´canisme d’instanciation, on obtient la table qui repre´sente les clauses ins-
tancie´es. On est donc bien dans une strate´gie  bottom-up  car l’on de´marre
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avec les e´le´ments de base, les atomes, et on les compose ensuite pour finalement
obtenir le re´seau logique de Markov instancie´. En entre´e du processus d’instan-
ciation, les tables repre´sentant les atomes instancie´s posse`dent un identifiant
qui est unique parmi l’ensemble des tables d’atomes, des re´fe´rences vers des
constantes pour chaque variable dans l’atome et une valeur de ve´rite´ [25](Niu
et al.,2010). La valeur de ve´rite´ peut eˆtre soit vraie(T) soit fausse(F) ou non
spe´cifie´e(U). L’instanciation produira alors la table  Clause  contenant l’en-
semble des clauses instancie´es. Cette table posse`de un identifiant, un ensemble
d’arguments et un poids pour chaque clause [25](Niu et al.,2010). Un argument
contient une re´fe´rence vers un atome instancie´ et un boole´en pour indiquer si
oui ou non l’atome est nie´ dans la clause. Pour l’instanciation, Tuffy utilise des
techniques standards de  bulk loading  [25](Niu et al.,2010). Ce sont des
techniques qui sont de´sormais permises avec l’utilisation d’un RDBMS et qui
vont permettre de charger de multiple lignes de donne´es dans une table de la
base de donne´es. Cela permet donc de charger une large quantite´ de donne´e de
manie`re simultane´e et rapide. Les optimisations apporte´es par le RDBMS per-
mettent d’exploiter au mieux l’approche  bottom-up  et d’ame´liorer le temps
ne´cessaire a` l’instanciation [25](Niu et al.,2010).
Architecture spe´cifique Le RDBMS n’a malheureusement pas que des as-
pects positifs. En effet, les algorithmes d’infe´rence qui suivent la phase d’instan-
ciation comme nous l’avons vu pre´ce´demment font de nombreux acce`s ale´atoires
aux donne´es pour effectuer l’e´chantillonnage [25](Niu et al.,2010). Ils ne´cessitent
de nombreux acce`s aux disques qui contiennent la base de donne´es et de`s lors, la
complexite´ en temps de ces algorithmes est assez proble´matique. Il ne faut pas
oublier qu’en plus l’exe´cution d’une e´tape de ces algorithmes d’e´chantillonnage
va de´pendre du re´sultat de l’e´tape qui pre´ce`de. De`s lors, si ces algorithmes uti-
lisent uniquement des acce`s aux disques, cela empeˆche d’exploiter de manie`re
efficace le me´canisme de cache et le paralle´lisme que nous verrons plus loin
[25](Niu et al.,2010). Pour aller a` l’encontre de ce proble`me, Tuffy met en place
une architecture particulie`re. A la figure 4.3, on peut voir l’architecture mise
en place par Tuffy compare´e a` l’architecture du raisonneur Alchemy [25](Niu et
al.,2010).
Figure 4.3 – Architecture Alchemy et Tuffy
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On voit dans la figure 4.3 que Tuffy permet de lire le re´seau de Markov ins-
tancie´ depuis la base de donne´es pour le stocker en me´moire centrale. Cela va
permettre par la suite d’appliquer le processus d’infe´rence en me´moire centrale
et ne plus avoir les inconve´nients des nombreux acce`s aux disques [25](Niu et
al.,2010). Cependant, vu que le RDBMS a essentiellement e´te´ mis en place pour
pouvoir contrer les proble`mes d’espace me´moire quand on doit traiter un do-
maine tre`s large, il est possible que le re´seau de Markov instancie´ soit trop
large pour pouvoir eˆtre me´moriser en me´moire centrale. De`s lors, Tuffy permet
e´galement d’appliquer l’infe´rence directement sur la base de donne´es dans le cas
ou il ne serait plus possible de le faire en me´moire centrale [25](Niu et al.,2010).
Ceci est repre´sente´ par la fle`che rouge dans la figure 4.3.
Partitionnement Une autre ame´lioration que Tuffy apporte par rapport a`
Alchemy c’est la possibilite´ de partitionner le re´seau obtenu apre`s instanciation
[25](Niu et al.,2010). On retrouve ici la volonte´ de diviser le proble`me en plus
petites parties pour gagner en espace me´moire et en complexite´ au niveau du
temps. L’ide´e derrie`re ce partitionnement est que l’on peut optimiser les pro-
babilite´s des sous-parties du re´seau de Markov et d’ensuite les composer pour
obtenir l’optimisation de de´part recherche´e sans diminuer la qualite´ du re´sultat
par rapport au re´sultat obtenu lors de l’application de l’algorithme d’infe´rence
a` l’entie`rete´ du re´seau [25](Niu et al.,2010). Pour ce faire, il faut parvenir a`
de´composer le re´seau initial en sous-composants disjoints auxquels on appli-
quera l’algorithme d’infe´rence. Cela permet de pouvoir traiter des re´seaux qui,
d’une seule pie`ce, e´taient trop larges pour la me´moire centrale. L’ide´e de se´parer
le re´seau en composants est assez intuitive car la plupart du temps les re`gles
contenues dans les re´seaux logiques de Markov mode´lisent les interactions de ce
qu’on peut appeler les entite´s du domaine mode´lise´ et donc on peut faire cor-
respondre un composant a` la fermeture transitive d’une entite´ dans le graphe
du re´seau [25](Niu et al.,2010). Dans la figure 4.4, on peut voir le passage de
l’aspect se´quentiel de l’infe´rence a` un aspect de paralle´lisme ou` G repre´sente le
graphe de Markov non de´compose´ et Ci, le ie`me composant de G.
Durant ce partitionnement, on essaye d’obtenir des composants de tailles plus
ou moins identiques et de minimiser l’information perdue [25](Niu et al.,2010).
Pour ce faire, il faut minimiser le poids total des clauses qui enjambent plusieurs
partitions en re´duisant ce nombre de clauses. Trouver le partitionnement qui mi-
nimise ces poids est un proble`me de complexite´ non polynomiale et l’algorithme
va plutoˆt utiliser une heuristique plus abordable. Un des proble`mes s’ave`re eˆtre
que le nombre de composants obtenus lors du partitionnement peut devenir
e´norme ce qui rend non performant le chargement en me´moire de ceux-ci lors de
l’infe´rence surtout quand le domaine est assez large [25](Niu et al.,2010). Il faut
e´viter de de´composer autant le re´seau de Markov. Pour exploiter au maximum la
de´composition en sous-parties sans perdre trop de temps dans le chargement de
tous les composants, il est ne´cessaire de regrouper les composants en lots qui ap-
prochent le plus possible l’espace me´moire disponible [25](Niu et al.,2010). Ces
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Figure 4.4 – Se´quentialite´ vs paralle´lisme
lots ont pour seule contrainte de ne pas de´passer l’espace me´moire disponible.
Cela rele`ve de l’optimisation combinatoire qui est un proble`me NP-complet. Ce-
pendant, on peut appliquer une heuristique qui est un simple algorithme de tri
appele´  first fit decreasing  qui ne permet pas d’atteindre l’optimum mais
permet d’obtenir de bons re´sultats tout de meˆme [25](Niu et al.,2010). Cet algo-
rithme fonctionne en triant l’ensemble des composants dans l’ordre de´croissant
de leur taille et ensuite il parcourt cette liste et met le composant courant dans
le premier lot qui est capable de le contenir. C’est a` dire tant que le lot ne
de´passe pas l’espace me´moire disponible pour l’infe´rence.
Il faut ensuite adapter les algorithmes de recherche sur lesquels sont base´s
les me´thodes d’infe´rence pour qu’ils soient au courant du partitionnement. En
effet, certaines clauses peuvent enjamber plusieurs partitions. C’est a` dire qu’elle
de´pendent d’atomes se trouvant dans des partions diffe´rentes. De`s lors, il faut
adapter les algorithmes de recherche pour qu’ils puissent ge´rer les de´pendances
entres les partitions quand cela est ne´cessaire [25](Niu et al.,2010).
Paralle´lisme Une fois que l’on a les diffe´rents lots contenant les composants
du re´seau, on peut tirer pleinement profit du me´canisme de paralle´lisme et
exploiter l’entie`rete´ des processeurs disponibles dans la machine virtuelle java.
Le paralle´lisme ne´cessite juste de de´finir une politique d’ordonnancement entre
les diffe´rents threads. Tuffy met en place la politique  round robin  [25](Niu
et al.,2010) mais il serait inte´ressant de comparer les re´sultats avec une autre
politique. La politique  round robin  se veut e´quitable et donne a` l’ensemble
des processus un temps de processeur e´quivalent et ce, chacun a` leur tour. Quand
un processus termine son tour de processeur, il est remit en bas de la liste, etc.
Le paralle´lisme permis graˆce au partitionnement permet de faire un gain de
temps non ne´gligeable [25](Niu et al.,2010).
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Tuffy est un raisonneur qui va permettre de ge´rer les poids ne´gatifs associe´s
aux clauses. Pour ce faire, il va pre´traiter les clauses avant qu’elles ne soient
instancie´es [38](Noessner,2013). Pour ge´rer ces poids ne´gatifs, Tuffy transforme
ces poids en poids positifs et nie les clauses qui y sont associe´es. Cependant, cette
ne´gation donne lieu a` des conjonctions dans les formules et Tuffy est incapable
de traiter les clauses contenant des conjonctions [38](Noessner,2013). De`s lors,
il faut une nouvelle fois transformer les clauses pour n’obtenir que des clauses
contenant des disjonctions. Ces deux manipulations de formules peuvent mener
a` des clauses qui ne sont plus du tout similaires aux clauses de de´part et cela
peut eˆtre conside´re´ comme un de´savantage de Tuffy [38](Noessner,2013) car les
clauses ne respectent plus comple`tement la mode´lisation de de´part. Cela peut
avoir comme impact, non pas de fausser les me´canismes de calcul de probabilite´s,
mais de fausser le mode`le sur lequel ces probabilite´s sont calcule´es.
4.2.3 RockIt
RockIt est le raisonneur de la logique de Markov le plus re´cent des trois
outils pris en compte. Il se base sur deux ame´liorations imme´diates. Tout
d’abord, lors de l’infe´rence, il assure (contrairement a` Alchemy) qu’aucune
contrainte  dure  ne soit viole´e dans les e´tats trouve´s [38](Noessner,2013).
Une clause est soumise a` une contrainte  dure  quand son poids est infini.
Cela vient du fait qu’Alchemy va traiter les contraintes  dures  en rem-
plac¸ant uniquement le poids de la clause par un poids de tre`s grande valeur
[38](Noessner,2013). Ensuite, RockIt va permettre de traiter les poids ne´gatifs
de manie`re correcte et ce, sans faire les manipulations que l’on a vu dans la
section sur Tuffy [38](Noessner,2013). Par contre, ce raisonneur n’utilise pas
l’algorithme MC-SAT [38](Noessner,2013) pour l’infe´rence mais bien un simple
algorithme d’e´chantillonnage de Gibbs qui est moins performant [32](Poon et
Domingos). Tout comme Tuffy, RockIt utilise une base de donne´es pour effectuer
et me´moriser l’instanciation du re´seau de Markov.
Formalisme ILP En ce qui concerne l’infe´rence, RockIt met en place une ide´e
un peu plus particulie`re. En effet, les de´veloppeurs de RockIt se sont rendus
compte qu’il e´tait possible de faire correspondre un proble`me d’infe´rence tra-
ditionnel a` un proble`me d’optimisation avec des contraintes line´aires et une
fonction line´aire objectif a` optimiser, le tout formant un proble`me de program-
mation line´aire en nombres entiers (ILP) [39](Noessner, Niepert et Stuckensch-
midt). L’ide´e est de, apre`s instanciation, formuler les clauses instancie´es dans
la syntaxe ILP qui est plus compacte et de faire correspondre a` chaque clause
une contrainte line´aire. De`s lors, le principe d’infe´rence consiste a` initialiser une
premie`re solution avec l’ensemble des e´vidences donne´es, de se´lectionner via
de multiple jointures de tables les clauses se trouvant dans la base de donne´es
qui sont viole´es, de transformer ces clauses viole´es dans la syntaxe ILP, d’en-
suite les rajouter dans la solution courante et de re´soudre jusqu’a` ce qu’il n’y
ai plus de clauses viole´es dans celle-ci et que la fonction objectif soit optimise´e
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[39](Noessner et al.). On peut voir l’architecture du me´canisme [39](Noessner et
al.) dans la figure 4.8 ci-dessous.
Regardons de plus pre`s la syntaxe ILP et la formulation de contrainte. Pour
chaque clause instancie´e, il faut associer une variable binaire xi a` chaque atome
instancie´ i se trouvant dans la clause [39](Noessner et al.). Ces variables valent
1 si leur atome instancie´ a une valeur de ve´rite´ vraie et 0 sinon. Les e´vidences
peuvent donc eˆtre repre´sente´es par les contraintes line´aires suivantes : xi ≥ 1 si
l’e´vidence correspondante a` x est vraie et xi ≤ 0 si l’e´vidence correspondante
est fausse. On peut de`s lors formuler les autres contraintes, soit g une clause
instancie´e et wg le poids associe´ a` g [39](Noessner et al.) :
– si wg > 0 :
∑
i∈L+(g) xi +
∑
i∈L−(g)(1− xi) ≥ zg
– si wg < 0 :
∑
i∈L+(g) xi +
∑
i∈L−(g)(1− xi) ≤ (|L+(g)|+ |L−(g)|)zg
– si wg =∞ :
∑
i∈L+(g) xi +
∑
i∈L−(g)(1− xi) ≥ 1
ou` L+(g) repre´sente l’ensemble des atomes instancie´s non nie´s contenus dans
g, L−(g) repre´sente l’ensemble des atomes instancie´s nie´s contenus dans g et zg
est une nouvelle variable binaire pour exprimer les contraintes sur les clauses.
Une fois qu’on a formalise´ l’ensemble des contraintes, il reste a` de´terminer la
fonction objectif que le solveur doit optimiser. Cette fonction objectif est de´finie
par [39](Noessner et al.) :
max
∑
g∈G wgzg
Dans la figure 4.5, on peut voir un exemple de transformation de clauses
instancie´es en formalisme ILP [39](Noessner et al.).
Figure 4.5 – Transformation en formalisme ILP
Agre´gation de contraintes Il est e´galement possible graˆce au formalisme
ILP d’agre´ger les contraintes line´aires dans le but de re´duire le nombre de
variables et le nombre de contraintes, ce qui va permettre au solveur ILP de
diminuer son temps global d’exe´cution [39](Noessner et al.). L’agre´gation per-
met e´galement de rendre le solveur ILP plus apte a` utiliser les heuristiques de
de´tection de syme´trie. Ce sont des heuristiques qui permettent au solveur ILP
d’exploiter les syme´tries au sein des contraintes pour ame´liorer ses performances
[39](Noessner et al.). Si deux clauses gi et gj posse`dent le meˆme poids w et
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qu’elles sont de la forme gi = li ∨ c et gj = lj ∨ c ou` li et lj sont des litte´raux
quelconques, alors ces deux clauses sont agre´geables [39](Noessner et al.). On
proce`de a` l’agre´gation de contraintes apre`s la se´lection des clauses viole´es, au
moment ou` on les transforme dans le formalisme ILP. Les algorithmes servant a`
obtenir une agre´gation optimale des contraintes s’ave`rent eˆtre de complexite´
en temps trop e´leve´e par rapport a` la re´solution ILP. De`s lors, RockIt met
en place un algorithme d’estimation qui va approximer l’agre´gation optimale
[39](Noessner et al.). La figure 4.6 montre un ensemble de clauses agre´geables
et d’autres clauses qui ne le sont pas.
Figure 4.6 – Exemple d’agre´gation de contraintes
Une fois qu’on a repere´ les clauses agre´geables, la transformation en
contraintes ILP peut eˆtre applique´e (Figure 4.7) [39](Noessner et al.).
Figure 4.7 – Exemple de transformation en contraintes ILP de clauses agre´ge´es
Paralle´lisme Apre`s avoir remarque´ que bien souvent le temps de calcul des
contraintes agre´ge´es dominait le temps de la re´solution ILP et pour tirer profit de
la puissance de calcul de l’ensemble des processeurs disponibles, RockIt a mis en
place une architecture qui permet le paralle´lisme tout comme Tuffy [39](Noessner
et al.). On peut voir dans la figure 4.8 qu’apre`s l’instanciation, RockIt place les
clauses instancie´es dans une pile abstraite. Le raisonneur cre´e un thread par
processeur et chaque clause de la pile sera traite´e par un thread se´pare´ ce qui
permet d’avoir du paralle´lisme au niveau de la de´tection des clauses viole´es, de
l’agre´gation et de la transformation dans le formalisme ILP [39](Noessner et al.).
On peut voir e´galement que le paralle´lisme est utilise´ pour la phase de re´solution
ILP qui utilise un algorithme  branch and bound  [39](Noessner et al.).
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Figure 4.8 – Architecture et paralle´lisme de RockIt
4.3 Re´sultats
Une fois que toutes les ontologies ont e´te´ transforme´es en un ensemble de re`gles
de la logique du premier ordre et puis teste´es avec les trois moteurs d’infe´rence
probabilistes, nous avons obtenu un ensemble de re´sultats bruts. Nous avons
alors entrepris une phase d’analyse concernant ces derniers.
Nous avons tout de suite repe´re´ des tendances montrant que les temps
d’Alchemy semblaient plus importants que les temps des deux autres outils au
fur et a` mesure que le nombre de re`gles augmente. Cette observation se de´gage
des re´sultats que ce soit au niveau de l’apprentissage ou au niveau de l’infe´rence.
Nous pouvons e´galement remarquer que pour des e´tudes de cas tre`s petites, les
temps d’exe´cution d’Alchemy restent raisonnables. Cependant, lorsque le nombre
de re`gles augmentent, la croissance de la courbe est non ne´gligeable et les temps
augmentent tre`s rapidement de´passant tre`s vite les courbes des deux autres
raisonneurs de la logique de Markov.
Les temps de Tuffy et de RockIt semblent rester sensiblement e´gaux bien que
l’on voit qu’au fur et a` mesure que le nombre de re`gle croit, ce dernier semble
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quelque peu plus performant.
Les trois re´sultats ci-dessus peuvent s’expliquer en grande partie par les choix
d’imple´mentation. En effet, alors qu’Alchemy utilise une strate´gie top-down
pour la phase d’instanciation et enregistre tout en me´moire centrale [25](Niu et
al.,2010), Tuffy va plutoˆt opter pour une approche bottom-up pour exploiter to-
talement l’utilisation de son syste`me de gestion de base de donne´es relationnelle
[25](Niu et al.,2010). Tuffy ne va cependant pas supporter tout le processus via
la base de donne´es mais va exe´cuter les proce´dures de recherche locales dans la
me´moire centrale autant que possible [25](Niu et al.,2010). Cela va permettre de
ne pas perdre beaucoup de temps dans les nombreux acce`s me´moires ne´cessaires
a` la recherche. Un autre aspect qui pourrait avoir une influence sur le temps
d’exe´cution est le fait que Tuffy imple´mente un partitionnement du re´seau de
Markov produit par la phase d’instanciation. De`s lors, il est possible pour le
raisonneur d’appliquer le paralle´lisme pour les e´tapes qui suivent [25](Niu et
al.,2010).
En ce qui concerne RockIt, il va assimiler le proble`me d’infe´rence a` un
proble`me d’optimisation mathe´matique dans lequel toutes les variables sont des
entiers [39](Noessner et al.). Cet outil va ajouter une technique d’agre´gation
de contraintes. C’est a` dire qu’au lieu de directement associer une contrainte a`
chaque clause instancie´e, il essaie de trouver des similitudes dans les clauses pour
n’obtenir qu’une seule contrainte pour les clauses similaires [39](Noessner et al.).
Cela a un effet non ne´gligeable sur les performances. RockIt va e´galement utiliser
une base de donne´es relationnelle et appliquer le paralle´lisme pour l’agre´gation
et la re´solution du proble`me d’optimisation [39](Noessner et al.).
Les figures 4.9 et 4.10 expriment les re´sultats qui viennent d’eˆtre explique´s.
La premie`re figure ne concerne qu’Alchemy et Tuffy car, comme explique´ dans
la section 2.2, la version de RockIt que nous avons utilise´e pour re´aliser nos
tests ne supportait pas encore la phase d’apprentissage de poids. La seconde
figure comporte, cette fois, la comparaison des temps des trois outils. Chacun
des deux graphiques ci-dessous comporte en abscisse le nombre de re`gles de
chaque ensemble de re`gles de la logique du premier ordre teste´. Ce facteur
n’est pas optimal comme nous l’expliquerons plus tard. Cependant, pour une
premie`re comparaison en temps, il suffit amplement et permet de comparer les
trois moteurs d’infe´rence probabilistes sur un parame`tre qu’ils posse`dent tous.
En outre, les re´sultats en temps pre´sente´s ci-dessus, seuls, ne constituent pas
en soi une preuve concernant la performance des trois outils. Ils devront eˆtre
analyse´s avec les prochains re´sultats afin de tirer des conclusions plus optimales.
Malgre´ ces re´sultats explicites, nous voulions trouver quel facteur influenc¸ait
de manie`re significative l’e´volution du temps. Comme nous en avons de´ja` discute´
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Figure 4.9 – Temps d’exe´cution des diffe´rents outils pour la phase d’appren-
tissage
plus haut, le nombre de re`gles, seul, ne permet pas d’e´tablir une courbe de crois-
sance parfaite pour de´duire l’e´volution du temps en fonction de ce parame`tre.
Bien que la tendance qui e´tablit que l’un augmente en fonction du second se
confirme, celle-ci ne repre´sente pas une fonction exacte et, par conse´quent, ne
nous permet pas d’e´tablir de pre´dictions pour des ontologies de grandes tailles.
La figure A.10 montre l’e´volution du temps en fonction du nombre re`gles.
Nous pouvons remarquer dans le cas du temps d’apprentissage d’Alchemy –
choisi pour la raison de ses temps d’exe´cution les plus longs – que le temps en
fonction du nombre de re`gles ne retourne pas une courbe a` partir de laquelle on
pourrait de´terminer une fonction permettant d’extrapoler les re´sultats. Bien que
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Figure 4.10 – Temps d’exe´cution des diffe´rents outils pour la phase d’infe´rence
la croissance soit assez prononce´e, nous ne pouvons rien retirer de ce graphique.
Nous avons ensuite tente´ une approche plus the´orique en utilisant le nombre
de clauses instancie´es – a` savoir le nombre de clauses re´sultant de la phase d’ins-
tanciation – pour tenter d’e´tablir une courbe plus repre´sentative. Cependant,
comme il est montre´ dans la figure A.11, les re´sultats retourne´s ne sont pas
encore tre`s significatifs. La courbe obtenue semble varier le´ge`rement moins que
la premie`re, mais aucune extrapolation n’est encore possible a` partir de l’allure
que suit cette courbe.
Nous avons alors tente´ de combiner plusieurs parame`tres ensemble afin de
ve´rifier s’il n’existait pas de corre´lation implicites entre ceux-ci. Finalement,
apre`s une se´rie de tests, nous avons opte´ pour un rapport entre ces deux derniers
facteurs, a` savoir le nombre de re`gles et le nombre de clauses instancie´es. La
raison de ce choix se justifie par le fait que le nombre de re`gles influence la phase
d’instanciation produisant les clauses alors que ces dernie`res ont un impact sur le
temps d’exe´cution de l’infe´rence. Il semble alors juste de les combiner ensemble
afin d’obtenir un re´sultat plus proche de la re´alite´ du processus suivi par les
diffe´rents outils.
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Une fois cette de´marche effectue´e, nous avons obtenus les graphiques ci-
dessous aux figures 4.11 a` 4.14.
Nous pouvons remarquer que cette fois, ces derniers ne contiennent pas de
variations nettes d’un re´sultat a` un autre. L’e´volution du temps et fonction des
deux facteurs pre´ce´dents combine´s semble suivre une croissance line´aire vers
laquelle les temps assez grand semblent converger. Bien suˆr, ces graphiques
comportent toujours une le´ge`re marge d’erreur, mais celle-ci est plutoˆt duˆe au
facteur ale´atoire des temps d’exe´cution et du choix des clauses instancie´es lors de
la phase d’infe´rence. Si l’on s’abstrait de cette petite marge d’erreur, nous pou-
vons arriver a` la conclusion que l’e´volution du temps en fonction d’un rapport
entre le nombre de re`gles et le nombre de clauses instancie´es est bien de´fini par
une fonction line´aire. La de´couverte de ce rapport nous permet ainsi d’e´tablir
des pre´dictions avec un certain degre´ de pre´cision quant au temps que pourrait
prendre l’exe´cution d’un certain ensemble de re`gles.
Figure 4.11 – Pre´diction de l’apprentissage pour Alchemy
La premie`re se´rie de tests concernant les temps d’exe´cution nous appor-
tait de´ja` un grand nombre d’indices concernant les performances des trois rai-
sonneurs de la logique de Markov. Cependant, apre`s avoir mesure´ les temps
d’exe´cution de l’apprentissage et de l’infe´rence des diffe´rents outils et apre`s
avoir de´termine´ de quelle manie`re ce temps pouvait e´voluer, il nous fallait alors
comparer les re´sultats renvoye´s par ces diffe´rents outils. Concernant ceux-ci,
comme nous l’avons e´voque´ dans l’introduction de cette partie, nous n’avons
pas voulu mesurer la pertinence des re´sultats car nos domaines e´taient assez
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Figure 4.12 – Pre´diction de l’infe´rence pour Alchemy
Figure 4.13 – Pre´diction de l’apprentissage pour Tuffy
restreints et nous ne voulions pas trop utiliser le facteur  hasard  de ceux-ci.
Cependant, nous avons extrait une information assez inte´ressante et surtout qui
ne pourrait eˆtre vraiment biaise´e par le facteur  hasard . Il s’agit du nombre
de re´sultats retourne´s.
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Figure 4.14 – Pre´diction de l’infe´rence pour
Le graphique repre´sente´ a` la figure 4.15 reprend les diffe´rents nombres de
re´sultats renvoye´s par les trois raisonneurs de la logique de Markov pour la phase
d’infe´rence en fonction du nombre d’e´vidences que comporte l’ontologie teste´e.
Comme nous pouvons le constater sur ce graphique, alors que dans la plupart
des cas, RockIt et Alchemy retournent un grand nombre de re´sultats, Tuffy n’en
renvoie que tre`s peu ou, du moins, bien moins que ses deux autres concurrents.
Cette information, bien que peu significative en l’absence de contexte, nous
apprend toutefois qu’Alchemy et RockIt sont plus enclin a` fournir un nombre de
re´sultats plus importants et pourraient eˆtre favorise´s dans le cas d’un souhait
de re´sultats exhaustifs pour, par exemple, obtenir e´galement les cas limites d’un
domaine d’application, reprenant meˆme les cas tre`s peu probables.
Pour finir l’analyse de l’efficacite´ des diffe´rents outils, bien que cette infor-
mation ne soit pas directement lie´e a` la phase d’apprentissage ou a` la phase
d’infe´rence, nous pouvons regarder les grammaires que proposent les trois mo-
teurs d’infe´rence probabilistes e´tant donne´ que celles-ci seront ne´cessairement
utilise´es pour la production de re`gles.
Tout d’abord, la syntaxe propose´e par Alchemy permet a` l’utilisateur d’eˆtre
assez souple dans ses notations. Elle est a` la fois tre`s laxiste et tre`s compre´hensive
concernant les entre´es de l’utilisateur.
Ensuite, celle propose´e par Tuffy est de´ja` bien moins riche et impose un cer-
tain nombre de contraintes. C’est notamment le cas pour les clauses condition-
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Figure 4.15 – Re´sultats obtenus par les diffe´rentes outils
nelles pour lesquelles l’ante´ce´dent n’accepte que des conjonctions alors que le
conse´quent quant a` lui ne tole`re que des disjonctions. L’utilisateur doit ainsi
eˆtre plus prudent lorsqu’il utilise la notation de Tuffy afin de ne pas commettre
d’erreur de syntaxe.
Enfin, la syntaxe propose´e par RockIt est largement restreinte et oblige l’utili-
sateur a` connaˆıtre des notations tre`s spe´cifiques a` ce langage. C’est par exemple
le cas de la clause  Il existe  qui ne´cessite une notation non triviale et se´pare´e
en deux parties au sein de la meˆme re`gle. L’utilisateur doit a` ce moment eˆtre
tre`s attentif et doit respecter une notation tre`s spe´cifique a` cet outil.
Bien que ce de´tail de syntaxe n’ait pas beaucoup d’importance concernant
les re´sultats et leurs temps, il peut s’agir d’un facteur important dans la phase
d’imple´mentation car Alchemy est beaucoup moins contraignant que ses concur-
rents. Cette information devrait alors eˆtre prise en compte dans le choix de
l’outil surtout si les de´veloppeurs ne sont habitue´s a` aucun des trois outils.
En conclusion, nous pourrions dire qu’il n’y a pas un seul outil a` privile´gier
dans tous les cas, mais que chaque outil a ses points forts et points faibles suivant
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le contexte dans lequel on l’utilise.
Alchemy est tre`s utilise´ sur le marche´ et permet donc d’ame´liorer l’in-
terope´rabilite´ avec d’autres programmes. Sa syntaxe est e´galement tre`s e´tendue
et offre ainsi des possibilite´s importantes pour le de´veloppeur, notamment quant
a` sa prise en main de l’outil. Il offre e´galement des facilite´s non ne´gligeables
pour l’utilisateur qui doit s’adapter a` sa syntaxe. Il est e´galement a` noter que
les re´sultats retourne´s sont relativement riches quantitativement. Cependant, les
temps retourne´s par cet outil croissent tre`s vite et il devient assez rapidement
exclu d’utiliser celui-ci pour des domaines tre`s peuple´s, surtout si l’exe´cution
doit se de´rouler en temps re´el.
Tuffy posse`de une syntaxe plus contraignante et est beaucoup moins utilise´ sur
le marche´. La richesse quantitative de ces re´sultats est e´galement assez faible.
En effet, Tuffy ne fournissant pas souvent un nombre important de re´sultats, il
pourrait eˆtre a` exclure pour des domaines ayant absolument besoin de connaitre
l’ensemble des possibilite´s d’une requeˆte, incluant les cas limites. Cependant,
la force de ses choix d’imple´mentation lui offre une efficacite´ drastiquement
ame´liore´e en termes de temps d’exe´cution par rapport a` Alchemy lorsqu’il s’agit
de domaines de grande taille.
RockIt, quant a` lui, est naissant et n’est donc pas encore vraiment uti-
lise´ a` l’heure actuelle. Le processus d’apprentissage de poids n’est pas encore
imple´mente´ et sa syntaxe contraint l’utilisateur a` une notation tre`s spe´cifique, ce
qui peut eˆtre un argument ne´gatif en cas d’utilisation ou de de´veloppement, sur-
tout pour des de´veloppeurs novices en la matie`re. Cependant, cet outil renvoie
un grand nombre de re´sultats et cela dans des temps tre`s peu e´leve´s. Concer-
nant ces deux derniers points, RockIt devrait eˆtre un choix inte´ressant pour des
domaines travaillant en temps re´el et ne´cessitant un nombre non ne´gligeable de
re´sultats.
Nous pourrions ainsi conclure en disant que pour des domaines de petites
tailles, Alchemy semblerait mieux convenir de par sa rapidite´ raisonnable, sa
richesse et son utilisabilite´. Cependant, de`s que l’ensemble de re`gles augmente
Tuffy ou RockIt devrait eˆtre a` privile´gier. RockIt semble un peu plus rapide que
son homologue et retourne e´galement beaucoup de re´sultats. Il est cependant
plus contraignant et est encore dans une phase naissante, ce qui engendre qu’il
comporte encore de nombreux bugs et sera encore amene´ a` e´voluer au cours du
temps. Il faudrait alors plutoˆt conside´rer Tuffy pour des projets plus importants
car la maturite´ de celui-ci a de´ja` atteint un haut niveau et a de´ja` fait ses preuves.
Il est toutefois inte´ressant de suivre de pre`s les ame´liorations de RockIt car il est
en pleine phase de de´veloppement et semble contenir des ide´es prometteuses.
Un tableau re´capitulatif des conclusions que nous avons re´alise´es sur les trois
moteurs d’infe´rence probabilistes se trouvent a` la figure 4.16.
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Figure 4.16 – Tableau comparatif des conclusions concernant les outils
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Conclusion
Pour re´pondre aux objectifs fixe´s dans ce me´moire, nous avons cre´e´ un outil,
ArThUR [1] (Ortiz et al., 2014), pour lequel un article scientifique sera pre´sente´
a` la confe´rence d’Amantea en Italie du 27 au 31 octorbre 2014 1. Cet outil est
destine´ a` travailler avec des ontologies et a` infe´rer sur la base de connaissances
de cette dernie`re. Les calculs probabilistes re´alise´s peuvent alors faire l’objet
de statistiques afin de de´terminer lequel des trois raisonneurs de la logique de
Markov que nous avons choisi – a` savoir Alchemy, Tuffy et RockIt – est le meilleur
dans tel ou tel cas.
Pour commencer, notre programme permet a` un utilisateur du projet OR-
THOGEN de transformer la connaissance d’une ontologie en un re´seau logique
de Markov qui sera repre´sente´ graˆce a` un ensemble de re`gles de la logique du
premier ordre auxquelles seront attache´s des poids.
Cette e´tape, comme nous l’avons explique´ tout au long de ce travail, offre a`
l’utilisateur la possibilite´ de manipuler la base de connaissances de l’ontologie
sous une forme qui pourra eˆtre comprise par les moteurs d’infe´rence probabi-
listes. Ainsi, il est alors possible d’infe´rer sur les e´le´ments des ontologies graˆce a`
la transformation automatique de cette dernie`re par notre programme. De plus,
l’utilisateur d’ORTHOGEN dispose d’un certain nombre de fonctionnalite´s lui
permettant d’ame´liorer efficacement et facilement l’ensemble de re`gles qu’il ma-
nipule. Il peut ainsi, a` sa guise, alte´rer ces re`gles afin de faire varier les re´sultats
qui en de´couleront lorsque seront appele´s les trois raisonneurs de la logique de
Markov.
En plus de la facilite´ d’utilisation et de modification que l’utilisateur posse`de,
l’outil que nous proposons permet e´galement aux professionnels en informatique
d’e´tablir un dialogue ame´liore´ avec les me´decins de Mont-Godinne graˆce a` un
syste`me de traduction. La simplicite´ de transformation des re`gles exprime´es
dans la logique du premier ordre en phrases exprime´es en anglais a pour objectif
d’octroyer un confort lors des re´unions avec les spe´cialistes me´dicaux car tous
les membres pre´sents a` celles-ci pourront de´sormais communiquer a` partir de
faits qu’ils seront tous capables de comprendre.
1. http ://www.onthemove-conferences.org/index.php/swws2014
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Outre ces aides fournies a` l’utilisateur, nous avons, dans une de´marche
e´volutive, propose´ un API comportant les fonctionnalite´s les plus importantes et
pertinentes de notre outil afin de permettre a` d’autres programmes ou processus
d’inte´grer nos fonctions au sein des leurs. Il se pourrait meˆme que le projet final
d’ORTHOGEN de´cide d’utiliser ces dernie`res s’il ne de´sire pas l’inte´gralite´ du
programme que nous fournissons dans ce me´moire. D’autre part, cette API peut
e´galement eˆtre conside´rer comme un plus s’il s’ave´rait que notre projet soit re-
pris et ame´liore´ dans le futur. Une application web pourrait ainsi e´conomiser un
certain temps s’il elle utilisait notre API a` la place de tout devoir re´imple´menter.
Graˆce au re´seau logique de Markov forme´ a` partir des re`gles re´cupe´re´es d’une
ontologie, nous avons e´galement pu mettre en place des me´canismes d’appren-
tissage et d’infe´rence de ce re´seau. Ces me´canismes nous permettent, graˆce aux
trois moteurs d’infe´rence probabilistes, de nous rapprocher le plus possible de
la ve´rite´ provenant de la connaissance d’une ontologie lorsque nous infe´rons.
L’approche de cette ve´rite´ est possible car nous tirons profit des probabilite´s
octroye´es par les de´ductions des re´seaux logiques de Markov.
Ainsi, apre`s avoir obtenus ces probabilite´s avec les trois raisonneurs de la
logique de Markov que nous avons inte´gre´s dans notre projet, nous pouvons nous
appuyer sur des statistiques pour re´aliser notre second grand objectif, a` savoir
la se´lection du moteur d’infe´rence probabiliste le plus ade´quat dans un contexte
donne´. Le module de statistiques de notre outil nous permet d’obtenir les temps
d’exe´cution, ainsi que les re´sultats obtenus par respectivement Alchemy, Tuffy et
RockIt. Les temps d’exe´cution sont importants afin de savoir si les raisonneurs ne
prennent pas trop longtemps lors de leurs phases d’apprentissage ou d’infe´rence,
alors que les re´sultats retourne´s nous indiquent si les raisonneurs sont plutoˆt
exhaustifs ou limite´s dans les re´sultats qu’ils renvoient.
Apre`s avoir re´alise´ notre phase d’analyse graˆce a` une quinzaine de cas de
tests recouvrant une grande partie des possibilite´s entre le nombre de re`gles et
le nombre d’e´vidences, nous avons obtenus plusieurs graphiques nous indiquant,
d’une part, comment se comportait les outils suite a` un ensemble de re`gles rec¸u
en entre´e et, d’autre part, nous pouvions e´galement e´tablir des pre´dictions quant
au temps que pourrait prendre une phase d’apprentissage ou d’infe´rence avec
un outil donne´.
Il ne nous restait plus qu’a` tirer des conclusions quant a` l’outil a` choisir
dans une situation bien de´finie. En plus des temps d’exe´cution et des re´sultats
obtenus, nous avons e´galement choisi de conside´rer la facilite´ avec laquelle le
de´veloppement des re`gles pouvait eˆtre re´alise´. Pour cela, nous avons pris en
compte un e´le´ment supple´mentaire. Il s’agit de la facilite´ d’apprentissage de la
grammaire de chaque raisonneur, ainsi que de son utilisabilite´.
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Ainsi, avec l’ajout de ce dernier point a` prendre en compte, nous pouvons
de´finir quel outil est le meilleur en phase de production, mais e´galement en
phase de de´veloppement. Ainsi, les re´sultats que nous avons obtenus sont les
suivants.
Tout d’abord, Alchemy est le meilleur choix en phase de de´veloppement. En
effet, le laxisme, mais aussi la trivialite´ de la grammaire qu’il utilise permet a`
l’utilisateur d’apprendre cette dernie`re rapidement et d’e´viter les erreurs de syn-
taxe qui pourraient apparaˆıtre dans des grammaires trop strictes. A l’inverse, les
deux autres outils ne sont pas aussi bons dans ce domaine. Tuffy arrive toutefois
en seconde position si nous devons de´finir un classement. Sa grammaire est beau-
coup plus stricte et il devient plus difficile de ne pas re´aliser d’erreurs lors des
exe´cutions. Cependant, sa grammaire reste assez triviale dans l’ensemble et ne
comporte pas de termes trop particuliers. Enfin, RockIt arrive en dernie`re posi-
tion en ce qui concerne la facilite´ de prise en main pour un de´veloppeur. En effet,
ce dernier raisonneur propose une syntaxe a` la fois fort stricte et tre`s spe´cifique.
Ainsi, certaines structures de re`gles longues et complexes deviennent difficiles a`
re´aliser sans l’aide d’un automate. Celui-ci pose ainsi le plus de proble`mes lors
de la phase de de´veloppement.
Concernant la phase de production, les re´sultats sont cependant tout autres.
Tout d’abord, Alchemy devient vite contraignant lorsque les domaines de re`gles
augmentent de manie`re trop importante. Alors que pour quelques re`gles et
e´vidences, ce dernier obtient des temps tout a` fait raisonnables. La situation
change drastiquement de`s que le nombre de re`gles de´passe la centaine. A ce
moment, les temps d’exe´cution augmentent e´norme´ment et il devient de plus
en plus contraignant de devoir attendre les re´sultats de cet outil. Au contraire,
ses deux homologues gardent des re´sultats relativement raisonnables au fur et
a` mesure que le nombre de re`gles et d’e´vidences croissent. Lorsque ce nombre
est grand, nous pouvons remarquer que RockIt semble un rien plus performant
que Tuffy. Cependant, cette diffe´rence n’est pas aussi significative que celle qui
les distance d’Alchemy. Ainsi, si l’on souhaite travailler sur des petits ensembles
ou si les processus qui sont amene´s a` tourner peuvent s’effectuer ende´ans un
long moment, Alchemy ne pose pas de proble`me. Cependant, de`s que l’on doit
infe´rer sur des plus grosses bases de connaissances et que les re´sultats doivent
eˆtre obtenus en temps re´el ou simplement dans un de´lai raisonnablement court,
il faut a` ce moment-la` se tourner vers Tuffy ou RockIt.
Cependant, les temps d’exe´cution ne signifient pas tout. Outre ce point,
le nombre de re´sultats obtenus peut e´galement eˆtre important. Ainsi, alors
qu’Alchemy et RockIt semblent obtenir un grand nombre de re´sultats lors de
nos expe´riences, Tuffy en calcule ge´ne´ralement moins d’une dizaine. Cette infor-
mation peut eˆtre inte´ressante, en particulier dans le domaine me´dical, car elle
signifie que Tuffy ne se contente que des cas principaux alors que les deux autres
raisonneurs semblent envisager un plus grand nombre de cas possibles. Ainsi,
104
dans le cadre du projet d’ORTHOGEN, il pourrait eˆtre inte´ressant d’obtenir
certains cas limites. Tuffy pourrait a` ce moment-la` eˆtre a` exclure.
En conclusion, il n’y a pas un outil meilleur que les autres. Chacun d’entre
eux posse`de des avantages et des inconve´nients. Cependant, nous pourrions nous
tracasser plus pre´cise´ment du cas de l’ontologie d’ORTHOGEN, que nous avons,
par ailleurs, utilise´ dans nos tests. Celle-ci posse`de une base de connaissances
assez conse´quente et, dans un monde ide´al, les me´decins ne devraient pas at-
tendre un trop long moment avant d’obtenir les re´sultats qu’ils souhaitent. Ainsi,
cette contrainte de temps pourrait exclure d’entre´e Alchemy. On pourrait alors
se diriger vers deux solutions potentielles. D’une part, Tuffy et, d’autre part,
RockIt. Ce second raisonneur en plus d’offrir un temps d’exe´cution aussi bon,
voire meilleur que celui de Tuffy semble proposer plus de re´sultats. Cependant,
celui-ci est encore en phase de de´veloppement et n’est pas encore tre`s stable. Il
pourrait alors poser proble`me pour un domaine aussi minutieux que celui de la
me´decine. Le choix semblerait alors se diriger vers Tuffy.
De`s lors, nous pourrions envisager un sce´nario dans lequel les re`gles seraient
cre´e´es a` partir de la syntaxe d’Alchemy et ou` l’exe´cution, apre`s transformation
de la syntaxe, serait re´alise´e avec l’outil Tuffy.
Un autre point qu’il ne faut pourtant pas oublier est que l’hoˆpital de Mont-
Godinne utilise actuellement Alchemy. Bien que l’utilisation de cet outil se fasse
dans un cadre expe´rimentale, changer ses habitudes pourrait a` nouveau eˆtre
contraignant. De`s lors, ORTHOGEN pourrait a` nouveau s’interfacer avec la syn-
taxe d’Alchemy pour ses e´changes avec l’hoˆpital avant d’infe´rer avec Tuffy apre`s
un changement de syntaxe.
Ces deux sce´narios semblent possibles a` l’heure actuelle. Cependant, il ne faut
certainement pas laisser de coˆte´ RockIt qui devrait eˆtre suivi re´gulie`rement pour,
plus tard, lorsqu’il serait de´veloppe´ dans une version stable, eˆtre inte´gre´ dans
les processus du projet de par sa puissance qui semble la plus prometteuse en
termes d’efficacite´. Le suivi de cet outil est alors primordial pour la suite du
projet.
Nous venons de vous montrer les avantages et inconve´nients des trois outils
que nous avons analyse´s. Nous avons propose´ e´galement plusieurs sce´narios pour
la suite du projet ORTHOGEN. Cependant, comme nous l’avons plusieurs fois
e´voque´ au cours de ce me´moire, aucun sce´nario n’est de´finitivement e´tabli, mais
c’est le contexte et l’environnement dans lequel se situera le projet qui de´cidera,
a` ce moment-la`, quel choix semble eˆtre le plus judicieux.
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Perspectives
Ce travail, bien qu’actuellement dans un e´tat final, pourrait recevoir un cer-
tain nombre d’ame´liorations dans le futur. Celles-ci rassembleraient plusieurs
objectifs. Nous pourrions tout d’abord ame´liorer le module de statistiques graˆce
a` une optimisation des re´sultats obtenus ou encore graˆce a` une ame´lioration des
temps d’exe´cution. Nous pourrions ensuite ame´liorer l’utilisabilite´ de notre outil
en proposant diverses modifications visant a` ame´liorer l’expe´rience de l’utilisa-
teur. Enfin, nous pourrions proposer d’e´tendre la porte´e d’utilisation de notre
outil. Nous vous listons ci-dessous les diffe´rents sce´narios auxquels nous avons
pense´.
Tout d’abord, comme il a e´te´ e´voque´ dans la section 2.3 traitant des limites
de ce me´moire, nous pourrions tenter d’interfacer notre programme directement
avec un organisme contenant des donne´es re´elles. Il pourrait, par exemple, s’agir
de l’hoˆpital de Mont-Godinne qui nous fournirait des donne´es anonymise´es de ses
patients. Cette de´marche nous permettrait d’augmenter de manie`re conside´rable
le nombre de re`gles, mais surtout le nombre d’e´vidences que nous traiterions lors
de nos sce´narios de tests. Ainsi, le fait de manipuler des domaines de connais-
sance nettement plus grand nous permettrait de tester les limites en temps des
trois outils lorsque les ensembles de re`gles et d’e´vidences croissent de manie`re
importante.
Ensuite, dans la ligne´e de cette premie`re ide´e, nous pourrions re´aliser une
autre des limites que nous avions de´ja` de´crites dans la section 2.3. Il s’agirait,
cette fois, de nous connecter directement a` la base de donne´es de Tuffy ou de
RockIt afin de pouvoir me´moriser la phase d’instanciation et d’ainsi gagner un
temps important lors de la phase d’exe´cution. Cette ame´lioration comple`terait
la premie`re e´voque´e plus haut, car, si nous testons des e´chantillons plus grands,
les temps augmenteront de manie`re conse´quente. Il serait alors inte´ressant de
diminuer ces derniers graˆce a` des strate´gies permettant de nous connecter di-
rectement aux outils concerne´s.
La dernie`re des limites que nous avions e´voque´es concerne l’ajout de l’analyse
de la qualite´ des re´sultats. Cette taˆche est, comme nous l’avons de´ja` e´voque´, tre`s
complique´e car elle ne´cessite que nous connaissions de´ja` les re´sultats a` obtenir
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avant de lancer notre phase de tests. Cependant, si nous arrivions a` mettre
la main sur de tels re´sultats, notre analyse des diffe´rents moteurs d’infe´rence
probabilistes serait grandement ame´liore´e. Nous pourrions calculer l’e´cart entre,
d’une part, les re´sultats retourne´s par les trois raisonneurs et, d’autre part, les
proportions calcule´es sur un ensemble de cas re´els. Cet ensemble de cas pourrait,
par exemple, provenir d’une base de donne´es contenant une se´rie de re´sultats
me´dicaux concernant les diffe´rents patients d’un l’hoˆpital.
Nous allons maintenant e´voquer d’autres pistes que celles qui ont e´te´ de´crites
dans la section traitant des limites des objectifs de ce me´moire. Tout d’abord,
une optimisation qui semble assez anodine mais pourrait eˆtre d’une grande uti-
lite´ pour des ensembles de re`gles importants est l’ajout de moteur de recherche
de pre´dicats. A l’heure actuelle, lorsqu’un utilisateur veut rechercher un ou plu-
sieurs pre´dicats particuliers, il est oblige´ de lire re`gle par re`gle l’ensemble de
celles-ci. L’ajout d’un tel moteur pourrait alors lui faire e´conomiser un temps
pre´cieux lors de ses recherches.
Une autre ide´e inte´ressante mais, cette fois, plus difficile a` mettre en place
serait la cre´ation d’une interface de notre programme destine´e au personnel
me´dical – ou dans un but d’expansion de notre outil, a` une personne ne mai-
trisant pas la logique ou les diffe´rentes technologies que nous utilisons. En effet,
a` l’heure actuelle, notre outil offre un module de traduction permettant l’ana-
lyse par un expert non informaticien. Cependant, celui-ci doit obligatoirement
eˆtre supervise´ par un expert en informatique, car le reste de l’outil n’est pas
tre`s ergonomique en ce qui le concerne. Une ide´e a` creuser pourrait alors eˆtre
la cre´ation d’une interface qui serait en tout point compre´hensible pour une
personne ne maˆıtrisant pas l’informatique ou la logique. Nous devrions bien suˆr
retravailler notre manie`re de pre´senter l’information a` l’utilisateur, mais nous
pourrions ainsi toucher un public beaucoup plus large.
Enfin, en nous aidant de notre API, nous pourrions proposer les fonctionna-
lite´s que nous avons explique´es tout au long de ce me´moire sur un site web.
Nous voyons cette de´marche comme un service rendu gratuitement a` la socie´te´.
En effet, nous fournirions nos possibilite´s de calcul gratuitement sur Internet.
Cela pourrait, d’une part, nous offrir des e´chantillons de tests plus conse´quents
si les utilisateurs acceptent qu’on nous analysions leurs donne´es. De plus, nous
pourrions obtenir des retours plus pre´cis quant a` l’efficacite´ et l’utilisabilite´ de
notre outil.
Nous venons de vous partager nos diffe´rentes perspectives pour l’avenir de
ce projet. Cet outil bien que dans une version tout a` fait utilisable a` l’heure
actuelle pourra ainsi se voir optimiser dans les prochaines anne´es.
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Annexe A
Informations
supple´mentaires
A.1 Annexe de l’e´tat de l’art
A.1.1 Alge`bre de Boole
Les connecteurs de la logique du premier ordre re´pondent des meˆmes priorite´s
que les ope´rateurs de l’alge`bre de Boole :
– Associativite´ :
• (A ∨B) ∨ C = A ∨ (B ∨ C) = A ∨B ∨ C
• (A ∧B) ∧ C = A ∧ (B ∧ C) = A ∧B ∧ C
– Commutativite´ :
• A ∨B = B ∨A
• A ∧B = B ∧A
– Distributivite´ :
• A ∧ (B ∨ C) = A ∧B ∨A ∧ C
• A ∨ (B ∧ C) = (A ∨B) ∧ (A ∨ C)
– Idempotence :
• A ∨A ∨ [...] ∨A = A
• A ∧A ∧ [...] ∧A = A
– E´le´ments neutres :
• A ∨ Faux = A
• A ∧ V rai = A
– Absorption :
• Faux ∧A = Faux
• V rai ∨A = V rai
Pour pouvoir interpre´ter correctement une formule de la logique du premier
ordre il faut savoir que l’ensemble des connecteurs logiques se lisent de gauche a`
droite (associativite´ a` gauche) sauf l’implication qui se lit de droite a` gauche (as-
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sociativite´ a` droite). Il faut e´galement connaˆıtre l’ordre de priorite´ des diffe´rents
connecteurs. Si on conside`re l’ope´rateur de pre´ce´dence ≺ on a que :
⇔≺⇒≺ ∨ ≺ ∧ ≺ ¬
On a, par exemple, que :
– A ∧B ∧ C se lit (A ∧B) ∧ C
– A⇒ B ⇒ C se lit A⇒ (B ⇒ C)
– ¬A⇔ B ∧ C se lit (¬A)⇔ (B ∧ C)
A.1.2 Re´seau logique de Markov
D = {Peter, Simon,Mark}
F1 : ¬isTutor(x, y) ∨BacStudent(y) w1
F2 : ¬givesCourses(x, y) ∨ PersonalMember(x) w2
F3 : ¬Researcher(x) ∨ PersonalMember(x) w3
F4 : ¬MasterStudent(x) ∨ Student(x) w4
F5 : ¬givesCourses(x, y) ∨ Student(y) w5
F6 : ¬BacStudent(x) ∨ Student(x) w6
F7 : ¬isTutor(x, y) ∨ hasSocialInterest(x) w7
F8 : ¬hasSocialInterest(x) ∨ Professor(x) w8
F9 : ¬Professor(x) ∨ PersonalMember(x) w9
E1 : BacStudent(Mark)
E2 : PersonalMember(Peter)
E3 : hasSocialInterest(Simon)
Instanciation
D2 = D ×D = {{Peter, Peter}, {Peter, Simon}, {Peter,Mark},
{Simon, Simon}, {Simon, Peter}, {Simon,Mark}, {Mark,Mark},
{Mark, Peter}, {Mark, Simon}}
F1,1 : ¬isTutor(Peter, Peter) ∨BacStudent(Peter) w1
F1,2 : ¬isTutor(Peter, Simon) ∨BacStudent(Simon) w1
F1,3 : ¬isTutor(Peter,Mark) ∨BacStudent(Mark) w1
F1,4 : ¬isTutor(Simon, Peter) ∨BacStudent(Peter) w1
F1,5 : ¬isTutor(Simon, Simon) ∨BacStudent(Simon) w1
F1,6 : ¬isTutor(Simon,Mark) ∨BacStudent(Mark) w1
F1,7 : ¬isTutor(Mark, Peter) ∨BacStudent(Peter) w1
F1,8 : ¬isTutor(Mark, Simon) ∨BacStudent(Simon) w1
F1,9 : ¬isTutor(Mark,Mark) ∨BacStudent(Mark) w1
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F2,1 : ¬givesCourses(Peter, Peter) ∨ PersonalMember(Peter) w2
F2,2 : ¬givesCourses(Peter, Simon) ∨ PersonalMember(Peter) w2
F2,3 : ¬givesCourses(Peter,Mark) ∨ PersonalMember(Peter) w2
F2,4 : ¬givesCourses(Simon, Peter) ∨ PersonalMember(Simon) w2
F2,5 : ¬givesCourses(Simon, Simon) ∨ PersonalMember(Simon) w2
F2,6 : ¬givesCourses(Simon,Mark) ∨ PersonalMember(Simon) w2
F2,7 : ¬givesCourses(Mark, Peter) ∨ PersonalMember(Mark) w2
F2,8 : ¬givesCourses(Mark, Simon) ∨ PersonalMember(Mark) w2
F2,9 : ¬givesCourses(Mark,Mark) ∨ PersonalMember(Mark) w2
F3,1 : ¬Researcher(Peter) ∨ PersonalMember(Peter) w3
F3,2 : ¬Researcher(Simon) ∨ PersonalMember(Simon) w3
F3,3 : ¬Researcher(Mark) ∨ PersonalMember(Mark) w3
F4,1 : ¬MasterStudent(Peter) ∨ Student(Peter) w4
F4,2 : ¬MasterStudent(Simon) ∨ Student(Simon) w4
F4,3 : ¬MasterStudent(Mark) ∨ Student(Mark) w4
F5,1 : ¬givesCourses(Peter, Peter) ∨ Student(Peter) w5
F5,2 : ¬givesCourses(Peter, Simon) ∨ Student(Simon) w5
F5,3 : ¬givesCourses(Peter,Mark) ∨ Student(Mark) w5
F5,4 : ¬givesCourses(Simon, Peter) ∨ Student(Peter) w5
F5,5 : ¬givesCourses(Simon, Simon) ∨ Student(Simon) w5
F5,6 : ¬givesCourses(Simon,Mark) ∨ Student(Mark) w5
F5,7 : ¬givesCourses(Mark, Peter) ∨ Student(Peter) w5
F5,8 : ¬givesCourses(Mark, Simon) ∨ Student(Simon) w5
F5,9 : ¬givesCourses(Mark,Mark) ∨ Student(Mark) w5
F6,1 : ¬BacStudent(Peter) ∨ Student(Peter) w6
F6,2 : ¬BacStudent(Mark) ∨ Student(Mark) w6
F6,3 : ¬BacStudent(Simon) ∨ Student(Simon) w6
F7,1 : ¬isTutor(Peter, Peter) ∨ hasSocialInterest(Peter) w7
F7,2 : ¬isTutor(Peter, Simon) ∨ hasSocialInterest(Peter) w7
F7,3 : ¬isTutor(Peter,Mark) ∨ hasSocialInterest(Peter) w7
F7,4 : ¬isTutor(Simon, Peter) ∨ hasSocialInterest(Simon) w7
F7,5 : ¬isTutor(Simon, Simon) ∨ hasSocialInterest(Simon) w7
F7,6 : ¬isTutor(Simon,Mark) ∨ hasSocialInterest(Simon) w7
F7,7 : ¬isTutor(Mark, Peter) ∨ hasSocialInterest(Mark) w7
F7,8 : ¬isTutor(Mark, Simon) ∨ hasSocialInterest(Mark) w7
F7,9 : ¬isTutor(Mark,Mark) ∨ hasSocialInterest(Mark) w7
F8,1 : ¬hasSocialInterest(Peter) ∨ Professor(Peter) w8
F8,2 : ¬hasSocialInterest(Mark) ∨ Professor(Mark) w8
F8,3 : ¬hasSocialInterest(Simon) ∨ Professor(Simon) w8
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F9,1 : ¬Professor(Peter) ∨ PersonalMember(Peter) w9
F9,2 : ¬Professor(Mark) ∨ PersonalMember(Mark) w9
F9,3 : ¬Professor(Simon) ∨ PersonalMember(Simon) w9
Nombre total de clauses instancie´es :
Nc = 3
2 + 32 + 31 + 31 + 32 + 31 + 32 + 31 + 31 = 51
Nombre total d’atomes instancie´s :
Na =
∑
i |D|ni ou` ni est le nombre de termes dans le pre´dicat Pi
Na = 3
2 + 31 + 32 + 31 + 31 + 31 + 31 + 31 + 31 = 39
Le nombre de mondes possibles diffe´rents peut etre calcule´ a` partir des atomes
instancie´s :
Nombre de mondes possibles = 2Na = 239 = 549755813888 mondes possibles
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Figure A.1 – Exemple de re´seau de Markov instancie´
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A.2 Annexe de la partie de´veloppement
Figure A.2 – Choix de l’ontologie
Figure A.3 – Parame`tre lors de la transformation d’une ontologie
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Figure A.4 – Choix de la ou des racines
Figure A.5 – Choix de l’inclusion ou de l’exclusion des racines se´lectionne´es
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Figure A.6 – Suppression de de´clarations toujours utilise´es
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Figure A.7 – Suppression de de´clarations toujours utilise´es (2)
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Figure A.8 – Suppression de de´clarations toujours utilise´es (3)
Figure A.9 – Statistiques - Choix de la diffe´rence minimale pour la comparaison
de re´sultats
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A.3 Annexe de la partie d’expe´rimentation
Figure A.10 – Rapport entre le temps d’exe´cution et le nombre de re`gles pour
Alchemy
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Figure A.11 – Rapport entre le temps d’exe´cution et le nombre de ground
clauses pour Alchemy
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