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Abstract. Let x be an indeterminate over C. We investigate solutions α(s, x) = n≥0 αn(s)x n , αn : C → C, n ≥ 0, of the first cocycle equation α(s + t, x) = α(s, x)α t, F (s, x) , s, t ∈ C,
in C [[x] ], the ring of formal power series over C, where (F (s, x)) s∈C is an iteration group of type II, i.e. it is a solution of the translation equation
of the form F (s, x) ≡ x + c k (s)x k mod x k+1 , where k ≥ 2 and c k = 0 is necessarily an additive function. It is easy to prove that the coefficient functions αn(s) of α(s, x) = 1 + n≥1 αn(s)x n are polynomials in c k (s).
It is possible to replace this additive function c k by an indeterminate. Finally, we obtain a formal version of the first cocycle equation in the ring (C[y]) [[x] ]. We solve this equation in a completely algebraic way, by deriving formal differential equations or an Aczél-Jabotinsky type equation. This way it is possible to get the structure of the coefficients in great detail which are now polynomials. We prove the universal character of these polynomials depending on certain parameters, the coefficients of the generator K of a formal cocycle for iteration groups of type II. Rewriting the solutions Γ(y, x) of the formal first cocycle equation in the form n≥1 ψn(x)y n as elements of (C
[[x]])[[y]]
, we obtain explicit formulas for ψn in terms of the derivatives H (j) (x) and K (j) (x) of the generators H and K and also a representation of Γ(y, x) similar to a Lie-Gröbner series. There are interesting similarities between the solutions G(y, x) of the formal translation equation for iteration groups of type II and the solutions Γ(y, x) of the formal first cocycle equation for iteration groups of type II. αn : C → C, n ≥ 0, de la premièreéquation de cocycle α(s + t, x) = α(s, x)α t, F (s, x) , s, t ∈ C,
dans C [[x] ], l'anneau des séries entières formelles sur C, où (F (s, x)) s∈C est un groupe d'itération de type II, c'est-à-dire une solution de l'équation de translation
de la forme 
Introduction
In [2] we introduce the method of "formal functional equations" to solve the translation equation (and the associated system of cocycle equations) in rings of formal power series over C in the case of iteration groups of type I. Let C [[x] ] be the ring of formal power series F (x) = ν≥0 c ν x ν over C in the indeterminate x, and denote by (Γ, •) the group of formal series which are invertible with respect to substitution •. We consider the translation equation
for
(Cf. the introduction of [2] for the motivation to study (T) and basic results on its solutions (F t ) t∈C .) A family (F t ) t∈C which satisfies (T) is called iteration group, and neglecting the trivial iteration group, there are two types of such groups, namely iteration groups of type I where the coefficient c 1 is a generalized exponential function different from 1, and iteration groups of type II, where c 1 = 1.
As it was already done in [3] also in the present paper we will only treat iteration groups of type II, and then it is known that for each iteration group of this type there exists an integer k ≥ 2 such that
where c k : C → C is an additive function different from 0. In [3] it is shown that the translation equation (T) can be replaced by the formal translation equation
for G(y, x) = x + yx k + n>k P n (y)x n , with polynomials P n (y) ∈ C[y], n > k, and by the boundary condition
We had proved the following theorem: Let c k = 0 be an additive function. Then F (s,
n is a solution of (T) if and only if G(y, x) = x + yx k + n>k P n (y)x n is a solution of (T formal ) and (B).
In connection with the problem of a covariant embedding of the linear functional equation ϕ(p(x)) = a(x)ϕ(x) + b(x) with respect to an iteration group (F (s, x)) s∈C (cf. [1] ) we have to solve the two cocycle equations
under the boundary conditions
Similarly as in [2] and [3] , it is our main purpose to get detailed information on the coefficient functions α n of a solution of (Co1) as polynomials in c k .
In section 2 we see that (Co1) may be replaced by a "formal cocycle equation", namely
n is a formal iteration group of type II, and where Γ(y,
] is a formal series in x whose coefficients are polynomials in y.
(Co1 formal ) can be solved by using various differentiation processes which are, however, purely algebraic operations. Hence we may again speak of a "method of formal functional equations" to solve (Co1) in the case of iteration groups of type II. This approach yields three types of differential equations, namely (Co1D formal ), (Co1PD formal ) and (Co1AJ formal ).
In section 4 (Co1D formal ) is solved in such a way that it yields rather detailed information on the coefficient functions of a solution of the formal first cocycle equation for iteration groups of type II (Theorem 9). In particular, it gives universal representations of the coefficient functions as polynomials in c k (replacing y) where the coefficients of the generator K(x) = j≥1 κ j x j of the (formal first) cocycle serve as parameters (Theorem 9).
In section 5 we use the formal differential equation (Co1PD formal ). The result (Theorem 10) is essentially the same as Theorem 9.
Since Γ(y, x), a solution of (Co1 formal ), belongs to (
, the ring of formal power series in two indeterminates over C, and hence it may be seen as an element Γ(y,
. This approach is worked out in section 6. It follows from (Co1PD formal ) that the family (ψ n (x)) n≥1 , a summable family of formal power series, is the solution of the rather simple recursion (2 n ), (3) . We obtain explicit formulas for ψ n in terms of the derivatives H (j) (x) and K (j) (x) of the generators H and K (Theorem 17) and also a representation of Γ(y, x) similar to a Lie-Gröbner series (Theorem 19).
At the end of this Introduction we mention that there are interesting similarities between the solutions G(y, x) of the formal translation equation for iteration groups of type II studied in [3] and the solutions Γ(y, x) of the formal first cocycle equation for iteration groups of type II.
The formal first cocycle equation in C[[x]]
Let x be an indeterminate over C. We investigate solutions α(s,
], the ring of formal power series over C, where (F (s, x)) s∈C is an iteration group of type II, i.e. it is a solution of the translation equation
, where k ≥ 2 and c k = 0 is necessarily an additive function. In [2] we have proved
n is a solution of (Co1) and (B1), then α 0 is an exponential function and
is also a solution of (Co1) and (B1). If, conversely, α 0 is an exponential function andα(s, x) ≡ 1 mod x is a solution of (Co1) and (B1), then α(s, x) := α 0 (s)α(s, x) satisfies (Co1) and (B1).
Considerα(s, x) ≡ 1 mod x. By substitution into the logarithmic series we obtain
and γ(0, x) = 0 (B2) if and only ifα(s, x) satisfies (Co1) and (B1).
By comparing coefficients it is easy to prove
n be an iteration group of type II, then each coefficient function
In [3] we have proved Lemma 4. Let a be a nontrivial additive function, a = 0. Then the following assertions hold true:
(1) a takes infinitely many values.
This observation allows to study formal equations by replacing a(s) and a(t) by indeterminates y and z. In C[y] we have the formal derivation with respect to y. In (C[y] 
n is a formal iteration group of type II. As a consequence of Lemma 4 we easily obtain
n is a solution of (Co1 log )
satisfying γ(0, x) = 0 if and only if Γ(y, x) = n≥1P n (y)x n is a solution of (Co1 formal ) satisfying (B3).
Three differential equation derived from (Co1 formal )
In the sequel we solve the system consisting of the formal translation equation (Co1 formal ) and the boundary condition (B3). In C[y] we have the formal derivation with respect to y.
we have the formal derivation with respect to x. Moreover the mixed chain rule is valid for formal derivations.
In the present context
is called the formal generator of G. (We set h k := 1.) Notice that in the situation of an analytic iteration group the coefficient of x k in H(x) may be different from 1. Moreover, we call K(x) := ∂ ∂y Γ(y, x)| y=0 the formal generator of Γ.
Differentiation of (Co1 formal ) with respect to z yields
For z = 0 we get ∂ ∂y
Differentiation of (Co1 formal ) with respect to y and application of the mixed chain rule yields
For y = 0 we get
Combining (Co1D formal ) and (Co1PD formal ) yields an Aczél-Jabotinsky differential equation of the form
Now we solve (Co1D formal ) together with (B3) in order to solve (Co1 formal ). In the sequel we use the notation y 0 G(σ, x)dσ for G(σ, x)dσ| σ=y − G(σ, x)dσ| σ=0 . If A(σ, x) = n≥0 a n (σ)x n , σ ∈ C, then A(σ, x)dσ := n≥0 a n (σ)dσ x n , where a n (σ)dσ is a primitive function of a n . In a completely algebraic way it is possible to prove Theorem 6. Let K(x) = n≥1 κ n x n be a formal series of order at least 1, and H(x) be the formal generator of the formal iteration group G(y, x) of type II. Then the solution of (Co1D formal ) and (B3) is
whereẼ(x) of order at least 1 is given by
Proof. From (Co1D formal ) it follows directly that its solution which satisfies (B3) is of the form
There exists exactly one seriesẼ(x) of order at least 1 so that
∂xẼ (x) which is the same as
Theorem 7. For each generator K(x) the solution Γ of (Co1D formal ) together with (B3) is a solution of (Co1 formal ).
Proof. Since G satisfies (T formal ) and (B) and since G(y + z, x) = G(z + y, x) we have
By applying the exponential series we obtain the corresponding result to [1, third item of Theorem 2.6] Corollary 8. Let G(y, x) be a formal iteration group of type II with formal generator H and let F (s, x) = G(c k (s), x) be an iteration group of type II where c k = 0 is an additive function. For any generator K(x) = n≥1 κ n x n there exists a unique solution of (Co1) and (B2) which is of the form
where α 0 is an exponential function, and E(x) = exp Ẽ (x) = 1 + . . . andẼ(x) is a series of order at least 1 given by
We also get detailed information about the coefficients of Γ(y, x) which are according to Theorem 5 polynomials in y.
Theorem 9. Let K(x) = n≥1 κ n x n be a formal series of order at least 1. The polynomialsP n (y) describing the coefficients of the solution of (Co1D formal ) and (B3) are universal polynomials of the form
whereQ n are polynomials in y and in the coefficients κ 1 , . . . , κ n−k . They satisfyQ n (0, κ 1 , . . . , κ n−k ) = 0. A formal degree ofP n is 1 +
Therefore, similar as in [3, Lemma 7] we have
with polynomials Φ n of the form
n (y) .
Since P n (y) are polynomials with a formal degree
Writing Γ(y, x) in the form n≥1P n (y)x n , we obtain by comparison of coefficients that
Integration under the boundary condition (B3) yields the assertion. Of course, integration increases a formal degree by 1.
The differential equation (Co1PD formal )
Now we solve (Co1PD formal ) together with (B3) in order to solve (Co1 formal ). Again we write Γ(y, x) as n≥1P n (y)x n withP n (y) ∈ C[y].
Theorem 10. Let K(x) = n≥1 κ n x n be a formal series of order at least 1. The polynomialsP n (y) describing the coefficients of the solution of (Co1PD formal ) and (B3) are universal polynomials of the form
Comparing coefficients we obtain expressions forP n (y) which yield by formal integration under the boundary condition (B3) the polynomialsP n . The assertion on the formal degree ofP n is shown by induction.
Theorem 11. Let H(x) be the formal generator of G. For all generators K(x) the solution Γ of (Co1PD formal ) together with (B3) is a solution of (Co1 formal ).
Proof. Let Γ(y, x) be a solution of (Co1PD formal ) and (B3). We prove that U (y, z, x) := Γ(y + z, x) and V (y, z, x) := Γ(y, x) + Γ(z, G(y, x)) both satisfy the system
and that this system has a unique solution. The proof for U is trivial. According to [3] G satisfies (PD formal ), i.e.
The boundary conditions for U and V are obvious. Finally, we prove that the coefficient functions of a solution f (y, z, x) = n≥1 f n (y, z)x n of this system are uniquely determined by f n (y, z) =P n (y + z), n ≥ 1, whereP n are the polynomials occurring in the previous theorem. Since the degrees d r are monotonically increasing, the sum n≥1 ψ n (x) belongs to
Reordering of the summands
]. This allows us to rewrite (Co1PD formal ) and (B3) as
where (ψ n (x)y n ) n≥1 is also a summable family. We note that (2) is satisfied if and only if
holds true for all n ≥ 2. Therefore
Now, given the formal generator H(x) = n≥k h n x n , k ≥ 2, h k = 0, of G and a generator K(x) = j≥1 κ j x j , we want to solve the system ((2), (3)) and obtain some further properties of its solutions.
Theorem 12. Let H be the formal generator of G. For any generator K the system ((2), (3)) has a unique solution Γ(y, x) = n≥1 ψ n (x)y n . The order of ψ n (x) is equal to (n − 1)(k − 1) + ord K(x) and ψ n (0) = 0 for all n ≥ 1.
Corollary 13. We assume that n≥1 ψ n (x)y n = r≥1P r (y)x r is the solution of ( (2), (3)) for a given generator K(x). WritingP r (y) = j≥0P r,j y j , r ≥ 1, and ψ n (x) = r≥1P r,n x r , n ≥ 0, we deduce thatP r (y) is a polynomial which has a formal degree (r+k−2)/(k−1) and which satisfiesP r (0) = 0. Consequently
Since ψ 1 (x) = K(x) andP n (0) = 0 for n ≥ 1 we havẽ
Now we want to describe the coefficients P n,j for j ≥ 2, n ≥ 1.
Consider the situation for j = 2. Let K(x) = j≥ρ κ j x j , ρ ≥ 1, κ ρ = 0, be a generator. Then
Corollary 14. The coefficientsP r,2 for r ≥ k + ρ − 1 are of the form
This proves the second summand ofP n (y), n ≥ k, in Theorem 9. Using (2 n ), it is possible to prove the following Theorem 15. If ψ n (x) = r≥(n−1)(k−1)+ρP r,n x r and H(x) = r≥k h r x r , then
By induction this formula allows the computation of the coefficientsP r,n+1 of ψ n+1 (x) for r = n(k − 1) + ρ. We obtainP
Now we describe the solutions of (2) and (3) still in another way. We need some preparatory remarks and definitions:
For n ≥ 2 let I n be the set of all nonnegative integer sequences (i j ) j≥−1 with i −1 ≥ 1, j≥0 i j = n − 1, and j≥0 ji j = n − 1 − i −1 . Therefore, only finitely many components i j can be different from zero. To be more precise, i j = 0 for j ≥ n − 1, thus
The sets I n are all finite. For instance I 2 contains only one sequence, namely ι := (1, 1, 0, . . .).
Consider two integer sequences u = (u j ) j≥−1 and v = (v j ) j≥−1 . We define
If we put r := s − 1 then (≺ 2 ) reads as
Assume that v ∈ I n , n > 2, and that u ≺ v. If u is also supposed to be a sequence of nonnegative integers with u −1 ≥ 1, then v must satisfy certain properties: For applying (≺ 1 ) it is necessary to have v 1 ≥ 1, for (≺ 2 ) v 0 > 1 and v s ≥ 1 for some s > 1, for (≺ 3 ) v −1 > 1 and v 0 > 0.
Lemma 16.
(1) Let v = (v j ) j≥−1 be a nonnegative integer sequence with v −1 ≥ 1. If u = (u j ) j≥−1 belongs to I n , n > 2, and v ≺ u, then v ∈ I n−1 . 
(5) Let u belong to I n . The set of all v ∈ I n+1 with u ≺ v is the union of
The proof is left to the reader. For n ≥ 2, u = (u j ) j≥−1 ∈ I n , v = (v j ) j≥−1 , and u ≺ v we definẽ
We note that in the first case u 0 = v 0 and in the second case
and L(ι) := 1 for ι := (1, 1, 0, . . .) ∈ I 2 . This definition determines the value L(v) recursively. Lemma 16 and (4) allow to give a rather explicit representation of the series ψ n (x) in terms of the derivatives of the generators H and K, namely Lemma 18. Let H be the formal generator of the formal iteration group G of type II and let K be a generator.
Proof. For n = 1 we know that ψ 1 (x) = K(x). Assume that n > 1 and that the assertion is true for n − 1, then from (2 n−1 ) we derive
and the proof is finished. 
In our last result we prove that for a solution Γ(y, x) of (Co1 formal ), written as Γ(y, x) = n≥1 ψ n (x)y n , the form (6) is not only necessary but also sufficient. It is obvious that Γ(0, x) = 0. 2 We note that Lie-Gröbner-series in the context of iteration groups have already been used by St. Scheinberg [7] and also in [6] .
Remark 20. There are interesting similarities between the solutions of (Co1 formal ) and the formal iteration groups of type II presented in [3] . For instance compare Theorem 9 or Theorem 10 with Theorem 4 or Theorem 9 of [3] . Moreover, the results of section 6 and section 6 of [3] are also very similar. Especially, the representation of Theorem 17 is a generalization of a similar formula for formal iteration groups given in Theorem 22 of [3] .
