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Abstract
Scale invariance and the resulting power law behaviors are seen in diverse systems. In this
work we show that the exponent that describes the scaling of the correlation function for a system
defined on a lattice, such that the order parameter at every lattice site takes on the same range of
finite values, could depend only upon the values taken by the order parameter at each lattice site,
the dimension of space in which the system exists and symmetries of the probability distribution,
irrespective of the functional form of the probability distribution describing the system. This work
therefore extends the concept of universality in statistical mechanics to non-specific probability
distributions.
∗ wasnik@iitgoa.ac.in
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INTRODUCTION
Scale invariance expressed in terms of power laws is seen in varied systems. Be it in
growth processes [1], time scale invariance in transport and relaxation [2], scale invariance
and power laws in galaxy clustering [3], generalized scale models in models of atmosphere
and rain [4], stock markets [6], criticality in biological systems [5] etc.
That power law behaviours are a feature of independent systems, begs reasons for their
similarities. In equilibrium statistical mechanics, different systems in thermal equilibrium
show similar behaviour at the critical point. At thermal equilibrium, the probability distri-
bution of finding the system in a particular state is proportional to e−H/kBT , where H is the
Hamiltonian describing the system state. For a system defined on a lattice H could have
the form
H =
∑
i
JiSi +
∑
ij
JijSiSj +
∑
ijk
JijkSiSjSk... (1)
Here Si is a variable describing the state at lattice site i. At the critical point, the critical
exponents of the system end up being independent of microscopic details of the Hamiltonian
describing the system and are instead given by parameters such as its symmetry, dimensions
in which the system exists etc [7] . For example value of η in the correlation function
〈SISJ〉B − 〈SI〉B〈SJ〉B ∼ 1| I − J |d+η−2 (2)
is independent of the form of the Hamiltonian, instead determined by things such as sym-
metry etc. Here
〈φ〉B =
∑
{Si} e
−H/kBTφ∑
{Si} e
−H/kBT (3)
In this write up, | I − J | denotes the distance between lattice points labeled by I and J .
Continuous systems that are scale invariant can be defined by operators that scale as
φi(λx) = λ
αφi(x). If one improves this symmetry to conformal invariance (with restrictions
on the form of λ(x) depending on the dimensions of space), the operators scale as φi(λ(x)) =
λ(x)αφi(x). It is known that if the scaling dimensions of operators, their spin and three point
correlations are know, then it is possible to evaluate all possible correlation functions in the
theory, without knowing the Hamiltonian [8],[9]. The Hamiltonian appears in the probability
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distribution as e−H/kBT , but the natural question to ask is whether the functional form of
the probability distribution is of relevance, since the correlation functions can be evaluated
without knowledge of the Hamiltonian.
In this work, we consider systems defined on a lattice, such that the order parameter
takes on the same finite values at each lattice site. We show that the scaling of correlation
function depends on the values taken by the order parameter at a lattice site, the dimension
of space in which the system exists and the symmetries of the probability distribution,
irrespective of the form of the probability distribution describing the system state. This
therefore extends the concept of universality beyond Boltzmannian probability distributions
of statistical mechanics.
PROOF
Consider a system defined on a lattice. Let us label the lattice site by i. Let Si be
the order parameter at lattice site i. Let us denote {Si} as a short form for the collection
S1, S2, ...Sn with n → ∞. The probability for a configuration {Si} is denoted by f({Si}).
The ensemble average of any quantity which is a function of {Si}, O({Si}), is defined as
〈O({Si})〉 =
∑
{Si}
O({Si}) f({Si})
(4)
Here
∑
{Si} refers to summing over all possible configurations of the order parameter.
Define,
C(a, b) = 〈SaSb〉 − 〈Sa〉〈Sb〉 =
∑
{Si}
SaSb f({Si})− 〈Sa〉〈Sb〉
(5)
We make the following proposition,
Proposition 1:
Correlation function is a function of |a − b| only if the probability distribution f({Si})
is translation invariant.
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Correlation function being a function of |a − b| goes hand in hand with the observation
that 〈Sa〉 would be independent of the lattice site under consideration. We do not explicitly
prove this statement, but affirm this as something evident from observations in all known
physical systems.
Define translation as the following operation: Assign the order parameter for lattice site
i + 1 the value of the order parameter of lattice site i, with i running over all lattice sites.
Denote this operation by Si → Si+1. Translation invariance of f({Si}) is the statement that
f({Si}) is invariant under Si → Si+1. We will now prove that 〈Sa〉 being independent of
lattice site a, implies f({Si}) is invariant under Si → Si+1.
To prove this consider
〈Sa〉 =
∑
{Si}
Saf({Si}) =
∑
Sa
Sa
∑
{Si}a
f({Si}) =
∑
Sa
Saga(Sa),
C(a, b) =
∑
Sa,Sb
SaSb gab(Sa, Sb)− 〈Sa〉〈Sb, 〉
(6)
where, ∑
{Si}a
f({Si}) = ga(Sa),∑
{Si}a,b
f({Si}) = gab(Sa, Sb)
(7)
and
∑
{Si}a/
∑
{Si}a,b implies a summation over all lattice sites except a /a, b.
Since 〈Sa〉 = 〈Sb〉 for any two sites a, b we have
∑
Sa
Saga(Sa) =
∑
Sb
Sbgb(Sb).
(8)
Since the order parameter takes the same finite range of values at each lattice site, we
cannot get that 〈Sa〉 = 〈Sb〉 for an infinite number of site combinations a and b, unless
ga(Sa = x) = G1(x) where G1(x) is a function independent of the lattice site.
Similarly as C(a, b) = C(a + n, b + n), we should have gab(Sa = x, Sb = y) = G2(x, y),
where G2(x, y) is a function independent of the lattice sites under consideration. . If f({Si})
is not translation invariant the above observations are not possible. Hence, Proposition 1
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Proposition 2:
Translation invariance implies f({Si}) is a function of terms such as
∑
i Si,
∑
i SiSi+1,∑
i SiSi+1Si+2.
Written as a Fourier series, this implies
f({Si}) =
∫
ΠidJi a(J1, J2, J3...) e
iJ1
∑
i Si+iJ2
∑
i SiSi+1+iJ3
∑
i SiSi+2Si+3.... + (∗)
(9)
Writing as above i, i+ 1 refers to nearest two neighbors, i, i+ 1, i+ 2 refers to nearest
three neighours, etc, on a line in one dimension. (∗) in this text refers to complex conju-
gation of all terms to the left. One can extend this way of constructing the exponential,
by appropriately grouping nearest neighbors, to higher dimensions and the analysis in this
paper follows through. To regularize terms that may be ill defined because of summations
over Si’s, we use the epsilon prescription.
f({Si}) =
∫
ΠidJi a(J1, J2, J3...) e
iJ1(1+iΓ)
∑
i Si+iJ2(1+iΓ)
∑
i SiSi+1+iJ3(1+iΓ)
∑
i SiSi+2Si+3.... + (∗)
(10)
The operator Γ acting on anything to its right is defined as
Γx = +x x > 0
Γx = −x x < 0
(11)
(1 + iΓ) is added to regularize the exponentials. We take  → 0+ in the end of any
calculation. This is inspired by the method of regularizing a path integral by taking the
time co-ordinate to have a slight imaginary component. Now,
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C(|a− b|) = 〈SaSb〉 − 〈Sa〉〈Sb〉
=
∫ ∑
{Si}
ΠjdJj a(J1, J2, ...)SaSb
× eiJ1(1+iΓ)
∑
i Si+iJ2(1+iΓ)
∑
i SiSi+1+iJ3(1+iΓ)
∑
i SiSi+2Si+3.... + (∗)− 〈Sa〉〈Sb〉
= 〈SaSb〉 − 〈Sa〉〈Sb〉
=
∫ ∑
{Si}
ΠjdJj a(J1, J2, ...) Z(J1, J2, ...)〈SaSb〉J1,J2,... + (∗)− 〈Sa〉〈Sb〉
=
∫
ΠjdJja(J1, J2, ...)Z(J1, J2, ...)C(|a− b|)J1,J2,J3,..︸ ︷︷ ︸
function of |a−b|
+
∫
ΠjdJjZ(J1, J2, ...)a(J1, J2, ...)〈Sa〉J1,J2,J3..〈Sb〉J1,J2,J3.. + (∗)
− 〈Sa〉〈Sb〉
(12)
Where we have defined
Z(J1, J2...) =
∑
{Si}
eiJ1(1+iΓ)
∑
i Si+iJ2(1+iΓ)
∑
i SiSi+1+iJ3(1+iΓ)
∑
i SiSi+2Si+3....
〈O({Si})〉J1,J2,J3.. =
∑
{Si}O({Si})eiJ1(1+iΓ)
∑
i Si+iJ2(1+iΓ)
∑
i SiSi+1+iJ3(1+iΓ)
∑
i SiSi+2Si+3....
Z(J1, J2...)
C(|a− b|)J1,J2,J3.. = 〈SaSb〉J1,J2,J3.. − 〈Sa〉J1,J2,J3..〈Sb〉J1,J2,J3.. (13)
and O({Si}) is any functional of the order parameter configuration on the lattice. Since
〈Sa〉 , 〈Sa〉J1,J2,J3.., 〈Sb〉J1,J2,J3.. are independent of lattice sites a, b we have∫
ΠjdJja(J1, J2...)Z(J1, J2...)〈Sa〉J1,J2,J3..〈Sb〉J1,J2,J3.. + (∗)− 〈Sa〉〈Sb〉 = Ind(a, b)
(14)
where, Ind(a, b) does not depend on a or b.
Proposition 3:
In case C(|a− b|) = C|a−b|α , where C is a constant and |a− b| is quite large
C
|a− b|α =
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3.. + (∗) + Ind(a, b)
(15)
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Proof :
Generically
C(|a− b|)J1,J2,J3.. = C(|a− b|)>J1,J2,J3.. + C(|a− b|)<J1,J2,J3.. + C(|a− b|)0J1,J2,J3.. (16)
Here C(|a− b|)>J1,J2,J3.. increase in magnitude as |a− b| increases, C(|a− b|)<J1,J2,J3.. decrease
in magnitude as |a− b| increases, C(|a− b|)0J1,J2,J3.. does not change as |a− b| increases. So
C
|a− b|α =
∫
ΠjdJja(J1, J2, ...)Z(J1, J2...)[C(|a− b|)>J1,J2,J3.. + C(|a− b|)<J1,J2,J3.. + C(|a− b|)0J1,J2,J3..]
+ (∗) + Ind(a, b)
(17)
For large |a−b|, ∫ ΠjdJja(J1, J2...)Z(J1, J2...)[C(|a−b|)>J1,J2,J3.. would dominate on RHS.
However, then it would not be possible to end with 1|a−b|α on the LHS. Hence for large |a−b|,
C(|a− b|)J1,J2,J3.. → 0.
This justifies our choice of C(|a− b|)J1,J2,J3.. = e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3.. +C(|a− b|)0J1,J2,J3.. at large
values of |a − b| in the above equation. ∫ ΠjdJja(J1, J2...)Z(J1, J2...)C(|a − b|)0J1,J2,J3.. can
be absorbed into Ind(a, b). In the appendix we give another proof of C(|a − b|)J1,J2,J3.. =
e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3.. at large |a− b|.
Prop 4: Ind(a,b) = 0
Proof : In Eq 15 take the limit |a − b| → 0. LHS and the first term on the RHS equal
zero, implying Ind(a, b) = 0.
Proposition 5:
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αJ1,J2,J3.. = α, where α is independent of J1, J2, J3.., if a(J1, J2...) 6= 0.
Proof: Differentiate both sides of Eq.15 with respect to a. This would give
−αC
|a− b|α+1 =
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
−αJ1,J2,J3..e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+1
−
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
λJ1,J2,J3..e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3.. + (∗)
= −
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
αe−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+1 + (∗)
(18)
To see the last step, equalize the RHS of above equation to the RHS of Eq.15 after multi-
plying on both sides by −α|a−b| . Consistency for all possible values of |a − b| (which are still
large enough), requires
∫
ΠjdJja(...Ji, Ji+1...)Z(J1, J2...)
λJ1,J2,J3..e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3.. + (∗) = 0, as
it dominates over ΠjdJja(J1, J2...)Z(J1, J2...)
−αJ1,J2,J3..e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3..+1 .Hence we get
−αC
|a− b|α+1 =
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
−αJ1,J2,J3..e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+1 + (∗)
= −
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
αe−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+1 + (∗)
(19)
Differentiating again with respect to a similarly gives
α(α + 1)C
|a− b|α+2 =
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
αJ1,J2,J3..(αJ1,J2,J3.. + 1)e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+2
+
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
λJ1,J2,J3..αJ1,J2,J3..e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+1 + (∗)
=
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
αJ1,J2,J3..(αJ1,J2,J3.. + 1)e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+2
=
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
α(α + 1)e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+2 + (∗)
(20)
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One can keep taking derivatives to get
P (α, n)C
|a− b|α+n =
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
P (αJ1,J2,J3.., n)e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+n
+
∫
ΠjdJja(...Ji, Ji+1...)Z(J1, J2...)
λJ1,J2,J3..P (α, n− 1)e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+n−1 + (∗)
=
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
P (αJ1,J2,J3.., n)e
−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+n + (∗)
=
∫
ΠjdJja(J1, J2...)Z(J1, J2...)
P (α, n)e−λJ1,J2,J3..|a−b|
|a− b|αJ1,J2,J3..+n + (∗)
(21)
where P (x, n) = x(x+ 1)...(x+n− 1) for n > 0 and P (x, n = 0) = 1 and P (x, n = −1) = 0.
Only way the above is possible for all large values of |a− b| and all n > 0 is if αJ1,J2,J3.. = α
for a(...Ji, Ji+1...) 6= 0 .
Proposition 6:
αJ1,J2,J3.. is independent of J1, J2, ... and depends upon the values taken by the order
parameter, symmetry and dimensions of space.
• The nearest neighbors for lattice site i for a one dimensional lattice are simply lattice
sites i+ 1, i− 1. This justified why f({Si}) had a form involving
∑
i Si,
∑
i SiSi+1,etc
as was suggested in Proposition 1. In two dimensions, we could label each site by
two (i, j) corresponding to positions along x and y axes. In such a case translational
invariance along x and y axes, would imply that f({Si,j}) would be made up of terms of
the form
∑
i
∑
j Si,j,
∑
i
∑
j Si,jSi,j+1,
∑
i
∑
j Si,jSi+1,j. This would alter the structure
of equation Eq.10. This hence implies αJ1,J2,J3.. for all values of J1, J2, ... could depend
upon the dimension of space.
• As explained before, for large values of |a − b|, C(|a − b|)J1,J2,J3.. → e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3.. .
The assertion that αJ1,J2,J3.. = α is independent of J1, J2, ... rests on the fact that the
order parameter at any lattice site Si can take on certain range of values. However,
if the order parameter at any lattice site Si takes on a different range of values one
could have that that αJ1,J2,J3.. is still independent of J1, J2, ... but nothing said above
could prevent it from being equal to a different value β. Hence, values taken by the
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order parameter at any lattice site could determine the values of how the correlation
function scales with |a− b|.
• A symmetry could cause a(J1, J2, J3..) = 0 ( A classic example is the Ising Model
with Z2 symmetry which is known to be scale invariant for certain coupling values of
d > 1, but the Z2 symmetry requires that a(J1, J2, J3..) = 0 for J2n+1 6= 0 for n being
an integer), then because of proposition 5 that αJ1,J2,J3.. = α for a(J1, J2...) 6= 0, the
lemma below should hold
Lemma: Once the dimension of space and the values taken by the order parameter are
fixed, if there is a probability distribution P1 for which a(J1, J2, J3..) = 0 for J1, J2, J3..
∈ s. And one can find another probability distribution for which a(J1, J2, J3..) = 0 for
J1, J2, J3.. ∈ S such that s ∈ S. Then αP1 = αP2
DISCUSSION
We note that what is said above is only confirmed for systems defined on a lattice, where
the order parameter takes the same possible values on every lattice site. The values taken
by the order parameter are also finite. The result that the way the correlations decays in
systems having long range order, is independent of the form of the probability distribution,
hence implies a new kind of universality that goes beyond the way universality is understood
in statistical mechanics. This result could aid in the working out analytically the critical
exponents of universality class of statistical mechanical models, by choosing an appropriate
probability distribution, instead of the Boltzmann distribution in which the calculation is
tedious. It would be an interesting to check the carry over of this result to continuous
systems.
APPENDIX
Consider
1 = N
∫
ΠiDψie
−iJ1
∑
i ψi−iJ2
∑
i ψiψi+1
(22)
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Re(ψi), Im(ψi) ∈ [−∞,∞] during integration. N is an normalization constant. Assume
that
∫
ΠiDψie
−iJ1
∑
i ψi−iJ2
∑
i ψiψi+1 is finite. In the continuum limit, generally one of the
dimensions is given a slight imaginary part to help convergence as x→ x(1+ i), with → 0
in the end of the calculations. We do not explicitly do anything at the discrete level, but
assume that such a prescription is also possible, making
∫
ΠiDψie
−iJ1
∑
i ψi−iJ2
∑
i ψiψi+1 finite.
Redefine ψi → ψi + Si
1 = N
∫
ΠiDψie
−iJ1
∑
i ψi−iJ1
∑
i Si−iJ2
∑
i ψiψi+1
× e−iJ2
∑
i[Siψi+1+Si+1ψi]−iJ2
∑
i SiSi+1
eiJ1
∑
i Si+iJ2
∑
i SiSi+1 = N
∫
ΠiDψie
−iJ1
∑
i ψi−iJ2
∑
i ψiψi+1
× e−iJ2
∑
i[Siψi+1+Si+1ψi]
(23)
So,
Z = Π{Si}e
iJ1
∑
i Si+iJ2
∑
i SiSi+1 = NΠ{Si}
∫
ΠiDψie
−iJ1
∑
i ψi−iJ2
∑
i ψiψi+1
× e−iJ2
∑
i[Siψi+1+Si+1ψi]
(24)
The LHS can again be subjected to an epsilon prescription as done in the main text. In the
continuum limit we have ∑
i
ψi →
∫
ddψ(x)
∑
i
ψiψi+1 →
∫
dd[ψ(x)2 + c5 ψ · 5ψ]
....etc (25)
where c is a constant. d is dimension of space in which the system exists. Hence, we get
that
Z = N
∫
Dψ(x)e−i
∫
ddxL
(26)
where
L = c0(J1, J2)5 ψ · 5ψ + c1(J1, J2)ψ(x) + c2(J1, J2)ψ(x)2 + ... (27)
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Z = Π{Si}e
−iJ1
∑
i Si−iJ2
∑
i SiSi+1−iJ3
∑
i SiSi+1Si+2... can similarly be written down in a general
form as Eq.26, Eq.27. Now, it is well known that for a system described by a Lagrangian in
Eq.27, the correlation function at long distances r scales as
∼ e
−λJ1,J2,J3..r
rαJ1,J2,J3..
(28)
This furnishes another proof of C(|a− b|)J1,J2,J3.. = e
−λJ1,J2,J3..|a−b|
|a−b|αJ1,J2,J3.. at large |a− b|, as was
mentioned in Proposition 3. The argument above is an extension of a similar argument for
converting partition functions to path integrals in [10] .
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