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In this paper, we derive a relation of new kind between certain character
values of symmetric groups in terms of so-called maya diagrams. We also in-
vestigate a relation between our result and Bernstein’s creation operators for
Schur functions, and consider analogous relations for projective characters of
symmetric groups through creation operators for Schur Q-functions. We also
consider analogous relations for characters of Brauer algebras and walled Brauer
algebras.
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1 Introduction
Irreducible characters of symmetric groups have long been the subject of com-
binatorial representation theory. Still one sometimes encounters curious phe-
nomena. In examining the character tables of symmetric groups, we noticed a
curious correspondence between the irreducible character values of Sn at trans-
positions and the degrees of the irreducible characters of Sn−2 for n ≤ 7, which
is exhibited in §2.2. For example, the degrees of irreducible characters of S4
are 1, 3, 2, 3, 1, while the values of irreducible characters of S6 at transpositions
are 1, 3, 2, 3, 1, 0,−1,−3,−2,−3,−1. Even though it does not continue beyond
n ≤ 7, this looks too nice to be a sheer coincidence. One of the purposes of this
paper is to find a mechanism lying behind this phenomenon, which also shows
that the phenomenon actually extends beyond such limitations on n, and to
more relationships between entries in other columns of the character tables, but
in a somewhat less apparent and less straightforward manner. Our main result
gives an expansion of the irreducible character value χλ(µ ∪ (m)) into a linear
combination of the values χκ(µ) (|κ| = |λ| −m) for a partition µ with no parts
divisible by m. In particular, if m = 2 it can be shown that, for |λ| ≤ 7, we
have at most one term in the expansion, and setting µ = (1, . . . , 1) it gives an
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explanation for the phenomenon. One may notice that the classical Murnaghan-
Nakayama formula also matches the description of our result above. In fact, we
first thought that the phenomenon in question must be explained by a direct
application of the Murnaghan-Nakayama formula, but, as is explained in §2.2,
this is not the case.
We also found that the operators appearing in our formula can be written in
a form similar to the creation operators for Schur functions, and by considering,
instead, the creation operators for Schur Q-functions, we arrive at a projective
analogue of our result.
As symmetric groups are in duality with (i.e. constitute the centralizer of)
general linear groups, Brauer algebras and walled Brauer algebras are also in
duality with some classical groups: orthogonal and symplectic groups for the
former and general linear groups for the latter. Thus, they also have “Frobenius
formulae” for their characters. We found that our method also works for these
algebras and implies analogous relations between characters as in the symmetric-
group case.
The paper is organized as follows. In section 2 we review some basic facts
about irreducible characters of symmetric groups, and derive a relation formula
for them, which is our main result. In section 3, we relate results in section 2 with
Bernstein’s creation operators for Schur functions. In section 4, we investigate
a “projective analogue” of the result by considering analogous modification as
in section 3 of creation operators for Schur Q-functions. In section 5 we review
facts about Brauer and walled Brauer algebras, and see analogous relations as
the one derived for symmetric groups in section 2 hold for their irreducible
characters.
2 Irreducible characters of symmetric groups
2.1 Preliminaries
A sequence of positive integers λ = (λ1, . . . , λl) with λ1 ≥ · · · ≥ λl > 0 is called
a partition. l is called the length of λ and denoted by ℓ(λ). The terms λi are
called the parts of this partition. We write |λ| for λ1 + · · · + λl, and if |λ| = n
then λ is called a partition of n and n is called the size of λ. The empty sequence
is the unique partition of 0 (or of length 0) and is denoted by ∅. We sometimes
write nonempty partitions in multiplicative form: 42313 stands for the partition
(4, 4, 3, 1, 1, 1), for example.
Let Sn denote the symmetric group over n letters. It is well known that,
over a field of characteristic zero, the isomorphism classes of irreducible linear
representations of Sn are indexed by the partitions of n. In this paper, we
use objects called maya diagrams rather than partitions to index irreducible
representations of symmetric groups.
Definition 2.1. A maya diagram is a sequence of integers [x1, x2, . . .] with
x1 > x2 > · · · and xi = −i for i≫ 1.
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We write maya diagrams with [ ] and partitions with ( ) (or with no paren-
theses if they are in multiplicative form), in order to avoid confusion between
these two kinds of objects.
There is an easy correspondence between maya diagrams and partitions, by
(λ1, · · · , λl) 7→ [λ1 − 1, λ2 − 2, . . .] and [x1, x2, . . .] 7→ (x1 + 1, x2 + 2, · · · ) where
partitions are identified with infinite sequences obtained from them by attaching
infinitely many zeroes. The maya diagram corresponding to a partition λ under
these bijections is also denoted by λ, but we believe that this causes no confusion.
The notion of size is also defined for maya diagrams through the correspondence
above: if |λ| = n, the corresponding maya diagram [x1, x2, . . .] satisfies
∑
i(xi+
i) = n. We also have xi = −i for i > |λ|.
The following lemma can be easily shown:
Lemma 2.1. For a maya diagram λ = [x1, x2, . . .], let y1 < y2 < · · · be the
integers not appearing in x1, x2, . . .. Then the partitions corresponding to λ and
[−1− y1,−1− y2, . . .] are conjugate to each other. In particular, yi = i − 1 for
i > |λ| and |λ| =
∑
i(i− 1− yi).
Let F be a C-vector space having the set of all maya diagrams as a basis.
We also define a charged maya diagram as a sequence of integers [x1, x2, . . .]
with x1 > x2 > · · · and xi+1 = xi − 1 for i ≫ 1. Let F˜ be a vector space over
C having the set of all charged maya diagrams as a basis.
Remark. The spaces F and F˜ are sometimes called an infinite or semi-infinite
wedge space ([6, 7]): in that case [x1, x2, . . .] is denoted as vx1 ∧ vx2 ∧ · · · .
We sometimes use sequences [x1, x2, . . .] which satisfy xi = −i (or xi+1 =
xi − 1) for i ≫ 1 but are not necessarily decreasing. In such case we con-
sider them as elements of F (or F˜ respectively) by the rule [. . . , i, . . . , j, . . .] +
[. . . , j, . . . , i, . . .] = 0 (in particular, sequences with duplicate terms are equal to
zero).
Let χλ denote the irreducible character of a symmetric group indexed by a
maya diagram or a partition λ.
We say an element w ∈ Sn has cycle type µ = (µ1, · · · , µl) if w is a product
of disjoint cycles with length µ1 ≥ µ2 ≥ . . . ≥ µl ≥ 1. It is well known that two
elements in Sn are conjugate if and only if they have the same cycle type. Let
χλ(µ) := χλ(w) for w ∈ Sn with cycle type µ.
Then well-known formulae of Frobenius’ and Murnaghan’s essentially state
the following, under the present setting:
Theorem 2.1. For r ∈ Z, define a C-linear map Ar : F → F by Ar [x1, x2, . . . , ] =∑
i≥1[x1, x2, . . . , xi − r, . . .] for a maya diagram [x1, x2, . . .] (note that only
finitely many summands on the right-hand side are nonzero). Then for a maya
diagram λ and a partition µ = (µ1, · · · , µl) with |λ| = |µ| = n,
Aµλ := Aµ1 · · ·Aµlλ = χλ(µ)∅.
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2.2 A motivating phenomenon
The character tables of symmetric groups can be calculated by Murnaghan’s
formula explained above. For example, it is easy to check that the irreducible
characters of S4 have degrees 1, 3, 2, 3, 1, while the irreducible characters of S6
takes values 1, 3, 2, 3, 1, 0,−1,−3,−2,−3,−1 at transpositions. Here one can
see an obvious correspondence: the degrees of the irreducible characters of S4
as well as their negatives appear again as irreducible character values of S6 at
transpositions. This correspondence also happens for S5 and S7: the irreducible
characters of S5 have degrees 1, 4, 5, 6, 5, 4, 1 and they appear again as irreducible
character values of S7 at transpositions. One can also see that it also happens for
smaller symmetric groups. (Unfortunately, there is no obvious correspondence
for S6 and S8: for example, χ42(21
6) = 4 but no irreducible character of S6
has degree 4, and S6 has four irreducible characters of degree 5 but only two
irreducible characters of S8 take value 5 at transpositions. )
We easily see that Murnaghan’s formula does not give, at least directly,
the explanation we expect. For example, for the character values of S6 on
transpositions what Murnaghan’s formula gives is as follows:
χ6(21
4) = χ4(1
4) = 1,
χ51(21
4) = χ31(1
4) = 3,
χ42(21
4) = χ4(1
4) + χ22(1
4) = 1 + 2 = 3,
χ412(21
4) = χ212(1
4)− χ4(1
4) = 3− 1 = 2, and
χ32(21
4) = χ31(1
4)− χ22(1
4) = 3− 2 = 1.
So the one-to-one correspondence is not nicely explained by Murnaghan’s for-
mula.
2.3 Main result
Here we are going to state our first main result, which explains the re-appearance
phenomenon above.
Let m > 1 be an integer and k be an integer. We define a C-linear operator
φ
(m)
k : F → F by
φ
(m)
k ([x1, x2, . . .]) =
 ∑
a0,...,am−1
[am−1, am−2, . . . , a0, x1, x2, . . .]
−m (1)
for a maya diagram [x1, x2, . . .], where the sum is over all m-tuples of integers
(a0, . . . , am−1) with ai ≡ i (mod m) and a0+· · ·+am−1 = (0+· · ·+(m−1))−km.
Here the −m on the right-hand side is defined as a C-linear operator −m : F˜ →
F˜ by [x1, x2, . . .] − m = [x1 − m,x2 − m, . . .] for a maya diagram [x1, x2, . . .],
which was applied to the sum in order that the right-hand side to lie in F .
Our first result can now be stated as follows:
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Theorem 2.2. Let λ be a maya diagram of size n and let µ be a partition of
n−m which does not have any multiple of m as its part. Then we have
χλ(µ ∪ (m)) = χ−φ(λ)(µ).
Here µ∪(m) means the partition obtained by appending a part m to µ, φ = φ
(m)
1 ,
and the notation χκ(ν) has been extended for κ ∈ F linearly in κ.
Example. Let λ = (4, 2, 2)↔ [3, 0,−1,−4,−5,−6, . . .] and m = 2. Then
φ(λ) =
 ∑
a0≡0,a1≡1 (mod 2)
a0+a1=−1
[a1, a0, 3, 0,−1,−4,−5,−6, . . .]
− 2
=
(
[1,−2, 3, 0,−1,−4,−5,−6, . . .] + [−3, 2, 3, 0,−1,−4,−5,−6, . . .]
)
− 2
=
(
[3, 1, 0,−1,−2,−4,−5,−6, . . .]− [3, 2, 0,−1,−3,−4,−5,−6, . . .]
)
− 2
= [1,−1,−2,−3,−4,−6,−7,−8, . . .]− [1, 0,−2,−3,−5,−6,−7,−8, . . .]
↔ (2, 1, 1, 1, 1)− (2, 2, 1, 1).
Thus we have χ422(µ∪(2)) = −χ214(µ)+χ2212(µ) for a partition µ with all parts
odd. Note that this is different from the one given by Murnaghan’s formula, i.e.
χ422(µ ∪ (2)) = χ23(µ) − χ412(µ) + χ42(µ) (although the latter is valid for any
partition µ).
It can be easily seen that Theorem 2.2, with m = 2 and µ = (1, . . . , 1), really
explains the phenomenon. In fact, it can be shown that if m = 2 then the sum
in φ(λ) has at most r − 1 nonzero terms for |λ| < 2r2. So with r = 2, it can be
seen that χλ(21
∗) can be expressed in the form ±χλ¯(1
∗) (or zero) for a single
diagram λ¯ if |λ| ≤ 7.
In order to prove the theorem, we introduce some objects in order to simplify
calculations in the proof. For r ∈ Z, define a C-linear operator b˜r : F˜ → F˜ by
b˜r[x1, x2, . . .] = [r, x1, x2, . . .]. Then
φ
(m)
k (λ) =
(∑
b˜am−1 · · · b˜a0λ
)
−m (2)
for any maya diagram λ, where the sum runs over the samem-tuples (a0, . . . , am−1)
as in the definition (1) of φ
(m)
k . Let φ˜
(m)
k =
∑
b˜am−1 · · · b˜a0 . Then φ
(m)
k (λ) =
φ˜
(m)
k (λ) −m.
It is easy to check that the operators b˜r satisfy b˜rb˜s = −b˜sb˜r and [Al, b˜r] =
b˜r−l for integers r, s and a positive integer l.
Proof. We prove the following two things: (i) φ commutes with Al (m ∤ l), and
(ii) −φ(λ) = Amλ for maya diagrams λ of size m. In fact, with (i) and (ii) we
can show the theorem as
χλ(µ ∪ (m))∅ = AmAµλ = −φ(Aµλ) = Aµ(−φ(λ)) = χ−φ(λ)(µ)∅.
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We have for every l,
[Al, φ˜
(m)
k ] =
∑
j,(a0,...,am−1)
b˜am−1 · · · [Al, b˜aj ] · · · b˜a0
=
∑
j,(a0,...,am−1)
b˜am−1 · · · b˜aj−l · · · b˜a0 .
Let us now assume that l is not divisible bym. Consider the summand b˜am−1 · · · b˜aj−l · · · b˜a0
indexed by (j, (a0, . . . , am−1)). Take j
′ ∈ {0, . . . ,m − 1} such that j′ ≡ j − l
(mod m). If aj − l = aj′ , then the summand is zero. Otherwise, it cancels
out with another summand indexed by (j, (a′0, . . . , a
′
m−1)), where a
′
j = aj′ + l,
a′j′ = aj − l and a
′
j′′ = aj′′ for j
′′ 6= j, j′ (note that the above correspon-
dence (j, (a0, . . . , am−1)) 7→ (j, (a
′
0, . . . , a
′
m−1)) is involutive). Thus we have
[Al, φ˜
(m)
k ] = 0 and this shows (i) (it is clear that Al commutes with shifting).
Let us now show (ii). It is well known that, for a partition λ of size m,
Amλ = χλ((m))∅ = (−1)
r−1∅ if λ is a hook with r rows and 0 otherwise. In
our maya-diagram setting, this may be formulated as
Amλ =
{
(−1)r−1∅ (λ = [−r +m,−1,−2, . . . , −̂r, . . . ,−m,−m− 1, . . .])
0 (otherwise)
(3)
where −̂r means that −r is to be removed from the sequence. Thus it suffices
to show that −φ(λ) coincides with the right-hand side of (3).
Assume now φ(λ) 6= 0. Let λ = [x1, x2, . . .] and let y1 < y2 < · · · be
the integers not appearing in x1, x2, . . .. By Lemma 2.1, we have yi = i − 1
for i > m and
∑
(i − 1 − yi) = m. On the other hand, from φ(λ) 6= 0 we
have [am−1, am−2, . . . , a0, x1, x2, . . .] 6= 0 for some (a0, . . . , am−1) with ai ≡ i
(mod m) and a0+· · ·+am−1 = (0+· · ·+(m−1))−m. [am−1, am−2, . . . , a0, x1, x2, . . .] 6=
0 implies that all terms ai appear in the sequence (yi), but
a0 + · · ·+ am−1 = (0 + · · ·+m− 1)−m
= (0 + · · ·+m− 1)−
∞∑
i=1
(i − 1− yi)
= (0 + · · ·+m− 1)−
m∑
i=1
(i − 1− yi)
= y1 + . . .+ ym
so we have {y1, . . . , ym} = {a0, . . . , am−1} ≡ {0, . . . ,m − 1} (mod m). Com-
bining y1 + . . . + ym = (0 + · · · +m − 1) −m, {y1, . . . , ym} ≡ {0, . . . ,m − 1}
(mod m) and y1 < . . . < ym < ym+1 = m, we can conclude (y1, . . . , ym) =
(s −m, 0, 1, . . . , ŝ, . . . ,m − 1) for some 0 ≤ s ≤ m − 1. This means λ = [−r +
m,−1,−2, . . . , −̂r, . . . ,−m,−m − 1, . . .] with r = m − s, and φ(λ) = (−1)r∅
can be easily checked in these cases (recall that we have only one nonzero term
in φ(λ)). 
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Consider the case m | l in (i) above. The same calculations as in the proof of
(i) above yields [Arm, φ
(m)
k ] = mφ
(m)
k+r . Using this commutation relation, one can
yield more general expansion of the character values χλ(µ ∪ ν) into the values
χκ(µ), where µ and ν are partitions, and no parts of µ and all parts of ν are
divisible by m. For example, for ν = (mk) one has the following:
Theorem 2.3. For a partition µ with no parts divisible by m one has
χλ(µ ∪m
k) = −
k−1∑
i=0
(−m)i
(
k − 1
i
)
χ
φ
(m)
i+1(λ)
(µ ∪mk−1−i). (4)
Proof. [Am, φ
(m)
k ] = mφ
(m)
k+1 yields φ
(m)
1 A
k
m = A
k
mφ
(m)
1 +
∑k−1
i=0 (−m)
i
(
k−1
i
)
φ
(m)
i+1A
k−1−i
m ,
and the conclusion easily follows from this by the same argument as in the proof
of Theorem 2.2 above. 
The case µ = ∅, ν = (1k) and m = 1 is particularly interesting. In this case,
the formula gives an expansion for the degree of χλ in a fashion similar to the
ordinary determinant formula
χλ(1
k) =
∑
w∈Sl
sgn(w)g(w(λ + ρ)− ρ) where g(α) = (
∑
i
αi)!/
∏
i
(αi!)
for the degree, though different from it:
Theorem 2.4. For a partition λ with size k and l rows, one has
χλ(1
k) =
∑
w∈Sl
sgn(w)f(w(λ + ρ)− ρ)
where ρ = (l − 1, . . . , 0). Here for α = (α1, · · · , αl) ∈ Z
l, we set f(α) =∏l
i=1
(
αi+···+αl−1
αi−1
)
if αi > 0 for all i and f(α) = 0 if αi ≤ 0 for some i.
Proof . We show χλ′(1
k) =
∑
w∈Sl
sgn(w)f(w(λ + ρ) − ρ), where λ′ is the
conjugate partition of λ. Let [x1, x2, . . .] and [y1, y2, . . .] be the maya diagrams
corresponding to λ and λ′ respectively.
Let φi = φ
(1)
i . Successive application of (4) gives
χλ′(1
k)∅ =
∑
(−1)a1+...+ar
(
r∏
i=1
(
k − a1 − · · · − ai−1 − 1
ai − 1
))
φar · · ·φa1(λ
′)
= (−1)k
∑( r∏
i=1
(
ai + · · ·+ ar − 1
ai − 1
))
φar · · ·φa1(λ
′)
where the sum is over all r ≥ 0 and a1, . . . , ar ∈ Z>0 such that a1+ . . .+ar = k.
In general, if i > 0 and κ is a partition with c columns, it can be shown that
φi(κ) is either ±1 times a partition with exactly c− 1 columns or zero. Thus if
φar · · ·φa1(λ
′) is a nonzero multiple of ∅, one must have r = l.
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Since φal · · ·φa1(λ
′) = [−al−1, . . . ,−a1− l, y1− l, y2− l, . . .], in order for this
to be nonzero the numbers −ai+i−1 must lie in the complement of {y1, y2, . . .},
which is, by Lemma 2.1, {−1− x1,−1− x2, . . .}. In other words, all ai− i must
be in {x1, x2, . . .}. Moreover, we have ai − i ≥ −i > −l− 1 = xl+1 for 1 ≤ i ≤ l
so ai − i ∈ {x1, . . . , xl}. And since −al − 1, . . . ,−a1 − l must be all distinct, all
ai − i must be distinct. This shows a1 − 1, . . . , al − l must be a permutation
of x1, . . . , xl. That is, a + ρ = w(λ + ρ) for a permutation w ∈ Sl. Then
φal · · ·φa1(λ
′) = sgn(w)[−1− xl− l, . . . ,−1− x1− l, y1− l, y2− l, . . .]. It can be
easily shown that [−1− xl − l, . . . ,−1− x1 − l, y1 − l, y2 − l, . . .] = (−1)
k∅ and
this completes the proof. 
3 Relation with Bernstein operator
Let Λ denote the ring of symmetric functions in the variables X1, X2, . . .: Λ =
Z[e1, e2, . . .] = Z[h1, h2, . . .] where er =
∑
i1<...<ir
Xi1 · · ·Xir and hr =
∑
i1≤...≤ir
Xi1 · · ·Xir .
We define h0 = e0 = 1 and hr = er = 0 for r < 0. Let H(u) :=
∑
n≥0 hnu
n =∏
i≥1
1
1−Xiu
and E(u) :=
∑
n≥0 enu
n =
∏
i≥1(1 + Xiu) be their generating
functions. Let pr =
∑
i≥1X
r
i (r ≥ 1). We denote the Schur function by sλ ([9,
§I.3]). In this paper, the index of a Schur function may be either a partition,
written in parentheses, or a maya diagram, written in brackets.
We consider on Λ, as usual, the Hall inner product 〈·, ·〉 : Λ × Λ → Z
by 〈sλ, sµ〉 = δλµ for partitions λ, µ. Let f
⊥ denote the adjoint operator of the
multiplication by f with respect to this inner product, say:
〈
f⊥(g), h
〉
= 〈g, fh〉.
Using the Schur functions and the Hall inner product, Theorem 2.1 can be
stated as p⊥µ1 · · · p
⊥
µlsλ = χλ(µ) ([9, §I.7]), which is in fact much closer to the
original Frobenius formula.
Bernstein’s creation operator is defined as follows:
Definition 3.1. For n ∈ Z,
Bn =
∑
i≥0
(−1)ihn+ie
⊥
i (5)
where hn+i denotes the multiplication operator by hn+i. Note that, even though
the expression above is an infinite sum, only finitely many terms give nonzero
image when applied to each f ∈ Λ.
Bernstein operators have the following property ([9, §I.5, Example 29]):
Proposition 3.1. For a partition λ = (λ1, . . . , λl),
Bλ1 · · ·Bλl(1) = sλ.
This is still valid for a general integer sequence λ if we interpret Schur func-
tions indexed by integer sequences which is nondecreasing or having nonpositive
parts as s(··· ,i,j,··· ) = −s(··· ,j−1,i+1,··· ). In our maya-diagram setting, this implies
Bn(s[x1,x2,...]) = s[n,x1,x2,...]−1, (6)
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or, for λ a maya diagram,
Bn(sλ) = sbnλ,
where bnλ = b˜nλ − 1 with b˜n defined just before the proof of theorem 2.2.
From this we can see Bam−1 · · ·Ba0s[x1,x2,...] = s[am−1−1,...,a0−m,x1−m,x2−m,...] =
s[am−1+m−1,...,a0,x1,x2,...]−m, and so if we identify F with ΛC = Λ⊗C by identi-
fying each maya diagram λ with the Schur function sλ we get
φ
(m)
k =
∑
Bam−1 · · ·Ba0 (7)
where sum runs over all m-tuples (a0, . . . , am−1) with ai ≡ 0 (mod m) and
a0 + · · ·+ am−1 = −km.
We have the following Bernstein-operator like expression for φ
(m)
k :
Theorem 3.1. For m ≥ 1 and n ∈ Z we have
φ
(m)
−n =
∑
i≥0
(−1)i(hn+i ◦ pm)(ei ◦ pm)
⊥ (8)
where −◦ pm denotes the plethysm with the m-th power sum: (f ◦ pm)({Xi}) =
f({Xmi }).
Remark. In fact, the properties (i) and (ii) of φ in the proof of Theorem 2.2
can be also seen from the above expression for φ
(m)
n .
Proof . Let E⊥(u) =
∑
n≥0 e
⊥
n u
n and B(u) =
∑
n∈ZBnu
n = H(u)E⊥(−u−1).
It is known that B(u) satisfies the following ([9, §I.5, Example 29]):
B(u1) · · ·B(ur) =
∏
p<q
(1− u−1p uq) ·H(u1) · · ·H(ur)E
⊥(−u−11 ) · · ·E
⊥(−u−1r ).
(9)
Let (j0, . . . , jm−1) ∈ (Z/mZ)
m and ω be a primitive m-th root of unity. Letting
(u1, . . . , ur) = (ω
j0u, . . . , ωjm−1u) in (9), we have
B(ωj0u) · · ·B(ωjm−1u)
=
∏
p<q
(1 − ωjq−jp)
·H(ωj0u) · · ·H(ωjm−1u)E⊥(−ω−j0u−1) · · ·E⊥(−ω−jm−1u−1).
(10)
Here, the well-definedness of the left-hand side of (10) follows from the following
claim, which can be easily seen by using (6):
Claim. For any s ≥ 0 and f ∈ Λ, if n ∈ Z is sufficiently small then
for any a1, . . . , as ∈ Z we have BnBa1 . . . Bas(f) = 0. 
The right-hand side of (10) is zero if some jp, jq (p 6= q) are equal, and otherwise
it is a constant multiple of H(u) · · ·H(ωm−1u)E⊥(−u−1) · · ·E⊥(−ωm−1u−1).
Thus, summing (10) over all (j0, . . . , jm−1) and dividing by m
m, we have(∑
n∈Z
Bnmu
nm
)m
= Cm ·H(u) · · ·H(ω
m−1u)E⊥(−u−1) · · ·E⊥(−ωm−1u−1),
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where Cm is a constant depending only on m. Notice that the left-hand side is
equal to
∑
n φ
(m)
−n u
nm.
We haveH(u) · · ·H(ωm−1u) =
∏
i≥1
j∈Z/mZ
1
1− ωjXiu
=
∏
i≥1
1
1−Xmi u
m
=
∑
n≥0
(hn◦
pm)u
nm. We also have E(−u−1) · · ·E(−ωm−1u−1) =
∏
i≥1
j∈Z/mZ
(1 − ωjXiu
−1) =
∏
i≥1
(1−Xmi u
−m) =
∑
n≥0
(−1)n(en◦pm)u
−nm and thus E⊥(−u−1) · · ·E⊥(−ωm−1u−1) =∑
n≥0(−1)
n(en ◦ pm)
⊥u−nm. Thus we have φ
(m)
−n = Cm
∑
i≥0(−1)
i(hn+i ◦
pm)(ei ◦ pm)
⊥. Setting n = 0 and comparing the actions of both side on 1
shows Cm = 1. 
4 An analog for projective characters
A projective representation π = (V, π) of a group G is a group homomorphism π
from G to PGL(V ), the projective general linear group of a vector space V . Two
projective representations (V, π) and (W,ρ) are said to be projectively equivalent
if there exists a vector space isomorphism V →W such that the induced group
isomorphism f : PGL(V )→ PGL(W ) satisfies fπ(g) = ρ(g)f for all g ∈ G. Let
us call a projective representation π nontrivial if π is not projectively equivalent
to any representations obtained from a linear representation of G by composing
with GL(V )։ PGL(V ).
Let S˜n be the group generated by the generators s1, . . . , sn−1, z bound by
the relations:
• z is a central element with z2 = 1,
• s2i = z, sisj = zsjsi (|i− j| ≥ 2), (sisi+1)
3 = z.
Clearly one has a surjective group homomorphism θ : S˜n ։ Sn which sends
z to 1 and si to (i i + 1), i = 1, . . . , n − 1. This homomorphism has kernel
{1, z}. Since z is in the center of S˜n and has order 2, its action on an irreducible
representation is either by 1 or by −1. Call an irreducible representation of S˜n
negative if z acts by −1. Call two representations of S˜n being associate of each
other if one can be obtained from the other by tensoring with sgn ◦ θ, where
sgn is the sign representation of Sn. The following relationship between the
projective representations of Sn and the linear representations of S˜n is known:
Proposition 4.1 ([5, Chap. 2]). If n ≥ 4, Projective isomorphism classes
of nontrivial irreducible projective representations of Sn is in one-to-one cor-
respondence with the associate classes of negative irreducible representations of
S˜n.
It is known that the isomorphism classes of negative representations of S˜n
are indexed by the strict partitions of n (a partition (λ1, . . . , λl) is called strict
if λ1 > · · · > λl). Let ψλ denote the irreducible character of S˜n indexed by λ.
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If C is a conjugacy class of Sn, θ
−1(C) is either a single conjugacy class or
the union of two conjugacy classes. In the former case, g and zg are conjugate
for g ∈ θ−1(C) and thus negative irreducible characters vanish there. In the
latter case we say that C splits. Conjugacy class Cµ of Sn with cycle type µ
splits iff: (i) all parts of µ are odd (in which case we call µ all-odd), or (ii)
µ is strict and Cµ consists of odd permutations ([5, Theorem 3.8]). In fact
it is easy to describe the character values explicitly in the case (ii), so we are
interested in the case (i). Let ψλ(µ) denote the value of ψλ evaluated at an
element gµ, which is chosen from θ
−1(Cµ) so that the character of the “basic
representation” ([5, Chap. 6]) of S˜n takes a positive value at gµ. We also let
ψ˜λ(µ) = 2
⌈ ℓ(λ)−ℓ(µ)2 ⌉ψλ(µ).
Let qn =
∑
hn−iei ∈ Λ and let Γ be the subring of Λ generated by q1, q2, q3, . . ..
It is known that Γ⊗Q = Q[p1, p3, p5, p7, . . .]. We have a basis {Qλ}λ:strict partition
of Γ consisting of so-called Schur Q-functions ([5, Chap. 7], [9, §III.8]). Just
as Schur functions carry information about irreducible characters of linear rep-
resentations of symmetric groups, Schur Q-functions carry information about
projective characters ψλ: in fact, if we define an inner product 〈, 〉 on Γ by
〈Qλ, Qµ〉 = δλµ2
ℓ(λ) for all strict partitions λ and µ and denote the adjoint of
the multiplication by f ∈ Γ as f⊥, then for strict λ and all-odd µ we have
ψ˜λ(µ) = p
⊥
µ1 · · · p
⊥
µlQλ ([5, Chap. 8]).
As in the Schur-funtion case, Schur Q-functions also have creation operators:
Proposition 4.2 ([5, Theorem 7.21]). If we define Bn =
∑
i≥0
(−1)iqn+iq
⊥
i for
n ∈ Z, then for a strict partition λ we have Qλ = Bλ1 · · · Bλl(1).
Let Qα = Bα1 · · · Bαr(1) for all α = (α1, . . . , αr) ∈ Z
r. The operators Br
satisfy BrBs + BsBr = 2(−1)
rδr,−s ([5, Theorem 9.1]), and from this one has
“reordering rules” for writing Qα as a linear combination of the functions Qλ
with strict partitions λ:
• If, for some i ≥ 1, the subsequence of α consisting of all occurrences of ±i
is not of the form i,−i, i, . . . ,−i, i or −i, i, . . . ,−i, i, then Qα = 0.
• Otherwise, there exists a permutation of the sequence α which has the form
λ,−a1, a1, . . . ,−ar, ar, 0, . . . , 0 for a strict partition λ and positive integers
a1, . . . , ar (not necessarily distinct). In this caseQα = (−1)
a1+...+ar2rǫQλ,
where ǫ is the sign of any permutation which permutes α into the form
above while, for each i ≥ 0, keeping the order of the terms ±i .
Since the definition of Bn is similar to the definition (5) of the Bernstein
operator, we can consider a modification of Bn analogous to (8): let Φ
(m)
n =∑
i≥0(−1)
i(qn+i ◦ pm)(qi ◦ pm)
⊥ : Γ → Γ for m ≥ 1 odd and n ∈ Z. Then we
have the following formula for Φ
(m)
n analogous to (7):
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Theorem 4.1. For any m ≥ 1 odd, we have∑
n
Φ(m)n u
nm
=
1 +
∑
i,j∈Z
i≡−2
j≡2
Bi,ju
i+j

1 +
∑
i,j∈Z
i≡−4
j≡4
Bi,ju
i+j
 · · ·
1 +
∑
i,j∈Z
i≡−m+1
j≡m−1
Bi,ju
i+j

∑
k∈Z
k≡0
Bku
k

where the congruences are modulo m and Bi,j =
 BiBj (i > j)−BjBi (i < j)
0 (i = j)
.
We note that in the product above the coefficient of each ud is well-defined
by the reordering rule above.
Since Φ
(m)
−1 commutes with p
⊥
l (m ∤ l) and coincides with a constant multiple
of p⊥m (in fact −2p
⊥
m) on degree m part of Γ by the same reason as the remark
after Theorem 3.1, we have a corresponding relation for ψ˜λ(µ) as in Theorem
2.2:
Corollary 4.1. Let F be the vector space generated by all integer sequences
of finite length bound by the same relations as the reordering rules for the Q-
functions (so a sequence α is equal to zero in F if there exists i ≥ 1 such
that the subsequence of α consisting of all occurences of ±i is not of the form
i,−i, i, . . . ,−i, i or −i, i, . . . ,−i, i, and equals to some nonzero constant multiple
of a strict partition otherwise). Then for an odd integer m ≥ 1, a strict partition
λ ∈ F and an all-odd partition µ with no parts divisible by m such that |λ| =
|µ|+m, one has ψ˜λ(µ∪ (m)) = ψ˜− 12Φ(λ)(µ). Here Φ : F → F is a C-linear map
defined by Φ(λ) =
∑
α ǫα ·(α, λ), where the sum is over all integer sequences α =
(α1, . . . , α2s+1) of odd length such that α2i−1 > α2i, {α2i−1, α2i} ≡ {2ci,−2ci}
(mod m) for some integers m−12 ≥ c1 > · · · > cs > 0 and α2s+1 ≡ 0 (mod m)
and
∑
i αi = −m. For such a sequence, ǫα = (−1)
n(α) where n(α) is the
number of i such that α2i ≡ −2ci (mod m) and (α, λ) is the sequence obtained
by concatenating α and λ.

Example.
Φ
(3)
−1Q4,3,2 = Q1,−4,0,4,3,2 +Q4,−4,−3,4,3,2 −Q2,−2,−3,4,3,2 +Q−3,4,3,2
= −2Q3,2,1 + 4Q4,2 − 4Q4,2 + 2Q4,2
= −2Q3,2,1 + 2Q4,2,
so we have ψ˜4,3,2(µ ∪ (3)) = ψ˜3,2,1(µ)− ψ˜4,2(µ) for µ with no parts divisible by
3, say µ = (16) and (5, 1).
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Proof of Theorem 4.1. Let Q(u) =
∑
n≥0 qnu
n, Q⊥(u) =
∑
n≥0 q
⊥
n u
n and
B(u) =
∑
n∈Z Bnu
n = Q(u)Q⊥(−u−1). Let ω be a primitive m-th root of unity
and define B(a, b;u) =
1− ωb−a
1 + ωb−a
+
∑
i,j∈Z
ωai+bjBi,ju
i+j for a, b ∈ Z/mZ.
Lemma. We have
B(a, b;u) =
1− ωb−a
1 + ωb−a
Q(ωau)Q(ωbu)Q⊥(−ω−au−1)Q⊥(−ω−bu−1). (11)
Proof . Let Cr,s =
∑
i,j≥0(−1)
i+jqr+iqs+jq
⊥
i q
⊥
j (= Cs,r) for r, s ∈ Z. It is easy
to see that the right-hand side of (11) is equal to
1− ωb−a
1 + ωb−a
∑
r,s∈Z
ωar+bsCr,su
r+s.
On the other hand, we have ([5, Chap. 9, (7)]) q⊥r qs = qsq
⊥
r + 2
∑
i≥1 qs−iq
⊥
r−i
and thus BrBs = Cr,s + 2
∑
i≥1(−1)
iCr−i,s−i (in particular, we have Cr,r +
2
∑
i≥1(−1)
iCr−i,r−i = BrBr = δr,0). Using these relations to rewrite both sides
into linear combinations of Cr,s (r > s) and comparing the coefficients implies
the Lemma. 
Let l ∈ {2, 4, . . . ,m− 1}. Multiplying (11) by ωl(a−b), summing over a, b ∈
Z/mZ and dividing by m2 we have
1
m2
∑
a,b∈Z/mZ
ωl(a−b)
1− ωb−a
1 + ωb−a
+
∑
i,j∈Z
i≡−l,j≡l (mod m)
Bi,ju
i+j
=
1
m2
∑
a,b∈Z/mZ
ωl(a−b)
1− ωb−a
1 + ωb−a
Q(ωau)Q(ωbu)Q⊥(−ω−au−1)Q⊥(−ω−bu−1).
The first term on the left-hand side can be easily shown to be 1. Since q⊥r qs =
qsq
⊥
r + 2
∑
i≥1 qs−iq
⊥
r−i we have Q
⊥(s)Q(t) = F (st)Q(t)Q⊥(s) where F (z) =
1 + 2z + 2z2 + 2z3 + · · · = 1+z1−z , and thus1 +
∑
i,j∈Z
i≡−2
j≡2
Bi,ju
i+j

1 +
∑
i,j∈Z
i≡−4
j≡4
Bi,ju
i+j
 · · ·
1 +
∑
i,j∈Z
i≡−m+1
j≡m−1
Bi,ju
i+j

∑
k∈Z
k≡0
Bku
k

=
1
mm
∑
a1,b1,...,ar,br,c
∈Z/mZ

ω
∑r
i=1 2i(ai−bi)
×
∏−→
i=1,2,...,r
(
1−ωbi−ai
1+ωbi−ai
Q(ωaiu)Q(ωbiu)
·Q⊥(−ω−aiu−1)Q⊥(−ω−biu−1)
)
×Q(ωcu)Q⊥(−ω−cu−1)

=
1
mm
∑
a1,b1,...,ar,br,c
∈Z/mZ
(
ω
∑r
i=1 2i(ai−bi)
∏
1≤i<j≤m
1−ωcj−ci
1+ωcj−ci
×Q(ωc1u) · · ·Q(ωcmu)Q⊥(−ω−c1u−1) · · ·Q⊥(−ω−cmu−1)
)
(12)
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where we set r = m−12 and (c1, . . . , cm) = (a1, b1, . . . , ar, br, c), and the congru-
ences on the leftmost side are modulo m. We note that the well-definedness of
the leftmost side follows from the following claim, which can be seen from the
reordering rule above:
Claim. For any s ≥ 0 and f ∈ Γ, if n ∈ Z is sufficiently small then
for any a1, b1, . . . , as, bs, d, i ∈ Zwe have Bi,n−iBa1,b1 . . .Bas,bsBd(f) =
0. 
The summand of the rightmost side of (12) vanishes if some ci, cj (i 6=
j) are equal, and otherwise it is a constant multiple of Q(u) · · ·Q(ωm−1u) ·
Q⊥(−u−1) · · ·Q⊥(−ωm−1u−1). Since Q(u) =
∏
i≥1
1+Xiu
1−Xiu
, the same calculation
as in the proof of Theorem 3.1 yields Q(u) · · ·Q(ωm−1u) =
∑
n≥0(qn ◦ pm)u
nm
and Q⊥(−u−1) · · ·Q⊥(−ωm−1u−1) =
∑
n≥0(−1)
n(qn ◦ pm)
⊥u−nm. Thus the
right-hand side of the theorem equals to a constant multiple of the left-hand
side. Comparing the actions of the constant terms on 1 ∈ Γ we conclude that
this constant is 1. 
Remark. In the equation (12), the product in the middle of the equation is in
fact not well-defined. However the problem can be avoided by, first calculating
the leftmost side with replacing the u’s appearing on each of r + 1 factor by
r + 1 distinct variables, obtaining an expression like the rightmost side of (12),
and specializing all variables to u.
Remark. As operators Br almost anticommute, it is natural to try constructing,
in the same way as the construction (2) of φ
(m)
k , an operator
∑
Bam−1 · · · Ba0
where the sum runs over all (a0, . . . , am−1) ∈ Z
m with ai ≡ i (mod m) (0 ≤
i ≤ m− 1) and
∑
ai = (0 + · · ·+ (m− 1))− km. It can be shown, by the same
calculation as Theorem 2.2, that if m = 2 this operator commutes with all p⊥l
(l : odd) and thus gives a relation of characters. However, this operator in fact
coincides with p⊥2k−1, and the relation obtained thus coincides with ordinary
recurrence formula given by expanding p⊥l Qλ by Q-functions (see eg. [5, Chap.
10]).
5 The Brauer algebra and the walled Brauer al-
gebra
The Brauer algebra was introduced in [3] in order to describe the centralizer
algebra of an orthogonal or a symplectic group acting on a tensor power of its
vector representation. The Brauer algebra Dn(x) for a nonnegative integer n
and a parameter x (which can be either a complex number or an indeterminate)
is defined as follows:
• Dn(x) has a basis (over C or C(x) depending on whether the parameter
is a number of an indeterminate) consisting of all diagrams obtained by
connecting 2n dots, aligned in two rows and n columns, to form n pairs
of dots (they are called Brauer diagrams or n-diagrams).
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• To calculate the product of two Brauer diagrams a and b, place a on top
of b so that the bottom row of a coincides with the top row of a, remove
all closed loops, ignore the dots in the middle row to get another Brauer
diagram, and multiply it by x#removed loops.
· = = x·
Figure 5.1: multiplication of two Brauer diagrams
The Brauer algebra contains the group algebra of Sn as a subalgebra: w ∈ Sn
corresponds to the Brauer diagram obtained by connecting the i-th dot on the
bottom row with the w(i)-th dot on the top row for every 1 ≤ i ≤ n.
The structure and the characters of the Brauer algebra are investigated in
[11] and [10]. Here we consider the case where x is an indeterminate. In this
case, Dn(x) is semisimple, and its irreducible representations are parametrized
by the partitions λ with |λ| = n − 2i, 0 ≤ i ≤ ⌊n2 ⌋. By specializing x to
N = −2m (resp. N = m) in the C[x]-form of Dn(x) spanned by the diagram
basis, one obtains a C-algebra Dn(N), which surjects onto the centralizers of
Sp(2m,C) (resp. O(m,C)) acting on the n-fold tensor product of the vector
representation. For each λ as above, an irreducible representation of Dn(−2m)
can be explicitly constructed for sufficiently large m, say H2m,n,λ, as the space
of highest vectors of a fixed weight for Sp(2m,C) (see [2]), which allows one
to “read off” the irreducible representation of Dn(x) labeled by λ, or of its
“C[x]-form” in such a way that setting x to −2m in the representation matrices
yields the irreducible representation H2m,n,λ. Thus the irreducible characters
of Dn(x) can be investigated by using these dualities. In fact, a character of
Dn(x) is determined by its values at certain elements, say, elements of the form
w ⊗ e⊗i, where w is an element in Sn−2i, e is a 2-diagram whose top two dots
are connected with each other, and whose bottom two dots are also connected
with each other, and ⊗ denotes the horizontal concatenation of two diagrams.
Moreover, knowing the character values at permutations is essential: character
values of Dn(x) at w ⊗ e
⊗i can be obtained from character values of Dn−2i(x)
at w in a simple manner (see remarks at the end of [10, §5]).
Let χ
(n)
λ be the irreducible character of Dn(x) corresponding to the partition
λ. Then its value χ
(n)
λ (µ) at a permutation with cycle type µ can be calculated
by the following Frobenius-type formula:
Theorem 5.1 (reformulation of [10, Theorem 6.9] in the case of a permutation).
χ
(n)
λ (µ) equals to the constant term of A
br
µ1 · · ·A
br
µl
sλ, where A
br
r = pr + p
⊥
r + ǫr,
ǫr =
{
1 (r : even)
0 (r : odd)
.
By Theorem 3.1 (and the remark after it), φ
(m)
n commutes with Abrl (m ∤
l), and, for any f ∈ Λ, the constant terms of Abrmf and (−φ
(m)
1 + ǫm)f (or
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(−φ
(m)
1 + ǫmφ
(m)
0 )f) coincide. Thus we we can show, as in the beginning of
the proof of Theorem 2.2 (with some of the equalities replaced by equalities of
constant terms), the following:
Theorem 5.2. For λ, µ with |λ| = n − 2i and |µ| = n, if no part of µ is
divisible by m we have χ
(n)
λ (µ ∪ (m)) = χ
(n)
φ(λ)(µ), where φ = −φ
(m)
1 + ǫm or
−φ
(m)
1 + ǫmφ
(m)
0 . 
The walled Brauer algebra Dr,s(x), where r and s are nonnegative integers,
is an algebra that plays the role of the Brauer algebra for the analysis of the
representation of GL(V ) on a mixed tensor space V ⊗r⊗V ∗⊗s (see [1], [8, Proof
of Lemma 1.2]). It is the subalgebra of Dr+s(x) spanned by all diagrams with
the following condition: the 1, 2, . . . , r-th dots on the top (resp. bottom) row
should not be connected with the (r + 1), . . . , (r + s)-th dots on the bottom
(resp. top) row. Such diagrams are often depicted by drawing a “wall” between
the r-th and (r + 1)-th columns.
If x is an indeterminate, the C(x)-algebra Dr,s(x) is also semisimple, and its
its irreducible representations are indexed by the pairs of partitions [λ, κ] (this
bracket has nothing to do with our maya-diagram notation) with (|λ|, |κ|) = (r−
i, s− i), 0 ≤ i ≤ min{r, s}. Again the irreducible representations of Dr,s(x) can
be obtained from the irreducible representations of Dr,s(k) on the highest weight
vectors for GL(V ), and thus these irreducible characters can be investigated, as
in the Brauer-algebra case, using the duality with general linear groups ([1, 4]).
Again, the whole character table follows from the examination of character
values at permutations. Let χ
(r,s)
[λ,κ] be the irreducible character ofDr,s(x) indexed
by [λ, κ]. A permutation inDr,s(x) has no lines going across the wall, so it makes
sense to talk about the “left side” (the diagram restricted to 1, . . . , r-th columns)
and the “right side” (the diagram restricted to (r + 1), . . . , (r + s)-th columns)
of such a permutation. Let χ
(r,s)
[λ,κ](µ, ν) be the value of χ[λ,κ] at a permutation in
Dr,s(x) whose left and right sides have cycle types µ and ν respectively. Then
the following Frobenius-type formula holds:
Theorem 5.3 (reformulation of the results in [4, §7]). For F ∈ End(Λ), denote
by F (X) and F (Y ) the operators in End(Λ ⊗ Λ) acting on the first and the
second factors of the tensor product respectively. Then χ
(r,s)
[λ,κ](µ, ν) equals to the
constant term (coefficient of 1 ⊗ 1) of A+µ1 · · ·A
+
µlA
−
ν1 · · ·A
−
νl′
(sλ ⊗ sκ), where
A+i = p
⊥
i (X) + pi(Y ) and A
−
i = pi(X) + p
⊥
i (Y ).
Again by Theorem 3.1, φ
(m)
n (X) and φ
(m)
n (Y ) commute with A
±
l (m ∤ l), and,
for any f ∈ Λ ⊗ Λ, the constant terms of −φ
(m)
1 (X)f (resp. −φ
(m)
1 (Y )f) and
A+m (resp. A
−
m) are equal. Thus by the same argument as in the Brauer-algebra
case and the symmetric-group case we have:
Theorem 5.4. For µ and ν with no parts divisible by m and λ, κ with |µ| =
r, |ν| = s, |λ| − |κ| = r − s, we have χ
(r,s)
[λ,κ](µ ∪ (m), ν) = χ[−φ(m)1 (λ),κ]
(µ, ν) and
χ
(r,s)
[λ,κ](µ, ν ∪ (m)) = χ[λ,−φ(m)1 (κ)]
(µ, ν). 
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