Since exact evaluation of a kernel matrix requires O(N 2 ) work, scalable learning algorithms using kernels must approximate the kernel matrix. This approximation must be robust to the kernel parameters, for example the bandwidth for the Gaussian kernel.
INTRODUCTION
Given a kernel function K, a set of X of points {xj} N j=1 ∈ R d , and weights wj ∈ R, the N × N kernel matrix K is Kij = K(xi, xj), i, j = 1, . . . , N.
Here, we focus on the Gaussian, a commonly used kernel, which is parameterized by a bandwidth h. Many kernelbased learning methods require matrix-vector products Kw
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. that cost O(N 2 ) since K is typically dense. For large N , Kw cannot be computed exactly and an approximation scheme is necessary. The bandwidth h is crucial to the properties of K, which in turn affect the performance of approximation methods. For example, for very small h, K approaches the identity matrix whereas for large h, K approaches the rankone constant matrix. Typically, cross-validation is used to select h; this requires that the kernel approximation method is accurate (i.e. robust) for different values of h.
Motivation. We need a kernel matrix approximation scheme that scales well with both the problem size N and with the dimension d and is also robust to a range of values of h. As an example, we consider the following simple learning task. We study three binary classification problems (for more details, see §4). We use a Bayes classifier where the individual class densities are estimated via Gaussian kernel density estimation [27] . For a 1,000 point test set, we show the resulting classification accuracy, αc (16) , for a range of values of the bandwidth h. Our point here is this: regardless of the true, optimal bandwidth for a given task, any Gaussian kernel-based learning method must be able to accurately train models for bandwidths in this range in order to effectively perform cross validation. 1 We want to emphasize that kernel methods exhibit interesting behavior across a fairly wide range of bandwidths. So, what are our options regarding kernel approximation schemes?
The Nystrom method and its variants are the most popular matrix approximation schemes [28] . Nystrom methods construct a low-rank approximation of the entire matrix K by subsampling it (see §2.1). Nystrom scales as O(N r + r 3 ), where r is the target numerical rank of the matrix. If K is nearly low rank, Nystrom methods are fast and accurate. However, in many applications-especially for large-scale data with millions of points-there are choices of h which are relevant to machine learning applications and which do not result in a globally low-rank matrix K.
Treecodes are an alternative to Nystrom approximations. Treecodes construct a representation of the matrix in which only off-diagonal subblocks are approximated by low-rank factorization. These submatrices are identified using a hierarchical clustering of the points. Although treecodes do not require the entire matrix to be low rank, they have other restrictions. Most treecodes construct low rank factorizations using series expansions that are kernel dependent and do not scale well with the ambient dimension d. In a series of recent papers, we have introduced an algebraic treecode algorithm that circumvents these difficulties. In [20] , we studied the approximation scheme of off-diagonal blocks, in [21] we introduced ASKIT 2 , the new treecode scheme whose scalability depends only on the intrinsic dimensionality of the dataset, and in [22] , we introduced the parallel algorithms that enable scalability of ASKIT on distributed and shared memory systems. In our previous work, an important missing piece was a precise analysis that shed light on the effect of the different parameters on the overall error of the method and the comparison of ASKIT with Nystrom methods.
Contributions. We prove a new result for the convergence of ASKIT. This result connects the parameters of ASKIT to the kernel matrix approximation error. Also, it allows a theoretical comparison between ASKIT and Nystrom methods. We introduce a key parameter that can be approximately measured and allows us to determine which approach is preferable for a given task (see §3).
We compare ASKIT with two Nystrom variants: the classical Nystrom and MEKA, an efficient block-Nystrom method [26] . In this work, MEKA was shown to outperform several state-of-the-art Nystrom methods. We apply standard Nystrom, MEKA, and ASKIT on three datasets. We found that for several bandwidths that give good classification accuracy (using Bayes and ridge regression), Nystrom and MEKA cannot approximate the matrix well and lead to erroneous conclusions regarding the optimal bandwidth, while ASKIT performs well for all values of h (e.g. Table 6 ).
In addition, we introduce two modifications to ASKIT: level restriction and adaptive rank selection. The former can increase accuracy, and the latter can reduce the cost and the need to select manually the ranks for the off-diagonal blocks. However, due to space limitations we do not discuss their effect in any detail. We outline ASKIT in §2.2.
Related work. There is a significant amount of literature for both Nystrom and treecodes. In computational physics (typically in two and three dimensions), treecodes have been scaled to trillions of points [10, 11, 16] . Important works in high dimensional treecodes include [9, 12, 17, 25, 29] . Their common feature is that the low rank factorizations of the off-diagonal blocks are constructed using analytic expansions (e.g., Taylor expansions). Such expansions do not scale with the ambient dimension [21] .
For Nystrom methods we refer the reader to [7, 14] for a thorough literature review of the main theoretical results 2 Approximate S keletonization K ernel I ndependent T reecode. We illustrate the basic approaches used in Nystrom methods and ASKIT. We show the partitioning of the kernel matrix used in each method. The blocks in red are either computed exactly (in the Nystrom and ASKIT methods) or are approximated (in MEKA). In Figure 1 (c), we show the evaluation pattern in ASKIT. In addition to the exact evaluations in red, ASKIT computes exact interactions with the κ nearest neighbors in green and approximates the offdiagonal blocks. We illustrate the simple (one-dimensional) case where neighbor interactions are near the diagonal. In general, neighbor interactions appear throughout the matrix.
on generalized Nystrom methods and randomized matrix approximations. One of the fastest Nystrom algorithms, MEKA, was introduced in [26] . It is a block approach that constructs a low-rank factorization of K. We discuss this method in more detail in §2. In [26] , the authors compare MEKA to several other state-of-the art Nystrom methods. Like us, they also identify the lack of scalability of Nystrom methods with respect to the rank and the problem size (as a function of the kernel width). Some of the datasets and parameters we use in our experiments partially follow [26] . Limitations. ASKIT is only a treecode; a dual-tree or fast-multipole-type algorithm will be faster. Our implementation of ASKIT only supports training. This is just an implementation issue but it prevents testing on large numbers of points. The construction of low rank blocks (skeletonization phase) is not optimized for single core performance, so the timings for ASKIT are not representative. The evaluation phase has been highly optimized, however.
Notation. Here we summarize the main notation we use in the paper: r is the approximation rank used in the Nystrom method, s is the number of skeleton points per node (the approximation rank for off-diagonal blocks in ASKIT), andK is an approximation of K. For subsets of points S and T , we use K(S, T ) to refer to the submatrix of K with rows indexed by points in S and columns by points in T . We refer to the vector in a kernel matrix-vector multiplication as the weights, denoted w, and the result of the multiplication as the potentials, denoted u. For the treecode, we use α to refer to a tree node and l(α) and r(α) for its children. We refer to a point for which we compute a potential as a target, and points contributing to its potential as sources.
METHODOLOGY
We now discuss the two main methods used in this paper: Nystrom methods and ASKIT.
Nystrom Methods
The Nystrom method [28] uses subsampling to construct an approximation. We sample r ≤ N columns (which is equivalent to sampling data points). We construct the × matrix K of interactions between the sampled points. Then we approximate K byK = K N, K † K ,N , where K N, is the N × matrix of kernel interactions between all points and the subsampled points, and K † is the approximate pseudoinverse of K computed using the eigendecomposition of K .
For out datasets, we tested several values for . We found that = r works best. Larger (e.g., = 2r) result in negligible accuracy improvement at much higher cost.
The approximation error of the Nystrom method has been bounded for many sampling distributions [15] . In the uniform case, with high probability the error is bounded in terms of the r + 1 st singular value σr+1 by [20] 
MEKA. Like Nystrom methods, MEKA uses matrix factorization to approximate kernel interactions. It partitions the data into C clusters using k-means. The full kernel matrix K is partitioned into C 2 blocks according to cluster memberships. The algorithm then computes a compact representation of each of these blocks. Let K (i,j) be a block of the partitioned kernel matrix. For an on-diagonal block, MEKA uses the standard Nystrom approximation:
is the matrix of eigenvectors of block i (scaled by their eigenvalues). For an off-diagonal block K (i,j) , MEKA subsamples sets of points vi and vj from blocks i and j. It then computes a matrix M (i,j) by solving the least-squares problem K(vi, vj) =
. Taking these approximations together, the entire MEKA approximation isK = W M W T , where W is the direct sum of W (1) , . . . , W (C) and M is formed from the blocks M (i,j) . By construction, MEKA's error is worse than Nystrom (for the same r), but MEKA is much faster and requires less storage.
ASKIT
ASKIT, described in detail in [21] , is a treecode. Rather than directly approximating the entire matrix K, as in Nystrom methods, treecodes partition the matrix then approximate some off-diagonal blocks. More concretely, consider an even split of the points into two groups. This corresponds to a matrix partitioning
Treecodes recursively split each group of points, which corresponds to further partitioning the on-diagonal blocks K1 and K2. This splitting is typically accomplished with a spacepartitioning tree. In ASKIT, we use a ball tree. We then determine which blocks to evaluate exactly and which to approximate using a pruning rule, described for ASKIT below. The key to ASKIT is a novel method for creating low-rank approximations of the off-diagonal matrix blocks Gi. Fix a node α, and let q be the number of points in α. Consider the N − q points which are not in α. Let G ∈ R (N −q)×q be the submatrix of K consisting of all interactions between points in α and all other points.
ASKIT uses the interpolative decomposition (ID) [23] as a factorization of G. The ID is a rank s decomposition
where G col consists of s columns of G and P ∈ R s×q . In other words, the ID represents a matrix as a linear combination of a subset of its columns.
We refer to the columns selected in G col as the skeleton, which we denote Sα. We compute s effective weights wα = P wα (5) obtained from the original weights of points in α. Given the skeleton and effective weights, we can compute the approximate contribution of the points in α at a target x as K(x, Sα)wα in O(s) time and O(s) storage.
Sampling targets. The ID can be computed using a rank-revealing, pivoted QR factorization of G. However, if done directly, this requires O(N q 2 ) work. This is more expensive than computing all of the interactions directly in O(N q) time. Therefore, we must efficiently approximate the ID of G. We do this by subsampling the rows of G to form an × q matrix G . This is equivalent to sampling a subset of the target points.
There are two considerations to take into account when sampling targets. First, the samples need to accurately capture the row space of the entire matrix G. Second, the samples need to be chosen efficiently enough to form a part of a fast matrix-vector multiplication algorithm. Randomized approximation of matrices is a rich research topic [14, 19] . Importance sampling distributions based on column norms and statistical leverage scores can be shown to accurately capture the row space. On the other hand, these distributions require the entire matrix in advance.
As a heuristic approximation, we employ nearest-neighbor information for importance sampling. The nearest-neighbors of all points can be computed exactly or approximately using randomized projection methods [1, 5, 9, 24] . We let Nx denote the neighbor list of a point x and Nα the union of the neighbor lists of points in node α. We choose target points first from points in Nα which are not in α, then sample additional points U uniformly at random as needed.
Skeletonization. ASKIT first performs a "skeletonization" step. Starting with the smallest blocks G (corresponding to the leaf level of the tree), it constructs skeletons for each block using the sampling method described above. Then, it constructs representations of off-diagonal blocks at higher levels by combining the skeletons of the node's children and performing a new ID (see Alg. 2).
Evaluation. Given the skeletons for each off-diagonal block, ASKIT then performs an evaluation step to computẽ Kw. As in all treecodes, some of the evaluations are performed directly, and some are approximated. ASKIT uses a novel combinatorial pruning condition to determine this split. For a target point i, the contribution of any leaf node which owns a nearest neighbor of i is evaluated exactly. This includes the on-diagonal blocks and some off-diagonal contributions (see Figure 1 (c)). Any remaining nodes are evaluated approximately using the skeleton; we refer to this partitioning as pruning (see Alg. 3). We show these steps combined in the entire algorithm in Alg. 1.
Adaptive rank selection. We use a variant of ASKIT which chooses the rank s of approximation adaptively. As above, we compute the ID of a given matrix G, whose columns correspond to the columns to be compressed and the rows are some sampled target points. We compute a pivoted QR factorization to obtain GΠ = QR for some permutation Π and upper-triangular matrix R with diagonal entries Ri. Then, given a user-specified approximation tolerance τ and a maximum possible rank smax, we select the approximation rank s by the minimum of smax and s = arg minj (|Rj+1/R1| < τ ) .
Complexity. The complexity of ASKIT has been derived in [21] . We assume the sample size and the maximum leaf node size m are O(s) and that N s. We also consider a variant of ASKIT where we do not construct skeletons (and thus never approximate) above a given tree level L, and so we never prune in Alg. 3 above level L. In this case, (neglecting the dN storage for the data themselves and assuming kernel evaluations require O(d) time), we have the following big-O complexity bounds, with Nystrom and MEKA included for comparison:
where "RAM" is the storage requirement, "approx" is the time to compute the approximate representation (skeletonization in ASKIT), and "eval" is the time to compute an approximate matrix-vector product.
THEORY
We now derive a new error bound for ASKIT. Both ASKIT and Nystrom methods can incur error due to 1) the use of low-rank approximations for matrix blocks and from 2) randomly sampling points to compute these approximations. In addition, ASKIT employs the interpolative decomposition, which can incur additional error beyond the SVD. We take all three sources of error into account in our bound. We illustrate the matrix blocks approximated in the skeletonization step of ASKIT. We show on-diagonal blocks in red and off-diagonal in green. We highlight an offdiagonal block G (i) at each level, along with the block corresponding to its sibling (dashed line), which extends above and below the diagonal. At the leaf level ( Fig. 2(a) ), we compute an approximate ID by sampling rows of G (3) to obtain skeleton points. Moving up the tree, (Fig. 2(b) ), we skeletonize G (2) by merging the skeleton points of block G (3) and its sibling, then computing another approximate ID. We continue ( Fig. 2(c) ) this process all the way up the tree.
Throughout, we consider the 2-norm of the approximation error in ASKIT:
where K is the exact kernel matrix andK is the approximation computed by ASKIT. Matrix blocks. We introduce some notation for on-and off-diagonal matrix blocks and their singular values. Unless noted otherwise, we consider a fixed approximation rank and a tree traversal with κ = 1. We also consider a balanced binary tree.
Let K denote the full N × N kernel matrix. The first split in the tree creates four submatrices, given in (3). We also partition the weight vector w accordingly. The tree recursively splits collections of points, which corresponds to splitting the on-diagonal blocks K1 and K2. We refer to an on-diagonal block at level i as K (i) -i.e. a block corresponding to the interactions of points in a node with themselves. For the same node, we use G (i) to refer to the interactions between points in the node as sources and all other points. These are the blocks approximated in ASKIT. We illustrate these blocks in Fig. 2 .
Error due to ID. ASKIT uses the ID instead of the SVD, which introduces additional error. For a rank s ID of a matrix G with q columns, we have that [13] 
We also prove a bound on the error due to combining ID's in the tree below. We state this bound as a part of our final ASKIT error bound. Error due to uniform sampling. We now consider the error due to subsampling targets to form an approximate ID. We begin by considering a uniform sampling distribution. The accuracy of this approach can be bounded in terms of the matrix coherence using a theorem from [20] . Theorem 1. Let G be n × q. Sample rows of G to form G . Let ζ be the coherence of G with respect to a given rank s, defined as ζ = maxj U (j, 1:s) 2 , where U is the matrix of left singular vectors of G and we use MATLAB notation.
Let ≥ 10qζ log (2s/δ) and let Π be a projection onto the sampled rows. Then, with probability at least (1 − δ)
Note that the quantity ζ is bounded between s/q and 1. In the case that ζ is small, the number of samples needed is proportional to s log s.
Error from better sampling distributions. Note that better sampling distributions can lead to tighter error bounds than in (8) . For instance, sampling from an importance distribution based on leverage scores can lead to (1 + ) error [18, 19] . Distributions based on Euclidean distances [6] and nearest neighbor information [20] can be effective as well.
Measuring singular value decay. Consider any tree node at level i corresponding to on-diagonal block
up to some permutation of rows.
We then define γ(s) to be the ratio of the s th singular value of
i.e. γ is the maximum of γ (i) over all levels and nodes. Note that γ ≤ 1 by the interlacing property of singular values [8] .
With this observation, we have
ASKIT error bound. Using this definition together with a bound on the error due to combining IDs in the tree (Theorem 3, proved in §6), we can state our new result on the error in ASKIT.
Theorem 2. Let γ be defined as in (10) . Compute an approximation with ASKIT using κ = 1. Then:
with the sampling error and ID error terms defined as:
Here m is the number of points per leaf, s the approximation rank (fixed), and the far field sample size. We provide the proof in §6. The term csamp is from sampling targets uniformly at random, c id is the error of an interpolative decomposition, and the factor log(N/m) is from the accumulation of this error up the levels of the tree.
This bound in practice. We observe errors better than predicted by this bound. The sampling term csamp is for the case of uniform sampling. We use samples based on nearest neighbor distances. In [20] , we show that this sampling can approximate well the optimal sampling based on leverage scores.
The term c id is also a worst-case bound. While matrices exist for which (7) is not loose, empirical work on kernel matrices shows that the ID is nearly as accurate as the SVD in practice [20] .
Therefore, we observe in practice that the key term is log(N/m)γ(s + 1)σs+1(K)-the decay of the spectrum of the entire matrix combined with the decay of off-diagonal blocks.
Effect of increasing κ. In practice, we generally set the number of neighbors in ASKIT to be larger than one. In terms of the error bounds discussed above, this has several effects. First, we use nearest neighbor information to bias our sampling distribution. While it is difficult to bound the quality of this sampling a priori without knowing the distribution of nearest neighbors, we do see that this method is more effective in practice. This has the effect of sharply reducing the term csamp in (12) .
Second, increasing κ means that we prune fewer nodes and perform more direct evaluations. We can alter our definition of γ to account for this. For a fixed set of columns, the ondiagonal block K (i) corresponds to the set of all rows which compute direct evaluations with these columns. Similarly, G (i) will consist of fewer rows, which correspond to points which are even farther from these columns. Therefore, the term γ decreases as we increase κ.
We measure the behavior of γ and σs(G (i) )/σs(K (0) ) in Table 1 for two values of κ. We see that for the selected subset of the COVTYPE set, γ is already significantly less than one. Also, we see that increasing κ dramatically decreases γ.
Tradeoff between Nystrom and ASKIT. We make several simplifying assumptions in keeping with our use of these methods in practice. We set m = s and = 2s. We assume N is large, so that small additive constants can be neglected. Further, we assume that the error due to the ID is some small constant (c id ≈ 2). For comparison, we set the approximation ranks to be equal (r = s).
In this case, we have that N = 3N/s σs+1(K) and that
When comparing the predicted error of the two methods, we consider the ratio
We see that when γ is small compared to log −1 (N/s), we expect better error for ASKIT than that for Nystrom for a fixed approximation rank s = r. Or, from another perspective, to achieve the same error with both methods will require r to be much larger than s when γ is small, with a resulting increase in the complexity of the Nystrom method.
As the kernel bandwidth h decreases, γ will decrease as well, since K will become larger on its diagonal. In the next section, we explore the behavior of Nystrom and ASKIT on kernel matrices. We show that our predicted error behavior holds in practice. In addition, we show that there are significant (in the sense of being applicable to real learning tasks) regimes of h for which γ is very small and thus for which ASKIT outperforms Nystrom. Table 1 : Experimental measures of γ for the COVTYPE data set. We subsample 32,000 points and set h = 0.22. We construct a tree on these points, and perform the adaptive rank ASKIT algorithm with τ = 1E-3. We then empirically measure the maximum of γ (i) and σs(G (i) )/σs(K (0) ) over the indicated level for the value of s chosen by τ . The first set of results is for κ = 1 and the second is for κ = 64. Table 3 : The sizes of the data sets used in our experiments. N is the training set size and d is the dimension. The SUSY8D set is obtained from the full SUSY set by taking the first 8 features.
EMPIRICAL RESULTS
We now turn to numerical examples which illustrate the robustness of ASKIT with respect to bandwidth for three relatively large datasets, described in Table 3 .
3 Using these datasets, we discuss two key questions: How do the approximation accuracies of ASKIT and the two Nystrom methods vary with h? Further, how does this matrix approximation affect the classification results obtained in cross-validation studies?
Setup: All tests took place on the Maverick and Stampede clusters at the Texas Advanced Computing Center. Maverick nodes have two Intel Xeon E5-2680 v2 (2.8GHz) processors and 256GB RAM. The Stampede nodes have two Intel Xeon E5-2680 (2.7GHz) processors and 32GB RAM. All tests were done in double-precision arithmetic.
ASKIT is written in C++. It uses OpenMP to parallelize across cores, the Intel MKL for linear algebra routines, custom highly-optimized kernel evaluations, and MPI for distributed memory parallelism [22] . The skeletonization phase for ASKIT is parallelized but it is harder to get high performance because it requires pivoted QR factorization. The evaluation phase is highly optimized and achieves near peak performance. The nearest neighbors required for ASKIT have been precomputed and stored. We must perform the skeletonization step in ASKIT for each new bandwidth h. However, multiple evaluations (for different regularization values or in our iterative solver), only require us to store the matrix P from (4) . Given this, we can update the skele- 3 The URLs of the three datasets are SUSY and COVTYPE from UCI [2] and MNIST from [4] . Lower dimensions and different point counts were created by processing the original sets. For all datasets, all features were normalized to be in the range [0, 1].
ton weights and perform the new evaluation step extremely quickly. All experiments on one node (no MPI) are labeled as ASKIT. Multi-node runs are labeled as P-ASKIT.
Nystrom is our own MATLAB implementation. MEKA is also written in MATLAB. 4 All expensive calculations for Nystrom and MEKA use calls to highly optimized and multithreaded vendor LAPACK libraries. Therefore, comparing the one node timings across methods is justified. Bandwidth selection. The selection of the bandwidth was guided by a simple Bayes classifier that uses direct kernel evaluations. For a given test point xi, we assign the label yi = sign , xj) where the summations run over sets of training points with labels +1 and −1 (of sizes N1 and N−1, respectively). For the COVTYPE set, we perform "one-vs-rest" classification. We evaluate the model on the test data using exact kernel evaluations and report the classification accuracy
where 1 is an indicator function. The results are reported in §1. For the COVTYPE and MNIST2M tests, some of the wider bandwidths coincide with the values reported in [26] . Parameter selection. For the basic Nystrom method, we explore a range of values of r up to the maximum allowed 4 http://www.cs.utexas.edu/~ssi/meka/ # Params Table 2 : Results for COVTYPE data and different values of h. The column "#" labels rows for reference in the text and "Params" gives the parameter varied for each algorithm. We report the error 2 (see Eqn. 17), the total time T and the evaluation time TE. For MEKA, we fix the number of clusters C = 20. For ASKIT, we use κ = 2048, smax = 2048, m = 2048, and L = 5.
by our memory resources. For MEKA, we also vary r and C. We set the percentage of off-diagonal blocks η = 0.05. For ASKIT, we vary the number of neighbors and the approximation tolerance as given in the tables. Table 5 : Results for MNIST data and different values of h. The column "#" labels rows for reference in the text and "Param" gives the parameter varied for each algorithm. We report the error 2 (see Eqn. 17), the total time T and the evaluation time TE. The entry "mem" indicates that our experiment ran out of memory. For MEKA, we fix the number of clusters C = 10. For ASKIT, we use smax = 2048, m = 2048, L = 5, and τ = 1E-1. P-ASKIT uses p = 32 nodes of Maverick.
Matrix error experiments. For a given vector of charges w, we compute the approximate matrix vector productũ = Kw, whereK depends on the approximation method used. We are interested in the relative error of the approximate product:
Since the exact product Kw is prohibitively expensive to compute, we instead sample 1, 000 entries of the vectors u = Kw andũ =Kw. For each dataset, we draw entries of w independently from a standard normal distribution. We average results for 2 over 10 independent samples of w and choose the same set of test points in all of our experiments. For each dataset, we use identical error evaluation points for all three methods. We report results in Tables 2, 4 , and 5.
Classification experiments. For selected bandwidths, we also perform a simple classification experiment. We train a linear classifier in kernel space; we use ridge regression, Table 6 : Regression results for COVTYPE data. The column "#" labels rows for reference in the text, h is the kernel bandwidth, and λ is the regularization parameter, and "Param" gives the parameter varied for each algorithm. We report the error of our kernel approximation 2 (Eqn. 17) and the classification accuracy αc (Eqn. 16). ASKIT uses m = 2048, κ = 2048, smax = 2048, and τ = 1E-7. MEKA uses C = 10 clusters. While separate cross validation for each method will result in slightly different values of λ, we fix one λ for comparison. Table 7 :
Regression results for SUSY 8D data. The column "#" labels rows for reference in the text, h is the kernel bandwidth, and λ is the regularization parameter, and "Param" gives the parameter varied for each algorithm. We report the error of our kernel approximation 2 (Eqn. 17) and the classification accuracy αc (Eqn. 16). ASKIT uses m = 2048, κ = 2048, smax = 2048, and τ = 1E-3. MEKA uses C = 10 clusters. While separate cross validation for each method will result in slightly different values of λ, we fix one λ for comparison.
then choose the sign of the prediction as our estimated class. This is equivalent to solving the linear system (K +λI)w = y with the approximate kernel matrixK constructed from the training data, y the vector of training labels (±1), and a regularization parameter λ.
For Nystrom and MEKA, we can simply invert the approximate representation to solve for the regression weights.
We performed cross-validation to choose the regularization parameter using an estimate of the spectrum of K to bound the range of potential values of λ.
For ASKIT, we solve the linear system iteratively using a Krylov method (GMRES) using the PETSc library [3] . We choose the regularization values with guidance from the Nystrom methods plus trial and error, since treecodes do not produce a global factorization.
For all methods, once we find the regression weights, we use them to directly evaluate yt = Kw at selected test points (not used in the training set). We output the label as sign(yt). The classification error from this method is given in (16) . We report results in Tables 6 and 7 .
Discussion
In the following, we use the run ID (denoted by #) to identify the row of the experiment we refer to. We discuss the results separately for each dataset.
COVTYPE: In Table 2 , we notice that all three methods give good accuracy for h = 0.22 and h = 0.35. The convergence slows down for Nystrom methods for h = 0.16: Nystrom in #4 gives 10% error in 311 seconds, whereas ASKIT in #10 gives 7% error in 238 seconds. Nystrom in #5 gives 5% error in 1523 seconds whereas ASKIT in #11 gives 0.2% error, an order of magnitude better, in 1043 seconds. Further doubling the rank of Nystrom is impractical since the time increases eightfold. Notice that ASKIT uses much smaller off-diagonal block ranks (2,048 vs 16,384), yet is more accurate. For ASKIT the error stagnates at 0.2%. Further decreasing it would require increasing smax and κ. For the smallest bandwidth h = 0.02, which was the best value for the Bayes classifier, K essentially has only nearest neighbor interactions, and ASKIT delivers 12 digits of accuracy. Of course, Nystrom methods cannot be used for such narrow bandwidths.
More interestingly, consider the ridge regression results in Table 6 . For h = 0.22 and the same approximation accuracy and regularization λ, the three methods perform similarly. 6 However, the value h = 0.07 gives better results-provided we can approximate K accurately. ASKIT delivers 0.2% error whereas both Nystrom methods have over 50% error and thus erroneously report poorer classification.
SUSY: We check the approximation error for two bandwidths, h = 0.05 and h = 0.15. This is a much harder dataset than COVTYPE despite its lower dimensionality. For ASKIT the memory requirements are also significant. Just storing the neighbor information requires over 100GB. 7 We would like to remark that both bandwidths we check are not narrow. If we just use the nearest neighbor solution from ASKIT (we tested both 512 and 2048 neighbors per point), we get huge errors (greater than 100%). For h = 0.15, both Nystrom methods deliver 40% error at best (#19) whereas ASKIT does a little better with 20% (#22). Increasing the ranks for Nystrom exhausts the memory. To reduce the runtime for ASKIT, we run the remaining steps of convergence on multiple nodes. We can push the error to 5% on 256 nodes on Stampede (#24). For h = 0.05 we are able to reach 0.2% accuracy on a single node (#20) and four digits of accuracy with parallel ASKIT (#24). Both Nys-trom methods give over 90% error (#14, 19) . Looking at the ridge regression results (in which we run the 8D dataset to have a lower memory footprint) for h = 0.07 (#43, 44) we observe that the two Nystrom methods produce highly inaccurate classification results due to their large approximation error, whereas for h = 0.15 they perform well (#46, 47). ASKIT performs well in both cases (#42, 45).
MNIST: For this dataset we only run the matrix approximation test. For both the bandwidths we test (h = 0.5 and h = 1), Nystrom methods cannot produce any reliable approximation and run out of memory whereas ASKIT converges in a satisfactory way.
Finally, one could question whether ASKIT uses too many direct evaluations-perhaps close to computing Kw exactly. The number of evaluations is significantly higher than than in Nystrom methods but nowhere near an exact evaluation. In Table 8 , we report the average number of kernel evaluations per point (during the evaluation phase) as a percentage of the number needed for exact computation. Table 8 : ASKIT kernel evaluations. We show the number of total kernel interactions performed by ASKIT for selected runs from Tables 2, 4 , and 5. "Run" refers to rows of the other tables, h is the kernel bandwidth, 2 is the error, and %K is the percentage of kernel interactions computed out of the number needed for exact evaluation.
CONCLUSIONS
Nystrom methods construct a global low-rank approximation. Treecodes construct hierarchical, low-rank approximations of off-diagonal blocks. Our main point is that the latter methods are more robust as they can approximate kernels in both narrow and wide bandwidth regimes. ASKIT is not always the fastest choice and is not as general since it requires nearest-neighbor information (which is also expensive to compute and store). Nystrom methods have many advantages: they are simple to implement and can be easily factorized so that both the forward and inverse kernel matrices can be applied quickly. But, we find that the performance of Nystrom methods is sensitive to the data and the choice of kernel bandwidth. As the bandwidth decreases (even slightly), Nystrom methods can incur severe error. Although the optimal bandwidth for a learning application may lie in the regime where Nystrom methods are effective, we point out that cross-validation still requires computations on a range of bandwidths, including values for which the errors of Nystrom methods are prohibitive.
For small datasets, it is unlikely that anything but a very wide bandwidth would produce good classification, and Nystrom methods should be the method of choice. But as we consider datasets with millions and billions of points, we cannot expect that the kernel matrix has a global low rank structure. ASKIT combines geometric information of the dataset with algebraic approximation methods to provide a kernel-independent hierarchical scheme that works well across all bandwidths. We used two elementary kernel classification schemes to demonstrate this observation. Ongoing work includes extending ASKIT to support different sources and targets and coupling it to more sophisticated classifiers.
APPENDIX
We now give the proof of Theorem 2. ASKIT consists of two phases: the skeletonization phase, where the low-rank factorizations are constructed, and the evaluation phase, where the approximate potentials are computed. The proof of the error bound follows these phases. In Theorem 3, we bound the error in the matrix approximations due to combining IDs up the tree in the skeletonization phase, resulting in the log factor in c id . Then, in Theorem 4, we prove a bound on the additional error incurred due to subsampling these IDs. We then bound the error incurred in the evaluation phase as a sum over all the matrices we approximate. This sum also goes over all levels of the tree, resulting in the overall log factor. Theorem 3. Let G be the off-diagonal block corresponding to any tree node. Hierarchically form an approximate ID from the skeletons of the children of G (as in ASKIT, but without sampling rows). Then: 
whereĜ is the leaf andḠ is the internal node with maximum s + 1 st singular value among descendants of G.
Proof. Consider leaf node 1 and leaf node 2, which are siblings. We approximate the (N − m) × m matrices G1 and G2 with rank s interpolative decompositionsG1 andG2, each of which have error relative to Gi given by (7) .
Let G be the matrix with 2m columns and N − 2m rows formed by merging the points in each of the leaf nodes. We form an ID for G by combining the ID's of G1 and G2, then computing an ID of the resulting matrix. In other words, we compute an ID of the (N − 2m) × 2s matrix [G1,G2].
In this case, we can write
Without loss of generality, assume that σs+1(G1) ≥ σs+1(G2) and let w be the unit vector for which G−G is maximized. Then, the first term is maximized when w applies only tõ G1. Therefore: 
Continuing up the tree, we repeat this bound for each node, inserting the bounds for its children and repeatedly applying the triangle inequality. Then, 
where Gi corresponds to the leaf node descendant of G with largest s + 1 singular value and the summation is over all internal nodes which are descendants of G. The summation contains at most log (N/m) terms, and we can bound each term with the worst case over all internal nodes. Doing so gives us the bound.
We now turn to a bound which combines the error due to the ID throughout the tree with the error from sampling.
Applying this bound to the entire evaluation phase completes the proof of Theorem 2. × log(N/m) max σs+1(G) w
where the maximum is over all subblocks G.
Proof. We begin by bounding the error of the approximation of any node G. Let G be the submatrix of G obtained by sampling rows. Then,
where G (s) is the best rank s approximation of G . 
σs+1(G).
For the second term, we again apply the triangle inequality G (s) −G ≤ G (s) − G + G −G . Using (18) for the second term, we have Here we make use of the fact that since G is a submatrix of G, then σs+1(G ) ≤ σs+1(G). We can also bound the singular values ofĜ andḠ by the value of the block G with overall maximum singular value. Since κ = 1, the approximation computed by ASKIT is
where the summation runs over all levels of the tree and the matrices G (i) and K (i) are interpreted as direct sums over the subblocks corresponding to individual matrix nodes. Since the term K (D) w (D) is exact (corresponding to direct evaluations at the leaves), we only need to bound the error of each termG (i) . The error of each term in the summation over levels is maximized in the event that the entire weight vector appears on theG (i) with the worst error. Since there are log(N/m) terms in this sum, the total error is bounded by Replacing each singular value with the maximum over all nodes achieves the result.
