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Abstract. We consider planning with uncertainty in the initial state as a case
study of incremental quantified Boolean formula (QBF) solving. We report on
experiments with a workflow to incrementally encode a planning instance into a
sequence of QBFs. To solve this sequence of successively constructed QBFs, we
use our general-purpose incremental QBF solver DepQBF. Since the generated
QBFs have many clauses and variables in common, our approach avoids redun-
dancy both in the encoding phase and in the solving phase. Experimental results
show that incremental QBF solving outperforms non-incremental QBF solving.
Our results are the first empirical study of incremental QBF solving in the context
of planning and motivate its use in other application domains.
1 Introduction
Many workflows in formal verification and model checking rely on certain logics as
languages to model verification conditions or properties of the systems under consid-
eration. Examples are propositional logic (SAT), quantified Boolean formulas (QBFs),
and decidable fragments of first order logic in terms of satisfiability modulo theories
(SMT). A tight integration of decision procedures to solve formulas in these logics is
crucial for the overall performance of the workflows in practice.
In the context of SAT, incremental solving [1,10,22,30] has become a state of the art
approach. Given a sequence of related propositional formulas S = 〈φ0, φ1, . . . , φn〉 an
incremental SAT solver reuses information that was gathered when solving φi in order
to solve the next formula φi+1. Since incremental solving avoids some redundancy in
the process of solving the sequence S, it is desirable to integrate incremental solvers
in practical workflows. In contrast, in non-incremental solving the solver does not keep
any information from previously solved formulas and always starts from scratch.
QBFs allow for explicit universal (∀) and existential (∃) quantification over Boolean
variables. The problem of checking the satisfiability of QBFs is PSPACE-complete. We
consider QBFs as a natural modelling language for planning problems with uncertainty
in the initial state. In conformant planning we are given a set of state variables over a
? Supported by the Austrian Science Fund (FWF) under grants S11409-N23 and P25518-N23
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specified domain, a set of actions with preconditions and effects, an initial state where
some values of the variables may be unknown, and a specification of the goal. The
task is to find a sequence of actions, i.e., a plan, that leads from the initial state to a
state where the goal is satisfied. Many natural problems, such as repair and therapy
planning [35], can be formulated as conformant planning problems. When restricted to
plans of length polynomial in the input size this form of planning is Σ2P-complete [3],
whereas classical planning is NP-complete.
Therefore, using a transformation to QBFs in the case of conformant planning is
a very natural approach. Rintanen [33] presented such transformations. Recently, Kro-
negger et al. [20] showed that transforming the planning instance into a sequence of
QBFs can be competitive. In this approach, they generated a QBF for every plan length
under consideration and invoked an external QBF solver on each generated QBF. How-
ever, the major drawback is that the QBF solver cannot reuse information from previous
runs and thus has to relearn all necessary information in order to solve the QBF. In this
work we overcome this problem by tightly integrating a general-purpose incremental
QBF solver in an incremental workflow to solve planning problems. To obtain a better
picture of the performance gain through the incremental approach, we perform a case
study where we compare incremental and non-incremental QBF solving on benchmarks
for conformant planning.
The main contributions of this work are as follows.
– Planning tool. We present a planning tool based on the transformation of planning
instances with unknown variables in the initial state to QBFs. This tool implements
an incremental and exact approach, i.e., it is guaranteed to find a plan whenever a
plan exists and – if successful – it returns a plan of minimal length. Furthermore,
our tool allows for the use of arbitrary (incremental) QBF solvers.
– Experimental evaluation. We evaluate the performance of the incremental and the
non-incremental approach to planning with incomplete information in the initial
state. Thereby, we rely on incremental and non-incremental variants of the QBF
solver DepQBF [25,26].3 Incremental QBF solving outperforms non-incremental
QBF solving in our planning tool. Our results are a case study of incremental QBF
solving and motivate its use in other application domains. In addition, we also com-
pare our results to heuristic approaches.
2 Incremental QBF Solving
We focus on QBFs ψ = Qˆ.φ in prenex conjunctive normal form (PCNF). All quanti-
fiers occur in the prefix Qˆ = Q1B1 . . . QnBn and the CNF part φ is a quantifier-free
propositional formula in CNF. The prefix consists of pairwise disjoint sets Bi of quan-
tified Boolean variables, where Qi ∈ {∀,∃}, and gives rise to a linear ordering of the
variables: we define x < y if x ∈ Bi, y ∈ Bj and i < j.
The semantics of QBFs is defined recursively based on the quantifier types and the
prefix ordering of the variables. The QBF consisting only of the truth constant true
(>) or false (⊥) is satisfiable or unsatisfiable, respectively. The QBF ψ = ∀x. ψ′ with
3 DepQBF is free software: http://lonsing.github.io/depqbf/
the universal quantification ∀x at the leftmost position in the prefix is satisfiable if
ψ[x := ⊥] and ψ[x := >] are satisfiable, where the formula ψ[x := ⊥] (ψ[x := >])
results from ψ by replacing the free variable x by⊥ (>). The QBF ψ = ∃x. ψ′ with the
existential quantification ∃x is satisfiable if ψ[x := ⊥] or ψ[x := >] are satisfiable.
Search-based QBF solving [8] is a generalization of the DPLL algorithm [9] for
SAT. Modern search-based QBF solvers implement a QBF-specific variant of conflict-
driven clause learning (CDCL) for SAT, called QCDCL [13,23,27,36]. In QCDCL the
variables are successively assigned until an (un)satisfiable subcase is encountered. The
subcase is analyzed and new learned constraints (clauses or cubes) are inferred by Q-
resolution [19,27]. The purpose of the learned constraints is to prune the search space
and to speed up proof search. Assignments are retracted by backtracking and the next
subcase is determined until the formula is solved.
Let 〈ψ0, ψ1, . . . , ψn〉 be a sequence of QBFs. In incremental QBF solving based
on QCDCL, we must keep track which of the constraints that were learned on a solved
QBF ψi can be reused for solving the QBFs ψj with i < j. An approach to incremental
QBF solving was first presented in the context of bounded model checking [29]. We
rely on the general-purpose incremental QBF solver DepQBF [25,26].
To illustrate the potential of incremental QBF solving, we present a case study of
QBF-based conformant planning in the following sections. To this end we discuss con-
formant planning and two types of benchmarks used in the experimental analysis.
3 Conformant Planning and Benchmark Domains
A conformant planning problem consists of a set of state variables over a specified
domain, a set of actions with preconditions and effects, an initial state where some
values of the variables may be unknown, and a specification of the goal. The task is to
find a sequence of actions, i.e., a plan, that leads from the initial state to a state where
the goal is satisfied. The plan has to reach the goal for all possible values of unknown
variables, i.e., it has to be fail-safe. This problem can nicely be encoded into QBFs,
e.g., by building upon the encodings by Rintanen [33]. Conformant planning naturally
arises, e.g., in repair and therapy planning [35], where a plan needs to succeed even if
some obstacles arise.
The length of a plan is the number of actions in the plan. As one is usually looking
for short plans, the following strategy is used. Starting at a lower bound k on the min-
imal plan length, we iteratively increment the plan length k until a plan is found or a
limit on the plan length is reached. This strategy is readily supported by an incremental
QBF solver because a large number of clauses remains untouched when moving from
length k to k + 1 and always leads to optimal plans with respect to the plan length.
The two benchmark types we consider in our case study are called “Dungeon”.
These benchmarks are inspired by adventure computer-games and were first presented
at the QBF workshop 2013 [20]. In this setting a player wants to defeat monsters living
in a dungeon. Each monster requires a certain configuration of items to be defeated. In
the beginning, the player picks at most one item from each pool of items. In addition, the
player can exchange several items for one more powerful item if she holds all necessary
“ingredients”. Eventually, the player enters the dungeon. When entering the dungeon,
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Fig. 1. Architecture of the planning tool.
the player is forced to pick additional items. The dilemma is that the player does not
know which items she will get, i.e., the additional items are represented by variables
with unknown values in the initial state. It might also happen that the new items turn
out to be obstructive given the previously chosen item configuration. The goal is to pick
items such that irrespective of the additional items she defeats at least one monster.
We consider two variants of the Dungeon benchmark. In variant v0 the player is
only allowed to enter the dungeon once, thus has to pick the items and build more pow-
erful items in advance. In contrast, in variant v1 the player might attempt fighting the
monsters several times and pick/build further items in between if she was unsuccessful.
Despite the simple concept, these benchmarks are well suited for our case study.
First, they capture the full hardness of Σ2P-complete problems. Second, it is natural to
reinterpret the game setting as a configuration or maintenance problem.
4 QBF Planning Tool
We briefly describe our planning tool that takes planning instances as input and encodes
them as a sequence of QBFs. This tool generates a plan of minimal length for a given
conformant planning instance with uncertainty in the initial state.
Figure 1 illustrates the architecture of our planning tool which was used for the
experiments. The tool takes a planning instances given in PDDL format as input. Af-
ter parsing the input, the grounder analyzes the given planning instance and calculates a
lower bound ` on the plan length. Starting with a plan length of k = `, the grounder then
grounds only relevant parts of the instance, i.e., the grounder systematically eliminates
variables from the PDDL instance. In a next step, the QBF encoder takes the ground
representation as input and transforms it into a QBF that is satisfiable if and only if the
planning problem has a plan of length k. The encoding which is used for this transfor-
mation to QBFs builds upon the ∃∀∃-encoding described in the work of Rintanen [33].
We decided to employ the ∃∀∃-encoding rather than a ∃∀-encoding as this gives a more
natural encoding and simplifies the PCNF transformation. Since in this work we focus
on a comparison of the incremental and non-incremental approach, we do not go into
the details of the encoding. After the transformation into a QBF, the QBF encoder then
invokes a QBF solver on the generated QBF. If the generated QBF is satisfiable, our
system extracts the optimal plan from the assignment of the leftmost ∃-block. If the
QBF is unsatisfiable, the plan length k is incremented, additional relevant parts of the
problem may need grounding, and the subsequent QBF is passed to the solver. Below,
we give an overview of the features and optimizations of our planning tool.
Since grounding the planning instance can cause an exponential blow-up in the size
of the input, we have implemented a dynamic grounding algorithm. This algorithm uses
ideas from the concept of the planning graph [6] to only ground actions that are relevant
for a certain plan length. With this optimization, we are able to make the grounding
process feasible. Although the planning tool provides several methods to compute lower
bounds on the plan length, in our experiments we always started with plan length 0 to
allow for a better comparison of the incremental and non-incremental approach.
Our incremental QBF solver DepQBF is written in C whereas the planning tool is
written in Java. To integrate DepQBF in our tool and to employ its features for incre-
mental solving, we implemented a Java interface for DepQBF, called DepQBF4J.4 This
way, DepQBF can be integrated into arbitrary Java applications and its API functions
can then be called via the Java Native Interface (JNI).
In our planning tool, the use of DepQBF’s API is crucial for incremental solving be-
cause we have to avoid writing the generated QBFs to a file. Instead, we add and modify
the QBFs to be solved directly via the API of DepQBF. The API provides push and pop
functions to add and remove frames, i.e., sets of clauses, in a stack-based manner. The
CNF part of a QBF is represented as a sequence of frames.
Given a planning instance, the workflow starts with plan length k = 0. The QBF
ψk for plan length k can be encoded naturally in an incremental fashion by maintaining
two frames f0 and f1 of clauses: clauses which encode the goal state are added to f1.
All other clauses are added to f0. Frame f0 is added to DepQBF before frame f1. If ψk
is unsatisfiable, then f1 is deleted by a pop operation, i.e., the clauses encoding the goal
state of plan length k are removed. The plan length is increased by one and additional
clauses encoding the possible state transitions from plan length k to k + 1 are added
to f0. The clauses encoding the goal state for plan length k + 1 are added to a new f1.
Note that in the workflow clauses are added to f0 but this frame is never deleted.
The workflow terminates if (1) the QBF ψk is satisfiable, indicating that the instance
has a plan with optimal length k, or (2) ψk is unsatisfiable and k + 1 exceeds a user-
defined upper bound, indicating that the instance does not have a plan of length k or
smaller, or (3) the time or memory limits are exceeded. In the cases (1) and (2), we
consider the planning instance as solved. For the experimental evaluation, we imposed
an upper bound of 200 on the plan length.
The Dungeon benchmark captures the full hardness of problems on the second level
of the polynomial hierarchy. Therefore, as shown in the following section, already
instances with moderate plan lengths might be hard for QBF solvers as well as for
planning-specific solvers [20]. We considered an upper bound of 200 of the plan length
to be sufficient to show the difference between the incremental and non-incremental
QBF-based approach. The hardness is due to the highly combinatorial nature of the
Dungeon instances, which also applies to configuration and maintenance problems. Fur-
ther, configuration and maintenance problems can be encoded easily into conformant
planning as the Dungeon benchmark is essentially a configuration problem.
Our planning tool can also be combined with any non-incremental QBF solver to
determine a plan of minimal length in a non-incremental fashion. This is done by writ-
ing the QBFs which correspond to the plan lengths k = 0, 1, . . . under consideration to
separate files and solving them with a standalone QBF solver [20].
4 DepQBF4J is part of the release of DepQBF version 3.03 or later.
288 Planning Instances (Dungeon Benchmark: v0 and v1)
Time Solved Plan found No plan t b a
DepQBF: 112,117 168 163 5 24.40 2210 501,706
incDepQBF: 103,378 176 163 13 14.55 965 120,166
Table 1. Overall statistics for the planning workflows implementing incremental and non-
incremental QBF solving by incDepQBF and DepQBF, respectively: total time for the workflow
on all 288 instances (including time outs), solved instances, solved instances where a plan was
found and where no plan with length 200 or shorter exists, average time (t) in seconds, number
of backtracks (b) and assignments (a) performed by the QBF solver on the solved instances.
Uniquely Solved Planning Instances
Solved Plan found No plan t b a
DepQBF: 2 0 2 545.04 99 1,024,200
incDepQBF: 10 0 10 94.15 174 45,180
Table 2. Statistics like in Table 1 but for those planning instances which were uniquely solved
when using either incDepQBF or DepQBF, respectively. For all of these uniquely solved in-
stances, no plan was found within the given upper bound of 200.
5 Experimental Evaluation
We evaluate the incremental workflow described in the previous section using planning
instances from the Dungeon benchmark. The purpose of our experimental analysis is
to compare incremental and non-incremental QBF solving in the context of conformant
planning. Thereby, we provide the first empirical study of incremental QBF solving in
the planning domain. In addition to [28,29], our results independently motivate the use
of incremental QBF solving in other application domains.
From the Dungeon benchmark described in Section 3, we selected 144 planning
instances from each variant v0 and v1, resulting in 288 planning instances. Given a
planning instance, we allowed 900 seconds wall clock time and 7 GB of memory for
the entire workflow, which includes grounding, QBF encoding and QBF solving. All
experiments reported were run on AMD Opteron 6238, 2.6 GHz, 64-bit Linux.
We first compare the performance of incremental and non-incremental QBF solv-
ing in the planning workflow. To this end, we used incremental and non-incremental
variants of our QBF solver DepQBF, referred to as incDepQBF and DepQBF, respec-
tively. For non-incremental solving, we called the standalone solver DepQBF by system
calls from our planning tool. Thereby, we generated the QBF encoding of a particular
planning instance and wrote it to a file on the hard disk. DepQBF then reads the QBF
from the file. For incremental solving, we called incDepQBF through its API via the
DepQBF4J interface. This way, the QBF encoding is directly added to incDepQBF by
its API within the planning tool (as outlined in the previous section), and no files are
written. The solvers incDepQBF and DepQBF have the same codebase. Therefore, dif-
ferences in their performance are due to whether incremental solving is applied or not.
The statistics in Tables 1 to 3 and Figure 3 illustrate that incremental QBF solving by
incDepQBF outperforms non-incremental solving by DepQBF in the workflow in terms
of solved instances, uniquely solved instances (Table 2), run time and in the number of
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Fig. 2. Related to Table 3. Let P5, P6 and P7 be the sets of planning instances where a plan of
length 5, 6, and 7 was found using both incDepQBF and DepQBF. The data points on the lines
“inc5” (dashed) and “noninc5” (solid) show the total numbers of backtracks spent by incDepQBF
and DepQBF on the QBFs corresponding to the plan lengths i = 0, . . . , 5 for all instances in P5.
The data points for P6 and P7 were computed similarly for the plan lengths i = 0, . . . , 6 and
i = 0, . . . , 7, respectively, and are shown on the lines “inc6”, “noninc6” and “inc7”, “noninc7”.
backtracks and assignments spent in QBF solving. With incDepQBF and DepQBF, 166
instances were solved by both. For three of these 166 instances, no plan exists.
The different calling principles of incDepQBF (by the API) and DepQBF (by sys-
tem calls) may have some influence on the overall run time of the workflow, depending
on the underlying hardware and operating system. In general, the use of the API avoids
I/O overhead in terms of hard disk accesses and thus might save run time. Due to the
timeout of 900 seconds and the relatively small number of QBF solver calls in the work-
flow (at most 201, for plan length 0 up to the upper bound of 200), we expect that the
influence of the calling principle on the overall time statistics in Tables 1 and 2 and
Figure 3 is only marginal. Moreover, considering backtracks and assignments as shown
in Table 3 as an independent measure of the performance of the workflow, incremental
solving by incDepQBF clearly outperforms non-incremental solving by DepQBF.
Figure 2 shows how the number of backtracks evolves if the plan length is increased.
On the selected instances which have a plan with optimal length k, we observed peaks
in the number of backtracks by incDepQBF and DepQBF on those QBFs which corre-
spond to the plan length k − 1. Thus empirically the final unsatisfiable QBF for plan
length k − 1 is harder to solve than the QBF for the optimal plan length k or shorter
plan lengths. Figure 2 (right) shows notable exceptions. For k = 6, the number of
backtracks by DepQBF increases in contrast to incDepQBF. For k = 5 and k = 7,
incDepQBF spent more backtracks than DepQBF. We attribute this difference to the
heuristics in (inc)DepQBF. The same QBFs must be solved by incDepQBF and De-
pQBF in one run of the workflow. However, the heuristics in incDepQBF might be
negatively influenced by previously solved QBFs. We made similar observations on in-
stances not solved with either incDepQBF or DepQBF where DepQBF reached a longer
plan length than incDepQBF within the time limit.
Incremental solving performs particularly well on instances for which no plan ex-
ists. Considering the ten instances uniquely solved with incDepQBF (Table 2), on aver-
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Fig. 4. Sorted accumulated run times of solvers
on selected QBFs from the planning workflow.
DepQBF-pre includes preprocessing.
age it took less than 0.5 seconds to encode and solve one of the 201 unsatisfiable QBFs
(i.e., from plan length zero to the upper bound of 200) in the planning workflow. Con-
sidering the 13 instances solved using incDepQBF which do not have a plan (Table 1),
on average the workflow took 73.80 seconds and incDepQBF spent 35,729 assignments
and 135 backtracks. In contrast to that, the workflow using DepQBF took 270.92 sec-
onds on average to solve the five instances which do not have a plan (Table 1), and
DepQBF spent 421,619 assignments and 99 backtracks.
5.1 Preprocessing
The implementation of (inc)DepQBF does not include preprocessing [5,14]. In general,
preprocessing might be very beneficial for the performance of QBF-based workflows.
The efficient combination of preprocessing and incremental solving is part of ongoing
research in SAT [21,30] and QBF [16,18,28,34].
In order to evaluate the potential impact of preprocessing in our workflow, we car-
ried out the following experiment. We ran the workflow using DepQBF on all 288
planning instances with a time limit of 900 seconds and collected all QBFs that were
generated this way. Like for the results in Table 1, we ran DepQBF and incDepQBF
on these QBFs within our workflow. Additionally, we ran the QBF solver Nenofex [24]
because it performed well on QBFs generated from the Dungeon benchmark.5 Nenofex
successively eliminates variables in a QBF by expansion at the cost of a possibly
exponential blow up of the formula size. Figure 4 shows the run times of DepQBF,
incDepQBF, Nenofex and DepQBF-pre, which combines DepQBF with the preproces-
sor Bloqqer [5]. We accumulated the solving times spent on QBFs that were generated
from a particular planning instance. The plot shows these accumulated times for each
planning instance. Run times smaller than the time out of 900 seconds do not necessar-
ily indicate that the planning instance was solved because we considered only a subset
5 Results of Nenofex in the QBF Gallery 2013: http://www.kr.tuwien.ac.at/
events/qbfgallery2013/sc_apps/conf_planning_dungeon.html
Dungeon-v0 (81 solved instances)
DepQBF incDepQBF diff. (%)
To
ta
l a: 171,245,867 122,233,046 -28.6
b: 1,660,296 1,237,384 -25.4
t: 1,253.50 638.94 -49.0
Pe
r
in
st
an
ce
a: 2,114,146 1,509,049 -28.6
b: 20,497 15,276 -25.4
t: 15.47 7.88 -49.0
a˜: 1,388 1,391 +0.2
b˜: 13 11 -15.3
t˜: 1.01 0.37 -63.8
Pe
r
so
lv
ed
Q
B
F a: 629,580 449,386 -28.6
b: 6,104 4,549 -25.4
t: 4.60 2.34 -49.0
a˜: 828 833 +0.6
b˜: 1 1 +0.0
t˜: 1.01 0.36 -63.8
Dungeon-v1 (82 solved instances)
DepQBF incDepQBF diff. (%)
To
ta
l a: 183,674,291 164,131,257 -10.6
b: 1,670,375 1,459,655 -12.6
t: 1,308.26 773.39 -40.8
Pe
r
in
st
an
ce
a: 2,239,930 2,001,600 -10.6
b: 20,370 17,800 -12.6
t: 15.95 9.43 -40.8
a˜: 1,595 1,641 +2.8
b˜: 15 15 +0.0
t˜: 1.31 0.37 -71.7
Pe
r
so
lv
ed
Q
B
F a: 667,906 596,840 -10.6
b: 6,074 5,307 -12.6
t: 4.75 2.81 -40.8
a˜: 827 828 +0.1
b˜: 1 1 +0.0
t˜: 1.31 0.37 -71.7
Table 3. Average and median number of assignments (a and a˜, respectively), backtracks (b, b˜),
and workflow time (t, t˜) for planning instances from Dungeon-v0 (left) and Dungeon-v1 (right)
where both workflows using DepQBF and incDepQBF found the optimal plan.
of the QBFs corresponding to the planning instance. The performance of DepQBF-pre
and Nenofex shown in Figure 4 illustrates the benefits of preprocessing in the planning
workflow. Among other techniques, Bloqqer applies expansion, the core technique used
in Nenofex, in a way that restricts the blow up of the formula size [4,7].
Given the results shown in Figure 4, preprocessing might considerably improve the
performance of incremental QBF solving in our workflow. To this end, it is necessary
to combine QBF preprocessing and solving in an incremental way.
5.2 Comparison to Heuristic Approaches
Although our focus is on a comparison of non-incremental and incremental QBF solv-
ing, we report on additional experiments with the heuristic planning tools Confor-
mantFF [17] and T0 [32]. In contrast to our implemented QBF-based approach to con-
formant planning, heuristic tools do not guarantee to find a plan with the optimal (i.e.,
shortest) length. In practical settings, plans with optimal length are desirable. Moreover,
the QBF-based approach allows to verify the non-existence of a plan with respect to an
upper bound on the plan length. Due to these differences, a comparison based on the
run times and numbers of solved instances only is not appropriate.
Related to Table 1, ConformantFF solved 169 planning instances, where it found a
plan for 144 instances and concluded that no plan exists (with a length shorter than our
considered upper bound of 200) for 25 instances. Considering the 124 instances where
both incDepQBF and ConformantFF found a plan, for 42 instances the optimal plan
found by incDepQBF was strictly shorter than the plan found by ConformantFF. On the
124 instances, the average (median) length of the plan found by incDepQBF was 2.06
(1), compared to an average (median) length of 3.45 (1) by ConformantFF.
Due to technical problems, we were not able to run the experiments with T06 on
the same system as the experiments with (inc)DepQBF and ConformantFF. Hence the
results by T0 reported in the following are actually incomparable to Table 1. However,
we include them here to allow for a basic comparison of the plan lengths.
Using the same time and memory limits as for incDepQBF and ConformantFF,
T0 solved 206 planning instances, where it found a plan for 203 instances and con-
cluded that no plan exists (with a length shorter than the upper bound of 200) for three
instances. Given the 156 instances where both incDepQBF and T0 found a plan, for
56 instances the optimal plan found by incDepQBF was strictly shorter than the plan
found by T0. On the 156 instances, the average (median) length of the plan found by
incDepQBF was 2.25 (1), compared to an average (median) length of 3.08 (2) by T0.
From the 13 instances solved by incDepQBF for which no plan exists (Table 1),
none was solved using T0 and 12 were solved using ConformantFF.
Our experiments confirm that the QBF-based approach to conformant planning
finds optimal plans in contrast to the plans found by the heuristic approaches imple-
mented in ConformantFF and T0. Moreover, (inc)DepQBF and other search-based QBF
solvers rely on Q-resolution [19] as the underlying proof system. Given a Q-resolution
proof Π of the unsatisfiability of a QBF ψ, it is possible to extract from Π a counter-
model [2] or strategy [15] of ψ in terms of a set of Herbrand functions. Intuitively, an
Herbrand function fy(xy1 , . . . , xyn) represents the values that a universal variable fy
must take to falsify ψ with respect to the values of all existential variables xy1 , . . . , xyn
with xyi < y in the prefix ordering. Given a conformant planning problem P , Q-
resolution proofs and Herbrand function countermodels allow to independently explain
and verify [31] the non-existence of a plan (of a particular length) for P by verifying the
unsatisfiability of the QBF encoding of P . This is an appealing property of the QBF-
based approach. In practical applications, it may be interesting to have an explanation
of the non-existence of a plan in addition to the mere answer that no plan exists.
The exact QBF-based approach for conformant planning can be combined with
heuristic approaches in a portfolio-style system, for example. Thereby, the two ap-
proaches are applied in parallel and independently from each other. This way, modern
multi-core hardware can naturally be exploited.
6 Conclusion
We presented a case study of incremental QBF solving based on a workflow to incre-
mentally encode planning problems into sequences of QBFs. Thereby, we focused on a
general-purpose QBF solver. The incremental approach avoids some redundancy. First,
parts of the QBF encodings of shorter plan lengths can be reused in the encodings of
longer plan lengths. Second, the incremental QBF solver benefits from information that
was learned from previously solved QBFs. Compared to heuristic approaches, the QBF-
based approach has the advantage that it always finds the shortest plan and it allows to
verify the non-existence of a plan by Q-resolution proofs.
6 Experiments with T0 were run on AMD Opteron 6176 SE, 2.3 GHz, 64-bit Linux
Using variants of the solver DepQBF, incremental QBF solving outperforms non-
incremental QBF solving in the planning workflow in terms of solved instances and
statistics like the number of backtracks, assignments, and run time. The results of our
experimental study independently motivate the use of incremental QBF solving in ap-
plications other than planning. We implemented the Java interface DepQBF4J to inte-
grate the solver DepQBF in our planning tool. This interface is extensible and can be
combined with arbitrary Java applications.
The experiments revealed that keeping learned information in incremental QBF
solving might be harmful if the heuristics of the solver are negatively influenced. Our
observations merit a closer look on these heuristics when used in incremental solving. In
general, the combination of preprocessing and incremental solving [16,18,21,28,29,30,34]
could improve the performance of QBF-based workflows.
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