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Driven diffusive systems provide a simple framework which captures some of the complex 
collective phenomena shown by non-equilibrium systems. Even in one dimension, they exhibit 
phase transitions, symmetry breaking, coarsening and phase separation. 
This work is concerned with the study of two different driven diffusive systems. The first 
part deals with an asymmetric simple exclusion process with two species defined on a one-
dimensional lattice with open boundaries. At these the particles are injected and extracted such 
that the two species travel through the system in opposite directions. Mean-field theory predicts 
two symmetric and two asymmetric phases for this model depending on the input and output 
rates. We numerically gained some insight into how the symmetry breaking in the asymmetric 
phases arises and how the transition manifests itself. 
The second part deals extensively with the ABC model, which comprises three particle species 
that diffuse asymmetrically around a ring. This model shows anomalous coarsening into a 
phase separated steady state. In the limiting case in which the dynamics is symmetric and the 
parameter q describing the asymmetry equals one, no phase separation occurs and the steady 
state of the system is disordered. In the present work we consider how the disordered state is 
approached in the weak asymmetry limit when q tends to one by appropriately rescaling it with 
system size. 
A first indication of a true phase transition between the ordered and the disordered phase in the 
case of equal densities is obtained by Monte Carlo studies and a finite size scaling analysis. 
We found a second-order phase transition for which we determined estimates of the critical 
temperature and exponents. 
These results are confirmed by an analysis of the large deviation functional. For the case of non-
equal densities we employ a mean-field approach which turns out to be exact in the limiting case 
of equal densities. This allows not only for the prediction of the critical parameters, but also 
provides valuable insight into the nature of the transitions. Solving the resulting differential 
equations in terms of elliptic functions, we find that the transition becomes first order in some 
region of the parameter space. 
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Chapter 1 
Introduction 
The idea that matter consists of minuscule inseparable units or atoms is an ancient one dating 
back to Democrites (460— 370 BC), Plato (429— 348) and Aristotle (384— 322)1.  The advances 
in chemistry and optics in the 19th century gave fresh support to the concept, yet the final proof 
of their existence did not come until Einstein's explanation of Brownian motion in 1905. In-
terestingly, the progress in developing a theory of the microscopic properties of matter in the 
19th century was almost paralleled by the development of thermodynamics around 1840/50 
by Mayer, Joule, Clausius and Lord Kelvin. These advances somewhat bypassed the debate 
on whether matter was made up of microscopic constituents as thermodynamics establishes 
relations between macroscopic properties only, such as temperature, pressure and volume. Its 
successes were crowned by being able to understand the properties of many technical achieve-
ments of the time. 
Trying to systematically understand how the microscopic properties relate to these macroscopic 
observables began with the study of dilute gases, pioneered by Maxwell (1859, molecular ve-
locity distribution), Boltzmann (1870s, ergodic hypothesis), and Gibbs (1902). The statistical 
approach developed by Boltzmann and Gibbs proved very successful in reducing the number 
of degrees of freedom from 0(1023)  to few observables. Considering the microscopic states 
a system can adopt as characterised by an energy function or Hamiltonian J-C, each state is 
assigned a probability P(K) '-' exp (—/31C) with 8 = 11kBT where T is temperature and 
kB the Boltzmann constant. This defines a probability distribution for the system of which the 
macroscopic properties can be extracted as averages. 
overviews over the historical development in thermodynamics and Statistical Physics see textbooks e.g. 
[4,5,6] 
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However, these Gibbs-Boltzmann statistics - as well as thermodynamics - are limited to de-
scribe equilibrium states only. These can be defined as stationary states in which the transition 
between any two microscopic configurations has to be reversible with the same probability 
either way. This constraint is termed detailed balance. 
Considering this constraint more closely, one finds that the majority of phenomena occurring 
in nature do not satisfy detailed balance and can therefore not be described by Boltzmann 
statistics. 
Close to equilibrium, they can be dealt with by using linear response theory. Yet for systems 
far from equilibrium - which are the non-equilibrium systems considered here - the situa-
tion is more complex. Broadly speaking, most non-equilibrium phenomena fall into one of 
two categories: they are either relaxing towards equilibrium or are permanently driven out of 
equilibrium by an external field. 
One example for a system relaxing towards equilibrium is a ferromagnet quenched from a tem-
perature above Tc to a temperature below Tc.  Consider the ferromagnet as consisting of spins 
which can point either upwards or downwards. The interaction is such that neighbouring spins 
prefer being aligned the same way, but for T > TC the energetic cost of not having spins 
aligned is outweighed by entropy and the system is disordered. Quenching the system to a 
temperature below T, one first observes spins aligning With their neighbours locally, form-
ing small domains of opposite orientations. After this initial local rearrangement, a relaxation 
process ensues during which these domains merge until they reach an ordered ground state of 
either orientation. Which orientation is chosen depends on random fluctuations and is not de-
termined by any property of the system. Thus this selection of one of several equally probable 
states is termed spontaneous symmetry breaking. The merging of domains gives rise to a slowly 
growing net magnetisation as one of the orientations starts dominating. The relaxation time de-
pends on the depth of the quench as well as on the system size. For an infinitely large system, 
the relaxation time diverges. Detailed balance is not satisfied for relaxation processes, because 
the microscopic configurations essentially follow a "one-way street" towards the ground state. 
Another prominent example for relaxation processes are glasses or supercooled liquids which 
are cooled below their melting temperature at a rate too fast for the system to find its crystalline 
ground state. Instead, it seems to be frozen in a disordered "glassy" state on experimentally 
accessible time scales.This is due to the thermally activated diffusion of the particles being 
impeded such that the relaxation process slows down dramatically. 
A way to keep a system permanently out of equilibrium is by driving it by an external field. 
This is for instance the case with electric currents in a conductor maintained by a voltage or a 
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heat conductor whose ends are kept at different temperatures such that a temperature gradient 
develops. Unlike the relaxation processes, driven systems can have time-independent stationary 
states which are usually the easiest subset to describe. 
All of these systems have in common that they cannot be described by Boltzmann statistics, 
yet a unifying theory is at present still lacking. Instead approaches are tailor-made for different 
types of problems. This thesis is concerned with driven diffusive systems which originally tried 
to model systems driven by an external field. One of these is presented in the first part of this 
thesis. There are, however, also models in this class which exhibit relaxation, one of which is 
treated in the second half. This work is structured as follows: 
In chapter 2 I will give an introduction to driven diffusive systems, their properties and an 
overview of models studied recently as well as the most common means to describe them. This 
is preceded by a formal definition of detailed balance and phase transitions. 
Chapter 3 contains some work on a driven diffusive system with two species showing symmetry 
breaking. The system is defined on a one-dimensional lattice with open boundaries at which 
the particles are injected and extracted such that the two species travel through the system in 
opposite directions. Although this system is symmetric under particle exchange, depending 
on input and output rates mean-field theory predicts not only two symmetric phases in which 
both species are present with equal densities, but also two asymmetric phases in which the 
densities differ. We investigated these asymmetric phases and the transitions between them as 
well as the transition to the symmetric phases, by Monte Carlo simulations. Both asymmetric 
phases seem to indeed be present and the transition between the asymmetric phases as well as 
the transition from the symmetric to the asymmetric phase appear to be discontinuous. These 
findings of a first-order transition in the latter case contradicts mean-field theory which predicts 
a continuous transition to the symmetric phase. We formulate an alternative picture to explain 
how these phases arise. 
Chapters 4-7 deal extensively with the ABC model, an exemplary model for non-equilibrium 
phase separation. It comprises three particle species denoted as A, B and C defined on a one-
dimensional lattice with periodic boundary conditions. The dynamics is such that an A particle 
prefers to be to the right of a B particle, B to the right of a C and C to the right of an A particle; 
if two particles of different type are not in their preferred order, they swap places with rate 1, 
yet back only with rate q leading to the particles diffusing asymmetrically around the ring for 
any q < 1. In this case, the model shows anomalous coarsening into a phase-separated steady 
state. For q = 1, the dynamics is symmetric, the particles cannot be distinguished any longer 
and the steady state of the system is disordered. 
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Chapter 4 is the introduction to this model and investigates whether the coarsening process in 
the asymmetric diffusion case can be described in terms of an energy landscape trying to decide 
the question whether the slow dynamics associated with the coarsening is actually glassy. 
The following three chapters deal with the steady state. If the three species are present with 
equal densities, it obeys detailed balance and can be described by a Hamiltonian. Rescaling 
the asymmetry parameter q appropriately with system size allows to study how the system 
approaches the disordered state in the weak asymmetry limit where q tends to one. 
In chapter 5 we investigate the ground state in the special case of detailed balance numerically 
and find some indication of a second-order phase transition from an ordered to a disordered 
state. For this transition, we obtain estimates for the critical exponents by finite size scaling. 
Chapter 6 confirms these results by using the Hamiltonian to define a free-energy functional. 
For the case in which detailed balance does not hold, a mean-field ansatz is presented which 
turns out to be equal to the free-energy functional in the case of equal densities. The resulting 
non-linear differential equations are then solved by linearisation and the critical exponents 
extracted by a Fourier analysis. 
In chapter 7 we finally solve the full differential equations by using elliptic functions. We 
recover the analytic result for the critical temperature and gain some insight into the nature of 
the phase transition, which reveals that the transition is discontinuous in a certain parameter 
range. 
Chapter 8 presents the conclusions and an outlook to future work in this field. 
Chapter 2 
Driven diffusive systems 
Driven diffusive systems' are characterised by an external field governing the dynamics in 
addition to or indeed replacing a Hamiltonian which encodes the interaction between the lattice 
sites. This external field destroys detailed balance and pushes the system out of equilibrium 
leading to complex collective phenomena, often disclosed as phase transitions. They have 
found wide-spread applications, for instance in biological systems [10, 111 and traffic flows [12, 
131. The first two sections of this chapter formally introduce the concepts of detailed balance 
and phase transitions with a brief review of equilibrium transitions and their treatment. The 
third section is devoted to phase transitions in driven diffusive systems and their characteristics. 
The last section concludes with a non-exhaustive overview of models outside the class of driven 
diffusive systems. 
2.1 Characterisation of non-equilibrium systems 
2.1.1 The master equation 
Statistical mechanics is concerned with systems containing a large number of constituents usu-
ally of the order of 10 23 , each one having a position and momentum associated with it. The 
motion of each constituent is governed by the full many-body interactions. The assumption 
statistical mechanics makes is to consider the variables describing the microscopic system as 
a statistical ensemble. All positions and momenta allowed can vary independently and each 
representation of this ensemble, i.e. each possible combination of variables constitutes one 
For reviews, see e.g. [7, 8, 9] 
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microscopic configuration C. With each C, one can associate a probability P(C, t) that this 
configuration is realised at time t. At each time step dt, the configuration of the system may 
change to another C' with a transition rate W(C -* C'). The rate of change of this probability 
P(C, t) between t and t + dt is then given by the total probability flow into configuration C 
minus the total flow out of it. This net equation is the master equation: 
ÔP(C, t) = 	
W(C' - C)P(C') - 	-4W(C 	C')P(C) 	 (2.1) 
at e l 
If the flow into and out of C are equal then this configuration is said to be a steady state with 
9P(C, t)/at = 0. 
2.1.2 De1taOecd1 IbaOance 
One can now define equilibrium as a steady state with no net probability flows. In addition to 
the steady state condition aP(C, t) 10t = 0 this requires that the terms in the sum of the master 
equation (2.1) cancel one by one, i.e. the flow from any specific configuration Ci to C 3 (i i) 
has to cancel the flow from C 3 to Ci independently: 
W(C -* C3 )P(C) = W(C -* C)P(C) 	 (2.2) 
This condition is termed detailed balance. 
This equation cannot be tested directly for a given system since the probabilities P(C) of any 
configuration C are usually not known. Instead one can formulate detailed balance in an al-
ternative way. Consider a system with N configurations Ci, C2, . . ., C. Detailed balance can 
then be cast in terms of the transition rates alone: 
W(C i -4 C 2 )W(C 2 -* C3) . . . W(CN1 	CN)W(CN -~ Cl) = 	 (2.3) 
W(C i -4 CN)W(CN Cr_) . . .W(C -+ C) 
This can be proven by inserting eqn. (2.2) W(C -+ C1) = W(C+1 -* C)P(C 1 )1P(C) 
into (2.3) [7]. 
Condition (2.3) must hold for any path through configuration space. If one finds a single path 
where it does not, detailed balance is violated and the system is out of equilibrium. 
For an equilibrium system defined by a Hamiltonian 5 -C, where 5-C depends on the microscopic 
configuration C, detailed balance can be fulfilled by e.g. choosing the transition rates as the 
Metropolis rates [14] 
W(C -+ C') = w(/35-C) 	with 	w(x) = min (1, _x) 	 (2.4) 
2.2. PHASE TRANSITIONS IN EQUILIBRIUM 	 7 
where tJ-C = X(C) - X(C) is the energy difference between C and C'. The corresponding 
probability distribution is then given by the Gibbs-Boltzmann weights: 
P(C) = exp 
	 (2.5) 
Non-equilibrium systems in contrast do show a net flow of probability even in their steady 
states. The subset of driven diffusive systems is furthermore characterised by also preserving 
a flow of mass current. The idea of an additional external driving field was first introduced by 
Katz et a! [15, 16]. It was born out of general interest in non-equilibrium phenomena, with a 
special focus on the properties of fast ionic conductors, as the "Ising model" of non-equilibrium 
physics. It is defined on a hypercubic lattice in d dimensions with periodic boundary condi-
tions. Its sites are occupied by particles which obey hard-core interaction, such that there is at 
maximum one particle per site and the occupation number oi of site i is either 0 or 1. Particles 
can hop to empty nearest neighbour sites, i.e. this model has a particle conserving dynamics. 
The local dynamics is governed by a Hamiltonian J-C which is given by ferromagnetic interac-
tion —J (ij) ajaj. The transition rates between two configurations C and C' are given by the 
following Metropolis rates which include an additional driving term uE: 
W(C - C') = w(8(fC - uE)). 	 (2.6) 
E is the field, the parameter u e { — 1, 0, 1) determines whether hops occur preferentially in 
(+1) or against (-1) the field direction. For finite u the above rates do not obey detailed balance 
any more due to the periodic boundary conditions; the system is out of equilibrium. 
For u = 0 we obtain the equilibrium result of an Ising model with particle conserving dynamics 
which is disordered above a transition temperature Tc and phase separated below. This phase 
separation has been shown by numerical studies to persist in the non-equilibrium case, although 
no exact results are as yet known. 
2.2 Phase transitions in equilibrium 
Most of my work is concerned with the study of non-equilibrium systems and their phase 
transitions. To be able to compare my own findings to equilibrium scenarios, I will use this 
section to briefly summarise the main results of equilibrium statistical physics [17, 18, 191. 
The description of an equilibrium system whose dynamics is defined by a Hamiltonian 5 -C is 
based on the free energy F given as the logarithm of the partition function Z = E exp(—/35-C). 
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Singularities in the free energy are associated with phase transitions which can be either dis-
continuous (first order) or continuous (second order). A discontinuous phase transition occurs 
when a discontinuity arises in the first derivative of the free energy. These first-order transitions 
are characterised by phase coexistence at the critical point, latent heat, hysteresis, etc. 
Discontinuities in the second or higher derivatives of the free energy lead to continuous or 
second-order transitions. At the critical point, these systems show diverging correlation lengths 
and become scale invariant. The divergences at the critical point go as power laws with expo-
nents only depending on symmetry and dimension of the system, not on any microscopic detail. 
This property is termed universality and allows for the description of complex systems by find-
ing a simpler model in the same universality class. The best-known example is the Ising model 
which captures the essential features of e.g. ferromagnetism even in complex alloys. 
An important concept to discuss phase transitions is the order parameter m. Its simplest defini-
tion is that its average (m) vanishes in the disordered phase and is finite in the ordered phase. 
This can be achieved by e.g. choosing it as a derivative of the free energy (e.g. the magnetisa-
tion as the derivative of the free energy with respect to the magnetic field for a ferromagnet), 
but this choice is not unique. 
22.1 Critical exponents and the Widom scaling hypothesis 
The universality associated with second-order phase transitions is an important concept, so 
I will devote this subsection to the derivation of the critical exponents. Consider a system 
exposed to an external field B whose free energy density is denoted as f. The order parameter 
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CB = _T(.) 	 (2.9) 
If the system exhibits a second-order phase transition, this is characterised by a diverging cor -
relation length e at the critical point. This divergence goes with a power law in the distance to 
the critical temperature lTc - TI as 
lTc - TI". 	 (2.10) 
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Furthermore, close to T, the order parameter in tends to zero, the susceptibility x and the 
specific heat CB diverge. All these can be encoded in critical exponents which depend only on 
symmetry and dimension of the system, not on microscopic details. Their behaviour close to 
TC is well-described by the following relations: 
Ic- 





For the order parameter, the variation with temperature is schematically shown in Fig. 2.1. For 
T < T, it is zero, for T > TC it is finite, emerging with a power law. These relations can 
T 
Figure 2.1: Schematic plot of the variation of the order parameter in a second-order transition. 
be shown to hold by using a scaling hypothosis for the free energy density f formulated by 
Widom: 
f(T, B) = th/(B/tx/Y) 	 (2.12) 
where t 	is the reduced temperature. 
TC 
As all of the important quantities are cast in terms of derivatives of the free energy, one can 
compare the expressions obtained by taking the derivatives of (2.12) and compare the resulting 
expressions to (2.11). With this scaling hypothesis one then finds that the exponents are related 
in a system of dimension d such that 
	
7+213 = vd 	 (2.13) 
2—& = vd 	 (2.14) 
These relations are termed hyperscaling relations. They are known to hold as long as a system is 
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The long-range correlations arise close to the critical point even in systems in which the origi-
nal interaction is short range as e.g. in the Ising model or in the percolation problem. The phase 
transition can be usually understood in terms of balancing energy and entropy, i.e. minimising 
the free energy. These considerations lead to the notion that phase transitions do not occur in 
one-dimensional systems with short range interaction in equilibrium (e.g. [17, 19]). 
For long-range interactions between the constituents of the system, the situation is different 
([21] and references herein). Now phase transitions may even occur in id if the interactions 
decay slowly enough, e.g. with a power law [22]. 
2.2.2 Mean-field theory 
The first methodical way of treating phase transitions is based on an idea by P.E. Weiss (1865-
1940). Instead of considering the many-body interactions arising in an ensemble, he assumed 
that the forces each particle experiences can be encoded in a single mean field. Nowadays, 
mean-field theory often means simply neglecting pair and higher correlations by factorising 
them into the products of their means. If, for instance, ai denotes the occupation number of 
site i in a lattice model and its average value over all configurations is given by (oj), then the 
pair correlation (ooj) between two sites i and j is treated as (aj) (o). This reduction, however, 
only proves to be accurate for high spatial dimension (e.g. d = 4 for Ising systems [20]) or 
infinite range interactions. In low dimensional systems with short range interactions it leads to 
a systematic overestimation of the critical temperature and does not predict the correct critical 
exponents. For instance, in the id Ising model it predicts a finite transition temperature. This 
is due to long-wavelength fluctuations not being taken into account. They allow for a system 
to order locally minimising the energy, but without entropy cost due to global disorder. 
Yet mean-field theory is usually still the first method of choice to gain a qualitative understand-
ing. It helps identifying the order parameter and allows for a schematic understanding of the 
microscopic processes. 
2.2.3 Landau theory 
An approach which embraces the description of both first- and second-order transitions is Lan-
dau theory (e.g. [23]). It is based on the expansion of the free energy in powers of the mean 
of the order parameter i = (m). Usually a polynomial of 4th degree is sufficient, because 
the discussion of the free energy then already captures the essentials of the transition such as 
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its order and symmetry breaking. If only even powers are considered, the system exhibits a 
continuous transition and symmetry breaking. If odd powers are introduced, Landau theory 
predicts a first-order transition with the characteristic coexistence of phases and hysteresis. 
Let us begin by considering the case of a second order-transition. The free energy can be 
expanded as 
F = 	 (2.15) 
with a = a(T - Ta), a > 0 and 0 > 0. One can see qualitatively that if the coefficients a 
and /3 have the same sign, F will only have one minimum at i = 0 which corresponds to the 
disordered phase. This is the case for  < Tc. For T > T, the free energy shows two minima 
of equal depth such that the order parameter can be either +i or —ij. This means spontaneous 
symmetry breaking as which minima will be chosen is not determined by any property of the 
system 2  How the free energy changes with T is schematically shown in Fig. 2.2. The depth 
U 	 I 	 I 	 I 




order parameter 1 
Figure 2.2: Second order phase transition in Landau theory. 
of the minima increases with decreasing T and the distance between them increases as well 
leading to a behaviour shown in the schematic picture of the order parameter in Fig. 2.1. 
If a third-order term is introduced 
F 
= C2 + 
	+ 	 (2.16) 
with B < 0 and a and 18 as before, a continuous transition becomes impossible and the transi- 
tion is first order. There are now two temperatures of interest: For T > T1 = T + B2 /4/3a, 
2 Although this picture suggests that spontaneous symmetry breaking may arise under any circumstances, it has 
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F has only one minimum at i = 0. At T = T1 a second minimum starts developing for fi-
nite i, but only as a metastable phase as it is not as deep as the primary one. At T = T2 = 
T + 2B2 19/3a both phases are equally stable. T2 corresponds to the first-order transition tem-
perature at which the jump of the order parameter occurs. For T < T2 the low temperature 
phase is the stable one. This behaviour is illustrated in Fig. 2.3. The existence of the metastable 
H 
-2 	0 	2 	4 	6 	8 	10 
order parameter r 
Figure 2.3: First order phase transition in Landau theory 
states allows for coexistence of the phases between T1 and T2 as well as hysteresis effects. The 
latter arise, because the system is biased towards the minimum around 'ii = o coming from a 
high T, but towards the minimum at finite ij coming from below. 
There is one exception to the discontinuity of the transition in this case: if the prefactors of the 
quadratic and cubic term simultaneously vanish at the transition temperature T2 , i.e. c(T2 ) = 
B (T2 ) = 0, this defines a point of continuous transitions in phase space termed Landau critical 
point [17]. 
Although Landau theory can explain many effects arising in first- and second-order transitions 
such as symmetry breaking, hysteresis, etc. it still makes the assumption - like mean-field 
theory - that the order parameter has a fixed value at each temperature neglecting fluctuations 
which become increasingly important in approaching the critical temperature. How to deal with 
these fluctuations is the approach taken by renormalisation group theory [25, 26, 271 where the 
power law behaviour in second-order transitions is used to find the critical point. Appropriate 
rescaling in either real or Fourier space reveals the critical point as a fixed point due to the scale 
invariance of the power law. 
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2.3 Phase transitions in driven diffusive systems 
Driven diffusive systems can be described in terms of a Hamiltonian plus a driving field as 
illustrated in section 2.1, yet it has become also common to define them in terms of local 
exchange rules of hard-core particles on a lattice. Although these rules only govern nearest 
neighbour exchanges, long-range correlations arise even in the absence of detailed balance 
leading to collective phenomena such as phase transitions [8, 28, 29].  The hope in studying 
these simple lattice models is that some general understanding of non-equilibrium behaviour 
will emerge and that one might even find universality classes similar to those in equilibrium 
where simple models are known to capture the essential features of more complex systems. 
The probably simplest example of a driven diffusive system defined in terms of local rules is the 
asymmetric exclusion process (ASEP). The dynamics leads to particles hopping in a preferred 
direction on a lattice with open boundaries. The first such model where particles were injected 
and extracted at the boundaries was studied by Krug [30] and shown to exhibit a boundary-
induced phase transition. The totally asymmetric exclusion process (TASEP), in which no 
backward moves are possible has been shown to be exactly solvable [31, 32, 33, 34, 35], even 
for several species present [36]. Because of this it often serves as a testing ground for new 
analytical techniques such as the free-energy functional ansatz [37, 38], the theory of Lee-
Yang zeros in the partition function [39] or renormalisation group approaches [40] and I will 
therefore devote the next subsection to a more detailed analysis. Depending on the input and 
output rates it shows phases of different densities which are separated by continuous as well 
as discontinuous phase transitions. This came as a surprise as one-dimensional systems with 
short-range interactions do not exhibit phase transitions in equilibrium. 
The presence of conserved quantities and a drive, leading to non-zero particle current is crucial 
to these phase transitions. The conserved quantity is the density indicating the order of the 
transition by showing discontinuous or continuous changes across the phase boundaries. A 
different route to induce phase transitions in systems with hard-core interaction is to include 
disorder [41, 421. 
Much progress has been made since the first solutions of the TASEP and many interesting col-
lective features such as spontaneous symmetry breaking, coarsening and phase separation (both 
discussed in 2.3.3) have been discovered in driven diffusive systems even in low dimensions. 
Yet it is at present not clear how these findings relate and might form a general picture. I will 
use this subsection to state some results of recent years. 
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2.3.1 ToaOIy asymmetric excDuson process 
The TASEP is defined on a id lattice with N sites where at the left boundary a particle is 
introduced with rate a if that site is empty, and at the right boundary site any particle present 
is removed with rate 3. In the bulk the particles hop to the right with rate 1 if the next site 
is empty. These boundary conditions force a steady state current of particles IN  through the 
system as shown in Fig. 2.3.1. 
0 	 0 	00 0 
1 
Figure 2.4: Schematic picture of the dynamics in the TASEP 
In terms of local rules, the system can be described by denoting the occupied sites with + and 
the vacancies with 0. One then finds 
o left end 
(0) 1  —* (+)i with rate cv 
o right end 
(+)N —+ ( 0 )N with rate 8 
o bulk (1<i<N-1) 
(+)(0)+ —* (0)i(+)i+l with rate 1 
Introducing an occupation variable ai = 0, 1 for each site i depending on whether the site is 
empty or occupied, one can define the steady state current through the system as 
IN = (9i (I — 	 (2.17) 
where "(.)" denotes the ensemble average. Making a mean-field ansatz and factorising the 
correlations with the mean (a) pi and assuming that the current throughout the system is 
the same in the steady state, one is left with 
iN = a(1 — p') =Pi(i — p2) = ... = pN1(1 pN) =I3pN 	 (2.18) 
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where the current in the thermodynamic limit becomes j = limN_ 3N•  Solving (2.18) for j 
and the densities p, one obtains the phase diagram of the system, in which the phase boundaries 
mark where the current j exhibits non-analyticities [31]. Note that mean-field theory yields the 
correct phase diagram only, exact analytical techniques as e.g. the matrix ansatz [32] are needed 
to obtain properties like the correct correlation functions. 
For the TASEP one finds three phases (Fig. 2.5): A high-density phase where the system is 
controlled by the low exit rate /3 (/3 < 1/2; a > /3), the current takes the value j = /3(1 - 0) 
and the bulk density is p = (1 - 3). The density profile in this case is algebraic. Vacancies 
and particles are related by symmetry in this model, if one defines the vacancies entering with 
rate 1 - 3 at the right end and leaving with 1 - a at the left end. This leads to a low-density 
phase where the system is controlled by a low injection rate a (a < 1/2; a < 8), the current 
is j = a(1 - a) and the bulk density is p = a. The third phase is a maximal-current phase 
where both a, /3 > 1/2 and the current is j = 1/4 and the bulk density p = 1/2; the density 
profile decays exponentially in this phase. The phase transitions from the high density or low 
	
LOW DENSITY 	 MAXIMAL 
5= c(I—a) 	 CURRENT 
3=1/4 
0.5 
HIGH DENSITY  
0 	 0.5 
a 
Figure 2.5: Phase diagram of the TASEP 
density phases to the maximal-current phase are both continuous—the density is continuous at 
the transition but has a discontinuity in its first derivative and the current has a discontinuity 
in its second derivative. However the transition from the high density to the low density phase 
is discontinuous—the density is discontinuous and the current has a discontinuity in its first 
derivative at the transition. On the coexistence line between the high and low density phases the 
system consists of a low density region adjacent to the left boundary and a high density region 
adjacent to the right boundary. The currents within the two domains are equal (otherwise 
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one phase would be driven out of the system) and domains are separated by a shock, i.e. a 
sharp domain wall that performs diffusive motion due to fluctuations in the number of particles 
entering and leaving the system [35]. 
The exact solution has been generalised to partially asymmetric hopping in which backward 
moves are allowed and it retains the same three generic phases [43, 441. Indeed, the qualitative 
phase diagram appears robust for one-dimensional, open, driven systems [45, 46]. 
2.3.2 Spontaneous symmetry breaking and phase separation 
The TASEP and related models show boundary-induced phase transitions despite their short-
ranged interactions even in one dimension. It turns out that symmetry breaking can also be 
observed in driven diffusive systems in id. Symmetry breaking occurs when several one-
dimensional systems or lanes are coupled [47] such that the update rules in one lane depend on 
the configuration of the other or when another species of particle is introduced into the TASEP 
which has been studied in [48, 49, 50, 51, 52]. The latter model will be dealt with extensively 
in the next chapter. It is again defined on a one-dimensional open lattice, but has two different 
types of species diffusing through the system in opposite directions. By definition, the system 
is symmetric under particle exchange, yet under certain conditions, the species are present with 
different steady state densities. 
Until recently, it has been believed that releasing the constraint of particle conservation in the 
bulk leads to phase transitions into absorbing states [53] only. Yet it has been shown that even 
in these cases phase separation might occur without absorbing states in a system with periodic 
boundary conditions [541. 
Systems with periodic boundaries often allow for relaxation phenomena such as coarsening 
and phase separation. Phase separation often arises by introducing disorder or defects [55, 56, 
57, 58, 59, 60, 41], again using coupled lanes [61] or several particle species, among these a 
model for three distinct species by Arndt et a! [62], a model for sedimenting lattices for four 
species on two intersecting sublattices by Lahin et a! [63, 64] and the ABC model [65] with 
which the main part of this thesis is concerned. The latter is also defined for three species 
and their dynamics on the ring is totally asymmetric. Lahiri et al coined the term "strong phase 
separation" for a phenomenon observed in all three of these models, namely the striking feature 
that the domains in the phase separated state are pure far away from the domain boundaries. 
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2.3.3 Coarsening and glassiness 
Phase separation is usually achieved by a coarsening process starting from an initially random 
configuration. Particles of the same species group together forming domains which then merge. 
The time for domains to grow via this process increases with domain size leading to slower and 
slower dynamics. It has been suggested that this slow dynamics might be related to glassiness 
[66]. 
Glassy systems or supercooled liquids 3 are characterised by slow dynamics. This is usually 
achieved by cooling a system below its melting temperature T. by a rate faster than required 
for it to allow ordering into a crystalline ground state. The thermally activated motion by which 
particles explore their phase space is impeded such that they become stuck in a disordered 
configuration without being able to relax - at least not on experimentally accessible time scales. 
This results in an extreme temperature-dependence of the dynamic variables: The viscosity and 
the relaxation time increase sharply, the diffusion constant drops. 
The behaviour found for the density correlation function which measures the autocorrelation 
between a particular configuration at time t = 0 (usually taken as immediately after the quench) 
and later times has the following form: After an initial short decay to a metastable plateau 
another decay follows which is in most systems well-described by a stretched exponential in 
time. It is now believed that these relaxations are due to two different mechanisms shown 
schematically in Fig. 2.6 which can be e.g. studied in colloidal systems. As the system is 
cooled below Tm , particles become trapped in "cages" formed by its neighbours. On short 
timescales, they "rattle" in their cages allowing for only small local relaxation (left picture). 
Every now and then, particles manage to escape their cage (right picture) by thermally activated 
jumps. One attempt to relate this picture to configuration space has been by Stillinger and 
00 	0 (3* 0 0  
00 0 0 0 
Figure 2.6: Cage picture for glassy behaviour; left: a particle is trapped in a cage formed by its neighbours 
and can only perform oscillations about this position; right: a particle escapes the cage by a thermally 
activated jump 
3 For reviews on glassy systems, see e.g. [67, 68, 69, 701 
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Weber [711 who considered the potential energy landscape of a glassy system. It is thought to 
be composed of valleys, their minima being metastable configurations out of which the particles 
can escape by thermally activated jumps. The valleys themselves can have a complex structure 
with local minima within the global valleys (see Fig. 2.7). Intra-valley hops between these local 
valley I 	 valley 2 
Figure 2.7: Valley picture for the potential energy landscape (see text): The white particle performs 
intra-valley jumps corresponding to local rearrangements whereas the black particle's inter-valley motion 
accounts for global configuration changes 
minima correspond to "in-cage" movements (note that the "particles" in this picture are now 
configurations in the potential energy landscape rather than actual microscopic constituents of 
the system); thermally activated jumps between valleys correspond to the breaking of cages. 
How far this picture might be valid for coarsening in id has been investigated by [72] with the 
conclusion that the partition into valleys alone without specific dynamics does not give valid 
results in all cases. 
To decide the question how glassiness is related to coarsening mentioned above, a criterion 
has been suggested by [73] which takes into account the effect noise has on the evolution of 
the system: If one has two identical copies of a system at time t = 0, one lets them evolve 
under different noise and measures the evolution of their overlap. If the overlap stays sharply 
defined which is the case if the noise has little effect and the system is mainly described by 
deterministic rules, it is said to coarsen or be of type I behaviour. If, on the other hand, the 
overlap decays over time and the evolution is predominantly driven by noise, then it is of type 
II behaviour or a glassy system. We will examine this classification more closely for the ABC 
model later on. 
2.4. BEYOND DRIVEN DIFFUSIVE SYSTEMS 
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2.4 Beyond driven diffusive systems 
Beyond one-dimensional driven diffusive systems, there is a wide range of models to describe 
non-equilibrium behaviour and I would like to conclude by highlighting just some of the sys-
tems which bear some connection to the ones discussed so far. 
A class of lattice models also described by local dynamical rules are kinetically constrained 
Ising chains [74]. They are defined on lattices of which each site is occupied by a spin. In ad-
dition, a field is applied such that one orientation is favoured. Relaxation of each spin depends 
on the orientation of its neighbours. For certain configurations of neighbours, no spin-flips are 
allowed which leads to slow relaxation. Unlike the slow dynamics found in the driven diffu-
sive systems described above, the "obstacles" impeding the dynamics are here introduced "by 
hand" in choosing the constraints and thereby forbidding certain transitions. Depending on 
whether these constraints are spatially symmetric or asymmetric, one finds different relaxation 
dynamics mimicking the behaviour found in glasses [75, 76]. 
Going back to systems which are defined in terms of particles rather than spins and lifting the 
hard-core constraint, i.e. allowing more than one particle per site defines systems named urn 
models (for a review, see [77]).  They can in some cases be mapped onto equivalent driven 
diffusive systems such as the Zero Range Process [78, 79].  Some exhibit glassy behaviour 
such as slow relaxation and ageing or even self-organised criticality as observed in sand-pile 
models [80, 81, 82]. 
The models discussed so far have all been defined on lattices. A one-dimensional model defined 
in continuum is the Asymmetric Random Average Process [83] which also serves as a model 
for traffic flow. It places particles on a continuum. The dynamics is such that each particle can 
move a certain fraction of the space in front of it leading to condensation phenomena. It has 
been pointed out that this model has some connections with the q-model [84] which describes 
force chains in sand-piles. 
An overview over one-dimensional non-equilibrium models is given in [85]. Going to higher 
dimensions and non-cubic lattices is an important step in trying to transfer the results gained 
from low-dimensional systems onto more realistic applications. Driven diffusive systems on 
2d tori like the first model by Katz et a! [15] or a model by Schmittmann et a! [86], models on 
triangular lattices [87] are just some examples out of another rich field of research. 
Chapter 3 
Totally asymmetric exclusion 
process with two species 
In the previous chapter, we discussed the totally asymmetric simple exclusion process (TASEP) 
in which particles are inserted into an open one-dimensional lattice on one side and extracted 
on the other moving along the lattice without backward moves allowed. Introducing a second 
species into this model was first suggested by Evans et al [48]: This second species enters the 
system at the output side of the first species, yet with the same input rate a and exits at the first 
species' input side with the same exit rate 6. In the bulk, the particles do not interact other than 
via the hard-core constraint, a particle of the opposing species is treated like a vacancy. Under 
species exchange, the system is therefore symmetric. 
Describing this system using mean-field theory, one finds that the equations for the two species 
can be decoupled such that the system can be treated as containing two separate one-species 
TASEP. The one-species TASEP solution predicts three phases for each species, yet the hard-
core constraint does not permit combinations in which the total density exceeds one. Combin-
ing allowed phases therefore leads to the four phases for the two-species model as described 
in the following: For low output rates analytical and numerical studies have confirmed that the 
system exhibits symmetry breaking such that one species is present with a high and the other 
with a low density [49, 50] despite the symmetrical set-up. For high enough 0 both species are 
present with equal densities. For intermediate fi mean-field theory allows for another asym-
metric phase such that the densities for both species are low, yet different. Numerical studies 
by Arndt et al [5 1] did not provide any evidence for this second asymmetric phase and instead 
suggested a direct transition from the low-,8 asymmetric phase to the symmetric regime. To 
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clarify whether the intermediate phase is only an artefact of mean-field theory and what the na-
ture of the symmetry-breaking transition is, we performed extensive Monte Carlo simulations. 
Our numerical analysis presented in this chapter confirms the existence of both asymmetric 
phases, albeit not in the fashion suggested by the mean-field approach. We sketch an alterna-
tive picture to understand the mechanism of the phase transition which allows the numerical 
values of the densities to be calculated. 
31 ModM deflnMon  
The model is defined on a one-dimensional open lattice with N sites for two particle species 
denoted as 'positive' and 'negative', although they only exhibit hard-core interaction, i.e. no 
more than one particle is allowed per site. We indicate the presence of a hole by '0', and of a 
positive or negative particle by '+' and '-' respectively. The site is denoted by an index. The 
possible configuration changes that may occur in time dt can be described as follows: 
left end: 
(0) 1 -* (+) 1 with probability a dt 
(-) 1 -+ ( 0 )i with probability 3 dt 
right end: 
(0)N -* (-)N  with probability a dt 
(+)N -* (0)N with probability / dt 
bulk (1 < i < N): 
(+)i(0)i+1 -* (0)(+) 	with probability dt 
( 0)( — )+ i - (—)( 0)+i 	with probability dt 	 (3.3) 
(+)( - )+ i -* (-)(+)--i with probability dt 
Thus the two types of particles hop with rate 1 in opposite directions on the lattice. Positive 
particles are injected at the left-hand side with rate a, if the first site is empty, and removed 
from the right-hand boundary with rate 0 if the last site is occupied. In the bulk, particles 
of different species swap places with rate 1 in the same fashion as each species interacts with 
vacancies, i.e. they do not "see" each other. With respect to the two types of particles the model 
is symmetric, thus negative particles enter the system on the right-hand side with rate a, and 
leave on the left-hand side with rate P. 
In the following we will consider only the case a = 1. 
(3.1) 
(3.2) 
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3.2 Mean-field theory 
Here we review the mean-field theory and associated phases described in [48, 49].  The mean-
field theory is implemented by approximating two-point correlation functions by products of 
one-point correlation functions as described in 2.2.2. 
Let pi (m e ) denote the average positive (negative) particle density at site i E 11, 2,..., N}. In 
a stationary state, the positive (negative) particle currents j (j — ) through the system are site 
independent and satisfy, in the mean-field theory, 
= p . (1 - Pi+i) 	 (3.4) 
j 	= m1 (1 - rn) (3.5) 
for the bulk (1 < i < N) and 
j+ = (1— Pi - Ml) = /3PN 	 (3.6) 
j = Omi = (1 - PN - MN) 	 (3.7) 
for the boundaries. We will denote the limiting bulk densities far away from the boundaries as 
p, m so that in the limit of large N 
j+ -* P(1—P) 	 (3.8) 
j_ -+ m(1—m) . 	 (3.9) 
Notice that the two systems of particles are only coupled by the boundary conditions (3.6), 
(3.7) as they do not interact in the bulk. The mean-field theory solves for the currents through 
the definition of effective boundary rates 
+ 	1-p1-m1 	
j+ 
= 	 =. 	. 	 (3.10) 
' - P1 	3+3/13 
- 	l- pN - mN 	i = 	 (3.11) 
1-mN j+j+/13 
(3.12) 
Then the equations for the currents of each species can be solved self-consistently by using 
the solutions of the mean-field theory for the single species model [31] presented in 2.3.1: 
high density, low density and maximal current phase. Considerations concerning which of the 
single-species phases are compatible with each other under the hard-core constraint lead to the 
identification of four phases for the two species system [48, 49]. 
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There are two symmetric cases in which the currents for both species are equal (j = j), 
hence from (3.10,3.11) one can deduce the condition 
(3.13) 
In the maximal current symmetric phase both species are in the maximal current single species 
phase. Thus j+ = j = 1/4, p = m = 1/2 and the density profile decays algebraically. The 
phase exists for 8> 1. 
For /3 < 1, the system is in the low-density symmetric phase, in which both species are in a 
low density single species phase. Thus j = j = /3/(i + 3)2 and p = m = i3/(1 + /3) with 
an exponentially decaying density profile. 
For the two asymmetric phases the short-time averages of the currents and densities differ. Note 
that over long times the system flips between the symmetry-related states. In the following, it 
will be assumed that the positive particles are the majority species for the short-time average 
i.e. > j. 
In the high-density/low-density (hd/ld) phase this leads to 
j+ = /3(1—/3) 
	
(3.14) 
J 	= a (1 - 	 (3.15) 
where 
c=1— \/ii7. 	 (3.16) 
The bulk densities are 
p= 1—/3  and m= 1— 	 (3.17) 
This phase is found for 	> /3 which yields using (3.10, 3.14,3.15) 0 < 0.329. 
This phase has been studied in the limit /3 -+ 0 [50]. For very low output rates, the time it 
takes a particle to leave the system and allow a particle of the other species to enter is much 
longer than the time needed particles to travel to their output end. A typical configuration will 
therefore have the form 
—00...00++++ 	 (3.18) 
with all negative particles forming a domain at the left and all positive particles forming one 
at the right end of the system. Once, say, a "+" leaves the system and a "-" may enter and 
will then typically travel to the left domain before the next change in particle numbers occurs. 
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Configuration changes can then be described as a random walker in two dimensions spanned 
by the length of the "-i-" and "-" domains. One finds that the walker is mostly in a position 
where one domain is much larger then the other and the majority species prevents the minority 
species from entering. A flip between majority species will only occur, if the current majority 
species leaves the system altogether due to fluctuations making way for an influx of particles 
from the other species. This is found to occur on time scales increasing exponentially with 
system size. 
In the low-density/low-density (idJid) asymmetric phase positive particles and negative parti-
cles are in distinct low density phases thus 
= c (1 - a+) 	 (3.19) 
j 	= c (1 - a) 	 (3.20) 
where a+  c. Some calculation yields for the densities 




- 2 - 1_3 
1/2] . 
	 (3.22) 
2(1—fl) ( 1+ )3 fl ) 
The condition for this phase is a+ < 3 i.e. /3 < 0.329. There is a continuous transition to the 
Id symmetric phase at 0 = 1/3. 
Thus, as we increase /3 from zero the mean-field theory predicts the following sequence of 
transitions: at /3 = 0.329 a discontinuous transition from hd/idto id/id; at /3 = 1/3 a continuous 
transition from the id/id asymmetric to the low-density symmetric phase; at /3 = 1 a continuous 
transition from the Id phase to the maximal current phase. 
This system has also been studied by Arndt et al [51]. Their approach has been to assign 
a non-equilibrium free energy density to each steady state. The steady state for each input 
and output rate is determined by fixed values p and m of the densities. In the asymmetric 
phases, the difference p - m should then have a well-defined value which should vanish as the 
symmetric phase is approached. One can then numerically measure the probability distribution 
P(p - m) of this quantity which depends implicitly on system size as well and define a free 
energy density as the negative logarithm of this probability distribution: 
f(p - m) = lim (-I log P(p - m)) 	 (3.23) 
N—*oo\ N 
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This analysis shows a free energy density evolving with the output rate such that two minima 
appear in a discontinuous transition around = 0.275 which hints at the hdlld phase emerging 
directly from the symmetric phase without a clear indication of the Ic/lid phase. 
We were interested in understanding how the strongly broken phase as described above can 
move discontinuously from the hdlld phase to the low density symmetric phase as suggested 
by [511 and performed a numerical analysis in the region where mean-field theory and [5 11 
expected the transition. 
3.3 MmWaMons  
To investigate the model, we carried out extensive Monte Carlo simulations using a standard 
random sequential updating procedure to simulate the dynamics. Starting from an initially 
random configuration with an equal number of positive and negative particles on a lattice of 
N sites , we set the value of 0 (ce was set to unity in all our studies) and chose lattice sites at 
random, updating them according to the rules (3.1-3.3). 
3.3.1 IProIbabOfty thsrb1lJon 
First of all, we followed the idea of Arndt et al [51] and simulated the probability distribution 
P(p, m) of the steady state, but as a function of both positive and negative particle density p 
and m and for various 3. In a simulation the positive and negative particle densities p and m 
are evaluated every ten Monte Carlo sweeps (N single updates) to build up a histogram for the 
probability distribution P(p, rn) over 108  sweeps in total. 
As shown in Figures 3.1 to 3.5 where P(p, m) is plotted for a system size of N = 500 sites 
and 3 = 0.265, 0.274, 0.280, 0.284 and 0.290 the three different phases qualitatively predicted 
by mean-field theory can be found. Quantitatively, the values differ from the mean-field results 
which predict the transition from the hdlld to the id/id for 0 = 0.329 and the transition to the 
symmetric phase for ,8 = 1/3. 
In Fig. 3. 1, the output rate /3 = 0.265 and the system is in the hdild phase. The probability dis-
tribution shows two well-separated peaks at (p, m) (0.74, 0.14) and (p, m) (0.14, 0.74) 
which correspond to the densities s0majority = 1 - /3 and Pminority = 1 - /1 /3 predicted by 
mean-field theory in section 3.2. A transition occurs at 0 0.274 (Fig. 3.2). One observes 














Figure 3.1: A 3-d plot of the probability density P(p, m) as a function of the particle densities m, p for 










Figure 3.2: P(p, in) as in Fig. 3.1 for N = 500, /3 = 0.274, different scale than Figures 3.1 3.3-3.5 






























Figure 3.5: P(p, m) as in Fig. 3.1 for N = 500_8 = 0.290 
probability distribution the density of one particle type is constant and the density of the other 
fluctuates strongly. This behaviour corresponds to coexistence of the hcJJld and Id/id phases 
in the same system with a wandering domain wall or shock that is equally likely to be at any 
position separating the regions of different density. However, there is a clear saddle point sep-
arating the two arms of the boomerang. This is in contrast to the first order transition proposed 
by Arndt et al. in which P(p, m) is supposed to be constant along the whole structure. At 
= 0.280 (Fig. 3.3), we observe evidence for a Id/id asymmetric phase. The probability dis-
tribution shows two peaks at values which are < 1/2 for both p and m confirming the existence 
of a idlid asymmetric phase. However, note that the saddle point separating the two peaks itself 
has a high probability. When ,3 is increased to 0.284 (Fig. 3.4) the probability appears to have 
a flat top indicating that one is at the transition to the symmetric phase. Finally, for = 0.29 
the system is in the symmetric phase with p = m = 0.22 ,@/(1 + j3). 
The maxima in the probability distribution, corresponding to a second symmetry broken phase, 
are clearly visible for /3 = 0.280, but there remain some questions about the nature of this id/id 
phase. First of all, the location of the peaks is not correctly described by mean-field theory; 
the minority density is Pminority 1 - VT_ /3 as for the hd/id phase, but the majority species 
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is found to be present with density Pmajority 	8 which does not agree with the mean-field 
value. Furthermore, it is striking that the maxima are not only separated by a very high saddle, 
but also have long tails in the hdlld region of the distribution that are a vestige of the transition 
from the hd/ld phase (Fig. 3.2). 
3.3.2 TemporaD evoDuton 
To gain a deeper understanding of these features, we explicitly illustrate the time evolution of 
the densities at 13 = 0.275 close to the transition from the hd/ld phase (Figs. 3.6-3.8). The 
sequence shows different periods of a single simulation run. The positive and negative particle 
densities p and m and their difference are plotted. Different types of behaviour are clearly 
observed as time evolves. In Fig. 3.6 the simulation begins with densities corresponding to 
the arm of the boomerang: the density of the majority phase fluctuates strongly, while that of 
the minority phase is relatively constant. In Fig. 3.7 the simulation moves into a short period 
of symmetric densities corresponding to the Id phase then progresses to a symmetry broken 
period corresponding to the id/id phase. Finally Fig. 3.8 illustrates curious oscillations in the 
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Figure 3.6: Time evolution of the particle densities p, in and density difference p - m during a single 
simulation at ,3 = 0.275: minority species has low density = 1 - /1 7  0.149, density of majority 
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Figure 3.7: Time evolution of the particle densities p, m and density difference p - m during a single 
simulation at /3 = 0.275: weak fluctuations around Psym = 3 = 0.216 turn into asymmetric phase with 1 +0 
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Figure 3.8: Time evolution of the particle densities p, in and density difference p - m during a single 
simulation at /3 = 0.275: both species fluctuate strongly around density value of symmetric phase Pym = 
1+0 
= 0.216 
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behaviour. One might expect this to be a finite size effect and that for N -4 00 one behaviour 
dominates. We will provide evidence for this below. 
Another consequence of competing behaviours is that they do not coexist in a system, rather 
the system switches from one behaviour to another. This implies that although the transition 
to from the Id/id phase to the symmetric is discontinous there is no coexistence between the 
phases. This is in contrast to the discontinous transition from the hd/ld to the id/id phase where 
there is coexistence. One can also rule out coexistence at the Id/id to symmetric phase transition 
on theoretical grounds: it is not possible for a phase with symmetric currents to coexist with a 
phase with asymmetric currents in the same system. Curiously, although coexistence does not 
occur, Fig. 3.4, appears to have a flat-topped distribution indicating a discontinuous transition. 
It would be interesting to see whether this is just a finite size effect. 
3.3.3 Dependence on system size 
We defer the introduction of a more intuitive description than mean-field theory, which will 
explain some of the findings described above, to the next section. We first have a closer look at 
how the behaviour near the transitions changes with increasing system size. 
To provide a more convenient two-dimensional representation of P(p, m), we will plot in the 
following the maximum of P(p, rn) as seen along diagonals satifying p - m = constant. As 
the probability distribution is symmetric around the line p = m, it is sufficient to restrict the 
plot top - rn> 0. 
For increasing system size N, the peaks corresponding to a id/id asymmetric region become 
more pronounced as is shown in Figure 3.9 for system sizes of N = 100-2000 and for an 
exit rate 0 = 0.275. To quantify the sharpening of the peaks we plot the ratio of the height of 
the peak to the height of saddle in Figure 3.10. Although the increase is slow, it is monotonic 
and can be fitted by a power law (oc N ° ' 2 ). This indicates that the peaks corresponding to a 
Id/id phase should dominate the probability distribution in the large N limit. Figure 3.10 thus 
provides strong evidence that the id/id phase does truly exist. 
However, one should note that the power-law scaling of the peak to saddle ratio is unusual—
within an equilibrium free energy picture (where P(p, in) '-.-' exp Nf(p, m)) one would expect 
the ratio to scale exponentially with N. Conversely the power-law scaling implies that the 
escape time or flip time from the id/id phase does not increase exponentially with N. We will 
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Figure 3.9: Maximum of P(p, m) for fl = 0.275 and N = 100 (dashed - long), N = 200 (dashed - short), 





system size N 
Figure 3.10: maximum/saddle ratio in the probability distribution P(p, m) 
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breaking. However for finite size systems these blockages are not stable for long times (at least 
not for times exponential in the system size) which contrasts with the hd/ld phase. 
These observations lead us to the following blockage picture for the id/id phase as illustrated 
in Figure 3.11 b). There is a small blockage of positive particles at the right end of the system. 
Thus the domain wall of Figure 3.11 a) is now pushed to the right end of the system. In order 
to obtain the currents and the densities in the id/id phase we assume that the blockage of the 
majority species is stable in the sense that the current into the blockage equals the current 
Out. We also assume that the the densities of both species are basically constant within each 
domain. This is backed up by our numerical results. This assumption of a stable blockage 
and constant density at the output side of the majority species implies using the mean-field 
equations (3.4-3.7) that 




PN = 1 - /3 and j+ =/3(1 - 0) . 	 (3.25) 
Since the current into the blockage is equal to the current out one obtains 
bp 
Pi = /3. (3.26) 
The blockage also controls the input of the minority species and we can determine m bp from 
the condition 
bp 	bp 	bp 	bp 
j 	mN - PN = mN (1— MN 
	
) 	 (3.27) 
and one finds 
bp 
N 	1-- \/IT. 	 (3.28) 
Note that these results for the bulk densities (3.26,3.28) differ from the mean-field theory pre-
dictions(3.21,3.22). Also observe that (3 .25,3.28) are the same as the corresponding mean-field 
expressions for the hdlld phase (3.17). Thus one can think of the blockage picture as being an 
extension of the mean-field theory into the id/id regime. Finally observe that the majority and 
minority densities given by the blockage picture for the id/id phase do not coincide (except 
at 0 = 1 or 0) thus the blockage picture is consistent with a discontinuous transition to the 
symmetric phase at some lower value of /3. 
To summarise, in the case of the hdlld phase the blockage occupies the bulk of the system, the 
bulk density for the majority species is given by p+ = p = 1 - /3. The bulk density for 
bp the minority species is given by p = m = 1 - /1 - 3. At the transition from the hd/k 
to the id/id phase the domain wall may be found anywhere in the system. This corresponds to 
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a shock, that is a sudden change in density over a microscopic region. The wandering of the 
shock produces the arms of the boomerang on the plots of P(p, m) presented in Figure 3.2. In 
the Id/id phase the domain wall is localised at the right end of the system. The bulk densities 
are given by (3.26,3.28) as =,8 and p = 1 - /1 --#. 
The blockage picture explains the qualitative features of the phases and predicts quantitatively 
the densities in the Id/Id phase. However, it does not make any further quantitative predictions 
e.g. for the values of /3 at the transition points. Also some features remain unexplained. For 
example in the Id/id phase a stable blockage (as defined above) is assumed at the right hand 
boundary. For such a blockage, one would expect a diffusive motion of the domain wall leading 
it to explore the whole system. Yet, this only occurs at the transition from hdlid to id/id; in the 
id/id phase the blockage is pinned near that boundary. This suggests that the blockage is only 
stable over short times. It would be interesting to understand this more fully. 
In this chapter we studied a totally asymmetric simple exclusion process for two species which 
exhibits spontaneous symmetry breaking. In particular we have made a detailed study of the 
transition from the symmetry broken regime to the symmetric regime. We carried out Monte 
Carlo simulations to investigate the transition between the previously studied high-density/low 
density asymmetric phase [48, 49, 50] and a symmetric phase. We found evidence for the 
existence of a second asymmetric phase. However, although the observed particle densities in 
this region are unequal and both smaller than 1/2, they do not correspond to the predictions of 
the mean-field id/id asymmetric phase. 
Instead a simplistic description of this phase is provided by the 'blockage picture'. It ascribes 
the symmetry breaking in the two species system to the buildup of blockages at the output end 
of one particle type due to the low output rate. These blockages then prevent the other particle 
species from entering which results in a lower density. This picture is in accord with mean-field 
theory for the hd/id phase; it gives new insight into the observed id/id asymmetric phase. 
Interestingly, although both transitions (from hdild to id/id and from id/id to symmetric) are 
discontinuous, they are of different types. At the first transition one has coexistence between 
the hd/ld and id/id phases. This is manifested by the presence of a shock in the density of the 
majority species wandering through the system. At the id/id to symmetric transition, however, 
one cannot have coexistence simply because a phase with symmetric currents of particles can- 
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not coexist in the same system with a phase where the currents are not symmetric. Thus we 
have a discontinous transition without coexistence. 
We now address the discrepancies between our conclusions and those of Arndt et al. As de-
scribed in 3. 1, their approach had been to assign a free energy density to each steady state 
defined by c and /3 which depended on the difference in densities p - m alone. Compar-
ing this to our three-dimensional probability distribution P(p, in) in which the densities are 
treated as independent variables, it corresponds to integrating P(p, in) along diagonals satis-
fying p - m = constant. P(p - m) therefore does not distinguish between the rather narrow 
peaks and the lower but wider saddle between them. Considering the logarithm of this function 
to calculate the free energy will flatten any remaining maxima of P(p - m) in the id/id phase 
even further. This explains why Arndt et al concluded the id/id phase was absent. In Fig. 3.9, 
on the other hand, we project P(p, m) onto a two dimensional representation by taking the 
maximum along the diagonals p - m = constant. For the finite size systems considered this 
preserves more faithfully the three dimensional structure of P(p, m) and we clearly see the 
id/id phase. 
Finally, we would like to mention the flip time in the asymmetric phases. For finite system sizes 
the blockages in the id/id asymmetric phase are only stable for short times implying that the flip 
time in this asymmetric phase is in turn small. For 0 vanishingly small (i.e. in the hd/ld phase) 
it is known that the flipping time grows exponentially with N [50], whereas in the symmetric 
phase the flipping time increases linearly with N which is the time it takes fluctuations to tra-
verse the system. Both of these dependences have been confirmed by simulations which we do 
not present here. It would be of interest to determine the scaling of the flip time with N in the 
id/id phase. A dependence on N distinct from the hd/id and symmetric phase would provide 
further understanding of the id/id phase. In the id/id regime, however, the instabilities of the 
blockages make it difficult to observe distinct non-linear behaviour for system sizes accessible 
by simulations. We found instead that the id/id phase is strongly dominated by symmetric be-
haviour for small systems. This simply reflects that the maxima of the probability distribution 
are not very pronounced for the Id/id asymmetric phase. A peak-to-saddle ratio of one order 
of magnitude which should be a threshold for a crossover to such non-linear behaviour corre-
sponds to system sizes several orders of magnitude larger than the ones investigated here. It 
remains a numerical challenge to go to such large system sizes. 
Chapter 4 
The ABC model Coarsening in a 
driven diffusive system 
The previous chapter dealt with a driven diffusive system exhibiting symmetry breaking. The 
fact that this phenomenon can be observed in a one-dimensional system despite the short-range 
interaction is solely due to the fact that the system is far from equilibrium. Similarly, sys-
tems far from equilibrium with nearest neighbour interactions only have been shown to exhibit 
coarsening and phase separation in low dimensions [62, 63, 641 which is forbidden in equi-
librium [17]. One example of a driven diffusive system exhibiting this behaviour is the ABC 
model [65, 88].  It comprises three species of particle, denoted as A, B and C, diffusing asym-
metrically on a one-dimensional lattice with periodic boundaries. This model shows a number 
of interesting features. The diffusion is totally asymmetric, A particles prefer to be to the right 
of B particles which try to be to the right of Cs which themselves again sit preferentially to 
the right of As. Unstable neighbouring pairs swap places with rate 1, stable pairs have a finite 
rate q < 1 to swap back. These dynamical rules lead to the forming of domains and through 
merging of these domains to a coarsening process into a phase separated steady state. Interest-
ingly, the coarsening process is anomalously slow, the domains growing only logarithmically 
in time, unlike the usual power law dependence. Slow dynamics is a feature usually related to 
glassiness as discussed in chapter 2. This chapter will not only introduce the model, but also 
try to decide how its slow relaxation can be evaluated in the light of glassy dynamics. 
WE 
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The ABC model is defined on a id ring with N lattice sites[65, 88]. Each site is occupied by 
one of three types of particles denoted as A, B or C. They exhibit hard-core interaction, i.e. 
only one particle per site is allowed. Neighbouring sites on the ring are exchanged according 
to the following rates: 
q 
AB 	BA 
BC 	CB 	 (4.1) 
CA 	AC 
Note that this dynamics conserves the number of particles. 
This model has been extensively studied in [65, 881 by analytical and numerical means. We 
will briefly review the main results. 
The species are only distinguished by their dynamics (4.1). In the special case of q = 1, 
the dynamics of each species is the same and therefore they diffuse symmetrically as I shall 
describe below, remaining in a disordered state at all times. 
However, for any q 	1 the particles diffuse asymmetrically and the system coarsens into a 
phase separated state. Thus the steady state exhibits long-range order, even though the dynam- 
ics is strictly local. We will restrict our discussion of q 	1 to the case q < 1 for simplicity. 
The case q > 1 can be obtained by the transformation q -* 11q together with the exchange of 
A and B particles. 
The coarsening process for q < 1 can be understood as follows: starting from an initially 
random configuration, there is a short transient period in which unstable pairs BA, CB and 
AC are eliminated according to (4.1). With only stable domain walls left, the system arrives 
at a metastable configuration of the form A. .. AB.. . BC. . . CA. . . AB. . . BC. . . CA. 
Now a coarsening process ensues in which domains of equal species merge. Consider e.g. 
a domain of A particles. An A particle from the right edge of the domain neighbouring a 
B domain of length 1B  has a probability q to swap place with any of the B particles and 
therefore a probability of qiE  to traverse the entire B domain. Once it arrives at the boundary 
to the C domain, there is no further energy cost required to move through as the rate for each 
of these exchanges is 1. In the same fashion an A particle to the left of the A domain has a 
probability qIC to traverse the C domain of length tc  to its left. Therefore the coarsening 
will take place across the shortest domains as they are the most probable ones to be crossed. 
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If the typical domain size at some time t is 1, then the rate at which these domains grow is 
given by q1 . Thus the length of the domains grow logarithmically in time 1 '-' in t. This 
growth law which is slower than any power of t is referred to as anomalous coarsening[66]. 
Ultimately the coarsening process results in a strongly phase separated state comprising three 
domains. The term "strongly phase separated" has been coined by Lahiri et a! [63] to describe 
the phenomenon that far away from the domain boundaries the domains are pure in the sense 
that the probability of finding an "alien" particle vanishes. 
In this phase separated state on a finite system, particles still have a finite probability of travel-
ling through the system. As described above, an A particle from the A domain has a probability 
of traversing through the B domain to its right with a rate qIB  and the C domain to its left with 
qIC leading to a net current of A particles of I qIC - qIB and similarly for the B and C parti-
cles. These net currents are obviously zero if all domains have the same length, i.e. if all three 
species are present with equal densities. 
4.1.1 Energy function for equal particle numbers 
One can furthermore show that in this special case of equal particle numbers NA = NB = 
Nc = N13 the steady state obeys detailed balance with respect to a long-range energy func-
tion X. A configuration of the system is specified by the set of indicator variables {Xj = 
{A, B, C 1 } which take values 1 or 0 according to whether site i is occupied by the relevant 
particle. For example A, = 1 if site i is occupied by an A particle. Clearly, the hard-core 
constraint demands A + B + Ci = 1. With these indicator variables the energy function may 
be written as: 
NN-1 
= N 
E E k (BC+k + C1A+k + ABj +k) 	 (4.2) 
i=1 k=1 
and the steady state weights of the system are given by 
P({K2}) - - ZNq ({X}) 	 (43) 
where ZN = E qJ(({Xi}) denotes the partition function. Note that the energy given in [65, 881 
differs by a constant from (4.2). 
To show that detailed balance is satisfied for (4.2), consider an exchange of particles on the 
lattice, e.g. .. 	 . . . BA. ... If the particle numbers are equal, the difference in H be- 
tween these configurations is 1 and the rates PN  satisfy qPN(. . . AB.. .) = PN(. . . BA...). 
42 	 CHAPTER 4. COARSENING IN THE ABC MODEL 
In (4.2) the interaction between sites i and i + k are both long-range and asymmetric and the 
energy function is superextensive and scales quadratically with system size N. 
The coarsening process described above is anomalously slow as the domains grow typically 
only logarithmically in time. This raises the question of how the model explores its phase space 
and whether it exhibits glassy dynamics [661. We will address this last connection in the next 
section and will first try to gain a better understanding of the complex coarsening process itself 
by considering a simplified toy model. This only takes into account the metastable states[65]. 
Note that we will restrict the discussion to the special case of equal particle numbers for each 
species. The metastable states are the configurations made up of an equal number s of A, B 
and C domains arranged as 
A1B1C1A2B2C2 ... A S B 5C5 	 (4.4) 
If a, bi and ci denote the lengths of the domains A, Bi and C, respectively, the dynamics is 
reduced to hopping to a neighbouring domain of the same type, which preserves the structure 
(4.4). The hopping rates are determined by the length of the intermediate domains. For each 
time step the following processes occur: 
ai 	a-1 
} with rate qbt 
a+i 	a 1 + 1  
(4.5) 
ai 	a-4-1 
—+ 	— 1 	
with rate qCt 
a+i 	a 1  
with 0 < q < 1. bi and ci are updated analogously. 
As mentioned in 4. 1, the dynamics in this toy model will be driven by coarsening across the 
smallest domain, because this process has the highest probability. This allows us to estimate 
the coarsening time. The growth law of the shortest domain 1 mm (t) at any time t can be derived 
as follows. After elimination of the shortest domain, 1min  will increase by 1. Assuming that the 
average domain length at any time t is given by (1) which will be a multiple a of 1mjfl,  the rate 
of change is Imin the inverse time it takes a typical domain to cross the shortest domain 
Im i n : 
01min - qlmln (4.6) 
- aim in 
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The scaling form of the average domain size is then 
tr 	 (4.7) 
In (q) 
From simulations, a was found to be 2.6 [65]. 
Moving to a deterministic description, the discrete processes (4.5) can be conveniently rewrit-
ten as a system of coupled differential equations: 
a2 (t) = qbi_ i (t) - qCi_l (t) + qCi (t) - qbi(t) 
b 2 (t) = qCi_l (t) - qa i (t) + qa + 1(t) - q Ci  () 
= qai(t) - qbi(t) + qb1+1(t) - qai+i(t) 	 (4.8) 




For s domains of each particle species there are therefore 3 (s—i) coupled differential equations 
to solve. 
We will first present the continuous solutions of the deterministic equations (4.8) and will then 
illustrate the changes induced by the stochasticity of the original toy model (4.5). We will 
restrict the following discussion to the case s = 2. This is of particular interest because it 
describes the decay of the energetically lowest metastable state to the ground state and might 
already reveal some of the features common to the more complex processes associated with 
s>2. 
One remark seems appropriate before proceeding with the investigation. The reduction to the 
metastable states alone can be compared to the approach suggested by Stillinger and Weber 
{71] for the description of supercooled liquids which has been addressed in 2.3.3: Their dy-
namics slows down dramatically depending on the cooling rate such that the system appears 
stationary on experimental time scales without being in an ordered ground state. The idea is to 
view such glassy systems in terms of the minima of their potential energy landscape alone with 
appropriate dynamical rules to allow hopping between them. Constructing the landscape in a 
complex fractal fashion with the valleys themselves containing several minima accounts for lo-
cal rearrangements - described as intra-valley moves - as well as global configuration changes 
- inter-valley jumps - while the system tries to find its ground state. During this process it can 
become trapped in deeper and deeper valleys thus impeding the kinetics. 
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What is at present still unclear is whether this picture is valid for coarsening processes in one 
dimension - which has recently been questioned [72] - and which form this energy landscape 
takes for a system with periodic boundaries in which the metastable states as well as the ground 
state are degenerate of the order of the number of lattice sites. 
4.2.1 DetermWsft soOu1oro for s = 2 
The solution of equations (4.8) for the case s = 2 is reduced to solving only three coupled 
equations (the index 1 is omitted for simplicity, we further use the constraint (4.9) such that 
a2 =n—aetc.): 
à(t) = qn_b(t) - qfl_C(t) + q t) - qb(t) (4.10) 
b(t) 	qfl_c(t) - q-(t) + qfl_(t) - qc(t) (4.11) 
â(t) = qa(t) - qb(t) + q fl_b(t) qn_a(t) (4.12) 
The fixed points lie on the line defined by a(t) = b(t) = c(t) = n/2 	m2. A stability 
analysis for equations (4.10 - 4.12) can be obtained by expanding the variables around this line 
as 
a(t) = 	m2 + 	(t) 	 (4.13) 
b(t) = 	m2 + i3(t) 	 (4.14) 
C(t) = 	m2 + 'y(t) 	 (4.15) 
	
with 0 < x < n arbitrary. With u(t) 	(c(t), i3(t), -y(t)), the linearized equations can be 
written as 
(t) = Au(t) 
	
(4.16) 
with the matrix Il defined by 
0 1 —1 
A 	2z2 	1 	0 	1 	z 2 =I In q (qm2 ) 	 (4.17) 
(—I 1 0 
The eigenvalues of it are A 1 = — 4z2, A 2 = 2z2 and A3 = 2z2. The corresponding eigenvectors 
are: 
2 = 	0 	, 	= 	1 	
(4.18) 
1 1 0 
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u(t) = cie Alt  vj + c2et22  + c3ey . 	 (4.19) 
These eigenvectors represent different modes in which the system can decay. The expressions 
"growing" and "shrinking" of domains used in the following to describe positive and nega-
tive decay modes are, of course, only meaningful in a relative sense. Each pair of domains of 
the same species is related by the constraint (4.9) that the total particle number remains con-
stant, i.e. for each domain growing, the corresponding one shrinks and vice versa. The actual 
coarsening is a linear combination of 
. two domain shrinking and one growing (, as shown in Fig. 4.1 a)) 
• one domain each growing, shrinking and remaining constant in size (22,  sketched in Fig. 
4.1 b)) 
• two domains growing and one remaining the same () 
Note that the isolated scenarios described by the eigenvectors v 2  and E3 are essentially equal 
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Figure 4.1: Solution for the linearised equations (4.20) with q = 0.9 and n = 100 particles of each species, 
particle numbers as a function of time, a is denoted as a solid, b as a dashed and c as a dash-dotted line. 
initial distribution: a) a = 50, b = 50, c = 10 particles; b) a = 45, b = 50, c = 55 
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The coefficients ci are determined by the initial conditions a(0) = ao, 3(0) = /3o and 7(0) = 
Yo. Consequently the time evolution of (t) can be expressed in terms of the initial conditions, 
so that 
t) = 9(014 0 ) 	 (4.20) 
where 9(t) is a 3 x 3 matrix 
g(t) 	h(t) —h(t) \ 
3 	 I 
h(t) 	g(t) 	h(t) 	I . 	 (4.21) 
—h(t) h(t) 	g(t) ) 
g(t) = 	e_4z2t + e2z2t 	 (4.22) 
	
h(t) = l e_ 4z2t - e2z2t. 	 (4.23) 
We now compare the results of the linear analysis with the solution of the full equations (4.10 
- 4.12) which we obtained numerically by using a Runge-Kutta algorithm. The results for the 
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Figure 4.2: Solution for the nonlinear equations (4.10 - 4.12) with q = 0.9 and n = 100 particles of each 
species, particle numbers as a function of time, a is denoted as a solid, b as a dashed and c as a dotted 
line, initial distribution: a) a = 50, b = 50, c = 10 particles; b) a = 45, b = 50, c = 55 
4.2. THE TOY MODEL 	 47 
The decays on short timescales and long plateaus observed in Fig. 4.2 a) show that the system 
seems to rearrange into a different metastable state which is stable on long time scales. Al-
though the feedback in the nonlinear equations does not seem to provide for any more fixed 
points unlike the linearised case where single domains could be stable among their neighbours 
coarsening, it seems to have metastability as an inherent feature. Interestingly, these metastable 
states are obeserved in the case where the linearised solution predicts a straightforward decay 
as one of the domains is shorter than the others which should trigger decay across is. 
In Fig. 4.2 b), we find two decaying modes which decay on time scales longer than the lifetime 
of the metastable plateau in Fig. 4.2 a), yet without any indication of metastability. The third 
mode is cut off as soon as the other two have merged - apparently simultaneously - and it is 
not clear whether it is growing again after an initial slow decay. There is no trace of the stable 
domain size found in the linearised solution. The system is close to its fixed point and it may 
be that the nonlinearities make the solution sensitive to its initial conditions. 
4.2.2 Stochastic description 
To investigate the effect of stochasticity on the decay of the domains, we return to (4.5). The 
domains are now of discrete length and can be updated only in full units. This is done by using 
a Monte Carlo algorithm which picks domains at random and modifies them in accordance 
with the probabilities set by the neighbouring domain lengths. We found that even single 
representations of the noise mimicked the behaviour calculated for the deterministic case as 
shown in Fig. 4.3 (the time scale is in arbitrary units). The stochasticity seems to enhance the 
decay process, as the long plateaus observed in the solution of the full equation made way for 
a rapid decay. It appears that the linearised solution works very well to describe the situation 
if one of the domains is much shorter than the others and the decay is biased towards merging 
across this domain. Fig. 4.3 a) in which one of the C domains is much shorter than the others 
shares the main features with its deterministic linearised counterpart Fig. 4.1 a). Yet if the 
system is close to the fixed point, the linearised solution predicts stable pairs of domains which 
does not reflect the true decay process. The stochasticity will always lead to a decay of all 
modes as there is always a finite probability of a particle crossing a neighbouring domain. 
However, the fashion in which this comes about, seems to be at least qualitatively similar to the 
solution of the full equations as shown in Fig. 4.2 b). The apparent merging of two domains on 
the same time scale as well as one domain seemingly fluctuating about its initial value without 
a clear direction of decay make the figures strikingly similar. 
L 
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Figure 4.3: Monte Carlo results for the toy-model coarsening process (4.5) with q = 0.9 and ii = 100 
particles of each species, particle numbers as a function of time, a is denoted as a solid, b as a dashed 
and c as a dotted line. initial distribution: a) a = 50, b = 50, c = 10 particles; b) a = 45, b = 50, c = 55 
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We have so far investigated how the ABC model coarsens from its last metastable state to the 
ground state in both a deterministic and a stochastic description. The last subsection took a first 
step in trying to shed some light onto how the stochasticity affects the deterministic description. 
A more structured approach to this issue is the one suggested by Burioni et a! [73] which has 
been mentioned in 2.3.3: They suggest classifying a system according to how far its dynamics 
is affected by noise by measuring the overlap function of two copies of the system which are 
identical at time t = 0 and then evolve under different noise. This can be achieved by e.g. 
preparing two systems with identical initial conditions in a Monte Carlo simulation and then 
updating each copy at random. Calculating the overlap function either as a function of time 
or at some time t > 0 will reveal whether the systems evolve in a similar fashion. If they do 
and the overlap is large, they are mainly deterministic and said to be of type I behaviour or 
coarsening. If their overlap function on the other hand decays over time which indicates that 
noise and not deterministic rules dominate the dynamics, then they are of type II or glassy. 
We performed this analysis on the toy version of the ABC model described by (4.5). To define 
an overlap function, we first have to find a way of marking the system's origin to keep track of 
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whether one of the copies has configurations rotating around the ring with respect to the other. 
To do so, we introduce a domain wall representation in the next subsection which we can then 
use to write down the overlap function which is the quantity of interest. 
4.3.1 Domain wall representation 
The description of the dynamic processes in terms of the domain lengths is not sensitive to 
whether the changes occur on the left or right of the system. Yet to define an overlap, it is 
necessary to have a point of origin against which the deviations of the system in time can be 
measured. To take this detail into account we will introduce the dynamics of the domain walls 
w, i = 1, ..., 6 which are labelled starting from the left of one of the A domains a1 : 
a 	I 	bi 	I c1 	I a2 	I b2 	I c2 (4.24) 
W2 	W3 	W4 	W5 	W6 	W1 
Changes in e.g. w1 arise when either A particles from the a1 domain move to the a2 domain 
via b2 or c2 or when C particles of the c1 and c2 domain are exchanged via a1 or b 1 . Its motion 
can then be described as: 
1L31(t) = qC2(t) - qb2(t) + q
b I - q21(t) 	 (4.25) 
W2 (t) is then given by w1 (0) + a1 (t) and so forth. The motion of the domain walls is then 
governed by the following set of equations where we again omitted index 1 and use x 2  = ii - x 
for x = a, b, c: 
wi (t) = qfl_C(i) - qn_b(i) + q t) - qa(t) 
W2 (t) = wi (t) + a(t) 
W3 (t) = W2 (t) + b(t) (4.26) 
W4 (t) = w3(t) + c(t)  
W5 (t) = w4(t)+n — a(t) 
W6 (t) = w5 (t) + n - b(t) 
4.3.2 Overlap and correlation functions 
Assuming that the domain walls do not cross each other, the definitions of section 4.3.1 can be 
used to define the overlap and correlation functions of the system. Each configuration C(t) is 
then uniquely determined by the positions of the domain walls w 2 : C(t) = C ({w1(t)}). 
( 0 
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Consider a configuration C(t) at two different times t and t + r. They will only be correlated 
if domains of the same species overlap, i.e. if each domain wall at w 1 (t + r) at the later 
time is situated between either w 2 (t) and w1+i(t)  or between w2+3 (t) and w2+4 (t) (assuming 
clockwise arithmetics for the indices). To lighten the notation, we will use w 2 w 2 (t) and 
w (t + i- ). The correlation function is then 
(C(t)C(t + r)) = 	 (4.27) 
(1fW2 
±dx { [H(x - w) - H(x - w)] + [H(x - w) - H(x - w)] } 
+  f
tu +3n 
dx { [H(x - w) - H(x - w)] + [H(x - w) - H(x -7 (w + 3n))] }) 
Where H (x) is the Heaviside function defined as 
In the presence of noise an overlap function can be defined in a similar fashion. Consider 
a configuration of which an identical copy is taken at t = 0. Both copies C' (t) and C 13 (t) 
evolve under different thermal noise for t > 0. Choosing w 	w(t) and w 	w(t) the 
overlap Q a (t) = 	 C13 	between these two copies at time t is then given by the same 
expression as (4.27) 
Quo (0 = 	 (4.29) 
1
12 
dx { [H(x - w) - H(x - w)] + [H(x - w) - H(x - w)] } 




dx { [H(x - w) - H(x - w)] + [H(x - w) - H(x - (w + 3n))] }) 
4.3.3 Numerlc& resuRs 
In the following we will present the results of numerically calculating the overlap (4.29) of 
two systems which have evolved under different noise. Two copies are of the same domain 
4.3. COARSENING VERSUS GLASSINESS 	 51 
size configuration are prepared. They both then evolve under different noise. The overlap is 
calculated when either one of the copies has already coarsened (although the second one might 
still have six finite domains) or when both copies have reached their ground state. This process 
is then repeated for 5 x 10 pairs and a histogram of overlaps is recorded. 
The first method to calculate the overlap (i.e. measuring the overlap as soon as one copy has 
reached the ground state) actually produces a distribution of finite width. This already shows 
that the two copies do not coarsen in the same fashion as it does not take them the same time 
to find their ground state. The distribution functions for several different initial conditions is 
plotted in Fig. 4.4. As mentioned in 4.1, one expects domains to merge across the shortest 
domains as they have the highest probability of being crossed by individual particles. Bias-
ing the system towards a certain decay by making one domain smaller then the others, should 
therefore induce coarsening of the domains neighbouring this short one as has been shown in 
[65]. This is confirmed by our results: The more the system is biased, the sharper the distribu-
tion becomes, whereas starting from the fixed point without a domain clearly distinguished in 
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Figure 4.4: Overlap probability distribution function for N = 300, averaged over 5 x 105 samples, mea-
sured after one copy has coarsened; the values given in the legends denote the initial domains lengths 
copies reached their ground state, this trend is confirmed as shown in Fig 4.5. However, the 
shape of the curves is even more pronounced, with a maximum towards the end of higher over- 
lap. Despite the peak, all of the overlap functions are broader than when measured after one 
c 
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copy has coarsened with longer tails in the regime of low overlap. We have not measured the 
a = 50, b = 50, c = 50 
a = 49, b = 50, c = 51 
a = 45, b = 50, c = 55 
0.1 
	a = 40, b = 50, c = 60 
0 
	 a = 35, b = 40, c = 45 
tt) 
	 - a= 15,b=15,c=_10 
0.05 
0.2 	0.4 	0.6 	0.8 
overlap 
Figure 4.5: Overlap probability distribution function for N = 300, averaged over 5 x i0 5 samples, mea- 
sured after both copies have coarsened; the values given in the legends denote the initial domains lengths 
time evolution of the overlap function explicitly. Yet the two results shown above provide us 
with the following picture: Starting from two copies with the same initial conditions, noise will 
let them coarsen in their own time, therefore during the coarsening process the copies become 
more and more uncorrelated which is reflected in the broad distributions of Fig. 4.4. However, 
if both copies have reached their final coarsened state, it turns out that this still reflects how the 
copies started indicated by the peaks in the distribution shown in Fig. 4.5. 
In this section we introduced the ABC model, a driven diffusive system which exhibits anoma-
lous coarsening into a phase separated ground state. We reviewed its main features and inves-
tigated the coarsening process in terms of a simplified model for the case of equal particle den-
sities. This toy model only takes into account the metastable states of the system characterised 
by stable domain walls. The dynamics of the merging of domains is reduced to exclusively 
considering the particles which have successfully travelled from one domain to the next of its 
own species in accordance with the rates given by the length of the neighbouring domains. 
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At first we treated the model deterministically. By linearising the differential equations gov-
erning the dynamics of the model, we identified three modes of coarsening out of which the 
true coarsening emerges as a linear combination. The numerical solution to the full equations 
confirms this trend, yet the nonlinearities allow for more complex features such as decays on 
short timescales alternating with long metastable plateaus. Introducing stochasticity by using 
a Monte Carlo simulation and comparing the decays with the deterministic results, it turns out 
that the linearised solution captures the essential decay modes well if the initial conditions are 
chosen such that one domain is shorter than the others. In that case, the probability of particles 
crossing this domain is distinctly higher than any other move providing an incentive to merge 
preferredly across this domain; the system is biased towards a certain decay. For initial condi-
tions close to the fixed point, however, the linearised solution allows for stable pairs of domains 
which do not participate in the coarsening. This is not confirmed by the stochastic model in 
which all domains will evolve in time. In this case the nonlinear equations seem to capture the 
decay in the stochastic model surprisingly well. 
Further investigations of how the stochasticity affects the dynamics and the uniqueness of the 
ground state show that the last stage of the coarsening also depends on the relative length of the 
domains. The more distinguished they are, the less they are affected by noise, starting from the 
fixed point leads to a broad distribution of overlap functions. In terms of the characterisation of 
[73] this means that pure coarsening - i.e. predominantly deterministic behaviour - appears to 
be prevalent if the initial distribution of domain lengths is broad, i.e. biased towards a merging 
across a particular domain. In contrast a roughly equal distribution of domain lengths favours 
"glassiness" in the sense that noise dominates the actual final state out of the N-fold degenerate 
ones related by rotational symmetry. 
We have so far only considered the coarsening from the last metastable state consisting of two 
domains per species to the ground state in the case of equal total particle densities. How these 
results translate to unequal densities and higher metastable states merits further investigation. 
Chapter 5 
The ABC model - Simulation 
results in the weak asymmetry 
regime 
In the previous chapter, we focussed on the coarsening properties of the ABC model. Here and 
in the following, we will take a closer look at its ground state which is phase separated as long 
as the asymmetry parameter q governing the dynamics is not equal to one. For q equal to one, 
the dynamics is symmetric and the ground state is disordered. To investigate how the ground 
state changes as q tends to one, it turns out that q has to be appropriately rescaled with system 
size N such that q = exp (—/31N). This defines the weak symmetry regime for which the 
control parameter is now a temperature-like variable T = 1/0. 
In this rescaled regime an interesting question is as to how the transition from the strongly 
phase separated state to the disordered state occurs as T is varied. Since the energy function 
is long-range as shown in 4. 1.1 it is possible to have a phase transition even though the system 
is one-dimensional. There are a number of different possible scenarios: there could either be 
a singularity only at infinite temperature (q = 1) or the system could have a phase transition, 
of first or second order, at a well-defined temperature T. Other one-dimensional models with 
long-range energy functions that have been studied are those with interaction between spins k 
sites apart of the form J(k) 1/k 1 '. For this class of models when a < 2 a continuous 
transition is exhibited and the critical exponents are known [22]. On the other hand, there are 
also models with long-range interactions in which a first-order phase transitions are observed. 
The Bernasconi model [89, 90] is an Ising spin model with energy function given by long- 
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range, four spin interactions. It is used to study binary sequences with low autocorrelations 
which has applications in information theory. The approach by Marinari et al [91] to use a 
field-theoretic ansatz reveals a discontinuous phase transition. 
In this chapter we present our results obtained by using extensive Monte Carlo simulations in 
the case of equal particle densities. They indicate that in the weak asymmetry limit, the ABC 
model seems to indeed exhibit a continuous order-disorder phase transition. 
51 The weak asymmety eme 
This first section will recapitulate some of the definitions of the ABC model given in 4.1 to 
enable us to introduce the weak asymmetry regime coherently. 
The ABC model is defined on a id ring with N lattice sites. Each site is occupied by one of 
three types of particles denoted as A, B or C and there are no vacancies. Starting from an 




BC 	CB 	 (5.1) 
CA 	AC 
Thus for q = 1 the particles diffuse symmetrically around the ring and in the case q < 1 they 
diffuse asymmetrically leading to a coarsening process into a phase separated steady state. 
In the special case of equal particle numbers NA = NB = NC = N13, the steady state obeys 
detailed balance with respect to a long-range energy function X. If a configuration of the 
system is specified by the set of indicator variables {X} = {A, B, C} which take values 1 
or 0 according to whether site i is occupied by the relevant particle the energy function reads: 
N N-i 
J-C({X}) = E E k (BC+k + CA +k + AB +k) 	 (5.2) 
i=i k=1 
and the steady state weights of the system are given by 
P({X}) -N 	 (5.3) 
where ZN = 	qC({Xi}) denotes the partition function. 
5.2. MONTE CARLO SIMULATIONS 	 57 
In (5.2) the interactions between sites are both long-range and asymmetric and the energy 
function is superextensive and scales quadratically with system size N. 
The width of the domain walls in the phase separated state is of order 1/I In q [65, 881. This is 
due to the fact described in 4.1 that excitation of length I around the domain walls occur with 
probability q 1 . So for q -+ 1 the size of the domain walls diverges and the system will be in 
a homogeneous disordered state. Moreover we expect an interesting regime to occur when the 
width of the domain walls is of the order of the domain lengths N13 i.e. 
1 	
0(N) 	 (54) 
lnq 
This yields the weakly asymmetric regime stated in the introduction: 
q=exp(_) . 	 (5.5) 
The steady state weight (4.2,4.3) also confirms that (5.5) is the natural choice of scaling variable 
since under this scaling (4.3) becomes 
PN({X 2 }) = Z' exp (-0EN({X})) 	 (5.6) 
where ZN is a normalization constant (the partition function) and the extensive resealed energy 
EN({X1}) is defined as 
EN({X}) = J-C({X1})/N . 	 (5.7) 
We had already shown in 4. 1.1 that the steady state of the ABC system obeys detailed balance. 
With the choices made above, we now recover an explicit Boltzmann distribution for the energy 
EN. 
5.2 Monte Carlo simulations 
I performed Monte Carlo simulations of the model for system sizes N = 30 to 330. Starting 
from an initially random configuration, a site between 1 and N is chosen at random, compared 
to its right neighbour and updated according to the rules (5.1) which define the dynamics. This 
procedure is repeated for a chosen number of sweeps where a sweep is defined as N updates, 
i.e. on average each site has been updated once. To obtain the results presented in the following 
sections, I performed averages over 10 9 sweeps in the steady state for each set of parameters. 
The coarsening time after which the data was collected was chosen as N 2 exp(-0/12)/318 
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where we used the expression derived in 4.7 with the average domain length being N13 as we 
are interested in the fully phase separated state and rescaling q. 
At first, I measured by Monte-Carlo simulations the number of nearest neighbour pairs of 
sites occupied by the same species of particles in the steady state. We shall refer to these as 
nearest neighbour (nn) matching pairs. For a completely disordered system (i.e. for /3 = 0) the 
probability of finding a nn matching pair is 1/3 for large N. As 0 increases, one expects this 
number to increase and to be equal to 1 as /3 - 00 (i.e. as one reaches the strongly separated 
regime). 
In Fig. 5. 1, we show the results of our simulations for mjv defined as 
number of nn matching pairs — 	
(5.8) MN =  system size 	3 
	
= 	
[ k 	+ BB1 1 + C1c +11 — 	 (5.9) 
with the occupation variable Xi = A, B, Ci defined as in (4.2). Note that because of the 
periodic boundary conditions, site N + 1 is identified with site 1. We see that as N increases, 
mr seems to be closer and closer to zero as 0 < 11 whereas it seems to have a well-defined 
limit m which depends on j3 for /3> 11 
m= lim mpr. 	 (5.10) 
Note that m only contains nearest neighbour correlations as opposed to e.g. the measure of 
order used in [65, 88] which contains long range terms. Also one could consider the lowest 
Fourier mode of the density profile. We will discuss the definition of the order parameter in 
more detail in chapter 6 and show that the unconventional choice of mp.j is justified. 
For T < T we expect 0 < m < 2/3 with m approaching 2/3 in the limit T —* 0. This 
behaviour can be seen in Fig. 5.1. For 1 I 11 a crossover from an ordered to a disordered 
state appears which becomes sharper with increasing system size. In Fig. 5.2 we plot the 
specific heat defined as CN 	 One sees strong finite size effects at 0 = 11T 	11. 
Moreover, the curves suggest that a discontinuity emerges in the infinite system limit which 
would be consistent with a second-order phase transition. 
To test whether a possible transition might be second order, we performed a test suggested by 
Binder et a! [20] which involves computing the fourth cumulant of the energy defined as 
— 1 - (EJ) 
(5.11) VN — 
	3(E1)2 













Figure 5.1: Parameter m defined by (5.9) for system sizes N = 30 to 240 
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Figure 5.2: Specific heat for system sizes N = 30, 60, 90, 150 
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(the brackets () denote statistical averages). In the limit N —* oo this quantity should display 
distinct behaviour at first and second order transitions. In the case of a first order transition a 
discontinuity in VN should develop at the transition which stems from the existence of a latent 
heat. On the other hand, for a second order transition a minimum in VN (T) should develop 
at an effective transition temperature T(N) and limN+[2/3 - VN(TC)] = 0 should hold. 
As shown in Fig. 5.3 there is no evidence of the discontinuity that would signal a first order 
transition and we rule out this possibility. Rather there is some evidence of a minimum in 
V(T) developing and the putative minimum of VN tending to 2/3 with increasing system 
size. The data of Fig. 5.3 are consistent with a second-order transition, although much larger 
system sizes would be required to see the classic signature of a second-order transition. 
0.2 
N M 0.1 960 N= 120 
) 	 IU 	 I 	 LU 
irr 
Figure 5.3: Fourth cumulant of the energy VN. The value around 11T 11 tends to 2/3 which indicates 
a second-order transition 
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To determine the critical temperature of the system, we have performed a standard finite size 
scaling analysis [20] based on the distribution of the parameter MN  defined as in (59)1  Such 
an analysis has already proved to be effective in the study of non-equilibrium steady states 
[92, 93].  Besides mjv,  another important quantity is the static susceptibility 
XN = N [(m,r) - ( MN) '] 	 (5.12) 
which measures the fluctuations of the order parameter. 
'A short introduction to the main principles of finite size scaling analysis is given in Appendix A 
z 
> 
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At the critical point these quantities are expected to scale as follows: 
(MN) 	N/U 	 (5.13) 
XN 	N 1 	. 	 (5.14) 
Relations (5.13) and (5.14) can be used to determine the critical exponents /3/v and 7/v in the 
limit N -+ oo. The exponent v describes how the correlation length diverges close to Tc: 
IT - TcI 	. 	 (5.15) 
By using the scaling relations of different moments of the order parameter and the energy, one 
finds the following hyperscaling relations 
1+20
= 1 	 (5.16) 
= 1 	 (5.17) 
where o/v describes how the specific heat CN = OEpr/i9T scales. 
The crucial quantity in determining the critical temperature Tc is the fourth cumulant of the 
order parameter UN: 




At the critical temperature T0, UN has a universal value U* .  Thus on measuring UN for 
various system sizes as a function of T, U is the common intersection point of the curves 
and identifies T. We present our results in Fig. 5.4 and we find 11Tc = 10.95 ± 0.05 with 
U" = 0.032 + 0.002. 
To determine the exponents numerically from relations (5.13) and (5.14), (MN)  and XN are 
measured for different system sizes bN at T. Eqs. (5.13) and (5.14) then lead to: 
- 	log[(mbN)/(mN)]/logb 	 (5.19) 
V 
21 -  
V 	
log[XbN/XN]/ log b . 	 (5.20) 
Plotting the b and N dependent ratios above as functions of I/ log b allows the critical expo-
nents to be evaluated numerically by extrapolating to the limit of infinite system size I/ log b -* 
0. This procedure is illustrated in Fig. 5.5 where we find 
= 0.425± 0.050 . 	 (5.21) 
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Figure 5.4: Critical temperature Tc as intersection point U of the fourth-order cumulant of the order 
parameter U(N) (the straight lines are linear fits to the data) 
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Figure 5.5: 31v for as a function of I/ log b at i/Tc = 10.945. Shown is a linear fit to the data 
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An independent measure for ii is given by the relation 
= log (O1v) /Iog(b) . 	 (5.22) 
UN is roughly linear in the vicinity of U* which can be used to calculate the derivatives in 
(5.22). The resulting relation between the slopes of UN as a function of system size is shown 




" 	 100 	200 	300 	400 
N 
Figure 5.6: Slopes for U(N) with a power law fit U(N) oc N °49 






Our result v 	2 (within the errors) means vanishing a (5.17), which corresponds to a jump 
in the specific heat. This is consistent with Fig. 5.2 and agrees with our observation of a 
second-order transition in the fourth cumulant of the energy. 
The other two exponents can then be obtained from the ratios (5.19) and (5.16): 
/3 = 0.87 ± 0.10 	 (5.25) 
7 = 0.13+0.10 . 	 (5.26) 
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Within the error, -y turns out to be possibly a very small quantity. One can independently obtain 
a value for 7 by employing eqn. (5.20) and measuring the static susceptibility which I tried. 
With these, the value of 'y  would be consistent with zero, yet the noise in these simulations is 
of the same order making a conclusive decision based on the simulations alone difficult. From 
the hyperscaling relation (5.17) we would then find 6 = 1. The analytic results presented in 
the next chapter will indeed confirm that these are the correct exponents - -y is a vanishing 
quantity. 
5.4 Codlls© 
In the present chapter we investigated how the ground state of the ABC model changes from 
a phase separated to a disordered state. As long as the asymmetry parameter q is less then 
one, the ground state will always be ordered and it had not been clear whether the disordered 
limit q = 1 was a singularity or if there was a proper transition between the two states. In our 
studies, we focussed on the case in which all three species A, B and C are present with equal 
particle numbers. In this special case, the ground state of the model obeys detailed balance 
with respect to a long-range superextensive Hamiltonian. It turns out that this Hamiltonian 
suggests to rescale q with system size such that an extensive energy E is recovered for which 
the weights are given by a Boltzmann distribution. The control parameter is now an inverse 
temperature 3. 
We decided to choose the number of nearest neighbour pairs as a measure m of order in the 
system - an unconventional choice which will be justified by our analytical results in the next 
chapter. Performing Monte Carlo simulations on the model and measuring m as well as the 
specific heat c derived from our extensive energy E as functions of /3 indicated a jump in c and 
a continuous emergence of m at some finite temperature /3c.  These results are characteristic 
of a second-order phase transition. To support our findings, we performed a finite size scaling 
analysis on the distribution of out parameter m. We established a value for the critical tem-
perature of 10.95 and numerically determined the critical exponents (5.24 - 5.26). Due to 
a large error in the critical temperature and consequently the exponents, these findings are not 
conclusive. The critical exponent -y is consistent with zero which would make the exponent 0 
equal one. Whether the values are trivial or establish a new universality class for long-range 
interactions will be decided by the analysis of the next chapter. 
Chapter 6 
The ABC model - Large deviation 
functional and mean-field 
approach 
In the previous chapter our numerical studies suggested a continuous phase transition in the 
ground state of the ABC model. This transition is observed for exactly equal numbers of 
particles of each species in the weak asymmetry regime which is obtained by rescaling the 
asymmetry parameter q appropriately with system size. By this means we investigated how 
q tends to one which defines the limit of symmetric dynamics. To gain more insight into the 
mechanism of the transition by analytical means, we are now going to make explicit use of the 
fact that the ground state obeys detailed balance with respect to an energy function in the special 
case of equal particle numbers'. The existence of this energy function allows us to construct 
a continuum description in terms of a free energy or large deviation functional depending on 
the density profiles. Minimising the functional with respect to the optimum profile, we obtain 
exact differential equations of which we can extract the values of the critical temperature and 
the critical exponents which are in good agreement with our numerical results. 
To extend the discussion to non-equal densities, we go back to the local dynamical rules defin-
ing the system and construct a continuum description by using a mean-field ansatz. Interest-
ingly, these equations are equal to the ones resulting from the free energy functional in the case 
of equal particle densities. 
'The results of this chapter were obtained in collaboration with Bernard Derrida. 
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61 Large deviaUon NncUonal  
We begin by considering the case of equal numbers of each species NA = NB = NC = N13 
where there exists an extensive energy function given by (5.7) in chapter 5: 
1 
N-i N-i 
EN({X}) = 	 k (BC1+k + CA2+k  + A 2 BI+k) 	 (6.1) 
i=1 k=1 
where a configuration of the system is specified by the set of indicator variables {X 1 } = 
{ A, B, C1 } which take values 1 or 0 according to whether site i is occupied by the relevant 
particle. Note that we here already made use of the scaling (5.5) defining the energy function 
as the superextensive Hamiltonian 5-C (4.2) divided by system size. 
We pass to the continuum limit where PA (X), PB(X), PC (x) are the density profiles of A, B, C 
particles respectively at position x = i/N such that 0 < x < 1. Replacing the occupation 
variables with the densities and the sums by integrals via EN 1
-1 -4 f dz, the expression 
for the energy (6.1) becomes a functional. In a similar fashion we can define the entropy of 
the system as a functional. It is given as the configurational entropy, measured by integrating 
pi (x) lnp 1 (x) over x for all densities i E {A, B, C}. Then the free energy functional (or 
large deviation functional) [37, 38] T[pA(x), PB(X), pc (x)] which gives the probability of any 
density profile through 
P[pA(X), PB(X), pc(x)] = exp{ — N3[pA(x), PB(X), pc(x)]} 	 (6.2) 
can be written in terms of the density profiles in a similar fashion as the well-known relation 
F = E - TS from thermodynamics with functionals for entropy and energy: 
Y[pA(x),pB(x),pc(x)] = K 
+ fldx[PA(X)InPA(X) + PB(X) In PB(X) + pc(x)lnpc(x)]  
+ P I dx I dz B(X)PC(x + z) + pc(x)pA(x + z) + pA(X)PB(X + z)] z (6.3) 
Jo 	Jo 
where PA, PB, pc are periodic functions of period 1 and K is a normalization constant such 
that the minimum of Y over all profiles vanishes. The second term on the right hand side of 
(6.3) represents the entropy of the given profiles while the third term is the continuum form of 
the energy (6.1). 
It is easy to derive an expression for the optimal profile for PA  (x) by finding the extremum of 
(6.3) with respect to PA  (x) subject to the constraint that 
f PA(X)dX = 1/3. 
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One obtains 
PA(x) =Constant x exp ( — ,8 f ' [PB(X + z) + pc(x - z)]zdz) . 	(6.4) 




dx - 8PA(X) (PB(S) - PC (X)) 	
(6.5) 
Similar equations hold for pB(x)  and PC (x) and using PC (x) = 	 PA (X) — PB(S) one obtains 
the coupled equations 
dPA(x) - 
13PA(X) (PA(S) + 2PB(x) - 1) 	 (6.6) dx - 
dpB(x) -- 	
8PB( 5 ) (1 - 2PA(X) - PB(X)) . 	 (6.7) dx  
Clearly one solution of (6.6,6.7) is PA (X) = PB (x) = 1/3 which corresponds to the disordered 
phase, but this extremum is the minimum only in the disordered phase. To test when an ordered 
solution emerges we define the Fourier series of arbitrary profiles as 
00 pA(s) = 1/3 + 	[an exp(i2nx) + a_ exp(—i2xnx)} 	(6.8) 
00 
PB(x) = 1/3 + 	[bn  exp(i2nx) + b—n exp(—i2xnx)] 	 (6.9) 
00 PC(S) = 1/3 + E [c exp(i2nx) + c exp(—i2nx)] 	(6.10) 
We insert these into (6.6,6.7) and, anticipating a continuous phase transition, expand to first 
order in a, b. We look for values of 8 for which a solution for nonzero a, b, Cn  is present 
and therefore the uniform solution could be unstable. One finds that the uniform solution 
becomes unstable to the nth mode for 
/32/3 	(27rn) 2 	 (6.11) 
so that the first instability occurs at 8 given by 
= 27ri/= 10.882796.... 	 (6.12) 
Thus the numerical value obtained in chapter 5 slightly overstimates the critical temperature 
resulting in errors on the critical exponents. 
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Near /3  equations (6.6,6.7) can be solved perturbatively in 
	
= 	. 	 (6.13) 
One finds to leading order 




PC (X  
+ 
() 1/2 
2cos(2r(x - x0)) + () 2cos(47r(x - x 0 )) + O(f3/2) 
where x 0 can be arbitrary (as an optimal profile remains optimal when it is translated). Also, 
choosing x 0 = 0, one can show that a,, a_ and a3m  = 0 for Iml = 0, 1 . . . to all orders in 
and that to leading order in € 
1/2 	 f 	 5/2 
a "() 	
, a2 	, a4 	- (()2 , a5 ' - () 
	
... 	(6.15) 
The parameter m defined as in (5.10,5.9) becomes in the continuum limit 
m=f[p+p+p2c]dx - . 	 (6.16) 
and from (6.14) one obtains 
- 1c 
M - 	 . 	 (6.17) 
Pc 
Thus the parameter m as defined in (5.10,5.9) vanishes linearly at the transition. To obtain 
an order parameter in the same dimensions as the density, one would have to take the square-
root of our definition for which the exponent would then be 1/2. This is the mean-field value 
for the Ising model in 2d. An alternative, and probably more standard, choice for the order 
parameter could be the amplitude a 1 of the fundamental mode [61] which would also lead to 
an exponent 1/2. Our first choice of the order parameter was inspired by the idea of strong 
phase separation, i.e. the number of nearest neighbours which are not of the same species is 
in the ordered phase confined to a narrow region around the domain walls. This fraction of 
unequal neighbours should vanish in the thermodynamic limit. In the disorder phase, however, 
it is easy to see that the number of nn pairs is given by the random distribution of particles of 
the three species with equal numbers, hence 1/3. This short-range parameter obviously cannot 
account for any long-range correlations. Yet the final result that the exponent of not only this 
parameter is given by the mean-field value, but also the exponent of the Fourier mode - which 
is a long-range measure - justifies our choice in retrospect. 
We now turn to the calculation of the energy. For arbitrary density profiles the energetic con- 
tribution to the free energy (6.3) may be written in terms of the Fourier coefficients. Inserting 
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the expansions (6.10) into the functional and evaluating the integral, the terms linear in the 
coefficients vanish due to the periodicity of the exponentials. Using the orthogonality relation 
of the Fourier modes on the quadratic terms, one is left with: 
	




For profiles pB(x) = PA (X - 1/3), pc (x) = PA (X - 2/3) this energy becomes 
00 E = 1 - 
	aa_ sin(27rn/3). 	 (6.19) 
6 L..j 
n=1 
Thus, using (6.15), near 0 we have E 1/6 - 3i/2/30 and the heat capacity —i3 2 0E/O/3 has 
a discontinuity of 3/2 at 0, consistent with the data of figure 5.2. 
This equal density case is similar to some special cases found in a recent study of the dynamical 
winding of random walks[94] for which the fact that the dynamics satisfies detailed balance 
allows one to write equations for the density profiles of the type (6.6) and to locate the exact 
transition point. 
6.2 Mean-field approach 
We now turn to the case of non-equal densities of particles. A direct consequence of the 
stochastic dynamical rules (4.2) is that 
d(A) - 
dt - q(A 2 _ i B) + q(CA i ) + (BA,)  + (A_. 1C) 
—q(AB 2+i) - q(C2 _ 1 A) - (B1.. 1 A) - 	 (6.20) 
d(B) 	d(c) and similar equations hold for dt  and dt 	As in the previous chapters, () denotes an 
average over all configurations. We do not know how to solve these exact equations, in par-
ticular because they require the knowledge of two point functions. One can, however, write 
down mean-field equations [31], by making an approximation which neglects correlations (i.e. 
where one replaces correlation functions such as (A1_ 1 B1) by (A_ 1 )(B 2 )) 
d(A 2 ) 
= q(A_ i )(B) + q(C)(Ai) + (B1)(A 1 ) + (A_ 1 )(C1) 
dt 
- 	- (B1_ 1 )(A) - (A)(C1 1 ) 	(6.21) 
Assuming that the profiles vary slowly with i, we write PA  (x) = (A and 
1 92PA(x) 
N Ox 
+ 	2 	••• 	 (6.22) 
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PA)] + 0x2 	 (6.23) 
OPc a = 	[PC 	- O2pc RB)] + -b-- Ox 
One can linearize these equations around constant density profiles 
PA (X) = A + tPA(X) , PB(x) = B + APB (X), PC (x) = nc + /..pc(x) (6.24) 
where LPA (x), APB (X), L1p(x) represent small departures from constant profiles at densities 
nA = NA/N, nB = NB/N, nc = Ne/N (mA, nB, nc are the global densities of the three 
species and of course they satisfy nA + riB + mc = 1). Inserting (6.24) into (6.23) assuming 
a steady state with = 0 for i = (A, B, C), one can perform a stability analysis of the aT 
differential equation by keeping only terms up to linear order in Api. The equations for the 
densities then become: 
[n(p - PC) + APA(nB 
49 
 [n(pc SPA) + APB(flC 
{nc(p - APB) + Apc (flA 
—mc)]+ 
O2LpA
=0 82  
02 z\p 
- mA)] + 	
B = 0 	 (6.25) 
02 1Xp 
- mB)]+ 02 =0 
Replacing the departures by their Fourier transforms PA(x) = f dk&o(k) exp (—ikx) and 
similarly for PB  and pc,  one obtains a linear system of equations for the transforms. Solving 
this, one finds that these small departures are damped when 3 < /3 mf given by 
mf = 	 27r 
(2flAUB + 2 AC + 2BC - fl 4 - 	
- 2)1/2 
2ir 
- [1_2( n + n+n )] 1 
	 (6.26) 
We see that in the equal density case (mA = B = c = 1/3), the mean field value of 
0 coincides with the exact value (6.12). Moreover one finds that the solutions of the exact 
equations for the optimal profile (6.5) are steady state solutions of the mean-field equations 
(6.23) (as they make the l.h.s. of these equations vanish). So, at least for the equal time 
properties, in this equal density case, /3  and the profiles predicted by the mean field theory are 
exact. 
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Near fl, one can perturbatively find stationary non-moving profiles using Mathmatica. The 
first Fourier mode of these profiles is given by 
L\PA(X) 	1(€) [/ie2i7r(x_z0) + c.c.] 
APB (X) 	(f) 	 + C.C.l 	(6.27) 2v 	 I 
Pc (X) _ 	() 2 	
+ C.C. 
where i is defined as in (6.13) and 
1 - 2(n 2 + 2  +n2 
V) (0 — 	 A 	B 	C 
	fl/2 	 (6.28) 
+4 + n) - 4(n +4 + n3' 
This results can be confirmed by inserting (6.27) into the differential equations (6.25). Equation 
(6.26) implies that for n + 4 +nc  > 1/2 there is no second order phase transition. However, 
looking at (6.28) it is clear that the second order transition from the flat profile solution to the 
solution (6.27,6.28) should already become first order when n +4+ n < 2 (n + 4+ n3c). 
6.3 Conclusion 
In this chapter, we studied a continuum version of the ABC model in the scaling regime. For 
the case of equal particle densities, we derived a free energy functional from which we obtained 
exact equations for the density profiles. Solving these equations by linearisation and employing 
a Fourier analysis allowed us to extract the critical temperature of the order-disorder transition 
for which we had already collected some evidence by Monte Carlo simulations in the previous 
chapter. 
The mechanism for the phase separation that we have studied can be understood through the 
stability of the Fourier modes of the particle densities. In the high temperature phase, the 
system is disordered and the constant density profiles are stable. 3 denotes the temperature at 
which the lowest Fourier mode becomes unstable and the ordered phase emerges. This lowest 
mode can be seen as one domain, so the steady state is indeed the purely phase separated state 
with one domain per species. We calculated this value as 27r/ 10.88 which confirms 
the critical temperature obtained by Monte Carlo simulations in the previous chapter. The 
Fourier analysis predicts a jump in the specific heat at this critical temperature and a mean-
field exponent of 1/2 for the scaling of the order parameter. 
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As 6 increases, more and more modes become unstable and the depth of the'quench from 
the disordered high temperature phase into the low temperature phase determines the number 
of unstable modes which can grow from the constant profile solution. The nth Fourier mode 
becomes excited for values of /3 larger than 2*/7rn. This bears a strong resemblance with the 
nth metastables state in which n domains of each species are present with a stable domain wall 
separating them as described in chapter 4. Yet the free energy ansatz does not provide for a 
decay of these modes as it is only concerned with the statics of the system. The merging of 
domains is introduced instead by the stochasticity of the dynamics. Despite these findings, it is 
at present unclear how the stochasticity affects the coarsening quantitatively and how a precise 
relation between the metastable states and the Fourier modes can be formulated. 
For the general case of arbitrary particle densities we used a mean-field theory. In the case 
of equal particle densities it turns out that the mean-field solution yields the same profiles 
as the exact free energy optimisation just discussed. Another open question remains as to 
what extent mean field theory is valid when the densities are unequal. In the same fashion 
as for the equal particle case, one can calculate a critical temperature at which the disordered 
phase breaks down. This critical temperature, however, only takes on real values in the region 
n 2 + n + n < 1/2. This indicates a break-down of the second-order transition if the 
sum of the total densities squares equals or exceeds 1/2. The next chapter will analyse the 
full non-linear mean-field equations and will give some insight into what happens beyond the 
continuous transition line. 
Chapter 7 
The ABC model - Analytical 
solution of the mean-field 
equations in the continuum limit 
The previous chapter showed that the phase transition in the ground state of the ABC model can 
be understood by treating it as a continuum model within a mean-field approach. The profiles 
of each species are then described by a set of coupled nonlinear differential equations. Interest-
ingly, the mean-field ansatz turns out to be exact in the special case of equal particle densities. 
In this limit, linearising the equations for the profiles and performing a Fourier analysis predicts 
a second-order phase transition, the critical temperature as well as the associated exponents. In 
this chapter we go a step further by analysing the full non-linear mean-field equations in terms 
of elliptic functions. Instead of focussing on the critical properties, we will concentrate on the 
question of the mechanism of the transition for both equal and non-equal densities. 
7.1 Mean-field equations and currents 
Our starting point for the discussion are the mean-field equations obtained in the previous 
chapter from the local exchange rules which define the dynamics (6.23). These equations 
describe the time evolution of the particle densities PA (4 pB(x) and pc (x) for A, B and C 
particles, respectively. The densities are obtained from the discrete description on a lattice with 
N sites by redefining site i as x = i/N such that 0 < x < 1 and expanding the occupancy 
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variable at site A2±1 pA(x +dx) around dx = 11N. The periodic boundary conditions then 











19x2 	 (7.1) 
dpc(x) = 	19 [pc(x)(pA(x) 
92 
PC (x) - PB(X)) + d7- 0x2 
The density in these equations obey the continuity equation OTPi = Ojt if the currents j, 
i E {A,B,C} are given by: 
JA = 0 [PA (x)(pB(x)_pc(x))]+OP 
Ox 
JB = 	[pB (x)(p c (x)_p A (x))]+ OPB Ox 	
(7.2) 
ic = 	[pc(x)(pA(x)—pB(x))]+ 0 Ox 
The steady state is given by the right hand sides of (7.1) being zero, i.e. 6?j1 = 0. From now 
on, we will only consider such steady states. The densities are then time-independent and the 
currents constant in space. 
By summing (7.2), the relation pA(x)+pp(x)+pc(x) = 1 implies iA+iB+ic = 0 which can 
be used to cast a definition of the currents in terms of the densities. Using dp(x) = d Inp (s)
dx 
(7.2) can be rewritten as 
dlflpA(X) -




(7.3) - 	PB(X) 
dlnpc(x) 
- ic 	
— 	(PA (x) — pB(x)). dx - pc (x) 
Integrating these expressions with respect to x from 0 to 1 and making use of the periodic 
boundary conditions p(0) = p(l), one is left with the self-consistent expressions for the 
currents: 
- 1 C 
IA = fdxp'x) 	
(7.4) 
 nA flC -
lB = fdxpi(x ) 
- 
ic = fdxp'(x) 
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where ni = 101 dxp 2 (x), i E {A, B, C} are the total particle densities. 
By again using the constraint PC (X) = 1 - PA (X) - pB(x) on equations (7.2) this is reduced 
to the two coupled equations 
• 	dpA(x) 
3A = 	+ /3pA(x) (PA(x) + 2pB(x) - 1) 	 (7.5) dx 
• 	dpB(x) 
JB - 	+ /3pB(X) (1 - 2pA(X) - PB(X)) . 	 (7.6) dx 
7.2 Invariants 
Instead of solving equations (7.5,7.6) straightaway, we will first spend some time on showing 
that the hard-core constraint PC (X) + PA (X) + pB(x) = 1 leads to a spatial constant for the 
densities. 
In the zero current case A = jB = jc = 0 adding up equations (7.3) leads to 
PA(X)PB(X)pC(X) = constant k, say (7.7) 
For the case of finite currents, we found the constant k by comparing (7.3) to the results ob-
tained by integrating equations (7.5,7.6) as shown in section 7.4. The derivation and proof are 
sketched in appendix B. We will only present the solution here which is that the following 
property is a constant in the case of finite currents (B.6): 
pA(x)pB(x)pc(x) 	 (7.8) 
- 
	
[PA (x)  iB PB(X) iA + pn(x)jc - pc(x) iB + pc(x)iA - PA(X)iCJ 3,8 
= constant K, say 
Note that both of the constants k and K are local quantities, they hold at any point 0 < x < 1. 
7.3 Zero current case 
In this section, we will only consider the case of zero currents JA = lB = jc = 0. The 
equations for the profiles (7.5,7.6) then reduce to: 
do., (x) 
dx 	- 
— t3pA(x) (PA (X) + 2p(x) - 1) 	 (7.9) 
dpB(x) - 
/3PB(X) (1 - 2pA(x) - PB(X)) . 	 (7.10) dx 	- 
76 	CHAPTER 7. ANALYTICAL SOLUTION OF THE MEAN-FIELD EQUATIONS 
Extracting PB  from Eqn. (7.9) and inserting this expression into (7.10) leaves us with a dif-
ferential equation for PA  It turns out to be more favourable to consider the inverse density 
a(x) 1 IPA  (x), for which this differential equation reads: 
I' 	3 '2 cia  - 	+---(a —1)(o-3)=0 	 (7.11) 
Using the substitution 
= 	 (7.12) 
suggested by [95] p.404  (2.30.78) we can rewrite (7.11) as 
Oz 	3z 2 - 02(0, - 1)(o,- 3) 
(7.13) 
ax 2a 
or more conveniently as a function of a alone 
az  - 3z2 - '82 (0, - 1)(a —3) 
(7.14) 
au 	 2zu 
for which the solution is obtained by MAPLE: 
	
Z(or) = a' = +/ca3 + 02 0r 2  - 202a +'32. 	 (7.15) 
The prefactor c of the cubic term is the integration constant which will be fixed by using the 
constraint f0' dx/a(x) = A, the total density of A particles. We can rewrite equation (7.15) 
as 
/3/(—aa 3 + (a - 1) 2 ) = /3\/2(U - V) 	 (7.16) 
where a = —c/,8 2 . This is the equation for a particle moving in a potential V(a) = or - 
a2 + or. Interestingly, this solution - the square root of a third-order polynomial - has the 
same structure as the solution to the KdV equation, which is discussed in [96] and for which 
a parametric solution is given by Vilfan et a! [97] in their discussion of a driven lattice gas on 
a 2d torus. Note that the initial differential equation (7.11) cannot be mapped onto the KdV 
equation. For the solution of the KdV equation, the integration constant appears as the constant 
term U in the polynomial, whereas U is fixed to be 1/2 in our case and an integration constant 
a (or c) appears in the potential V. 
One can find an expression for the integration constant a by rewriting (7.16) in terms of PA. 
Comparing this expression for the first derivative of PA  with (7.9) in a similar fashion as de-
scribed in appendix B for non-zero currents yields a relation between a and the constant of 
motion k which reads: 
a=4k. 	 (7.17) 
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In the homogeneous phase for equal particles densities, where PA  (x) = PB (x) = ,oc (x) = 1/3 
holds in addition to nA = B = c, one finds from (7.7) that a = 4/27. 
To find the range in which periodic solutions exist, we will have a closer look at the function 
in the square root of (7.16) 
1(a) = —aa3  + (a - 1)2 	 (7.18) 
which can be expressed in terms of its zeros as f(a) = a(a - zi)(a - z,) (z3 - a) where we 
choose z1 < z2 < z3. As we are interested in periodic solutions, we have to determine the 
region where 1(a) is positive between two single zeros. This is because or is an inverse density 
and therefore has to be positive and its variation over the ring given by a' is only meaningful 
if a real quantity. How f(a) varies for different values of a is shown in Fig. 7.1. It turns out 
lij 
Figure 7.1: The function f(i) = —ao 3 + (o• - 1)2 which equals the derivative of the inverse density 
squared ci 12 varying with the coefficient a of the cubic term. 
that only for 0 < a < a = 4/27 f(a) has three single zeros z 1 < z2 < z3 with a minimum 
between the z1 and z2 and a maximum between z2 and z3. In the limit a —+ 0, the third zero 
tends to infinity until for a = 0 f becomes parabolic. For a < 0 there are not three zeros 
in the region where a > 0. For a = a, there exists a double zero when the maximum and 
Z2, z3 collapse, for a > a the second maximum is negative, becomes a saddle point and finally 
disappears. Factorising 1(a) into its zeros and comparing the zeros with the coefficients in 
(7.18), one finds that the following relation, which we will employ later on, holds: 
1 
z1+z2+z3= — 	 (7.19) a 
We can now proceed to solve (7.15). As a' = da/dx and the right-hand side of (7.15) does 
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not depend explicitly on x, the equation can be rewritten as 
da 
dx = 	 (7.20) 
i3/j) 
As explained above, we are interested in a periodic solution where z2 < 0' (X) < z3. Denoting 
o as y in (7.20) to avoid confusion with the integration limits, we then have to solve the integral: 
xx2+f
a(s) 	 d  
-zl)(y-z2)(z3-y) 
(7.21) 
In the following we omit the constant offset x 2  as the system is defined on a ring and a constant 
rotation angle does not alter the physical picture. By substituting y = z3 — A sin 2 0 with 
= Z3 — z2, the difference between the two relevant zeros, and defining m = 	— 
(7.21) reduces to the canonical form of an elliptic integral of the first kind' (C.2). Its inverse 
is a Jacobian elliptic function sn u where we identified sn u 	sin 0. The inverse profile a(x) 
then reads: 
(x) = z3 - sn2 u 	with 	u = OX 
ra 	
(7.22) 
As described in appendix C, the Jacobian elliptic function sn u has a zero for u = 0 and takes 
on its maximum value of 1 if its argument is the corresponding complete elliptic function of 
the first kind K (m) (C.5). To fulfil the periodic boundary condition, u then has to equal K (m) 
for x = 1/2 which implies 
2K(rn)/0 = /Aa/4rn. 	 (7.23) 
By this, or (x) has the correct periodicity with or (0) = Or (1) = z3 and a(1/2) = z2. 
The profile a(x) (7.22) is controlled by both L, which determines its amplitude, and rn, which 
determines the shape of the elliptic function. As shown in appendix C, sn u equals a sine for 
m = 0 and tends to a hyperbolic tangent form —* 1. The variation of sn 2 u with mis shown in 
Fig. 7.2. 
Note that we could have defined higher excitations by fitting a full period between 0 and 1/2, 
o and 1/3 etc. with u = K(m) at x = 1/4, 1/6 etc. similar to the higher Fourier modes 
described in chapter 6. For the nth mode (7.23) is then given by 2nK(m)//3 = Jza/4m. 
Yet here and in the following, we will restrict the discussion to the breakdown of the disordered 
'A short introduction to elliptic integrals and Jacobian elliptic functions is given in appendix C; for a detailed 
treatment, see [98]. 





Figure 7.2: The square of the Jacobian elliptic function sn (2xK(in)) for m = 0 ; 0.5,0.9,0.95,0.999. With 
increasing in, the shape changes from a sine wave to a hyperbolic tangent. 
state, i.e. the appearance of the first mode n = 1. Following the calculation described below 
for any n > 1 then reveals the same sequence of critical temperatures as (6.11). 
We can eliminate A using (7.19) and are then left with 
1-6a= R2(m2 - m+ 1) 	 (7.24) 
with R = (4K(m)/0) 2 . Using (7.19,7.24), two other useful quantities are 









The constraint n A = 	dxp (x) can then be written in terms of a complete elliptic function 
of the third kind H(n, m) (C.4): 
f
odx 	da
= 	a(x) = JZ2 
- 1—R 2 (m 2 —rn+1) 
- 2[Rm + R + 1]K(m) fl (n, m) 
	 (7.27) 
We now have a and n A expressed in terms of the parameters m and 3. One can use these to 
plot the function a(nA) parametrically. For fixed 6, we can plot a line for 0 < m < m0 (mo 
is the maximum allowed value of m) in an a-nA-diagram. Conversely, for each rn, we can 
vary 0. For m = 0, we find the envelope of all of the curves as a(nA) is sketched out for all 
/3. This is shown in Fig. 7.3. This envelope defines the critical solution as m = 0 implies 











Figure 7.3: Parametric plot for a and n A for different values of 3 and m. The envelope shown as a thick 
solid line corresponds to the homogeneous solution m = 0 for varying 9, the lines enclosed are lines for 
fixed j3 and varying m, the horizontal line defines the cutoff for a = 4/27; periodic solutions only exist 
below this line (see text) 
= z3 - 	= 0. The double zero z2 = z3 defines the limit in which the periodic solution 
ceases to exist as described in the dicussion of f(a) (7.18). Yet although m = 0 reduces the 
Jacobian function sn u in the profile to a mere sine wave - which corresponds exactly to the 
excitation of the first Fourier mode in the linearised solution - the profile at this point is still 
flat, as can be shown by inserting the double zero into (7.22) 
U (x) = z3 	 (7.28) 
The profile is now determined by the value of the double zero alone which in turn is given by 
the inverse of (7.25). From (7.27,7.24), the following relations must then hold for this critical 
solution: 
1 - 16ir//3 
A (m = 0) = 2(1 + 4ir2/132) 	
(7.29) 
a(m = 0) = 	- 16 7F4//34) 	 (7.30) 
where we made use of K(0) = (C.8). In the previous chapter, we considered the equal 
density case, so are interested in the value of /3 at which nA (m = 0) = 1/3. This condition is 
fulfilled for 
= 27r/. 	 (7.31) 
This is precisely the critical temperature predicted by the Fourier analysis of the linearised 
equations (6.12). 
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The corresponding critical value of a(0) is then 




which is again the limit at which the periodic solution ceases due to the occurrence of a double 
zero predicted by the discussion of f(a) (7.18). 
This leads to an interesting notion: As we have shown before, a < ac has to hold in any 
case for a periodic solution to be possible. However, this constraint limits the total density to 
A < 1/3. Because of symmetry, the total density of B and C particles has to have the same 
form as nA. Yet if any of the total densities is less than 1/3, one of the others must be larger 
than 1/3, i.e. only if all densities are equal to 1/3, we have a critical solution in the absence 
of currents. The zero current case is therefore limited to a single point in the phase diagram 
spanned by the total particle densities. To explore the non-equal density case one needs to 
consider finite currents. 
7.4 Finite current case 
Here we generalise the results from 7.3 to the case where some or all currents IA, 3m ic are 
non-zero. Starting from equations (7.5,7.6) and defining o, (x) = 11pA(x) as before, we rewrite 
equation (7.5): 
1 [0, 	 a' 	IA ] 	 (7.33) PB = - - 1 + -- - . 
2a
18 	 8 









Using the same substitution z = a' as in the zero-current case, we can rewrite (7.34) as 
dz 	1 
az— = - (3z 2 - 0 2 (0,  - 1)(a —3) + 20(2jB + IA )a 2 + ja4 ) . 	(7.35) da 2 
The solution to this differential equation is given by 
Z = Jj04 +ca3 +(02 4/33B - 2/3jA)a 2 -2/3 2 a+/32 
where c is an integration constant. The form of the solution suggests the definition a = - c/p2  
as in the zero-current case. We can then write 
a' = 	- aa3  + b0,2 - 2a + 1 	 (7.36) )32 
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with b = 1 - 4jB/13 - 2jA/0. 
How to identify a with the constant of motion K in the finite current case is shown in appendix 
D. The relation is given by 
a=4K___. 	 (7.37) 
3,6 	3P 
Note that in all coefficients of the polynomial in the square root of (7.36) the currents only 
appear in combination with the inverse temperature such as i /13 . Comparing these ratios with 
the expressions for the currents (7.4), one sees that the only explicit temperature-dependence 
of the solution for the profiles enters via the prefactor of the square root in (7.36). For the 
homogeneous case, in which the profiles do not have any dependence on x, i.e. pi (x) = ni for 
i e {A, B, C}, the currents are then simply given by 
3A = /3nA(nB — nC) 
JB = 13 flB(UC - flA) 	 (7.38) 
ic = /3nC(nA—flB). 
The homogeneous case is therefore always a solution of the steady state (7.2), albeit indepen-
dent from 3. However, the interdependence of currents and densities in (7.4) still allows for a 
complex implicit temperature dependence which is at present unresolved. 
The full solution of (7.36) is given by factorising the fourth-order polynomial under the square-
root into its zeros as 
g(a) =A a4_aa3+ba2_2+1 
02 
=- zi)(a - 	- 	- Z4) 	 (7.39) 
with z1 < z2 < z3 < z4. Comparison of the zeros with the coefficients of the polynomial 
yields the following relations: 
aR 2 
Z1 + Z2  + z3 + z4 = 	--- (7.40) 
3 A 
bR 2 
Z1Z2 + z2z3  + z3 z4 + z4 z 1 + z1z3  + z2 z4 = (7.41) 
JA 
2/3 2 
z3 z4 (z i + z2) + z1z2(z3  + z4 ) = -- (7.42) 
32 
Z1Z2Z3Z4 = 	- (7.43) 
JA 
These zeros are - in the sense described above - all independent from 0. 
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We then again look for the region in which g(a) (7.39) is positive between two single zeros 
which defines the periodic solution. Because lim a -.± g(a) = +00, these single zeros must 
be z 2 and z3. Rewriting (7.36) in terms of the factorized polynomial, the solution for the profile 
or (x) is then implicitly given by integrating (7.36) for or between z 2 and z3 . solving: 
1 fZ3 
x  = —
.JA (x) 
dy 
(y - z i )(y - z2 )(y - z3 )(y - 
The solution of this integral is also given by an elliptic integral of the first kind F(K, q) [99], 
(3.147.5 )2: 
2 
X = 	F(t,q) 	 (7.44) 
JA 
with 
= (z4  - Z2) (Z3 - z i ) 	 (7.45) 
q = (z3 - Z2) (Z4 - Z1) /Y 	 (7.46) 
= arcsin 
- z 2 )(z3 - a(x)) 	)
(747) 
V (z3 - Z2) (Z4 - 17 (X)) 
Defining u = jAx'7i12 and inverting the above expression, we obtain the following profile: 
0' (X) 
- z3 (z4 - z 2 ) - z4 (z3 - z2)sn 2 u 
- 	(z4 —z 2 )—(z 3 —z 2 )sn2 u 
(7.48) 
We can express it in terms of q, the parameter which determines the elliptic function, by using 




\. JA I 
i.e. p is the only property which depends explicitly on,8 via the current jA.  The role of the 
inverse temperature is at present not fully understood, but seems to lie in fixing the length of 
the period of sn u to obey the periodic boundary conditions. 
We are ultimately interested in the relationship between the total density n A and the physical 
properties. The total density can be written as an integral over a for which the solution is given 
2 One could have obtained the solution in an alternative form by choosing to integrate from z2 to o(x) instead. 
The expressions for the profile and the total density in this case can be found in appendix D. 
3 This is again only one out of infinitely many solutions as discussed in the zero density case. In principle one 
could fit arbitrarily many periods onto the lattice. However, we restrict our discussion to the first Fourier mode 
whose excitation indicates the transition from the disordered to the ordered phase. 
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by [99], (3.149.4) 
= 1 dx  0' (X) 	
1,13 
010, 
4 I (z 4 (z3 —z2) '\ ,ql+z3 Z3Z4jA 	(z4 - z3)ll z 3 (z4 - z 2 ) I 	K(q)] 	(7.50) 
where H (n, q) and K (q) are complete elliptic integrals of the third and first kind, respectively. 
Note that the solution nB for the density of B particles is given by replacing jA with JB  and 
JB with jc = - (jA + iB) in (7.50) such that the corresponding bB = 1 + 4jA//3 + 23B/13 . 
7.4.1 Critical case 
In the zero current case we found that the critical solution at which the periodic solution 
emerges is determined by a double zero in the polynomial (7.18). In the finite current case, 
this holds as well with the addition that there are now several possibilities for a double zero 
to arise with different consequences on the order of the phase transition. The possibilities are 
schematically shown in Fig. 7.4 where the function g(a) (7.39) is plotted as a function of a. A 
periodic solution is possible if g (a) is positive between the two middle zeros z 2 and z3 where 
the distance between them determines the amplitude via the prefactor z3 - z2 of the periodic 
function sn u in the profile o, (x) (7.48). If the two middle zeros z2 and z 3 become equal, the 
distance between them and therefore the amplitude of o , (x) can become arbitrarily small. This 
corresponds to a second-order phase transition shown in Fig. 7.4 a). The dashed line shows 
how the region around the double zero has to change to allow for a finite amplitude. 
Another possibility is that the two of the outer zeros become equal. Because the cases z 1 = z2 
and z 3 = z4 are related by symmetry, we will in the following only consider the latter as 
sketched in Fig. 7.4 b). The periodic solution will now appear with a finite amplitude as long 
as z 2  is a single zero which can be attributed to a discontinuous transition. 
It turns out that the profile for the critical cases is flat for both scenarios and the critical case 
is actually the homogeneous solution described above. Inserting either z 2 = z3 or z3 = z4 
into (7.48) we find that a(x) = z3 , the value of the double zero. Using the expression for the 
total particle density nA  (7.50) establishes a(x) = 1/nA. The inverse total density 1/nA is 
obviously a double zero. Relations (7.40) and (7.43) provide the values of the other two zeros 
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Figure 7.4: A schematic picture of the phase transitions in the ABC model. Plotted is g(o) as a function 
of o. The solid lines denote the homogeneous cases which correspond to double zeros, the dotted lines 
indicate how the curve schematically changes to four single zeros. Left: z2 = Z3 which corresponds to a 
second-order transition, right: Z3 = z4 which corresponds to a first-order transition 
which are given as: 
	
= B + nc + 2nnnc 	
(7.51) 
(nB - nc) 2 
= 1 B + C - 2VnBnc 	 (7.52) 
(nB - nc) 2 
where (+) > (). The system therefore has at least a homogeneous solution for any combi-
nation of total densities. 
In the following, we will first discuss the critical case of the continuous transition z2 = z3. The 
condition for the two middle zeros being equal can be written as > 1/nh or z < 1 /nA. 
One finds that this is the case if the total densities of the particles obey the inequality 
n + n + n < 	 (7.53) 
Note the parameter q (7.46) determining the shape of the profile is zero for z2 = z3 such 
that in this limit sn u becomes a pure sine wave, i.e. a single Fourier mode. The quantity 
of interest is the critical temperature associated with the transition. The only term which has 
an explicit temperature dependence is the quantity ji which relates the zeros to the length of 
the period. Equalling its two defining expressions (7.45) and (7.49) and using the fact that 
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Z2 = z3 = 1 /nA, we are left with 
(z 1 + z4) - z 1 z4 - - = 	 (7.54) T2 
 3A 
where the right hand side is the complete elliptic function in (7.49) evaluated at q = 0: K(0) = 
7r/2 (C.8). 
Due to our knowledge of the profile in the critical case, we can now proceed to evaluate the 
currents explicitly (7.38). With this, the expressions for the invariant K (7.9) and therefore for 
the integration constant a (7.37) are also explicitly known: 
a = 2nA(nB + flC - 4nBnC). 	 (7.55) 
Going back to (7.54), the terms z 1 + z4 and z 1 z 4  can be expressed in terms of the double zero 
1/nA, the currents and a by using (7.40) and (7.43), respectively. Inserting all of the critical 
values, (7.54) reveals the critical temperature as 
47r 
13c = ___________________ 	 (7.56) 
l-2(n+n+n) 
which is the same expression deduced by Fourier analysis in the previous chapter. This cor-
responds to our findings for the relation of the total densities (7.53). Only if the sum of the 
squares of the densities is less than 1/2, the critical temperature is real. A question that could 
not be answered in that framework is what happened if the sum of the densities squared ex-
ceeded 1/2. 
We now turn to the case z3 = z4 . In this case, the larger of the two single zeros has to be 
smaller than the double zero, i.e. (+) < 1/nA. Evaluating this inequality yields 
2 	2 
nA + nB + flC> (7.57) 
which indicates that this solution might span the phase space not reached by the continuous 
solution. With z3 = z4 , the profile of a(x) is still flat as shown above, yet the limiting shape of 
the Jacobian function is different. The parameter q is now 1, i.e. the sn 'U is not a sine wave, but 
tends to a tanh. Evaluating the two expressions for p (7.45) and (7.49) as for the continuous 
case, we can formally write down a critical temperature as well 
4K(q) 
= ___________________ 	 (7.58) 
but because the complete elliptic integral K(q) diverges as q —* 1, this critical temperature is 
infinity. This seems to be caused by an additional feature of this first-order transition. Unlike 
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the scenario described for z2 = z3, the transition from a homogeneous to an inhomogeneous 
phase for z3 = z4 involves an additional discontinuous "shift" of g (a) along the a-axis at the 
transition. This is due to the fact that the total density nA at the double zero would otherwise 
not be properly matched by finite z2 and z3 as arising in Fig. 7.4 b). 
The discontinuous transition itself and the question of how the region of continuous transitions 
at a finite temperature relates to the discontinuous transition at infinite,8 are at present unclear. 
The denominator in eqns. (7.56) and (7.58) suggests a line in the phase diagram for n + n + 
n 
2  =1/2 separating first and second order transitions. This is also a value at which a triple 
zero appears (7.40-7.43). For a triple zero q (7.46) is not well-defined any more and so the 
limiting profile cannot be calculated. 
Comparing these findings to the profiles calculated near the transition in terms of the Fourier 
transform in the previous chapter (6.27) allows for another possibility: The profiles are only real 
for n 2 + n 2 + n 2 > 2(n 3  +n +n i,) suggesting there might be another mechanism which is 
at present not understood. This mechanism could drive the transition to become discontinuous 
at a /3 preceeding the one predicted by (7.56). This result would have to be confirmed in terms 
of the full solution of the differential equations. 
7.4.2 Inhomogeneous solution 
So far, we have not yet managed to solve the inhomogeneous case in closed form due to the 
complexity of the equations. The solution for the profiles is determined by the zeros only. 
To express their values in the physical parameters, we would need to solve (7.40) - (7.43). 
The currents in these expressions, however, require the knowledge of the currents which are 
themselves functions of the integrated densities (7.4). The approach presented here might 
provide a starting point to understand the full phase diagram spanned by /3, the currents as well 
as the densities. 
Going back to the equation for the total density nA  (7.50) in the case of all four zeros being 
distinct, we are left with three combinations of zeros (the two prefactors and the first argument 
of fl (n, q)), i.e. 
Z4 - 	- 1 - 
	, 	, 	and 
1 1 z4 (z3 - z2) 
Z3 Z4 z4 z3 Z3 (Z4 - z 2 ) 
Instead of trying to express these solely in terms of the physical properties 0, JA, lB and a, 
we can also use the parameter q of the elliptic functions to find a parametric solution. In the 
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 + q + ILl = Z1Z2 + z3z 4 211. 	 (7.59) 
JA 	 J 
2.4 
- 
= z2z3 + z 1 z4 2B 	 (7.60) 
2A—qp=z2z4+ziz32C 	 (7.61) 
We can now use eqn. (7.43) to solve for any combination z2 z3 (i j). To do that, we make 
the additional assumption that z1z3 < z 2 z4 and z2z3 < z 1 z4 (z1z2 < z3z4) holds in any case). 
We know that for iA/I3  << 1, z4 >> z3, because vanishing jA  must have the results of the zero 
current case as a limit. We can then deduce which of the arising square roots has to be assigned 
to which combination. This leads to 
2 /3 - 
Z1Z2 	= 	A - 
Z3Z4 	= A + 
2 /3 
IA 










Z2 Z4 = (7.62) 
Inserting these expressions into (7.42) and making use of (7.40) to rewrite the sums, we find 
combinations of the following form: From (7.40) we have 
z3+z4= 
a/32 
—---(zi+z2) 	 (7.63) 
IA 
Inserting this into (7.42) we find 
2 - a (A — /A2 - 
V (7.64) Z1 + z2 = /32 
2j /A2 	
3 2 
- _jA  - 
From (7.62) we find expressions for Z3 (z i + z2) which yield an explicit expression in the desired 
quantities for z3 if divided by (7.64). 
7.5. CONCLUSION 




2j 	[v1 - _ V - - (e+)] 	
(7.65) 
3 A 
= $2 	 2_a (A+/A2_  3A2 ) 
Z2 	
(7.66) 
3A 	 3 A 
Note that the currents only appear in combination with /3 such that jA,B113 . This implies 
that a given solution can be reached for different currents as long as 8 is chosen in such a 
way to keep the ratio constant. The crucial question is if a particular total density ThA is only 
compatible with one particular set of currents and parameter a, such that we can uniquely 
define nA = A (a, jA, iB) and then vary 0 accordingly, or if a particular value of n A can be 
associated with various combinations of parameters. 
7.5 Conclusion 
In this chapter, I present the full solution of the mean-field equations describing the continuum 
version of the ABC model. It turns out that the most general case involves finite particle 
currents. These currents are zero only in the case of equal particle densities as already predicted 
by [88]. The density profiles are given by Jacobian elliptic functions. For the case of finite 
currents I find that - depending on the density distribution of the particle species - there are two 
different ways in which these inhomogeneous periodic solutions break down. At the transition, 
they are replaced by a flat profile giving rise to first as well as second-order phase transitions. 
The homogeneous case in which the profiles have no spatial dependence is independent from 
0 and always a solution of the steady state. The inhomogeneous solution depends on the total 
densities of particles. We find that if the sum of the total densities squared is less than 1/2, the 
limiting profile of the inhomogeneous solution tends to a sine wave, which corresponds to the 
Fourier analysis of the linearised equation in chapter 6. The amplitude vanishes continuously, 
which implies a second-order transition. For this distribution of densities, we also recover the 
transition temperature calculated in the previous chapter. If the sum of the densities squared 
exceeds 1/2, the transition is predicted to become first order involving a discontinuity in the 
densities at the transition. How these two scenarios relate is at present unresolved. Such is the 
question as to how the instability of the profiles which is predicted by Fourier analysis to occur 
at n + n + n = 2 (n 3 + 4 + n.) fits into this picture. This latter inequality might indicate 
Chapter 8 
Conclusion 
In the present work, I investigated two one-dimensional stochastic lattice models far from equi-
librium. The interest in these simple models is fuelled by the hope that they provide an under-
standing of the generic processes in non-equilibrium systems, specifically in how the observed 
complex collective behaviour emerges from their microscopic processes. The dynamics in the 
first model - a totally asymmetric simple exclusion process with two species - is governed by 
an external field driving the particles through a lattice with open boundaries; the dynamics of 
the second system is defined by prescribed particle exchanges for three species on a ring con-
serving their numbers. The main part of this work was concerned with looking at the steady 
states of these systems with both analytical techniques and Monte Carlo simulations. Instead 
of summing up the conclusions of the respective chapters, I would like to comment on some 
general observations about the systems. 
Symmetry breaking is one of the phenomena both systems have in common. The exclusion 
process of chapter 3 shows the novel feature of two qualitatively different symmetry broken 
phases in which the particle densities of the two species are unequal. One is a strongly broken 
phase, in which one of the particle densities is present with a high and the other with a low 
density, the other is a weakly broken phase in which both densities are low. The transition is 
boundary-induced and determined by external parameters, namely the input and output rates 
of the system which control the particle density in the bulk. The ABC model, in contrast, has 
conserved particle densities and periodic boundary conditions. The symmetry breaking is here 
disclosed as a transition from a homogeneous disordered phase to an inhomogeneous ordered 
one where the density profile can be described by periodic functions on the ring. The analysis 
of the mean-field equations reveals that there are infinitely many such states corresponding 
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to higher excitations of the periodic functions. In addition, each state is degenerate with the 
number of lattice sites due to rotational symmetry of the ring. 
The general steady state in both systems involves the presence of particle currents. For the 
TASEP, these currents are determined by the input and output rates and regulate the densities 
in the bulk. In the ABC model, currents are only present for unequal densities due to "potential 
differences" at the ends of single domains of each species. These are caused by differing 
probabilities to escape the domain to the left or right. Their role is therefore similar to the ones 
in the exclusion process, but in the ABC model they are not set by external parameters, but 
internally by the distribution of the length of domains. 
Another feature both systems share is the presence of discontinuous transitions. For the TASEP, 
the discontinuous transition between the asymmetric phases is predicted by mean-field theory, 
unlike the one from the weakly broken to the symmetric phase which was believed to be contin-
uous. In contrast, our simulations showed a second discontinuous transition from the weakly 
broken asymmetric to the symmetric phase as well. The blockage picture inspired by our 
numerical findings allows one to calculate the densities in the two phases and provides a mech-
anism for their understanding. This schematic model, however, does not give any details as to 
how the transition arises and a more refined analytical approach to understand the full phase 
diagram is at present still lacking. 
Mean-field theory can also be used to describe the phase transition in the ABC model. It 
predicts a second-order transition from a disordered to an ordered phase at a finite critical 
temperature for certain values of the total densities. Beyond this region, it suggests a first-order 
transition, yet at an infinite temperature. The limit in which all densities are equal falls into the 
range of continuous transitions. In this case, mean-field theory becomes exact which provides 
us with a reliable result as far as the order of the transition is concerned. For unequal densities, 
it is not clear how far the mean-field predictions remain valid, what role the temperature plays 
as a control parameter and if and how the discontinuous transition manifests itself. Adding to 
the doubts about the mean-field predictions is the fact that the limit in which the continuous 
transition breaks down is not yet satisfyingly resolved. 
Despite these difficulties which highlight that a general framework for non-equilibrium phe-
nomena is not yet in close reach, I hope that this work contributes to the challenge of finding 
their underlying principles. 
Appendix A 
Finite size scaling 
Second-order phase transitions are associated with a diverging correlation length and power -
law dependences of other macroscopic quantities as described in chapter 2. These power laws 
are well-defined in the thermodynamic limit. Yet performing simulations allows us to access 
finite systems only which immediately poses the question of how to extract these critical quan-
tities from a system whose size will always be smaller than the correlation length as the critical 
temperature is approached. 
A solution to this problem was offered by the technique of finite size scaling [20, 1001. It uses 
a scaling function for the probability distribution of the order parameter very much similar 
to the Widom scaling hypothesis for the free energy density. To explain this in more detail, 
consider the concrete example of an Ising-like system of dimension d with spins which have 
two orientations such that their value s2 at site i can be either —1 or 1. For a system of size L 
an order parameter rnj, can then be defined as 
1 
rnL=JJSi 	 (A.1) 
Depending on the temperature T, its value is then in the thermodynamic limit 
=0 for T>T 1 
M = jim mj, 	 (A.2) 
L-*oo 	>0 for T<Tc 
where this defines Tc as the critical temperature. 
The idea is now that the size L of the system and the correlation length e do not vary inde-
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following form (we omitted the index L from the order parameter for simplicity): 
PL (m) = LP (mP', L/) 	 (A.3) 
Defining the susceptibility on a finite system as the second cumulant of the order parameter 
XL = L  [(mi) - ( ML)'] 	 (A.4) 
we still require that in the limit L -+ 00, the power laws in the reduced temperature t = 
IT - TcIITC given in chapter 2 hold: 
ItI-" 	 (A.5) 
ItI (A.6) 
X 	ItI.- 	 (A.7) 
Using the scaling hypothesis A.3, we can calculate the moments of the modulus of the order 
parameter (the average of m is zero, even in the ordered phase due to symmetry, therefore the 
modulus is necessary): 
(ImkI) = LYfdmlm k IP(mLY,L/) 
= Lfk (L/) 	 (A.8) 
Comparing equation (A.8) for k = 1 to its thermodynamic limit (A.6), we immediately find 
y=j3/v. 
In a similar way we can compare the susceptibility 
XL = L  [L2f2(L/e) - L2f?(L/)] 
= Ld_2 ! g2 (L/) 




We now have a procedure to find the critical exponents at the critical temperature t = 0. To 
determine TC itself, one can again make use of (A.8). All the functions fk(L/e)  just depend 
linearly on the moments. Choosing a ratio which will eliminate the prefactors cx L' will 
leave us with a function depending solely on L/  which is constant at the critical temperature, 
95 
because there —* oo and L/ —+ 0. The first such ratio for an Ising type model is the fourth 
cumulant: 
(M 4) 
UL = 1 — 3(m 2 ) 2 
f4(L/e) 
1— 3f2(L/)2  
h(L/) 	 (A. 10) =  
At t = 0, Uj. takes on a value U*  independent from system size. In practice, this means, 
simulating various values of UL for small t and for a number of system sizes and searching for 
the common intersection point which then defines Tc. 
With TC determined, one can then proceed to estimate the critical exponents. Measuring the 
mean of the order parameter mj-. and the susceptibility eL  at different system sizes L, one can 
eliminate the system size by calculating ratios in the following ways (b plays the role of a 
dummy parameter to denote the ratio of different system sizes): 
[(ImI)bL] = 	ln (m)L  j=O 	 (A.11) 
I) 	 In b 
= In 1 3X?L'] L0 	 (A.12) 
V 	 In  
This can again be shown by using equation (A.8). 
We are now left with the task of finding an independent way of measuring v. For this, the 
fourth cumulant of the order parameter again proves useful. From equation (A.10) and (A.3) 
we have close to t = 0 
UL = h(Ltv) = k(Lh/vt) 
therefore the derivative of OUL/OT scales as Li/V.  Using the slope of UL in the vicinity of 
t = 0, we can then determine v as 
1 	In 
[ allbl- 
— = aT / 8T 
V 	 In 	
j '= (A.13) 
Appendix B 
Invariant for finite currents 
The constants of motion for finite currents is not as straightforward as in the zero current 
case. Starting point are again equations (7.5) and (7.6) which already incorporate the hard-core 
constraint. For simplicity, we in the following omit the explicit x-dependence of the densities 
pi. Eqn. (7.5) reads: 
P4 = JA - I3PA (PA + 2PB - 1) 	 (B.1) 
Comparing this expression with the solution of the differential equation of the inverse density 
a(x) = 1/PA(x) (7.36)' 
1 	1 	1 
(B.2) 
PA A 	PA P 	PA 
we obtain an expression for PB: 
i — PA 	JA 	Fj 4 	a 
--+b-2pA+p 	 (B.3) PB = 	2 +2/3 2/32p PA 
which is the root of 
PB PB 	PA + ,6PA) 	0 	4 PA 
=0 
which is 
1 	 JA a 
PAPBPC - (PBiA - PAiR) - 	- = 0 	 (B.4) 
1 a is the integration constant, b = 1 - 4jR113 - 2jA//3 
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In this expression we can make use of 
PA2B - PB3A = 3B + PBJc - Pc3B 
1 	. 	. 	2. 
[PATh - PBJAI + Li + PB3C - Pc3BI 
1 	 . 	2. 	1. = [PAJB PBJA + PB3C - PC3B + PcJA PA3c} + 1B + 3c 
Inserting this into (B.4) and using jA = - (iB + jc) we finally get: 
PAPBPC - 	[PAJB 3)3 
For any fixed , a and 1 
1 
PAPBPC - [PAJB 
7c 
- PBJA + PBJc - PcJB + POJA - PAiC] + JB - 	+ a = O(B.5) 
he currents are constants, therefore the invariant reads 
- PBJA + PB3C - PCJB + PC3A - PAjC1 = const. = K, say (B.6) 
and the relation between K and the integration constant a is 
4 B 23A a = 4K - 	- 	 (B.7) 
Appendix C 
Elliptic integrals and Jacobian 
elliptic functions 
Elliptic integrals [98, 101] owe their name to being discovered as part of the calculation of 
ellipses in the 18th century. They can be written as 
f R(x, 	 (C.1) 
where R(x, y(x)) is a rational function of x and y(x). Furthermore, y(x) 2 is equal to a cubic 
or quartic polynomial in x. 
In general, elliptic integrals cannot be described in terms of elementary functions unless the 
integrand R(x, y(x)) contains no odd powers of y(x), or y(x) 2 has a repeated factor. It can be 
shown [98] that all elliptic integrals can be reduced to one of the three canonical forms: 
foF(ç













=dt{(1—t2)(1—mt2 )J 1/2 	 (C.3)  
foH(n;ço\cl) =dO (1_ nsin20) 	(i - sin clsln 2 0)
-1/2  ca 	 2 
 
= / dt[1_ nt2J' [(1_t2)(1—mt2 )] —1/2 	(C.4) 
Jo 
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which are termed elliptic integrals of the first, second and third kind, respectively. Elliptic 
integrals of the first and second kind depend on the angle cc = arcsin x and the parameter 
m = sin  a, elliptic integrals of the third kind have a third dependency on the parameter ii. 











fodO  (1— m sin 2 9)1i2 	 (C6) 
7r/2 
	
f1 (n, m) 
= 
1
dO  (1 - n sin 2 0) -1  (1  - m sin 2 0) -1/2 	 (C.7) 
Of particular interest are elliptic integrals of the first kind. They are strictly monotonous func-
tions on the interval ]O, 1[ such that their inverse exists. There are two ways of defining this 
inverse which is either by a Weierstrass p-function which we are not going to consider further 
or by Jacobian elliptic functions. N.H. Abel discovered in 1827 that Jacobian elliptic functions 
do not only have a real, but also a complex period. Therefore Jacobian elliptic functions are 
nowadays simply defined as doubly periodic meromorphic functions'. They can be seen as a 
generalisation of trigonometric functions. It turns out that the complete elliptic integrals of the 
first kind K(m) and the related quantity K'(m) = K(rn i ), where m + m 1 = 1, define the 
periodicity which together with the poles can be used to classify them. K(m) is termed the 
real, iK'(m) the imaginary quarter-period. Note that the complete elliptic integral of the first 




(m) = ir [1+ ()
2 
rn + m +
)
rn.. I 	(C.8) 
2 	2.4)  
For m - 1, K(m) diverges. 
One can now construct functions according to whether they have their maxima, minima or 
zeros at 0, K, K + iK' and K' which allows for 12 different combination [98]. We will only 
consider the two most widely used functions sn u and cn u which form part of the solution of 
the KdV equation describing solitons [96]. Consider an elliptic function of the first kind: 
dO 
IL = / 	 (C.9) 
Jo (1_m sin  20)1'2 
'A function I : D -+ Cu loo}, (D C C open) is called meromorphic, if the set S(f) of poles of f is discreet 
in D and the fo : D - S(f) —t C is an analytic function. 
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The inverse is given by the following identification: 
snu= sin , 	cnu=cos 	 (C.10) 
sn u and cn u have a second implicit dependence on m and obviously reduce to their trigono-
metric counterparts sine and cosine for m = 0, for m —* 1 their limits are sn a -+ tanh 'a and 
cn 'a -+ sech u. 
Poles and zeros of sn 'a and cn 'a are shown in the table below: 
'a 	sun 	cnn 
0 0 	1 
1/4 
I<. 	1 	 (C.11) 
- (1+m I2 )hI2 	(1+m 2 )1/2 
K 1 	0 
iK'oo 00 
Appendix D 
Alternative expressions for the 
profiles 
To obtain the profile as a solution of the mean-field equations for the ABC Model, one has to 
integrate between two single zeros of the polynomial g(a) = for which g(cr) is positive. This 
leaves us with choice of integrating from o , (x) to z3 which we have chosen in the main body or 
from z2 to a(x) which we will present here. The physical results remain, of course, unchanged. 
1 	(A) (x) 	 dy 	 2 = L F(6,q) 	(D. 1) JA 
with 
6 = arcsin \I (z3 - 	 - zi) 	 (D.2) 
Defining p = ( z4 - Z2) (z3 - zi) as in eqn.(7.45) we find the profile by inverting (D.1) to obtain: 
cr(A)(x) - Z2 (Z3  - zi) - Z1 (Z3  - z2)sn 2 u (D.3) 
- 	 (z3 - z 1 ) - (z3 - z2)sn 2 u 
with u = jAx//i12 to enforce to periodic boundary condition. 
Note that although this profile describes the same physical situation as in Chapter 7, the solu-
tions are out of phase, i.e. 
a(0) 	=o(1) 	a(A)(
1  )z 	and 
a(A)(0) 	 = a( 
1 
—) = z2 
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