Abstract-An experimental comparative study of various controllers for a class of ac-dc converters, known as power factor precompensators (PFP) is presented. The control objective is to robustly regulate the output voltage to a desired constant level in the presence of variations in the load, while retaining a unit power factor at the input, i.e., the input current should follow in frequency and in phase the input voltage. Several control schemes are presented and compared via experiments.
I. INTRODUCTION

P
OWER FACTOR PRECOMPENSATORS (PFP) are an important class of switched ac-dc converters. As their name suggests, their main function is to achieve a nearly unit power factor by drawing a sinusoidal current that is in phase with the source voltage, thus eliminating the reactive power and the harmonic interference with other equipment operating off the same source.
More precisely, the control objective is twofold. First, the input current should track a sinusoidal reference signal that is in phase with the input voltage. Second, the output voltage should be driven to a desired constant level. An additional requirement is robustness against variation of the system parameters and in particular of the load, which is usually unknown.
Since the amplitude of the input current determines explicitly the dc output voltage, one may satisfy both objectives in a single current control loop, which typically comprises a hysteresis or sliding-mode controller (see [1, Ch. 18 ] for a general description and [2] for a design example).
The main drawback of these controllers is that they require very high switching frequency (typically few hundred kilohertz) leading to high converter losses. In this brief, we are interested in pulsewidth modulation (PWM) control techniques, which are based on averaged models [3] and can be implemented using lower switching frequency (e.g., 10
). Furthermore, the issue of robustness against variations of the load is treated by appropriate adaptive schemes. This allows to avoid the use of an output current sensor, thus making the practical implementation more attractive. The paper is organized as follows.
In Section II, we analyze the model of the PFP, define the desired equilibrium regime and specify the control strategy. In Section III, we propose various control schemes that achieve the control objectives. An adaptive version for each controller is considered separately. In Section IV, we present the experimental results and compare the performance of the proposed controllers. Conclusions are given in Section V.
II. THE PFP CIRCUIT
We consider the full-bridge boost PFP circuit shown in Fig. 1 , which consists of two pairs of transistor-diode switches working in a complementary way. The switching signal is generated by a PWM circuit and takes values in the finite set . The averaged model of the PFP can be obtained using Kirchhoff's laws and is given by the equations (1) (2) where is the source voltage, is the input (inductor) current, is the output (capacitor) voltage, , , , and are positive constants, representing the inductance, capacitance, parasitic resistance, and load resistance, respectively, and is the duty ratio of the PWM. 1 The desired input current in steady state is (3) for some yet to be specified. Substituting (3) into (1) yields the steady-state value for , namely
Substituting (3) and (4) into (2) written for yields
The steady-state solution of (5) can be directly computed and is given by (6) where Hence, in steady state, consists only of a dc term and a second-order harmonic. The rms of , denoted by , is given by (7) From (7), solving for yields the solutions which are real if and only if Selecting the smallest solution, which corresponds to minimum power (i.e., minimum converter losses), the amplitude of the input current that drives the output voltage to the desired level is given by
Note that the same solution has been obtained by a similar analysis in [4] . We conclude that by controlling the input current so that it tracks the signal (3), where is given by (8), we can achieve both control objectives, namely unit power factor and output voltage regulation, provided that the closed-loop system is asymptotically stable.
Remark 1: The main drawback of this approach, as (7) and (8) reveal, is the sensitivity of the output voltage to the parameters and . The dependence on poses a significant problem, since in many applications the load is unknown or time-varying. This obstacle can be overcome by adding an adaptation scheme either on or on .
Remark 2: In practice, the second-order harmonic in (6) can be neglected, since its amplitude is much smaller than the dc term, and so the average of can be approximated by the rms value. For instance, for the set of parameters used in the experiments (see Table I in Section IV), and for , we have and .
Remark 3:
Recall that the control signal must satisfy the constraint . A necessary condition for the existence of this control is derived in [4] and shows that the PFP can only work as a boost converter.
III. CONTROL LAWS
In this section, we propose four controllers for the regulation of the input current. First, we consider the case where all the parameters are known, so we can use (8) to compute the reference current. An adaptive scheme will later be added to deal with the uncertainty in the load.
A. The Known Parameter Case
The control designs that will be compared are the following.
1) Passivity-Based (PB):
In [4] , the passivity-based controller described by (9) where the auxiliary variable is the solution of (10) with given by (3), has been proposed. This controller renders the closed-loop system exponentially stable with the energy function whose time derivative satisfies Hence, for and , and converge exponentially to and , respectively. Moreover, converges in average to provided that (8) holds (see [4] , where this has been proved).
2) Feed-Forward (FF):
If we replace in the control law (9) the auxiliary state with the output voltage , we obtain the simplified controller (11) Substituting (11) into (1) The steady-state solution of (14) is given by (6) , implying that converges (in average) to the desired voltage (7).
Remark 4:
The FF controller is actually a feedback linearising controller. The term "feed-forward" arises from the use of and in the control law (11).
3) Feedback Linearization (FL):
A static feedback control law that linearises the input-output behavior of the system with output the inductor current is described by (15) It is easy to see that the resulting linearized system with input and output is an integrator. Thus, if we apply proportional control, i.e. (17) where . Note that, in this case, there is a steady-state error, 2 which decreases as we increase the gain . As a result, the error (and consequently the output voltage error) can be made arbitrarily small by selecting sufficiently large.
4) Internal Model (IM): If instead of
we take as output the signal which corresponds to the input voltage of the transistor-diode bridge, then the system can be linearized by means of the dynamic controller 3 (18) 2 In particular, there is a negative phase-shift, i.e., the input current leads the input voltage. 3 To prove this fact, consider the dynamics of z:
The linearized system is described by
Hence, the transfer function from to is given by 4 (21)
It is clear from the analysis in Section II that we can achieve the control objectives by forcing to track the signal
To this end, consider the error (23) and the controller (24) where , , and are design parameters. Then, for sufficiently large , the closed-loop system is asymptotically stable. Moreover, by the presence of the poles at , we conclude that converges to and hence converges to . Remark 5: The choice of the controller (24) is motivated by the internal model principle and the fact that the reference signal is a sinusoid of frequency . Furthermore, the zeros have been inserted to ensure stability.
Remark 6: In practice, in order to compensate for unmodeled dynamics, it is necessary to add to the reference signal (22) a correction term proportional to the error , i.e.
To incorporate this into our linear formulation, consider instead of (20) the output and the reference
The transfer function from to is now given by
It can be straightforwardly verified (e.g., using root locus) that, for sufficiently large , the closed-loop system is asymptotically stable provided .
B. The Unknown Parameter Case
So far, we have assumed that the parameters and were known and so we could control the output voltage indirectly via (8). In practice, however, the load is usually unknown or timevarying. To overcome this robustness problem, it is necessary to add an adaptation scheme either to the parameter or to the parameter .
We describe three adaptation schemes, for which (under some mild assumptions) asymptotic stability can be proved. The first one is an estimator proposed in [4] for the PB controller. The other two are based on the recently developed adaptive control methods of nonlinear proportional integral (NLPI) control and immersion and invariance (I&I) (see [5] , [6] for further details).
1) PB Estimator:
For the PB controller (9), (10), a projection estimator for has been proposed in [4] , namely
(where denotes the estimate of ) and has been shown to render the equilibrium asymptotically stable, assuming that .
2) Nonlinear PI (NLPI) Control:
Invoking time-separation arguments, we can assume that the dynamics of the output voltage are slow compared to the (closed-loop) dynamics of the input current 5 and hence at all times. 6 Furthermore, we assume . Then from (13), ignoring second-order harmonics, the dynamics of are given by (27) Note that the assumption ensures the above system is affine in the "control" .
The equilibrium is rendered asymptotically stable by the dynamic control law (28) where and are positive constants. To prove this fact, consider the positive definite function whose time derivative along the trajectories of (27) and (28) is given by which is negative semidefinite and hence the system (27), (28) is stable. Moreover, implies that and so, by LaSalle's invariance principle [7] , the system is asymptotically stable.
Remark 7:
The difference between the controller (28) and a PI is that here the integral gain is not a constant, but a (nonlinear) function of . In particular, it is proportional to the ratio . Approximating this ratio by a constant results in the industrystandard PI controller. 3) I&I Control: Using the adaptive I&I method [6] we can design a parameter estimator for both and provided that the system (1), (2) is bounded-input bounded-state (BIBS) stable. We now prove that the trajectories of (1), (2) are bounded for any .
Consider the positive definite function (29) which corresponds to the electrical energy stored in the system. The time derivative of (29) along the trajectories of (1), (2) is given by
By adding the positive term to the right-hand side (RHS) we obtain hence which shows that the trajectories remain bounded provided . Note also that the system (1), (2) is linearly parameterized with respect to the parameters Following the adaptive I&I methodology [6] , we define the estimation errors and the update laws Remark 9: The main advantage of the I&I method is that it relies only on BIBS stability. In this case, we have seen that the trajectories of (1), (2) are bounded regardless of the input. Hence, the I&I adaptation can be used in conjunction with any stabilising control law , which can thus be replaced by , where , and , are given by (30), (31) and (32), (33), respectively.
IV. EXPERIMENTAL RESULTS
The control algorithms described in Section III have been implemented on an experimental system with the parameters shown in Table I . A diagram of the experimental setup is given in Fig. 2 . The controller design parameters are: , , , , . The switching frequency of the PWM is 13 kHz. The measurements are filtered using low-pass filters with cut-off frequency 7 kHz.
The experiments aim to exhibit the behavior of the controllers with respect to step changes in the desired output voltage and also with respect to step changes in the load resistance . In particular, the set-points for the output voltage are and , while the load can be switched from 87 to 51 . 7 
A. The Known Parameter Case
To begin with, we consider the nonadaptive versions of the controllers, i.e., the parameters and are known and is computed from (8). Fig. 3 shows the filtered 8 response to an output voltage reference change from 160 to 200 V, while Fig. 4 shows the harmonic content of the input current for each controller. We see that the transient behavior of the controllers is almost identical. The PB controller has slightly smaller steadystate error, but larger fourth-order harmonics, owing to the auxiliary dynamics. The steady-state error in all cases is significant, emphasizing the need for parameter adaptation. Table II shows the harmonic characteristics for each case, namely the dc voltage error, the displacement angle, the total harmonic distortion (THD) and the power factor (see [1] for definitions). 9 We see that the highest power factor and the lowest THD are achieved by the PB controller. The FL controller achieves the smallest displacement 10 but with higher THD. On the other hand, the FL controller is the simplest one to implement, since it does not require the derivative of and also it does not depend on the parameters and (note, however, that the other control schemes, which depend on and are not significantly sensitive to these parameters). shows the input current, output voltage and control input for the FL case.
B. The Unknown Parameter Case
In this section, we test the controllers with the adaptation schemes proposed in Section III-B. In particular, for the PB controller we apply the PB estimator, while for the FF, FL, and IM controllers we employ alternatively the NLPI or the I&I adaptation. The design parameters are given in Table III. For the sake   TABLE III  PARAMETER VALUES FOR THE PB, NLPI, of comparison, we consider mainly the case (denoted by ) where the I&I adaptation is applied only on (i.e., ). The full I&I adaptation scheme (denoted by ) is considered only with the IM controller. Fig. 6 shows the filtered response to an output voltage reference change from 160 to 200 V. We see that the NLPI control scheme achieves the smallest steady-state error (owing to the integral action), but with a large overshoot. On the other hand, the PB and I&I estimators do not affect the response, which evolves as in the known parameter case. Fig. 7 shows the filtered output voltage response to a load change from 87 to 51 , while Fig. 8 shows the harmonic content of the input current for various control schemes. We see that the I&I (with adaptation on only) and the PB estimators are slightly faster than the NLPI controller. However, there is a significant steady-state error, which changes when we perturb the load. This is mostly due to the uncertainty of the parameter and to unmodeled dynamics. Applying the I&I adaptation on both and partially compensates for this uncertainty. However, the adaptation on increases the third-order harmonics. Table IV shows the harmonic characteristics for each case. Again we see that the NLPI controller leads to the smallest steady-state error and, in combination with the FL control scheme, achieves the highest power factor. Fig. 9 shows the input current, output voltage and the estimated parameter for the case. Finally, Fig. 10 shows the harmonic content of the input current for the case compared to the European standard EN61000-3-2, which specifies the harmonic limits for equipment drawing up to 16 A per phase. We conclude that all controllers proposed here achieve with a large margin the requirements imposed by this standard.
V. CONCLUSION
In this paper, an experimental comparison of several control schemes for a PFP circuit has been presented. The results have shown that when the load is known, the PB controller achieves the highest performance and robustness. If is unknown and an adaptation mechanism on is employed, the PB and IM control schemes are the most robust against changes in the load, at the expense of higher complexity. To further improve robustness, it is necessary to make use of a different adaptation scheme. Namely, it is necessary to adapt the parameter . If such an adaptation is used, the FF, IM, and FL controllers are (in steady state) almost insensitive to load changes. However, the transient response is slightly degraded. Finally, the FL control scheme is the easiest to implement, since it uses only static feedback and does not require the derivative of . The tradeoff is slightly higher harmonics and a small negative phase shift of the input current. 11 Further study is in progress to extend the proposed methodologies to more complex converters.
