Abstract-Data from multispectral and hyperspectral imaging systems have been used in many applications including land cover classification, surface characterization, material identification, and spatially unresolved object detection. While these optical spectral imaging systems have provided useful data, their design and utility could be further enhanced by better understanding the sensitivities and relative roles of various system attributes; in particular, when application data product accuracy is used as a metric. To study system parameters in the context of land cover classification, an end-to-end remote sensing system modeling approach was previously developed. In this paper, we extend this model to subpixel object detection applications by including a linear mixing model for an unresolved object in a background and using object detection algorithms and probability of detection ( ) versus false alarm ( ) curves to characterize performance. Validations with results obtained from airborne hyperspectral data show good agreement between model predictions and the measured data. Examples are presented which show the utility of the modeling approach in understanding the relative importance of various system parameters and the sensitivity of versus curves to changes in the system for a subpixel road detection scenario.
The tremendous data volume associated with these sensors also motivates targeted, efficient instrument design and collection methods to acquire the necessary data without drowning in that which is irrelevant. While a strength of modern hyperspectral sensors is that they collect comprehensive data that can be used in a variety of applications, for any given application much of the data may go unused. Also, data collected under some illumination or environmental conditions may not even contain the desired information. There is a cost to collecting these data in terms of instrument complexity, data storage, communications, processing requirements, and missed opportunities to collect data elsewhere. It is, therefore, becoming increasingly important to design and operate these sensors in ways that optimize the probability of collecting sufficient (quantity and quality), but not excessive, data to extract the desired information about a remote scene. Also, because the complexity of these data require automated algorithms, as opposed to analyst visual interpretation, the traditional design metrics of instrument performance (spatial resolution, radiometric accuracy, optical quality, etc.) are only part of what ultimately determines the amount of information that can be extracted from the data. In this sense, it is recognized that there needs to be a better understanding of the interactions among instrument capability, the characteristics of the scene, and the data extraction algorithms.
It is this goal of moving toward a more optimal (judged by an application product metric) design and use of spectral imaging sensors that motivates our development of spectral imaging remote sensing system models. By building models of the remote sensing process and understanding the key contributors to system performance, we can better design, operate, and task these systems. These models also help us to better understand the potential performance and the limitations of spectral imaging technology. This, of course, is a very challenging goal, and the specifics will depend on particular systems and applications, but the complexity of the systems and the potential payoffs offer strong motivation for this work.
To this end, we have been developing end-to-end spectral imaging system models that include significant effects of the remote sensing process, including those from the information extraction algorithms. Previous work developed such a model in the context of land cover classification [9] , [10] . This modeling approach uses statistical representations of various land cover classes and analytically propagates them through the remote sensing system. A similar approach was adopted by Schwartz et al. [11] , to analyze multispectral sensor systems in mine detection applications. These statistical approaches contrast with image simulation models such as HySIM [12] , [13] and DIRSIG [14] , which produce synthetic images suitable for analysis with 0196 traditional tools. The statistical analytical models do not produce an image, but rather represent the characteristics of the scene classes by statistical models, and compute expected performance through the use of analytical equations. This approach offers the advantages of reduced manual scene definition and computational time, allowing tradeoff and sensitivity analyses to be conducted quickly, but with the disadvantage of not being tractable for certain situations involving nonlinear effects.
This analytical modeling approach has now been extended to model the detection of subpixel surface objects through the use of a linear mixing model for an object in a given background and the inclusion of object detection algorithms and metrics. This paper documents these model enhancements through a description of the model theory (Section II), validations of the model (Section III), and examples of typical results obtained from analyses conducted with the model (Section IV). The paper concludes with a summary and discussion of the model's limitations, including areas of ongoing research to overcome these limitations (Section V).
II. ANALYTICAL MODEL DESCRIPTION
The underlying premise of the model is that the various surface classes of interest can be represented by first-and second-order spectral statistics and that the effects of various processes in the end-to-end spectral imaging system can be modeled as transformations and functions of those statistics. The end-to-end system includes the scene (illumination, surface, and atmospheric effects), the sensor (spatial, spectral, and radiometric effects), and the processing algorithms (calibration, feature selection, application algorithm) that produce a data product. The model described here is based upon our previous work [9] . Fig. 1 presents a block diagram of the model and associated supporting data files. The model is driven by a user-specified input set of system parameter settings that define the scenario, including the scene classes, atmospheric state, sensor characteristics, and processing algorithms. Table II contains a list of  scenario parameters and options available, as well as their symbols used in this paper. TABLE II  INPUT SYSTEM PARAMETERS AVAILABLE IN MODEL These parameters are used in analytical functions to transform the spectral reflectance first-and second-order statistics of each surface class through the spectral imaging process. The spectral mean and spectral covariance matrix of each class is propagated from reflectance to spectral radiance to sensor signals and, then, to features, where they are operated on to achieve a metric of system performance. The following sections describe the scene, sensor, and processing components of the model, as well as a brief description of the model implementation.
A. Scene Model
The model considers a scene to consist of one, or more, background classes and an object class. The user supplies the proportion of the scene filled by each background class and the fraction of a pixel occupied by the object class. Each class is described by its first-and second-order spectral reflectance statistics (mean and covariance). Weighted combinations of these reflectance vectors and matrices, along with descriptions of the atmosphere and the observation geometry, are transformed by an atmospheric code into surface-reflected and path-scattered radiances. These radiances are then combined to produce the mean and covariance statistics of the spectral radiance at the input aperture of a spectral imaging sensor. The notional scene geometry, reflectance inputs, transformations, and at-sensor radiance are detailed below.
1) Notional Scene Geometry and Subpixel Object Model:
The model assumes a simple area-weighted linear mixing model for a subpixel object within a scene that contains one or more background classes. Each of the background classes occupies a fraction of the scene, with the constraint the fractions sum to one. The subpixel object is considered to be embedded within one of these classes, denoted . It is important to note that this model does not actually simulate a specific spatial layout, but rather accounts for the effects of the multiple background classes through the area-weighting scheme.
A simple linear model is assumed for the object-class pixel. The subpixel fraction ( ) defines the fractional area of the pixel occupied by the object with direct line-of-sight to the sensor. Parts of the object occluded by the background are accounted for in the background fraction. The fraction of the object in shadow, , ( ) is illuminated only by diffuse sky irradiance, assuming the structure casting the shadow is opaque. In cases where , the fractional amount of the sky's full hemisphere visible from the object, , ( ) must be specified. This allows for a situation where the full hemisphere of downwelling sky irradiance may be partially blocked, (e.g., an object on the ground between tall trees), and only a fraction of the sky is visible from the object. In these cases, the amount of diffuse, or sky, radiance is reduced proportionally by . 2) Input Reflectance Statistics: The object and background spectral reflectance statistics are computed externally and provided as inputs to the model. They may be derived from airborne spectrometer imagery converted to reflectance, field spectrometers, laboratory measurements, or physics-based simulations. For each class, the input statistics consist of a -dimensional spectral mean reflectance vector and a reflectance spectral covariance matrix .
The model assumes that the reflectance distribution of each class, background or object, is unimodal. Thus, the data used to compute the statistics must be carefully screened, through spectral clustering or histogram techniques, to ensure they form a cluster around a single mean point in the -dimensional space. In some cases, a single terrain category will need to be separated into multiple reflectance classes to ensure each class is unimodal. For example, the single category "grass" may need to be split into "dry grass" and "healthy grass" classes, each with a different mean reflectance. Also, the model considers the reflectance vectors to be hemispherical reflectance factors for completely diffuse surfaces. BRDF effects are not considered.
3) Atmospheric Radiance and Transmittance: The model uses the Air Force Research Laboratory code MODTRAN [15] to compute the solar illumination and atmospheric effects. A number of calls are made to the code to calculate the various radiance vectors used to transform the reflectance statistics to radiance statistics. For convenience in the current version of the software, the sensor channel spectral response functions are convolved with the spectral radiances immediately after each MODTRAN run is completed. Thus, the spectral radiance vectors at the output of the scene model have the same dimensionality as the sensor.
4) Mean Spectral Radiance 1 :
The total mean spectral radiance for each class is the sum of , the total surface reflected radiance for a mean surface reflectance and , the scattered path radiance calculated with the scene average reflectance as the surface albedo. This formulation for the path radiance models the "adjacency effect" and is discussed below. The model has been developed for sensors operating in the reflective solar portion of the optical spectrum, with scenes near room temperature; thus, thermal emission effects are not considered. 1 Note: All radiance calculations are performed as functions of wavelength, but, for clarity in presentation, the subscript has been dropped.
Background(s):
A separate call to MODTRAN is made for each of the background classes, as well as one for the scene average case. The total mean spectral radiance for each case is as shown in (1) and (2) (1)
The scene average reflectance, , is computed using the class fractions as in (3)
Object Fully Illuminated: When the object is in the open (no shadows present) the mean spectral radiance for the object class is as shown in (4) (4) The surface albedo used in the MODTRAN call to generate the first term of equation (4) is computed as in (5) . The weighted sum of the object class mean reflectance and the background class mean reflectance implements the linear model described above ( 
5)
Object in Shadow: When the object is in full or partial shadow, the calculation is done slightly differently to handle the various sources of illumination. Equation (6) shows the mean object spectral radiance for this case (6) is the direct (from the sun) ground reflected radiance, whereas is the total (including sky irradiance) ground reflected radiance. Thus, the contribution from the sky irradiance is assumed to be the difference . Path Radiance Calculation: For all mean spectral radiance calculations, the path-scattered contribution is calculated using the scene fractional area-weighted average reflectance as shown in (3). (Note that when MODTRAN is run with the multiple scattering option on, the atmospheric scattered path radiance term depends on the surface albedo.) This approach accounts for the "adjacency effect," which is the scattering of nearby surface reflected radiance into the sensor's instantaneous field-of-view (IFOV). The assumption here is that the scattering scale of the effect covers the entire scene being collected. Studies have shown this effect can occur out to several hundred meters [16] , typical of the scenes considered by the model.
5) Spectral Radiance Covariance:
The transformation of the spectral reflectance covariance statistics to spectral radiance covariance statistics follows the same linear atmospheric model assumed in the mean calculations. The idea behind the transformation is to interpolate spectral radiances calculated for surface albedos equal to zero and one by using the entries of the reflectance covariance matrices. These transformations use the following diagonal matrices, with the described vectors along the diagonals and zeros elsewhere total surface reflected spectral radiance for a surface albedo of 1; direct surface reflected spectral radiance for a surface albedo of 1; atmospheric path scattered spectral radiance for a surface albedo of 1; atmospheric path scattered spectral radiance for a surface albedo of 0. Background Classes: The background spectral radiance covariance matrices for each of the background classes and the scene average are computed as shown in (7) and (8).
is a user-specified scalar used to study the effect of scaling the background covariance matrices
Object Fully Illuminated: The object class spectral radiance covariance matrix is computed using the total surface reflected radiance output from MODTRAN as shown in (9) .
is similar to , defined above, but for the object class
Object in Shadow: As in the mean case, the shadowed object covariance calculation separates out the sky, or diffuse, irradiance contribution as (10)
B. Sensor Model
The sensor model takes the spectral radiance mean and covariance statistics for the various ground classes and applies sensor effects to produce signal mean and covariance statistics that describe the scene as imaged by an imaging spectrometer. The sensor model includes a limited number of radiometric noise sources, with no spatial or spectral sources of error included. Also, as was noted earlier, the channel spectral response of the sensor is applied during the input radiance calculations described in the previous section.
Radiometric noise processes are modeled by adding variance to the diagonal entries of the spectral covariance matrices. Offdiagonal entries are not modified, based on the assumption that there is no channel-to-channel correlation in the noise processes.
The radiometric noise sources come from detector noise processes, including photon (shot) noise, thermal noise, and multiplexer/readout noise. Since detector parameters are often specified in terms of electrons, the noise terms are summed in a root sum squared sense in that domain before being converted to noise equivalent spectral radiance. To calculate the photon noise term , the input radiance is converted to electrons and the square root taken as shown in (11) . Note that this calculation is done for each object and background signal and for each spectral channel separately, with appropriate spectral variation for (11) where input spectral radiance [mW/(cm -sr-m)]; system throughput (cm -sr); optical transmittance; quantum efficiency; integration time (in seconds); spectral channel bandwidth ( m); spectral channel central wavelength ( m); Planck's constant J/s; the speed of light m/s; unit conversion constant . The total detector noise (in electrons) is then calculated as the root-sum-square of the photon noise , the thermal noise , and the multiplexer/readout noise as follows:
The total detector noise (in electrons) is then converted back to noise equivalent spectral radiance and scaled by a user-specified noise factor before being added to the diagonal entries of the spectral covariance matrices as shown in (13) for each sensor spectral channel (13) The next noise source is relative calibration error . This error is assumed to be uncorrelated between spectral channels, with a standard deviation expressed as a percentage of the mean signal level. Thus, for each signal, this noise source is added as shown in (14) (14) The last two noise sources are the quantization noise in the analog-to-digital conversion and bit errors in the communications or data recording system. These both depend upon the assumed dynamic range of the sensor . The quantization error variance is calculated as shown in (15) (15) The model for the effect of bit errors in the data link (or on-board storage) assumes that bit errors are uniformly distributed across the data word and could be of either sign. Thus, for bits, the error will take on one of 2 values, for , with equal probability of 1/(2 ). The noise variance, , due to a bit error rate of is (16) These last two noise terms and are added to the diagonal entries of the spectral covariance matrices in a manner similar to the calibration error in (14) .
The class-dependent sensor signal-to-noise ratio (SNR) is calculated as the ratio between the mean signal and the square root of the sum of the noise variance terms as shown in (17), where is either the object or one of the background classes SNR (17)
C. Processing Model 1) Atmospheric Compensation:
Atmospheric compensation is accomplished by defining surrogate low and high reflectance calibration panels and computing the slope and offset of a two-point linear fit between the mean panel signals and the known reflectances. This models the empirical line method (ELM) often used for atmospheric compensation.
The slopes and offsets are applied to the mean signal and covariance matrices of the object and background classes to compute the retrieved (or estimated) class reflectance mean and covariance statistics.
2) Feature Selection: Several options are available for extracting a reduced dimensionality feature vector from the signal vector:
1) all channels within contiguous region(s), (e.g., to avoid water vapor absorption spectral regions); 2) principle components; 3) band averaging to simulate multispectral channels. Each option is implemented as a linear transformation using an appropriate feature selection matrix . This matrix is applied to both the mean vectors and the covariance matrices in either the retrieved reflectance domain (if atmospheric compensation was performed) or in the signal domain directly on the statistics output by the sensor model, as shown in (18) and (19) (18) (19) In (18) and (19) , the variable refers to the signal type (retrieved reflectance or sensor signal) and the index refers to the various object and background classes.
3) Performance Metrics: Three algorithms are available to determine a performance metric for a given scenario: 1) spectral characterization accuracy, 2) a version of a spectral matched filter known as constrained energy minimization (CEM) [17] , and 3) total error. The spectral characterization accuracy is a measure of how well the spectral reflectance can be retrieved from the sensor measurements. The matched filter can be used to predict probability of detection versus probability of false alarm ( ) curves. Total error approximates the sum of false alarm and missed detection probabilities to produce a scalar performance metric.
The first performance metric, spectral characterization accuracy, is quantified by the mean difference, , between the retrieved surface reflectance of the object and its initial known reflectance, and by the standard deviation, , of the difference for each spectral channel , as in (20) (21) The second performance metric, the matched filter, uses a known object "signature" and an estimate of the background spectral covariance to minimize the energy from the background and to emphasize the desired object. The filter operator is formed as shown in (22), where the subscript indicates the signal means and covariances have been transformed to the desired feature space using (18) and (19) . In the model implementation, the known "signature" is the original object mean spectral reflectance used at the input to the model. The estimates of the average background mean and covariance are the ones obtained after the effects of the imaging system and atmospheric compensation have been applied (22) This operator is then used to transform the means and covariances from the feature space to a scalar test statistic with mean and variance , from which the curve can be calculated. The operator is applied to the combined object/background features and to the features of each background class as
for (26) The probability of detection (computed separately for each background class ) is then computed for a user-specified probability of false alarm , using a Gaussian assumption for the test statistic output probability density function. This assumption is somewhat justified by the Central Limit Theorem since the operator is a summation of a large number of random variables. The section on validation discusses this assumption further. The threshold is determined from the desired probability of false alarm and from the mean and variance of each background class as shown in (27). The function returns the cutoff value such that the area under the standard normal curve to the right of the cutoff is equal to the argument of the function. The probability of detecting the object in background class is shown in (28) (27) The third performance metric included in the model is the total error metric. It approximates the total error (i.e., the overlap between multivariate distributions) in a two-class equal a priori probability case [18] as (31) While does not distinguish between errors due to false alarms or missed detections, it does provide a single scalar metric that can be used for relative performance comparisons. It is normally used in the model to assess the relative contribution to system error from the various system parameters, as shown in the section on example results.
is calculated using the standard normal error function and the Bhattacharyya distance The scene, sensor, and processing parameters are specified by the user through a scenario parameter file loaded into FASSP. These values may be modified through the GUI. A software control executive allows trade studies to be conducted automatically for a number of parameters. A typical parameter trade study takes only a few minutes on a UNIX workstation.
III. VALIDATION
The validation of the model and its implementation has been studied with airborne hyperspectral imagery. Observed empirical data and the model predictions have been compared at several points in the end-to-end spectral imaging process. These validation points include the spectral radiance at the sensor input aperture, the sensor signal-to-noise ratio, and the detection performance ( ) after application of a spectral matched filter. While the experiments described below do not constitute a comprehensive validation of the model, they do confirm the representative nature of the model as well as provide insights into the model's accuracy and limitations.
The data used in this process were collected by the airborne HYDICE sensor [3] as part of field experiments during which substantial ground truth was collected.
A. Spectral Radiance Statistics
This case compared the measured and predicted radiance statistics of a man-made object deployed on an open grassy field. The HYDICE data-derived mean and standard deviation, shown in Fig. 2 , were calculated from Run 07 of a data collection on August 24, 1995. To model this case, input parameters, such as the solar zenith angle and other atmospheric conditions, were chosen to be as similar as possible to the actual scene conditions. The model was run using two different sources of the input reflectance statistics. The first case (labeled "Model 05") used data from a HYDICE image of the scene collected earlier that day from a lower altitude and converted to reflectance using the Empirical Line Method (ELM). This provided an "independent" data source. The second case (labeled "Model 07") used reflectance statistics derived from the same HYDICE image as was used to calculate the mean and standard deviation of the sensor-measured spectral radiance (curves labeled "HYDICE Data" in Fig. 2) .
Reflectance statistics derived from the HYDICE data (rather than field spectrometer measurements) were used as model inputs in this comparison for several reasons. First, since we wanted to confirm the model transformation of surface reflectance variability to radiance variability, it was desirable to have a large number of samples to obtain good statistics. The ground truth had typically only a few samples per object, while the imagery provided tens to thousands of samples (pixels). Another factor affecting the appropriateness of the variability is the significantly smaller spatial field of view of the field spectrometer in this case compared to the pixel size of the imagery. As was observed, and is discussed below, the spatial resolution affects the measured variability for nonuniform surfaces like the man-made object studied here. Lastly, we observed significant errors in the ground truth measurements, leading to a conclusion that the airborne data was more appropriate in this case.
The two predicted mean spectral radiance curves shown in Fig. 2(a) are generally within 5%-10% of the measured values. This level of discrepancy is within the absolute calibration error of the sensor and possible errors due to differences between the real atmosphere and the assumed MODTRAN model atmosphere. Since our goal is to confirm the model implementation, and not to study the sensor calibration nor validate MODTRAN, these differences were judged to be reasonable.
The spectral radiance standard deviations shown in Fig. 2 (b) show significant differences between the "Model 05" prediction and the measured data, but a much closer match for the Fig. 2 . Comparison of calibrated airborne hyperspectral spectral radiance from the HYDICE sensor with model predicted spectral radiance using similar conditions. The two model curves in each plot differ in the source of the spectral reflectance data used in the model. The curves labeled "Model 05" used HYDICE data from an earlier flight while those labeled "Model 07" used data from the same flight as was used for the "HYDICE Data" curves.
"Model 07" prediction. These results may be partly explained by the different spatial resolutions of the data used to derive the reflectance statistics input to the model. The data used by the model for the "Model 05" case were at a resolution of 0.75 m, while the "Model 07" (and the measured HYDICE data shown in the plots) had a resolution of 1.5 m. It has been observed that higher spatial resolution often leads to greater variance in the spectral domain [19] . The results of Fig. 2(b) are consistent with this observation. The differences between the "Model 05" and "HYDICE Data" curves show a typical magnitude of discrepancy in modeling spectral radiance variations that can come from inconsistencies in the resolutions of data. The good match between the "Model 07" and "HYDICE Data" show the model is propagating the reflectance variance into spectral radiance variance, as shown in (7), in a consistent manner.
B. Sensor SNR
A detailed list of parameters measured by the HYDICE manufacturer [20] was used to implement a radiometric sensor model that captured the dominant noise mechanisms. For this experiment, the model's prediction was compared to an empirical measurement of the HYDICE SNR calculated for its design scene of a 5% albedo surface, a 60 solar zenith angle, and the 1976 US standard atmosphere, as shown in Fig. 3 . The empirical result for HYDICE was calculated using simulated radiance as the signal, and with noise computed as the standard deviation of HYDICE calibration frames with the on-board calibration lamp providing the illumination. The comparison was done for two integration times as shown, and the predictions compare closely to the measured results. Since the SNR is seen to be proportional to the pixel integration time at these relatively low signal levels, one can conclude that the instrument is fixed noise limited. Thus, at these signal levels, the instrument noise level is not signal-dependent, and the use of the simulated radiance for the signal is seen to be a valid approach.
C. Receiver Operating Characteristic Curve
A critical aspect of the validation of an end-to-end model is at the output, which, for the scenario of subpixel object detection, is the detection probability at a specified probability of false alarm. This is a point on the receiver operating characteristic (ROC) curve. The ROC curve characterizes the tradeoff in these probabilities as a function of a varying detection threshold. Since a parameter of interest in subpixel detection applications is the smallest fraction of a pixel an object can occupy and still be detectable, we often use a modified version of the ROC curve which shows the detection probability at a constant false alarm rate (CFAR) as a function of object pixel fill fraction.
For this experiment, two HYDICE images collected on August 24, 1995 were concatenated to provide an adequate homogenous background sample size. The images contained open grass fields, forests, and gravel roads, along with a number of resolved objects. The background pixels were first classified into relatively homogeneous regions and 110 040 open grass pixels identified as belonging to a unimodal distribution. 339 pixels from several man-made objects with similar surfaces were also identified and used to simulate subpixel objects in the open grass background pixels at varying fractions using the linear mixing model.
An analogous model scenario was set up using background and object statistics derived from HYDICE imagery collected over the same site, but from an independent run, and converted to spectral reflectance using ELM. The model atmospheric and illumination conditions were specified to be similar to those at the time of the data collect.
A spectral matched filter was developed and applied in each of the empirical and model scenarios using the mean of the object spectra as the object signature, and the background covariance matrix. For the empirical case, a threshold was first determined such that the number of background pixels with a filter output exceeding that threshold corresponded to the desired false alarm rate. The, was calculated, for each fill fraction, based on the number of subpixel object pixels whose filter output exceeded that threshold. The model 's were calculated using the Gaussian assumption as described in equations (27) and (28). Fig. 4 shows the comparison between predicted and observed detection probability as a function of object pixel fill fraction, for two false alarm rates. As can be seen, there are some differences in the between the empirical and model results, but overall the model shows a similar trend. An interpretation of this result is that both the model prediction and the empirical data analysis suggest that this object is detectable ( ) at pixel fractions greater than 25% in this background. Differences between the model prediction and the empirical result can be explained by a variety of factors including 1) background and object pixels in empirical data were not identical to pixels used to derive statistics for model input; 2) possible residual artifacts in the HYDICE data that were not modeled; 3) the matched filter output test statistic was not Gaussian, as the model assumes. This last point is an important consideration because the model relies on being able to transform the first-and second-order statistics of the classes into parameters that can be used in an analytical expression to predict performance. Although we have observed data sets where this Gaussian assumption holds for appropriately screened backgrounds, the true form of the matched filter output statistical distribution for natural backgrounds and man-made objects is an active area of investigation [7] , [21] . As results of those investigations become available, we will seek to incorporate the findings into the model. In the meantime, we will continue to use the Gaussian assumption for the matched filter output as it has been shown to provide valuable results.
IV. EXAMPLE RESULTS

A. Relative Roles of System Parameters
One advantage of an end-to-end system model is the user controls all the scene, sensor, and processing parameters and can specify nearly arbitrary configurations. Our model includes an option to automatically study the relative role of system parameters in a quantitative manner. As an example, we consider the problem of detecting subpixel roads in a grass background. This application could arise in the use of moderate spatial resolution hyperspectral imagery to derive a road network layer for a Geographic Information System (GIS). In this example, we used the modeled HYDICE sensor flying at 6 km and reflectance statis- tics for a gravel road and a grass field derived from measured HYDICE data.
The analysis is conducted by calculating the total error with all parameters at their nominal values, and then recalculating the as each of the parameters is changed to an excursion value, while leaving all other parameters at their nominal value. Each parameter excursion value is chosen to represent either an ideal value or one that would have a minimal effect on system performance. Table III lists the system parameters studied, their nominal values, their excursion values, the model-calculated probability of error, and a quantitative estimate of the relative importance to system performance of each parameter. The metric is used as a representation of the separability of the subpixel road class and the grass background. The relative role of each parameter is then calculated by taking the difference between the error calculated using the excursion value of that parameter and the system nominal error, and then normalizing by the sum of all such differences.
The results shown in Table III indicate that the most important system parameters are subpixel fraction, the grass background covariance, and the meteorological range (atmospheric visibility), and each has about the same relative role. The number of spectral channels has the next biggest influence, then the sensor view angle, and so on. Of interest is that the impact of off-nadir viewing is predicted to be more significant than an off-zenith solar angle. Although the model does not take into account the BRDF of the surface, this result can be explained by the increase in the path radiance scattered into the sensor aperture, which, because of the "adjacency effect" [16] , has the impact of reducing separability between the road and the grass classes.
It is important to note that the conclusions of this type of analysis are extremely dependent upon the scenario configuration and the system parameters considered. The results shown in Table III are not intended to apply to the general case, but are shown to illustrate a use of the model and a methodology for quantitatively assessing the relative importance of diverse system parameters in an end-to-end spectral imaging system. 
B. Subpixel Detection Sensitivity to Various System Parameters
Another use of the model is to study how sensitive a given sensor might be to either design changes or scene conditions. This type of analysis can be helpful when setting system requirements or when setting data collection parameters for systems which have controllable parameters.
To illustrate this use of the model, we present three examples showing parameter sensitivities. The scenario for all three is the detection of subpixel roads in a hyperspectral image, similar to the previous example, but with the use of a road spectrum (from a library or previous data collection) and a spectral matched filter. The analyses assume a HYDICE-like sensor, with similar spectral and radiometric properties, and an atmospheric compensation algorithm with 1% accuracy. Table IV presents other parameters and values assumed in the analyses.
In the first two examples given below, the road is assumed to be subpixel in a grass background, while the third example considers the impact of multiple background classes. In all cases, the results are presented as the probability of detection (at a constant false alarm rate) as a function of the fraction of a pixel occupied by road material. This pixel fill fraction can be loosely translated to an actual object size, given a pixel ground resolution, assuming the object is not split across adjacent pixels. As an example, a 5-m-wide road running through the middle of a 10-m resolution pixel would roughly correspond to a 50% fill factor, ignoring the detailed effects of sensor and atmospheric point spread functions. Because the model assumes a linear mixing of the object and the background class, we can present as a function of this pixel fill fraction and avoid specifying a particular sensor spatial resolution and object size. Thus, the analysis results can be applied to a range of absolute ground resolutions and object sizes, although the exact performance will vary because of sensor noise considerations and the variability of the spectral statistics at the various resolutions.
1) Sensitivity to Atmospheric Meteorological Range: Changes in atmospheric visibility, specified by the meteorological range parameter, will affect the signal level in a spectrally-dependent manner, as well as affect the amount of radiance scattered from the background into the object pixel. Even though the scenario includes an atmospheric compensation step, this scattered radiance can affect performance. Fig. 5 shows that the required fill fraction for a high detection probability ( ) increases with decreasing meteorological range. However, the increase in required is relatively small (10% to 12%) for a significant decrease (64 km to 4 km) in the meteorological range. Thus, in this scenario, one can conclude that detection performance is not significantly affected by atmospheric haze over a reasonable range of values.
2) Sensitivity to Random Calibration or Compensation Errors:
The effects of random error in this analysis are studied by adding zero-mean "noise" with a standard deviation equal to a user-specified percentage of the mean radiance. In a real sensor system, this random error could come from a number of sources such as residual nonuniformity correction error or random errors in the atmospheric compensation. 2 Fig. 6 presents the sensitivity of detection probability to random errors of 0%, 1%, 2%, or 4% of the mean signal level. This range of additive error is typical for state-of-the-art sensors, nonuniformity correction routines, and atmospheric compensation algorithms. As in the previous example, for this range of values, the detection performance sensitivity is not too significant, with the fill fraction required for changing from 9% to 13%, as 4% additional error is added.
3) Sensitivity to Multiple Scene Classes: The previous examples assumed a situation where the scene contained subpixel roads in a homogeneous grass background. Most real images of interest will contain multiple background classes in the scene. The additional classes affect the analysis results in two ways. First, the background covariance used in the matched filter [Eq. (22) ] is assumed to be calculated using data from the entire scene. Thus, the detection operator is different for different combinations of backgrounds. Second, the detection operator is applied to each of the class statistics individually, and the detection probability is determined by the class with the lowest [see (29) and (30)]. Table V lists the background classes and their area percentages for three cases. The "Grass only" case repeats the situation from the previous example using a 16 km meteorological range and 1% random error. The "Mixture 1" and "Mixture 2" cases show the results when the scene has multiple background classes (also with 16 km meteorological range and 1% random error).
As can be seen in Fig. 7 , the addition of several vegetation classes ("Mixture 1") did not significantly change the fill fraction at which high can be achieved. However, the addition of the two "roof" categories in "Mixture 2" significantly raised the fill fraction required for high . In particular, the "light roof" class has a spectrum very similar to the road spectrum, with the consequence of high false alarm rates at low road subpixel fractions. This result is intuitive and has been observed in the analysis of real hyperspectral imagery. Often, analysts will improve their processed results by applying a sequence of algorithms to mitigate false alarms from confusing materials. Our model does not directly take this into account, and thus we often will conduct analyses with single backgrounds. This represents a situation where an analyst might perform a classification (or clustering) of the image pixels first, and then construct separate matched filters, using the same object spectrum, but different background covariances estimated only from samples in the various classes [22] . Thus, the problem is reduced to finding the material in a single, relatively homogenous, background class.
V. SUMMARY AND CONCLUSIONS
An approach has been presented to predict detection performance, analyze sensitivities, and determine relative contributions of system parameters for multispectral or hyperspectral sensors used in the detection of subpixel objects. The end-to-end system model builds on a previously developed approach using first-and second-order spectral statistics and transformations of those statistics to predict performance. Enhancements include a linear mixing model for the subpixel objects, additional sensor modeling capability, atmospheric compensation approaches, and a matched filter detection algorithm. Unlike image simulation models, this model does not produce a simulated image, but rather predicts detection or error probabilities. Thus, our model avoids the computational requirements for pixel-by-pixel ray tracing of simulation approaches.
The model has been, and continues to be, validated by showing good agreement between predictions and measurements of spectral radiances, sensor SNRs, and detection probabilities derived from airborne hyperspectral sensor data. An example analysis was presented that showed which system parameters were most important in a given scenario. Also, examples were presented predicting detection performance sensitivity to atmospheric, sensor, and scene parameters. In the cases examined, the most important and most sensitive parameters were characteristics of the surface classes and environmental conditions of the scene, rather than sensor parameters or algorithmic choices. Certainly, though, situations exist where these parameters or choices can have significant effect.
The model has many advantages over other performance prediction tools, including quick execution, which enables extensive trade studies to be conducted expeditiously. It does, however, have a number of limitations, some of which can be addressed with further development, while others are inherent in the analytical approach. Limitations that are inherent include the inability to model specific geometries of scene objects or materials, especially those that involve multiple reflections, and sensor artifacts or processing algorithms that involve nonlinear operations.
Limitations of the model that we plan to address through additional development include implementation of additional sensor types and artifacts (e.g., Fourier transform instruments, spectral jitter, and calibration error) and processing algorithms (e.g., physics-based atmospheric compensation, anomaly detection, linear unmixing, material identification). Also, we continue to assess the appropriate statistical distributions for various classes of hyperspectral data, as well as develop confidence intervals for detection probability predictions using appropriate models for the variability of the contributing factors. . Acknowledgment is also granted to the Spectral Information Technology Applications Center (SITAC) for providing the HYDICE data. K. Farrar of Lincoln Laboratory is gratefully acknowledged for her contributions in implementing the model and for conducting numerous analyses. Also, Dr. S. Hsu of Lincoln Laboratory is acknowledged for performing the empirical analysis described in Section III-C. The comments and suggestions of the anonymous reviewers are also much appreciated.
