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Resumen. La Programacio´n en Lo´gica Rebatible (DeLP) es una ex-
tensio´n de la Programacio´n en Lo´gica que permite representar conoci-
miento tentativo y razonar a trave´s de argumentos a partir de e´l. Actual-
mente, existen muchas aplicaciones de DeLP a bases de datos y la web,
por lo que resulta de importancia el ana´lisis de la complejidad computa-
cional y del poder expresivo del lenguaje. En este trabajo, se propone
a DeLP como lenguaje de consulta para bases de datos ordenadas fini-
tas. Asimismo, se relacionan resultados de la complejidad computacional
ya alcanzados, con otros modelos y con la Complejidad Descriptiva. Fi-
nalmente, se avanza en el estudio del poder expresivo del lenguaje de
consulta rebatible, analizando las consultas expresables en FO(TC), que
coinciden con los problemas resolubles en NL. Se demuestra que las con-
sultas expresables en FO(TC) son un subconjunto de las expresables en
el lenguaje de consulta basado en DeLP.
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1 Introduccio´n
Una tarea fundamental en la Ciencia de la Computacio´n teo´rica es clasificar a
las problemas de acuerdo a la complejidad de los algoritmos que los resuelven.
Histo´ricamente, los problemas han sido clasificados de acuerdo a dos recursos
relevantes: tiempo y espacio. As´ı, la complejidad computacional mide cua´nto
tiempo o espacio en memoria se necesita en funcio´n del taman˜o de la entrada.
La Complejidad Descriptiva[16, 13] es un enfoque lo´gico a la computacio´n en
el que la complejidad computacional de un problema puede ser visto como la
riqueza del lenguaje que se necesita para especificar el problema. La Comple-
jidad Descriptiva caracteriza a las clases de complejidad por la categor´ıa de la
lo´gica que se requiere para expresar los lenguajes que pertenecen a la clase. As´ı,
podemos clasificar los problemas, tambie´n en te´rminos de la complejidad de los
lenguajes formales que permiten expresarlos. Las Complejidades Computacional
y Descriptiva tienen una relacio´n muy cercana: las clases ma´s importantes de
complejidad computacional tienen una caracterizacio´n descriptiva.
La Programacio´n en Lo´gica Rebatible (Defeasible Logic Programming), de
ahora en ma´s DeLP, es una herramienta basada en argumentacio´n para repre-
sentar conocimiento tentativo y razonar con e´l [15]. Su sema´ntica operacional
esta´ basada en un ana´lisis diale´ctico donde los argumentos a favor y en contra
de un literal interactu´an con el objeto de determinar si ese literal es aceptado
entre las creencias de un agente que razona3. Actualmente, existen desarrollos
de DeLP en relacio´n a bases de datos [10, 11] y la web [8, 9], por lo que resulta
de importancia el ana´lisis del sistema desde el punto de vista de la compleji-
dad computacional como del poder expresivo, ya que la primera nos indica cua´n
dif´ıcil es responder una consulta, mientras que la segunda da una caracterizacio´n
precisa de los conceptos que son posibles definir como consultas.
Algunos resultados sobre complejidad computacional han sido presentados
sobre frameworks abstractos de argumentacio´n, basados en las sema´nticas ad-
misible y preferida (ver [12]). Sin embargo, estos resultados no se aplican di-
rectamente a DeLP. Por otra parte, no se han realizado estudios de sistemas
argumentativos como lenguaje de consulta, ni tampoco se ha analizado el poder
expresivo de los sistemas argumentativos.
En este trabajo, se propone un concepto nuevo introduciendo a DeLP como
lenguaje de consulta rebatible para bases de datos ordenadas finitas, basado en
sistemas argumentativos. Al caracterizar un lenguaje de consultas un aspecto
importante es determinar su poder expresivo
Asimismo, se avanza en el estudio de la complejidad computacional y el
poder expresivo del lenguaje. En cuanto a la complejidad computacional, se re-
toman algunos resultados alcanzados y se los relaciona con otros modelos com-
putacionales, como la Ma´quina de Turing Alternante. As´ı, conociendo que el
problema de decisio´n: “dado un a´rbol diale´ctico T , determinar si la ra´ız esta´
etiquetada con U” es PSPACE-completo[4], se demuestra que es AP-completo.
A trave´s de la Complejidad Descriptiva relacionamos las clases de complejidad
con el poder expresivo necesario para caracterizar el problema. Si bien la com-
plejidad descriptiva del lenguaje, no coincide necesariamente con la complejidad
del co´mputo de una consulta, esta relacio´n ayuda a determinar y circunscribir
el poder expresivo del lenguaje.
Finalmente, en cuanto al poder expresivo, se analizan aquellas consultas que
requieren de un operador de clausura transitiva y se prueba que el conjunto
de las consultas expresables en el lenguaje de consulta rebatible esta´ incluido
en el conjunto de las consultas FO(TC), las que coincide con las consultas de
complejidad computacional NL.
El resto de este trabajo esta´ estructurado como sigue. Primero introducimos
brevemente los fundamentos de DeLP, y se presenta la definicio´n del lenguaje de
consulta rebatible, basado en DeLP. Luego, describimos sucintamente la teor´ıa
de prueba y la sema´ntica declarativa basada en juegos de DeLP, a fin de es-
pecificar la sema´ntica de consulta general y consulta booleana bajo este nuevo
lenguaje. En la seccio´n siguiente, se detallan algunos resultados alcanzados sobre
la complejidad computacional y se los relaciona con el modelo de Ma´quinas de
3 Ver http://lidia.cs.uns.edu.ar/DeLP
Turing Alternantes, mostrando la analog´ıa con un juego, y con la Complejidad
Descriptiva, especificando la clase de lenguaje que se requiere para expresar el
problema de decisio´n. A continuacio´n, se analizan dos clases de consultas que
no son expresables en el lenguaje de bases de datos relacionales sin extender al
lenguaje con un operador de clausura transitiva. En este sentido, se individua-
liza el problema, y se propone una forma de resolverlo en el lenguaje de consulta
rebatible. Se demuestra que las consultas expresables bajo el nuevo lenguaje de
consulta rebatible es un subconjunto de FO(TC), que coincide con las consul-
tas resolubles en NL. Finalmente, resumimos la contribucio´n de este trabajo y
presentamos futuras l´ıneas de investigacio´n.
2 Sintaxis del lenguaje de consulta rebatible
En esta seccio´n introducimos y formalizamos la idea de considerar a DeLP como
un lenguaje de consulta de bases de datos relacionales. Con este objetivo, presen-
tamos los conceptos ba´sicos de DeLP(ver [15] para ma´s detalles). En el lenguaje
de DeLP un literal L es un a´tomo A o un a´tomo negado ∼A, donde ∼ representa
la negacio´n fuerte en el sentido de la programacio´n en lo´gica. El complemento
de un literal L, que notamos L, esta´ definido como: L =∼A, si L es un a´tomo
A, de otro modo, si L es un a´tomo negado ∼A, L = A.
Definicio´n 1. Una regla estricta es un par ordenado, que notamos
Cabeza ← Cuerpo cuyo primer miembro Cabeza es un literal L0, y cuyo segundo
miembro Cuerpo es un conjunto finito de literales. Si el cuerpo es un conjunto
vac´ıo, luego podemos escribir L0., y sera´ llamado un Hecho. Una regla rebati-
ble es un par ordenado, que notamos Cabeza—≺ Cuerpo cuyo primer miembro
Cabeza es un literal L0, y cuyo segundo miembro Cuerpo es un conjunto finito
no vac´ıo de literales{L1, . . . Ln, n > 0}.
Un programa lo´gico rebatible (defeasible logic program) P, que abreviaremos
de.l.p., es un conjunto finito de reglas estrictas ΠR y hechos ΠF , Π = ΠF ∪ΠR,
y un conjunto finito de reglas rebatibles ∆.
Intuitivamente, mientras que Π es un conjunto de conocimiento certero y li-
bre de excepciones, ∆ es un conjunto de conocimiento rebatible, i.e., informacio´n
tentativa que puede ser usada, siempre que nada pueda ser argumentado en su
contra.
Una base de datos relacional es modelada como una estructura lo´gica finita.
Un esquema de base de datos R es un conjunto finito de esquemas de relaciones
{R1, . . . , Rn}[21]. Un esquema de relacio´n Ri tiene un nombre Ni y una lista
finita de atributos A1, . . . , Ali , siendo li la aridad de la relacio´n. Asumimos que
existe un conjunto finito de objetos U , el universo dado sobre un dominio, que
pueden ser utilizados en las relaciones. Dado un esquema de relacio´n Ri, una
instancia de relacio´n es un conjunto de tuplas de la forma (a1, . . . , ali), donde
aj ∈ U(1 ≤ j ≤ li). Una instancia de una base de datos es un conjunto de
instancias de relaciones. El conjunto de objetos que ocurren en la base de datos,
un subconjunto de U , lo denominaremos dominio activo. Asumiremos que el
universo esta´ libre de funciones y que tiene predefinido un orden total, de modo
de poder utilizar resultados basados en bases de datos ordenadas.
La base de datos relacional de entrada se corresponde con ΠF ground en la
definicio´n de un de.l.p., que denominaremos parte extensional. Considerando la
definicio´n de bases de datos deductivas, la parte intensional correspondiente es
ΠR ∪∆, las reglas.
Definicio´n 2. Dado un de.l.p. P = 〈ΠF , ΠR, ∆〉, el universo de la base de
datos U es el universo de Herbrand de de.l.p. H(P ). Una consulta general es un
conjunto finito de reglas estrictas y rebatibles junto con un a´tomo Ali de aridad
li. Una funcio´n de evaluacio´n de una consulta general es un mapeo desde una
consulta en un conjunto de li-tuplas de U ,
AQ : ΠR ×∆×Ali → 2atributosli atributosli = {〈u1 . . . uli〉|uj ∈ U}.
Una consulta boolena es un conjunto finito de reglas estrictas y rebatibles junto
con un literal ground L. Una funcio´n de evaluacio´n de una consulta booleana es
un mapeo desde una consulta booleana en {SI,NO}
AQB : ΠR ×∆× L→ {SI,NO}.
El significado intuitivo de una respuesta a una consulta general es el siguiente:
deseamos computar todas las tuplas que cumplen la relacio´n Ali , que pueden ser
inferida bajo la sema´ntica de DeLP. No´tese que en este caso deber´ıamos recorrer
todos los elementos del dominio para hacer la consulta correspondiente con la
relacio´n.
Por otro lado, el significado intuitivo de la respuesta a una consulta booleana
es el siguiente: queremos saber si L se infiere bajo la sema´ntica de DeLP teniendo
en cuenta la consulta y las instancias ground de la parte intensional, la base de
datos de entrada.
Ejemplo 1. Consideremos el ejemplo de las aves Tweety, Clueca y Tina. Supon-
gamos las relaciones unarias AVE, GALLINA y ASUSTADO que tienen solo un
atributo: el nombre. El dominio del atributo es string y el universo incluye a
{Tweety, T ina, Clueca}. La instancia de la base de datos es la siguiente:




La consulta general sobre que´ objetos vuelan es:
{ave(X)← gallina(X) vuela(X)—≺ ave(X)
¬vuela(X)—≺ gallina(X) vuela(X)—≺ gallina(X) ∧ asustado(X)}
con el a´tomo vuela(X).
Por otra parte, la consulta booleana sobre si Tina vuela es:
{ave(X)← gallina(X) vuela(X)—≺ ave(X)
¬vuela(X)—≺ gallina(X) vuela(X)—≺ gallina(X) ∧ asustado(X)}
con el literal ground vuela(Tina).
3 Sema´ntica de las consultas bajo el lenguaje de consulta
rebatible
La sema´ntica de DeLP esta´ basada en los desarrollos de sistemas argumentativos
rebatibles [18, 20]. Con el objeto de determinar si un literal L esta´ soportado por
un de.l.p. se construye un a´rbol diale´ctico para L. La ra´ız del a´rbol diale´ctico es
un argumento para L y todo otro nodo en el a´rbol es un derrotador de su padre.
En cada nivel, para un nodo dado, debemos considerar todos los argumentos en
su contra. As´ı, cada nodo tiene un descendiente por cada derrotador. Existen
ciertas restricciones al construir el a´rbol entre las que cuenta que un subargu-
mento de un argumento ya introducido en una rama no puede ser reintroducido,
evitando de este modo ciclos (ver [15] para ma´s detalles).
Diremos que un literal L esta´ garantizado si existe un argumento para L y en
su a´rbol diale´ctico cada derrotador de la ra´ız esta´ derrotado. Recursivamente,
esto lleva a un proceso de marcado del a´rbol que comienza considerando que las
hojas del a´rbol son argumentos no derrotados, ya que no tienen derrotadores.
El razonamiento basado en argumentos tiene una analog´ıa con los juegos.
El a´rbol de diale´ctica puede ser visto como un juego entre dos jugadores: el
proponente y el oponente. Si el juego es ganado por el proponente entonces
decimos que el literal esta´ garantizado. La sema´ntica declarativa basada en juegos
GS de DeLP captura a la teor´ıa de prueba de DeLP a trave´s de un modelo
minimal trivaluado (ma´s detalles en [5, 6, 2, 3]).
Existen cuatro posibles respuestas para una consulta L en DeLP: si si L esta´
garantizado, esto es, existe un juego ganado por el proponente para L, no si
L esta´ garantizado (i.e., existe un juego del complemento de L ganado por el
proponente), indeciso si ni L ni L esta´n garantizados, esto es, no existe un juego
ganado por el proponente ni para L ni para su complemento, y desconocido
si L no esta´ en la signatura subyacente del programa.
As´ı, definimos el comportamiento de una respuesta a una consulta general a
la base de datos, de acuerdo a la sema´ntica basada en juegos. Las definiciones que
siguen se restringira´ a instancias de bases de datos y consultas, i.e., relaciones
ground.
Definicio´n 3. Sean ΠF , ΠR y ∆, instanciados sobre el universo, y una consulta
general Q = 〈ΠR, ∆,Ali〉, la funcio´n de evaluacio´n de la consulta general AQ se
define como sigue:
AQ(Q) = {〈u1 . . . uli〉|uj ∈ U , 1 ≤ j ≤ li y existe un juego ganado por el
proponente que comienza con un argumento para Ali(u1, . . . , uli)}
Equivalentemente, podemos decir que la respuesta a una consulta general es el
conjunto de las tuplas, tales que Ali(u1, . . . , uli) esta´ garantizado.
Definicio´n 4. Sean ΠF , ΠR y ∆, instanciados sobre el universo, y una consulta
booleana QB = 〈ΠR, ∆, L〉, la funcio´n de evaluacio´n de una consulta booleana
AQB se define como sigue:
AQB(Q) =

SI si existe un juego ganado por el proponente que comienza
con un argumento para L (L esta´ garantizado)
NO si existe un juego ganado por el proponente que comienza
con un argumento para L (L esta´ garantizado)
Ejemplo 2. Consideremos nuevamente el ejemplo de las aves. La consulta gene-
ral que contiene al a´tomo vuela(X) da como respuesta {〈Tweety〉, 〈Tina〉}. La
consulta booleana tiene como respuesta SI.
4 Relacionando la Complejidad Computacional de DeLP
Del estudio y ana´lisis de DeLP y de su teor´ıa de prueba y de su sema´ntica decla-
rativa basada en juegos se alcanzaron los siguientes resultados en complejidad:
– Determinar si 〈A, h〉 es un argumento es P-completo [3].
– La existencia de un argumento esta´ en la clase NP [3].
– La inexistencia de un argumento esta´ en la clase co-NP (impl´ıcito en [3]).
– Dado un a´rbol diale´ctico T , determinar si la ra´ız esta´ etiquetada con U es
pspace-completo [4].
A partir de estos resultados es posible caracterizar los problemas en otras
clases de complejidad a las que pertenecen, particularmente teniendo en cuenta
la similitud entre la teor´ıa de prueba y la interaccio´n entre dos jugadores. Estas
relaciones ayudan a determinar el poder expresivo del lenguaje.
4.1 Relacio´n con las Ma´quinas de Turing Alternante
Las Ma´quinas de Turing Alternante(de ahora en ma´s ATM)[7] son una gene-
ralizacio´n de las Ma´quinas de Turing no determin´ısticas que tienen dos clases
de estados: los estados existenciales y los estados universales. Una ATM en una
configuracio´n C acepta la cadena si y solamente si:
– C esta´ en un estado final de aceptacio´n; o
– C esta´ en un estado existencial, esto es, etiquetado con ∃, y existe una
configuracio´n C ′ siguiente a C que acepta la cadena; o
– C esta´ en un estado universal, esto es, etiquetado con ∀, y existe al menos
una configuracio´n siguiente y todas las configuraciones siguientes terminan
aceptando la cadena.
La clase de complejidad ATIME[(t(n)] se define como el conjunto de lengua-
jes decididos por una ATM usando un ma´ximo de O(t(n)) pasos de tiempo en
cualquier computacio´n sobre una entrada de longitud n[16, 1, 17]. En particular,
aquellos lenguajes decididos en tiempo polinomial por una ATM se definen como
la clase AP = ATIME[nk] que coincide con la clase de complejidad pspace[16,
1, 17].
Corolario 1. Dado un a´rbol diale´ctico T , determinar si la ra´ız esta´ etiquetada
con U es AP-completo.
Demostracio´n. Membres´ıa a AP : Hemos probado que dado un a´rbol diale´ctico
T , determinar si la ra´ız esta´ etiquetada con U es pspace-completo[4]. Dado que
el problema pertenece a pspace, luego pertenece a AP .
Completitud: QSAT es AP -completo[17]. En [4] se presento´ una reduccio´n poli-
nomial de QSAT al problema de determinar si la ra´ız de T esta´ etiquetada con
U. Por lo tanto, queda probada la completitud.
4.2 Relacio´n con la Complejidad Descriptiva
La Complejidad Descriptiva permite comprender mejor la complejidad computa-
cional de un problema de decisio´n, analizando cua´n rico debe ser un lenguaje para
expresar ese problema. Si bien la complejidad computacional no coincide con el
poder expresivo de un lenguaje, determinar la clase de lenguaje requerido para
resolver una consulta ayuda en la estimacio´n del poder expresivo del lenguaje.
En este sentido, el problema de verificar si dada una estructura 〈A, h〉 es
un argumento que pertenece a P , puede ser expresado en lo´gica de primer or-
den extendida con el menor punto fijo FO(LFP ), ya que FO(LFP ) = P [16].
Esto tiene su razo´n de ser, en que se requiere formalizar la nocio´n de definicio´n
inductiva.
El problema de decisio´n de existencia de un argumento pertenece a NP y por
lo tanto, puede ser expresado como una consulta booleana en lo´gica de segundo
orden existencial SO∃, ya que SO∃ = NP [14]. El problema de la inexistencia
de un argumento para un literal pertenece a co-NP. As´ı, puede ser expresado
como una consulta booleana en lo´gica de segundo orden universal, ya que SO∀ =
co−NP [16].
Finalmente, el problema de decisio´n “dado un a´rbol diale´ctico T , determinar
si la ra´ız esta´ etiquetada con U”, que esta´ en PSPACE, equivalentemente en AP,
puede ser expresado como una consulta booleana en lo´gica de primer orden ex-
tendida con el punto fijo parcial FO(PFP ), ya que PSPACE = FO(PFP )[16].
5 Ana´lisis de consultas expresables con el operador de
clausura transitiva
En las secciones anteriores hemos definido a DeLP como un lenguaje de consulta
para el manejo de bases de datos relacionales y hemos relacionado su comple-
jidad computacional con la complejidad descriptiva, con el objeto primordial
de analizar su poder expresivo. En otras palabras, deseamos responder ¿cua´les
relaciones pueden ser expresadas por el lenguaje y cua´les no?
Existen un conjunto de consultas representativas que son interesantes y que
ayudan a determinar el poder expresivo de un lenguaje de consulta. En esta
seccio´n analizaremos las consultas que requieren de un operador de clausura
transitiva para ser expresadas y su relacio´n con el lenguaje de consulta basado
en DeLP.
Clausura Transitiva (TC): Sea G un grafo dirigido finito y dos ve´rtices v
y v′ en G. Consulta REACH: ¿existe un camino desde v a v′?
Esta consulta puede ser expresada en DATALOG, luego puede ser expre-
sada en nuestro lenguaje de consultas rebatible. La siguiente consulta booleana
expresa a REACH:
{camino(X,Y )← arco(X,Y ) camino(X,Y )← camino(X,Z), camino(Z, Y )}
y el a´tomo camino(v, v′). No´tese que ∆ es vac´ıo.
El problema REACH es NL-completo yNL = FO(pos TC), siendo FO(pos TC)
la clausura de la Lo´gica de Primer Orden con ocurrencias de TC que nunca
ocurran sobre una negacio´n[16]. Luego el poder expresivo del lenguaje de con-
sulta rebatible incluye a consultas expresables en FO(pos TC), que coinciden
con aquellas computables en NL[16].
Teorema 1. Las consultas definibles a partir del lenguaje de consulta rebatible
basado en DeLP son un subconjunto de las consultas expresables en FO(TC).
Demostracio´n. Datalog puede expresar la clasusura transitiva de una relacio´n
[21]. Datalog puede ser caracterizado como un sublenguaje del lenguaje de con-
sulta rebatible, donde ∆ = ∅ y las reglas tienen solamente a´tomos en cabeza
y cuerpo. As´ı el conjunto de consultas expresables en Datalog, FO(pos TC)[19]
tambie´n lo son en el lenguaje de consulta rebatible. Para bases de datos finitas
ordenadas FO(posTC) = FO(TC)[16]. Luego queda probado el teorema.
Clausura Transitiva Determin´ıstica (DTC): Sea S un grafo dirigido
finito. Consulta REACHd: ¿existe un camino determin´ıstico desde v a v
′? Esto
es, para cada ve´rtice u, existe como ma´ximo un ve´rtice x para el que existe un
arco (u, x).
DTC se define como sigue: sea ϕ(x, y) una relacio´n de primer orden, donde
x y y son tuplas de variables ϕdtc(x, y) = ϕ(x, y) ∧ [(∀z)¬ϕ(x, z) ∨ y = z] As´ı,
ϕdtc(x, y) es verdadera si y es el u´nico descendiente de x. Luego, DTCϕ ≡
TCϕdtc.
En este caso, la consulta puede hacerse teniendo en cuenta que deberemos
complementar los todos las relaciones existentes en el vocabulario del lenguaje.
Para cada esquema de relacio´n Ri de aridad li deberemos agregar a la consulta
la siguiente regla: ¬Ri(X1, . . . , Xli)—≺ auxiliar(X1, . . . , Xli). Por otra parte, si
existe una relacio´n de aridad n, ya sea en la parte intensional o extensional,
entonces deberemos incorporar a ΠF una relacio´n auxiliar de aridad n, instan-
ciada con todos los objetos del universo. Puede probarse que una base de datos
extendida con la relacio´n auxiliar y la consulta incluyendo a la regla antes men-
cionada, la sema´ntica basada en juegos permite caracterizar el comportamiento
del completamiento de la base de datos.
Luego la consulta para resolver el caso REACHd es:
{caminod(X,Y )← arcod(X,Y ). caminod(X,Y )←
caminod(X,Z), caminod(Z, Y )
arcod(X,Y )← arco(X,Y ) ∧ ¬otro arco(X,Y ).
otro arco(X,Y )← a(X,Z), Z 6= Y ¬otro arco(X,Y )—≺ auxiliar(X,Y )}
y el a´tomo caminod(v, v′).
El conjunto de las consultas expresables en FO(DTC) coincide con aquellas
computables en L[16] y, dado que L ⊆ NL, luego esta´n incluidas en el conjunto
de consultas expresables en el lenguaje de consulta de rebatible.
6 Conclusiones y Trabajos Futuros
En este trabajo se ha propuesto a DeLP como lenguaje de consulta rebatible para
bases de datos finitas ordenadas. Se definio´ su sintaxis adaptando conceptos
heredados de las bases de datos relacionales. De igual modo, se introdujo la
sema´ntica de una consulta general y de una consulta booleana a la base de
datos, basa´ndonos en la sema´ntica basada en juegos.
Asimismo, se retomo´ el estudio de la complejidad computacional relacionando
algunos resultados alcanzados, con las Ma´quinas de Turing Alternantes, obte-
niendo como resultado principal que el problema de decisio´n: “dado un a´rbol
diale´ctico T , determinar si la ra´ız esta´ etiquetada con U” es AP-completo. A
fin de orientar el estudio del poder expresivo, se relaciono´ a los resultados en
complejidad temporal y espacial con la Complejidad Descriptiva.
Finalmente, en cuanto al poder expresivo, se individualizaron dos problemas
que requieren de la clausura transitiva para ser expresados y se expresaron las
consultas en el nuevo lenguaje de consulta rebatible. Una de las contribuciones
principales es la demostracio´n de que el conjunto de las consultas expresables
en el lenguaje de consulta rebatible esta´ incluido en el conjunto de las consultas
FO(TC), que coincide con las consultas de complejidad computacional NL.
Entre nuestros trabajos futuros, esta´n analizar si las fo´rmulas de primer orden
extendidas con el menor punto fijo y las fo´rmulas de segundo orden extendidas
con el operador de clausura transitiva son expresables en el lenguaje de consulta
rebatible. Asimismo, se pretende relacionar estos resultados con las compleji-
dades de dato y combinada, concepto introducido en [3].
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