Abstract. The 300 ton cosmic ray spectrograph (MARS) has been used to measure the vertical momentum spectrum of cosmic ray muons in the momentum range 20-500GeVlc at sea level. The differential spectrum is well represented by the logarithmic polyi:omial p 3 N~) == -0.524-iO.366 (Inp)--0.0445 (lnp)z+OGOOS (InpI3
Introduction
Until recently the prime reason for attempting to measure the vertical spectrum of cosmic ray muons has been to determine some of the characteristics of nuclear collisions at laboratory collision encrgies in excess of 100 GeV. Studies of secondary particle production at incident energies of 300 GeV and at ISR energies, which are equivalent to laboratory energies of about 2000 GeV, have in recent months produced a considerable quantity of data on the nature of the collision process at these higher energies. Indeed these data are now available to the cosmic ray physicist and suggest strongly that the spectrum at sea level should now be viewed, at least at the lower energies (below about 500 GeV), as a technique by which information on the primary spectrum can be obtained, rather than a technique for the study of nucleon-nucleon collisions, At the higher energies (above about 500 GeV) up to 5000 GeV, since the muons observed at sea level owe their origins to the decay of secondary particles produced in nucleon-nucleus collisions at an energy typically 10 times greater, there is still a very strong case for an accurate nicnsurement of the muon spectrum for the purpose of extending the studies of the nucleon collision process to higher energies.
The present measurement was undertaken with the aim of producing a very precise spectrum up to about 500GeV which could be used as a basis for the studies just described. The data were collected using a multilayer solid iron magnetic spectrograph situated in Durham during the period February 1972 to December 1972.
The vertical niuon spectsum

The magnetic spectrograph
Outline of apparatus
The MARS spectrograph has been extensive.; described elsewhere 4yre 97
585
Ayre et a 1972a, b) , consequently only the essentials of the instrument relevant to the present measurements will be mentioned. A schematic diagram of the spectrograph is shown in figure 1 and indicates that the instrument comprised four solid iron blocks. Three scintillation counters detected the passage of the muon through the instrument and in the present experiment the trajectory of the particle traversing the spectrograph was located at each of three levels using trays of neon flash-tubes of internal diameter 1.5 cm. Very approximately, the 'power' of the instrument is contained in the expression P A = 400 GeV/c cm, where p is the momentum of the penetrating particle in GeV/c and A is the linear transverse displacement of the particle in centimetres after traversing the instrument. The neon flash-tubes used for trajectory location were digitized following the technique of Ayre and Thompson (1969) . The most important elements of the spectrograph for the present work were the trajectory-defining flash-tube trays.
Trajectory location and defection measurement
At each of the three measuring levels in the instrument four layers of flash-tubes were used. The centres of the tubes in each layer were 2 cm apart and the relative positions of the tubes in each of the layers was as shown in figure 2(a). To each of the tubes a probe was attached, and the pulses produced on the probes due to the flash-tubes having discharged were fed into logic circuitry which located the particle trajectory to a certain region in the tray, nominally a cell of width 5 mm. In this way the position of the particle was defined at each of the three levels in the spectrograph. There were 152 cells each of 5 mm width at each level and so particles having deflections up to a maximum of 304 cells (ie 152 cm) were theoretically capable of being recorded. Having defined the position of the particle trajectory at each of the three levels, the allocated category n = (a + c -2b) was automatically computed electronically (a, b and c are shown in figure 2(b) ). Clearly a determination of n was only possible when one and only one cell was triggered at each of the three measuring levels of the spectrograph. The frequency of particles having values of n in the range 0 e n < 22 was recorded as was also the integral frequency of particles having n 3 23. The particles were also further classified according to their charge and approximate arrival direction. This latter selection was achieved by grouping the particle trajectories according to the value of nz = la-bl, lying in the ranges 0 < m < 16, 16 < m Q 32, 32 e m < 48, 48 < m, account also being taken of the sign of a-b.
Clearly, n is a measure of the deflection of the particle which traversed the instrument and m is a measure of the projected angle the incoming particle made with the vertical axis of the spectrograph. The flash-tube axis was 17.5" east of north and as a consequence the particles traversing the spectrograph were classified approximately as being either from the east or from the west and were further binned by means of their value of m into cells of approximate width 1.4". Throughout the collection of data the efficiencies of the neon flash-tube trays were monitored. As mentioned previously, the width of the cells into which the particles were allocated at each measuring level had a width of 5 nim, and with such a cell width the differential momentum spectrum of the muons down to approximately 36 GeV/c was measured. However, it was possible to double the effective width of the categories n such that effectively the contents of adjacent categories were added together and the differential spectrum measured down to approximately 18 GeV/c. Data collection was made with the apparatus operating initially with 5mm and subsequently with 10" category widths. The data and its treatment are discussed in the following sections.
Method of data analysis
Introductioii
In complex automated experiments such as this, it is rarely possible to work directly from the data to the final result. The approach which has to be used is to work from some initial assumptions to predicted values for the quantities to be observed. As a result of a comparison of these observed and predicted quantities it is usually possible to say something about the initial assumptions.
The analysis procedure for the present work therefore involved the adoption of a trial momentum spectrum and its subsequent correction for instrumental effects. The probabilities of the deflections being allocated to the different deflection categories (n) were calculated and folded into the corrected deflection spectrum to give finally the expected rates in each category. Additional knowledge of the efficiency of the detectors in the apparatus and the live time of the experimental runs enabled an absolute determination of the vertical differential spectrum to be made.
-2 . The trial deflection spectrum
The spectrum assumed in the present work is given in table 1 and is a fit to the hitherto most accurate vertical momentum spectrum measurement, namely the data in the range 10-1000GeV/c of Allkofer et a1 (1971) . This was converted to a deflection spectrum using the momentum-deflection relationship ascertained for the apparatus by a computer simulation of trajectories of differing momenta, allowance being made for the energy loss of the muons in the iron.
Corrections to the trial deflection spectrum
3.3.1. Multiple Coulomb scattering correction. The effect of scattering of the muons in the iron, as discussed by Rossi and Greisen (1942) , was to give a range of deflections, for a given momentum, having a Gaussian distribution with a standard deviation of 12% of the mean deflection (ie the deflection assuming no scattering). The 'observed' Table 1 . The trial momentum spectrum assumed in the calculations. 
3.3.2.
Overall spectrograph acceptance correction. The acceptznce of the instrument defined principally by the top and bottom scintillation counters, is shown in figure 3 . It approaches 408 cm2 sr at infinite momenta and decreases as shown to a momentum cut-off at 6*8GeV/c, the decrease being caused by the increasing curvature of the trajectories.
T h e correction due to event rejection.
In order that the deflection of a particular muon trajectory be determined it was required that at each of the three measuring levels there be one and only one cell set. Such a condition may or may not have been satisfied at one or more levels due to the following:
(a) The flash-tubes were not 100 % efficient, resulting in possibly no cell being set.
(b) Muons traversing a tray at a large angle may have caused either no cell or alternatively more than one cell to be set in that tray. This was particularly likely with muons of low momenta traversing the top or bottom measuring levels.
(c) Particularly relevant to the lower two levels was the possibility of muons interacting in the iron blocks causing one or more electrons to accompany the muon from the block which may cause the setting of extra cells.
(cl) There may have been particles accompanying the muon incident on the spectrograph. This was particularly relevant to the top measuring level where any shower particles accompanying the penetrating muon were likely to have set extra cells. Such rejection of events may be divided into those which are momentum dependent and those which are momentum independent. The former are important when considering merely the shape of the spectrum, whilst both must be considered in obtaining absolute intensities.
It is believed that any momentum dependence in type ( d ) will be small up to the energies considered and within thc experimental errors, and has been treated as such in the following.
At low momenta the momentum dependent rejections were caused by a combination of (a) and (b) and to investigate such effects calculations were made of the overall angular distributions of the accepted muons at the three measuring levels (the trial spectrum of Allkofer et al being assumed). From the information obtained in this way, combined with the calculated efficiency of 'cell setting' as a function of angle, was deduced the theoretical probability of no cell and of more than one cell being set, these probabilities being also measured experimentally during the operation of the spectrograph. It was then assumed that the main agents responsible for variations in the calculated probabilities were the efficiencies of the flash-tubes, which were subsequently varied for each individual tray until the theoretically calculated numbers agreed with those observed experimentally and which are shown in table 2. Using this method the predicted average efficiencies of the tubes in trays 5,3 and 1 are 95.7 k 0.3 %, 97.4k 0.2 % and 96.7 -rt 0.4 % respectively. The method also predicts that for these efficiencies the probability of two cells being set, due to the low momentum large angle effects was 1.5 k 0.01 %, 0 % and 5.1 k 0.02 % for levels 5, 3 and 1 respectively.
At high momenta the momentum dependent rejections are as a result of (c). The data of Ayre et d (1971) , which give the probability of one electron and of more than one electron emerging from a magnet block along with the muon, have been taken and used to predict the probability of two or more cells being set at a measuring level. This latter probability was taken to be 90 % of the probability of two or more electrons with the muon (this being deduced by comparison of the large diameter flash-tube format with photographed tracks in trays of smaller diameter tubes). In the case of a single electron an additional cell may or may not be set. However since the probability of such an event is virtually momentum independent, allowance was made for this with the other momentum independent effects when all the momentum dependent effects had been subtracted from the experimentally measured rates of more than one cell being set. Integrating the probability curve for more than one electron emerging over the incident momentum spectrum gives a total probability of more than one cell being set of 2.4% for level 3 and 1.8 % for level 1.
As stated in the previous paragraph the momentum independent rejection rate was deduced by subtracting the total momentum dependent rejection rates from the observed frequencies of more than one allocated cell, as illustrated in table 3. Whilst of no importance as regards the measured muon spectrum, it is satisfying to note that the momentum independent correction for level 1 is slightly less than for levels 3 or 5 as would be expected since level 1 is nearest ground level and therefore most shielded from side showers. The correction factors for event rejection, according to the method just described, for each level are shown in table 4. Since the majority of the rejection at levels 3 and 1 is due to electron accompaniment from the iron blocks, especially above 20 GeV where angle effects are unimportant, by their definition one is justified in assuming that such momentum independent and dependent rejections do not occur together. Hence their rejection probabilities have been added together linearly for each level in the computation of the total correction factor shown in the final column of table 4. A correction has also to be made to the data allowing for the inefficiencies of the flash-tubes. This is also virtually momentum independent and is incorporated in the category acceptance function discussed in the next section.
T h e category acceptance function
The category acceptance function for a particular category is defined as being the function which describes the probability of different deflections being allocated to that category. The shape of this function was initially calculated assuming that at each measuring level the muon trajectory was allocated to the 5 mm cell through which it had actually passed. Subsequently modifications were made to this basic shape for the following effects:
(a) the electronic circuitry which allocated trajectories to the different cells only gave the correct cell with 100 % efficiency for trajectories crossing the tray normally. At other angles, depending upon the exact lateral location of the particle across the flashtube pattern, allocation may have been to adjacent cells; (b) inefficient flash-tubes could have caused wrong cell allocation; (c) knock-on electrons from the glass walls of the flash-tubes could have caused tubes to discharge through which the particle trajectory had not passed possibly causing wrong cell allocation.
The effect of these wrong cell allocations has been estimated for the relevant flashtube efficiencies and knock-on probabilities and is found to broaden the category acceptance functions considerably as illustrated in figure 4 which shows the successive addition of the three above effects to the basic shape. It is worth noting that the shapes of the functions, which have been found to be virtually identical for all categories, are considerably extended over a 4 cm range. 
The experimental data
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biases, and roughly equal numbers of particles were recorded in each field direction. The total live time of the apparatus was 1507.8 hours and in excess of lo6 particles were successfully analysed and recorded traversing the instrument. However, 87 % of the data obtained using 5 mm wide cells and 73 % of the data with 1 cm cells lie in category 23, and these data have not subsequently been included in the analyses. This leaves a total of 105 523 particles in the 5 mm and 91 911 in the 1 cm categories which have been incorporated in the spectrum measurement. The basic data are given in table 5, where each of the values is the total number of particles in the eight angular ranges.
. I . The measured muon spectrum
The values of the experimentally measured spectrum are obtained by multiplying the values of the trial spectrum at the mean momentum of the categories by the ratio of the observed to expected numbers in that category. Table 6 shows the results of this procedure for the 5 mm and 1 cm categories, and the errors quoted are purely statistical in origin.
. 2 . 1 . Sources of error.
As with all spectrograph measurements, but more particularly in the case where the instrument is completely automated, it is very important that the errors in the alignment of the trays is small. Whilst it is not essential that the trays are vertically beneath each other it is necessary that they are in a straight line and that the axes of the trays are parallel to each other. The initial flash-tube tray alignment was made using vertical plumb lines and cathetometers, and subsequent adjustment of the flash-tube trays was made as a result of examination of recorded data. The trays are considered to be aligned to within 0.05 cm; a value which is regarded as satisfactory.
Other sources of error in the spectrum measurement arise due to the efficiency of the scintillation counter system 0.894+0.002, an uncertainty of 0.2 % (the majority of this inefficiency occurring in the level 5 scintillation counter and the uniformity is such as to ensure that the inefficiency of the counter is momentum independent); to the overall acceptance 408 i 2 a n z sr, an uncertainty of 0-5 %; and to the efficiency of the flash-tubes 90-0+0.5 %, an uncertainty of 0.5%. The effect of the 1 % error in the measurement of the magnetic field depends upon the particle deflection and upon the slope of the spectrum (y). Table 7 shows the calculated effect of such a 1 % variation.
The situation regarding the non-statistical errors is shown in figure 5 , where the effect of an uncertainty of 5 % in the 90% factor in the burst correction is also included together with the effect of an overall 25 % uncertainty in the knock-on interaction cross section (it is assumed that knock-on is the dominant process at these momenta). Only these errors and the error in the magnetic field affect the shape of the spectrum. The total uncertainty in the absolute height therefore varies from about 1.2% at 20 GeVlc to about 6.8 % at 500 GeV/c. 
Incident muor! mrnentum(GeV/c) Figure 5 . Summary of the non-statistical errors of the experiment. A, overall total; B, effect of 25% uncertainty in interaction cross section; C , effect of 1% variation of magnetic field; D, contribution from 5% variation in the effect of burst electrons; E, total error in flash-tube efficiencies (also represents error in overall acceptance); F, total error in scintillation counter efficiencies.
. 2 . 2 . Maximum detectable momentum (MDM).
The usual definition of MDM is that momentum at which the error on the measurement of momentum is equal to the momentum itself. Frequently a spectrograph is used to determine the apparent deflection and hence equivalent momentum of a single particle traversing the instrument and there is an error on a particle momentum obtained by adding the effect of multiple scattering of the particle to the MDM correction in quadrature. However, in the present apparatus where automatic allocation of an event to a deflection category having a finite width takes place, a quantity which can be likened to the conventional MDM of the instrument has to be defined. Such a quantity is the RMS value of the category-zero acceptance function which is found to be 0.586 cm, and corresponds to a momentum of 670 GeV/c. Hence the 'MDM' of the apparatus is considered to be 670 GeV/c but no correction is necessary to allow for it.
The best estimate of the spectrum
There is some systematic variation of the data corresponding to the 5 mm distributions and therefore the data have been combined to produce a best estimate of the spectrum is again overlap of the 5 mm and 1 cm data but in this region the data have not been combined together and the best estimate of the measured spectrum is shown in figure 6 . Errors on the points in the figure are statistical but extend to include the systematic errors affecting the shape of the spectrum. The curve drawn through the data represents a fit of the form
where using a least squares technique the coefficients are Using this expression, and its integral the measured differential and integral spectra at various standard momenta given in table 8 are obtained. The measured differential and integral spectrum at standard momentum, together v,ith the total error. (The integral spectrum errors contain in addition an estimated 15% error in the integral value above 500Gevlc based on the differential point at that momentum and extrapolating to higher momentum.)
Comparison with other measured spectra
It is not proposed here to give a complete survey of all measurements to date of the muon spectrum, but rather to select some of the most accurate recent measurements and to compare with them the present result. The present measurements cover the range 20-500 GeV/c and in this region the logarithmic polynomial expansion discussed earlier is taken for comparison purposes. Below 10GeVlc De et al (1972) have produced a mathematical fit to the differential momentum spectrum of Allkofer et al (1971) of the dP form N ( p ) dp = 3.08 x 10-3 p-O'5483-O'3977 In P and a fit of this form joins on very well with an extrapolation of the present data down to 7 GeV/c. Hence in comparing the data of other workers below 7 GeV/c this form fit of De et 01 has been used. The results of various groups are compared in figures 7(a) and (b). In the former figure the spectrum is compared with earlier measurements of the Durham group and in the latter figure with other recent measurements. The spectrum of Osborne et a1 (1964) , OPW, and the other Durham spectra have been renormalized to the 1 GeVlc intensity measurement of Allkofer et al(1970) for the purpose of this comparison. If the OPW spectrum is normalized to the present best fit at 20 GeVlc, then it is seen that for the region 20 GeV/c to 500 GeV/c, the momentum range over which the present experimental data were collected, the discrepancy between the OPW spectrum and the present data is everywhere small rising steadily to some 10 % at 500 GeV/c. Hence the present spectrum is slightly less steep than the OPW spectrum.
The present measurements are shown compared with those of Allkofer et al (1971), Nandi and Sinha (1972) , Bateman et al (1971) and Burnett et a1 (1973) in figure 7(b) . The MARS spectrum is in excellent agreement with that of Nandi and Sinha, and the shape also agrees well with that of Bateman et al in the range 7-100 GeV/c although the intensity of the present measurement is approximately 5 % greater than that of Bateman et al. Also in the range 40-500 GeV/c there is excellent agreement with the data of Burnett et a1 (1973) after renormalization of the intensity of the spectrum of these workers. The experiment of Burnett et a1 necessitated the conversion of their data from several zenith angles to that applicable to the vertical direction and this is necessarily somewhat an indirect method subject to some uncertainty. Nonetheless the agreement in shape between the two spectra is very satisfactory. Regarding the spectrum of Allkofer et a1 (1971) , it is evident that the spectra of all the other groups are flatter. An examination of the data of the several spectrographs from which the Kiel spectrum is constructed shows that there are some systematic effects present in the overlap regions of the various spectrographs. There could also be some systematic effects in the data below 30 GeV/c caused by the criteria used to select the events (see Fahnders 1971) .
Hence it is considered that the present measurement is satisfactorily consistent with those of earlier workers over the energy range 7-500 GeV/c and the logarithmic polynomial function b, = -0.161 b3 = -0.0004. When making use of this latter fit however, it should be remembered that the original fit was made only up to 500 GeV/c and that consequently there are no constraints on the fitted spectrum above this value.
