A modified algorithm of the numerical calculation of adiabatic corrections is proposed. It is based on earlier approaches, introduced by Cencek and Kutzelnigg and by the present author. The adiabatic correction is approximated in terms of overlap integrals between electronic wave functions for a given geometry and for a single nucleus shifted by h. The leading term of error is proportional to the square of h in the original methods. The new approach, while requires the same wave functions as those methods, shrinks the error, so that it becomes proportional to h 4 in atomic cases. Test calculations show, that similar behavior is retained also for two-atom molecules and additional stable decimal digit of the adiabatic correction can be obtained.
I. INTRODUCTION
The separation of nuclear motions within the adiabatic approximation is a foundation of almost all quantum chemical calculations. Following the textbooks of quantum chemistry, the wave function is assumed in the form of a product of functions describing the nuclei (which coordinates will be denoted by R) and light particles (with coordinates denoted by r):
The function Ψ l is usually called as the electronic function, but it is also obvious to treat the positrons on equal footing with electrons, as their masses are the same and they often move in the same time scale. As both electrons and positrons are leptons and wave functions for positronic atoms and molecules will be used in calculations presented in this article, Ψ l will be named as the leptonic function.
The nuclear kinetic energy operator ( )n T is separated out of the hamiltonian ( ) ( ) ( )ˆ, 
and providing the potential energy for nuclear function, which can be obtained by solving of the following equation:
The adiabatic correction is expectation value of the ˆn T operator ( ) ( ) ( ) ( ) , , ad l n l E T = Ψ Ψ R Rr R Rr (5) and measures the changes of leptonic wave function, induced by moving the nuclei from their current positions. It is not trivial to calculate E ad for all but atomic systems and it is usually neglected within the Born-Oppenheimer approximation. This is justified, as the values of adiabatic correction are usually much smaller than these of leptonic energies. In most calculations, carried out in practice, they are even within the error margins of E l , as the accuracy of solutions of equation (3) is too low. However, the recent progress in development of computational methods, achieved in the group of professor Rychlewski, made it possible to obtain electronic energies having spectroscopic accuracy (i.e. with the error not exceeding a few microhartrees) for
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3-and 4-electron molecules (see [1] for a review). If the results of theoretical studies are to be compared with precise experimental measurements, the adiabatic correction can no longer be omitted. The traditional way of calculation of E ad requires explicit separation of center of mass coordinates, which becomes very complicated beyond 2 nuclei [2] . Internal coordinates, mixing electronic and nuclear degrees of freedom, are introduced by that procedure. On the other hand, a pragmatic method has been proposed, in which the adiabatic correction is computed directly in the laboratory coordinate frame [3, 4] . The equivalence of both approaches has been proven by Kutzelnigg [5] . The latter approach of calculation of E ad has been named as the BornHandy method. It provides a general framework, which can be applied for molecules of any geometry and was already used in practice with higly accurate explictly correlated Gaussian (ECG) wave functions [6] . It will be briefly discussed in the next section. Atomic units are used in the whole text.
II. METHOD
As no internal coordinates are introduced in the Born--Handy method, the adiabatic correction can be written as the sum of atomic contributions:
where A Δ are the expectation values of 2 ∇ operators, related to the coordinates of respective nuclei. It should be pointed out, that such a (formal) partitioning is related only to the concrete procedure, which is used in the present work and has nothing to do with a physical interpretation of the components of E ad . In the cartesian coordinate frame, which is most convenient for calculations with ECG functions, each A Δ integral is the following sum:
.
The integrals 
, (9) have been developed and applied in the calculations of E ad with ECG functions. The symbol Q in Eqs. (8) and (9) denotes the x, y or z coordinate of a chosen nucleus. The respective expectation value of operator of 2'nd derivative will be denoted as 2 2 ( ) .
The differentiation of normalization condition of the electronic wave function over Q leads to another well known relation
This relation, combined with equation (8) [7] , leads to the approximation proposed by Cencek and Kutzelnigg. The integration over coordinates of light particles gives
This formula is also implemented in the PSI3 quantum Symbols S + , S -and S ± denote the overlap integrals between leptonic wave functions of the system with a little different geometries, i.e. the chosen coordinate (Q) of a nucleus is shifted by h:
and
The leading term of error in approximations (12) and (13) is proportional to h 2 . Only one overlap integral is needed for formula (12) , while (13) requires two integrals, but their calculation is cheaper than solving the leptonic Schrödinger equation for Q + h and Q − h, which is needed in both methods. The goal of present work is construction of an algorithm, which would use the same wave functions (for Q, Q + h and Q − h), but with a faster decreasing error.
Let us consider the ΔQ integral for an isolated atom. Shift of the nucleus results in a translation of the whole wave function, so
Equation (12) becomes equivalent with (13) for halved shift h, giving
Therefore, the leading component of error of the approximation ( 
1) Q
Δ is 4 times larger than that of (2) , Q Δ for a given h. It can be eliminated in the following expression ( )
For atoms, the error of approximation (19) decreases as h 4 . However, moving a single nucleus in a molecule causes more complicated changes of the structure of wave function of light particles. Application of formula (19) requires then a silent assumption, that equation (17) is approximately fulfilled and the term of error, proportional to h 2 , is largely cancelled.
III. TEST CALCULATIONS
In order to check the convergence patterns and final accuracy of A Δ integrals, test calculations have been carried out for normal and positronic atoms and molecules containing up to 5 light particles. All systems were in their ground states. The results given by well grounded Eqs. (12) and (13) are compared with these of formula (19). The leptonic wave functions of all systems, besides of the hydrogen atom, were linear combinations of explicitly correlated Gaussian (ECG) functions
with optimized nonlinear parameters
is the spin function, Â is the antisymmetrizer, which interchanges indistinguishable particles, while P ensures proper spatial symmetry of the wave function.
All calculations have been carried out in double precision. The mantissa of a double precision variable contains 53 bits. The numerical differentiation leads to a loss of accuracy, as numbers having similar values are substracted. In this operation, the leading significant bits are lost. Another source of uncertainty is the numerical noise, resulting from accumulating round-off errors and giving pseudorandom least significant bits in the variable. They are dependent on the processor type, compiler options etc. In order to estimate the number of certain significant bits (Nbits), the overlap integral of leptonic wave function with itself
was computed. Without the noise, it would be equal to one. In reality, its value differs slightly from one, and
where square brackets denote the integer part of a number. For each system, the convergence Q Δ of was studied, by performing calculations with different shifts h, starting from 0.032 and halving it, until h < 0.00002. The numbers of stable and lost bits were calculated in each step. The leading bits of results were considered stable, if they did not change in two subsequent steps,
while the number of lost bits resulted from the substraction of similar numbers and was calculated as for Eq. (19). The sum of numbers of stable and lost bits could not exceed the number of noise-free bits. If it did, then the extra accuracy was assumed to be a coincidence and the number of stable bits was assumed to be the difference between N bits and the number of lost bits. For convenience, the numbers of bits were also transformed to the numbers of decimal digits, using the formula decimal = log 10 2 bits (this is the reason of some inaccuracies, as the digits were not counted explicitly, but their number was calculated from the respective number of bits). Both numbers are given in the columns of tables, labeled "stable" and "loss", in the form bits/decimal digits.
III.1. Atoms
The calculations of integrals for atoms were an important part of the present study, as they offer a possibility to check independently the results, using analytical values.
, , For the ground state of hydrogen atom, the analytical wave function has been used. The overlap integral was also calculated analytically [11] 
h h e − = + + so that it can be safely assumed, that no numerical noise was present. As can be seen in Table 1 , faster convergence of the value of Δ A is achieved with equation (19). The most accurate result has been obtained for h = 0.001, where also the largest number of stable bits has been reached. The error is even smaller than suggested by the number of stable bits. Formula (13) gives the smallest error for h = 0.000125, but maximal number of stable bits is reached for h = 0.00025. This discrepancy may be a coincidence, but may also appear, because the calculations were carried out on the Intel i486 processor, whose floating point unit registers have the internal precision of 80 bits (with 64 bits of mantissa). Even if the "illegally" more accurate value would be accepted, its error is anyway one order of magnitude larger than that given by Eq. (19) .
In all other cases, the wave functions are approximations given by equation (20) . The numerical noise causes, that the best accuracy of E ad is lower than for H atom and is reached at larger h. The calculations have been carried out for atoms of helium, positronium hydride and positronic lithium. Expansion lengths, leptonic energies, reference values of Δ A integrals (calculated analytically), S 0 integrals and numbers of certain significant bits are given in the captions of respective tables. The accuracy of wave functions decreases with the system size, but they can be all considered to be of high quality. The errors of leptonic energies amount to about 10 nanohartrees for He, 0.7 microhartree for PsH and no more than 5 microhartrees for PsLi + [12] . The energy of the latter system is the lowest published to date, being about 10 μhartrees below the recent result of Mitroy [13] . The same convergence pattern is repeated for all systems -the values of Δ A increase to the most accurate one, which is reached at h = 0.0005 with formula (13) and at h = 0.002 (0.004 for PsH) with formula (19). Further decreasing of displacements causes the loss of accuracy, due to the numerical instability. Formula (19) gives 2-5 more stable bits (1 decimal digit) and error smaller by order of magnitude than (12) and (13) . The numbers of bits free of the numerical noise are smaller than 53 and decrease with the number of light particles and expansion length.
III.2. Diatomic systems
The calculations of A Δ integrals for molecules provided the real test of new algorithm, which is not necessarily correct, as Eq. (17) is not automatically fulfilled. They have been carried out for the hydrogen molecule (with two wave functions of different accuracy), helium dimer and positronic lithium hydride molecule, at equilibrium internuclear distances of 1.4011 bohr for H 2 , 5.6 bohr for He···He and 3.365 bohr for e + LiH. The wave function of positronic LiH was the least accurate of all systems -the energy error is estimated to be of the order of 0.1 millihartree [12] .
No analytical reference results could be obtained for molecular systems. The accuracy of Δ Q was controlled in two ways. First, the stable bits were counted, similarly as for atoms. The results were also compared with the values provided by extrapolation procedure, which is equivalent with Eq. (19) for atoms: gives the error proportional to h 4 and is not based on a vague assumption, but requires additional evaluation of wave functions for Q + 2h and Q − 2h.
If the molecule is placed along one of the coordinate frame axes, two components of Δ A are to be computedparallel and perpendicular to the bond axis. In the present work, another orientation of the molecule has been chosen -the bond axis is a diagonal of the cube, whose 3 walls coincide with the coordinate frame planes. Only one Δ Q integral is then needed, as Δ x, A , Δ y, A and Δ z, A are equal.
Due to the symmetry of hydrogen molecule and helium dimer, both atomic contributions are the same and only one is given in Tables 5-7 . The symmetry projector in equation (20) doubles the numbers of "primitive" (i.e. non symmetry adapted) basis functions, but calculation of Δ Q integrals was carried out with spatial symmetry disabled, so that the real expansion lengths amounted to 150 and 1674 for H 2 , and 4764 for He···He. The latter system was described with the reoptimized 2400-term function [14] , from which a few basis functions, which did not lower the energy, have been removed.
The convergence patterns in molecular calculations agree with these observed for atoms, although the improvement is a little smaller. Formula (19) gives usually up to 2-3 more stable bits than (12) and (13), but there are some cases, in which those equations seem to work better. For the hydrogen molecule, described with the 75-term wave function, formula (13) seems to give 21 stable bits, while (19) provides only 20 bits. However, formula (27), which should be regarded as the most accurate one, gives the value of Δ H closer to that of (19) and its six significant digits of the result are stable in a wide range of h. Another example of a "false stability" appears for the helium dimer with equation (12), where 6 significant digits do not change in the value of Δ He = 6.12534, when h decreases from 0.0005 to 0.00025. This calculation has been carried out on the edge of real precision of 38 bits (15 bits lost, due to the numerical noise!) and the 6'th digit is incorrect -formulas (19) and (27) give a little larger Δ He = 6.12535. This example justifies the method of estimation of accuracy, which takes the number of certain bits in account and shows, that just counting the unchanging digits may be not sufficient.
The calculations for positronic lithium hydride molecule show, that a single value of h for both atoms would be suboptimal. The LiH molecule is highly polar and the presence of the positively charged positron, which is localized at the negative (H) end [15] , causes its additional polarization -the bond length increases and the electron density moves towards the H nucleus. The lowest energy dissociation products of e + LiH are positronium hydride and lithium cation. Close to the equilibrium distance, moving of the Li nucleus, surrounded by the compact distribution of its core electrons, gives most accurate approximation of Li Δ integral at h = 0.002. On the other hand, Δ H is very close to that of isolated PsH atom, which leptonic density is much more diffuse than that of Li + and the most accurate approximation is obtained at h = 0.004.
IV. CONCLUSIONS
The proposed method of calculation of adiabatic corrections, although not proven mathematically for molecules, seems to work well for all studied systems, which have different leptonic structures. It gives usually one additional stable significant digit, in comparison with Eqs. (12) and (13) , using the same wave functions. This extra stability is not a spurious effect, as the results are close to these of formula (27), which error certainly decreases as h −4 . The most stable values of Δ A are obtained for larger shifts. The recommended value of h for the new algorithm is between 0.002 and 0.004 bohr.
One may ask, whether calculation of 6 instead of 5 significant decimal digits of the adiabatic correction is worth the effort of evaluation of additional overlap integrals for Eq. (19), or even wave functions for equation (27) , if the result would be changed by a few nanohartrees. The answer is not unique. In most calculations, there would be no practical difference. Unfortunately, decreasing real precision is the price to be paid for the increasing accuracy of leptonic energies. The number of certain bits decreases with the expansion length of wave function (20) and with the number of light particles. Let us compare the two, 75-and 837-term wave functions of hydrogen molecule, which give the electronic energies accurate to a fraction microhartree and nanohartree, respectively, but with 44 and 42 cer- (12) or (13) . However, for the long expansion we would like to compute the adiabatic correction with the accuracy comparable to that of electronic energy. The new method gives the value of 0.0005219585 hartree, with the last digit uncertain, which is acceptable, while two last digits would be uncertain, if one of older algorithms would be applied. In the case of larger systems, described with extensive wave functions, for which the loss of precision resulting from the numerical noise is significant, this additional significant digit may allow to avoid the time consuming calculation of E ad with extended precision variables. The obvious target could be the helium dimer, for which calculations with very long expansions (up to 4800 ECG functions) have been carried out recently [16] .
Another area of practical application of the new algorithm are the studies of positronic systems, in which the positron is treated as a light pseudonucleus with the charge less than 1 [17] , within a modified adiabatic approximation. Due to small positron mass, the contribution of E ad to the effective potential for positronic motion is comparable with that of electronic energy.
