Efficient navigation and precise localization of Brownian micro/nano self-propelled motor particles within complex landscapes could enable future high-tech applications involving for example drug delivery, precision surgery, oil recovery, and environmental remediation. Here we employ a model-free deep reinforcement learning algorithm based on bio-inspired neural networks to enable different types of micro/nano motors to be continuously controlled to carry out complex navigation and localization tasks.
Introduction
In the past decade, there has been growing interest in engineering active particles for a diverse range of applications. [1] [2] [3] [4] [5] [6] [7] [8] Active particles are designed to harvest energy to power translational motion and are envisioned as potential micro-/nano motors to carry out tasks in complex, hard-to-reach environments (e.g., mazes, blood vessels and porous media). The potential of such motors has been demonstrated in emerging applications like drug delivery, precision surgery, and environmental remediation. 1, 3, [9] [10] [11] [12] [13] [14] [15] The ability of efficient navigation (move from one position to another) and precise localization (maintaining a position) of micro-/nano motors in complex environments plays a crucial role in deploying micro-/nano motors in applications. 16 Unlike macroscale motors, micro-/nano motors are often under actuated (i.e., not all degrees of freedom can be controlled), and common experimental realizations usually allows individual control on self-propulsion speed (via light, acoustics, etc. 17 ) or propulsion direction (via magnetic fields 18 ) or speeds and direction combined 19 , but rarely both speed and direction independently. Additional hurdles to reliable control include Brownian motion that can significantly cause deviations from intended trajectories.
Further considering the rich locomotion dynamics resulting from constituent materials (e.g., metal, polystyrene, etc. 17, 20, 21 ), motor shapes (e.g., spheres 22 , rods 23 , and rationally tailored shapes 19 ), and activation mechanisms (e.g., chemical catalysis 21 and external fields 24 ), it is desirable to have a generic algorithm that addresses under-actuation and stochastic disturbances and is broadly suited for different motor designs and control objectives.
Strategies to realize efficient navigation and precise localization include empirical and approximate methods in relatively simple navigation scenarios 25, 26 and a more formal algorithmic optimization framework we developed recently that could accommodate complex 27 and even unknown obstacle environments. 28 Particularly, in light of recent fast developments of artificial intelligence and deep learning technologies, [29] [30] [31] we recently addressed the navigation challenge in large-scale, unknown obstacle environments via a data-driven visual-based deep reinforcement learning (DRL) algorithm 28 . The DRL algorithm employs a bio-inspired neural network architecture that mimics the visual navigation system based on local neighborhood sensor information and equips the motor agent with intelligence to efficiently navigate unknown landscapes with random obstacle configurations. Despite its success for binary-activation self-propelled colloidal motors (on and off of self-propulsion), this DRL algorithm can only apply to motors with discrete control inputs, thus failing to meet the requirement of continuous control in applications like high precision localization.
In this work, we develop a flexible, generic DRL algorithm that allows continuous control of motors with different translational and rotational dynamics to carry out localization and navigation tasks. Leveraging this DRL algorithm, we investigate and compare navigation and localization strategies employed in different scenarios, which ultimately provides guidance on designing future autonomous micro-/nano motor systems. By varying the input information and reward signal structure, we demonstrate its capabilities to navigate in free space and obstacle environments and under additional arrival timing constraints. Our results shed light on DRL-controlled motor dynamics and also provide new route towards devising motor control systems able to cope with complicated and diverse tasks. (b, c, d) Different types of motors we consider in this work and their re-orientation strategies.
(b) A full-control motor with control of both its propulsion speed and direction will usually use a small self-propulsion speed and maximum rotation (i.e., v << vmax, w = wmax), v to achieve reorientation. (c) A rotor motor with the sole control of direction will usually use maximum rotation (i.e., w = wmax) to achieve re-orientation. Because a rotor is constantly engaged in maximum self-propulsion (v = vmax), it will trace out a circular arc of radius R=vmax/wmax. (d) A translator motor with the sole control of propulsion speed with turn off the propulsion (i.e., v = 0) and wait for the desired direction sampled from Brownian rotation.
propulsion speed and direction. The second type of motor allows continuous control of its self-propulsion direction (e.g., via magnetic field 18 ) but not its speed, which we refer to as a rotor motor. The third type of motor allows continuous control of its selfpropulsion but not its orientation(e.g., via light 32 ), which we refer to as a translator motor.
A full-control motor has the equation of motion given by max max max
a rotor motor has equation of motion of
and a translator motor has the equation of motion of
where r=(x, y) and  denote the position and orientation, respectively, t is time, kT is thermal energy, F is the force due to rod-obstacle electrostatic interactions (see
Methods)
, and v is propulsion speed taking binary values of 0 and vmax as the control inputs. Brownian translational and rotational displacement processes r  and   are zero-mean Gaussian noise process with variances Dr, and wmax takes different values that will be specified in the following sections.
We formulate the tasks of localization and navigation as sequential decisionmaking processes in which a motor agent will be rewarded when it is sufficiently close to the specified target location. Formally, we use sn = (rn, n) to denote the motor's state,
where the subscript n is the indexed time step. The motor's observation at sn, denoted by (sn), is comprised of a binary image representation of the motor's square neighborhood and the target position (r t ) in the motor's local frame, as shown in Fig. 1 .
We represent the motor's decision-making by control policy π, which maps an observation (sn) to its decisions on self-propulsion and rotation, denoted by a. An optimal control policy π* that encourages the motor to localize itself around and navigate towards a specified target can be obtained by maximizing the expected reward accumulated during a navigation process,
where r is the one-step reward function and  is the discount factor to reward rewards in future states. We set  = 0.99 to encourage the learning of policies that value rewards coming from distant future. To minimize localization error and arrival time, 27,33 the reward r is set equal to 1, where the motors locate within a threshold distance to the target and 0 otherwise (see Methods for additional details on setting up reward functions).
We use a deep neural network, known as an actor network, to approximate the optimal control policy and another deep neural network, called a critic network, to approximate the optimal state-action value function [ Fig. 1 ], which is known as the Q* function. Q* function is given by
which is the expected sum of rewards along the process by following the optimal policy π*, after observing (s) and an initial action a. Both neural networks employ convolution neural layers to process sensory information about the particle neighborhood, represented by a W×W binary image (W = 30), and a fully connected layer to process the target's position and actions.
We use a DRL algorithm known as deep deterministic gradient descent 34 plus additional enhancements 35, 36 to simultaneously train the two networks to approximate their desired target functions. We train the neural network through extensive navigation data in different navigation scenarios with the goal to learn robust navigation strategies (see Methods for additional details on training neural networks).
Results and Discussions

Free space localization and navigation dynamics
We first examine the navigation and localization strategies obtained from our DRL algorithm for different types of motors in free space. Before we discuss the specific control policies for each type of motor, we first discuss the high-level mechanism that motors manage to get to targets located at different positions. For both navigation and localization, different motors control either propulsion speed or direction or both such that they can quickly move to specified targets. In targets are lying in front of them, the control strategies are relatively straight forward -simply self-propelling toward the targets. When targets are lying elsewhere, an adjustment on self-propulsion orientation are necessary. parameterized by the different target locations while the motor is placed at the origin and orients along the x axis. Key aspects of the control strategy are summarized as following: (i) If the target exactly locates in front of the motor, ~zero rotation is applied and self-propulsion is employed, with the amount proportional to the distance up to vmax;
(ii) If the target locates behind the motor, ~zero self-propulsion is applied but the maximum rotation speed (i.e, -1 and 1) is used to quickly reorient itself; (iii) When the target locates inside a wide vision cone with cone angle ~ ±120, both rotation and propulsion are engaged, with the amount roughly in proportion to the distance and angle deviation; (iv) Even when the target is lying behind (vision cone angle 90~120), nonzero propulsion is engaged to coordinate with the rotation to achieve the target as soon as possible.
The control strategies for a rotor motor [ Fig. 2 (c-e)] display similar structures to the rotation decision of the full-control motor but with additional structures depending on the ratio of vmax over wmax. This ratio determines circular radius R of the trajectory when a rotor motor employs wmax for re-orientation [ Fig. 1c ]. When a target is locatedin the right front, orientation adjustment is unnecessary and thus zero rotation is applied;
when a target locates in the right back, maximum rotation is applied for prompt reorientation. When the target is lying front but with some angle off, the rotor applies rotation, increasing with the angel deviation, to re-orient itself, but has one critical difference to full-control motor: The rotor usually applies larger rotations in order to quickly re-orient itself since the maximum propulsion speed is always engaged, whereas for full-control motor, its rotation and propulsion are well coordinated to orient and move toward the target.
Additional structures emerge the control policies [ Fig. 2 (c-e)] when the target locates near the two sides of the motor with a large R. Because a rotor motor is constantly engaging the maximum self-propulsion, it cannot directly arrive at target on their near side by simply changing orientations to the side where the target lies. Instead, the rotor will first re-orient to the other direction to temporarily move away from the target, which can be rationalized by the need to gain more room to re-orient. As we increase allowable maximum rotation speed wmax (i.e., decreases the circular radius), the control strategy converges to the full-control case.
The optimal control policy of translator motors can be coarsely summarized as orientation timing; that is, self-propulsion is on when the motor favorably orients to target and off if their orientation is unfavorable. The strength of self-propulsion is Similar strategies have been revealed in a number of previous studies 25, 27, 28, 37, 38 .
Navigation trajectories of different motors under control steered towards targets at different locations are shown in Fig. 3 (a-e). Full-control motors employ a combination of propulsion and rotation strategies, as shown in Fig. 2 Rotor motors also display interesting localization behaviors as a result of inability to control its propulsion. Because the propulsion is constantly engaged, after passing through the target, the rotor still needs to constantly adjust its orientation in order to get back to its target. As a result, their trajectories can form regular patterns surrounding the target in the zero-noise limit or irregular ones when there is Brownian motion.
Compared to full-control and rotor motors that can directly control orientation by rotation, translator motors rely on Brownian motion to sample favorable directions. Then they stay around with no propulsion and waiting for favorable orientation to be sampled by Brownian rotation and finally arrive at the target at around 4. After arrival, full-control motors can closely localize around the target, with the motor-target distance vanishing in absence of Brownian motion and ~1a in presence of Brownian motion.
Rotor motors will periodically circulate around the target, with the maximum distance ~2R. Although translator motors arrive at target substantially slower than rotor motors, they can stay around the target with a distance of ~1a by turning down propulsion strength.
Free space localization and navigation performance
We now quantify the navigation performance by comparing the mean traveled distance of motors within given time when they are controlled to transport along a fixed direction. Fig. 4 (a-b) shows their traveled distance versus time within a fixed period of 50 as they are navigating along the horizon direction. Representative trajectories in 
where  is the orientational angle, p eq ()= 1/2 is the equilibrium distribution of orientational angle, c = /4 is estimated from control policy in Fig. 4(b) . Moreover, translator rotors have a substantially larger standard deviation in its travelled distance (see error bars in Fig.   4(b) ), indicating its lack of reliability to arrive in time compared to the other two types of motors. The substantial navigation inefficiency in translator motor is attributed to its reliance on Brownian motion to adjust its orientation to favorable regions. Results in Fig. 4(b) demonstrate that the controllability on self-propulsion direction plays a much more critical role in long-distance navigation than the controllability on self-propulsion speeds.
We further examine the localization performance of motors under various strengths 
where the bracket indicates evaluation using samples drawn from steady state (see 
where  is the ratio of random displacement over self-propulsion distance within one control time step tC. Notably, in estimating  at various levels of , we only increase  to ~1 as further increasing position disturbance will simply lead to predominantly random walk and the steady state will be unattainable.
As shown in Fig. 4(c As we increase , localization errors for all types of motors increase, but at different speeds. Particularly, localization errors of translator motors increase linearly and at a much faster speed compared to that of full-control motors. Localization errors of rotor motors increase at relatively slow speeds because they initially have relatively large errors already. At larger ~1, the rotor motor starts to outperform translator motor and the performance gap between full-control motor and rotor motor narrows. This is because as the random displacement at one-control step is comparable to the propulsion distance, the localization problem reduces to a free space navigation problem, and thereby the importance of direction control outweighs the propulsion control, as we concluded from Fig. 4(b) .
In short, results in Fig. 4 (c) demonstrate that: (i) At  << 1, the localization performance is primarily impacted by the controllability on self-propulsion speed; (ii)
At larger , the localization performance is impacted by the controllability on selfpropulsion speed and direction, with the latter playing an increasingly predominant role.
Obstacle environment navigation
After understanding the navigation and localization in the free space, we now consider navigation strategies of different types of motors in environments with obstacles. We Fig. 5(e) is that the standard deviations of traveled distance for translator motors are much smaller than that in free space navigation due to the confinement effects of obstacles.
We also find that cross obstacles can lead to slower navigation speed for all types of motors. In general, increased proportions of concave features will tend to trap all types of motors, but it only marginally impacts full-control motors and rotor motors with R=1. More remarkable impacts from concave geometry are found for rotor motors with R=5 and translator motors, where the former cannot turn around quickly due to rotation speed limit and the latter cannot directly control direction. Translator motors are affected the most because concave cross obstacles require re-orientation to a larger extend than square obstacles do, and thus require more waiting time for Brownian rotation sampling. We further characterize the effect of concave geometry on navigation of translator motors via first passage time distribution comparison in Fig. 5(f) . Clearly, increasing convex features of obstacles not only can increase the mean first passage time, but also lead to substantial heavier tails in the distribution resulting from the trapping effects.
Temporal control
In previous examples, we have investigated the control of motors in space, where motors are navigating towards or localizing around specified spatial targets. The flexibility of our DRL algorithm also allows other control objectives, such as control in the temporal dimension, with minimal modifications on the input and reward function in the algorithm. Here we consider an example of arrival time control objective where we require the motors to arrive at specified locations within a specified time window, neither sooner nor later. Such arrival time control capability could be of potential use for motor applications with timing constraints. For example, in automatically scheduled drug release, drugs are required to be delivered within a restricted time window. More broadly, additional temporal control could enable solutions to problems involving collective dynamics where individuals are precisely controlled to synchronise and coordinate in time (e.g., ants, colloidal swarms). [39] [40] [41] We achieve arrival time control by including time as an observation variable (together with the target location) and provide a time-dependent reward signal that encourages arrivals within the time window but discourages arrivals at other times. For demonstration purpose, we consider motors that navigate to a specified location in free space but requires earliest arrival after Tc = 5. We set reward of r =1 for arrivals after Tc and r =-1 if arrivals are earlier than Tc, aiming to penalize early arrivals. Because the motor receives discounted rewards (i.e., via  < 1), the control policy will be optimized to steer motors to specified target as early as possible after Tc. Fig. 6(a-c) show representative navigation trajectories of different motors from the origin (0, 0) to a target at (20, 20) , with arrival time constraints applied. We select such short-ranged target (distance ~28a) that motors can mostly arrive earlier than the allowed time Tc. Different motors have learned different navigation strategies that accommodates an arrival time constraint. The full-control motor employs a slow-down strategy that it reduces its self-propulsion speed and slowly arrives at the target at the required time windows [ Fig. 6(a) ]. The rotor motor cannot control its self-propulsion speed; instead, it will first steer towards the vicinity of the target and then hovers around the target as part of postponing its arrival until TC [ Fig. 6(b) ]. Translator motors will first engage their full power to get to the vicinity of the target and then wait till Tc, after which they self-propel right away to the target [ Fig. 6(c) ]. On a higher level, the rotor and translator motors are taking a similar early-arrive-and-wait strategy but implement it according to their specific dynamics. Notably, navigation strategies that satisfies the arrival time constraint are not unique. For example, instead of taking the slow-down strategy, the full-control motor can also first wait somewhere and then employ full power. Our algorithm usually tends to find local optimal solutions that give relatively smooth strategies (in terms of variations of self-propulsion speeds and directions).
To understand the underlying rationale for these adapted decisions, we further quantify the first arrival time statistics [ Fig. 6(d arrival time has a sharp peak at Tc, with a similar tail to the unconstrained case. The formation of peaks for translator motors is the result of the early-arrival-and-wait strategy where large portion of motors take immediate action to arrive at the target near Tc. Notably, the addition of arrival time constraint does not cause a heavy tail after >10, indicating that the constraints only push back early arrivals but do not affect late arrivals in the original unconstrained setting. An interesting aspect on the strategy of translator motor is that the translator motor does not adopt the simple slow-down strategy like the full-control motor. This is because such a slow-down strategy will push back all trajectories and is suboptimal as it delays late arrivals further.
In short, adding arrival time control objectives regulates the learned strategies. This control strategy is the compromised result of the arrival time requirement and the inherent uncontrollable elements of the motor dynamics. In terms of application guidelines, the full control motor and rotator can achieve a good arrival time control, although the rotor will require additional hovering space, which will probably become an issue for applications involving strong confinement.
Conclusions and outlook
We developed a general DRL algorithm that enables continuous control of a broad class of micro/nano motors in a number of navigation scenarios including free space, obstacle environments, and arrival time constraints. Our DRL can learn competitive strategies solely through navigation data without knowledge of the underlying model. Different motor locomotion dynamics and control objectives have led to different control strategies in free space and obstacle environments. Although it seems a lack of control degree of freedom might significantly impair its functions and performance, our DRL is able to alleviate negative impacts by employing different control strategies in navigation and localization in free space, obstacle environment, and navigation timing control.
Our DRL algorithm is model-free in that can be used to realize continuous control on micro/nano motors with other dynamic models 1, 22, [42] [43] [44] [45] 
Methods
DRL algorithm and training
Obstacle representation and collision dynamics
We directly convert environment maps to pixel images (pixel size 1a) using image processing software. Obstacle regions have value 1 whereas free space regions have value 0. The local neighborhood sensory input is obtained by first constructing a squared window of width W=30a centering on the motor and aligned with its orientation and then extracting a 30 by 30 binary matrix from the environment maps. Same to our previous work, 28 we project distant targets (target with distance larger than 30a) to a proxy one located on a circle of radius 30a centering on the motor. Target positions are represented in local coordinate system of the motor.
Obstacles on each pixel are represented by repulsive spheres to capture the interaction between the motor and the obstacles, whose interaction force [used in Eqs.
(1)-(3)] are modeled by electrostatic repulsion, given as, 43, 52 ( )
where F is the force on the motor, rRO=rO -r with rO being the position of the obstacle, and rRO = ||rRO||. B pp is the pre-factor for electrostatic interactions and  -1 is the Debye length. We use B pp = 2.2974a/kT and  -1 = 30nm.
Actor network
The neighborhood sensory input first enters a convolutional layer consisting of 32 filters with kernel size 22, stride 1, and padding of 1, following a batch normalization layer, a rectifier nonlinearity and a 22 of maximum pooling layer.
The output then enters a second convolutional layer consisting of 64 filters and the same kernel, stride and padding as the previous layer, following similarly by a batch normalization layer, a rectifier nonlinearly and a maximum pooling layer.
The local target coordinate first enters a fully connected layer consisting of 32 units following by rectifier nonlinearity. Then the output from the target coordinate input and the sensory input will merge and enter a fully connected layer of 64 unit followed by rectifier nonlinearity. The output layer is a fully-connected linear layer with two output of normalized w′ and v′. Note that tanh nonlinearity is applied to the output constrain the w′ between [-1, 1] and sigmoid nonlinearity is applied to constrain v′ between [0, 1]. w′ and v′ are then multiplied by vmax and wmax to get the final action output.
Critic network
Besides the target and neighborhood sensory input, action outputs from actor network will also be fed into the critic network. The neighborhood sensory input will pass through the same convolutional layers as in the actor network. The target input will first concatenate with the action output from the actor network. The concatenated vector then will enter a fully connected layer consisting of 32 units followed by rectifier nonlinearity. Then the output from the target coordinate input and the sensory input will merge and enter a fully connected layer of 64 unit following by rectifier nonlinearity. The output layer is a fully-connected linear layer with one output as the Q value given input of observation and action.
Training algorithm
The algorithm we used to the train the agent is the deep deterministic policy gradient algorithm 34 plus the hindsight experience replay enhancements 28, 36 and scheduled multi-stage learning following the idea of curriculum learning. 53 At the beginning of each episode, the initial motor state and the target position are randomly generated in such a way that their distance gradually increases from a small value. More formally, let D(k) denote the maximum distance between the generated initial state position and target position at training episode k, which is given by
where Sm is the maximum of width and height of the training environment (at free space we set Sm = 100a), Ts is initial threshold, Te is the final threshold, and Td is the threshold decay parameter. Then during the training process, the motor gradually acquires control strategies of increasing difficulties (in terms of initial distance to the target).
During the training process, we add noises to the actions from actor network to enhance the exploration in the policy space. The noise is sampled from an OU process (on each dimension) given by
where  is the reversion parameter, m is the mean level parameter, OU is the volatility parameter. and Bt is the standard Brownian motion process.
The complete algorithm is given below. 
Simulation setup and performance evaluation
Free space navigation and localization
For full-control and rotor motors, motors are controlled to navigate to targets with relative coordinates of (10, 0), (10, 10), (0, 10), (-10, 10), and (-10, 0), with and without Brownian motion applied. For translator motors, motors are controlled to navigate to targets with relative coordinates of (10, 0), (10, 10), (0, 10), (-10, 10), (-10, 0), (-10, 10), (0, -10), and (10, -10), with Brownian motion applied. The mean traveled distance versus time for different motors were measured from 100 navigation trajectories starting from an initial state (0, 0, 0) to a target located at (1000, 0). The localization error versus disturbance strength  is conducted at  = 0, 0.194, 0.274, 0.434, 0.613, 0.867, 1.171, and 1.939. The steady state simulations lasted for 3000 to collect sufficient data samples.
Navigation in obstacle environment
In the square obstacle channel, motors are controlled to navigate from state (14, 5, 0) to a target located at (14, 105 ). In the cross obstacle channel, motors are controlled to navigate from an initial state (14, 5, 0) to a target located at (14, 115) . The mean traveled distance versus time for different motors are measured from 100 navigation trajectories starting from an initial state (14, 5, 0) to a target located at (1000, 0). The first passage time distribution is constructed from 1000 navigation trajectories starting an initial state (14, 5, 0) towards a target located at (14, 105).
Navigation with arrival time constraint
The first passage time distribution is constructed from 1000 navigation trajectories starting from an initial state (0, 0, 0) towards a target located at (20, 20) .
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