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MALGRANGE DIVISION BY QUASIANALYTIC FUNCTIONS
EDWARD BIERSTONE AND PIERRE D. MILMAN
Abstract. Quasianalytic classes are classes of C∞ functions that satisfy the
analytic continuation property enjoyed by analytic functions. Two general
examples are quasianalytic Denjoy-Carleman classes (of origin in the analysis
of linear partial differential equations) and the class of C∞ functions that are
definable in a polynomially bounded o-minimal structure (of origin in model
theory). We prove a generalization to quasianalytic functions of Malgrange’s
celebrated theorem on the division of C∞ by real-analytic functions.
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1. Introduction
A quasianalytic class Q associates, to every open subset U ⊂ Rn, a subring
Q(U) of C∞(U) which satisfies the basic properties of C∞ functions together with
the following axiom of quasianalyticity: if the Taylor expansion fˆa of f ∈ C∞(U)
at a point a ∈ U vanishes identically, then f is identically zero in a neighbourhood
of a (see Section 3 for precise definitions.) An important special case is Q = O,
the class of real-analytic functions, and quasianalyticity is a generalization of the
classical property of analytic continuation.
Two general examples of quasianalytic classes are Denjoy-Carleman classes (see
§3.1), and the class of C∞ functions that are definable in a given polynomially
bounded o-minimal structure [18], [19]. The former arise in the analysis of linear
partial differential equations, and the latter in model theory.
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Theorem 1.1. Let Φ1, . . . ,Φq ∈ Q(U)p, where U is open in Rn and p ∈ N. Given
f ∈ C∞(U)p, we can find g1, . . . , gq ∈ C∞(U) such that
(1.1) f =
q∑
j=1
gjΦj ,
if and only if the equation (1.1) admits a formal power series solution at every point
a ∈ U ; i.e., fˆa =
∑q
j=1Gj,aΦ̂j,a, where each Gj,a ∈ Fa, a ∈ U . (Fa denotes the
ring of formal power series centred at a.)
The formal condition at every point is, of course, necessary. Theorem 1.1 in
the special case Q = O is the celebrated division theorem of Malgrange (see [16,
Ch.VI]); the case p = q = 1 of Malgrange’s theorem is due to Ho¨rmander [12]
and  Lojasiewicz [15]. Malgrange’s proof relies on fundamental algebraic properties
of the ring Oa of germs of real-analytic functions at a point a; in particular, on
Noetherianity of Oa and flatness of Oa over Fa (as reflected in Oka’s theorem on
coherence of the sheaf of relations among analytic functions). These properties
are not known for quasianalytic classes, in general. Our proof of Theorem 1.1
requires only a weaker topological version of Noetherianity, which is a consequence
of resolution of singularities for quasianalytic classes [8]. Theorem 1.1 in the case
p = q = 1 is proved in [8, Thm. 6.4] using resolution of singularities, but we will
not use this special case.
Our proof of Theorem 1.1 uses Hironaka’s elementary formal division algorithm
(a generalization of Euclidean division to division by several functions, presented
first in [11]; see also [5]) in the way that we used it to prove Malgrange’s division
theorem in [3, §10]. We will need only a stratified version of Oka’s coherence theo-
rem (“semicoherence”, in the language of [7]) which, for quasianalytic functions, is
a simple consequence of the formal division algorithm and topological Noetherian-
ity (see Section 4 and Theorem 5.1). We feel that part of the interest of this article
is that our proof of Theorem 1.1 in the classical case Q = O seems the simplest and
most direct approach to Malgrange’s division theorem. Resolution of singularities
is used in the paper to prove several geometric or metric properties of sets defined
by quasianalytic functions, which, in the case Q = O, are well-known consequences
of techniques involving Weierstrass preparation. The reader might want to look
at the proof of Theorem 1.1 in §5.2 first, and work backwards from there, as a
motivation for the parametrized division techniques developed in Sections 2 and 4.
Noetherianity of the local ringQa of germs of functions of quasianalytic classQ at
a point a ∈ Rn is equivalent to the following variant of Theorem 1.1: given f ∈ Qa,
there exist g1, . . . , gq ∈ Qa such that f =
∑q
j=1 gjΦj if and only if there is a formal
solution at a. The existence of a solution g1, . . . , gq ∈ Qa is unknown even under
the stronger assumption of a formal solution at every point in a neighbourhood
of a. It seems plausible that, even under the latter assumption, a quasianalytic
solution g1, . . . , gq may necessarily involve a certain loss of regularity (i.e., belong
to a larger quasianalytic class Q′ ⊇ Q) depending on Φ1, . . . ,Φq and f ; cf. [1].
2. Hironaka’s division algorithm and formal relations
We use standard multiindex notation: Let N denote the nonnegative integers.
If α = (α1, . . . , αn) ∈ Nn, we write |α| := α1 + · · · + αn, α! := α1! · · ·αn!, xα :=
xα11 · · ·x
αn
n , and ∂
|α|/∂xα := ∂α1+···+αn/∂xα11 · · ·∂x
αn
n .
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Let A be a ring. Let A[[x]] = A[[x1, . . . , xn]] denote the ring of formal power
series in n indeterminates with coefficients in A. Given F (Y ) ∈ A[[x]]p, we write
F (Y ) =
∑p
j=1
∑
α∈Nn F(α,j)x
(α,j), where each coefficient F(α,j) ∈ A, and x
(α,j) :=
(0, . . . , xα, . . . , 0) with xα in the jth place. If (α, j) ∈ Nn × {1, . . . , p} and β ∈ Nn,
we define (α, j) + β := (α+ β, j). We will use the following notation:
suppF := {(α, j) ∈ Nn × {1, . . . , p} : F(α,j) 6= 0},
expF := min suppF,
monF := FexpFx
expF ,
where min is with respect to the total ordering of Nn×{1, . . . , p} given by lex(|α|, j,
α) = lex(|α|, j, α1, . . . , αn), where lex denotes lexicographic order. We call expF
the initial exponent, monF the initial monomial and FexpF the initial coefficient
of F .
Remark 2.1. In the following, instead of the preceding order, we may also use any
total ordering of Nn×{1, . . . , p} which is compatible with addition in the sense that
(α, j) + β > (α, j) if β ∈ Nn \ {0}. For example, we may use lex(L(α), j, α), where
L is a positive linear form L(α) =
∑n
i=1 λiαi (i.e., all λi are positive real numbers).
2.1. Hironaka’s formal division algorithm [11], [3, §6].
Theorem 2.2. Let L denote a positive linear form on Rn, and consider the corre-
sponding ordering of Nn × {1, . . . , p} (as in Remark 2.1). Let Φ1, . . . ,Φq ∈ A[[x]]
p.
Set (αi, ji) := expΦi, i = 1, . . . , q, and consider the partition {∆1, . . .∆q,∆} of
N
n × {1, . . . , p} given by ∆1 := (α1, j1) + Nn,
∆i := (αi, ji) + N
n \
i−1⋃
k=1
∆k, i = 2, . . . , q,
∆ := Nn × {1, . . . , p} \
q⋃
i=1
∆i.
Suppose that A is an integral domain, and let K be the field of fractions of A. Let S
denote the multiplicative subset of A generated by the initial coefficients Φi,(αi,ji),
and let B denote any subring of K containing the localization S−1A. Then, for
every F ∈ B[[x]]p, there exist unique Qi = Qi(F ) ∈ B[[x]], i = 1, . . . , q, and R =
R(F ) ∈ B[[x]]p such that
F =
q∑
i=1
QiΦi +R,
(αi, ji) + suppQi ⊂∆i, i = 1, . . . , q, and suppR ⊂ ∆.
Moreover,
(αi, ji) + expQi ≥ expF, i = 1, . . . , q, and expR ≥ expF.
Proof. Let F ∈ B[[x]]p. Then F has a unique expression
F =
q∑
i=1
Q′i(F )Φi,(αi,ji)x
(αi,ji) +R′(F ),
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where each Q′i(F ) ∈ B[[x]], R
′(F ) ∈ B[[x]]p, (αi, ji)+suppQ′i(F ) ⊂ ∆i (i = 1, . . . , q),
suppR′(F ) ⊂ ∆. Clearly, each summand Q′i(F )Φi,(αi,ji)x
(αi,ji) and R′(F ) has
initial exponent ≥ expF . Set
E(F ) : = F −
(
q∑
i=1
Q′i(F )Φi +R
′(F )
)
=
q∑
i=1
Q′i(F )
(
Φi,(αi,ji)x
(αi,ji) − Φi
)
.
Then expE(F ) > (αi, ji) + expQ
′
i(F ) ≥ expF (for each i) . Define
Qi(F ) :=
∞∑
k=0
Q′i(E
k(F )), i = 1, . . . , q,
R(F ) :=
∞∑
k=0
R′(Ek(F )),
where E0(F ) := F and Ek+1(F ) := E(Ek(F )), k ≥ 0. Then all Qi(F ) and R(F )
converge with respect to the Krull topology of K[[x]], and F =
∑
Qi(F )Φi +R(F ),
as required, since, for all l ∈ N,
F −
q∑
i=1
l∑
k=0
Qi(E
k(F ))Φi −
l∑
k=0
R(Ek(F )) = El+1(F ). 
2.2. The diagram of initial exponents [3, §6]. Let A be a ring, and let M
be a submodule of A[[x]]p. We define the diagram of initial exponents N (M) ⊂
N
n × {1, . . . , p} as
N (M) := {expF : F ∈M \ {0}}.
Clearly, N (M) + Nn = N (M). We say that (α0, j0) ∈ Nn × {1, . . . , p} is a vertex
of N (M) if (N (M) \ {(α0, j0)}) + Nn 6= N (M). It is easy to see that N (M)
has finitely many vertices. Let (αi, ji), i = 1, . . . , q, denote the vertices of N (M).
Choose Φi ∈M such that (αi, ji) = expΦi, i = 1, . . . , q.
Corollary 2.3. Assume that A is an integral domain. Then, using the notation of
Theorem 2.2, we have:
(1) (a) N (M) =
⋃q
i=1 ∆i;
(b) Φ1, . . . ,Φq generate B[[x]] ·M ;
(c) if G ∈ B[[x]]p, then G ∈ B[[x]] ·M if and only if R(G) = 0.
(2) There exist unique generators Ψi, i = 1, . . . , q, of S
−1A[[x]] ·M such that
Ψi = x
(αi,ji) +Ri, where suppRi ⊂ ∆.
Proof. (1) (a) is obvious. Let G ∈ B[[x]]p. Write G =
∑q
i=1Qi(G)Φi + R(G),
according to the formal division algorithm. Then G ∈ B[[x]] · M if and only if
R(G) ∈ M ; i.e., if and only if R(G) = 0 (since suppR(G)
⋂
N (M) = ∅). (b), (c)
follow immediately.
(2) For each i, write x(αi,ji) =
∑q
j=1QijΦj−Ri, according to the division algorithm.
Clearly, we can take Ψi = x
(αi,ji) +Ri, i = 1, . . . , q. 
MALGRANGE DIVISION BY QUASIANALYTIC FUNCTIONS 5
We call Ψ1, . . . ,Ψq in Corollary 2.3 the standard basis ofM (or of S
−1A[[x]] ·M).
We totally order the set of diagrams
(2.1) D(n, p) := {N ⊂ Nn × {1, . . . , p} : N + Nn = N},
as follows: Given N ∈ D(n, p), let V(N ) denote the sequence obtained by listing
the vertices of N in increasing order and completing this list to an infinite sequence
by using ∞ for all the remaining terms. If N1,N2 ∈ D(n, p) we say that N1 < N2
if V(N1) < V(N2) with respect to the lexicographic ordering on the set of such
sequences. Clearly, N1 ≤ N2 if N1 ⊇ N2.
Remark 2.4. The condition N +Nn = N implies that the set of elements of R[[x]]p
with supports in the complement of N is closed under formal differentiation. This
simple property of the diagram will play an important part in the proof of our main
theorem (see §5.2).
Lemma 2.5 and Corollary 2.7 following will be needed in §4.2.
Lemma 2.5. Let A denote an integral domain, and let K be the field of fractions of
A. Let Φ1, . . . ,Φq ∈ A[[x]]
p
. LetM ⊂ A[[x]]p andM ′ ⊂ K[[x]]p denote the submodules
generated by Φ1, . . . ,Φq. Then N (M) = N (M ′).
Proof. Clearly, N (M) ⊂ N (M ′). Given (α, j) ∈ N (M ′), we can choose pi(x) ∈
K[x], i = 1, . . . , q, such that exp (
∑q
i=1 p1Φi) = (α, j); clearing the denominators
of the coefficients of the pi(x), we get Φ ∈ M such that expΦ = (α, j). Hence
N (M ′) ⊂ N (M). 
Remarks 2.6. (1) By the formal division theorem, submodules E ⊂ F of K[[x]]p
coincide if and only if they have the same diagram. Let N ⊂ A[[x]]p be a submodule
ofM . It follows from Lemma 2.5 that N (N) = N (M) if and only ifM, N generate
the same submodule of K[[x]]
p
. The construction of standard bases shows, in fact,
that there is a finitely generated multiplicative subset S of A such that N (N) =
N (M) if and only if M, N generate the same submodule of S−1A[[x]]p.
(2) Let R denote a local ring, with maximal ideal m and residue field k = R/m.
Let E be a finitely generated R-module. If gR(E) denotes the minimal number of
generators of E, then
gR(E) = dimk E ⊗R k = dimk E/m · E,
(by Nakayama’s lemma).
Corollary 2.7. Suppose that Φ1, . . . ,Φm is a smallest subset of Φ1, . . . ,Φq such
that N (N) = N (M), where N is the submodule of M generated by Φ1, . . . ,Φm.
Then
m = dimKN ⊗K[[x]] K = dimKN/m ·N,
where m denotes the maximal ideal of K[[x]].
Proof. This is a consequence of Lemma 2.5 and Remarks 2.6. 
2.3. The module of formal relations [5, Ch. 6]. We continue to use the notation
of Theorem 2.2. Let F1, . . . , Fq ∈ B[[x]]
p. The module of relations among F1, . . . , Fq
denotes the submodule Rel = Rel(F1, . . . , Fq) of B[[x]]
q
defined as
Rel := {H = (H1, . . . , Hq) ∈ B[[x]]
q
:
q∑
i=1
HiFi = 0}.
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Let A be an integral domain, and letM be a submodule of A[[x]]
p
. Let Ψ1, . . . ,Ψq
∈ S−1A[[x]]p ⊂ B[[x]]p denote the standard basis of M , and let Rel ⊂ S−1A[[x]]p ⊂
B[[x]]q be the module of relations among Ψ1, . . . ,Ψq. Consider the partition {∆i}
of the diagram of initial exponents N (M) given in Theorem 2.2. Each ∆i has the
form
∆i = (αi, ji) +i, where i ⊂ N
n.
We define
N := {(γ, i) ∈ Nn × {1, . . . , q} : γ /∈ i};
i.e., each N
⋂
(Nn × {i}) is the complement of i×{i}. Clearly, N +Nn = N . We
will show that N is the diagram of initial exponents N (Rel) of Rel, for a suitable
ordering of Nn × {1, . . . , q}.
r
r
r
(αi, ji)
∆i = (αi, ji) +i
r
r
i × {i}
N = N (Rel)
Let (γk, ik), k = 1, . . . , s, denote the vertices of N . By the formal division
algorithm (Theorem 2.2), for all k = 1, . . . , s,
xγkΨik =
q∑
j=1
QkjΨj , where each Qkj ∈ B[[x]], suppQkj ⊂ j .
For each k = 1, . . . , s, set
(2.2) Pk := x
(γk,ik) −Qk ∈ Rel, where Qk := (Qk1, . . . , Qkq).
Theorem 2.8. Let (γk, ik), k = 1, . . . , s, denote the vertices of N , and define
P1, . . . , Ps as in (2.2). Then, for a suitable total ordering of N
n × {1, . . . , q}, N =
N (Rel) and P1, . . . , Ps is the standard basis of Rel.
Remark 2.9. The diagram of initial exponents N (M) is defined using the ordering
of Nn × {1, . . . , p} given by lex(L(α), j, α), where L is a positive linear form, as in
Remark 2.1. The diagram N = N (Rel) of Theorem 2.8 will be defined in the proof
following using a somewhat different ordering of Nn × {1, . . . , q} depending on the
same linear form L and also on the vertices of N (M).
Proof of Theorem 2.8. Given α ∈ Nn and i = 1, . . . , q, we can write
(2.3) xαΨi =
q∑
j=1
QjΨj, where suppQj ⊂ j,
by the formal division algorithm. Set
Pαi = x
(α,i) −Q, where Q = (Q1, . . . , Qq).
Suppose that (α, i) ∈ N . Then (α + αi, ji) ∈ ∆h, for a unique h = h(α, i) < i,
and xαx(αi,ji) = xβ(α,i)x(αh,jh), where β(α, i) ∈ h (of course, jh = ji). We can
rewrite (2.3) as
xαΨi = x
β(α,i)Ψh(α,i) +
q∑
h=1
Q′hΨh,
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where
Q′h =
{
Qh, h 6= h(α, i)
Qh(α,i) − x
β(α,i), h = h(α, i).
By Theorem 2.2,
(2.4) expxαΨi = expx
β(α,i)Ψh(α,i) < expQ
′
hΨh, h = 1, . . . , q.
Consider the total ordering of Nn × {1, . . . , q} given by (α, i) 7→ lex(L(α) +
L(αi), α + αi,−i). Clearly, (α, j) + β > (α, j) with this order, if β ∈ Nn \ {0}; cf.
Remark 2.1.
If (α, i) ∈ N , then monPαi = x
(α,i), by (2.4); therefore, N ⊂ N (Rel) (where
mon and N (Rel) are defined with respect to the preceding order). To get the
opposite inclusion, consider H = (H1, . . . , Hq) ∈ Rel and divide H by P1, . . . , Ps
according to the formal division algorithm:
H =
s∑
k=1
ξkPk + T, where T = (T1, . . . , Tq), suppTi ⊂ i.
Since
∑
TiΨi = 0 and each suppTi ⊂ i, it follows that T = 0, by uniqueness in
the division algorithm; hence N (Rel) ⊂ N .
Therefore, N = N (Rel), and P1, . . . , Ps is the standard basis of Rel. 
3. Quasianalytic classes
We consider a class of functions Q given by the association, to every open subset
U ⊂ Rn, of a subalgebra Q(U) of C∞(U) containing the restrictions to U of poly-
nomial functions on Rn, and closed under composition with a Q-mapping (i.e., a
mapping whose components belong to Q).
Such a class determines a sheaf of local R-algebras of C∞ functions on Rn, for
each n, that we also denote Q.
Definition 3.1 (quasianalytic classes). We say that Q is quasianalytic if it satisfies
the following three axioms:
(1) Closure under division by a coordinate. If f ∈ Q(U) and
f(x1, . . . , xi−1, a, xi+1, . . . , xn) = 0,
where a ∈ R, then f(x) = (xi − a)h(x), where h ∈ Q(U).
(2) Closure under inverse. Let ϕ : U → V denote a Q-mapping between open
subsets U , V of Rn. Let a ∈ U and suppose that the Jacobian matrix
∂ϕ
∂x
(a) :=
∂(ϕ1, . . . , ϕn)
∂(x1, . . . , xn)
(a)
is invertible. Then there are neighbourhoods U ′ of a and V ′ of b := ϕ(a),
and a Q-mapping ψ : V ′ → U ′ such that ψ(b) = a and ψ ◦ϕ is the identity
mapping of U ′.
(3) Quasianalyticity. If f ∈ Q(U) has Taylor expansion zero at a ∈ U , then f
is identically zero near a.
Remarks 3.2. (1) Axiom 3.1(1) implies that, if f ∈ Q(U), then all partial deriva-
tives of f belong to Q(U).
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(2) Axiom 3.1(2) is equivalent to the property that the implicit function theorem
holds for functions of class Q. It implies that the reciprocal of a nonvanishing
function of class Q is also of class Q.
The elements of a quasianalytic class Q will be called quasianalytic functions.
A category of manifolds and mappings of class Q can be defined in a standard
way. The category of Q-manifolds is closed under blowing up with centre a Q-
submanifold [8].
Resolution of singularities holds in a quasianalytic class Q [6], [8]. Resolution of
singularities of an ideal generated by functions of class Q can be used to show that
sets defined using such functions enjoy many of the important geometric properities
of real-analytic or subanalytic sets (see §3.2 below). In particular, a quasianalytic
class Q determines a polynomially-bounded o-minimal structure [19].
3.1. Quasianalytic Denjoy-Carleman classes.
Definition 3.3 (Denjoy-Carleman classes). LetM = (Mk)k∈N denote a sequence of
positive real numbers which is logarithmically convex ; i.e., the sequence (Mk+1/Mk)
is nondecreasing. A Denjoy-Carleman class Q = QM is a class of C
∞ functions
determined by the following condition: A function f ∈ C∞(U) (where U is open
in Rn) is of class QM if, for every compact subset K of U , there exist constants
A, B > 0 such that
(3.1)
∣∣∣∣∂|α|f∂xα
∣∣∣∣ ≤ AB|α|α!M|α|
on K, for every α ∈ Nn.
The logarithmic convexity assumption implies that MjMk ≤ M0Mj+k, for all
j, k, and that the sequence (M
1/k
k ) is nondecreasing. The first of these conditions
guarantees that QM (U) is a ring, and the second that QM (U) contains the ring
O(U) of real-analytic functions on U , for every open U ⊂ Rn. (If Mk = 1, for all
k, then QM = O.)
A Denjoy-Carleman class QM is a quasianalytic class in the sense of Definition
3.1 if the sequenceM = (Mk)k∈N satisfies the following two assumptions in addition
to those of Definition 3.3.
(1) sup
(
Mk+1
Mk
)1/k
<∞.
(2)
∞∑
k=0
Mk
(k + 1)Mk+1
=∞.
It is easy to see that the assumption (1) implies that QM is closed under dif-
ferentiation. The converse of this statement is due to S. Mandelbrojt [17]. In a
Denjoy-Carleman class QM , closure under differentiation is equivalent to the axiom
3.1(1) of closure under division by a coordinate—the converse of Remark 3.2(1) is
a simple consequence of the fundamental theorem of calculus; see [1, §3.1].
According to the Denjoy-Carleman theorem, the class QM is quasianalytic (ax-
iom 3.1(3)) if and only if the assumption (2) holds [13, Thm. 1.3.8].
Closure of the class QM under composition is due to Roumieu [20] and closure
under inverse to Komatsu [14]; see [8] for simple proofs. The assumptions (1)–(3)
above thus guarantee that QM is a quasianalytic class.
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3.2. Geometry of quasianalytic classes. Let Q denote a quasianalytic class,
and let U be an open subset of Rn. A closed subset X of U will be called quasi-
analytic (of class Q) if every point of X admits a neighbourhood V in U such that
X ∩ V is the zero set of a finite family of elements of Q(V ) (we will also call X
a closed Q-subset of U). A point a ∈ X will be called a smooth point of X if X
is a manifold of class Q in some neighbourhood of a. Let a ∈ U . A germ of a
closed Q-set at a point a ∈ U means a germ at a of a closed Q-subset of some
neighbourhood of a.
The following two lemmas are consequences of resolution of singularities or the
techniques involved [8].
Lemma 3.4 (topological Noetherianity [8, Thm. 6.1]). Let a ∈ U . Then any
decreasing sequence X1 ⊃ X2 ⊃ · · · of germs of closed Q-sets at a stabilizes (i.e.,
there exists k such that Xj = Xk, for all j ≥ k).
Lemma 3.5. Let X denote a closed Q-subset of U , and let a ∈ X. Then there is
a neighbourhood V of a in U and a finite filtration
X ∩ V = X0 ⊃ X1 ⊃ · · · ⊃ Xt+1 = ∅,
where, for each k = 0, . . . , t, Xk is a closed Q-subset of V and Xk\Xk+1 is smooth.
Proof. By Lemma 3.4, it is enough to find a (relatively compact) neighbourhood V
of a and a closed Q-subset Y of X ∩ V such that (X ∩ V )\Y is smooth. We can
choose V so that X∩V is the zero set of a finite collection of quasianalytic functions
f1, . . . , fq ∈ Q(V ). Let I denote the sheaf of ideals of Q|V generated by f1, . . . , fq.
The assertion of the lemma follows from properties of the desingularization invariant
invI , which determines an algorithm for resolution of singularities of I [9]: The
invariant invI is upper-semicontinuous with respect to the Q-Zariski topology (i.e.,
the topology whose closed sets are the closed Q-sets), and the minimum points of
invI on X ∩ V are smooth points. 
Remark 3.6. The proof above requires only properties of invI in “year zero” (i.e.,
before we start blowing up), which is much simpler than the invariant defined over a
sequence of blowings-up, in general. It is a good exercise to unwind the construction
of invI (as presented, for example, in [9]) to describe the subset Y explicitly as a
finite union of closed Q-subsets, each obtained as the zero set of finitely many
functions that are polynomials in the derivatives of f1, . . . , fq.
Corollary 3.7. The set of smooth points of a closed Q-subset X of U is dense in
X.
Proof. Using the notation of Lemma 3.5, let Ωk := Xk\Xk+1, k = 0, . . . , t. Then
Ω0∪
⋃t
k=1 Ωk\Ωk−1 is a dense open subset of X∩V consisting of smooth points. 
Lemma 3.8. Let X be a closed Q-subset of U , and let a ∈ X. Then there is a
neighbourhood V of a in U and a dense open subset Ω of X ∩ V such that Ω is
smooth and has only finitely many connected components, each adherent to a.
Proof. This is a consequence of resolution of singularities [8, Thm. 5.9] or the sim-
pler rectilinearization theorem [8, Cor. 5.13] (or, alternatively, of the fact that Q
determines a polynomially-bounded o-minimal structure [19]). 
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Let a ∈ U . A germ of a closed Q-set at a is irreducible if it cannot be written
as the union of two proper subgerms of closed Q-sets. It follows from Lemma 3.4
that any germ of a closed Q-set has finitely many irreducible components (in the
same sense as for Q = O).
Let X denote a closed Q-subset X . We let Q(X) denote the ring of restrictions
to X of quasianalytic functions defined in neighbourhoods of X . If Z is a closed
Q-subset of X , let Q(X,Z) denote the ring of quotients of elements of Q(X) with
denominators vanishing nowhere in X\Z. The following is a consequence of Lemma
3.8.
Corollary 3.9. Let Z ⊂ X denote closed Q-subsets of U (perhaps Z = ∅), and
let a ∈ X. Suppose that the germ of X at a is irreducible. Then, by shrinking U
to an appropriate neighbourhood of a, we can assume that Q(X,Z) is an integral
domain.
4. Quasianalytic families of formal power series
4.1. Parametrized families of formal power series. Recall that, if a ∈ Rn,
then Fa denotes the ring of formal power series centred at a. We write Fa =
R[[x]] = R[[x1, . . . , xn]]; i.e., the formal Taylor expansion fˆa at a of a C∞ function
f(x1, . . . , xn) is written fˆa(x) =
∑
α∈Nn(∂
|α|f/∂xα)(a)xα/α!.
Consider Z ⊂ X ⊂ U , where U is an open subset of Rn and X, Z are closed
Q-subsets of U . Set A := Q(X,Z). Let Φ1, . . . ,Φq ∈ A[[x]]
p
; i.e.,
(4.1) Φi(x) =
q∑
j=1
∑
α∈Nn
Φi,(α,j)x
(α,j), i = 1, . . . , q,
where each coefficient Φi,(α,j) ∈ A. For each i = 1, . . . , q and a ∈ X \ Z, let
Φi(a, x) ∈ R[[x]]
p
denote the power series obtained by evaluating the coefficients of
Φi at a; i.e.,
(4.2) Φi(a, x) =
q∑
j=1
∑
α∈Nn
Φi,(α,j)(a)x
(α,j).
LetM denote the submodule of A[[x]]
p
generated by Φ1, . . . ,Φq, and, for each a ∈
X \ Z, let Ma denote the submodule of R[[x]]
p
generated by Φ1(a, x), . . . ,Φq(a, x).
Consider the diagrams of initial exponents
N = N (M), and Na = N (Ma), a ∈ X \ Z
(using the ordering of Nn×{1, . . . , p} given by lex(L(α), j, α), where L is a positive
linear form, as in Remark 2.1).
The preceding notation will be fixed throughout this section.
Theorem 4.1 (semicontinuity of the diagram of initial exponents).
(1) If K ⊂ X is compact, then there are only finitely many values of Na ∈
D(n, p), a ∈ X \ Z (see (2.1)).
(2) For each a0 ∈ X \ Z,
Z
⋃
{a ∈ X \ Z : Na ≥ Na0}
is a closed Q-subset of X.
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Theorem 4.1 is given in [5, Ch. 5] in the case Q = O. If Z = ∅, then the
conclusions of the theorem mean that a 7→ Na ∈ D(n, p) is “Q-Zariski upper-
semicontinuous” on X . Theorem 4.1 is a consequence of the following two lemmas.
Lemma 4.2. For all a ∈ X \ Z, N ≤ Na.
Proof. Let a ∈ X \Z. Let (αi, ji), i = 1, . . . , s, and (βi, ki), i = 1, . . . , t, denote the
vertices of Na and N (respectively), in each case indexed in increasing order.
Consider F ∈Ma such that expF = (α1, j1), say,
F (x) =
q∑
l=1
cl(x)Φl(a, x), where each cl(x) ∈ R[[x]],
and set G(x) :=
q∑
l=1
cl(x)Φl(x) ∈M.
Then expG ≤ (α1, j1), since the coefficient of x(α1,j1) is nonzero. Therefore,
(β1, k1) ≤ expG ≤ (α1, j1); in particular, if (β1, k1) = (α1, j1), then expG =
(α1, j1).
Now suppose that, for all i = 1, . . . , r ≤ s, (βi, ki) = (αi, ji) (in particular, r ≤ t)
and there exists Gi = Gi(x) ∈ M such that expGi = (αi, ji) = Gi(a, x). If r = s,
we are done. Suppose that r < s. Consider
F (x) =
q∑
l=1
cl(x)Φl(a, x) ∈Ma, where expF = (αr+1, jr+1),
and set G(x) :=
q∑
l=1
cl(x)Φl(x) ∈M.
Then expG ≤ (αr+1, jr+1). If expG = (αr+1, jr+1), then r < t and (βr+1, kr+1) ≤
expG = (αr+1, jr+1). On the other hand, if expG < (αr+1, jr+1), then
either expG /∈
r⋃
i=1
((αi, ji) + N
n), so that r < t and (βr+1, kr+1) < (αr+1, jr+1),
or expG ∈
r⋃
i=1
((αi, ji) + N
n).
In the latter case, expG = (αi + γ, ji), for some i = 1, . . . , r and γ ∈ Nn. Then
monG = G(αi+γ,ji)x
(αi+γ,ji), where G(αi+γ,ji)(a) = 0 since expG < (αr+1, jr+1) =
expG(a, x). But monGi = Gi,(αi,ji)x
(αi,ji), where Gi,(αi,ji)(a) 6= 0. Let
G′(x) := Gi,(αi,ji)G(x)−G(αi+γ,ji)x
γGi(x).
Then expG′(a, x) = (αr+1, jr+1) and expG < expG
′ ≤ (αr+1, jr+1). After finitely
many such steps, the latter ≤ becomes =. The lemma therefore follows, by induc-
tion on r. 
Lemma 4.3. Let a0 ∈ X, and assume that the germ of X at a0 is irreducible.
Then, after shrinking U to a suitable neighbourhood of a0, there is a proper closed
Q-subset Y of X containing Z, such that
(1) Na = N , for all a ∈ X \ Y ;
(2) for every vertex (α, j) of N , there exists G ∈M such that
expG = (α, j) = expG(a, x), for all a ∈ X \ Y.
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Proof. Let (βi, ki), i = 1, . . . , t, denote the vertices of N . For each i = 1, . . . , t, take
Gi =
q∑
j=1
∑
α∈Nn
Gi,(α,j)x
(α,j) ∈M, such that expGi = (βi, ki).
Put
Y := Z ∪
t⋃
i=1
{
a ∈ X \ Z : Gi,(α,j)(a) = 0
}
.
By Corollary 3.9, we can assume that Q(X,Z) is an integral domain; therefore, Y
is a proper closed subset of X . If a ∈ X \Y , then Gi(a, x) ∈Ma and expGi(a, x) =
(βi, ki); therefore, N ⊂ Na, so that Na ≤ N . By Lemma 4.2, Na = N . 
In order to use the results above in an efficient way, it will be convenient to
have a stronger version of Lemma 4.3. Let a0 ∈ X . By shrinking U to a suitable
neighbourhood of a0, we can assume that X =
⋃t
l=1Xl, where, for each l, Xl is a
proper closed Q-subset of U and the germ of Xl at a0 is irreducible (none contained
in another). For each l, let Al := Q(Xl, Zl), where Zl := Z ∩ Xl, let Ml denote
the submodule of Al[[x]]
p
induced by M (i.e., by the given Φ1, . . . ,Φq), and set
Nl := N (Ml). Condition (1) in the following corollary is used in Section 5.
Corollary 4.4. After shrinking U to a suitable neighbourhood of a0, for each l =
1, . . . , t:
(1) there is a proper closed Q-subset Yl of Xl containing Zl, such that
(a) Na = Nl, for all a ∈ Xl\Yl,
(b) for every vertex (α, j) of Nl, there exists G ∈M such that
expGl = (α, j) = expG(a, x),
for all a ∈ Xl\Yl, where Gl denotes the element of Ml induced by G;
(2) N ≤ Nl.
Proof. By Lemma 4.3, we can assume that, for each l, there exists Y ′l ⊂ Xl such
that the conclusions of Lemma 4.3 hold with respect to Y ′l , Ml and Nl.
Consider any fixed l. We will show that, for every vertex (α, j) of Nl, there exists
G ∈ M such that expGl = (α, j), where Gl denotes the element of Ml ⊂ Al[[x]]
p
induced by G. The existence of Yl with properties (1)(a), (b) then follows as in the
proof of Lemma 4.3. Condition (2) also then follows, by mimicking the proof of
Lemma 4.2.
Let (αi, ji), i = 1, . . . , s, denote the vertices of Nl, indexed in increasing order.
Consider a point a ∈ Xl\Y ′l . There exist polynomials ξk(x), k = 1, . . . , q, such that
exp (
∑q
k=1 ξk(a+ x)Φk(a, x)) = (α1, j1). Let G1 :=
∑q
k=1 ηkΦk ∈ A[[x]]
p
, where
ηk(a, x) = ξk(a + x) ∈ A[[x]], k = 1, . . . , q. Then G1 ∈ M . Let Gl1 ∈ Ml denote
the element induced by G1. Then expG
l
1 = (α1, j1), since (α1, j1) is the smallest
element of Nl.
We now argue as in the proof of Lemma 4.2. Suppose that t > 1 and that, for all
h = 1, . . . , r (where 1 ≤ r < t), there exists Gh ∈ M such that expGlh = (αh, jh),
where Glh ∈Ml is the element induced by Gh. As above, there exists G ∈M such
that expG(a, x) = (αr+1, jr+1). Let G
l denote the element of Ml induced by G.
Then expGl ≤ (αr+1, jr+1).
Suppose that expGl < (αr+1, jr+1). Then expG
l ∈
⋃r
h=1(αh, jh) + N
n, so that
monGl = Gl(αh+γ,jh)x
(αh+γ,jh), for some h ≤ r and γ ∈ Nn, where Gl(αh+γ,jh) ∈
MALGRANGE DIVISION BY QUASIANALYTIC FUNCTIONS 13
Al is induced by an element of A, and G
l
(αh+γ,jh)
(a) = 0. On the other hand,
monGlh = G
l
h,(αh,jh)
x(αh,jh), where Glh,(αh,jh) ∈ Al is induced by an element of A
and Glh,(αh,jh)(a) 6= 0. Let H(x) = G
l
h,(αh,jh)
Gl(x) −Gl(αh+γ,jh)x
γGlh(x) ∈ Al[[x]]
p.
Then expGl < expH ≤ (αr+1, jr+1) and the result follows. 
4.2. Relations among parametrized families. We continue to use the notation
introduced in §4.1. For each a ∈ X\Z, consider the module of formal relations
(4.3) Rela := Rel(Φ1(a, x), . . . ,Φq(a, x)) ⊂ R[[x]]
q
(see §2.3). The following result is given in [5, Ch. 6] in the case that Q = O and
the germ of X at a0 is irreducible.
Theorem 4.5. Let a0 ∈ X. Then, after shrinking U to a suitable neighbourhood of
a0, there is a proper closed Q-subset Y of X containing Z, and a finite number of
elements P1, . . . , Ps ∈ B[[x]]
q, where B := Q(X,Y ), such that P1(a, x), . . . , Ps(a, x)
generate Rela, for all a ∈ X\Y .
Proof. First suppose that the germ of X at a0 is irreducible. By Corollary 3.9, we
can assume that that A is an integral domain. Let K denote the field of fractions
of A. Let Ψ1, . . . ,Ψr ∈ K[[x]]
p denote the standard basis of M ; in particular,
(αi, ji) := expΨi, i = 1, . . . , r, are the vertices of N (M). By Corollary 2.7, we can
assume that Φ1, . . . ,Φm and Ψ1, . . . ,Ψm (where m ≤ r, s) are smallest subsets of
Φ1, . . . ,Φq and Ψ1, . . . ,Ψr (respectively) which generate submodules with the same
diagram N (M).
(Regarding each Φi and Ψi as a column vector with entries in K[[x]]) write
(Φ1 · · ·Φq) = (Φ1 · · ·Φm) · (I Θ),(4.4)
(Ψ1 · · ·Ψr) = (Ψ1 · · ·Ψm) · (I Ξ),(4.5)
where I is the m × m identity matrix, and Θ, Ξ are m × (q − m), m × (r − m)
matrices (respectively) with entries in K[[x]]. By the formal division algorithm,
(Φ1 · · ·Φm) = (Ψ1 · · ·Ψr) · T
= (Ψ1 · · ·Ψm) · (I Ξ) · T,
where T is an r×m matrix with entries in K[[x]]. In fact, there is a finitely generated
multiplicative subset S of A such that Ψ1, . . . ,Ψr ∈ S−1A[[x]]
p
and Θ, Ξ and T have
entries in S−1A[[x]] (see Remarks 2.6).
Then U(x) := ((I Ξ) · T)(x) is an m ×m matrix with entries in S−1A[[x]], and
U(0) is invertible over K, by Corollary 2.7. Therefore, U(x) is invertible over K[[x]].
Let Y := Z ∪W ∪W ′, where
W := {a ∈ X\Z : some generator of S vanishes at a},
W ′ := {a ∈ X\(Z ∪W ) : det U(a, 0) = 0}.
Then Y is a proper Q-subset of X containing Z.
Note that (4.4) induces an isomorphism
Rel(Φ1, . . . ,Φm)⊕ S
−1A[[x]]
q−m → Rel(Φ1, . . . ,Φq)
(ξ, ζ) 7→ (ξ −Θ · ζ, ζ),
where ξ = (ξ1, . . . , ξm), ζ = (ζ1, . . . , ζq−m). (Similarly, (4.5).)
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Let P1, . . . , Ps denote the “standard relations” among Ψ1, . . . ,Ψr (as given by
Theorem 2.8). Then, for all a ∈ X\(Z∪W ), P1(a, x), . . . , Ps(a, x) are the standard
relations among Ψ1(a, x), . . . ,Ψr(a, x). Let a ∈ X\Y . Then
(1) Rel(Ψ1(a, x), . . . ,Ψm(a, x)) is generated by η + Ξ(a, x) · ζ, where (η, ζ) =
(η1, . . . , ηm, ζ1, . . . , ζr−m) runs over Pk(a, x), k = 1, . . . , s;
(2) Rel(Φ1(a, x), . . . ,Φm(a, x)) is generated by U
∗(a, x) · (η+Ξ(a, x) · ζ), where
U∗ denotes the adjoint matrix of U and (η, ζ) runs over the Pk(a, x).
For each k = 1, . . . , s, put
ξk(a, x) := U
∗(a, x) · (η + Ξ(a, x) · ζ),
where (η, ζ) = Pk(a, x). Finally, then, Rel(Φ1(a, x), . . . ,Φq(a, x)) is generated by
the relations (ξk(a, x) − Θ(a, x) · ζl, ζl), k = 1, . . . , s, l = 1, . . . , q − m, where
ζl = (0, . . . , 1, . . . , 0) with 1 in the lth place. This completes the proof in the case
that the germ of X at a0 is irreducible.
For the general case, let us use the notation preceding Corollary 4.4. Fix l and
consider the proof above for the component Xl of X (writing Al, Sl andMl instead
of A, S and M , and Ψlj instead of Ψj, j = 1, . . . , r, in the proof above). It follows
from Corollary 4.4 that we can assume that Ψl1, . . . ,Ψ
l
r are induced by elements
of A[[x]]
p
, and that the generators of Sl are induced by elements of A. The result
follows. 
5. Proof of the division theorem
In this section, we will prove Theorem 1.1. The proof will be by induction over
a (local) stratification of U given by the following theorem, which summarizes the
results in Section 4.
Theorem 5.1. Let Φ1, . . . ,Φq ∈ Q(U)p, where U is open in Rn. For all a ∈ U , let
Ma ⊂ R[[x]]
p
denote the module generated by Φ(a, x) = Φ̂i,a(x), i = 1, . . . , q, and let
Rela ⊂ R[[x]]
q
denote the module of relations Rel(Φ1(a, x), . . . ,Φq(a, x)) (see §2.3).
Then, given a0 ∈ U , there is a neighbourhood V of a0 in U , and a finite filtration
(5.1) V = X0 ⊃ X1 ⊃ · · · ⊃ Xt+1 = ∅,
such that, for each k = 0, . . . , t:
(1) Xk is a closed Q-subset of V .
(2) Xk\Xk+1 is smooth.
(3) The diagrams of initial exponents Na := N (Ma) and N (Rela) are constant
(say, Na = Nk and N (Rela) = N (Rel)k) on Xk\Xk+1.
(4) Let Ak := Q(Xk, Xk+1) (see §3.2) and let Mk denote the submodule of
Ak[[x]]
p
generated by (the elements induced by) Φ1, . . . ,Φq. Then there ex-
ist Ψk1, . . . ,Ψk,rk ∈ Mk such that Ψk1(a, x), . . . ,Ψk,rk(a, x) represent the
vertices of Na = Nk, for all a ∈ Xk\Xk+1.
(5) There exist Pk1, . . . , Pk,sk ∈ Ak[[x]]
q
such that Pk1(a, x), . . . , Pk,sk (a, x) rep-
resent the vertices of N (Rela) = N (Rel)k, for all a ∈ Xk\Xk+1.
The diagrams of initial exponents in Theorem 5.1 are defined using the ordering
of Nn × {1, . . . , p} (or of Nn × {1, . . . , q}) determined by any given positive linear
form L, as in Remark 2.1. It is easy to see that Theorem 5.1 follows from Theorems
4.1, 4.5 and Corollary 4.4, using the geometric lemmas of §3.2.
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5.1. Differential calculus lemmas. Let U be an open subset of Rn.
Lemma 5.2 (Borel’s lemma). Let S denote a closed C∞ submanifold of U . Con-
sider a field of formal power series on S,
F (a, x) =
∑
α∈Nn
Fα(a)x
α ∈ R[[x]] = R[[x1, . . . , xn]], a ∈ S
(i.e., each Fα = Fα(ξ) is a function on S). Then there exists f ∈ C∞(U) such that
F (a, x) = fˆa(x) ∈ Fa = R[[x]], a ∈ S,
if and only if each Fα ∈ C1(S) and, for all a ∈ S and v ∈ TaS (where TaS denotes
the tangent space of S at a),
(∂ξ,vF ) (a, x) = (∂x,vF ) (a, x),
where (∂ξ,vF ) (a, x) denotes the directional derivative of F (ξ, x) with respect to ξ at
a in the direction v, and (∂x,vF ) (a, x) denotes the formal directional derivative of
F (a, x) ∈ R[[x]] in the direction v.
Proof. The lemma follows from the special case that S is a linear subspace Rk×{0}
ofRn = Rk×Rn−k. In this case, the lemma is simply a reformulation of the following
classical statement of Borel’s lemma: Given gβ(ξ) ∈ C∞(Rk), for all β ∈ Nn−k,
there exists g(ξ, η) ∈ C∞(Rn) (where (ξ, η) = (ξ1, . . . , ξk, η1, . . . , ηn−k)) such that
∂|β|g/∂ηβ = gβ, for all β. 
The essential ingredient in the following two lemmas is  Lojasiewicz’s inequalities,
which hold for functions of class Q according to [8, Thm. 6.3].
Lemma 5.3 (l’Hoˆpital–Hestenes lemma). Let Z ⊂ X denote closed Q-subsets of
U . Consider a field of formal power series on X,
F (a, x) =
∑
α∈Nn
Fα(a)x
α ∈ R[[x]], a ∈ X.
Assume that,
(1) for each α, Fα ∈ C0(X) and Fα(a) = 0 if a ∈ Z;
(2) F |X\Z is the field of Taylor series on X\Z of a C
∞ function defined in a
neighbourhood of X\Z.
Then F is the field of Taylor series on X of a C∞ function on U (flat on Z).
Proof. According to [2, Cor. 8.2], [10, Prop. 3.4] (generalizing [21]), the assertion
holds for any compact subsets Z ⊂ X of U , such that X is r-regular, for some
positive integer r; i.e., with the property that there exists a constant C such that any
two points a, b ∈ X can be joined by a rectifiable curve in X of length ≤ C|a−b|1/r.
The regularity property for a suitable compact neighbourhood of any point in a
closed Q-subset X of U follows from resolution of singularities and  Lojasiewicz’s
inequalities (as proved in [4, Thm. 6.10] for the subanalytic case). 
Lemma 5.4 (multiplier lemma). Let X be a closed Q-subset of U . If ϕ ∈ Q(X)
and f is the restriction to X of a function F ∈ C∞(U) which is flat on the zero-set
(ϕ = 0), then f/ϕ is the restriction to X of a C∞ function flat on (ϕ = 0).
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Proof. By definition, ϕ is the restriction to X of a function Φ of class Q defined
in a neighbourhood of X . Each partial derivative (F/Φ)(α) := (∂|α|/∂xα)(F/Φ) is
the quotient of a C∞ function flat on X ∩ (Φ = 0) by a power of Φ. By Lemma
5.3, it is enough to show that each (F/Φ)(α)|X extends to a continuous function
on X which vanishes on (ϕ = 0). By resolution of singularities, we can assume
that X is smooth; the result then follows directly from Lojasiewicz’s inequality [8,
Thm. 6.3 III]; cf. [16, Ch. IV, Prop. 1.4]. 
5.2. Proof of the Division Theorem 1.1. Let f ∈ C∞(U)p, and assume the
equation (1.1) admits a formal solution at every point of U ; i.e., for all a ∈ U , fˆa =∑q
j=1Gj,aΦ̂j,a, where each Gj,a ∈ Fa = R[[x]]. It is enough to find a C
∞ solution
of (1.1) locally in U ; i.e., to show that, given a0 ∈ U , there is a neighbourhood V
of a0 and g1, . . . , gq ∈ C∞(V ) such that f =
∑q
j=1 gjΦj in V .
We can assume that V admits a filtration (5.1) satisfying the conditions (1)–(5)
of Theorem 5.1. By induction over the filtration, it is enough to assume that f is
flat on Xk+1, for given k = 0, . . . , t, and to show we can find g1, . . . , gq ∈ C∞(V )
such that f −
∑q
j=1 gjΦj is flat on Xk.
So let us write X = Xk, Z = Xk+1, and let us drop all subscripts k in the state-
ment of Theorem 5.1. In other words, we write N = Nk, N (Rel) = N (Rel)k,
A = Ak = Q(X,Z), and we write Ψ1, . . . ,Ψr instead of Ψk1, . . . ,Ψk,rk , and
P1, . . . , Ps instead of Pk1, . . . , Pk,sk .
Let (αi, ji), i = 1, . . . , r, denote the vertices of N , so we can assume that
expΨi(a, x) = (αi, ji), i = 1, . . . , r, for all a ∈ X\Z. By the formal division algo-
rithm (Theorem 2.2) and Corollary 2.3 (with R as the coefficient ring appearing in
these results), for each a ∈ X\Z, there is a unique expression
fˆa(x) =
r∑
i=1
ηi(a, x)Ψi(a, x),
where
ηi(a, x) =
∑
(α,j)∈Nn×{1,...,p}
ηi,(α,j)(a)x
(α,j),
and (αi, ji)+supp ηi(a, x) ⊂ ∆i, i = 1, . . . , r (using the notation of §§2.1, 2.2). Note
that here we are using the formal division algorithm at each point a ∈ X\Z (the
input for fixed a consists of formal power with coefficients in R). Each coefficient
ηi,(α,j), as a function on X\Z, is the quotient of (the restriction to X of) a C
∞
function flat on Z by a product of powers of the initial coefficients Ψi,(αi,ji) ∈
Q(X,Z). It follows from the multiplier lemma 5.4, that every coefficient ηi,(α,j) is
the restriction to X\Z of a C∞ function that is flat on Z.
By Theorem 5.1(4), re-expressing each Ψi(a, x) in terms of Φ1,a(x), . . . ,Φq,a(x),
we can write
(5.2) fˆa(x) =
q∑
i=1
ζi(a, x)Φi,a(x),
where each
ζi(a, x) =
∑
(α,j)∈Nn×{1,...,p}
ζi,(α,j)(a)x
(α,j)
and every coefficient ζi,(α,j)(a), a ∈ X\Z, is the restriction to X\Z of a C
∞ function
that is flat on Z.
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Again by the formal division algorithm (applied pointwise, with coefficients in R,
as above), after dividing ζ(a, x) = (ζ1(a, x), . . . , ζq(a, x)) by the module of formal
relations Rela, a ∈ X\Z, we can assume that, for all a ∈ X\Z, supp ζ(a, x) lies in
the complement of N (Rel) ⊂ Nn × {1, . . . , q}, and we maintain the condition that
each coefficient ζi,(α,j)(a), a ∈ X\Z, is the restriction to X\Z of a C
∞ function
that is flat on Z (by Lemma 5.4).
Now, S := X\Z is a C∞ manifold. By the l’Hoˆpital–Hestenes lemma 5.3, we
need only show that each ζi(ξ, x), ξ ∈ S, is the field of Taylor expansions on S
of a C∞ function defined in a neighbourhood of S. Consider a ∈ S and v ∈ TaS.
Apply the operator ∂ξ,v − ∂x,v to the equation F (ξ, x) =
∑q
i=1 ζi(ξ, x)Φi(ξ, x),
where F (ξ, x) := fˆξ(x), Φi(ξ, x) := Φi,ξ(x) (i.e., to the equation (5.2)). Since f and
all Φi are C
∞,
((∂ξ,v − ∂x,v)F ) (a, x) = 0,
((∂ξ,v − ∂x,v)Φi) (a, x) = 0, i = 1, . . . , q.
Therefore,
0 =
q∑
i=1
((∂ξ,v − ∂x,v)ζi) (a, x) · Φi(a, x);
i.e., ((∂ξ,v − ∂x,v)ζ) (a, x) ∈ Rela. But supp ((∂ξ,v − ∂x,v)ζ) (a, x)
⋂
N (Rel) = ∅
(see Remark 2.4). Therefore, for all a ∈ S,
((∂ξ,v − ∂x,v)ζi) (a, x) = 0, i = 1 . . . , q,
and the result follows from Borel’s lemma 5.2. 
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