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Abstract. When a mechatronic system is in slow speed motion, serious effect of nonlinear friction
plays a key role in its control design. In this paper, a stable adaptive control for drive systems includ-
ing transmission flexibility and friction, based on the Lyapunov stability theory, is first proposed. For
ease of design, the friction is fictitiously assumed as an unknown disturbance in the derivation of the
adaptive control law. Genetic algorithms are then suggested for learning the structure and parameters
of the fuzzy-enhancing strategy for the adaptive control to improve system’s transient performance
and robustness with respect to uncertainty. The integrated fuzzy-enhanced adaptive control is well
tested via computer simulations using the new complete dynamic friction model recently suggested
by Canudas de Wit et al. for modeling the real friction phenomena. Much lower critical velocity of a
flexible drive system that determines system’s low-speed performance bound can be obtained using
the proposed hybrid control strategy.
Key words: flexible drive system, fuzzy-enhanced adaptive control, genetic algorithms, friction
control.
1. Introduction
Improvement of the transient and steady state performances of a precision mo-
tion/force control system is a dominant issue when developing the precision ma-
chines. Friction has great impact on the servo system dynamics especially for fine
motions and the corresponding low velocities [1, 2]. A periodic process of sticking
and sliding motion (a limit cycle phenomenon), called a stick-slip, will occur when
the command motion speed is below the critical speed. The critical speed is thus
an important lower performance bound for a low speed operation; to make it lower
and to avoid stick-slip using an appropriate control law is a challenging task for a
mechatronics engineer.
Singh [3] considered the critical velocity of occurring stick-slip and made some
suggestions how to avoid the stick-slip. Kato [4] conducted experimental study on
the dynamic behavior of a machine tool slideway concerning the stick-slip process
and established that the static and kinetic friction coefficients can be expressed
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using simple formulas. Karnopp [5] presented a powerful numerical algorithm
eliminating some difficulties of digital simulation due to the hard non-linearity
at zero velocity. Based on the Karnopp model, Cheok et al. [6] considered the
parameter identification problem of servomechanisms with friction as a nonlinear
optimization problem and then used the modified simplex algorithm. Haessig and
Friedlang [7] proposed a bristle model for interpreting the physical phenomena
during the stuck condition and a reset integrator model improving the compu-
tational efficiency. Recently, Canudas de Wit et al. [8] proposed a new dynamic
friction model including the Stribeck effect, hysteresis, spring-like characteristics
for stiction, and varying break-away force; thus, the model can capture most of the
experimentally observed friction behavior.
Usually a well lubricated transmission system and/or a higher loop gain con-
troller can be used for reducing the effect of stick-slip friction, however, the cost
increases and the stability of the system may be poor. Walrath [9] suggested an
adaptive compensation for bearing friction based on a friction dynamic model.
Kubo et al. [10] proposed a digital nonlinear friction compensation for robot arms
and this approach is tested via simulations and experiments. Canudas de Wit et
al. [11] suggested a composite control system composed of a linear controller and
an adaptive nonlinear friction compensation for DC-motor drives. Townsend et al.
[12] considered the effect of stick-slip on force control and discussed the effect of
transmission compliance on system stability. For negligible backlash and flexibility
effects, Yang and Tomizuka [13] presented an adaptive pulse width control for
precise positioning under the influence of stiction and Coulomb friction. Nikiforuk
and Tamura [14] considered Coulomb friction as a disturbance and suggested a
model reference adaptive control system for accommodating load variation and
disturbance. Southward et al. [15] suggested a stable robust nonlinear stick-slip
friction compensation composed of a PD control and a nonlinear force compen-
sation using the Lyapunov stability approach. The approach suggests knowledge
of the exact static and kinetic friction coefficients. Yang and Chu [16] considered
the adaptive PID velocity control of DC-motor drives. The control law includes
a feedforward friction compensation, and the on-line adaptation of the PID gains
(Coulomb friction parameter estimation are based on ARMAX model and adaptive
Kalman filter). Tung et al. [17] proposed a repetitive control-based friction com-
pensation to reduce the contouring error of an X-Y table. The approach needs only
twelve cycles of learning to eliminate the tracking error. Ro and Hubbel [18] pre-
sented two stable model reference adaptive control laws: one for microdynamics of
the elastic surface deformation (of nanometer order) before motion begins and the
other for macrodynamics after motion begins. In the individual operation regimes
these two control laws perform well. However, the positioning distance during the
transition being between 500 nm and l µm, the performances of these two con-
trol laws are both unsatisfactory. Based on linearized friction model, Dupont [19]
considered a PD control with position feedback gain greater than a threshold value
for avoiding stick-slip. Chung and Auslander [20] considered the robust control of
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an X-Y table with magnetic coil micro-actuators parallel to the conventional DC
servo motors to compensate the effect of stiction and backlash. Smith et al. [21]
suggested two adaptive control strategies for precision machine tool axis, and then
presented their experimental comparisons with conventional PID controller.
The structure and parameters of a fixed-parameter or adaptive fuzzy logic sys-
tem can be systematically learned through training using traditional nonlinear op-
timization and/or genetic algorithms (e.g., [22–31]). Lin and Uen [32] proposed
an error back propagation-based fuzzy learning approach to intelligent stick-slip
friction compensation for motion control. The learned control rule-base can then
be used as the initial knowledge base for on-line adaptation to compensate the
plant’s real-world uncertainty.
In this paper, we first propose a stable adaptive control, based on the Lyapunov
stability theory, for drive axes with transmission flexibility and friction. For sim-
plicity, the friction is fictitiously considered as an unknown disturbance in the
derivation of the adaptive control law. Genetic algorithms are then suggested for
constructing an appropriate fuzzy-enhancing control combined with the adaptive
control to improve system’s transient performance and robustness with respect to
uncertainty. The integrated adaptive with fuzzy control is well tested via computer
simulation using the new complete dynamic friction model suggested by Canudas
de Wit et al. [8]. Lower critical velocity of a drive axis can be obtained using the
suggested composite control strategy.
2. Drive Axis with Flexibility and Friction
When mechanical parts are in low speed motion, the friction will dominate the
minimum achievable displacement and the minimum sustainable velocity. These
will determine the workpiece geometric error of a contour machining of a multi-
axis CNC machine tool or the force control resolution of an assembly task of a
precision robot arm [1, 2, 4, 8, 17, 33].
2.1. FRICTION AND STICK-SLIP
Usually friction is considered as a function of velocity with four dynamic regimes:
zero velocity, boundary lubrication, partial fluid lubrication, and full fluid lubri-
cation. When two contact parts are in static friction and before motion begins,
the displacement allowed by elastic contact surface deformation (called the Dahl
effect) can be significant on the scale of servo error. In this zero velocity operation
regime, the static friction may rise with the dwell time in the stuck condition [2, 33].
After motion commences, the friction will drop with increasing velocity (called
the Stribeck effect) at low speed motion. This is called the boundary lubrication
regime. As velocity further increases, the contact surfaces are partially supported
by fluid lubricant and partially supported by solid-to-solid contact, thus called par-
tial fluid lubrication. In this regime friction will first decrease and then increase
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with increasing velocity. The dynamics of partial fluid lubrication is complex and
is the least well known of the four regimes. A time delay between a change in the
velocity or load conditions and the resulting change in friction, called frictional
lag, has been observed experimentally [2]. The direction of friction will reverse
along with velocity reversal. By the above nonlinear, low-velocity friction, a pe-
riodic process of sticking and sliding motion, called stick-slip, may arise during
low speed motion with industrial PID control. The fourth friction regime is the
full fluid lubrication with full support by fluid lubricant and friction is usually
described by a viscous plus kinetic friction model. For more details, one can refer
to Armstrong-Hélouvry [2] and the references wherein.
Stick-slip (a limit cycle phenomenon) will occur when the command speed is
smaller than a threshold, called critical speed. For precision motion/force control
of a mechatronic system, the critical speed is desired to be as small as possible for
avoiding stick-slip.
2.2. A DYNAMIC FRICTION MODEL [8]
Conventional integrated friction models composed of four friction regimes are
highly nonlinear and complex, and their simulation results are often not well mat-
ched to the corresponding experimental friction phenomena due to the “hard” non-
linearity characteristics near zero velocity in the models [2, 8]. Recently, Canudas
de Wit et al. [8] proposed a dynamic friction model that can capture most of the
experimental friction behavior including the Stribeck effect, hysteresis, spring-like
characteristics for stiction, and varying break-away force. Based on the visual-
ization of two rigid bodies making contact through elastic bristles, the average
deflection z of the bristles is modeled by
dz
dt
= ν − |ν|
g(ν)
z, (1)
where ν is the relative velocity between the two contact surfaces, and the function
g(ν) is positive and depends on factors such as material properties, lubrication, and
temperature, but it need not be a symmetrical function. For typical bearing friction,
g(ν) will decrease monotonically from g(0) when ν increases, and this is the so-
called Stribeck effect. A parametrization of g(ν) for describing the Stribeck effect
is
σ0g(ν) = Fc + (Fs − Fc)e−(ν/νs)2, (2)
where Fc is the Coulomb friction, Fs is the stiction force, and νs is the Stribeck
velocity [2].
A dynamic friction model composed of the friction force generated from the
bending of the contact bristles and the viscous friction proportional to the relative
velocity ν can thus be described as
Ff = σ0z+ σ1 dzdt + σ2ν, (3)
JINT1416.tex; 23/09/1998; 12:22; p.4
FUZZY-ENHANCED ADAPTIVE CONTROL FOR FLEXIBLE DRIVE SYSTEM 383
where σ0 and σ1 are respectively the equivalent stiffness and damping coefficient
of the contact bristles; and σ2 is the apparent viscous damping coefficient. The dy-
namics of the friction model given by Equations (1)–(3) can accommodate different
types of phenomena: presliding displacement, friction lag (hysteretic behavior),
varying break-away force, and stick-slip motion [2, 8]. This friction model will be
used for computer simulations to illustrate the effectiveness of the fuzzy-enhanced
adaptive control.
2.3. A FLEXIBLE DRIVE SYSTEM WITH FRICTION
A typical DC motor-drive system with transmission flexibility, modeled by an
equivalent linear spring with stiffness k, is shown in Figure 1. Motor’s rotation
is transformed to the translation of the slide mass m by means of a pinion and rack
pair, and the pitch radius of the pinion gear is r. The contact friction Ff between
the slide mass and the guide surfaces is assumed computable by Equations (1)–(3).
The dynamics model for this drive system can then be expressed as follows:
La
dia
dt
+ Raia + eb = ea, (4a)
eb = Kbθ˙m, (4b)
Tm = Kiia, (4c)
Jmθ¨m + Bmθ˙m + TL = Tm, (4d)
TL = rk(rθm − x), (4e)
mx¨ + k(x − rθm)+ Ff = 0, (4f)
where ea is the armature circuit input voltage of the DC servo motor; La,Ra and
ia are, respectively, the inductance, resistance, and current of the armature circuit;
eb is the back emf, and Kb is the back emf constant; θm is the angular rotation of
the motor rotor; Tm is motor’s driving torque; TL is the reaction torque generated
by the equivalent spring; and x is the linear displacement of the slide mass m.
Figure 1. A flexible drive system with friction.
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3. Stable Adaptive Control for Flexible Drive System with Fictitiously
Constant Friction
Equations 4(a)–4(f) can be combined straightforward to a single dynamic equation
a1x¨ + a2θ¨m + a3θ˙m + a4Ff = ea, (5)
where
a1 = rRam
Ki
, a2 = RaJm
Ki
, a3 = Ra
Ki
(
Bm + KiKb
Ra
)
, a4 = rRa
Ki
,
and the others are, respectively, the same as those in Section 2.3. Since the real
complete dynamic friction model is nonlinear and rather complex, it is difficult to
obtain a linear parameterization for the derivation of a stable adaptive control law.
Ff is fictitiously assumed as an unknown constant disturbance for ease of adaptive
control design, and thus standard approach can be adopted. However, the derived
adaptive control can be further integrated with a suitable fuzzy logic system to
compensate for the neglected complex friction phenomena effectively and simply.
Let an auxiliary error s be defined as
s =
(
d
dt
+ λ
)2(∫ t
0
e(τ) dτ
)
= e + 2λe + λ2
∫ t
0
e(τ) dτ, (6)
where xd(t) is the desired trajectory, e(t) = x(t) − xd(t) is the output tracking
error, d/dt is the differential operator, and λ is a suitable positive scalar. Defining
x˙r = x˙d − 2λe − λ2
∫ t
0
e(τ) dτ, (7)
the auxiliary error s can be rewritten as
s = x˙ − x˙r . (8)
Thus
s˙ = x¨ − x¨r = x¨ − x¨d + 2λe˙ + λ2e
= 1
a1
(
ea − a2θ¨m − a3θ˙m − a4Ff
)− x¨d + 2λe˙ + λ2e. (9)
Parameters ai, i = 1, 2, . . . , 4, and friction Ff are usually not completely
known for the real-world drive axis, thus we can let the control law to be
ea = aˆ1x¨r + aˆ2θ¨m + aˆ3θ˙m + F̂f − kcs, (10)
where kc > 0; aˆ1, aˆ2, aˆ3 and F̂f are, respectively, the estimates of a1, a2, a3 and
a4Ff . Substituting (10) in (5), we obtain
a1s˙ + kcs = a˜1x¨r + a˜2θ¨m + a˜3θ˙m + F˜f , (11)
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where a˜1 = aˆ1 − a1, a˜2 = aˆ2 − a2, a˜3 = aˆ3 − a3, and F˜f = F̂f − a4Ff are the
estimation errors. Equation (11) can then be written as
s = 1/a1
p + kc/a1
[
a˜1x¨r + a˜2θ¨m + a˜3θ˙m + F˜f
] = H(p)[αϕTa˜], (12)
where H(p) = 1/(p + kc/a1) is a stable filter, p is the differential operator, α =
1/a1 is an unknown constant, ϕ = [x¨r θ¨m θ˙m 1]T is the regressor vector, and a˜ =
[a˜1 a˜2 a˜3F˜f ]T is the parameter estimation error vector.
Choosing a Lyapunov function candidate with γi > 0, i = 1, 2, . . . , 4,
V = 1
2
(
a1s
2 + 1
γ1
a˜21 +
1
γ2
a˜22 +
1
γ3
a˜23 +
1
γ4
F˜ 2f
)
(13)
we can obtain
V˙ = a1ss˙ + 1
γ1
a˜1 ˙˜a1 + 1
γ2
a˜2 ˙˜a2 + 1
γ3
a˜3 ˙˜a3 + 1
γ4
F˜f
˙˜Ff
=
(
1
γ1
˙˜a1 + sx¨r
)
a˜1 +
(
1
γ2
˙˜a2 + sθ¨m
)
a˜2 +
(
1
γ3
˙˜a3 + sθ˙m
)
a˜3 +
+
(
1
γ4
˙˜Ff + s
)
F˜f − kcs2. (14)
Thus the parameters/friction adaptation laws can be selected as
˙ˆa1(= ˙˜a1) = −γ1sx¨r , ˙ˆa2(= ˙˜a2) = −γ2sθ¨m,
˙ˆa3(= ˙˜a3) = −γ3sθ˙m, ˙̂Ff (= ˙˜Ff ) = −γ4s,
(15)
under the assumption of parameters ai, i = 1, 2, 3, 4, and friction being all un-
known constants; and the resulting time derivative of V is
V˙ = −kcs2 6 0. (16)
By LaSalle’s theorem [34–36], s(t) → 0 and thus s˙(t) → 0 as t → ∞. From
(6), we can conclude that both e(t) → 0 and e˙(t) → 0 as t → ∞, that is, the
control objective of arbitrary trajectory tracking of the slide mass can be attained
using the adaptive control law (10) with parameter estimates on-line updated by
(15). Since V (t) is positive and lower bounded, a˜i(t), i = 1, 2, 3, and F˜f (t) would
be bounded, i.e., the estimation errors are only bounded (and not necessary by
approach to zero).
Taking a reparametrization of the plant (5) as
ea(t) = ϕTc (t)a, (17)
where ϕc = [x¨ θ¨m θ˙m 1]T and a = [a1 a2 a3 a4Ff ]T. Since a is unknown and must
be estimated on-line, one can define the input residual as
eI (t) = eˆa(t)− ea(t) = ϕTc (t)
(
aˆ(t)− a) = ϕTc (t)a˜(t), (18)
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where eˆa(t) = ϕTc (t)aˆ(t) is the input estimate computed using the parameters
estimate aˆ(t) = [aˆ1(t) aˆ2(t) aˆ3(t) F̂f (t)]T, a˜(t) = aˆ(t) − a, and ea(t) is the con-
trol voltage generated by the adaptive control law (10) with composite parameter
adaptation law [35] to be derived later.
Selecting the composite parameter adaptation laws as
˙ˆa1
( = ˙˜a1) = −γ1(sx¨r + βeI x¨), ˙ˆa2( = ˙˜a2) = −γ2(sθ¨m + βeI θ¨m),
˙ˆa3
( = ˙˜a3) = −γ3(sθ˙m + βeI θ˙m), ˙̂Ff ( = ˙˜Ff ) = −γ4(s + βeI ) (19)
with γi > 0, i = 1, 2, 3, 4, and β > 0, then we obtain
V˙ = (−βeI x¨)a˜1 + (−βeI θ¨m)a˜2 + (−βeI θ˙m)a˜3 + (−βeI )F˜f − kcs2
= −βeI
(
x¨a˜1 + θ¨ma˜2 + θ˙ma˜3 + F˜f
)− kcs2
= −βe2I − kcs2 6 0. (20)
By LaSalle’s theorem [36] we know that the closed-loop system is stable, and
both s(t) → 0 and eI (t) → 0 as t → ∞. Thus, e(t) → 0 as t → ∞, since
s(∞)→ 0. When x¨(∞) = θ¨m(∞) = θ˙m(∞) = 0, F˜f (t) will also approach zero
since eI (∞) = 0.
To further enhance the robustness of the adaptive control system with respect to
parameters variation or disturbance, one can use s1 defined by [35] as follows:
s1 = s −8 sat
(
s
8
)
(21)
here 8 is a positive scalar or variable, and
sat(x) =
{−1, x 6 −1,
x, −1 6 x 6 1,
1, x > 1
is to substitute the s in the control law (10).
4. Performance Enhancement Using Genetic Algorithms-based Fuzzy
Learning Control
The transient performance of a stable adaptive control system may not be good
enough for a precision machine due to the on-line adaptation process. In order to
enhance the transient performance and the robustness of the derived adaptive con-
trol system, a three-inputs/one-output fuzzy learning controller based on genetic
algorithms [25–27] is considered in this section. The tracking error (e = x − xd),
the time derivative of the tracking error (e˙), and the transmission deflection (sp =
rθm − x) are selected as the antecedent variables of the fuzzy controller; and its
consequent variable is considered as an enhancing control voltage (δu) for the
adaptive controller. The normalized universes of discourse X∗e , X∗de and X∗sp for the
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input variables e, e˙, and sp, respectively, are all set to be [−6, 6], and are discretized
to {−6,−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5, 6} for subsequent binary coding of
their fuzzy subsets. That is, the normalized input variables are e∗ = eGe ∈ X∗e ,
e˙∗ = e˙Gde ∈ X∗de, and sp∗ = (sp)Gsp ∈ X∗sp, where Ge,Gde, and Gsp are the
scaling factors for e, e˙, and sp, respectively. The normalized output variable of the
fuzzy controller is δu∗, and δu = Guδu∗, where Gu is the scaling factor for δu.
To provide active damping and prevent the occurrence of stick-slip by consid-
ering the desired motion direction, the fuzzy control rule-base is suggested to be
composed of two parts: one for x˙d > 0 or (x˙d = 0 and e 6 0) and the other for
x˙d < 0 or (x˙d = 0 and e > 0). The generic control rule Ri (ith rule) of the fuzzy
controller is as follows:
Ri: IF e
∗ is Ai1 and e˙∗ is Ai2 and sp∗ is Ai3, THEN δu∗ is Bi,
where Aij , j = 1, 2, 3, are antecedent fuzzy subsets on X∗e , X∗de, and X∗sp, re-
spectively, and Bi is a consequent fuzzy subset on the normalized universe of
discourse X∗u of δu. Since the rule-base and parameters of a fuzzy controller with
more than two antecedent variables are rather difficult to construct and select by
human expert’s heuristics, evolutionary learning of the control rule structure and
parameters using genetic algorithms is promising. Definitions of the fuzzy subsets
with triangular membership function on the universes of discourse of each input
variable, the total control rule number (mr ), and the scaling factors (Ge,Gde,Gsp,
and Gu) can all be learned by genetic algorithms. The centers of rule consequents
Bi, i = 1, 2, . . . ,mr, can be determined using the gradient descent method during
the simulation phase of the genetic algorithms-based learning.
4.1. GENETIC ALGORITHMS
Genetic algorithms are global optimization methods developed from the theory of
biological evolution [25–27]. A main feature of genetic algorithms is their possibil-
ity of escaping from local optimum because of the use of probabilistic operations
such as crossover and mutation [27–31]. In the genetic algorithms, a solution candi-
date sr which maximizes a fitness function F(sr) is to be searched from the solution
space.
In this study, a solution candidate standing for one possible rule structure and
parameters of the fuzzy logic system is coded by a binary string, with (3n + 4l)
bits, called an individual, as follows:
sr =
(
Le,1 . . . Le,nLde,1 . . . Lde,nLsp,1 . . . Lsp,nLGe,1 . . . LGe,lLGde,1 . . . LGde,l
LGsp,1 . . . LGsp,lLGu,1 . . . LGu,l
)
r
,
where Le,1 . . . Le,n, Lde,1 . . . Lde,n, and Lsp,1 . . . Lsp,n are, respectively, n-bit binary
codes representing the definitions of the antecedent fuzzy subsets on their normal-
ized universes of discourse; LGe,1 . . . LGe,l, LGde,1 . . . LGde,l, LGsp,1 . . . LGsp,l , and
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Figure 2. Membership functions of the decoded fuzzy subsets from the binary code
“1001101000111”.
LGu,1 . . . LGu,l, are, respectively, l-bit binary codes for parameters Ge,Gde,Gsp,
and Gu.
In this study, we take n = 13, i.e., we use a 13-bit code for defining the fuzzy
subsets on the normalized universe of discourse [−6, 6] of each antecedent vari-
able. Figure 2 shows the corresponding definition of the fuzzy subsets decoded
from an example code “1001101000111”. The membership functions are assumed
taking triangular shape with centers on the 1-bits, and the base width of each
membership function is defined to be the length between the centers of two neigh-
boring fuzzy subsets. The best number and definitions of fuzzy subsets for each
antecedent variable, and thus the best number of fuzzy control rules are determined
by genetic algorithms. Assuming the existence of the fuzzy subsets on both sides
of the universe of discourse for each input variable, Li,1 and Li,n, i = e, de, and
sp, are assigned to be 1 always. The completeness [37] of the fuzzy subsets on each
universe of discourse is 0.5.
Decoding of the scaling factors Ge,Gde,Gsp, andGu from their respective l-bit
binary codes in an individual, can be computed using the formula
G = Gmin + Gmax −Gmin2l − 1 · i, i = 0, 1, . . . , 2
l − 1, (22)
where G is the true value of a scaling factor; Gmin and Gmax are the minimum and
maximum values of the scaling factor, i.e., the scaling factor is searched from the
range [Gmin,Gmax]; l is the number of bits used for coding the scaling factor; and
i is the decimal value of the l-bit binary code. In this study, we choose l = 5.
For minimizing the tracking error and the total number of control rules, and
having excellent active damping capability, the fitness function can be selected as:
F(sr) = w1f (α1Terr)+w2f (α2Merr)+w3f (α3Tdsp)+w4f (α4Num), (23)
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Figure 3. Block diagram of the fuzzy-tuning adaptive control for a flexible drive system.
where
f (x) =
{
0, x > 1,
1− x, x 6 1;
Terr is the sum of tracking error squares; Merr is the maximum absolute value of the
tracking error; Tdsp is the sum of squares of the change of spring deflection (sp(t)−
sp(t − 1), t is the discrete time index); Num is the total number of fuzzy subsets
(found using the decoded fuzzy-subset definitions) for the antecedent variables;
αi, i = 1, 2, . . . , 4, are suitable coefficients; and wi, i = 1, 2, . . . , 4, are weights
for avoiding the genetic drift of convergence difficulty with small populations [23,
pp. 217–249]. In this study, we set w1 = w2 = w3 = w4 = 1; and select α1 =
20 000;α2 = 10 000;α3 = 1;α4 = 0.018 for the simulation example.
In each generation, a different set of individuals, S = {s1, s2, . . . , sR} (called a
population), where R is the number of individuals, is automatically generated in
the genetic algorithms and the fitness values of each individual will be evaluated
using computer simulation. The objective of the genetic algorithms is to find a best
individual (best fuzzy controller) such that its fitness value is largest.
Simplified method of fuzzy reasoning [37, 38] can be used to compute the crisp
control signal δu from the rule-base of the fuzzy controller with mr rules, Ri, i =
1, 2, . . . ,mr :
δu = Gu ·
∑mr
i=1(µiBi)∑mr
i=1 µi
, (24)
where Gu is the scaling factor for δu; µi = Ai1(e∗) ∧ Ai2(e˙∗) ∧ Ai3(sp∗) is the
degree of firing of the antecedent part of rule Ri , here ∧ is the min operator;
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Figure 4. Fitness convergence diagram.
Bi is the center of the consequent part of rule Ri . Bi can be recursively tuned in
the simulation phase of the genetic algorithms using the gradient descent method
[23, 37], based on a loss function, e.g., J = 12 (x − xd)2, where xd is the desired
trajectory and x is the output of the plant.
4.2. A LEARNING METHODOLOGY FOR THE FUZZY ENHANCING CONTROLLER
Since a multi-input fuzzy controller is difficult to design via heuristic approach, a
systematic learning procedure for obtaining its best rule structure and parameters
using genetic algorithms can be suggested as follows:
(1) Initial codes of individuals sr , r = 1, 2, . . . , R, for the 0th generation are set by
uniform random numbers without violating the constraints of Li,1 = Li,n = 1,
i = e, de, and sp.
(2) The number and definitions of fuzzy subsets for each antecedent variable, and
scaling factors for antecedent/consequent variables, are determined by decod-
ing the binary string of each individual sr . Then the decoded rule structure
and parameters of the individual fuzzy controller is used to conduct closed-
loop system simulation, based on a desired trajectory xd . In simulation, center
values Bi of each fuzzy control rule is updated using the gradient descent
method until |J (t ′)− J (t ′ − 1)| < δ, where t ′ is the discrete time index, J is
the loss function; and δ is a threshold to stop tuning. Initial values of Bi can
be set based on a priori knowledge for faster convergence.
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Table I. Selection ranges of the scaling
factors for the fuzzy controller
Ge Gde Gsp Gu
min 5,000 500 1,000 1.5
max 15,000 1,000 3,000 2.5
Figure 5. Fuzzy subsets definition of the fuzzy controller: (a) For x˙d > 0 or (x˙d = 0 and
e 6 0); (b) For x˙d < 0 or (x˙d = 0 and e > 0).
(3) Fitness F(sr ) of each individual sr is computed and used to determine its
selection probability P(sr):
P(sr) = F(sr)∑R
r=1 F(sr)
, i = 1, 2, . . . , R.
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Figure 5. (Continued.)
Then a mating pool consisting of individuals with P(sr) higher than some
threshold value is setup. The number of members of the mating pool must
be adjusted to the maximum population by reproduction via copying those
individuals with highest P(sr).
(4) One pair of parents si and sj are selected from the mating pool in accordance
with their selection probabilities P(si) and P(sj ). The selection chance of an
individual with larger selection probability is higher. An operation called 2-
points crossover is then applied to the selected parents si and sj . They are both
partitioned into three parts at random, then the middle parts are exchanged,
e.g.,
si : 101 | 10011 | 0001⇒ s′i: 101101000001,
sj : 011 | 10100 | 1101⇒ s′j : 011100111101.
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Table II. Fuzzy control rule tables learned using the genetic algorithms: (a) For x˙d > 0 or
(x˙d = 0 and e 6 0)
e˙ e˙
−6 −4 −3 0 3 5 6 −6 −4 −3 0 3 5 6
−6 4 3.67 3.5 3 2.5 2.17 2 −6 3.5 3.17 3 2.5 2 1.67 1.5
−5 3.83 3.5 3.33 2.83 2.33 2 1.83 −5 3.33 3 2.83 2.33 1.83 1.5 1.33
−4 3.67 3.33 3.17 2.67 2.17 1.83 1.67 −4 3.17 2.83 2.67 2.17 1.67 1.33 1.17
e −3 3.5 3.17 3 2.5 2 1.67 1.5 e −3 3 2.67 2.5 2 1.5 1.17 1
0 3 2.67 2.5 2 1.5 1.17 1 0 2.5 2.17 2 1.5 1 0.67 0.5
5 2.17 1.83 1.67 1.17 0.67 0.33 0.17 5 1.67 1.33 1.17 0.67 0.17 −0.17 −0.33
6 2 1.67 1.5 1 0.5 0.17 0 6 1.5 1.17 1 0.5 0 −0.33 −0.5
sp = −6 sp = −3
e˙ e˙
−6 −4 −3 0 3 5 6 −6 −4 −3 0 3 5 6
−6 2.83 2.5 2.33 1.83 1.33 1 0.83 −6 2.5 2.17 2 1.5 1 0.67 0.5
−5 2.67 2.33 2.17 1.67 1.17 0.83 0.67 −5 2.33 2 1.83 1.33 0.83 0.5 0.33
−4 2.5 2.17 2 1.5 1 0.67 0.5 −4 2.17 1.83 1.67 1.17 0.67 0.33 0.17
e −3 2.33 2 1.83 1.33 0.83 0.5 0.33 e −3 2 1.67 1.5 1 0.5 0.17 0
0 1.83 1.5 1.33 0.83 0.33 0 −0.17 0 1.5 1.17 1 0.5 0 −0.33 −0.5
5 1 0.67 0.5 0 −0.5 −0.83 −1 5 0.67 0.33 0.17 −0.33 −0.83 −1.17 −1.33
6 0.83 0.5 0.33 −0.17 −0.67 −1 −1.17 6 0.5 0.17 0 −0.5 −1 −1.33 −1.5
sp = 1 sp = 3
e˙ e˙
−6 −4 −3 0 3 5 6 −6 −4 −3 0 3 5 6
−6 2.17 1.83 1.67 1.17 0.67 0.33 0.17 −6 2 1.67 1.5 1 0.5 0.17 0
−5 2 1.67 1.5 1 0.5 0.17 0 −5 1.83 1.5 1.33 0.83 0.33 0 −0.17
−4 1.83 1.5 1.33 0.83 0.33 0 −0.17 −4 1.67 1.33 1.17 0.67 0.17 −0.17 −0.33
e −3 1.67 1.33 1.17 0.67 0.17 −0.17 −0.33 e −3 1.5 1.17 1 0.5 0 −0.33 −0.5
0 1.17 0.83 0.67 0.17 −0.33 −0.67 −0.83 0 1 0.67 0.5 0 −0.5 −0.83 −1
5 0.33 0 −0.17 −0.67 −1.17 −1.5 −1.67 5 0.17 −0.17 −0.33 −0.83 −1.33 −1.67 −1.83
6 0.17 −0.17 −0.33 −0.83 −1.33 −1.67 −1.83 6 0 −0.33 −0.5 −1 −1.5 −1.83 −2
sp = 5 sp = 6
New individuals s′i and s′j are then used as two candidate individuals for the
next generation. This crossover operation is repeated until all the candidate
individuals for the next generation are generated.
(5) Mutation is then applied to each individual s′i , and each bit of the individuals
is randomly decided either to be reversed or not according to a sufficiently low
mutation probability Pm. To minimize the number of learned control rules, the
bits corresponding to antecedent variables e∗, e˙∗ and sp∗ are reversed from 1
to 0 only (i.e., a 0 bit is not reversed and remains kept 0). Mutation operation
on the third bit of an individual is as: s′i: 101101000001 ⇒ 100101000001.
(6) The generation is incremented by one, and steps (2)–(5) are repeated until the
required number of evolution generations is attained.
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Figure 6. Simulation results of the fuzzy control system.
4.3. FUZZY-ENHANCED ADAPTIVE CONTROL FOR FLEXIBLE DRIVE SYSTEMS
WITH FRICTION
The learned best fuzzy controller with largest fitness value can then be integrated
with the suggested adaptive control as shown in Figure 3. The composite control
strategy can compensate for the real complex friction (assumed unknown) and
has excellent transient and steady-state performances for flexible drive systems,
as demonstrated by the computer simulations in the next section.
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Figure 6. (Continued.)
5. Simulation Examples
In this section performance of the proposed fuzzy-enhanced adaptive control for
flexible motion axes with friction will be tested using computer simulation. The
new dynamic friction model suggested by Canudas de Wit et al. [8] in 1995 is
used in the plant dynamics model for demonstrating the effectiveness of the sug-
gested control strategy for actual friction compensation. Nominal values of plant
parameters are selected as follows [8, 32]: m = 1 kg; Ra = 5; Ki = 0.05 N-
m/A; K = 500 N/m; Jm = 5 × 10−7 kg·m2; Kb = 0.05 V· sec/rad; r = 3 mm;
Bm = 10−6 N-m·sec; Fc = 1 N; Fs = 1.5 N; νs = 0.001 m/sec; σ0 = 105 N/m;
σ1 =
√
105 N·sec/m; σ2 = 0.4 N·sec/m. Hence, a1 = 0.3, a2 = 5 × 10−5, a3 =
−0.0499, a4 = 0.3 (assumed unknown). Parameters of the adaptive control law are
selected as below:
(1) For the case of set-point control:
kc = 20; λ = 5; α1 = 10; α2 = 10−5; α3 = 0.3; α4 = 30;
8 = 5× 10−4; β = 10.
(2) For the case of trajectory tracking control:
kc = 20; λ = 5; α1 = 1; α2 = 10−6; α3 = 0.001; α4 = 1;
8 = 5× 10−4; β = 1.
(3) The initial values of the parameter estimates are:
aˆ1 = aˆ2 = aˆ3 = F̂f = 0.
The structure and parameters of the fuzzy controller are learned, excluding the
adaptive control law, using the genetic algorithms with total number of 15 gener-
ations, 50 individuals in each generation, 13 bits for each antecedent variable, 5
bits for each scaling factor, and mutation probability 0.01. Selection ranges of the
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Figure 7. Simulation results of the stable adaptive control system.
scaling factors are listed in Table I. After 15 generations of evolution using desired
trajectory xd(t) = 10+10 cos(pit+pi), fitness convergence of the learning process
is shown in Figure 4, and the best individual with largest fitness value is decoded
as below:
(1) Best scaling factors: Ge = 10, 161;Gde = 645;Gsp = 2, 312;Gu = 2.11.
(2) Fuzzy subsets of antecedent variables for the two parts of fuzzy control rule-
base are shown in Figures 5(a) and (b).
(3) Two parts of the fuzzy control rule-base are shown in Table II.
Simulation results of this fuzzy control system for xd(t) = 10+10 cos(pit+pi)
are shown in Figure 6. In Figure 6(a) actual response is nearly coincident with
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Figure 7. (Continued.)
desired trajectory, and tracking error is shown in Figure 6(b). Deflection of the
spring is shown in Figure 6(c).
5.1. ADAPTIVE CONTROL CASE
Simulation results for the flexible motion system with friction using only the stable
adaptive control law are shown in Figure 7. In Figure 7(a), the solid and dotted
curves represent the desired trajectory (command) and actual response of the slide
mass, respectively. In Figure 7(b), the solid line is the response of the slide mass,
and the dotted line represents the motion of the motor side (before the equivalent
spring). Figures 7(c) and (d) are friction and control voltage, and Figures 7(e)–(h)
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Figure 7. (Continued).
Figure 8. Ramp response of the open-loop flexible drive system with speed command of
0.03 m/sec.
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Figure 9. Ramp response of the flexible drive system using the stable adaptive control law
with speed command of 0.006 m/sec.
are the estimates of a1, a2, a3, a4Ff . The adaptive control system is stable and
with no stick-slip, however, the overshoot is considerable as shown in Figures 7(a)
and (b). The steady-state performance is excellent using the adaptive control.
In order to test the performance of the stable adaptive control system for low
speed operations, ramp responses of the (open-loop) flexible drive system with
friction are first simulated. As constant speed command is reduced to 0.03 m/sec,
Figure 8 shows that the system is with limit cycle (stick-slip), and critical speed is
between 0.03 m/sec and 0.04 m/sec. Figure 9 shows that the closed-loop system
using only adaptive control is stable and with no stick-slip for constant speed
command of 0.006 m/sec. Thus, critical speed for admissible low speed operation
is greatly lowered using the adaptive control law.
5.2. FUZZY-ENHANCED ADAPTIVE CONTROL CASE
Figures 10(a)–10(d) show that the position control response of the flexible drive
system with friction (assumed unknown) using the suggested fuzzy-enhanced adap-
tive control is faster and with steady-state error smaller than 10−5 m. As compared
to the adaptive control case (Figure 7), the transient response is greatly enhanced
and the original steady-state accuracy is retained. Figures 10(c) and (d) are the
friction and control voltage. Responses of the closed-loop system using constant
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Figure 10. Simulation results of the fuzzy-tuning adaptive control system.
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Figure 11. Ramp response of the flexible drive system using the fuzzy-tuning adaptive control
with speed command of 0.006 m/sec.
speed command of 0.006 m/sec are shown in Figures 11. Compared to the adap-
tive control case (Figure 9), transient oscillation of the equivalent spring is greatly
suppressed, and critical speed is lower. From Figures 11(c)–(f) we also know that
the convergence rates of parameter estimates are faster than those of the adaptive
control case. Parameter estimates do not converge to the actual values because
persistent excitation of the control signal is not sufficient.
From other extensive computer simulations, we know that the transient response
of the adaptive control system is sluggish, however its steady-state performance is
excellent. By the integration with fuzzy-enhanced control, transient and steady-
state performances are both enhanced. Thus, the suggested approach is promis-
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Figure 11. (Continued.)
ing for performance improvement of precision motion control systems with plant
uncertainty.
6. Conclusions
The flexibility of a drive system may induce serious stick-slip motion in low-
speed operations although it makes the system more compliant. In this paper, for
simplicity the complex nonlinear friction is first considered only as an unknown
disturbance, then a stable nonlinear adaptive control law is derived through the
Lyapunov stability theory. From computer simulation, we know that the derived
adaptive control system for a flexible drive system including new dynamic friction
JINT1416.tex; 23/09/1998; 12:22; p.25
404 L.-C. LIN AND Y.-J. LIN
model of Canudas de Wit et al., has excellent steady-state performance, however,
its transition is sluggish. In order to improve the transient performance, a genetic
algorithms-based fuzzy-enhanced adaptive control system is proposed. The struc-
ture and parameters of the suggested three-input/one-output fuzzy logic system can
be systematically learned and then used as on-line enhancing control (generating
a suitable perturbation control signal) for the original derived adaptive control.
Stability proof of the composite control system is difficult and deserves further
study. However, the excellent performances of the fuzzy-enhanced adaptive control
for drive systems with flexibility and friction can be shown by extensive computer
simulation, and the approach could lead to performance enhancement of precision
motion control systems even without a priori knowledge of parameters and the
detailed friction model.
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