Crop protection decisions often are based on classifying pest abundance with respect to a predetermined threshold. The performance of sampling plans used for this purpose can be compared based on the cost of taking a sample and the cost of misclassifying pest abundance and, thus, making an inappropriate crop protection decision. The probability that a sample will classify a pest population into one category or another can be summarized by the operating characteristic (DC) function. The operating characteristic function shows, for any true mean, the probability that density will be classified as less than the threshold. When sampling plans are used repeatedly to monitor population density over an extended period of time, the probability of classifying populations as being above the nominal threshold increases, and this could result in unnecessary intervention. Sampling plans that categorize density into 3 classes (tripartite classification plans) rather than into 2 classes (dichotomous plans) provide more information and are more effective constituents of monitoring protocols. When tripartite plans are used to monitor population density, the overall probability of never recommending intervention over an entire monitoring period is less influenced by the process of repeated sampling. Two principles can guide selection of tripartite classification sampling plans for use in a monitoring protocol. First, thresholds must often be raised if erroneous decisions to intervene are to be minimized. Second, because monitoring with tripartite classification plans allows more flexibility for correcting (at subsequent sampling times) a wrong decision not to intervene, lower precision of constituent sampling plans (e.g., smalIer sample size) often may be acceptable.
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NfEGRAfED
PEST MANAGEMENT IS A SYSTEM OF PEST CONTROL THAT relies primarily on preventative tactics such as plant resistance, cultural practices, rInd biologic"l control to maintain pest populations below economic injury levels. If these tactics fail, then pest control is to he accomplished through the use of corrective pesticide applications. To determine the need for treatment, pest densities are assessed and compared with predetermined thresholds, and pesticide is applied if the density exceeds the threshold. The combination of threshold(s} and sampling plan(s) is called a pest control decision rule. Considcr"hlc research has been devoted to developing rules and especially to refining methodology and practice to obtain sampling plans with reduced costs but with acceptable precision (Binns and Nyrop 1992) .
The simplest application of pest control decision rules is when a specific point in time can be identified when pest density needs to be compared to a threshold. Ideally, the pests involved are univoltine or Ilrlve distinct generations. Pest control decision rules become more complicated when a single point in time for sampling cannot be idcntified and it is ncccssa.ry to sample a pest population 2 or more times over" n:latively short period to be sure the density has not excecded a threshold. This might occur when pest phenology cannot be adequately predicted and sampling must be conducted 2 or more timcs to span the period when insects might be in the life stage of intercst (e.~., Schmacdick and Nyrop 1995). The most complicated application of pcst control decision rules occurs when pests have short generation times and can be abundant during the complete growing season or a major portion of it. Common examples are spider mitcs, white flies, aphids, and thrips. For such pests, it is necessary to sample populations repeatedly throughout the growing season. We refer to the process of repeatedly sampling a population through time as lI101litorillg and define a monitoring protocol as a stratcgy for using 1 or more sampling plans during specific time periods covering pa rt or the whole of the growing season (Nyrop et a\. 1994) .
Principles that guide design of sampling plans for use once in time arc generally well understood (e.g., Nyrop and Binns 1991, Pedigo and Buntin 1994) . The comparative performance of any sampling plan uscd for c1assifyin~density with respect to a threshold can be summarized by its sampling cost and how well it docs the classification (i.e., its precision). The proba bility of classifying density as less AMFRICAN EmOM0LOGlST
• Slimmer 1996 than the threshold given any true density (the operating characteristic curve) is a summary of the precision. Design of a sampling plan entails balancing the costs of sampling with the probabilities of not applying a pesticide when it is needed (often called a Type II error whose probability is usually denoted by Pl, or applying one when it is not needed and could even ha ve a negative impact on the crop (often called a Type I error whose probability is usually denoted by a) (e.g., Nyrop et a!. 1986 ). Design of sampling plans as components of a monitoring protocol has received relatively little attention. One reason for this is that the concept of evaluating the performance of monitoring protocols is relatively new (e.g., Pedigo and van Schaik 1984, Nyrop et a\. 1994) . However, it is likely that many sampling plans are used either in a monitoring context or to sample a population repeatedly over a shorter period of time without the user being aware of what the effect of this repeated sampling is on the performance of the control decision rule. The purpose of this paper is to illustrate how repeated sampling of the same population affects the overall performance of a pest control decision rule and to offer principles that should be considered when designing monitoring protocols and their component sampling plans.
We start by describing the pest and monitoring systems used to illustrate the technique. The technique itself is introduced with a simple example of a monitoring protocol, which is then elaborated to more practical protocols, showing the effect of changing protocol parameters on the outcomes for various pest density trajectories through time.
System Description
The pest system used here to illustrate monitoring is based on European red mite, Pallol1ychus ulmi (Koch), infestations on apple trees but is simplified to reveal the key concepts. The primary objective in managing this pest is to prevent cumulative density from exceeding ",600 mite-days per leaf over the 13 wk when the pest is active. A complementary objective is to keep pest density at any particular point in time below about 10 per leaf. We assume crop loss is related more to cumulative density than to maximum density. However, because managing high densities can be difficult, "nd growers often perceive that high densities are harmful in themselves, with n = 50 and threshold = 5, when applied to a population with constant mean density, and sampling is scheduled for 1, 2, 5, or 10 sampling occasions. Efficacy of pesticide = 90% and W = 4 wk.
controlling against high densities is important. T0 meet these objectives, an action threshold of S per leaf is used. The action threshold is defined as the density at which growers would want to implement some control treatment. We assume that aggregation of the pest among sample units (leaves) can be described by a negative binomial distribution with constant k (see below). We assume also that population dynamics in the short term can be approximated by exponential growth where the relative growth rate (a combination of immigration and reproductive growth) is O.OGS/d. This va lue was obtained by averaging the fits to exponential growth models of 14 data sets on P. ulmi dynamics (Nyrop et al. 1994 ).
The monitoring system used here is similar to the system used for the European red mite in the northeastern United States (Agnello et al. 1994 ) but simplified to highlight the main aspects of monitoring by cascaded sampling. Sampling is simplified by counting all mites on leaves (i.e., no binomial sampling) and by using fixed sample size plans (i.e., no sequential sampling). Decision making is simplified by using only 1 action threshold over the monitoring period instead of using 1 threshold during the early season, a 2nd (higher) threshold during midseason, and a 3rd (yet higher) threshold during the last part of the season. An intervention decision is assumed to result in spraying the orchard with a pesticide whose efficacy is known. The interval between times when sampling can be scheduled is set to 1 wk or multiples of 1 wk. Calculating the properties of the plan is simplified by using a constant k. Values of k characterizing the negative binomial sampling distributions of European red mite can vary widely (Nyrop and Binns 1992) hut for setting up a decision sampling plan with 1 intervention threshold, a single value must be chosen. Nyrop and Binns (1992) discussed the application of such plans when k is allowed to vary. A value of 0.7 was chosen here as representative within the range and appropriate for the action threshold used (Nyrop et al. 1994) . These simplifications, although they reduce the complexity of the calculations and the difficulty in interpreting the results, do not alter the general patterns nor the basic conclusions. The principles discussed here have been used to propose an efficient and practical monitoring program for phytophagous mites in apple orchards (Nyrop et al. 1994) .
Repeated Sampling of a Population to Classify Density
A standard protocol for decision making is to take a random sample of n leaves in an orchard, calculate the average number of mites per leaf, and compare the number with an action threshold density. If the average number is greater than the threshold density, a decision is made to intervene; if it is smaller, nothing is done. Whatever the actual mean density in a field, if the type of distribution is known, the probability of the sample mean being no greater than the stated threshold (i.e., the proba bility of deciding not to intervene) can be calculated from mathematical formulae (e.g., Davis 1994); this is illustrated in the appendix. The probability of deciding not to intervene as a function of the pest density (the operating characteristic curve) for a typical sampling plan is illustrated in Fig. 1 .
Suppose now that this sampling plan is used regularly to monitor a population. This means that on each occasion when a sample is taken (a sample bout), the following happens: if the density is classified as less than the threshold, the population is sampled again in a week; if it is classified as greater than the threshold, the orchard is sprayed and the next sample is taken in W wk. Thus, once monitoring starts, the timing of sample bouts depends on the results of previous sampling bouts, and this continues until the end of the monitoring period. The choice for W depends mainly on the efficacy of the pesticide and the potential for population growth of the pest. If the pesticide is very efficient and immigration is unlikely, there may be no need to resample at all in which case W can be envisaged as being longer than the length of the monitoring period; otherwise W should be smaller. In this article, W will be set either very large or equal to 4 wk. The effect of applying this plan may be summarized, at least in part, in 2 major ways: (I) by the probability of never in- tervening when pest density remains constant or pest density is under some sort of biological control. and (2) by the control achieved under the worst scenario (i.e., rapid population increase, here modelled by continuous exponential growth).
The overall operating characteristic function for the whole monitoring period is the proba bility that a decision to intervene will not be taken at any of the times the population is sampled. If sampling is scheduled for 2 occasions and mean density (m) remains constant, the probability of not intervening on the 1st occasion, namely oql17), is a Iso equa I to the probability of not intervening on the 2nd occcasion, so the proha bility of not intervening at all on either occasion is equa I to OC(m) x OC(m) which is equal to [OC(I17)]2. Similarly, if sampling is scheduled for 5 or 10 occasions, the overall probability of not intervening would be [OC(m)J5 or [OC(m)pO, respectively. These calculations can be compared with throwing a (fair) die and hoping to get a 6. The probability of not getting a 6 is 516, but if the gambler fails and tries again, and again, ... the probabilities of always failing after 1, 2, 3, ... throws are 516, (5/6)2, (51 6)\ ... which decrease with the number of tries. Applied to pest management, the result of repeatedly sampling a population whose mean pest density remains constant is that the operating characteristic function is shifted to the left when plotted with respect to pest density. This is illustrated in Fig. 1 for 2, 5, and 10 sample bouts.
When populations are repeatedly sampled, the overall probability of not intervening decreases whenever OC(m) is <1. This has the effect of moving the curve to the left, showing that there is a higher probability of intervening at some time during the monitoring period than might havc bccn expected on the basis of a superficial inspection of the operating characteristic curve for a single sample. Another way of viewing this phenomenon is that the 50% intervention density, the density where OC:: 0.5, decreases as the number of times the population is sampled (the number of sample bouts) increases. Thus, for the sampling plan illustrated in Fig. 1 , the 50% intervention densities when it is used 1,2,5, and 10 times are 5.06, 4.59,4.15, and 3.89, respectively.
The degree of control achieved can be illustrated by observing what happens to the density of the target organism when a decision sample is taken (e.g., Dodge and Romig 1944) . For low densities at sampling, there is no intervention and the density after sampling is equal to the density before sampling; for high densities, the decision is always to apply pesticide and the density after sampling is a surviving proportion of the density before sampling [new density:: old density x (1 -% efficacyIlOO)] ; for moderate densities at sampling, the probability of lowering the density by intervening is defined by how quickly the operating characteristic curve declines to O. A plot relating the average after density to the average before density is called the average outgoing quality curve. In a monitoring context, the average outgoing quality directly after sampling and possible intervention is not very helpful. Growers would like to know what control they can expect at least over the short run until they sample again, whenever that might be. An average outgoing quality curve that takes into account the possibility of exponential growth before the next sample bout is taken would indicate what a grower might face when using the monitoring protocol. A mathematical formulation that assumes exponential growth between sample bouts is given in the appendix. If the sampling plan shown in Fig. 1 is applied once, while the efficacy of the pesticide is 90%, population growth is exponential at a rate of 0.065/d, and W is 4 wk, then the expected mean pest density at the next sample bout (which may not be the next potential sampling occasion if there was an intervention treatment) is shown by the continuous curve of Fig. 2 . Very high densities sampled at the 1st bout will have been reduced by the pesticide, but, by the scheduled time for the 2nd bout, and after 4 wk of exponential growth, these densities will again be high. If the grower does not initiate a 2nd bout, the population may continue to increase and go out of control However, if the 2nd bout is initiated according to the protocol, then, by the time of the 3rd bout, the populations will have been reduced to moderate sizes as also shown in Fig. 2 . In the long run, this plan keeps the average pest density below 6. What Fig. 2 B .--.. average outgoing quality curves for the 3-decision plan can be calculated (Appendix) and are shown in Figs. 3 and 4. They are similar to those for the 2-decision plan (they would be identical if the lower threshold were changed to OJ), but it should be noted that the number of sampling bouts is necessarily smaller. The probabilities of intervening are identical, but where the 2-decision plan advises sampling at the next potential time, the 3-decision plan may suggest skipping it. In other words, with less work, a grower can achieve the same control.
Because the main concern here is with monitoring. it is worth introducing new terminology to emphasize the change in approach from sampling for control on 1 occasion to monitoring for control over a period of time. Monitoring with a 2-decision sampling plan as a basis will be termed a dichotomous monitoring 1Jrotocol. and monitoring with a 3-decision sampling plan as a basis will be termed a tripartite monitoring protocol.
The results shown in Figs. 1--4 describe only average outcomes when using dichotomous and tripartite monitoring protocols. However, it is possible that they may be prone to wide variation in the pest densities tbat escape control. The easiest way of checking this is to simulate what would happen to an orchard that is managed by either of the plans (several examples of simulation in pest management sampling are given in Pedigo and Buntin 1994) . Using computer generated pseudorandom numbers, (1) the pest density at the start of the monitoring period is chosen; (2) a decision sample is simulated and the appropriate decision is made; and (3) the orchard is followed through time by repetitions of (2) until the end of the monitoring period.
For illustration, this was done for 104 simulated orchards that experienced continuous exponential growth at the rate 0.065/d. These were each started, at the 1st sampling time (day 7), with initial densities chosen randomly between 0 and 10 individuals per sampling unit. The results (medians, 5th and 95th percentiles) for the 2 monitoring protocols are shown in Fig. 5 . Adequate control was attained by both protocols, but, on average, the tripartite protocol required fewer sample bouts (5. shows is that, irrespective of when the protocol actually schedules the sample bouts, on average the populations will be under control throughout the monitoring period. The shift of the avera II operating characteristic curve to the left, which is more pronounced for flatter curves. is a natural result of repeated application of a sampling plan when densities remain constant or nearly constant. Whether or not it is of major importance depends on the consequences of an effective reduction in the nominal threshold density (inappropriate decisions to intervene) that may, for instance, disrupt biological control mechanisms.
Such a plan has 2 thresholds: a lower threshold (m[ = 3) and an upper threshold (m" = 5). The overall operating characteristic and (1) >5, intervene and resample in W wk; (2) <5, do nothing and resample in 1 wk; include a 3rd:
(1) >5. intervene and resample in W wk; (2) between 3 and 5, do nothing and resample in 1 wk; (3) d do nothing and resample in 2 wk.
Three-Decision (Tripartite) Cascaded Monitoring Protocols
As component sampling plans of a monitoring protocol, 2-decision sampling plans are restricted. No account is taken of how much below the threshold the population seems to be, and this could be useful information.
For example, if no individuals were found during sampling, a manager might feel that the crop could be safely left a lone for a longer period of time than if the decision to intervene had only just been avoided. Because the cost of going out to take a sample (the setup cost) is often large compared with the cost of actually selecting sample units and counting individuals on them, a sampling scheme that gathers more information during a sampling session with little extra cost would be attractive. This can be achieved by extending the number of possible decisions available after a sample is taken. For example, instead of 2 decisions depending on average pest density: Table 3 .
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protocol (5.9 on average). The distributions for the tripartite protocol oscillated at the beginning, but eventually both sets of distributions became similar, with little oscillation. The above illustration where there is a continuous pressure for population explosion may be regarded as a worst case scenario. A more common situation is that there are 1 or possibly 2 outbursts of population numbers. We simulated this by a bell-shaped trajectory of mean density that starts equal to 1 at a time randomly chosen between the beginning of the monitoring period and about 1/3 of the way through it, and rises to a peak of 5 individuals per sample unit. We chose the growth rate for each trajectory to be at random somewhere between 0.025 to O.065/d (growth rate being defined at the time when density = 1; see Appendix). Maximum density equal to 5 individuals per sample unit was chosen to check how a population under control would be treated (the previous illustrations with continuous growth rate show what happens for high densities). Five generated trajectories are shown in Fig. 6 for illustration. Ten thousand simulated trajectories were subjected to the 2 monitoring protocols: the average number of sample bouts for the tripartite protocol was much less (7.4) than for the dichotomous protocol
Effect of Changing the Parameters of a Monitoring Protocol
(11.1), whereas the overall probabilities of not intervening were similar (22 % and 20%, respectively). Therefore, the main benefit of using the tripartite monitoring protocol appears to be a reduction in sample bouts, rather than an improvement in control, which rema ins about the same as for the dichotomous protocol.
The efficiency of any sampling plan for decision making depends on the sample size (11) and the choice of threshold(s}, and the same holds for monitoring protocols. As mentioned a bove, the effect on I-time decision plans of changing these parameters has been well worked out in the literature, but the effect of changing the parameters of monitoring protocols is complicated by the wide variety of possible population dynamics. To get a handle on some aspects of the relationship, we retained the upper threshold (m,,) at 5 pests per sample unit, and allowed n and the lower threshold (m{) to vary (/1 = 25,50,100,500; m,= 2, 3, 4).lt should be noted that a dichotomous protocol with 111" = 5 should be similar to a tripartite prototcol with 111" = .5 and very low 111, because the opportunity for the latter to recommend skipping a sample bout would be negligible. Therefore, of the 3 tripartite protocols examined here (111 1 = 2, 3, 4), the 1st
should be most like the dichotomous one; for this reason we can refer to a dichotomous protocol as a tripartite protocol with 111,= O.
The effect of changing nand 111{ on the 50% intervention density for 1, 2, 5, and 10 sample bouts is shown in Table 1 . Reading across the table, for each sample size (/1) the .50% intervention density decreases as the number of bouts changes from 1 through 2, 5, and 10 (as noted above). Comparison among II = 25, 50, 100, and 500
shows that the decreases are more pronounced for small than for large 11, essentially because the operating characteristic curves for smalln are flatter than those for large 11.Looking down the columns for sl11alll1, the decreases are smaller for tripartite than for dichotomous protocols and especially as the lower threshold for the tripartite protocol is raised; for large 11 there is no such effect.
We tried these protocols on populations where there was continuous exponential growth and on populations that rose and fell according to the bell-shaped trajectory curves described in the previous section.
Sample size has essentially no effect on number of sample bouts and little effect on the median of the distribution of pest densities ( 
Bell-Shaped Trajectories
Although density is not constant, none of the population trajectories rises above the nominal threshold of 5, so these populations may be regarded as being under some sort of natural control. Increasing II increases the probability of not intervening (Table 3) . For low II, using a tripartite protocol and raising 111[ also increases the probability of not intervening, but this does not occur when 11 is large (and sampling is very precise). Using a tripartite protocol and raising 111[ reduces the number of bouts, while increasing II increases the number of bouts.
Based on these results, some tentative recommendations can be made. To guard against unnecessarily spraying an orchard where biological control agents may be keeping the pest density low, a high sample size is best, but a moderate sample size with a 3-decision plan may be adequate. Consideration should also be given to increasing the threshold to allow for the change in 50% intervention density, and this was done by Nyrop et al. (1994) . To keep pest density under control when conditions are ripe for the pest to multiply exponentially, tripartite protocols require fewer sample bouts and, in this sense, may be regarded as more efficient than dichotomous protocols. Choice of which protocol to use will depend on costs and perceived problems when slightly higher pest densities are encountered, and, of course, on the expected nature of the population dynamics of the pest.
Discussion
The results shown here can be upgraded so that they are relevant to sequential sampling. Changing the value of II corresponds to changing the precision of the sampling plan, i.e., changing theva]ues of the defining proba bilities a and 13 ofWald's sequential probability ratio test (SPRT) plan or the z" of an Iwao sequential plan; changing the thresholds is similar in both sequential and fixed sample size scenarios (e.g., Binns 1994) . Adjustments for binomial sampling are less simple because an extra complication is introduced (e.g., Jones 1994). However, better precision and accuracy is gained by moving the cutoff or tally number near to the threshold(s) (Binns and Bosta- d Average number of sample bouts, ANB (simulation standard error <0.1).
e Dichotomous protocol. nian 1990). A full discussion of all costs associated with cascaded sampling using sequential and binomial sampling for monitoring European red mite infestations in apples is given by Nyrop et al. (1994) . In particular, it is shown there that, when the parameters of the protocol are modified, the response with respect to loss defined as mite-days is similar to the response shown here with respect to the distribution of densities during the monitoring period (Table 2) . However, it is ultimately through analysis of costs for a range of typical trajectories that optimum cascaded protocols can be chosen.
The choice of W should depend on the nature of the pest and its potential dynamics, and the efficacy of the control treatment. If the efficacy of the treatment is very high and the pest's potential for population increase (growth rate and/or immigration) is low, then a high value for W is acceptable. On the other hand, if the efficacy of the treatment is only moderate and/or the pest's potential for population increase is very high, a small value for W should be chosen. In the apple mite example, pest populations can be controlled using the monitoring protocols described here (Figs. 2, 4 , and 5). However, if the rate of population increase were much higber than O.065/d or the efficacy of treatment were much lower than 90%, the peaks in Figs. 2 and 4 would be higher, and a smaller value for W would be necessary to achieve control. For example, if the daily rate of increase were O.lId or the efficacy of the treatment were only 80%, then W would need to be reduced to 3 wk to get similar control. Alternatively, the interval between potential sampling times could be reduced from 7 d.
Monitoring a population over a period of time to check whether it exceeds thresholds is quite unlike strategies to continuously update an estimate of density (e.g., Plant and Wilson 1985) . Altbough there are similarities with time sequential sampling (Pedigo and van Schaik 1984, Pedigo 1994) , the latter is intended to deal with situations where the objective is to determine whether a population trajectory escapes from between 2 prespecified paths, as in an ordinary sequential probabilty ratio test, and all sampling ceases if the trajectory escapes below the lower path. With cascaded monitoring, the objective is to determine whether a population trajectory remains below some specified level{s) throughout the whole monitoring period, regardless of its shape. In determining these levels, overall criteria for pest damage should be used (Nyrop et al. 1994 ). Cascaded monitoring is a simple procedure to follow and could be regarded as merely giving a name to what is frequently done in practice: regular sampling to check on pest control. Setting this in the framework No. of samples needed at each bout, no. of bouts Error (;hecking, overall probability of intervention described here allows quantification of costs and benefits for a whole season's effort.
The analogy with repeated sampling needs a little caution. Pest populations do have the ability to change rapidly by natural growth or immigration, and correlations between sampling occasions may not be high, so continual checking is required. This is similar to industrial quality control where problems of operating characteristic curves shifting to the left are ignored. However, in industrial quality control the product is being completed and moved out continuously, whereas in agriculture, there is one product and it appears only at the end. All costs must be set against one saleable item (the harvested crop), so the overall operating characteristic is important.
Pest control decision rules are viewed sometimes as merely a first step in the development of IPM programs, probably because these rules are seen as a rational way to schedule pesticide use. However, with increased reliance on biological control, cultural management, and host plant resistance, pest control decision rules, and especially monitoring, will become even more important.
The kind of pest to be monitored by a cascaded scheme has the potential to incrense !'apidly if there are no controls, but reasonable populations of natural enemies can keep numbers at or below acceptable levels. It may be possible to sample natura] enemies at the same time (e.g., Nyrop 1988 ) to see if the pest population is likely to remain under control, but, at the expense of sampling on a future date for checking purposes, it is possible to ignore the enemies and use subsequent checking samples as an insurance that, for whatever reason, the population remains at or below an acceptable level. Thus, the effort required to estimate the potential for natural enemies to control the population is saved on 1 occasion to be expended on a future occasion by the taking of insurance samples. Because it is often difficult to quantify the abundance of natural enemies, let alone predict their impact, monitoring is a useful too] for assessing the effectiveness of biological control. It also may be possible to incorporate qualitative information on natural enemies into a monitoring scheme. For example, 2 monitoring protocols could be developed, 1 with constituent sampling plans having higher thresholds and the other based on sampling plans with lower thresholds and reduced precision. As long as no natura I enemies or evidence of natural enemies are detected, the low precision plan is used. However, once natural enemies are detected, the plan with higher thresholds is adopted to avoid unnecessary and deleterious spraying. In a similar way, weather and weather forecasts could be used to adjust for the expected growth rate of the pest and its influence on the value of WI.
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There is no attempt here to suggest that a dichotomous protocol should not be used for monitoring. Being a simple strategy, it may be more likely to be accepted by practitioners. However, it has 2 potential drawbacks compared with a tripartite protocol: (1) the overall operating characteristic curve is likely to be shifted more to the left and (2) to achieve the same results (doing nothing when appropriate and intervening when required), the number of sampling' bouts would generally be higher.
The fundamental information needed before setting up any pest management scheme is to list all the relevant costs and assess their relative importance. The difference between one-time control sampling and monitoring is the extension, in principle, of thresholds to sets of threshold criteria for the entire control period, with consequent adjustments to costs. The attributes of sampling once in time to classify density versus monitoring density through time are summarized in Table 4 . Of primary importance in the design of sampling plans for use in monitoring is the realization that performance criteria now apply to a population trajectory and that tbe overall operating characteristic is an accumulation over the monitoring period. This design process is difficult, and trial and error seems currently to be the easiest approach. It is important to regard the available tools, whether full count or binomial, fixed or sequential sampling plans (SPRT or Iwao along with all their parameters), and the series of potential sampling times along with WI, the maximum time interval between bouts, as building blocks that can be adjusted individually to minimize the costs associated with an overall monitoring scheme. As a start, it is worthwhile to assess any currently used monitoring scheme for its overall properties and then investigate small changes that might improve its costs and benefits. the efficacy of the pesticide is E %, the expected density immediately after sampling and intervention (if required) is therefore 111 X 0C(1I1) + 11'1 x [1 -OC(II1)J x (1 -E/100).
(AI) With a 2-decision plan, the next sample bout is 1 or W wk later on. Thererfore, at the next sample bout, the density will be 111 X OC{m) x exp (0.065 x 7) + 111 x [1 -OC{m)J x (1 -E/lOO) x exp (0.065 x 7 x W).
assuming that all surviving pests increase at the rate 0.065/d. Under conditions that favor exponential growth, this average outgoing quality curve describes what growers might expect when they take their next sample.
Calculating the Overall Probability of Not Iltte1'vening Whel1
Using a Three-Decision Plan. For each potential sampling occasion, i, write rO(m} = proha bility of intervening when pest density is equal to 111, PI (111) = probability of deciding to sample in 1 wk when pest density is equal to 111, P2(m) = probability of deciding to sample in 2 wk when pest density is equa I to 111, 0C(111); = probability of not intervening over the period from time 1 through time i, with constant pest density equal to 111.
With constant density, the probability of not intervening from time 1 through time i is a combination of 2 independent terms: those sequences of decisions starting with a decision to resample at time 2 (probability = PI) and then not to intervene again [probability = 0C{1I1};_,],and those sequences of decisions starting with a decision to resample at time 3 (probability = P2) and then not to intervene again [probability = OC{l11b], so the general recursive formula is 0C{1I1); = PI X 0C{m)i.1 + P2 x 0C{1I1);.2
(A2)
With starting values 0C(111)1 = PI + P2 , and 0C(111)2 = PI x (PI + P2) + P2, all values for OC{m)i can be calculated in sequence. A general nonrecursive formula can be derived in the following way. Find the roots (U and V) of the quadratic equation related to (A2): X2 = PI x X + P2. Then the general formula is 0C{1I1); = clx Ui + c 2 x Vi, where C1 and c 2 are constants that are determined by solving the equations for the starting values 0C(111)1 = c 1 xU + c 2 x V = PI + P2, and 0C{1I1)2 = c1x U2+ C 2 x V2 = PI x (PI + P2) + P2.
When a 3-decision plan is used, the formula for the average outgoing quality at the next sample bout includes a term for resampling in 2 wk: EX[lmples are shown in Fig. 6 . This trajectory curve is proportional to the probability density function of the logistic distribution, whose cumulative probability function is: Pr(X:>; t} = 11 (1 + ed•n). This book is the first attempt to bring together the ideas of some scholars studying the evolutionary relationships and higher systematics of Hemiptera. Begun as a symposium at the 18th International Congress of Entomology (Vancouver 1988), the contributions have been refined and expanded in an attempt to further our understanding of the evolution of Hemipteran relationships. The work reported here makes clear that major changes are necessary in the higher classification of Hemiptera.
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