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We analyze entropic uncertainty relations in a finite dimensional Hilbert space and derive several
strong bounds for the sum of two entropies obtained in projective measurements with respect to
any two orthogonal bases. We improve the recent bounds by Coles and Piani, which are known
to be stronger than the well known result of Maassen and Uffink. Furthermore, we find a novel
bound based on majorization techniques, which also happens to be stronger than the recent results
involving largest singular values of submatrices of the unitary matrix connecting both bases. The
first set of new bounds give better results for unitary matrices close to the Fourier matrix, while
the second one provides a significant improvement in the opposite sectors. Some results derived
admit generalization to arbitrary mixed states, so that corresponding bounds are increased by the
von Neumann entropy of the measured state. The majorization approach is finally extended to the
case of several measurements.
PACS numbers: 03.65.Aa
I. INTRODUCTION
Fundamental differences between the classical and
quantum physics are highlighted by quantum uncertainty
relations. Original version of the relations by Heisen-
berg, Kennard and Robertson deal with the sum of un-
certainties characterizing two measurements of observ-
ables which do not commute. Right hand sides of these
inequalities are proportional to the size of the Planck
constant ~ as in the classical case the bounds tend to
zero.
In the following paper we focus on probably the most
popular representatives of uncertainty relations there are
nowadays, given in terms of information entropies. One
uses the standard Shannon entropy, with a clear oper-
ational meaning, or generalized quantities of Rényi and
Tsallis (for reviews on entropic uncertainty relations see
[1, 2]). One may observe a growing interest in these is-
sues of the community working in the theory of quantum
information processing [3–7] and in applications to for ex-
ample quantum memory [8] or Einstein–Podolsky–Rosen
steering inequalities [9]. Our aim is thus to classify re-
cent improvements of various entropic uncertainty rela-
tions and provide several new results outperforming the
previous ones.
Before we start let us introduce the notation. For a
probability distribution p = {pi} its Rényi entropy of
order α is given by the formula
Hα (p) =
1
1− α ln
∑
i
pαi . (1)
∗Electronic address: rudnicki@cft.edu.pl
In the limit α→ 1 the above definition recovers the Shan-
non entropy H (p) = −∑i pi ln pi. Looking from a gen-
eral perspective, Rényi entropies of any order are Schur-
concave functions. In fact, every function F (p) which is
Schur-concave is in position to be a reasonable measure
of uncertainty since it is maximized by a uniform prob-
ability distribution, while its minimum is provided by
concentrated probabilities p↓c = (1, 0, . . . , 0). The sym-
bol ↓ denotes the decreasing order, so that (p↓)
i
≥ (p↓)
j
whenever i ≤ j. Among other Schur-concave functions
let us only mention the so-called Havrda–Charvat–Tsallis
entropy [10]
Tα (p) =
1
1− α
(∑
i
pαi − 1
)
. (2)
Describing the quantum state of the system we shall
use a mixed state ρ acting on a d-dimensional Hilbert
space H. We will consider two non-degenerate, non-
commuting observables Aˆ and Bˆ with corresponding
eigenstates denoted by |ai〉 and |bj〉 respectively. The
above eigenstates obviously provide two orthonormal
bases in H. We then define the probability distributions
in a usual manner:
pi = 〈ai| ρ |ai〉 , qj = 〈bj | ρ |bj〉 . (3)
The history of the entropic uncertainty relations in
finite dimensional Hilbert spaces (continuous case had
been developed before [11]) started with the paper by
Deutsch [12] who proved that
H (p) +H (q) ≥ −2 lnC ≡ BD, (4)
with C =
(
1 +
√
c1
)
/2 and c1 = maxi,j |〈ai |bj〉|2 being
the maximal overlap between the bases {|ai〉} and {|bj〉}.
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2This seminal but rather weak lower bound for the sum of
two Shannon entropies was further significantly improved
and generalized by Maassen and Uffink in 1988 when they
derived their famous uncertainty relation [13]
Hµ (p) +Hν (q) ≥ − ln c1 ≡ BMU, (5)
valid however only for conjugated parameters 1/µ+1/ν =
2. In the case of a single qubit more general bounds for
an arbitrary pair µ, ν were recently studied in [14].
A natural range for the parameter c1 is of the form
1/d ≤ c1 ≤ 1. Comparing the both bounds (4) and (5)
in two opposite regimes of c1 one can observe that:
• The Maassen-Uffink bound is substantially stronger
(BMU  BD) in the regime of small c1 & 1/d, when
both bases are almost mutually unbiased.
• In the second case when c1 . 1 both bounds pro-
vide almost the same quantitative description of
uncertainty, however, the bound (5) is always a bit
stronger than (4), BMU & BD.
In fact, when c1 = 1/d and the bases {|ai〉} and {|bj〉} are
related via discrete Fourier transformation, the bound in
(5) equal to ln d is optimal. At this place let us mention
that the two bases in question are in general related by a
unitary transformation U ∈ U (d), with matrix elements
equal to Uij = 〈ai |bj〉, so that c1 = maxi,j |Uij |2.
In the 25 years (1988-2013) mid time only one example
of a general state-independent improvement of the lower
bound (5), valid and significant in the regime of large
c1, has been communicated [15, 16]. Several results were
however devoted to particular studies of eg. qubits [17–
19], described by the case d = 2.
This work is organized as follows. After we review
the recent progress in the context of entropic uncertainty
relations, we derive in Section II the three new, hybrid
bounds for the sum of two Shannon entropies. To this
end we use both techniques of relative-entropy mono-
tonicity [6] and the majorization entropic uncertainty re-
lations [4, 5, 20]. In Section III we introduce yet another
majorization-based approach which happens to outper-
form the previous one [4, 5] (see Appendix B). After we
compare in Section IV all bounds for the sum of two
Shannon entropies which are currently available, we ex-
tend in Section V the majorization uncertainty relations
derived in Section IV to the case of several measurements.
A. Recent results
Surprisingly, the Maassen-Uffink bound has been re-
cently improved in the whole range of the parameter c1.
First of all, Coles and Piani [6] have provided a state in-
dependent bound (note that we use the natural logarithm
instead of log2)
H (p) +H (q) ≥ − ln c1 + (1− C) ln c1
c2
≡ BCP1, (6)
with the same as before C =
(
1 +
√
c1
)
/2 and c2 being
the second largest value among |Uij |2. Since c2 ≤ c1 the
second term in (6) is a non-negative correction to (5).
The above example shows that the improvements of (5)
shall rely on more overlaps between the bases. An inter-
mediate step in the derivation of (6) leads to a stronger
but implicit bound [6]:
H (p)+H (q) ≥ max
0≤κ≤1
λmin (−2∆) ≡ BCP2 ≥ BCP1, (7)
involving the d× d matrix ∆ with matrix elements ∆mn
being
κδmn ln max
k
|Umk|+ (1− κ)
∑
j
UmjU
∗
nj ln max
k
|Ukj | .
(8)
λmin (·) denotes here the minimum eigenvalue. The above
results have been derived only in the case of the Shannon
entropy, since they utilize the relative entropy:
D (ρ ||σ) = Trρ ln ρ− Trσ lnσ. (9)
While both bounds (6, 7) are never worse than BMU,
they seem to provide more accurate improvements for
c1 & 1/d [note the factor 1 − C in (6)] rather than in
the case c1 . 1. In this second regime another approach
based on majorization techniques comes into play. The
idea that majorization can be used to quantify uncer-
tainty [20] has been developed in [4, 5] giving a bound
F (p⊗ q) ≥ F (Q) , (10)
valid for any Schur-concave function F . By Q we de-
note any vector of probabilities that majorizes r ≺ Q
the distribution r = p ⊗ q (we shall call the above
result the tensor-product majorization relation). Un-
less otherwise stated we assume that the vector Q is
sorted in a decreasing order. The majorization relation
r ≺ Q means that for all n < d2 we necessarily have∑n
k=1 r
↓
k ≤
∑n
k=1Qk and due to the probability conser-
vation
∑d2
k=1 rk =
∑d2
k=1Qk = 1. As long as c1 < 1
there exist nontrivial vectors Q 6= Q(0) = (1, 0, . . . , 0).
It also happens that the majorizing probability vector
Q possesses at most d nonzero elements. In [4] we de-
rived a full hierarchy of d − 1 majorizing vectors Q(k),
k = 1, . . . , d− 1, such that
Q(0)  Q(1)  Q(2)  . . .  Q(d−1)  r, (11)
which are expressed by singular values of certain subma-
trices selected from the d× d unitary matrix U .
In particular, an additivity property of the Rényi en-
tropiesHα (p⊗ q) = Hα (p)+Hα (q) immediately provide
the bound utilizing the majorizing vector presented in [4]:
Hα (p) +Hα (q) ≥ Hα
(
Q(d−1)
)
≡ BMaj1. (12)
While in the regime c1 & 1/d the bound BMaj1 might be
weaker than (5), it happens that for d = 5, it is stronger
than the result of Maassen and Uffink with a probability
larger than 98% [4].
3II. STRONG BOUNDS FOR THE SHANNON
ENTROPY
In the following section we derive three state–
independent bounds BRPZk(ρ), k = 1, 2, 3 for the sum
of two Shannon entropies utilizing both the relative en-
tropy approach and the majorization technique. We shall
call the bounds state independent, they however all con-
tain a non-negative state dependent term equal to the
von-Neumann entropy S(ρ) ≥ 0. To get state indepen-
dent bounds in a strict meaning (denoted consistently by
BRPZk(φ)) one shall simply chose the state ρ to be pure.
We start recalling first steps from the derivation of (7)
used by Coles and Piani [6] which concern an arbitrary
initial state ρ,
H (q) +Trρ ln ρ = D
ρ
∥∥∥∥∥∥
∑
j
qj |bj〉 〈bj |
 (13)
≥ D
∑
i
pi |ai〉 〈ai|
∥∥∥∥∥∥
∑
j,k
qj |Ujk|2 |ak〉 〈ak|
 .
The inequality is a consequence of monotonicity of the
relative-entropy with respect to the quantum channel:
ρ 7→
∑
i
|ai〉 〈ai| ρ |ai〉 〈ai| . (14)
We shall now rewrite the above inequality to the form
H (p)+H (q) ≥ −
∑
i
pi ln
∑
j
qj |Uij |2
+S (ρ) . (15)
The second term appearing on the right hand side is equal
to the von Neumann entropy S (ρ) = −Trρ ln ρ of the
state ρ. Performing the same step as in (13), but starting
from H (p) one derives the following counterpart of (15)
[6]:
H (p)+H (q) ≥ −
∑
j
qj ln
(∑
i
pi |Uij |2
)
+S (ρ) . (16)
A. First application of the tensor-product
majorization relation
With the help of the convexity property of − ln (·) both
intermediate bounds (15, 16) can be estimated in the
same way, giving
H (p) +H (q) ≥ − ln
∑
i,j
piqj |Uij |2
+ S (ρ) . (17)
Let us now denote by c = (c1, c2, . . . , cd2) the d2-
dimensional vector of elements |Uij |2 sorted in the de-
creasing order. Recalling the notion of the vector Q  r
majorizing the d2-dimensional vector r = p⊗q we imme-
diately get
H (p) +H (q) ≥ − ln (Q · c) + S (ρ) ≡ BRPZ1, (18)
where Q is by definition sorted in the decreasing order
while Q · c denotes the scalar product of the vectors Q
and c. In order to prove the above result we shall simply
notice that the argument inside the logarithm in (17) is
less than r · c and − ln (r · c) is a Schur-concave function
with respect to r.
1. The simplest estimations
Obviously, every r = p ⊗ q is majorized by Q(0). For
that choice the bound (18) boils down to BMU with a
non-negative correction provided by the von Neumann
entropy term −Trρ ln ρ.
As a first non-trivial case we can take [4] Q(1) =(
C2, 1− C2, 0, . . . , 0). This choice leads to a simple and
strong, new state independent bound
H (p)+H (q) ≥ − ln [c1C2 + c2 (1− C2)]+S (ρ) ≡ BRPZ2.
(19)
B. Implicit bounds from the tensor-product
majorization relation
As a first step we shall take the arithmetic mean of
(15) and (16), and reexpress the resulting inequality in
the form
H (p)+H (q) ≥ −1
2
∑
k,l
pkql ln
∑
i,j
piqj |Ukj |2 |Uil|2
+S (ρ) .
(20)
For each pair of indices (k, l) we next introduce a d2-
dimensional vector hkl given by the elements |Ukj |2 |Uil|2
sorted in the decreasing order with respect to the pair
(i, j). We immediately get
− ln
∑
i,j
piqj |Ukj |2 |Uil|2
 ≥ − ln (Q · hkl) . (21)
In the second step, we introduce the vector f of length
d2, given by the elements fkl = − ln (Q · hkl) sorted in
the decreasing order with respect to the pair (k, l). Fi-
nally (using the same arguments as before) we obtain the
implicit (two sortings required) relation
H (p) +H (q) ≥ −1
2
Q · f + S (ρ) ≡ BRPZ3. (22)
The above considerations enable us to formulate the
following hybrid entropic uncertainty relations, based
both on majorization techniques and monotonicity of the
relative entropy.
4Theorem 1 The entropic uncertainity relations pre-
sented in (18), (19) and (22), valid for an arbitrary mixed
state ρ, have the form
H (p) +H (q) ≥ BRPZk(ρ) ≥ BRPZk(φ) + S(ρ), (23)
for k = 1, 2, 3.
III. DIRECT-SUM MAJORIZATION
RELATIONS
Let U be a unitary matrix of size d. By SUB(U, k) we
denote the set of all its submatrices of class k defined by
SUB(U, k) = {M : #cols(M) + #rows(M) = k + 1
and M is a submatrix of U}. (24)
The symbols #cols (·) and #rows (·) denote the number
of columns and the number of rows respectively. Follow-
ing [4] we define the coefficients
sk = max [‖M‖ : M ∈ SUB(U, k)] , (25)
with ‖M‖ being the operator norm equal to the maximal
singular value of M . With this notation we can state the
following result.
Theorem 2 (Direct-sum majorization relation)
For the Rényi entropies of order α ≤ 1 (and thus also
for the Shannon entropy) we have
Hα(p) +Hα(q) ≥ Hα(W ) ≡ BMaj2, (26)
where W = (s1, s2 − s1, . . . sd − sd−1) .
While the tensor-product majorization [4] is based on
the relation p⊗ q ≺ Q, its counterpart, giving the mean-
ing to the vector W is of the direct-sum form
p⊕ q ≺ {1} ⊕W, (27)
(see Appendix A for details and the proof of Theorem 2).
In the case α > 1 the relation (26) does not hold, we
can however establish a bit weaker bound
Hα(p) +Hα(q) ≥ 2
1− α ln
(
1 +
∑
iW
α
i
2
)
. (28)
Surprisingly, a relation of the same kind as (26) holds for
the Tsallis entropy proven in Appendix A.
Theorem 3 For the Tsallis entropy (2) of any order
α ≥ 0, we have
Tα(p) + Tα(q) ≥ Tα(W ). (29)
To give a particular example of the direct-sum ma-
jorization entropic uncertainty relation let us recall that
[4] the singular value s2 is upper–bounded in the follow-
ing way
s2 ≤
√
c1 + c2. (30)
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Figure 1: (Color online) Several bounds for the sum of two
entropies for a family of unitary matrices defined in (32).
We can then use this inequality to provide a particular
vector
W (2) =
(√
c1,
√
c1 + c2 −√c1, 1−
√
c1 + c2, 0, . . . , 0
)
,
(31)
that majorizes the vector W . This vector contains
2 (d− 2) zero elements. The above example shows
that the same sort of hierarchy as given by (11) can
be constructed in the case of the direct-sum majoriza-
tion. To this end we simply need to set W (1) =(√
c1, 1−√c1, 0, . . . , 0
)
and W (d−1) = W .
In Appendix B we prove yet another majorization rela-
tion W ≺ Q(d−1) which happens to be valid for any uni-
tary matrix U . This observation implies that the bound
BMaj2 is always stronger BMaj2 ≥ BMaj1 than the bounds
previously derived in [4, 5].
IV. COMPARISON OF BOUNDS
In this section we illustrate our results showing how
the obtained bounds work for selected families of unitary
matrices belonging to U(3) and U(4). We consider first
a family of 3× 3 matrices defined as
U(θ) = M(θ)O3M(θ)
†, (32)
where
M(θ) =
(
1 0 0
0 cos θ sin θ
0 − sin θ cos θ
)
and O3 =
1√
6
(√
2
√
2
√
2√
3 0 −√3
1 −2 1
)
.
(33)
The matrix O3, used in [6] to illustrate the quality of the
bounds BCP1 and BCP2 corresponds to the choice θ = 0.
In Fig. 1 the bounds discussed in this paper (apart
from BCP2 which requires additional numerical optimiza-
tion) are presented for the example (32). The bound
BMaj2 provides the best estimation for the sum of two
entropies while the majorization bound BMaj1 gives (as
expected) always a worse approximation. BMaj2 outper-
forms the Maassen–Uffink bound as well as the bound
5The bound Approximate value
BD 0.425
BMU 0.585
BCP1 0.623
BCP2 0.641
BRPZ1 0.649
BRPZ2 0.649
BRPZ3 0.676
BMaj1 0.669
BMaj2 0.688
Table I: Comparison between numerical values of all bounds
in the case of U = O3 in the log2 units used in [6].
BMU
BCP1
BMaj1
BRPZ1
BRPZ2
BRPZ3
BMaj2
U0 F U0
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ln H3L
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lnH3L
Β
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Figure 2: (Color online) Bounds for a family of unitary ma-
trices (34).
BCP2. The quantities BRPZ1 and BRPZ2 do not give a sig-
nificant improvement. The bound BRPZ3 performs bet-
ter than BMU, but is typically worse than BMaj1. Note
that some authors define the entropies with log base two
while in the present work we in general use the natural
logarithm instead. In Table 1 we however switch to log2
while presenting numerical comparison of all bounds for
the special case U = O3.
In Fig. 2 we plot the bounds for 3 × 3 matrices given
by
Uβ = (F3)
β exp(i(1− β)H). (34)
Here Fd denotes the Fourier matrix of order d, so that
(Fd)jk = exp(2piijk/d)/
√
d, while our model Hamilto-
nian H reads
H =
(
0 1 2
1 0 2
2 2 0
)
. (35)
This family thus interpolates between the Fourier ma-
trix F3 and U0 = exp(iH). In this case the direct-
sum majorization bound is substantially better than the
Maassen-Uffink bound, while considering matrices laying
far away from the Fourier matrix.
In Fig. 3 we study the family of matrices which in-
terpolates between the identity and the Fourier matrix
BMU
BCP1
BMaj1
BRPZ1
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BRPZ3
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Id F Id
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2
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Β
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Figure 3: (Color online) Bounds for a family of unitary matri-
ces (F4)β interpolating between the identity and the Fourier
matrix for β ∈ [0, 1].
F4, namely U(β) = (F4)β . Similarly to the prior case the
direct-sum majorization relation provides a better bound
for matrices which are distant from the Fourier matrix,
while in its neighborhood the BRPZ3 bound gives the best
estimate.
V. SEVERAL MEASUREMENTS
Majorization entropic uncertainty relations derived in
Section III can be easily generalized to the case of an
arbitrary number of L measurements. The problem is
now given by a collection of arbitrary L unitary matrices,
U (1), . . . , U (L), one of which is usually set to the identity.
Let {|u(j)i 〉} be i-th column of the matrix U (j). We shall
consider an entropic uncertainty relation of the form
L∑
i=1
H
(
p(i)
)≥ B, (36)
where p(j)i = |〈u(j)i |ψ〉|2. In order to find a candidate for
the bound B we shall introduce a majorizing vector in a
similar manner to the approach presented in Section III.
First of all, we define new coefficients Sk being maxi-
mal squares of norms calculated for the rectangular ma-
trices of size d× (k + 1) formed by k + 1 columns taken
from the concatenation of all L matrices {U (j)}Lj=1, i.e.
Sk = max{σ21(|u(j1)i1 〉, |u
(j2)
i2
〉, . . . , |u(jk+1)ik+1 〉)}, (37)
where the maximum ranges over all subsets
{(i1, j1), (i2, j2), . . . , (ik+1, jk+1)} of cardinality k + 1 of
set {1, 2, . . . , d} × {1, 2, . . . , L}. It is easy to realize that
S0 = 1, as all vectors u(j)i are normalized.
In the case L = 2 one gets
Sk = 1 + sk, (38)
with sk defined in Eq. (25).
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Figure 4: (Color online) Bounds for the sum of three entropies
corresponding to measurements in three bases in C2 defined
by (41). Curve BOPT represents the optimal bound obtained
numerically.
Using the methods presented in [4] one can show that
for any vector |ψ〉 ∈ Cd,
{p(j)i }d,Li,j=1 ≺ {1,S1 − 1,S2 − S1, . . . }. (39)
The above observation leads to the following entropic un-
certainty relation
L∑
i=1
H
(
p(i)
)≥ − dL∑
i=1
(Si − Si−1) ln(Si − Si−1) (40)
In the case of the Rényi entropies with α < 1 and
also the Tsallis entropies one can easily formulate lower
bounds similar to (40).
To illustrate, the case of more than two measurements
we shall employ families which interpolate between iden-
tical and mutually unbiased bases. In Fig. 4 we consider
3 bases, represented by the columns of three unitary ma-
trices of order two
U (1) = I2, U
(2) =
(
cos θ sin θ
sin θ − cos θ
)
, U (3) =
(
cos θ sin θ
i sin θ −i cos θ
)
.
(41)
In the case of θ = 0 we obtain bases which give the
same measurements probabilities, while in the case of
θ = pi/4 the three bases are mutually unbiased. In
this case the sum (36) of three entropies is larger than
2 log 2 – the MUB bound of Sanchez [17], extended for
mixed states in [21]. In the neighborhood of θ = pi/4
the Maassen-Uffink bound calculated pairwise, labeled
by BMU−pairs, is obviously larger than the direct-sum ma-
jorization bound calculated pairwise, BMaj2−pairs. How-
ever, the direct-sum majorization bound (40) performs
better than the Maassen-Uffink bound calculated pair-
wise.
A similar behavior is shown in Fig. 5 obtained for L = 4
bases of size d = 3 defined by
U (1) = I3, U
(2) = (F3)
4θ/pi, (42)
U (3) = E(F3)
4θ/pi, U (4) = E2(F3)
4θ/pi, (43)
BMaj2-pairs
BMU-pairs
BMaj1
BMaj2
BOPT ´
*
0 Π4
Π
2
0
4 lnH2L
4
2 lnH3L
Θ
B
Figure 5: (Color online) Bounds for the sum of four entropies
related to four unitary matrices (42,43). Sign (×) represents
the MUB result of Sanchez [17].
where E = diag(1, exp(i2pi/3), exp(i2pi/3)). Note that
for θ = 0 all matrices become diagonal and correspond
to the same basis, while for θ = pi/4 the bases are mu-
tually unbiased (MUB). In this case the direct-sum ma-
jorization bound is close to the optimal bound obtained
numerically.
Observe that the direct-sum majorization bound (40)
valid for the collection of L unitary matrices U (i) by con-
struction gives results which are generically better and
always not worse than using the same bound pairwise for
all L(L− 1)/2 pairs of unitary matrices Vij = U (i)†U (j).
This statement follows from the fact that in the latter
case one performs optimization over a smaller set.
VI. CONCLUDING REMARKS
In this work we derived several families of universal
bounds for the sum of Shannon entropies corresponding
to orthogonal measurements of a given quantum state ρ
of size d in arbitrary L bases. In the simplest case of
L = 2 the problem is set by specifying a single unitary
matrix U of order d.
If absolute value of the largest entry of the matrix U is
significantly smaller than 1, what is the case e.g. when U
is close to the Fourier matrix, the most accurate results
are obtained by the hybrid bounds BRPZ1 and BRPZ3. In
the opposite case, when U contains some entries of mod-
ulus close to unity, the direct-sum majorization bound
(26) is generically better than all other bounds. Since
when c1 is close to 1/d the bounds BRPZ1 and BRPZ3
seem to be not worse than other known bounds, and the
bound (26) is always not worse than the tensor-product
majorization bound established in [4, 5] it is then fair
to say that the collection of results derived in this work,
provides the best set of bounds currently available.
As reported in [4] for d = 3, 4, 5 the bound (12) ap-
plied to a random unitary matrix of order d is generi-
cally stronger than the relation (5) of Maassen–Uffink.
However, it can be shown that for large d the situation
7changes and the following relation [22] holds asymptot-
ically 〈BMaj1〉U < 〈BMU〉U < 〈BMaj2〉U , so the bound
(26) becomes the strongest one. Here 〈B〉U denotes the
bound B averaged over the set of unitary matrices of
order d distributed with respect to the Haar measure.
Observe that all three new inequalities (18, 19, 22)
work for an arbitrary mixed state ρ. Furthermore, the
analyzed bound for the sum of two entropies characteriz-
ing both measurements is enlarged by the von Neumann
entropy of the measured state, S(ρ) = −Trρ ln ρ, which
is equal to zero for any pure state. Although our hybrid
bounds were proved in this work for the monopartite case,
folowing Coles and Piani [6] one can also formulate them
in a more general, bi-partite setup.
An analogous result concerning the generalization of
the Maassen-Uffink bound for the mixed states appeared
in [8, 21] and very recently in [23]. The first term on the
right hand side of (23), due to the non-commutativity of
both measurement bases, is called [23] the quantum un-
certainty, while the second term, related to the degree of
mixing and referred as the classical uncertainty, vanishes
for pure states.
The bounds obtained with the help of the direct-sum
majorization can be easily generalized to the case of an
arbitrary number of measurements. Analyzing exem-
plary families of three unitary matrices of size d = 2 and
four matrices of size d = 3 which interpolate between L
identity matrices and the set of mutually unbiased bases
we show that the method proposed is applicable in prac-
tice for any collection of orthogonal measurements and
generically provides stronger results than these known
previously.
Strong majorization entropic uncertainty relations, es-
tablished in this work, can be used complementarily for
various problems in the theory of quantum information.
Specific applications include separability conditions and
characterization of multipartite entanglement [24], esti-
mation of mutual information [6] in context of the Hall’s
information exclusion principle [25, 26], and for improved
witnessing of quantum entanglement and measurements
in presence of quantum memory [8].
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Appendix A: Derivation of direct-sum majorization
relations
We shall first prove the following lemma.
Lemma 1 For probability vectors p and q defined in (3)
the following majorization relation holds
(p1, p2, . . . , pd, q1, q2, . . . , qd) ≺ (1, s1, s2 − s1, . . . sd − sd−1) .
(A1)
Note, that the right hand side of the above relation con-
cerns the vector W present in Eq. (27).
Proof. Let us denote z = p ⊕ q. We necessarily have
zi ≤ 1 for all i, so that the first element of the vector
majorizing z must be equal to 1. If we now consider the
sum o two different elements zi + zj it can be the sum
of two probabilities p, the sum of two probabilities q (in
both cases the sum is bounded by 1), or the mixed sum
pi + qj bounded by 1 + s1. In a similar fashion we obtain
more general inequalities
zi1 + zi2 + · · ·+ zik ≤ 1 + sk−1, (A2)
proven in [4] which gives the relation (A1).
Now we can prove Theorem 2. Let us first consider the
case α < 1. We shall begin with a simple observation,
that for x ≥ 0, the function ln(1 + x) is subadditive, i.e.
ln(1 + x) + ln(1 + y) ≥ ln(1 + x+ y). (A3)
Since α < 1 the sum
∑
i p
α
i as well as its q-counterpart
are greater than 1. By putting x =
∑
i p
α
i − 1 and y =∑
j q
α
j − 1 we find that
Hα(p)+Hα(q) ≥ 1
1− α ln
(∑
i
pαi +
∑
i
qαi − 1
)
. (A4)
Using the fact that the sum
∑
i x
α
i is Schur-concave for
α < 1 and utilizing the direct-sum majorization relation
z ≺ {1}⊕W we immediately get the inequality (26). The
case of α = 1 is even simpler, since we do not need to
resort to subadditivity. Schur-concavity of the Shannon
entropy together with the fact that −1 ln 1 = 0 gives the
desired result.
In order to prove (28) we rewrite the sum of two Rényi
entropies as
Hα(p) +Hα(q) = Hα(r) (A5)
where r = p⊗q. We then use the fact that the geometric
mean is smaller than or equal to the arithmetic mean
∑
i
pαi
∑
j
qαj ≤
1
4
∑
i
pαi +
∑
j
qαj
2 , (A6)
and apply the direct-sum majorization relation.
The proof of the Theorem 3, concerning the Tsallis
entropy, relies on the fact that for α > 0, α 6= 1 and
8xi ≥ 0 the function (1− α)−1
∑
i x
α
i is Schur concave.
We have
Tα (p) + Tα (q) =
1
1− α
(∑
i
zαi − 2
)
≥ Tα(W ), (A7)
where the last inequality follows from z ≺ {1} ⊕W .
Appendix B: Proof of BMaj2 ≥ BMaj1
The vector Q(d−1) present in (12) has the general form
[4]
Q(d−1) = (R1, R2 −R1, . . . , Rd −Rd−1) , (B1)
with
Ri =
(
1 + si
2
)2
, (B2)
and si defined in Eqn. (25). The above vector Q(d−1), as
well as the vector W are not necessarily sorted in a de-
creasing order, that is why the proof of the majorization
relationW = (s1, s2−s2, s3−s2, . . . , sd−sd−1) ≺ Q(d−1)
is not straightforward.
Let us first show that for any unitary matrix U , we
have W1 ≥Wk for k = 2, . . . , d, i.e.
sk − sk−1 ≤ s1. (B3)
By definition (25), there exist a matrix A of dimension
n×m, being a submatrix of U and two normalized vectors
|x〉 and |y〉 of size n andm respectively, such that n+m =
k + 1 and
sk = |〈x|A|y〉|. (B4)
Without loss of generality we can assume that n ≥
m. Since the vector |x〉 is normalized there exist i ∈
{1, 2, . . . , n}, such that |xi| ≤ 1/
√
n (by permuting the
indices we may assume that |x1| ≤ 1/
√
n). Next we write
sk = |〈x|A|y〉| =
∣∣∣∣∣∣
n∑
i=1
m∑
j=1
xiAijyj
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
i=2
m∑
j=1
xiAijyj + x1
m∑
j=1
A1jyj
∣∣∣∣∣∣
=
∣∣∣〈x˜|A˜|y〉+ x1〈a1|y〉∣∣∣ ,
(B5)
where 〈x˜| denotes the bra vector 〈x| without the first
component, while A˜ denotes the matrix A without its
first row and 〈a1| denotes the first row of A. Next, we
bound sk with the help of the triangle inequality, the
Cauchy-Schwarz inequality, and the fact that the over-
lap with normalized vectors does not exceed the largest
singular value:
sk = |〈x˜|A˜|y〉+ x1〈a1|y〉| ≤ |〈x˜|A˜|y〉|+ |x1||〈a1|y〉|
≤
√
1− |x1|2σ1(A˜) + |x1|‖a1‖.
(B6)
Now using the fact, that maxi,j |Uij | = s1 we get, that
‖a1‖ ≤
√
ms1, we also have x1 ≤ 1√n and
√
1− |x1|2 ≤ 1,
and by definition σ1(A˜) ≤ sk−1. We obtain
sk ≤
√
1− |x1|2σ1(A˜) + |x1|‖a1‖
≤ σ1(A˜) + 1√
n
‖a1‖ ≤ sk−1 +
√
m√
n
s1
≤ sk−1 + s1,
(B7)
which directly implies Eq.(B3).
To prove the majorization relation W ≺ Q(d−1) we
note that for k ∈ {2, . . . , N} we have Q(d−1)k ≤ Wk, to
see it we write
Rk −Rk−1 = 1
4
(
s2k − s2k−1 + 2(sk − sk−1)
)
=
1
4
(sk − sk−1) (sk + sk−1 + 2)
≤ (sk − sk−1).
(B8)
The last inequality follows from the fact that sk−1 ≤
sk ≤ 1.
Using inequality (B3) we know, that W1 ≥ Wk and
Q
(d−1)
1 ≥ Q(d−1)k for any k ∈ {1, 2, . . . , N}. This implies
that the sums of the smallest elements obey the following
inequalities inequalities:
(W ↑)1 ≥ (Q↑)1
(W ↑)1 + (W ↑)2 ≥ (Q↑)1 + (Q↑)2 (B9)
(W ↑)1 + (W ↑)2 + (W ↑)3 ≥ (Q↑)1 + (Q↑)2 + (Q↑)3
...
where (W ↑), (Q↑) are vectors W,Q(d−1) ordered increas-
ingly. Since the total sum of both vectors is the same
(and equal to 1) we obtain the desired majorization rela-
tion W ≺ Q(d−1).
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