Suppose that we have a timetable of a round-robin tournament with a number of teams, and distances among their homes. The home-away assignment problem is to find a home-away assignment that minimizes the total traveling distance of the teams. We propose a formulation of the home-away assignment problem as an integer program, and a rounding algorithm based on Bertsimas, Teo and Vohra's dependent randomized rounding method [2] . Computational experiments show that our method quickly generates feasible solutions close to optimal.
Introduction
Sports scheduling has recently become a popular topic in the area of scheduling (e.g., see "Handbook of Scheduling" Chapter 52 (Sports Scheduling) [5] ). This paper deals with the home-away assignment problem in sports scheduling. The problem is to assign home or away to each match of a round-robin tournament so as to minimize the total traveling distance of the teams involved in the tournament. For the home-away assignment problem, we propose an approach based on Bertsimas, Teo and Vohra's dependent randomized rounding method [2] and the home-away assignment generation algorithm proposed in [12] .
In [16] , the authors proposed technique to transform the home-away assignment problem to MIN RES CUT, and applied Goemans and Williamson's algorithm for MAX RES CUT [9] based on positive semidefinite programming (SDP) relaxation. (We describe the formulation as MIN RES CUT and its SDP relaxation problem in Appendix C.) We showed that the above approach gives solutions of high quality. However, the computational effort for solving positive semidefinite programming problems is not ignorable. In this paper, we propose algorithms based on linear programming (LP) relaxation, and perform computational experiments showing that our algorithm efficiently † † The author is with the Institute of Symbiotic Science and Technology, Tokyo University of Agriculture and Technology, Koganei-shi, 184-8588 Japan.
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a) E-mail: asuzuka@sk.tsukuba.ac.jp DOI: 10.1093/ietfec/e89-a. 5.1407 produces feasible solutions close to optimal. Surprisingly, in many cases the quality of obtained solutions is competitive with or better than that of solutions obtained by the positive semidefinite programming approach. For a given timetable, the problem to find a home-away assignment that minimizes the number of breaks (consecutive pairs of home-games or of away-games) is called the break minimization problem. There are several previous results on this problem (see [6] , [11] , [12] , [14] , [17] ). In [12] , Miyashiro and Matsui showed that the break minimization problem is essentially equivalent to the problem, called the constant case, for minimizing the total traveling distance when the distance between every pair of homes is equal to 1. Thus we can also apply the algorithm proposed in this paper to the break minimization problem. This paper is organized as follows: Sect. 2 defines the home-away assignment problem, and proposes formulations of the problem as an integer program; after describing our rounding algorithm in Sect. 3, we discuss the constant case in Sect. 4; Sect. 5 reports the results of computational experiments; Sect. 6 states conclusions.
Home-Away Assignment Problem
We introduce a mathematical definition of the home-away assignment problem. Throughout this paper, we deal with a round-robin tournament with the following properties:
• the number of teams (or players etc.) is 2n, where n is a positive integer; • the number of slots, i.e., the days when matches are held, is 2n − 1; • each team plays one match in each slot;
• each team has its home and each match is held at the home of one of the playing two teams; • each team plays every other team once. Figure 1 is a schedule of a round-robin tournament, which is described as a pair of a timetable and home-away assignment defined below.
We denote a set of teams by T = {1, 2, . . . , 2n} and a set of slots by S = {1, 2, . . . , 2n − 1}. A timetable T is a matrix whose rows and columns are indexed by the set of teams T and set of slots S , respectively. Each entry τ(t, s) ((t, s) ∈ T × S ) of a timetable T shows the opponent of team t in slot s. Thus, a timetable T should satisfy the following conditions: A Fig. 1 A timetable and home-away assignment of six teams.
• for any (t, s) ∈ T × S , τ(τ(t, s), s) = t. A team is at home in slot s if the team plays a match at its home in s, otherwise said to be at away in s. A homeaway assignment (HA-assignment for short), say A, is a matrix whose rows are indexed by T and columns by S . Each entry a t,s ((t, s) ∈ T × S ) of A is either 'H' or 'A,' where 'H' means that in slot s team t is at home and 'A' is at away.
Given a timetable T , an HA-assignment A is said to be consistent with T if ∀(t, s) ∈ T × S , {a t,s , a τ(t,s),s } = {A, H} holds. A schedule of a round-robin tournament is described as a pair of a timetable and an HA-assignment consistent with the timetable, as Fig. 1 .
A distance matrix D is a matrix with zero diagonals whose rows and columns are indexed by T such that the element d(t, t ) denotes the distance from the home of team t to that of team t . In this paper, we assume that D is symmetric and satisfies triangle inequalities. Given a consistent pair of a timetable and an HA-assignment, the traveling distance of team t is the length of the route that starts from t's home, visits venues where matches are held in the order defined by the timetable and HA-assignment, and returns to the home after the last slot. The total traveling distance is the sum total of the traveling distances of all teams.
Given only a timetable of a round-robin tournament, one should decide a consistent HA-assignment to complete a schedule. In practical sports scheduling, the total traveling distance is often required to be reduced [15] . In this context, the home-away assignment problem is introduced as follows.
Instance: a timetable T and distance matrix D. Task: find an HA-assignment that is consistent with T and minimizes the total traveling distance.
The complexity status of the home-away assignment problem is not yet determined, though the problem is conjectured to be NP-hard [6] .
We propose a formulation of the home-away assignment problem as an integer programming problem. In the rest of this paper, we denote the last slot byŝ, i.e.,ŝ = 2n− 
where w t,s ((t, s) ∈ T × S \ {ŝ}) are continuous variables. The constraints in IP are explained as follows. The first and second constraints give the lower envelope of the following four points (y t,s , y t,s+1 , w t,s ) ∈ {(0, 0, 0), ( 
where t = τ(t, s) and t = τ(t, s + 1), because the distance matrix satisfies triangle inequalities. The third constraints guarantee that every HA-assignment corresponding to a feasible solution is consistent with the given timetable.
A linear relaxation problem LP is a linear programming problem obtained from IP by substituting the 0-1 constraints for variables y t,s for nonnegativity constraints y t,s ≥ 0 (∀(t, s) ∈ T × S ). We prove the theorem showing that LP has an optimal solution satisfying half-integrality on variables y t,s (∀(t, s) ∈ T × S ).
Theorem 1:
Suppose that a distance matrix D satisfies triangle inequalities. In any extreme point optimal solution of LP, y t,s ∈ {0, 
Randomized Rounding Algorithms
In our algorithms, we solve the linear relaxation problem LP first. If an obtained solution is 0-1 valued, we have an optimal solution of the original problem IP. Otherwise, we construct a feasible solution of IP by rounding the obtained solution. In the following, we propose three randomized rounding algorithms. We denote an optimal solution of LP by (y * , w * ).
Independent Randomized Rounding
The first algorithm is the independent randomized rounding algorithm, which generates a 0-1 valued solution as follows. For each pair of teams {t, t }, we decide the venue of the match independently of the venue of another match. Let s be the slot when t and t play a match, i.e., τ(t, s) = t . Then we construct a solution y of IP by setting the pair of variables (y t,s , y t ,s ) to (1, 0) or (0, 1) with probability y * t,s and 1 − y * t,s , respectively. The independent rounding algorithm is similar to the LP-based approximation algorithm for MAX 2SAT proposed by Goemans and Williamson [8] .
Dependent Randomized Rounding
As we will describe in Sect. 4, IP becomes an instance of MIN 2SAT in the constant case. For MIN 2SAT, Bertsimas et al. [2] proposes an approximation algorithm based on randomized rounding introducing dependencies in the rounding process. Our second algorithm described below is a direct application of their algorithm to a general case. First, we construct an HA-assignment A * = (a * t,s ) consistent with a given timetable by randomly choosing one of two possible venues for each match. Next, we execute the following procedure.
Step 0: Generate a uniform random number U ∈ (0, 1].
Step 1: Set y t,s ((t, s) ∈ T × S ) as follows:
Step 2: Generate an HA-assignment A = (a t,s ) by assigning 'A' to a t,s if y t,s = 1, otherwise 'H.'
It is easy to see that the above procedure outputs a feasible solution of IP.
Generating an Initial HA-Assignment
In our third algorithm, we generate an HA-assignment A * = (a * t,s ) by an algorithm based on the procedure proposed in [12] and execute the 'Dependent Randomized Rounding' procedure described in Sect. 3.2.
Given an HA-assignment A = (a t,s ) and a slot-subset S ⊆ S , an HA-assignment A = (a t,s ) obtained from A by flipping slots in S is defined as follows:
(if s ∈ S and a t,s = H).
Our third algorithm uses an HA-assignment A * obtained by the following procedure.
Flipping
Step 0: Execute one of Steps 1 and 2 at random.
Step 1: Generate an HA-assignment A = (a t,s ) consistent with a given timetable and satisfying that [∀t ∈ T, ∀s ∈ {1, 2, . . . , n − 1}, a t,2s−1 = a t,2s ]. Let A * = (a * t,s ) be an HAassignment obtained from A by flipping slots {2s − 1, 2s} with probability 1/2 for each s ∈ {1, 2, . . . , n − 1} independently.
Step 2: Generate an HA-assignment A = (a t,s ) consistent with a given timetable and satisfying [∀t ∈ T, ∀s ∈ {1, 2, . . . , n − 1}, a t,2s = a t,2s+1 ]. Let A * = (a * t,s ) be an HAassignment obtained from A by flipping slots {2s, 2s + 1} with probability 1/2 for each s ∈ {1, 2, . . . , n − 1} independently.
We need to generate a specified HA-assignment A at the beginning of Steps 1 and 2, which can be obtained by the method proposed in [12] . We briefly describe the algorithm in Appendix B. (Even though we can modify our third algorithm by flipping k (> 2) consecutive slots, we do not know how to find a good initial HA-assignment efficiently.)
Derandomization
Here we derandomize the procedure 'Dependent Randomized Rounding' described in Sect. 3.2. This derandomization extremely shortens practical computational time. Now we suppose that an optimal solution (w * , y * ), which is obtained by solving LP, satisfies half-integrality on y. Then, it is easy to see that if the uniform random number U obtained at Step 0 in the procedure 'Dependent Randomized Rounding,' satisfies 0 < U ≤ 1/2, then the variables y and the HA-assignment A obtained in Steps 1 and 2 are independent of the magnitude of U. In case of 1/2 < U ≤ 1, we can also show that y and A obtained in Steps 1 and 2 are independent of the magnitude of U. Thus, we only need to execute Steps 1 and 2 only for two cases that U ∈ { 1 2 , 1} and output the better solution. Clearly, a solution obtained by the above derandomized procedure satisfies that the corresponding objective function value (total traveling distance) is less than or equal to the expectation of that of solutions obtained by 'Dependent Randomized Rounding' procedure.
In our second algorithm, a practical procedure to obtain a better solution is to generate a number of initial HAassignments A * and output a solution with the best objective value. For our third algorithm, we can generate a number of initial HA-assignments A * from a specified HA-assignment A by randomly flipping slots {2s − 1, 2s} in Step 1 and slots {2s, 2s + 1} in Step 2 for each s ∈ {1, 2, . . . , n − 1} several times.
In our computational experiments, we use the above derandomized procedures. In the next section, we consider the original dependent randomized rounding procedure [2] to discuss the approximation ratio.
Constant Case
In this section, we discuss the constant case. A set of instances satisfying that all the non-diagonal elements of D are 1 is called the constant case. We show that in the constant case, IP becomes an instance of MIN 2SAT.
Given a set of clauses each of which consists of at most two literals, MIN 2SAT is to find a true-false assignment to literals that minimizes the number of satisfied clauses. We introduce a propositional variable Y t,s for each index (t, s) ∈ T × S that has the value TRUE if and only if y t,s = Bertsimas et al. [2] showed that the expected objective value obtained by their rounding method for MIN 2SAT is at most 3 2 times the optimal value. In the constant case, since the home-away assignment problem can be modeled as MIN 2SAT, the approximation ratio of the above algorithm is also bounded by 3 2 . For MIN 2SAT, Avidor and Zwick [1] proposed a 1.1037-approximation algorithm, which is based on SDP relaxation and sophisticated but complicated randomizing technique.
We denote the optimal value of IP and LP by Z IP and Z LP , respectively. We also denote the objective values obtained by our first, second and third algorithms by Z A1 , Z
A2
and Z A3 , respectively. Then the following theorem holds.
Theorem 2:
In the constant case, the following inequalities hold:
Proof. In the constant case, it is not difficult to see that, if we fix variables y in LP, the objective value obtained by choosing w that minimizes the objective function is
We denote an optimal solution of LP by (y * , w * ). In this proof, we assume that y * satisfies half-integrality. 
From the above, we have 
From the above we can also show that From the above we can also show that
In
Computational Experiments
In this section, we report our computational results. Tables 1 and 2 show the approximation ratios, Tables 3 and 4 are the results of CPU time in seconds of the weighted case and constant case, respectively. Computational experiments were performed as follows.
Each of Tables 1, 2, 3 and 4 shows the results when we generated ten timetables for each size of 2n = 16, 18, 20, 22, 24, 26, 30, 40. We constructed timetables of a round-robin tournament by the method described in [6] . We used the distance matrix of TSP instance att48 from TSPLIB [18] . We chose cities of att48 with indices from 1 to 2n. For each instance, we applied the algorithms described in Sect. 3 and generated HA-assignments upp itr times, where upp itr = min{max{2 n+1 , 1000}, 10000}. Finally, we output a solution with the best objective value. In order to evaluate the quality of the best solutions, we solved Tables 1 and 2 , we summarize the average of ratios of 'the LP optimal value' and 'the objective function value of the best solutions' for each algorithm, where the ratios are described with parentheses.
For the weighted case, Table 1 shows that all of the average of approximation ratios of our three algorithms are less than 1.01. When 2n = 16, 26, LP relaxation problems give 0-1 valued solutions. The notable points are: (1) our first algorithm can generate solutions whose ratios are better than those of others (including the SDP based approach proposed in [16] ) for any number of teams; (2) all of our procedures (A1, A2, A3) based on LP relaxation give more acceptable ratios even by the little difference compared with the SDP based approach proposed in [16] .
In our computational experiments, we executed each rounding procedure several times and output the best of generated solutions. Thus, outputs depend not only on the expectation but also on the distribution of the objective function value of a generated solution. Depending on the structure of the set of variables with value 1/2, there is possibility that our first algorithm A1 with independent rounding procedure performs better than the other two algorithms; this is because the set of solutions (HA-assignments) that could be generated by A1 includes the set of solutions that could be 2n: the number of teams; ratio: average of ratios of 'the optimal value of IP' and 'the objective function value of the best solutions'; digits in parenthesis denote the average of ratios with 'the optimal value of LP' instead of 'the optimal value of IP'; half int.: ratio of the number of variables whose value is 1/2; A1: our first algorithm; A2: our second algorithm; A3: our third algorithm; SDP: SDP based approach proposed in [16] ; IP : the integer program in a similar manner as Trick [17] ; ave.: average; s. d.: standard deviation. generated by A2 or A3.
For the constant case, Table 2 shows that almost all of the average of approximation ratios of our three algorithms are less than 1.20, when 2n = 16, 18. Contrary to the weighted case, the effectiveness of our third algorithm is now emphasized. However, the SDP based approach gives solutions of higher quality.
As we showed in Theorem 1, LP has an optimal solution satisfying half-integrality on y. In Tables 1 and 2 , half int. shows the ratios of the number of variables whose values are 1/2. In the weighted case, almost all variables are either 0 or 1, while all variables take 1/2 in the constant case.
For the CPU time in Tables 3 and 4 , our algorithms are much faster than the SDP based approach and integer programs. For instance, in the weighted case of 2n = 16, SDP based approach and integer programs took more than 21 seconds and 65 seconds in average, respectively, while our algorithms spent less than 1 second. Moreover, our algorithms terminated less than 8 seconds for any number of teams in the weighted case, and also terminated less than 13 seconds in the constant case.
From the overall, we conclude that our algorithms are highly efficient in terms of both quality of solutions and computational speed.
Conclusions
We proposed a formulation of the home-away assignment problem as an integer program, and performed computational experiments with dependent randomized rounding algorithm based on Bertsimas, Teo and Vohra's algorithm. Computational experiments showed that our approach is highly effective in terms of quality of solutions and computational speed, in particular, for larger instances.
where w t,s ((t, s) ∈ T × S \ {ŝ}) are continuous variables.
It is enough to show that any optimal solution in which y is not half-integral can be expressed as a convex combination of mutually distinct feasible solutions of LP. Assume that (y * , w * ) is an optimal solution in which y * is not halfintegral. By the assumption, there exists at least one element of y * that is less than 1/2 and exists at least one element more than 1/2. We introduce two functions g 1 t,s (y, y ) and g 2 t,s (y, y ) defined as follows: For a sufficiently small positive number ε we construct two vectors (y + , w + ), (y − , w − ) as follows: for each (t, s) ∈ T × S , we set
(if y * t,s ∈ {0, 1/2, 1}); and for each (t, s) ∈ T × S \ {ŝ}, we set From the definition, (y + + y − )/2 = y * . In the following, to prove (w
holds for any (t, s) ∈ T × S \ {ŝ}. Note that the distance matrix satisfies triangle inequalities, i.e.,
) . Since we have
the following relationship holds: 
Appendix B: Generating an HA-Assignment
We describe an algorithm for generating an HAassignment A = (a t,s ) ((t, s) ∈ T × S ) consistent with a given timetable and satisfying [∀t ∈ T, ∀s ∈ {1, 2, . . . , n − 1}, a t,2s−1 = a t,2s ].
For each s ∈ {1, 2, . . . , n − 1}, assign (H, H) to (a 1,2s−1 , a 1,2s ) , for the first step. After that, continue assigning home or away to each of other teams so as to satisfy a 1,2s−1 = a 1,2s . Due to the consistency, the opponent of team 1 in slot 2s, τ(1, 2s), has to be at away in slot 2s. So as to satisfy a τ(1,2s),2s−1 = a τ(1,2s),2s , we assign (A, A) to (a τ (1,2s),2s−1 , a τ(1,2s),2s ). In the same way, the opponent of team τ(1, 2s) of slot 2s − 1, τ(τ(1, 2s), 2s − 1) has to be at home, and so as to satisfy a τ(τ(1,2s),2s−1) = a τ(τ(1,2s),2s) , we assign (H, H) to (a τ(τ(1,2s),2s−1) , a τ(τ (1,2s),2s) ). Repeat this assignment procedure to the rest of teams. For s =ŝ, assign home or away to each team as keeping consistency. Then it is easy to see that A is consistent with a given timetable and satisfies that [∀t ∈ T, ∀s ∈ {1, 2, . . . , n − 1}, a t,2s−1 = a t,2s ].
Similarly, we can generate an HA-assignment A that is consistent with a given timetable and satisfying [∀t ∈ T, ∀s ∈ {1, 2, . . . , n − 1}, a t,2s = a t,2s+1 ].
Appendix C: Formulation as a MIN RES CUT and Its SDP Relaxation
We propose a formulation of the home-away assignment problem as MIN RES CUT and its positive semidefinite programming relaxation problem [16] . First, we introduce the problem MIN RES CUT (see [9] for detail). Let G = (V, E) be an undirected graph with a vertex set V and an edge set E. For any vertex subset V ⊆ V,
The problem MIN RES CUT is defined as follows: given a graph G = (V, E), a specified vertex r ∈ V, a weight function w : E → R, and a set E cut ⊆ {X ⊆ V : |X| = 2}, find a vertex subset V that minimizes e∈δ(V )∩E w(e) under the conditions that r V and E cut ⊆ δ(V ) hold. Here we note that the condition r V is redundant for the definition of the MIN RES CUT, because for any V ⊆ V, δ(V ) = δ(V \ V ) holds. The condition helps to formulate the homeaway assignment problem as MIN RES CUT. Now we formulate the home-away assignment problem as MIN RES CUT. Given a timetable T = (τ(t, s)) ((t, s) ∈ T × S ), let G = (V, E) be an undirected graph with a vertex set V and an edge set E defined below. We introduce an artificial vertex r and define
For a feasible solution V of this MIN RES CUT instance, i.e., a vertex subset V ⊆ V satisfying r V and E cut ⊆ δ(V ), construct an HA-assignment A = (a t,s ) ((t, s) ∈ T × S ) as follows: if v t,s ∈ V then a t,s = A, else a t,s = H. This HA-assignment is consistent with T because each pair of vertices corresponding to a match is in E cut ⊆ δ(V ).
Obviously, for any consistent HA-assignment, there exists a unique corresponding feasible solution of the MIN RES CUT instance. Thus, for each T , there exists a bijection between the feasible set of the MIN RES CUT instance and the set of consistent HA-assignments.
Next, we discuss the total traveling distance. In the following, we denote any singleton {v} by v for simplicity. Given a pair of timetable T and an HA-assignment A consistent with T , the traveling distance of team t between slots s and s + 1, denoted by (t, s), is defined as follows:
In the following, we use the notations t = τ(t,
We show that the traveling distance (t, s) satisfies the following equations: In a similar way, we can show that the traveling distance of team t before the first slot and after the last slot, denoted by (t, 0) and (t,ŝ) respectively, satisfy that (t, 0) = d(t, τ(t, 1))N(1, r),
(t,ŝ) = d(τ(t,ŝ), t)N(ŝ, r).
From the above, the total traveling distance is represented by a linear function of variables |e ∩ δ(V )| (e ∈ E) as follows: and the objective function value of the MIN RES CUT, with respect to w(e), is equivalent to the total traveling distance. From the above, the home-away assignment problem is formulated as the MIN RES CUT.
We define a weight function w : E → R + as follows: Then, the total traveling distance satisfies Eq. (A· 3). Thus, the objective function value of the MIN RES CUT with respect to w(e) is equivalent to the total traveling distance.
Finally, we briefly describe an SDP relaxation problem of MIN RES CUT. For a given instance of the MIN RES CUT (V, E, r, w, E cut ), let W be a matrix whose rows and columns are indexed by V such that W i j = W ji = w({i, j}) if {i, j} ∈ E, otherwise W i j = W ji = 0. Then, an SDP relaxation problem is formulated as follows (see [9] for detail): 
