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Abstract
In this paper, we prove the conjecture on the polynomial behavior of weight multiplicities for
affine Lie algebras of type A(1)r , which was originally due to Benkart and Kass. More precisely, we
prove that the degree of the weight multiplicity function mλ(μ) is equal to the depth associated with
dominant integral weights λ and μ, and compute the leading coefficient of mλ(μ) explicitly in terms
of a Kostka number. As applications, we verify other conjectures on the leading coefficient of mλ(μ),
and the polynomial behavior of weight multiplicities for classical Lie algebras of type Ar .
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The affine Kac–Moody Lie algebras and their representations have been studied exten-
sively during the last thirty years for their remarkable connections to other areas such as
combinatorics, number theory, mathematical physics and representation theory of finite-
dimensional algebras.
Let g be a symmetrizable Kac–Moody algebra. For a dominant integral weight λ, the
character of the irreducible highest weight g-module L(λ) is given by the Weyl–Kac char-
acter formula. In particular, when g is affine, the character of L(λ) can be given more
explicitly in connection with the theory of modular forms. But the explicit values of weight
multiplicities still remain unrevealed in many cases. In [5], Benkart and Kass considered
the weight multiplicities for affine Kac–Moody algebra g of type X(1)r (X = A,B,C,D)
from a different point of view. Suppose that λ and μ are dominant integral weights such
that μ occurs as a weight of L(λ) for infinitely many r . Hence, the multiplicity of μ in
L(λ) can be viewed as a function of r , say mλ(μ). Then they considered the behavior of
mλ(μ) as the rank r varies, and conjectured that there exists a polynomial f (t) ∈ Q[t]
such that mλ(μ)(r) = f (r) for all sufficiently large r (see [1] for the results in the case
of classical Lie algebras). Later, in [3], when g is of type A(1)r , Benkart, Kang and Misra
defined the depth of μ with respect to λ, dλ(μ), which is a non-negative integer, and gave
a refined conjecture which can be stated as follows.
Conjecture 1.1. [3] mλ(μ) is given as a polynomial function in r of degree dλ(μ) for all
sufficiently large r .
Also, in [3], the authors gave an explicit form of mλ(μ) in the case of dλ(μ)  2 in
terms of Kostka numbers, which gives an evidence for Conjecture 1.1. In [2], by applying
Peterson’s root multiplicity formula to a certain indefinite Kac–Moody algebra contain-
ing g, it was shown that mλ(μ) is a polynomial function in r for all sufficiently large r
with degmλ(μ) dλ(μ). Furthermore, in [4], the depth associated with two dominant in-
tegral weights λ and μ was defined for all classical simple Lie algebras and classical affine
Kac–Moody algebras, and it was shown that mλ(μ) is a polynomial in r for all sufficiently
large r whose degree is no more than the depth of μ with respect to λ. So, it is natural to
expect Conjecture 1.1 holds for the cases considered in [4].
In this work, we prove Conjecture 1.1 for A(1)r type (Theorem 3.6). Moreover, we show
that the leading coefficient of mλ(μ) is given by a Kostka number divided by dλ(μ)!
(Theorem 4.1). Let us briefly sketch our proof. First, we use Freudenthal type recursive
formula for weight multiplicities to consider mλ(μ) in a recursive form, and then prove
that mλ(μ) is a polynomial function in r by induction with respect to the partial ordering
on the weight lattice. This approach is essentially the same as in [2]. But, our arguments
are self-contained and also simpler than in [2]. Then, we study in detail the depths of the
dominant integral weights occurring in a recursive form of mλ(μ) to find the degree of
mλ(μ), and its leading coefficient. This is a crucial step to fill the gap in the previous result
in [2], and this method is still valid to verify the conjectures for the other classical simple
Lie algebras and classical affine Kac–Moody algebras.
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(Corollary 4.3) and give a counterexample of Conjecture 4 (Remark 4.4) which were given
in [5]. We also show that Conjecture 1.1 for classical Ar type follows directly from the
result for affine A(1)r type (Theorem 4.10) (cf. [4]).
2. Weight multiplicity functions
In this section, we recall some basic notions and terminologies. We assume that the
ground field is C. Let I = {0,1, . . . , r} be an index set (r  1) and let (A,P∨,P ,Π∨,Π)
be an affine Cartan datum where:
• A = (aij )i,j∈I is a generalized Cartan matrix of type A(1)r ,
• P∨ = (⊕i∈I Zhi)⊕ Zd is the free abelian group, called the dual weight lattice,• P = {λ ∈ h∗ | λ(P∨) ⊂ Z} is the weight lattice, where h = C ⊗Z P∨,
• Π∨ = {hi | i ∈ I } is the set of simple coroots,
• Π = {αi ∈ h∗ | i ∈ I } is the set of simple roots, where αj (hi) = aij for i, j ∈ I .
Let g be the affine Kac–Moody algebra associated with the above datum (see [6]
for a detailed exposition). We denote by Q =⊕i∈I Zαi the root lattice, and set Q+ =∑
i∈I Z0αi , Q− = −Q+. Note that
P =
(⊕
i∈I
Zαi
)
⊕ ZΛ0 =
(⊕
i∈I
ZΛi
)
⊕ Zδ,
where Λi(hj ) = δij for i, j ∈ I , Λi(d) = δ0i and δ = ∑i∈I αi . There exists a non-
degenerate symmetric bilinear form ( | ) on h∗ given by
(αi |αj ) = aij , for i, j ∈ I ,
(Λ0|αi) = δ0i , for i ∈ I ,
(Λ0|Λ0) = 0.
For λ,μ ∈ P , if λ−μ ∈ Q+, then we write λ μ. For λ ∈ P , we set
I (λ) = {i ∈ I | λ(hi) = 0}.
Let Δ be the set of roots of g, and set Δ± = Δ ∩ Q±. Then we have a triangular
decomposition g = (⊕α∈Δ+ gα)⊕ h ⊕ (⊕α∈Δ− gα) where h is the Cartan subalgebra and
gα = {x ∈ g | [h,x] = α(h)x for all h ∈ h}. We also denote by Δre (respectively Δim) the
set of real (respectively imaginary) roots, and set Δ+re = Δre ∩ Q+, Δ+im = Δim ∩ Q+. For
a, b ∈ I , we define the (cyclic) subset [a, b] in I to be
[a, b] =
{ {a, a + 1, . . . , b}, if a  b,
{a, a + 1, . . . , r,0,1, . . . , b}, if a > b.
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dering  on each proper subset [a, b] (i.e. a ≺ · · · ≺ b). Following this convention, we
have
Δ+re =
{
kδ + α[a,b] | k  0, [a, b] is a proper subset in I
}
,
Δ+im = {kδ | k  1}.
Let P+ = (⊕i∈I Z0Λi) ⊕ Zδ be the set of dominant integral weights. For λ ∈ P+,
let L(λ) be the irreducible highest weight g-module with highest weight λ. With respect
to the action of h, L(λ) has a weight space decomposition L(λ) =⊕λμ L(λ)μ where
L(λ)μ = {v | h · v = μ(h)v for h ∈ h}. When dimL(λ)μ = 0, μ ∈ P is called a weight
of L(λ), and dimL(λ)μ is called the weight multiplicity of μ in L(λ), which we write
multL(λ)(μ). We denote by P(λ) the set of all weights in L(λ).
For i ∈ I , let ri ∈ GL(h∗) be the simple reflection defined by ri(λ) = λ−λ(hi)αi , and let
W be the group generated by ri (i ∈ I ), which is called the Weyl group of g. Each weight
multiplicity is invariant under the Weyl group action. And for λ ∈ P+ and ν ∈ P(λ), there
exists a unique element ν+ in P+ ∩ (W · ν). It is not difficult to check that ν+  ν.
For q  1, suppose that (a1, . . . , aq) and (b1, . . . , bq) ∈ Zq0 are given where
∑q
i=1 ai =∑q
i=1 bi is a positive integer l. For r  q , consider the following dominant integral weights
of level l > 0 for A(1)r :
λ =
q∑
i=1
aiΛi, μ =
q∑
i=1
biΛi − nδ, (2.1)
where n ∈ Z. We may view λ and μ as elements in P+ for all r  q . Set
N(λ,μ) =
q∑
i=1
idi,
where di = bi − ai for all 1 i  q .
Proposition 2.1. Under the above hypothesis, the followings are equivalent.
(1) N(λ,μ) = 0.
(2) λ−μ ∈ Q for all r  q .
(3) λ−μ ∈ Q for some r > N(λ,μ).
Proof. Suppose that μ = λ −∑i∈I kiαi . If we solve the following system of linear equa-
tions
μ(d) =
(
λ−
r∑
kiαi
)
(d),i=0
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(
λ−
r∑
i=0
kiαi
)
(hj ) (0 j  r), (2.2)
then we obtain
ki =
⎧⎪⎨
⎪⎩
n, for i = 0,
n+∑r−ij=1 jdi+j −N(λ,μ)+ iN(λ,μ)r+1 , for 1 i  r − 1,
n− N(λ,μ)
r+1 , for i = r,
(2.3)
where we assume that di = 0 for q < i  r . If the condition (1) holds, then ki ’s are integers
independent of r  q , which implies (2). (3) follows from (2) immediately. Assume that
(3) holds, that is λ − μ ∈ Q for r > N(λ,μ). Since kr is an integer, N(λ,μ) = 0 by (2.3).
This completes the proof. 
Corollary 2.2. μ ∈ P(λ) for all r  q if and only if μ ∈ P(λ) for some r0  q and
N(λ,μ) = 0.
Proof. Suppose that μ ∈ P(λ) for all r  q . By Proposition 2.1, we have N(λ,μ) = 0.
Conversely, if N(λ,μ) = 0, then λ − μ ∈ Q for all r  q . From (2.3), we see that ki
(1  i  q) is independent of r , and kj = n (j /∈ [1, q]) is constant. Since μ ∈ P(λ) for
some r0  q , it follows that ki  0 for all r  q and i ∈ I = [0, r]. Hence, λ  μ for all
r  q . By [6, Proposition 11.2], μ ∈ P(λ) for all r  q . 
Definition 2.3. Let λ and μ be as in (2.1). Suppose that μ ∈ P(λ) for all r  q . We call the
integer n the depth of μ with respect to λ and denote it by dλ(μ).
If μ ∈ P(λ) for all r  q , then multL(λ)(μ) is defined for all r  q , which can be viewed
as a function of r , say mλ(μ).
Corollary 2.4. If μ ∈ P(λ) for all r  q with dλ(μ) = 0, then mλ(μ) is constant for all
r  q .
Proof. Since dλ(μ) = 0, we have μ = λ −∑qi=1 kiαi for some ki ∈ Z0. Let ei and fi
(i ∈ I ) be the Chevalley generators of g, and let g¯ be the subalgebra of g generated by
ei, fi, hi (i ∈ [1, q]). Then g¯ is a simple finite-dimensional Lie algebra of type Aq , and the
weight space L(λ)μ is equal to the weight space of the irreducible highest weight g¯-module
generated by the highest weight vector of L(λ). Hence, multL(λ)(μ) is independent of r ,
and constant for all r  q . 
Remark 2.5. Suppose that λ is an arbitrary dominant integral weight for A(1)r of level
l > 0 and μ ∈ P(λ). If r  |I (λ)| + |I (μ)|, then there exists i ∈ I such that λ(hi) =
μ(hi) = 0. Note that the map σ : I → I given by σ(i) = i + 1 (mod r + 1) induces an
automorphism of g. From this symmetry, it follows that there exist λ′ ∈ P+ and μ′ ∈
P(λ′)∩P+ such that multL(λ)(μ) = multL(λ′)(μ′) with I (λ′), I (μ′) ⊂ [1, q ′] for some 1
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and consider mλ(μ) = multL(λ)(μ) as a function of r (r  q ′). Note that dλ(μ) and mλ(μ)
do not depend on the choice of λ′,μ′, and hence they are well defined.
Example 2.6. In [2,5], one can find several tables of mλ(μ). If λ = 2Λ1 and μ = λ − 4δ,
then we have
mλ(μ)(r) = 112
(
7r4 + 30r3 + 53r2 + 30r),
which is a polynomial function in r of degree 4.
3. Polynomial behaviors
In this section, we prove Conjecture 1.1 for affine A type. The following Freudenthal’s
formula will play a crucial role in our main result.
Proposition 3.1. (cf. [6]) For any λ ∈ P+ and μ λ, we have
(|λ+ ρ|2 − |μ+ ρ|2)multL(λ)(μ) = 2 ∑
β∈Q+
(μ+ β|β)C(β)multL(λ)(μ+ β), (3.1)
where ρ ∈ h∗ with ρ(hi) = 1 (i ∈ I ), and C(β) =∑d|β 1d dimgβ/d .
Let λ and μ ∈ P+ be as in (2.1) such that μ ∈ P(λ) for all r  q with dλ(μ) 1. Put
s = min I (μ) and t = max I (μ) where 1 s  t  q . We define
μ′ =
{
μ+ δ, if s = t and bs = 1,
μ+ α[t+1,s−1], otherwise. (3.2)
Note that μ′ is independent of r , and hence a well-defined element in P for all r  q + 2.
Lemma 3.2. Under the above hypothesis, we have
(1) μ′ ∈ P(λ)∩ P+ for all r  q + 2,
(2) I (μ′) ⊂ [s − 1, t + 1],
(3) dλ(μ′) = dλ(μ)− 1.
Proof. Suppose that μ = λ −∑i∈I kiαi . Note that ki = dλ(μ) for i /∈ [1, q]. It is easy to
check that μ′ ∈ P+.
Case 1. s = t and bs = 1. Suppose that ki = 0 for some i ∈ I . If i = s, then the condition
μ(hi) = λ(hi)+ ki−1 + ki+1  0 implies that ki±1 = 0. Repeating this argument, we have
kq+1 = 0, which contradicts the fact that kq+1 = dλ(μ) > 0. If i = s, then 1 = μ(hs) =
λ(hs)+ ks−1 + ks+1  2, which is also a contradiction. Hence, λ μ′ for all r  q , which
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dλ(μ
′) = dλ(μ)− 1.
Case 2. Otherwise. Suppose that ki = 0 for some i ∈ I \ [s, t]. As in Case 1, we get the
same contradiction that kq+1 = 0. Hence, λ  μ′ and μ′ ∈ P(λ) for all r  q + 2. It is
straightforward to see that I (μ′) ⊂ [s − 1, t + 1], and dλ(μ′) = dλ(μ)− 1.
This completes the proof. 
Next, we generalize the facts in Lemma 3.2.
Lemma 3.3. Let λ and μ ∈ P+ be as in (2.1) such that μ ∈ P(λ) for all r  q , and dλ(μ) =
n  1. Suppose that μ + m(kδ + α[u,v]) ∈ P(λ) for some r0  q + 2n, kδ + α[u,v] ∈ Δ+re
and 1mk  dλ(μ). Set ν = (μ+m(kδ + α[u,v]))+. Then
(1) ν ∈ P(λ)∩ P+ for all r  q + 2n,
(2) dλ(ν) dλ(μ)−m(k + 1) for [u,v] ⊂ [s, t],
(3) dλ(ν) dλ(μ)−mk for [u,v] ⊂ [s, t].
Proof. For simplicity, we assume that k = 0. The arguments for k = 0 are exactly the same
as in the case k = 0. (1) will follow from the arguments in (2) and (3), respectively.
(2) Without loss of generality, we may assume that α = α[u,v] where u t ≺ v since the
other cases can be treated in a similar way. Put α′ = α[u,s−1]. Since μ + mα and μ + mα′
are Weyl group conjugate, we have
ν = (μ+mα′)+ = μ+mα′ +
∑
i∈I
ciαi,
for some ci ∈ Z0.
First, consider I (ν). Since ν is a dominant integral weight and (μ + mα′)(hi) = 0 for
i ∈ [t + 2, s − 2], it follows that there exists no i ∈ [t + 2, s − 2] such that
ci−1  ci < ci+1 or ci−1 > ci  ci+1,
where i, i ± 1 are understood in modulo r + 1. Hence, there exist t∗  s∗ ∈ [t + 1, s − 1]
such that
ct+1 < · · · < ct∗ = · · · = cs∗ > cs∗+1 > · · · > cs−1.
On the other hand, if μ = λ −∑i∈I kiαi , then ki = dλ(μ) = n for i /∈ [1, q]. This implies
that ∣∣[t + 1, t∗]∣∣, ∣∣[s∗, s − 1]∣∣ n−m+ 1
and hence
I (ν) ⊂ [s∗, t∗] ⊂ [s − n+m− 1, t + n−m+ 1],
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pendent of r , it follows that λ ν for all r  q + 2n (see Proposition 2.1 and Remark 2.5).
Also, we have dλ(ν) = n−m− ct∗  n−m.
(3) We assume that α = α[u,v] where s  u v  t in [s, t]. Then
ν = μ+mα +
∑
i∈I
ciαi,
for some ci ∈ Z0.
Case 1. Suppose that ci = 0 for all i ∈ I \ [s, t]. Then I (ν) ⊂ [s − 1, t + 1] and λ ν for
all r  q + 2n. Also, if ν = λ−∑i∈I k′iαi , then dλ(ν) = k′i for i ∈ I \ [s − 2, t + 2] which
implies that dλ(ν) = dλ(μ).
Case 2. Suppose that ci = 0 for some i ∈ I \ [s, t]. By applying the same arguments in (2),
we can say that ci is constant (say c) on [t + n − m + 1, s − n + m − 1]. We have I (ν) ⊂
[s − n + m− 1, t + n − m + 1], which implies that λ ν for all r  q + 2n, and dλ(ν) =
dλ(μ)− c dλ(μ). 
Also, it is straightforward to check the following lemma.
Lemma 3.4. Let λ and μ ∈ P+ be as in (2.1) such that μ ∈ P(λ) for all r  q , and
dλ(μ) = n 1. Suppose that μ+ kδ ∈ P(λ) for some r0  q and 1 k  dλ(μ). Then
(1) ν = μ+ kδ ∈ P+ for all r  q ,
(2) dλ(ν) = dλ(μ)− k.
Assume that r  q + 2n. For 1 k  n, we define inductively,
μ(k) = (μ(k−1))′ (3.3)
(see (3.2)) where μ(0) = μ, and set
μ∗ = μ(n). (3.4)
By construction, μ∗ ∈ P(λ) and dλ(μ∗) = 0. By Corollary 2.4, multL(λ)(μ∗) is a non-zero
constant for all r  q + 2n, which we will denote by cλ(μ).
Example 3.5. Let λ = 2Λ3 and μ = 2Λ3 − 2δ ∈ P(λ)∩ P+, where dλ(μ) = 2. Then
μ∗ = μ(2) = 2Λ3 − (α2 + 2α3 + α4) = Λ1 +Λ5.
Now, we can state our main result.
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and dλ(μ) = n 0. Then mλ(μ) is given as a polynomial in r of degree n with the leading
coefficient cλ(μ)/n! for r  q + 2n.
Proof. We will use induction on μ ∈ P(λ)∩P+ with respect to the partial ordering on P .
If n = 0, then multL(λ)(μ) is a constant for all r  q by Corollary 2.4. So, we may assume
that n 1.
Note that (|λ + ρ|2 − |μ + ρ|2) = 2nr + c for some c ∈ Z (cf. [2, Lemma 3.3]). If
β ∈ Q+ appears in the right-hand side of (3.1) as a non-zero term, then β is of the form kα
for some α ∈ Δ+ and (μ+ β|β) > 0.
Let D(λ,μ) be the set of elements ν ∈ P(λ) ∩ P+ for some r0  q + 2n which are of
the form (μ+kα)+ where α ∈ Δ+, k  1. By Lemmas 3.3 and 3.4, it follows that λ ν for
all r  q +2n, and D(λ,μ) is a finite set, which is independent of r . Hence, the right-hand
side of (3.1) can be written as follows:
2
∑
ν∈D(λ,μ)
( ∑
α∈Δ+, k1
ν=(μ+kα)+
(μ+ kα|kα)C(kα)
)
mλ(ν) = 2
∑
ν∈D(λ,μ)
a(ν)mλ(ν).
Note that a(ν) depends on r , or it is a function of r . Since ν > μ for ν ∈ D(λ,μ), by
induction hypothesis, mλ(ν) is a polynomial function in r of degree dλ(ν) for r  q ′ +
2dλ(ν), where q ′ is the length of a cyclic subset in I containing both I (λ) and I (ν).
Case 1. Suppose that ν = (μ+ kα)+ ∈ D(λ,μ) for some k  1 and α = k0δ+α[u,v] ∈ Δ+re
(k0  0) such that [u,v] ∩ [s, t] = ∅. Note that if α′ = k0δ + α[u′,v′] such that [u′, v′] ∩
[s, t] = ∅, then we have ν = (μ+ kα′)+.
Let a1(ν) be the sum over all the pairs of k and α = k0δ + α[u,v] such that [u,v] ∩
[s, t] = ∅ in a(ν). In this case, we have dλ(ν) n − k(k0 + 1) by Lemma 3.3, and hence
k(k0 + 1) n. Since, for each pair of k and α, we have C(kα) = 1/k and (μ + kα|kα) =
2k2 + lk0k, we have
a1(ν) =
∑
k,k0
k(k0+1)n
∑
α=k0δ+α[u,v][u,v]∩[s,t]=∅
ν=(μ+kα)+
(μ+ kα|kα)C(kα)
=
∑
k,k0
k(k0+1)n
(2k + lk0)
((
r − t + s
2
)
+ r − t + s
)
, (3.5)
which is a polynomial in r of degree 2. By induction hypothesis, a1(ν)mλ(ν) is a polyno-
mial function in r of degree  n− k(k0 + 1)+ 2 n+ 1.
Let a2(ν) be the sum over all the pairs of k and β = k0δ +α[u,v] such that [u,v] ⊂ [s, t]
in a(ν). By Lemma 3.3, we have dλ(ν) n − kk0, and hence kk0  n. For each pair of k
and β , we have C(kβ) = 1/k. So, we have
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∑
k,k0
kk0n
∑
β=k0δ+α[u,v][u,v]⊂[s,t]
ν=(μ+kβ)+
(μ+ kβ|kβ)C(kβ)
=
∑
k,k0
kk0n
∑
β=k0δ+α[u,v][u,v]⊂[s,t]
ν=(μ+kβ)+
(
2k + lk0 + (μ|α[u,v])
)
, (3.6)
which is a constant independent of r . By induction hypothesis, a2(ν)mλ(ν) is a polynomial
function in r of degree  n− kk0  n.
Let a3(ν) = a(ν) − a1(ν) − a2(ν). Then a3(ν) is the sum over all the pairs of k and
γ = k0δ + α[u,v] such that [u,v] ⊂ [s, t] and [u,v] ∩ [s, t] = ∅ in a(ν). By Lemma 3.3, we
have dλ(ν) n − k(k0 + 1), and hence k(k0 + 1) n. For each pair of k and γ , we have
C(kγ ) = 1/k. So, we have
a3(ν) =
∑
k,k0
k(k0+1)n
∑
γ=k0δ+α[u,v][u,v]⊂[s,t]
[u,v]∩[s,t]=∅
ν=(μ+kγ )+
(μ+ kγ |kγ )C(kγ )
=
∑
k,k0
k(k0+1)n
∑
γ=k0δ+α[u,v][u,v]⊂[s,t]
[u,v]∩[s,t]=∅
ν=(μ+kγ )+
(
2k + lk0 + (μ|α[u,v]∩[s,t])
)
, (3.7)
which is a polynomial in r of degree at most 1. By induction hypothesis, a3(ν)mλ(ν) is a
polynomial function in r of degree n− k(k0 + 1)+ 1 n.
Therefore, a(ν)mλ(ν) is a polynomial function in r of degree at most n+ 1. Moreover,
we can check that
deg
(
a(ν)mλ(ν)
)= n+ 1 if and only if ν = μ′.
Finally, we claim that mλ(ν) is a polynomial function in r for r  q + 2n. By induction
hypothesis, mλ(ν) is a polynomial function in r of degree dλ(ν) for r  q ′ + 2dλ(ν) where
q ′ is the length of a proper cyclic subset in I containing both I (λ) and I (ν). In the proof
of Lemma 3.3, we have seen that I (ν) ⊂ [s∗, t∗] where t  t∗ ≺ s∗  s in [t, s]. Put x =
max{|[t + 1, t∗]|, |[s∗, s − 1]|}. Then q ′  q + 2x, and dλ(ν)  n − k − (x − 1), which
implies that q ′ + 2dλ(ν) q + 2(n− k)+ 2 q + 2n. This proves our claim.
Case 2. Suppose that ν = (μ+ kδ)+ ∈ D(λ,μ) for some k  1. Then
a(ν) = (μ+ kδ|kδ)C(kδ) = (μ|kδ)C(kδ) = kl
(∑
d
)
r, (3.8)d|k
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hypothesis, mλ(ν) is a polynomial function in r for all r  q ′ + 2dλ(ν) = q + 2(n − k).
Hence, a(ν)mλ(ν) is a polynomial function in r of degree at most n for all r  q + 2n.
Case 3. Suppose that ν = (μ+ kα)+ ∈ D(λ,μ) for some k  1 and α = k0δ+α[u,v] ∈ Δ+re
with k0  0 and [u,v] ∩ [s, t] = ∅. We may assume that ν does not belong to Case 1.
Suppose that dλ(ν) = dλ(μ) = n. By Lemma 3.3, [u,v] ⊂ [s, t], and the number of
pairs k,α which contribute to a(ν) depends only on μ, s and t . Therefore, a(ν) is a con-
stant function of r . By induction hypothesis, a(ν)mλ(ν) is a polynomial function in r of
degree n.
Suppose that dλ(ν) = dλ(μ) n − 1. Then, we have [u,v] ⊂ [s, t]. By the same argu-
ments as in Case 1 (for a2(ν) and a3(ν)), a(ν) is a polynomial in r of degree at most 1.
Hence, a(ν)mλ(ν) is a polynomial function in r of degree at most n.
By induction hypothesis, mλ(ν) is a polynomial function in r of degree dλ(ν) for all
r  q ′ + 2dλ(ν). As in Case 1, we have q ′ + 2dλ(ν) q + 2n. Therefore, a(ν)mλ(ν) is a
polynomial function in r of degree at most n for all r  q + 2n.
Summarizing the above arguments, for r  q + 2n, we have
(2nr + c)mλ(μ) = 2aλ(μ′)mλ(μ′)+ 2
∑
ν∈D(λ,μ),
ν =μ′
aλ(ν)mλ(ν). (3.9)
Note that aλ(μ′)mλ(μ′) is a polynomial in r of degree n + 1 with the leading coefficient
cλ(μ
′)/(n − 1)! by induction hypothesis, and the other aλ(ν)mλ(ν)’s are polynomials in
r of degree at most n. Since mλ(μ) takes positive integer values for all r  q + 2n, we
conclude that mλ(μ) is a polynomial in r of degree n. The leading coefficient of mλ(μ) is
cλ(μ
′)
n(n− 1)! =
multL(λ)((μ′)∗)
n! =
cλ(μ)
n! .
This completes the proof. 
Example 3.7. Let λ = Λ1 and μ = Λ1 − nδ (n 1). Then dλ(μ) = n, and μ∗ = Λ1 = λ.
Hence, mλ(μ) is a polynomial function in r of degree n, and its leading coefficient is
cλ(μ)/n! = 1/n! (cf. [5]).
4. Applications
4.1. Computation of cλ(μ)
First, let us discuss the leading coefficient cλ(μ)/dλ(μ)! given in Theorem 3.6. Let g¯
be the subalgebra of g generated by ei, fi (1  i  r), which is a simple Lie algebra of
type Ar , and let P¯ = P/(ZΛ0 ⊕ Zδ) be its weight lattice. For λ ∈ P , we denote by λ¯ its
J.-H. Kwon, Y.-T. Oh / Journal of Algebra 299 (2006) 226–244 237image in P¯ . We may identify P¯ with the abelian group generated by εi (1  i  r + 1)
subject to the relation ∑r+1i=1 εi = 0 where ωk = Λ¯k =∑ki=1 εi ∈ P¯ (1 k  r).
Let P¯+ =∑1ir Z0ωi be the set of dominant integral weights. Then any λ¯ ∈ P¯+ is
given by λ¯ = a1ε1 +· · ·+arεr where a1  · · · ar  0. We may identify λ¯ with a partition
(a1, . . . , ar ) with length no more than r . Let L¯(λ¯) be the irreducible highest weight g¯-
module with highest weight λ¯. Then for μ¯ =∑r+1i=1 biεi ∈ P¯ such that∑ri=1 ai =∑r+1i=1 bi ,
the weight multiplicity of μ¯ in L¯(λ¯) is called a Kostka number, and denoted by Kλ¯,μ¯. It is
well known that Kλ¯,μ¯ is equal to the number of the semistandard tableaux of shape λ¯ with
content (1b1 , . . . , (r + 1)br+1) (cf. [7]).
Theorem 4.1. Let λ and μ ∈ P+ be as in (2.1) such that μ ∈ P(λ) for all r  q , and
dλ(μ) = n 0. Then we have
cλ(μ) = Kλ¯,μ¯∗ ,
which is a Kostka number.
Proof. First, suppose that dλ(μ) = 0. Then μ = λ −∑qi=1 kiαi for some ki (1  i  q),
and we have
multL(λ)(μ) = multL¯(λ¯)(μ¯) = Kλ¯,μ¯. (4.1)
In general, since dλ(μ∗) = 0, we may assume that I (λ), I (μ∗) ⊂ [1, q ′] from the sym-
metry of the Dynkin diagram of A(1)r (see Remark 2.5). Then it follows from (4.1) that
cλ(μ) = multL(λ)(μ∗) is equal to the Kostka number Kλ¯,μ¯∗ . 
Example 4.2. Let λ and μ be the ones in Example 3.5. Then
cλ(μ) = multL¯(2ω3)
(
2ω3 − (α2 + 2α3 + α4)
)= Kλ¯,μ¯∗ ,
where the shape of λ¯ is (23) and the content of μ¯∗ is (12,2,3,4,5). So Kλ¯,μ¯∗ = 2.
Corollary 4.3. [5, Conjecture 3] Suppose that λ = kΛ1 and μ = λ − nδ ∈ P+ (k  2,
n 1). Then the leading coefficient of mλ(μ) is equal to
1
n! dimC Endslk(C)
(
V ⊗n
)
,
where V = Ck is the natural representation of slk(C). In particular, if k  n, then it is
equal to 1, and if k = 2, then it is equal to the nth Catalan number divided by n!.
Proof. Fix r  1. For λ ∈ P¯ , we define λ to be the element in P¯ such that λ(hi) =
λ(hr−i ) (1 i  r). Note that (λ) = λ. If λ =∑r arωi , then λ =∑r ar−iωi .i=1 i=1
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τ(i) = r − i (1 i  r) is an automorphism of Dynkin diagram of Ar , τ induces a linear
map from L¯(λ)μ to L¯(λ)μ , which is an isomorphism. Hence, we obtain
Kλ,μ = Kλ,μ . (4.2)
Now, suppose that λ = kΛ1, μ = λ − nδ ∈ P+ for k  2, and n  1. Then N(λ,μ) = 0
and dλ(μ) = n. From the symmetry of Dynkin diagram, we may assume that λ = kΛn. By
definition, we have, for r  2n+ 1
μ∗ = kΛn −
(
α1 + · · · + (n− 1)αn−1 + nαn + (n− 1)αn+1 + · · · + α2n−1
)
.
Since ωn =∑ri=1 εi and αi = εi − εi+1 (1 i  2n− 1), we have
λ¯ = kωn,
μ¯∗ = (k − 1)
n∑
i=1
εi +
2n∑
i=n+1
εi
and their associated partitions are (kn) and (1k−1,2k−1, . . . , nk−1, n + 1, . . . ,2n), respec-
tively. By Theorem 4.1, we have cλ(μ) = Kλ¯,μ¯∗ .
Note that Kλ¯,μ¯∗ is constant for all k  n. So, we can assume that k  n. Consider a
semistandard tableau T of shape λ¯ with content μ¯∗. Let T1 be the semistandard tableau
obtained from T by removing the boxes with entries greater than n, and let T2 be the
standard tableau of skew shape which is the complement of T1 in T . Let ζ be the shape
of T1, and let η be the partition obtained by rearranging the rows of T2 in a deceasing way
from the top. Then we can check that ζ  = η or η = ζ where ζ and η are understood to be
the elements in P¯ for An−1.
If we rotate T2 by 180◦ and replace each entry i by 2n + 1 − i (n + 1  i  2n),
then we get a standard tableau T ′2 of shape η (equivalently, its conjugate ηt ) with con-
tent (1,2, . . . , n). It is clear that this process is also reversible. Hence, by counting all the
possible choices of T1 and T2 (or T ′2), we have
Kλ¯,μ¯∗ =
∑
ηn,
(ηt )k
Kη,(1k−1,2k−1,...,nk−1)Kη,(1,2,...,n)
=
∑
ηn,
(η)k
K2η,(1,2,...,n) by (4.2). (4.3)
From Schur–Weyl duality [8], it follows that the sum in the last equation is equal to
dimC Endslk(C)(V ⊗n), where V is the natural representation of slk(C). Note that if k  n,
then Endslk(C)(V ⊗n) is isomorphic to the group algebra of the nth symmetric group Sn,
whose dimension is n!. If k = 2, then we have from (4.3)
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1
n+ 1
(
2n
n
)
,
which is the nth Catalan number. 
Remark 4.4. For λ,μ ∈ P+, suppose that μ ∈ P(λ) for infinitely many r . It is not diffi-
cult to see that the sequence {cλ(μ − nδ)}n0 is non-decreasing (cf. [6]). In particular,
if μ = (λ − kδ)∗ for some k  1, then we have (μ − nδ)∗ = ((λ − kδ)∗ − nδ)(n) =
(λ− (k + n)δ)(k+n) = (λ− (k + n)δ)∗ for n 0, and hence
cλ(μ− nδ) = cλ
(
λ− (n+ k)δ) (4.4)
for all n  0. But, (4.4) does not hold for arbitrary μ. For example, if λ = 3Λ3 and μ =
λ − α2 − 2α3 = Λ1 + 2Λ4, then μ = (λ − kδ)∗ for all k  1. By Corollary 4.3, we have
cλ(λ− 2δ) = 2 < cλ(λ− 3δ) = 6. On the other hand, we have cλ(μ) = 1 < cλ(μ− δ) = 3.
So, (4.4) does not hold. Hence, this gives a counterexample of Conjecture 4 in [5].
4.2. Branching functions
Let λ and μ be as in (2.1). Suppose that μ ∈ P(λ) for all r  q , and μ is maximal, that
is, μ+ δ /∈ P(λ). The string function of μ is given by
σλμ(t) =
∑
k0
mλ(μ− kδ)tk.
The branching function of μ is given by
bλμ(t) =
∑
k0
bλ(μ− kδ)tk,
where bλ(μ − kδ) = dim{v ∈ L(λ)μ−kδ | u · v = 0 for all u ∈⊕k>0 gkδ}. For each k  0,
we may view bλ(μ − kδ) as a function of r . It is well known that σλμ(t) can be written as
follows:
σλμ(t) = bλμ(t)
1
ϕ(t)r
, (4.5)
where ϕ(t) =∏m1(1 − tm) (see [6]). Now, we can state the polynomial behavior of the
branching function.
Proposition 4.5. Under the above hypothesis, bλ(μ− kδ) (k  0) is a polynomial function
in r for r  q + 2(n+ k). The degree of bλ(μ− kδ) is less than or equal to n+ k, and the
coefficient of rn+k is given by
1
(n+ k)!
k∑
(−1)m
(
n+ k
m
)
cλ
(
μ− (k −m)δ).m=0
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partition numbers. It is not difficult to see that pr(m), as a function of r with m 0 fixed,
is a polynomial in r of degree m with the leading coefficient 1/m! (see [5]). From (4.5), it
follows that
mλ(μ− kδ) =
k∑
i=0
bλ(μ− iδ)pr(k − i),
for k  0. Note that dλ(μ − kδ) = n + k. Therefore, the assertions follow by induction
on k. 
4.3. Classical A type
Next, we apply Theorem 3.6 to obtain a similar result for the classical simple Lie algebra
of type Ar , which is stronger than the result in [4].
For p,q  0, which are not both zero, suppose that we are given
(a1, . . . , ap), (b1, . . . , bp) ∈ Zp0,(
a′1, . . . , a′q
)
,
(
b′1, . . . , b′q
) ∈ Zq0.
Set M = p + q . For r M , consider the following dominant integral weights for Ar :
λ =
p∑
i=1
aiωi +
q∑
i=1
a′iωr+1−i , μ =
p∑
i=1
biωi +
q∑
i=1
b′iωr+1−i . (4.6)
As in the A(1)r -case, we may view λ and μ as elements in P+ for all r M . Set
N(λ,μ) =
r∑
i=1
idi,
where di = μ(hi)− λ(hi) for all 1 i  r .
Proposition 4.6. Under the above hypothesis, the followings are equivalent.
(1) N(λ,μ) ≡ 0 (mod r + 1) for all r M .
(2) d1 + 2d2 + · · · + pdp = qdr+1−q + · · · + dr for all r M .
(3) λ−μ ∈ Q¯ for all r M , where Q¯ is the root lattice for Ar .
Proof. Suppose that μ = λ−∑ri=1 kiαi . As in Proposition 2.1, we obtain
ki =
{∑r−i
j=1 jdi+j −N(λ,μ)+ iN(λ,μ)r+1 , for 1 i  r − 1,
−N(λ,μ) , for i = r. (4.7)
r+1
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N(λ,μ) = (d1 + 2d2 + · · · + pdp)− (qdr+1−q + · · · + dr)
+ (r + 1)(dr−q+1 + dr−q+2 + · · · + dr), (4.8)
where
∑p
i=1 idi −
∑q
j=1 jdr+1−j =
∑p
i=1 i(bi − ai)−
∑q
j=1 j (b′j − a′j ) is constant.
If (1) holds, then ∑pi=1 idi −∑qj=1 jdr+1−j must be zero, which implies (2). If (2)
holds, then (3) follows from (4.7). Finally, if (3) holds, then ki is an integer for all i. In
particular, when i = 1, N(λ,μ)/(r + 1) is an integer, which implies (1). 
If λ and μ satisfy one of the conditions in Proposition 4.6 and μ = λ−∑ri=1 kiαi , then
we obtain that
ki = −
p∑
i=1
idi = −
q∑
j=1
jdr+1−j
is constant for p  i  r − q . We call this constant the depth of μ with respect to λ, and
denote it by dλ(μ).
Remark 4.7.
(1) By the same argument as in Proposition 2.1, the condition for all r M in Proposi-
tion 4.6, can be replaced by for a sufficiently large r M .
(2) If λ − μ ∈ Q¯ for all r M and μ = λ −∑ri=1 kiαi , then we also see that the other
coefficients (k1, . . . , kp−1) and (k′1, . . . , k′q) = (kr , . . . , kr−q+1), viewed as elements in
Z
p−1
0 and Z
q
0, respectively, do not depend on r .
Corollary 4.8. μ ∈ P¯ (λ) for all r  M if and only if μ ∈ P¯ (λ) for some r0  M and
N(λ,μ) ≡ 0 (mod r + 1) for all r M .
Consider a linear embedding from P¯ to P , which sends ωi to Λi+q+1 (1 i  r) (the
addition in the subscript is understood to be in modulo r + 1). For λ ∈ P¯ , we denote by λˆ
its image in P . In particular, ω̂r−q+1 = Λ1, ω̂r−q+2 = Λ2, and so on. Let λ and μ be as
in (4.6) such that μ ∈ P¯ (λ) for all r M . For r > M , we have λˆ =∑p+q+1i=1 aˆiΛi ∈ P+,
where
aˆi =
{
a′q−i+1, for 1 i  q,
ai−q−1, for q + 2 i  q + p + 1.
Suppose that μ = λ−∑ri=1 kiαi . Then we define
μˆ◦ = μˆ+ (k1 + kr)Λq+1 − dλ(μ)δ.
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hence a well-defined element in P+ for all r > M .
Lemma 4.9. Under the above hypothesis, we have
(1) N(λˆ, μˆ◦) = 0, and d
λˆ
(μˆ◦) = dλ(μ),
(2) μˆ◦ ∈ P(λˆ) for all r > M , and
multL¯(λ)(μ) = multL(λˆ)(μˆ◦).
Proof. (1) By comparing the values of hi (0 i  r) and d on both sides, it is not difficult
to see that
μˆ◦ = λˆ−
r∑
i=1
kˆiαi,
where kˆi = ki−q−1 (i = q + 1) and kˆq+1 = 0. Hence, it follows that μˆ◦  λˆ for all
r > M , equivalently, N(λˆ, μˆ◦) = 0. Since I (λˆ), I (μˆ◦) ⊂ [1,M], we have d
λˆ
(μˆ◦) = kˆi for
i /∈ [1,M]. In particular,
d
λˆ
(μˆ◦) = kˆM+1 = kp = dλ(μ).
(2) Since μˆ◦ ∈ P+ and μˆ◦  λˆ for all r > M , μˆ◦ ∈ P(λˆ) for all r > M . Let g′ be the
subalgebra of g generated by ei, fi, hi (i = q + 1). Then g′ is a finite-dimensional simple
Lie algebra of type Ar . Consider a g′-submodule V in L(λˆ) which is generated by a highest
weight vector of L(λˆ). Then it is an irreducible highest weight g′-module.
Since kˆq+1 = 0, the weight space L(λˆ)μˆ◦ is contained in V . On the other hand, if we take
a rotation on the Dynkin diagram of g, which maps q +1 to 0, then we get an isomorphism
from g′ to g¯, and hence a linear isomorphism from V to L¯(λ). Finally, it induces a linear
isomorphism from L(λˆ)μˆ◦ to L¯(λ)μ. This completes the proof. 
Now, we obtain an analogue of our main result in the case of classical A type, which is
stronger than Theorem 3.2(a) in [4].
Theorem 4.10. (cf. [4]) Let λ and μ be as in (4.6). Suppose that μ ∈ P¯ (λ) for all r M ,
and dλ(μ) = n 0. Then mλ(μ) is given as a polynomial in r of degree n with the leading
coefficient c
λˆ
(μˆ◦)/n! for r > M + 2n.
Proof. It follows from Lemma 4.9(2) and Theorem 3.6. 
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In general, we can verify Conjecture 1.1 for the other classical affine Kac–Moody alge-
bras and classical simple Lie algebras (cf. [4]). The proof for each case is almost the same
as in Section 3 except a slight modification. In this section, we state the result for type C(1)r .
For r  2, suppose that g is an affine Kac–Moody algebra of type C(1)r . As in A(1)r , we
use the same notations for Cartan datum, root lattice, fundamental weights, and so on. Note
that
Δ+re = {kδ + αi + · · · + 2αj + · · · + 2αr−1 + αr | 1 i  j  r − 1, k  0}
∪ {kδ + αi + · · · + αj | 1 i  j  r, k  0},
Δ+im = {kδ | k  1},
where δ = α0 +∑r−1i=1 2αi + αr .
For q  0, suppose that we are given
(a0, . . . , aq), (b0, . . . , bq) ∈ Zq+10 .
For r  q , consider the following dominant integral weights for C(1)r :
λ =
q∑
i=0
aiΛi, μ =
q∑
i=0
biΛi − nδ. (5.1)
We may view λ and μ as elements in P+ for all r  q . Suppose that μ = λ −∑i∈I kiαi .
Set N(λ,μ) =∑qj=1 jdj , where dj = aj − bj for 1 j  q . Define the depth of μ with
respect to λ by
dλ(μ) = n+ 12N(λ,μ).
Then
ki =
⎧⎪⎪⎨
⎪⎪⎩
n, if i = 0,
2dλ(μ)−∑qj=i+1(j − i)dj , if 1 i  q − 1,
2dλ(μ), if q  i  r − 1,
dλ(μ), if i = r.
(5.2)
From the above computation it follows that ki ’s are independent of r  q . Moreover if
μ ∈ P(λ) for some r  q , then μ ∈ P(λ) for all r  q .
Let λ and μ ∈ P+ be as in (5.1). Suppose that μ is a weight of the irreducible highest
weight module L(λ). Put s = min I (μ) and t = max I (μ). Define
μ′ = μ+ αt+1 + 2αt+2 + · · · + 2αr−1 + αr = μ−Λt +Λt+2.
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2dλ(μ). For μ and 0 k  dλ(μ), we define μ(k) = (μ(k−1))′ inductively, where μ(0) = μ,
and set
μ∗ = μ(dλ(μ)). (5.3)
By construction, μ∗ ∈ P(λ)∩ P+ and dλ(μ∗) = 0. Clearly
μ∗ = μ−Λt +Λt+2dλ(μ).
For example, if λ = Λ0 and μ = Λ0 − nδ, then μ∗ = Λ2n. By using Proposition 3.1, we
obtain
Theorem 5.1. (cf. [4]) Let λ and μ ∈ P+ be as in (5.1) such that μ ∈ P(λ) for all r  q ,
and dλ(μ) = m 0. Then mλ(μ) is given as a polynomial in r of degree m with the leading
coefficient cλ(μ)/m! for r  q + 2m, where cλ(μ) is the weight multiplicity of μ∗ in L(λ),
which is constant for all r  q + 2m.
Remark 5.2. Note that Conjecture 1.1 for classical Cr type follows directly as a special
case of the above theorem when n = a0 = b0 = 0.
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