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We present the results of a search for long-duration gravitational wave transients in two sets of data
collected by the LIGO Hanford and LIGO Livingston detectors between November 5, 2005 and September
30, 2007, and July 7, 2009 and October 20, 2010, with a total observational time of 283.0 days and 132.9
days, respectively. The search targets gravitational wave transients of duration 10–500 s in a frequency
band of 40–1000 Hz, with minimal assumptions about the signal waveform, polarization, source direction,
or time of occurrence. All candidate triggers were consistent with the expected background; as a result we
set 90% confidence upper limits on the rate of long-duration gravitational wave transients for different
types of gravitational wave signals. For signals from black hole accretion disk instabilities, we set upper
limits on the source rate density between 3.4 × 10−5 and 9.4 × 10−4 Mpc−3 yr−1 at 90% confidence. These
are the first results from an all-sky search for unmodeled long-duration transient gravitational waves.
DOI: 10.1103/PhysRevD.93.042005
I. INTRODUCTION
The goal of the Laser Interferometer Gravitational-
Wave Observatory (LIGO) [1] and the Virgo detectors
[2] is to directly detect and study gravitational waves
(GWs). The direct detection of GWs holds the promise
of testing general relativity in the strong-field regime, of
providing a new probe of objects such as black holes
and neutron stars, and of uncovering unanticipated new
astrophysics.
LIGO and Virgo have jointly acquired data that have
been used to search for many types of GW signals:
unmodeled bursts of short duration (<1 s) [3–7], well-
modeled chirps emitted by binary systems of compact
objects [8–12], continuous signals emitted by asymmetric
neutron stars [13–20], as well as a stochastic background of
GWs [21–24]. For a complete review, see Ref. [25]. While
no GW sources have been observed by the first-generation
network of detectors, first detections are expected with the
next generation of ground-based detectors: advanced LIGO
[26], advanced Virgo [27], and the cryogenic detector
KAGRA [28]. It is expected that the advanced detectors,
*Deceased.
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operating at design sensitivity, will be capable of detecting
approximately 40 neutron star binary coalescences per year,
although significant uncertainties exist [29].
Previous searches for unmodeled bursts of GWs [3–5]
targeted source objects such as core-collapse supernovae
[30], neutron-star-to-black-hole collapse [31], cosmic
string cusps [32], binary black hole mergers [33–35],
star-quakes in magnetars [36], pulsar glitches [37], and
signals associated with gamma-ray bursts (GRBs) [38].
These burst searches typically look for signals of duration
1 s or shorter.
At the other end of the spectrum, searches for
persistent, unmodeled (stochastic) GW backgrounds have
also been conducted, including isotropic [21], anisotropic
and point-source backgrounds [22]. This leaves the
parameter space of unmodeled transient GWs not fully
explored; indeed, multiple proposed astrophysical scenar-
ios predict long-duration GW transients lasting from a
few seconds to hundreds of seconds, or even longer, as
described in Sec. II. The first search for unmodeled long-
duration GW transients was conducted using LIGO data
from the S5 science run, in association with long GRBs
[39]. In this paper, we apply a similar technique [40] in
order to search for long-lasting transient GW signals over
all sky directions and for all times. We utilize LIGO data
from the LIGO Hanford and Livingston detectors from
the S5 and S6 science runs, lasting from November 5,
2005 to September 30, 2007 and from July 7, 2009 to
October 20, 2010, respectively.
The organization of the paper is as follows: In Sec. II, we
summarize different types of long-duration transient signals
which may be observable by LIGO and Virgo. In Sec. III,
we describe the selection of the LIGO S5 and S6 science
run data that have been used for this study. We discuss the
search algorithm, background estimation, and data quality
methods in Sec. IV. In Sec. V, we evaluate the sensitivity of
the search to simulated GW waveforms. The results of the
search are presented in Sec. VI. We conclude with possible
improvements for a long-transient GW search using data
from the advanced LIGO and Virgo detectors in Sec. VII.
II. ASTROPHYSICAL SOURCES OF LONG
GW TRANSIENTS
Some of the most compelling astrophysical sources of
long GW transients are associated with extremely complex
dynamics and hydrodynamic instabilities following the
collapse of a massive star’s core in the context of core-
collapse supernovae and long GRBs [30,40,41]. Soon after
core collapse and the formation of a protoneutron star,
convective and other fluid instabilities (including standing
accretion shock instability [42]) may develop behind the
supernova shock wave as it transitions into an accretion
shock. In progenitor stars with rapidly rotating cores,
long-lasting, nonaxisymmetric rotational instabilities can
be triggered by corotation modes [43–46]. Long-duration
GW signals are expected from these violently aspherical
dynamics, following within tens of milliseconds of the
short-duration GW burst signal from core bounce and
protoneutron star formation. Given the turbulent and
chaotic nature of postbounce fluid dynamics, one expects
a stochastic GW signal that could last from a fraction of a
second to multiple seconds, and possibly even longer
[30,40,47–50].
After the launch of an at least initially successful
explosion, fallback accretion onto the newborn
neutron star may spin it up, leading to nonaxisymmetric
deformation and a characteristic upward chirp signal
(700 Hz–few kHz) as the spin frequency of the neutron
star increases over tens to hundreds of seconds [51,52].
GW emission may eventually terminate when the neutron
star collapses to a black hole. The collapse process
and formation of the black hole itself will also produce
a short-duration GW burst [53,54].
In the collapsar model for long GRBs [55], a stellar-mass
black hole forms, surrounded by a massive, self-gravitating
accretion disk. This disk may be susceptible to various
nonaxisymmetric hydrodynamic and magnetohydrody-
namic instabilities which may lead to fragmentation and
inspiral of fragments into the central black hole (e.g.,
Refs. [56,57]). In an extreme scenario of such accretion
disk instabilities (ADIs), magnetically “suspended accre-
tion” is thought to extract spin energy from the black hole
and dissipate it via GW emission from nonaxisymmetric
disk modes and fragments [58,59]. The associated GW
signal is potentially long lasting (10–100 s) and predicted to
exhibit a characteristic downward chirp.
Finally, in magnetar models for long and short
GRBs (e.g., Refs. [60,61]), a long-lasting post-GRB GW
transient may be emitted by a magnetar undergoing
rotational or magnetic nonaxisymmetric deformation
(e.g., Refs. [62,63]).
III. DATA SELECTION
During the fifth LIGO science run (S5, November
5, 2005 to September 30, 2007), the 4 km and 2 km
detectors at Hanford, Washington (H1 and H2), and the
4 km detector at Livingston, Louisiana (L1), recorded data
for nearly two years. They were joined on May 18, 2007
by the Virgo detector (V1) in Pisa, Italy, which was
beginning its first science run. After a two-year period
of upgrades to the detectors and the decommissioning of
H2, the sixth LIGO and second and third Virgo scientific
runs were organized jointly from July 7, 2009 to October
10, 2010.
Among the four detectors, H1 and L1 achieved the
best strain sensitivity, reaching ≈ 2 × 10−23=
ﬃﬃﬃﬃﬃﬃ
Hz
p
around
150 Hz in 2010 [64,65]. Because of its reduced arm length,
H2 sensitivity was at least a factor of 2 lower than H1 on
average. V1 sensitivity varied over time, but was always
lower than the sensitivity of H1 and L1 by a factor between
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1.5 and 5 at frequencies higher than 60 Hz. Moreover, the
H1-L1 pair live time was at least a factor 2 longer than the
live time of the H1-V1 and L1-V1 pairs added together.
Using Virgo data, however, could help with sky localization
of source candidates; unfortunately, the sky localization
was not implemented at the time of this search.
Consequently, including Virgo data in this analysis would
have increased the overall search sensitivity by only a few
percent or less at the cost of analyzing two additional pairs
of detectors. As a result, we have analyzed only S5 and
S6 data from the H1-L1 pair for this search.
In terms of frequency content, we restrict the analysis to
the 40–1000 Hz band. The lower limit is constrained by
seismic noise, which steeply increases at lower frequencies
in LIGO data. The upper limit is set to include the most
likely regions of frequency space for long-transient GWs,
while keeping the computational requirements of the search
at an acceptable level. We note that the frequency range of
our analysis includes the most sensitive band of the LIGO
detectors, namely 100–200 Hz.
Occasionally, the detectors are affected by instrumental
problems (data acquisition failures, misalignment of optical
cavities, etc.) or environmental conditions (bad weather,
seismic motion, etc.) that decrease their sensitivity and
increase the rate of data artifacts, or glitches. Most of these
periods have been identified and can be discarded from
the analysis using data quality flags [66–69]. These are
classified by each search into different categories depend-
ing on how the GW search is affected.
Category 1 data quality flags are used to define periods
when the data should not be searched for GW signals
because of serious problems, like invalid calibration. To
search for GW signals, the interferometers should be
locked and there should be no evidence of environmental
noise transients corrupting the measured signal. For this
search, we have used the category 1 data quality flags used
by searches for an isotropic stochastic background of GWs
[21,23]. This list of flags is almost identical to what has
been used by the unmodeled all-sky searches for short-
duration GW transients [3,4]. We also discard times when
simulated signals are injected into the detectors through the
application of a differential force onto the mirrors.
Category 2 data quality flags are used to discard triggers
which pass all selection cuts in a search, but are clearly
associated with a detector malfunction or an environmental
condition [68]. In Sec. IV C, we explain which category 2
flags have been selected and how we use them in this
search.
Overall, we discard 5.8% and 2.2% of H1-L1 coincident
data with our choices of category 1 data quality flags for S5
and S6, respectively. The remaining coincident strain time
series are divided into 500 s intervals with 50% overlap.
Intervals smaller than 500 s are not considered. For the
H1-L1 pair, this results in a total observation time of
283.0 days during S5 and 132.9 days for S6.
IV. LONG TRANSIENT GW SEARCH PIPELINE
A. Search algorithm
The search algorithm we employ is based on the cross-
correlation of data from two GW detectors, as described in
Ref. [40]. This algorithm builds a frequency-time map
(ft-map) of the cross power computed from the strain time
series of two spatially separated detectors. A pattern
recognition algorithm is then used to identify clusters of
above-threshold pixels in the map, thereby defining candi-
date triggers. A similar algorithm has been used to search for
long-lasting GW signals in coincidence with long GRBs in
LIGO data [39]. Here we extend the method to carry out an
untriggered (all-sky, all-time) search, considerably increas-
ing the parameter space covered by previous searches.
Following Ref. [40], each 500 s interval of coincident
data is divided into 50% overlapping, Hann-windowed,
1 s long segments. Strain data from each detector in the
given 1 s segment are then Fourier transformed, allowing
formation of ft-maps with a pixel size of 1 s × 1 Hz.
An estimator for GW power can be formed [40]:
Yˆðt; f; ΩˆÞ ¼ 2
N
Re½QIJðt; f; ΩˆÞ~s⋆I ðt; fÞ~sJðt; fÞ: ð1Þ
Here t is the start time of the pixel, f is the frequency of the
pixel, Ωˆ is the sky direction, N is a window normalization
factor, and ~sI and ~sJ are the discrete Fourier transforms
of the strain data from GW detectors I and J. We use
the LIGO H1 and L1 detectors as the I and J detectors,
respectively. The optimal filter QIJ takes into account the
phase delay due to the spatial separation of the two
detectors, Δ~xIJ, and the direction-dependent efficiency of
the detector pair, ϵIJðt; ΩˆÞ:
QIJðt; f; ΩˆÞ ¼
e2πifΔ~xIJ ·Ωˆ=c
ϵIJðt; ΩˆÞ
: ð2Þ
The pair efficiency is defined by
ϵIJðt; ΩˆÞ ¼
1
2
X
A
FAI ðt; ΩˆÞFAJ ðt; ΩˆÞ; ð3Þ
where FAI ðt; ΩˆÞ is the antenna factor for detector I and A is
the polarization state of the incoming GW [40]. An
estimator for the variance of the Yˆðt; f; ΩˆÞ statistic is then
given by
σˆ2Yðt;f;ΩˆÞ¼
1
2
jQIJðt;f;ΩˆÞj2PadjI ðt;fÞPadjJ ðt;fÞ; ð4Þ
where PadjI ðt; fÞ is the average one-sided power spectrum
for detector I, calculated by using the data in eight
nonoverlapping segments on each side of time segment t
[40]. We can then define the cross-correlation signal-to-
noise ratio (SNR) in a single pixel, ρ:
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ρðt; f; ΩˆÞ ¼ Yˆðt; f; ΩˆÞ=σˆYðt; f; ΩˆÞ: ð5Þ
Because this is proportional to strain squared, it is an
energy SNR, rather than an amplitude SNR.
This statistic is designed such that true GW signals
should induce positive definite ρ when the correct filter is
used (i.e., the sky direction Ωˆ is known). Consequently,
using a wrong sky direction in the filter results in reduced or
even negative ρ for real signals. Figure 1 shows an example
ft-map of ρ containing a simulated GW signal with a
known sky position.
Next, a seed-based clustering algorithm [70] is applied
to the ρ ft-map to identify significant clusters of pixels.
In particular, the clustering algorithm applies a threshold
of jρj ≥ 1 to identify seed pixels, and then groups these
seed pixels that are located within a fixed distance
(two pixels) of each other into a cluster. These parameters
were determined through empirical testing with simulated
long-transient GW signals similar to those used in this
search (discussed further in Sec. VA). The resulting
clusters (denoted Γ) are ranked using a weighted sum of
the individual pixel values of Yˆ and σˆY :
SNRΓðΩˆÞ ¼
P
t;f∈Γ Yˆðt; f; ΩˆÞσˆ−2Y ðt; f; ΩˆÞ
ðPt;f∈Γσˆ−2Y ðt; f; ΩˆÞÞ1=2 : ð6Þ
SNRΓðΩˆÞ represents the signal-to-noise ratio of the
cluster Γ.
In principle, this pattern recognition algorithm could be
applied for every sky direction Ωˆ, since each sky direction
is associated with a different filter QIJðt; f; ΩˆÞ. However,
this procedure is prohibitively expensive from a computa-
tional standpoint. We have therefore modified the seed-
based clustering algorithm to cluster both pixels with
positive ρ and those with negative ρ (arising when an
incorrect sky direction is used in the filter). Since the sky
direction is not known in an all-sky search, this modifica-
tion allows for the recovery of some of the power that
would normally be lost due to a suboptimal choice of sky
direction in the filter.
The algorithm is applied to each ft-map a certain number
of times, each iteration corresponding to a different sky
direction. The sky directions are chosen randomly, but are
fixed for each stretch of uninterrupted science data.Different
methods for choosing the sky directions were studied,
including using only sky directions where the detector
network had high sensitivity and choosing the set of sky
directions to span the set of possible signal time delays. The
results indicated that sky-direction choice did not have a
significant impact on the sensitivity of the search.
We also studied the effect that the number of sky
directions used had on the search sensitivity. We found
that the search sensitivity increased approximately loga-
rithmically with the number of sky directions, while the
computational time increased linearly with the number of
sky directions. The results of our empirical studies indi-
cated that using five sky directions gave the optimal
balance between computational time and search sensitivity.
This clustering strategy results in a loss of sensitivity of
≈10%–20% for the waveforms considered in this search
as compared to a strategy using hundreds of sky directions
and clustering only positive pixels. However, this strategy
increases the computational speed of the search by a factor
of 100 and is necessary to make the search computationally
feasible.
We also apply two data-cleaning techniques concurrently
with the data processing. First, we remove frequency bins
that are known to be contaminated by instrumental and
environmental effects. This includes the violin resonance
modes of the suspensions, power line harmonics, and
sinusoidal signals injected for calibration purposes. In total,
we removed 47 1 Hz–wide frequency bins from the S5 data,
and 64 1 Hz–wide frequency bins from the S6 data. Second,
we require the waveforms observed by the two detectors to
be consistent with each other, so as to suppress instrumental
artifacts (glitches) that affect only one of the detectors. This is
achieved by the use of a consistency-check algorithm [71]
which compares the power spectra from each detector, taking
into account the antenna factors.
B. Background estimation
An important aspect of any GW search is understanding
the background of accidental triggers due to detector noise;
this is crucial for preventing false identification of noise
triggers as GW candidates. To estimate the false alarm rate
(FAR), i.e. the rate of accidental triggers due to detector
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FIG. 1. ft-map of ρ (cross-correlation signal-to-noise ratio)
using simulated Gaussian data. A simulated GW signal from
an accretion disk instability [58,59] (model waveform ADI-E, see
Table I) with known sky position is added to the data stream and
is visible as a bright, narrow-band track. Blurring around the track
is due to the usage of adjacent time segments in estimating σˆY ;
the estimate of σˆY in these bins is affected by the presence of the
GW signal.
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noise, we introduce a nonphysical time shift between the
H1 and L1 strain data before computing ρ. Analysis of the
time-shifted data proceeds identically to that of unshifted
data (see Sec. IVA for more details). With this technique,
and assuming the number of hypothetical GW signals is
small, the data should not contain a correlated GW signal,
so any triggers will be generated by the detector noise. We
repeat this process for multiple time shifts in order to gain a
more accurate estimate of the FAR from detector noise.
As described in Sec. III, each analysis segment is divided
into 500 s–long intervals which overlap by 50% and span
the entire data set. For a given time shift i, the H1 data from
interval n are correlated with L1 data from the interval
nþ i. Since the time gap between two consecutive intervals
may be nonzero, the actual time shift applied in this process
is at least 500 × i seconds. The time shift is also circular: if
for a time shift i, nþ i > N (where N is the number of
overlapping intervals required to span the data set), then H1
data from the interval n are correlated with L1 data from the
interval nþ i − N. It is important to note that the minimum
time-shift duration is much longer than the light travel time
between the two detectors and also longer than the signal
models we consider (see Sec. V for more information) in
order to prevent accidental correlations.
Using this method, 100 time shifts have been processed to
estimate the background during S5, amounting to a total
analyzed live time of 84.1 years. We have also studied 100
time shifts of S6 data, with a total analyzed live time of 38.7
years. The cumulative rates of background triggers for the
S5 and S6 data sets can be seen in Figs. 2 and 3, respectively.
C. Rejection of loud noise triggers
As shown in Figs. 2 and 3, the background FAR
distribution has a long tail extending to SNRΓ > 100; this
implies that detector noise alone can generate triggers
containing significant power. Many of these triggers are
caused by short bursts of nonstationary noise (glitches) in
H1 and/or L1, which randomly coincide during the time-
shifting procedure. It is important to suppress these types
of triggers so as to improve the significance of true GW
signals in the unshifted data.
These glitches are typically much less than 1 s in
duration, and as a result, nearly all of their power is
concentrated in a single 1 s segment. To suppress these
glitches, we have defined a discriminant variable, SNRfrac,
that measures the fraction of SNRΓ located in a single time
segment. The same SNRfrac threshold of 0.45 was found to
be optimal for all simulated GW waveforms using both S5
and S6 data. This threshold was determined by maximizing
the search sensitivity for a set of simulated GW signals (see
Sec. V); we note that this was done before examining the
unshifted data, using only time-shifted triggers and simu-
lated GW signals. The detection efficiency is minimally
affected (less than 1%) by this SNRfrac threshold choice.
We also utilize LIGO data quality flags to veto triggers
generated by a clearly identified source of noise. We
have considered all category 2 data quality flags used
in unmodeled or modeled transient GW searches [68].
These flags were defined using a variety of environmental
monitors (microphones, seismometers, magnetometers,
etc.) and interferometer control signals to identify stretches
of data which may be compromised due to local environ-
mental effects or instrumental malfunction. Since many of
these data quality flags are not useful for rejecting noise
triggers in this analysis, we select a set of effective data
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FIG. 2. The false alarm rate is shown as a function of the trigger
SNRΓ, for 100 time shifts of data from the S5 science run.
Distributions are shown before and after applying the postpro-
cessing cuts. Here, SNRfrac refers to a postprocessing cut based
on how a trigger’s power is distributed in time (described further
in Sec. IV C). Also shown is the FAR distribution generated by a
Monte Carlo simulation assuming Gaussian detector noise.
Recall that this is an energy SNR, rather than an amplitude SNR.
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FIG. 3. The false alarm rate is shown as a function of the trigger
signal-to-noise ratio, SNRΓ, for 100 time shifts of data from the
S6 science run. See caption of Fig. 2 for all details.
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quality flags by estimating the statistical significance of the
coincidence between these data quality flags and the 100
loudest triggers from the time-shifted background study
(no SNRfrac selection applied). The significance is defined
by comparing the number of coincident triggers with the
accidental coincidence mean and standard deviation. Given
the small number of triggers we are considering (100), and
in order to avoid accidental coincidence, we have applied a
stringent selection: only those data quality flags which have
a statistical significance higher than 12 standard deviations
(as defined above) and an efficiency-over-dead-time ratio
larger than 8 have been selected. Here, efficiency refers to
the fraction of noise triggers flagged, while dead time is the
amount of science data excluded by the flag.
For both the S5 and S6 data sets, this procedure selected
data quality flags which relate to malfunctions of the
longitudinal control of the Fabry-Perot cavities and those
which indicate an increase in seismic noise. The total dead
time which results from applying these data quality (DQ)
flags amounts to ≈12 hours in H1 and L1 (0.18%) for S5,
and ≈4 hours in H1 (0.13%) and ≈7 hours in L1 (0.22%)
for S6.
As shown in Figs. 2 and 3, these two data quality cuts
(SNRfrac and DQ flags) are useful for suppressing the
high-SNRΓ tail of the FAR distribution. More precisely, the
SNRfrac cut is very effective for cleaning up coincident
glitches with high SNRΓ, while the DQ flags are capable
of removing less extreme triggers occurring due to the
presence of a well-identified noise source. We have thus
decided to look at the unshifted (zero-lag) triggers after the
SNRfrac cut is applied and to reserve the DQ flags for
the exclusion of potential GW candidates that are actually
due to a well-understood instrumental problem.
After the application of the SNRfrac cut, the resulting
FAR distribution can be compared with that of a
Monte Carlo simulation using a Gaussian noise distribution
(assuming an initial LIGO noise sensitivity curve). A
discrepancy of ≈10% in the total number of triggers and
a slight excess of loud triggers are observed for both the S5
and S6 data sets when compared to Gaussian noise.
V. SEARCH SENSITIVITY
A. GW signal models
To assess the sensitivity of our search to realistic GW
signals, we use 15 types of simulated GW signals. Four of
these waveforms are based on an astrophysical model of a
black hole accretion disk instability [58,59]. The other 11
waveforms are not based on a model of an astrophysical
GW source, but are chosen to encapsulate various charac-
teristics that long-transient GW signals may possess,
including duration, frequency content, bandwidth, and rate
of change of frequency. These ad hoc waveforms can be
divided into three families: sinusoids with a time-dependent
frequency content, sine-Gaussians, and band-limited white
noise bursts. All waveforms have 1 s–long Hann-like tapers
applied to the beginning and end of the waveforms in order
to prevent data artifacts which may occur when the
simulated signals have high intensity. In this section, we
give a brief description of each type of GW signal model.
1. Accretion disk instabilities
In this study, we include four variations on the ADI
model (see Sec. II for more details). Although this set
of waveforms does not span the entire parameter space of
the ADI model, it does encapsulate most of the possible
variations in the signal morphology in terms of signal
durations, frequency ranges and derivatives, and ampli-
tudes (see Table I for a summary of the waveforms). While
these waveforms may not be precise representations of
realistic signals, they capture the salient features of many
proposed models and produce long-lived spectrogram
tracks.
2. Sinusoids
The sinusoidal waveforms are characterized by a sine
function with a time-dependent frequency content. The
waveforms are described by
hþðtÞ ¼
1þ cos2ι
2
cos 2ψ cosϕðtÞ − cos ι sin 2ψ sinϕðtÞ;
ð7Þ
h×ðtÞ ¼
1þ cos2ι
2
sin 2ψ cosϕðtÞ þ cos ι cos 2ψ sinϕðtÞ;
ð8Þ
where ι is the inclination angle of the source, ψ is the source
polarization, and ϕðtÞ is a phase time series, given by
ϕðtÞ ¼ 2π

f0tþ
1
2

df
dt

t2 þ 1
6

d2f
dt2

t3

: ð9Þ
Two of the waveforms are completely monochromatic,
two have a linear frequency dependence on time, and two
TABLE I. List of ADI waveforms [58,59] used to test the
sensitivity of the search. Here, M is the mass of the central black
hole, a is the dimensionless Kerr spin parameter of the black
hole, and ϵ is the fraction of the disk mass that forms clumps.
Frequency refers to the ending and starting frequencies of the GW
signal, in that order. All waveforms have an accretion disk mass
of 1.5 M⊙.
Waveform M½M⊙ a ϵ Duration [s] Frequency [Hz]
ADI-A 5 0.30 0.050 39 135–166
ADI-B 10 0.95 0.200 9 110–209
ADI-C 10 0.95 0.040 236 130–251
ADI-E 8 0.99 0.065 76 111–234
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have a quadratic frequency dependence on time. This
family of waveforms is summarized in Table II.
3. Sine-Gaussians
The sine-Gaussian waveforms are essentially monochro-
matic signals (see Eqs. (7) and (8)) multiplied by a
Gaussian envelope:
e−t
2=τ2 : ð10Þ
Here, τ is the decay time, which defines the width of the
Gaussian envelope. This set of waveforms is summarized
in Table III.
4. Band-limited white noise bursts
We have generated white noise and used a sixth-order
Butterworth band-pass filter to restrict the noise to the
desired frequency band. Each polarization component of
the simulated waveforms is generated independently;
thus, the two components are uncorrelated. This family
of waveforms is summarized in Table IV.
B. Sensitivity study
Using the waveforms described in the previous section,
we performed a sensitivity study to determine the overall
detection efficiency of the search as a function of
waveform amplitude. First, for each of the 15 models,
we generated 1500 injection times randomly between
the beginning and the end of each of the two data sets,
such that the injected waveform was fully included in a
group of at least one 500 second–long analysis window.
A minimal time lapse of 1000 s between two injections
was enforced. For each of the 1500 injection times, we
generated a simulated signal with random sky position,
source inclination, and waveform polarization angle.
The time-shifted data plus simulated signal was then
analyzed using the search algorithm described in Sec. IV.
The simulated signal was considered recovered if the
search algorithm found a trigger fulfilling the following
requirements:
(1) The trigger was found between the known start and
end times of the simulated signal.
(2) The trigger was found within the known frequency
band of the signal.
(3) The SNRΓ of the trigger exceeded a threshold
determined by the loudest trigger found in each
data set (using the unshifted data).
This was repeated with 16 different signal amplitudes
(logarithmically spaced) for each waveform and injection
time in order to fully characterize the search’s detection
efficiency as a function of signal strength.
In Fig. 4, we show the efficiency, or ratio of reco-
vered signals to the total number of simulations, as a
function of either the distance to the source or the
root-sum-squared strain amplitude (hrss) arriving at the
Earth, defined as
hrss ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
ðjhþðtÞj2 þ jh×ðtÞj2Þdt
s
: ð11Þ
Among each family of waveforms, the pipeline effi-
ciency has a frequency dependence that follows the data
strain sensitivity of the detectors. The duration of the signal
also plays a role, but to a lesser extent. We also note that the
search efficiency for monochromatic waveforms (MONO
and SG) is significantly worse than for the other wave-
forms. This is due to the usage of adjacent time segments to
compute σˆY (see Eq. (4)), which is affected by the presence
of the GW signal.
VI. RESULTS
Having studied the background triggers and optimized
the SNRfrac threshold using both background and simu-
lated signals, the final step in the analysis is to apply the
search algorithm to the unshifted (zero-lag) data (i.e. zero
time shift between the H1 and L1 strain time series) in order
to search for GW candidates. The resulting distributions
of SNRΓ for the zero-lag S5 and S6 data sets are compared
to the corresponding background trigger distributions in
Fig. 5. A slight deficit of triggers is present in the S6 zero
TABLE II. List of sinusoidal waveforms used to test the
sensitivity of the search. Here, f0 is the initial frequency of
the signal, df=dt is the frequency derivative, and d2f=dt2 is the
second derivative of the frequency.
Waveform Duration [s] f0 ½Hz dfdt ½Hz=s d
2f
dt2 ½Hz=s2
MONO-A 150 90 0.0 0.00
MONO-B 250 505 0.0 0.00
LINE-A 250 50 0.6 0.00
LINE-B 100 900 −2.0 0.00
QUAD-A 30 50 0.0 0.33
QUAD-B 70 500 0.0 0.04
TABLE III. List of sine-Gaussian waveforms used to test the
sensitivity of the search. Here, τ is the decay time of the Gaussian
envelope.
Waveform Duration [s] f0 ½Hz τ ½s
SG-A 150 90 30
SG-B 250 505 50
TABLE IV. List of band-limited white noise burst waveforms
used to test the sensitivity of the search.
Waveform Duration [s] Frequency band [Hz]
WNB-A 20 50–400
WNB-B 60 300–350
WNB-C 100 700–750
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lag, but it remains within one standard deviation of what is
expected from the background.
A. Loudest triggers
Here, we consider the most significant triggers from
the S5 and S6 zero-lag analyses. We check the FAR of each
trigger, which is the number of background triggers with
SNRΓ larger than a given threshold SNR⋆Γ divided by the
total background live time, Tbkg. We also consider the false
alarm probability (FAP), or the probability of observing at
least N background triggers with SNRΓ higher than SNR⋆Γ:
FAPðNÞ ¼ 1 −
Xn¼N−1
n¼0
μnbkg
n!
× e−μbkg ; ð12Þ
where μbkg is the number of background triggers expected
from a Poisson process (given by μbkg¼Tobs×FARðSNR⋆ΓÞ,
where Tobs is the observation time). For the loudest
triggers in each data set, we take N ¼ 1 to estimate
the FAP.
The most significant triggers from the S5 and S6 zero-lag
analyses occurred with false alarm probabilities of 54%
and 92%, respectively. They have respective false alarm
rates of 1.00 yr−1 and 6.94 yr−1. This shows that triggers
of this significance are frequently generated by detector
noise alone, and thus, these triggers cannot be considered
GW candidates.
Additional follow-up indicated that no category 2 data
quality flags in H1 nor L1 were active at the time of these
triggers. The examination of the ft-maps, the whitened
time series around the time of the triggers, and the
monitoring records indicate that these triggers were
due to a small excess of noise in H1 and/or L1, and
are not associated with a well-identified source of noise.
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FIG. 4. Efficiency of the search pipeline at recovering different waveforms as a function of the distance to the source (for ADI
waveforms) or the signal strength hrss (all others). All results shown here used data from the S6 science run. The SNRfrac threshold is set
at 0.45, and the recovery threshold is set at SNRΓ ¼ 27.13. The error bars are computed using binomial statistics. Top left: ADI
waveforms. Top right: sinusoidal waveforms. Bottom left: sine-Gaussian waveforms. Bottom right: white noise burst waveforms.
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More information about these triggers is provided in
Table V.
B. Rate upper limits
Since no GW candidates were identified, we proceed to
place upper limits on the rate of long-duration GW transients
assuming an isotropic and uniform distribution of sources.
We use two implementations of the loudest event statistic
[72] to set upper limits at 90% confidence. The first method
uses the false alarm density (FAD) formalism [6,10], which
accounts for both the background detector noise and the
sensitivity of the search to simulated GW signals. For each
simulated signal model, one calculates the efficiency of the
search as a function of source distance at a given threshold on
SNRΓ, then integrates the efficiency over volume to gain a
measure of the volume of space which is accessible to the
search (referred to as the visible volume). The threshold is
given by the SNRΓ of the “loudest event,” or in this case, the
trigger with the lowest FAD. The 90% confidence upper
limits are calculated (following Ref. [72]) as
R90%;VT ¼
2.3P
kVvis;kðFAD⋆Þ × Tobs;k
: ð13Þ
Here, the index k runs over data sets, Vvis;kðFAD⋆Þ is the
visible volume of search k calculated at the FAD of
the loudest zero-lag trigger (FAD⋆), and Tobs;k is the
observation time, or zero-lag live time of search k. The
factor of 2.3 in the numerator is the mean rate (for zero
observed triggers) which should give a nonzero number
of triggers 90% of the time; it can be calculated by
solving Eq. (12) for μbkg with N ¼ 1 and a FAP of 0.9
(i.e., 1 − e−μbkg ¼ 0.9). The subscript VT indicates that
these upper limits are in terms of number of observations
per volume per time.
Due to the dependence of these rate upper limits on
distance to the source, they cannot be calculated for the
ad hoc waveforms without setting an arbitrary source
distance. A full description of the FAD and visible volume
formalism is given in Appendix A; in Table VI, we present
these upper limits for the four ADI waveforms.
Statistical and systematic uncertainties are discussed
further in Appendix A, but we note here that the dominant
source of uncertainty is the amplitude calibration uncer-
tainty of the detectors. During the S5 science run, the
amplitude calibration uncertainty was measured to be
10.4% and 14.4% for the H1 and L1 detectors, respec-
tively, in the 40–2000 Hz frequency band [73]. Summing
these uncertainties in quadrature gives a total calibration
uncertainty of 17.8% on the amplitude, and thus, an
uncertainty of 53.4% on the visible volume. For S6,
the amplitude calibration uncertainty was measured at
4.0% for H1 and 7.0% for L1 in the 40–2000 Hz band,
resulting in a total calibration uncertainty of 8.1% on the
amplitude and 24.2% on the visible volume [74]. These
uncertainties are marginalized over using a Bayesian
method discussed in Appendix B. The upper limits
presented in Table VI are conservative and include these
uncertainties.
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FIG. 5. FAR distribution of unshifted triggers from S5 (black
circles) and S6 (red triangles) as a function of the trigger signal-
to-noise ratio, SNRΓ. The distributions are compared to the
estimated background distributions for the S5 (solid black) and
S6 (dashed red) data sets. We observe a slight deficit of triggers in
S6 that remains within one standard deviation of what is expected
from the time-shifted triggers. Also shown is the FAR distribution
generated by a Monte Carlo simulation assuming Gaussian
detector noise (solid cyan).
TABLE V. The most significant triggers from the S5 and S6
data sets. GPS times given correspond to trigger start times; both
triggers had durations of 23.5 seconds.
Data set SNRΓ FAR ½yr−1 FAP GPS time Freq. [Hz]
S5 29.65 1.00 0.54 851136555.0 129–201
S6 27.13 6.94 0.92 958158359.5 537–645
TABLE VI. Rate upper limits on ADI waveforms calculated
with Eq. (13). The visible volume of each search is shown to
illustrate relative search sensitivities. Uncertainties on the visible
volumes are not included, but are primarily due to calibration
uncertainty, and are 53% and 24% for all waveforms in S5 and S6,
respectively. 1σ uncertainties on the upper limits are marginalized
over using the Bayesian method described in Appendix B.
Vvis½Mpc3
Waveform S5 S6 R90%;VT ½Mpc−3 yr−1
ADI-A 1.8 × 103 3.6 × 103 9.4 × 10−4
ADI-B 5.7 × 104 9.1 × 104 3.4 × 10−5
ADI-C 7.8 × 103 1.6 × 104 2.2 × 10−4
ADI-E 1.6 × 104 3.2 × 104 1.1 × 10−4
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For signal models without a physical distance calibra-
tion, we use the loudest event statistic to calculate rate
upper limits at 90% confidence based on the search
pipeline’s efficiency:
R90%;T ¼
2.3P
kϵkðSNR⋆Γ;kÞTobs;k
: ð14Þ
Here, ϵk is the efficiency of search k at a detection threshold
SNR⋆Γ;k corresponding to the loudest zero-lag trigger from
search k. The resulting upper limits are in terms of the
number of observations per time, as indicated by the
subscript T. They are a function of signal strength in
the form of root-sum-squared strain, hrss, and are presented
in Fig. 6.
Again, systematic uncertainty in the form of amplitude
calibration uncertainty is the main source of uncertainty
for these upper limits. This uncertainty is accounted for
by adjusting the signal amplitudes used in the sensitivity
study (and shown in the efficiency curves in Fig. 4)
upward by a multiplicative factor corresponding to the
respective 1σ amplitude calibration uncertainty; this results
in conservative upper limits.
In Fig. 7, we show the R90%;T upper limits in
terms of source distance for the ADI waveforms. To
compare these upper limits to the R90%;VT upper limits,
one would integrate the inverse of the R90%;T curves
(shown in Fig. 7) over volume to obtain an overall
estimate of the signal rate. The two methods have been
compared, and the results are consistent within ≈25% for
all four of the ADI waveforms. Differences between the
two methods arise from the usage of different trigger
ranking statistics (FAD vs. SNRΓ), and the fact that the
uncertainties are handled differently in each case.
C. Discussion
Given the absence of detection candidates in the search,
we have reported upper limits on the event rate for
different GW signal families. Specifically, Fig. 6 shows
that, along with signal morphology, both the frequency
and the duration of a signal influence the search sensi-
tivity. The hrss values for a search efficiency of 50%
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FIG. 6. Loudest event statistic upper limits for the 15 simulated GW signals used to test the sensitivity of the search (calculated with
Eq. (14)). 1σ uncertainties are included by adjusting the signal amplitudes upward. Top left: ADI waveforms. Top right: sinusoidal
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obtained with S5 and S6 data are reported in Table VII.
For the ADI waveforms, the 50% efficiency distance is
also given. Although these limits cannot be precisely
compared to the results of unmodeled short transient GW
searches [4] because different waveforms were used by
the two searches, it is clear that in order for long transient
GW signals to be observed, it is necessary for the source
to be more energetic: the total energy radiated is spread
over hundreds of seconds instead of a few hundred
milliseconds.
One can also estimate the amount of energy emitted by a
source located at a distance r where the search efficiency
drops below 50% (h50%rss ) using the quadrupolar radiation
approximation to estimate the energy radiated by a pair of
rotating point masses:
EGW ≈ ðh50%rss Þ2r2π2f2GW
c3
G
: ð15Þ
Considering the mean frequency of each GW waveform,
we obtain an estimate of the energy that would have been
released by a source that would be detected by this search.
For the ADI waveforms, the corresponding energy is
between 9 × 10−8 M⊙c2 and 6 × 10−7 M⊙c2. For the
ad hoc waveforms, one must fix a fiducial distance at
which one expects to observe a signal. For instance,
considering a Galactic source at 10 kpc, the emitted energy
would be in the range 2 × 10−7–2 × 10−4 M⊙c2. This is
still 2–4 orders of magnitude larger than the amount of
energy estimated in Ref. [47] for a 10 kpc protoneutron star
developing matter convection over 30 s: 4 × 10−9 M⊙c2.
Finally, we note that the search for long-duration
transient signals is also closely related to the effort by
LIGO and Virgo to observe a stochastic background of
GWs. One or more long-lived transient GW events, with a
duration of days or longer, could produce an apparent
signal in either the isotropic [21,23,24] or directional [22]
stochastic GW searches. It was for this reason that this
long-duration transient detection pipeline was originally
developed [40]. The methods for detecting these long-
duration transients have been adapted, in the study des-
cribed in this present paper, to search for signals in the
10 s–to–500 s regime. A dedicated search for long-duration
transient GW signals which last for days or longer will be a
necessary component in the effort to understand the origin
of apparent stochastic background signals which may be
observed by LIGO and Virgo in the future [75].
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TABLE VII. Values of hrss and distance where the search achieves 50% efficiency for each of the simulated GW signals studied and
each of the two data sets. EGW is an estimate of the energy released (given by Eq. (15)) by a source located at the detection distance for
the ADI waveforms, or at 10 kpc for the ad hoc waveforms.
Run S5 S6
Waveform h50%rss ½Hz−1=2 distance50% ½Mpc EGW ½M⊙c2 h50%rss ½Hz−1=2 distance50% ½Mpc EGW ½M⊙c2
ADI-A 1.8 × 10−21 5.4 1.5 × 10−7 1.4 × 10−21 6.8 9.4 × 10−8
ADI-B 1.9 × 10−21 16.3 1.9 × 10−7 1.7 × 10−21 18.6 1.5 × 10−7
ADI-C 3.6 × 10−21 8.9 9.9 × 10−7 2.9 × 10−21 11.3 6.3 × 10−7
ADI-E 2.3 × 10−21 11.5 3.3 × 10−7 2.0 × 10−21 13.4 2.4 × 10−7
LINE-A 3.9 × 10−21    4.9 × 10−7 3.1 × 10−21    3.1 × 10−7
LINE-B 8.5 × 10−21    9.6 × 10−5 5.2 × 10−21    3.7 × 10−5
MONO-A 1.3 × 10−20    3.1 × 10−6 1.2 × 10−20    2.4 × 10−6
MONO-B 2.1 × 10−20    2.3 × 10−4 1.1 × 10−20    7.0 × 10−5
QUAD-A 2.7 × 10−21    2.4 × 10−7 2.4 × 10−21    1.9 × 10−7
QUAD-B 5.1 × 10−21    1.6 × 10−5 2.9 × 10−21    5.3 × 10−6
SG-A 2.4 × 10−20    1.0 × 10−5 1.9 × 10−20    6.2 × 10−6
SG-B 2.1 × 10−20    2.5 × 10−4 1.0 × 10−20    5.9 × 10−5
WNB-A 7.2 × 10−21    5.5 × 10−6 5.5 × 10−21    3.2 × 10−6
WNB-B 9.1 × 10−21    1.8 × 10−5 6.4 × 10−21    9.2 × 10−6
WNB-C 2.1 × 10−20    5.0 × 10−4 1.3 × 10−20    1.7 × 10−4
ALL-SKY SEARCH FOR LONG-DURATION … PHYSICAL REVIEW D 93, 042005 (2016)
042005-15
VII. CONCLUSIONS
In this paper, we have presented an all-sky search for
long-lasting GW transients with durations between a few
seconds and a few hundred seconds. We performed the
search on data from the LIGO H1 and L1 detectors
collected during the S5 and S6 science runs. We used a
cross-correlation pipeline to analyze the data and identify
potential GW candidate triggers. To reject high-SNRΓ
triggers due to detector noise, we defined a discriminant
cut based on the trigger morphology. We have also used
data quality flags that veto well-identified instrumental or
environmental noise sources to remove significant outliers.
No GW candidates were identified in this search, and as a
consequence, we set upper limits on several types of
simulated GW signals. These are the first upper limits
from an unmodeled all-sky search for long-transient GWs.
The upper limits are given in Table VI and Figs. 6 and 7.
After 2010, the LIGO and Virgo interferometers went
through a series of upgrades [26,27]. LIGO has just started
its first observational campaign with its advanced configu-
ration and will be joined by Virgo in 2016 [29]. The strain
sensitivity of the advanced detectors is expected to even-
tually reach a factor of 10 better than the first-generation
detectors. This development alone should increase the
distance reach of our search by a factor of 10, the energy
sensitivity by a factor of 100, and the volume of space
which we can probe by a factor of 1000.
Improvements are also being made to this search pipe-
line; a technique for generating triggers called “seedless
clustering” has been shown to increase the sensitivity of the
search by 50% or more in terms of distance [76–81]. The
improvements to the search pipeline described in this paper,
coupled with the increased sensitivity of LIGO and Virgo,
will drastically improve the probability of detecting long-
duration transient GWs and pave the way for an exciting
future in GW astronomy.
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APPENDIX A: VISIBLE VOLUME
AND FALSE ALARM DENSITY
In order to constrain the rate and source density of the
GW signals studied in this search, we estimate the volume
of the sky in which the search algorithm is sensitive to these
signals. For this, we use the visible volume [6,10]
VvisðSNRΓÞ ¼
X
i
4πr2i

dNinj
dr
ðriÞ

−1
: ðA1Þ
Here the index i runs over detected injections, ri is the
distance to the ith injection, and dNinj=dr is the radial
density of injections. The SNRΓ parameter sets the thresh-
old which determines whether an injection is recovered or
not. To calculate the visible volume, we require distance-
calibrated waveforms, so this method is not practical for the
ad hoc waveforms discussed previously.
Our estimate of the visible volume is affected by both
statistical and systematic uncertainties. We can estimate
the statistical uncertainty on the visible volume using
binomial statistics [6,10]:
σstat ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
i

4πr2i

dNinj
dr
ðriÞ

−1

2
s
: ðA2Þ
Systematic uncertainty on the visible volume comes
from the amplitude calibration uncertainties of the
detectors:
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σsys ¼ 3 × Vvis × σcalibration: ðA3Þ
These uncertainties are discussed further in Sec. VI B. We
can estimate the total uncertainty on the visible volume by
summing the statistical and systematic uncertainties in
quadrature:
σVvis ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2stat þ σ2sys
q
: ðA4Þ
We note that the statistical uncertainty is negligible
for this search compared to the systematic uncertainty
from the amplitude calibration uncertainty of the
detectors.
The false alarm density (FAD) statistic is useful for
comparing the results of searches over different data sets
or even using different detector networks [6,10,82]. It
provides an estimate of the number of background
triggers expected given the visible volume and back-
ground live time of the search. The classical FAD is
defined in terms of the FAR divided by the visible
volume:
FADcðSNRΓÞ ¼
FARðSNRΓÞ
VvisðSNRΓÞ
: ðA5Þ
In this way, the FAD accounts for the network sensitivity
to GW sources as well as the detector noise level and
the accumulated live time.
We follow Ref. [82] to define a FAD which produces a
monotonic ranking of triggers:
FADðSNRΓ;iÞ ¼ minðFADcðSNRΓ;iÞ; FADcðSNRΓ;i−1ÞÞ;
ðA6Þ
where the index i runs over triggers in increasing order
of SNRΓ.
One then uses the FAD to combine results from searches
over different data sets or with different detector networks
by calculating the time-volume productivity of the com-
bined search:
νðFADÞ ¼
X
k
Vvis;kðFADÞ × Tobs;k: ðA7Þ
Here the index k runs over data sets or detector net-
works. We note that the denominator in Eq. (13) is equal
to ν as described here. The uncertainty on ν can be
calculated as
σνðFADÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
k
T2obs;kσ
2
Vvis;k
ðFADÞ
r
: ðA8Þ
The combined time-volume product is then used to
calculate final upper limits (see Eqs. (13) and (B1)).
APPENDIX B: BAYESIAN FORMALISM FOR
FAD UPPER LIMIT CALCULATION
The observed astrophysical rate of triggers is given by
R ¼ N
νðFAD⋆Þ ; ðB1Þ
where N is the number of triggers observed by the search, ν
is the time-volume product described in Eq. (A7), and
FAD⋆ is the false alarm density of the most significant
zero-lag trigger. Although this search found no GW
candidates, N is Poisson distributed, with some underlying
mean and variance μ. To properly handle the uncertainty
associated with the time-volume product, we utilize a
Bayesian formalism to account for uncertainties in both
quantities in the calculation of rate upper limits. Here, our
goal is to constrain the rate using the mean expected
number of triggers, μ.
Given an observation of N triggers with a time-volume
product of ν¯, we can define a posterior distribution for μ and
ν in terms of Bayes’ theorem:
Pðμ; νjN; ν¯Þ ¼ PðN; ν¯jμ; νÞPðμ; νÞ
PðN; ν¯Þ ; ðB2Þ
where Pðμ; νjN; ν¯Þ is the posterior distribution, PðN; ν¯jμ; νÞ
is the likelihood, Pðμ; νÞ are the priors, and PðN; ν¯Þ is the
evidence.
We may disregard the evidence since it is simply a
normalization factor, and use uniform priors on μ and ν:
μ ∈ ½0; μmax; ðB3aÞ
ν ∈ ½0; νmax: ðB3bÞ
Here μmax and νmax are defined to be large enough that all
of the significant posterior mass is enclosed.
The likelihood function can be framed as the product of
two separate distributions: a Poisson distribution with mean
μ and a Gaussian distribution with mean ν¯ and sigma σν
(see Eq. (A8)).
PðN; ν¯jμ; νÞ ¼ e
−μμN
N!
e−ðν−ν¯Þ2=ð2σ2νÞﬃﬃﬃﬃﬃ
2π
p
σν
: ðB4Þ
Using this formalism, we can calculate the posterior
distribution as a function of μ and ν. However, we are
primarily interested in setting limits on the rate, given as the
ratio of μ and ν. We can transform the posterior distribution
to be a function of two new variables by multiplying the
original posterior by the Jacobian determinant of the
transformation:
PðR; νjN; ν¯Þ ¼ Pðμ; νjN; ν¯Þ × jJj: ðB5Þ
Choosing the new variables to be R and ν (for simplicity),
we obtain a Jacobian determinant of
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jJj ¼

∂μ
∂R
∂μ
∂ν
∂ν
∂R
∂ν
∂ν
 ¼ ν: ðB6Þ
This gives a posterior distribution of
PðR; νjN; ν¯Þ ¼ ν e
−μμN
N!
e−ðν−ν¯Þ2=ð2σ2νÞﬃﬃﬃﬃﬃ
2π
p
σν
: ðB7Þ
Finally, we marginalize over ν to get the posterior
distribution of R:
PðRjN; ν¯Þ ¼
Z
νmax
0
PðR; νjN; ν¯Þdν: ðB8Þ
Using this distribution, we can find the 90% limit on R,
R90%;VT, such that 90% of the posterior mass is enclosed, by
numerically solving Eq. (B9):
0.9 ¼
Z
R90%;VT
0
PðRjN; ν¯ÞdR: ðB9Þ
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