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Abstract 
 
A new algorithm for the PMV calculation was developed using Artificial Neural Networks. Several experimental 
investigations were carried out in two classrooms using both Fanger static model and adaptive approaches for the 
PMV evaluation. The Artificial Neural Network was trained considering a few input parameters; specifically for the 
network development only the air temperature and relative humidity were considered as experimental data. This 
algorithm allows to correlate the thermal sensation to both indoor and outdoor factors and it is a useful tool for 
predicting the PMV index, replacing the traditional methods with less time and cost demanding. 
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1. Introduction 
 
Nowadays an increasing number of people spends most of their time in confined environments, with artificial 
climatic conditions, where thermal comfort is a basic factor to be evaluated. Many studies were carried out about 
thermal comfort in moderate environments [1-10], in which thermal sensation was evaluated also considering the 
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adaptive approach. These studies focused on the criticality of the experimental method and the different results 
provided by the Fanger and ISO 7730 static model and by the questionnaire compilation based on an adaptive 
approach. However, both methods require a lot of input data, measurements, and time. 
A new methodology for the PMV calculation by using less input data can be a useful and interesting tool for the 
indoor thermal comfort prediction. Several studies were carried out in order to evaluate and to correlate thermal 
comfort to less input parameters or to outdoor conditions, but the results were not always reliable. A simplified 
approach was developed in 1971 by Rohles [11], with the aim of obtaining PMV index in terms of parameters easily 
sampled in the environment: air temperature and relative humidity. However, this model had an important limit: it 
was only referred to sedentary activity (metabolic rate = 1.2 met) and to a fixed range of clothing thermal insulation 
(Icl d0.6 clo). The Rohles model was extended to a wide range of clothing thermal insulation in [8], in which an 
interesting tool was proposed for HVAC systems testing and check 
Artificial Neural Networks (ANNs) could also be an interesting tool for predicting thermal comfort sensation. In 
particular, the Neural Network can allow to link thermal comfort to a few monitored input data, such as outdoor and 
indoor climate conditions. 
In this paper an ANN was trained considering several input parameters and implementing the adaptive approach 
in order to predict the PMV index without carrying out experimental investigations and in less time. The adaptive 
approach was chosen because it allows to obtain more reliable results in evaluating thermal sensation in very large 
environments. 
 
2. Methodology 
 
2.1 Experimental Campaign 
 
Eleven experimental campaigns were carried out from November to December 2013 in two classrooms at 
Department of Engineering (University of Perugia), in order to collect the input data for the training  of the Networks; 
all the environmental parameters were monitored by using DeltaOhm HD32.7 acquisition system; specifically the air 
temperature (HP3217R), air velocity (AP3203), globethermometer temperature (TP3275), air pressure (HD32.7), 
and relative humidity (AP3203) were acquired with an acquisition rate of 1 minute and for all the duration of 
lessons (about 2 hours). The outdoor and indoor air temperature and relative humidity were also monitored by 
using two TinyTag Ultra 2 TGU-4500, with the same acquisition rate (1 min). The adaptive approach for the 
evaluation of the thermal comfort sensation was also used: after about 1 hour of experimental acquisition, 
questionnaires were distributed to people attending the lesson. The main required parameters were: worn clothing, 
gender, age, thermal sensation, position within the class. 
The adopted thermal sensation scale in the questionnaires, shown in table 1, is the same proposed by Fanger and 
then by ASHARE [12]. The position within the classroom was also asked in order to use it for the training of 
Networks and to evaluate the variation of the thermal sensation within the environment. 
 
Table 1. Thermal sensation scale adopted for the questionnaire investigations [12] 
 
 
Thermal sensation vote 
 
+3 Hot 
+2 Warm 
+1 Slightly warm 
0 Neutral 
-1 Slightly cool 
-2 Cool 
-3 Cold 
 
 
2.2 Input data 
 
On the basis of the experimental campaigns and of questionnaire investigations, the input data to provide for the 
training  of  Network  was  chosen;  in  agreement  with  the  preliminary  results  of  a  previous  work  [13],  all the 
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considered input data was normalized with reference to the maximum value of each one. This way all the input data 
vary between 0 and 1. Nine input parameters were used for the training of the Networks: thermal resistance of 
clothing, gender, metabolism, age, position (X-Y), indoor and outdoor air temperature, and indoor relative humidity. 
The outdoor air temperature was provided because the classrooms in which the experimental investigations were 
carried out have very large transparent surfaces, so people near these surfaces can be influenced by this parameter. 
All the questionnaire data was converted in numerical format; 272 questionnaires were collected overall. An 
Artificial Neural Network was implemented by using a supervised training, then the thermal sensation reported in 
the questionnaires was supplied as target parameter. 
 
2.3 Artificial Neural Network 
 
The Artificial Neural Networks (ANNs) can be trained on the basis of experimental data [14,15], as highlighted 
in other papers [16-20]; the theory on which an ANN based on is already described in a previous work [13]. A two- 
layers feedforward Neural Network was trained by using Matlab programming language; a sigmoidal function for 
the hidden layer and a linear function for the output one were chosen as transfer function (T). For the hidden layer, 
the sigmoidal function was chosen because it allows to simplify the gradient calculation of the Error function (E) 
and to reduce the computational time of the training. The defined pattern is shown in figure 1. The Levenberg- 
Marquardt algorithm was used for the training of Networks. It is a fast method used for minimizing the mean square 
error in the feedforward Neural Network. 
Preliminary simulations were carried out by varying the number of neurons used in the hidden layer. For all the 
simulations, the 70% of data was used for the training, while the remaining part was used for the validation and test 
of the Network (15% and 15% respectively) according to previous work [17]. The regression values and the mean 
error returned by the trained Networks were considered as control parameters; in table 2 the chosen control parameters 
only for the best trained Neural Networks are shown. The best ANN was chosen: it was obtained by using 41 
neurons that has the higher training, test, and global regression values and the smallest mean error and standard 
deviation. In Figure 2 the comparison between the PMV calculated using the Artificial Neural Network and the heat 
balance approach with respect to questionnaires data is shown; the ANN' results are better correlated with 
questionnaires data than the one calculated with the Fanger static model approach. The Regression line is more 
similar to the bisecting line, which represent a perfect correlation (PMVq=PMVANN); the regression coefficient is 
also higher (R2ANN=0.57; R2 anger=0.23). 
 
 
Fig 1. The implemented Artificial Neural Network pattern. (T=transfer function, b=bias value, w=connection weight) 
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Table 2. Preliminary simulations' results: control parameters 
Regression values 
Neurons number 
 
 
 
mean error standard deviation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. PMV indexes comparison: Artificial Neural Network vs Fanger static model 
 
3. Results and discussion 
 
The implemented ANN was generalized and applied to other case studies. Other experimental campaigns were 
carried out from October to December 2014 in the same classrooms and the thermal sensation within the rooms was 
evaluated applying three different methods: Fanger static model, adaptive approach and Artificial Neural Network. 
The aim of the new experimental investigations is to evaluate the reliability of the trained ANN as alternative tool 
for predicting thermal sensation with the adaptive approach and considering only a few monitored parameters (air 
temperature and relative humidity). 
ANN results (fig. 3) are in good agreement with thermal comfort sensation reported in the questionnaires; in 
particular, the thermal sensation evaluated with ANN (R2=0.39) is better correlated than the one calculated with the 
Fanger static model approach (R2=0.16). Therefore the trained ANN allows to simulate more correctly the real 
thermal sensation within the room than the Fanger static model approach. The same comparison is also shown in 
table 3; the mean PMV value and the mean error obtained by using each approach (adaptive - Q, Fanger static model 
- FSM, and Artificial Neural Network - ANN) in the experimental investigations are reported. PMV mean error (table 
3) simulated by using ANN (0.02) is lower than the one returned with Fanger static model approach (0.17), even if 
both methods returned a PMV-mean value very close to each other. 
training validation test global 
1 0.65 0.80 0.59 0.67 -0.01 0.62 
2 0.67 0.70 0.69 0.68 -0.02 0.62 
5 0.72 0.60 0.63 0.69 -0.01 0.61 
6 0.73 0.64 0.57 0.69 0.02 0.61 
7 0.74 0.59 0.60 0.70 0.00 0.61 
12 0.76 0.64 0.59 0.72 -0.03 0.60 
13 0.72 0.64 0.62 0.69 0.01 0.61 
14 0.80 0.57 0.56 0.73 0.03 0.58 
27 0.64 0.64 0.55 0.63 -0.32 0.72 
39 0.82 0.56 0.61 0.75 0.28 0.66 
41 0.87 0.59 0.63 0.79 0.01 0.52 
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Fig. 3. PMV indexes comparison: Artificial Neural Network vs heat balance 
 
Table 3. PMV mean value and mean error calculated using different methods: adaptive, Fanger static model, and ANN) 
 
 
PMV - mean value PMV - mean error 
Experimental investigations 
Q FSM ANN Q-FSM Q-ANN 
1 -0.21 -0.26 -0.08 0.05 -0.13 
2 0.00 -0.18 0.06 0.18 -0.06 
3 0.62 0.64 0.74 -0.02 -0.13 
4 0.13 0.23 0.11 -0.10 0.01 
5 -0.10 -0.37 -0.16 0.27 0.06 
6 0.21 0.23 0.29 -0.02 -0.08 
7 0.11 0.40 0.22 -0.29 -0.11 
8 0.04 -0.31 -0.06 0.35 0.10 
9 -0.14 -0.47 -0.25 0.33 0.11 
10 0.00 -0.25 -0.11 0.25 0.11 
11 0.56 0.10 0.54 0.46 0.01 
12 -0.20 -0.75 -0.53 0.55 0.33 
Mean value 0.08 -0.08 0.07 0.17 0.02 
 
The PMV comparison validates the application of the trained ANN as alternative tool for predicting the thermal 
sensation within the rooms; specifically the implemented ANN allows to simulate the PMV index applying the 
adaptive approach, without carrying out experimental investigations (with questionnaires or expensive instruments), 
but only by measuring air temperature and relative humidity. 
 
4. Conclusion 
 
In this study an Artificial Neural Network was trained in order to simulate the indoor thermal sensation by applying 
an adaptive approach. Two different experimental investigations were carried out in two different periods: the first 
one (from November to December 2013) was used to acquire the input data needed for the training of the network, 
the second one (from October to December 2014) to validate the trained ANN as alternative tool for predicting 
the thermal sensation with respect to the Fanger static model and the questionnaires approaches. 
The ANN was trained considering only nine input parameters; specifically only the monitored outdoor and indoor  
air temperature and  relative humidity were used  as  input parameters for  the training of the network.    The 
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mean PMV values simulated using ANN are very close to the ones acquired with questionnaires during the 
experimental investigations; in particular, results showed that the thermal sensation obtained by using ANN was 
more reliable than the one calculated applying the Fanger static model approach. 
The trained ANN is an alternative tool for predicting the thermal sensation within the rooms. This algorithm 
allows to predict the thermal sensation by applying the adaptive approach without carrying out the experimental 
investigations by means of questionnaires or expensive instrumentations, then it can allow time and money saving. 
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Nomenclature 
 
ANN Artificial Neural Network 
PMV Predicted Mean Vote 
PMVq Predicted Mean Vote - questionnaires 
PMVANNPredicted Mean Vote - Artificial Neural Network 
