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1. Introduction
Theories developed for systems of parabolic equations have been applied to many nonlinear reaction–diffusion models in
various ﬁelds of natural sciences. There have been many mathematical models arising from biological and chemical sciences
including the classical engineering ﬁelds.
In recent years, an increasing number of mathematical models from biological and medical sciences have been appearing
in the form of general PDE problems including reaction–diffusion equations with non-smooth and strong nonlinearities,
such as nonlinear, non-homogeneous systems under nonlinear boundary conditions without the assumption of the quasi-
monotone property. Thus, the classical upper–lower solution method cannot be applied to such nonlinear PDE problems
since the method for standard upper–lower solutions depends heavily on a monotone iteration argument [12,17,21]. For
more information on problems related to this paper, the reader is referred to [13] and the references therein.
In [15], the authors have extended the method of classical upper–lower solutions for the elliptic type of nonlinear
reaction–diffusion equation without the assumption of quasi-monotonicity under nonlinear, non-homogeneous boundary
conditions and obtained the coexistence results for a certain model as an application. In [16], the upper–lower solution
method for parabolic systems without the assumption of quasi-monotonicity under homogeneous boundary conditions was
studied by constructing monotone iterative schemes for systems of two equations.
In this paper, we extend the classical result of an upper–lower solution technique to non-smooth, nonlinear time-
dependent reaction–diffusion equations in which reaction terms do not have the property of quasi-monotonicity under
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Schauder’s ﬁxed point theorem. As an application, we investigate a mathematical model from biological and medical sci-
ences and obtain the result for the positive existence and ω-limit of the given model by using the extended upper–lower
solution technique we developed in this paper.
The rest of this paper proceeds as follows. Section 2 provides a theorem for the method of upper–lower solutions to
nonlinear parabolic PDEs without the assumption of quasi-monotonicity under non-homogeneous boundary conditions in
Section 2. In Section 3, a model is proposed for an interacting system consisting of immune cells and a virus. Further, the
suﬃcient conditions for the existence of positive solutions to time-dependent systems are given, and the existence of the
ω-limit for the proposed model is discussed.
2. A theorem on upper–lower solutions
Let Ω ⊂ Rn be a domain with smooth boundary ∂Ω and dim(Ω) = n. Denote the cylinder Q T = Ω × [0, T ] and ST its
lateral surface. In what follows, we use the notations for the parabolic Hölder spaces Hl,l/2(Q T ), Hl(Ω) in [5,10,11]. When
l = α < 1, the corresponding Hölder spaces are denoted by Hα,α/2(Q T ), Hα(Ω), respectively.
Recall the following regularity of parabolic equations. For the equation ut − du = f (x, t), u(x,0) = u0(x) under the
boundary conditions a(x, t)u + b(x, t) ∂u
∂n = c(x, t), assume f ∈ Hα,α/2(Ω × [0, T ]), a, b, c ∈ H1+α,(α+1)/2(∂Ω × [0, T ]) and
u0 ∈ H2+α(Ω). Then its solution satisﬁes u ∈ H2+α,1+α/2(Ω × [0, T ]) (see [11, Chapter 4, Section 5]). We denote the norm
of the Hölder spaces Hα,α/2(Ω × [0, T ]) and H2+α,1+α/2(Ω × [0, T ]) by ‖ · ‖α,‖ · ‖2+α , respectively. Also denote the norm
‖u‖0 =max(t,x)∈Q T |u(t, x)|. The set Bm,K (0) in what follows represents the ball of the radius K centered at the origin in Rm .
For reader’s convenience, we recall below the deﬁnition of upper–lower solutions for parabolic systems.
Deﬁnition 2.1. A pair of functions (u1, . . . ,um), (u1, . . . ,um) with ui(x, t)  ui(x, t), where ui,ui ∈ H2+α,1+α/2(Ω × [0, T ]),
α ∈ (0,1), and |ui |, |ui | K for a positive constant K (i = 1,2, . . . ,m) are said to be coupled upper and lower solutions to
the parabolic system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Liui :=
(
ui(x, t)
)
t − diui(x, t) = f i(u1,u2, . . . ,um, x) in Ω,
αiui + βi ∂ui
∂n
= ψi(u1, . . . ,ui−1,ui+1, . . . ,um, x) on ∂Ω,
ui(x,0) = u0i (x),
(2.1)
where αi, βi ∈ H1+α,(1+α)/2(∂Ω × [0, T ]), αi, βi  0, αi + βi > 0, f i ∈ Hα(Bm,K (0) × Ω), ψi ∈ H1+α(B(m−1),K (0) × Ω), u0i ∈
H2+α(Ω), if for each i = 1,2, . . . ,m, they satisfy the inequalities:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Liui(x, t) f i =: sup
u jξ ju j , j =i
f i(ξ1, . . . , ξi−1,ui, ξi+1, . . . , ξm, x) in Ω × [0, T ],
αiui + βi ∂ui
∂n
 sup
u jξ ju j , j =i
ψi(ξ1, . . . , ξi−1, ξi+1, . . . , ξm, x) on ∂Ω × [0, T ],
ui(x,0) u0i (x)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Liui(x, t) f i =: inf
u jξ ju j , j =i
f i(ξ1, . . . , ξi−1,ui, ξi+1, . . . , ξm, x) in Ω × [0, T ],
αiui + βi ∂ui
∂n
 inf
u jξ ju j , j =i
ψi(ξ1, . . . , ξi−1, ξi+1, . . . , ξm, x) on ∂Ω × [0, T ],
ui(x,0) u0i (x).
The following result was given in [16] for parabolic systems without boundary interactions. The proof given there was
based on the construction of monotone iterative convergent sequences only for two by two systems. However, to study
the proposed model to be discussed in the next section, we must consider nonlinear boundary interactions together with
nonlinear time-dependent systems consisting of more equations. For reader’s convenience, we provide below an outline of
a much shorter proof by using Schauder’s ﬁxed point theorem.
Theorem 2.2. Let α be as in the above deﬁnition. Assume that the functions f i(ξ1, . . . , ξm, x), x ∈ Ω are uniformly Lipschitzian and
independent of x for bounded ξ = (ξ1, . . . , ξm) ∈ Rm. If (u1, . . . ,um), (u1, . . . ,um) with ui(x, t)  ui(x, t) are coupled upper–lower
solutions to the system (2.1) by Deﬁnition 2.1, then there exists a solution (u1,u2, . . . ,um), where ui(x, t) ∈ H2+α,1+α/2(Ω × [0, T ]),
i = 1, . . . ,m, such that ui  ui  ui .
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ui  θi  ui, αiui + βi ∂ui∂n  αiθi + βi ∂θi∂n  αiui + βi ∂ui∂n , ui(x,0) θi(x,0) ui(x,0), ‖θi‖2+α  M, i = 1, . . . ,m}, where the
constant M max(‖ui‖2+α,‖ui‖2+α, i = 1, . . . ,m) is speciﬁed below.
Since (u1, . . . ,um) and (u1, . . . ,um) ∈ K, K = ∅. As usual, the norm in the direct sum space is deﬁned as ‖θ‖ :=∑m
i=1 ‖θi‖. For a given θ = (θ1, . . . , θm) ∈
⊕m
i=1 H2+α,1+α/2(Q T ), consider the following equations for i = 1,2, . . . ,m:⎧⎪⎪⎨
⎪⎪⎩
(vi)t − divi + Pi vi = Piθi + f i(θ1, . . . , θm, x) in Q T ,
αi vi + βi ∂vi
∂n
= ψi(θ1, . . . , θi−1, θi+1, . . . , θm, x) on ST ,
vi(x,0) = θi(x,0) on Ω.
(2.2)
According to the comparison theorem and the strong maximum principle together with Hopf’s Lemma, it is clear that
ui  vi  ui . Thus ‖vi‖0  M0 := maxi{‖ui‖0,‖ui‖0}. Since the right-hand side of Eqs. (2.2) is in Hα,α/2(Q t), by reg-
ularity vi ∈ H2+α,1+α/2(Q T ) is obtained. Note that since the functions f i are uniformly Lipschitzian, by the Schauder
interior estimate [5, Chapter 3, Section 2, Theorem 5], one has ‖vi‖2+α  Ki(‖vi‖0 + Li), where Ki is a constant de-
pendent on α and n = dim(Ω) and Li is a constant dependent on the Lipschitzian constant Pi , the diameter of Q T ,
the Hα norm of f i in Bm,M0 (0) × (Ω), and the H1+α norm of ψi in Bm−1,M0 (0) × (Ω). It follows that ‖vi‖2+α 
M1 := K0(M0 + L0), i = 1,2, . . . ,n, where K0 = maxi Ki , L0 = maxi Li , and M0 = maxi{‖ui‖0,‖ui‖0}. We now specify
M =: maxi{M1,‖ui‖2+α,‖ui‖2+α}, i = 1, . . . ,m, in the deﬁnition of the set K stated at the beginning of the proof.
Denote the solution v = (v1, v2, . . . , vm) of system (2.2) by v = T (θ) for θ = (θ1, θ2, . . . , θm) ∈ K. We have proved above
that T (K) ⊂ K. Denote the space X = C2,1(Q T ) := {v(x, t): v is in C2 for x and in C1 for t, where (x, t) ∈ Q T }. It is known
that the inclusion mapping
i : H2+α,1+α/2(Q T ) ↪→ X
is compact [10, Chapter 8, Section 8.5]. Let us denote K the closure of K in X . Then it is easy to verify that K is bounded,
closed and convex in X . Moreover, for any θ = (θ1, θ2, . . . ,n) ∈ K, it must satisfy ui  θi  ui and αiui + βi ∂ui∂n  αiθi +
βi
∂θi
∂n  αiui + βi ∂ui∂n , ui(x,0)  θi(x,0)  ui(x,0). Since the functions f i in system (2.2) are uniformly Lipschitzian, for any
θ = (θ1, θ2, . . . ,n) ∈ X , the right-hand side of (2.2) is in Hα,α/2(Ω × [0, T ]). Thus a solution v = T (θ) can also be found
and v ∈ H2+α,1+α/2(Ω × [0, T ]) [11, Chapter 4, Section 5]. Further, this solution v is in K by the same argument and
the norm estimate we applied in the previous paragraph. Thus the mapping v = i(T (θ)) ∈ X is compact and maps K
into itself. It follows from the Schauder ﬁxed point theorem that there exists a function u = (u1, . . . ,um) ∈ K such that
u = T u ∈ K ⊂ H2+α,1+α/2(Q T ) and ui  ui  ui , i = 1, . . . ,m. 
3. An application
In this section, as an application, we propose a mathematical model describing the interaction between HIV and several
immune cells and obtain the results of the existence of positive solutions and the ω-limit for the proposed model. Our
model is based on the following facts: The HIV can deplete and cripple CD4+T cells, which organize some of the other
immune cells to ﬁght HIV. These T4 cells activate macrophages and T8 cells, which can kill and suppress the virus as well
as infected cells. On the one hand, macrophages contributes to the activation and proliferation of T cells. On the other hand,
they are susceptible to HIV infection, and therefore, as long-lived cells, they serve as a major reservoir of HIV. The interaction
between immune cells and HIV is thus formed by a set of immunology chains. For more information, the reader is referred
to [1,3,4,6,14,9,18–20,23,25]. Based on these facts and previous research, the six by six parabolic system is proposed as a
model of human immune cells ﬁghting HIV in the domain Ω, with no antivirus medication.
3.1. The mathematical model
The model is proposed by the following 6× 6 reaction–diffusion equations:
(ui)t − diui = f i(u1,u2, . . . ,u6) in Ω, i = 1,2, . . . ,6 (3.1)
where ui := ui(x) denote the densities represented, respectively:
u1: uninfected CD4+T cells, u2: cytotoxic T8 cells,
u3: uninfected macrophages, u4: (HIV) virus,
u5: uninfected stem cells, u6: infected stem cells.
Here the diffusion rates di > 0 are constants, and Ω is a non-speciﬁed domain in R3 that may contain lymph nodes where
T cells are undergoing homing. The boundary ∂Ω can be quite irregular, but for simplicity, we assume that ∂Ω is smooth.
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f1(u1,u2,u3,u4,u5,u6) = a1u5 − a2u1 − a3 min(u1,u4) + a4 u1u3
1+ u1u3 ,
f2(u1,u2,u3,u4,u5,u6) = a5u5 − a6u2 + a7φ1(u1) u2u3
1+ u2u3 ,
f3(u1,u2,u3,u4,u5,u6) = a8u5 − a9 min(u3,u4) + a10φ1(u1)u3 − a11u3,
f4(u1,u2,u3,u4,u5,u6) = φ4(u1,u3,u4) + a12u6 − a13φ2(u1)u2u4 − a14u4,
f5(u1,u2,u3,u4,u5,u6) = a15u5(c − u5)− a16φ3(u1,u4)u5 + a17 u1u5
1+ u1u5 ,
f6(u1,u2,u3,u4,u5,u6) = −a18u6 + a16φ3(u1,u4)u5 − a19u2u6, (3.2)
where the threshold functions are deﬁned as follows:
φ1(u1) =
{ u1
a for 0 u1 < a,
1 for u1  a,
φ2(u1) =
{ u1
b for 0 u1 < b,
1 for u1  b,
φ3(u1,u4) =
{ e−u1
e
u4
1+u4 for 0 u1  e,
0 for u1 > e,
φ4(u1,u3,u4) := a20u4 min(u4,u1 + u3) =
{
a20u24 for 0 u4 < (u1 + u3),
a20u4(u1 + u3) for u4  (u1 + u3).
(3.3)
The rates a4,a7,a10,a12  0, whereas the remaining rates ai > 0, i = 1, . . . ,20, i = 4,7,10,12. All of the parameters
a,b, c, e are positive constants.
In the in vivo case, the boundary operator B = (B1,B2, . . . ,B6) is deﬁned as follows.
(i) B6u6 := ∂u6
∂n
= 0,
(ii) Biui := θi(x)ui + ηi(x) ∂ui
∂n
= 0, i = 1,2,3,5,
(iii) B4u4 := ∂u4
∂n
+ α(x)u4 = β(x)(u1 + u3), α(x) 0, β(x) 0, on ∂Ω, (3.4)
where θi, ηi,α,β ∈ C1+l(Ω), i = 1,2,3,5. In addition, we assume that θi(x)  0, ηi(x)  0; θi(x) + ηi(x) > 0 and that
α(x) 0, β(x) 0; α(x)+ β(x) > 0. Thus, it is obvious that the assumptions for the boundary functions in Deﬁnition 2.1 as
well as in Theorem 2.2 are well met.
The initial data ui0(x) ≡ ui(0, x), in H2+l(Ω), for some 0< l < 1, x ∈ Ω , satisfy the following assumptions:
0 ui0 , ‖ui0‖∞ > 0, i = 1,2,3,5; ‖ui0‖∞  0, i = 4,6. (3.5)
(For the spaces Hl,α , see, for example, [11, Chapter 1].)
Here n denotes the outward-pointing normal direction on ∂Ω . The initial data (3.5) are assumed to be compatible with
the boundary conditions (3.4).
In the in vitro case, the boundary behavior is naturally described by the Neumann conditions:
Bi(ui) = ∂ui
∂n
= 0, i = 1,2, . . . ,6. (3.6)
The boundary conditions (3.6) can be viewed as a special case of (3.4) in vivo for particular choices of the functions
θ j(x), η j(x),α(x) and β(x). Thus we discuss the model under the boundary conditions (3.4) for the in vivo case.
3.2. Preliminaries
Let Ω be a bounded domain in R3 with a smooth boundary and H = ⊕6i=1 L2(Ω) the real Hilbert space. Consider a
system of 6× 6 PDEs given by
ut = Au + f (u) in H, (3.7)
where u = (u1,u2,u3,u4,u5,u6)t , f = ( f1, . . . , f6), and A =⊕6i=1 di, i = 1, . . . ,6, under the boundary operator B deﬁned
in (3.4). The domain D(A) = {u ∈⊕6i=1 W 2,2(Ω): B(u) satisﬁes (3.4)} is densely deﬁned in H =⊕6i=1 L2(Ω) (see below
and [26, Section 17, Section 21]).
The following property of the operator A will be used in the discussion on the ω-limit in Section 3.4.
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analytic and compact in the space H =⊕6i=1 L2(Ω). In particular, system (3.1)–(3.5) has a unique local classic solution for t ∈ [0, T ],
for a positive T < ∞.
Proof. Let σ(A) be the spectrum of the operator A while σP (A) stands for eigenvalues of A. We claim ﬁrst that
(i) σ(A) ≡ σP (A),
(ii) 1 /∈ σP (A),
(iii) σp(A) ⊂ {λ ∈ R, λ 0} = R− .
Proof of the claim. (i) We ﬁrst show that σC (A) = σR(A) = ∅, where σC (A),σR(A) denote the continuous part and the
residue of σ(A), respectively. Suppose that λ ∈ σC (A) = ∅. Then there exists a sequence u(n) = (u(n)1 ,u(n)2 , . . . ,u(n)6 ) ∈ D(A)
with ‖u(n)‖H = 1 such that (A − λI)u(n) → 0, that is, (di − λI)u(n)i → 0; i = 1,2, . . . ,6. In the case that u(n)i = 0 for
i = 4 and for large n → ∞, it follows easily that λ ∈ σP (di) under the corresponding boundary operator Bi , i = 4. Let u˜i
be the corresponding eigenfunction, that is, (di − λI)u˜i = 0. In fact, since the spectrum of the operator di − λI under
the boundary operator Bi for i = 4, which is either homogeneous Robin or Neumann condition, contains only eigenvalues,
λ ∈ σP (di). Furthermore, due to the elliptic regularity and the smoothness assumption on boundary functions θi, ηi , it
follows that the eigenfunctions are smooth and thus in the space W (2,2)(Ω). Then (0, . . . , u˜i, . . . ,0) is an eigenvector of A
and consequently λ ∈ σP (A), which contradicts the fact that λ ∈ σC (A). In the case that u(n)i ≡ 0 for i = 4 and all large n,
particularly, u(n)1 ≡ 0 ≡ u(n)3 , the boundary condition given by B4 is thus homogeneous and consequently λ ∈ σP (d4), which
also leads to a contradiction. We show next that σR(A) = ∅. Let λ /∈ σP (A) and (g1, g2, . . . , g6) ∈ H be given. The equation
(di − λI)ui = gi , Biui = 0 for i = 4 can be solved uniquely because λ /∈ σP (di) is necessary for λ /∈ σP (A). The equation
for u4 can be written as d4u4−λu4 = g4, ∂u4∂n +α(x)u4 = β(x)(u1(x)+u3(x)), x ∈ ∂Ω , which can also be solved uniquely as
a linear equation with non-homogeneous Robin boundary condition when g4 is in a dense subset of L2(Ω) [26, Section 17,
Section 21]. Therefore, R(λI − A) = H and thus σR(A) = ∅.
(ii) Suppose that 1 ∈ σP (A) with eigenvectors (u˜1, u˜2, . . . , u˜6). It follows from σ(di)  0 that u˜i ≡ 0 for i = 4. In par-
ticular, u˜1 = u˜3 = 0, and d4u˜4 = u˜4, ∂ u˜4∂n + α(x)u˜4 = 0. This gives u˜4 ≡ 0 ([2, Chapters 5, 6] or [26, Section 17]). Therefore,
u˜i ≡ 0, i = 1,2, . . . ,6, i.e., 1 /∈ σP (A). The proof of (iii) is routine and is thus omitted. This ends the proof of our claim. 
Next, we show the resolvent estimate:
∥∥(λI − A)−1∥∥L2(Ω)  M|λ| (3.8)
for some M > 0 and for all λ ∈ P where P = {z ∈ C: z > 0}. To this end let h = (h1, . . . ,h6) ∈ H and (λI − A)u = h for
some u = (u1, . . . ,u6). It is clear that
‖ui‖L2(Ω) 
M0
|λ| ‖hi‖L2(Ω) (3.9)
for some M0 > 0 and all λ ∈ P, where i = 4 because these operators di, i = 4 under the boundary conditions are self-
adjoint and are thus generators of analytic semigroups [7, Chapter 2, Theorem 6.12]. We may replace the operator A with
A − γ I for a positive number γ > 0 without jeopardizing the analyticity. Then 0 ∈ ρ(A) and σ(A) ⊂ (−∞,−γ ] due to the
property (iii), σp(A) ⊂ R−. Consider the following equation for u4:
(λI − d4)u4 = h4 in Ω, ∂u4
∂n
+ αu4 = β(u1 + u3) on ∂Ω,
where the real part (λ) > 0.
Let u4 = u˜ + u where u˜ and u satisfy the following equations:
(λI − d4)u˜ = h4, ∂ u˜
∂n
+ αu˜ = 0,
and
(λI − d4)u = 0, ∂u

∂n
+ αu = β(u1 + u3)
respectively. The function u˜ satisﬁes the above resolvent estimate (3.9) by the same reason. (The constant M0 above might
need to be adjusted, if necessary.) Multiplying the conjugate u on both sides of the equation for u above and then taking
the integral
∫
givesΩ
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∥∥u∥∥2L2(Ω) + d4∥∥∇u∥∥2L2(Ω) = d4
∫
∂Ω
[
β(u1 + u3)u − α
∣∣u∣∣2].
Since (λ) > 0 and the imaginary part (λ‖u‖2) = (d4
∫
∂Ω
β(u1 + u3)u), it is thus not hard to show
|λ|∥∥u∥∥2L2(Ω)  d4
∫
∂Ω
β
∣∣(u1 + u3)∣∣ · ∣∣u∣∣ d4‖β‖∞∥∥(u1 + u3)∥∥L2(∂Ω)∥∥u∥∥L2(∂Ω).
Here we have used the fact that ‖u‖L2(∂Ω) = ‖u‖L2(∂Ω). Therefore
|λ|∥∥u∥∥L2(Ω)  M1‖u1 + u3‖L2(Ω)
by an application of the trace inequality [26, Chapter 1, Section 8] to the functions u and u1 + u3, where M1 > 0 is a
constant that does not depend on the functions u and ui . The inequality ‖u1 + u3‖  ‖u1‖ + ‖u3‖ implies that ‖u‖ 
M2
‖h‖
|λ| for some M2 > 0 because the functions u1,u3 satisfy the resolvent estimate (3.9). Finally, the function u4 must
satisfy the resolvent estimate ‖u4‖  M3|λ| ‖h‖ with some constant M3 > 0 because u4 = u + u˜. One then concludes that
‖u‖ M|λ| ‖h‖, and hence the resolvent estimate (3.8): ‖(λI − A)−1‖L2  M|λ|  M(λ) .
Therefore the semigroup T (t) generated by A is uniformly bounded [22, Theorem 1.5.3] and analytic [22, Theorem 2.5.2].
Consequently, it is continuous in the norm topology for t > 0 [22, Chapter 2, Corollary 4.4]. Furthermore, the resolvent
operators (λI − A)−1 are compact for λ > 0 due to the elliptic regularity of the equation (λI − A)u = h. Since T (t) is
differentiable and thus continuous in the uniform operator norm for t > 0 [22, Lemma 2.4.2], consequently, T (t) is a compact
semigroup [22, Corollary 2.3.5].
The existence of a classic local solution to the Cauchy problem (3.1)–(3.5) follows from the Lipschitz continuity of the
functions f i and Theorem 6.3.1 of [22]. 
3.3. Positive solutions
In this subsection, the method of upper–lower solutions developed in Section 2 is employed to prove the existence of
positive solutions for the proposed model.
A set of functions f i(u1,u2, . . . ,um, x) (i = 1, . . . ,m) is said to be quasi-monotone if for each i, the function f i is either
non-increasing or non-decreasing in each u j , j = i. Note that our proposed model is not quasi-monotone since the function
f4 is neither non-increasing nor non-decreasing in u1. Notice that T4 cells u1 play a different role in the function f4. In
fact, the ﬁrst term of f4 is increasing in u1 while the third term is non-increasing in u1. Therefore we cannot apply the
results in [12,17,21] which are for quasi-monotone systems. In addition, our model is not covered by the results in [16,17]
due to the existing boundary interaction in the last one of (3.4).
The following is immediate from Theorem 2.2.
Corollary 3.2. Assume that the functions θi, ηi,α,β ∈ C1+l(Ω) and the initial data ui0 ∈ H2+l(Ω), where l ∈ (0,1), in system (3.1)–
(3.5) and that the system possesses coupled upper–lower solutions (u1, . . . ,u6), (u1, . . . ,u6) such that u j  u j > 0, j = 1, . . . ,6.
Then there exists a unique strictly positive solution (u1(x, t), . . . ,u6(x, t)) to Eqs. (3.1)–(3.5) in H2+l,l/2+1(Ω¯ × [0, T ]).
For further discussion, some notations are in order. Let I be the identity operator and A1, A2, A3, A5 denote the self-
adjoint operators
A1 = d1− (a3 + a2)I, A2 = d2− a6 I, A3 = d3− (a9 + a11)I, A5 = d5− a16 I (3.10)
under the boundary conditions (3.4) for j = 1,2,3,5, respectively. Let A6 be the self-adjoint operator:
A6 = d6−
(
a18 + a19u2(0)
)
I (3.11)
under the boundary condition ∂u
∂n = 0, where u2(0) is a constant satisfying u2(0) > a5a6 τ +
a7
a6
given by (3.14) below. Also
denote the self-adjoint operator:
A4 = d4−
(
a13u2(0) + a14
)
I (3.12)
under the boundary condition ∂u
∂n + α(x)u = 0.
We can now prove the following:
Theorem 3.3. Assume that 0 ≡ ui(x,0)  0 (i = 1, . . . ,6), α(x) > 0 and that ‖u5(x,0)‖∞  τ := c2 +
√
( c2 )
2 + a17a15 . In addition,
suppose that a11 − a10 > 0. Then system (3.1)–(3.5) has a unique strictly positive classic solution u1(x, t), . . . ,u6(x, t) for x ∈ Ω ,
626 M. Abudiab et al. / J. Math. Anal. Appl. 378 (2011) 620–633t ∈ [0, T ] for any T ∈ (0,∞) such that the density of immune cells and that of the virus satisfy ui(x, t) γieAitui(x,0) > 0, for t > 0,
i = 1,2,3,4,5,6, where Ai deﬁned in (3.10)–(3.12) are the generators of C0-semigroups eAit , and γi = γi(τ ) > 0 are the constants
given in (3.18). When u4(x,0) = u6(x,0) ≡ 0, the density of the virus and infected stem cell, u4(x, t) = u6(x, t) ≡ 0.
Remark 3.4. The condition of ‖u50‖∞  τ is biologically “required” for stem cells, because c is the carrying capacity of
logistic growth for stem cells u5 in the ﬁfth equation of system (3.2), and thus biologically ‖u50‖∞  c. Mathematically,
the same c < τ := c2 +
√
( c2 )
2 + a17a15 . Thus this theorem claims that the biologically “necessary” condition is mathematically
suﬃcient for the existence of strictly positive solutions.
Proof. We apply Corollary 3.2 and ﬁnd a set of positive coupled upper–lower solutions to Eqs. (3.1)–(3.5). Following the
notations in Deﬁnition 2.1 and the properties of functions f i (i = 1,2, . . . ,6), it suﬃces to ﬁnd coupled functions ui,ui,
such that
∂u1
∂t
− d1u1  f 1 = f1(u1,u2,u3,u4,u5,u6),
∂u2
∂t
− d2u2  f 2 = f2(u1,u2,u3,u4,u5,u6),
∂u3
∂t
− d3u3  f 3 = f3(u1,u2,u3,u4,u5,u6),
∂u4
∂t
− d4u4 = f 4 = inf
u j∈[u j ,u j ], j =4
f4(u1,u2,u3,u4,u5,u6), j = 1,2, . . . ,6,
∂u5
∂t
− d5u5  f 5 = f5(u1,u2,u3,u4,u5,u6),
∂u6
∂t
− d6u6 = f 6 = inf
u j∈[u j ,u j ], j =6
f6(u1,u2,u3,u4,u5,u6), j = 1, . . . ,6, (3.13)
with boundary conditions
∂u6
∂n
 0, θ j(x)u j + η j(x) ∂u j
∂n
 0 ( j = 1,2,3,5), ∂u4
∂n
+ α(x)u4 − β(x)(u1 + u3) 0,
and
∂u1
∂t
− d1u1  f 1 = f1(u1,u2,u3,u4,u5,u6),
∂u2
∂t
− d2u2  f 2 = f2(u1,u2,u3,u4,u5,u6),
∂u3
∂t
− d3u3  f 3 = f3(u1,u2,u3,u4,u5,u6),
∂u4
∂t
− d4u4 = f 4 = sup
u j∈[u j ,u j ], j =4
f4(u1,u2,u3,u4,u5,u6), j = 1,2, . . . ,6,
∂u5
∂t
− d5u5  f 5 = f5(u1,u2,u3,u4,u5,u6),
∂u6
∂t
− d6u6 = f 6 = sup
u j∈[u j ,u j ], j =6
f6(u1,u2,u3,u4,u5,u6), j = 1, . . . ,6, (3.14)
with boundary conditions
∂u6
∂n
 0, θ j(x)u j + η j(x) ∂u j
∂n
 0 ( j = 1,2,3,5), ∂u4
∂n
+ α(x)u4 − β(x)(u1 + u3) 0.
In the above notations f i, f i are deﬁned in Deﬁnition 2.1.
Denote τ = c2 +
√
( c2 )
2 + a17a15 .
We can verify that the following functions ui(t), ui(x, t) (i = 1, . . . ,6) form a group of coupled upper–lower solutions of
system (3.1)–(3.5) (see Appendix A for a detailed computation).
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u1(0) >max
(
a,b,
a1
a2
τ + a4
a2
,
∥∥u10(x)∥∥∞
)
, u2(0) >max
(
a5
a6
τ + a7
a6
,
∥∥u20(x)∥∥∞
)
,
u3(0) >max
(
a8
a11 − a10 τ ,
∥∥u30(x)∥∥∞
)
, u4(0) >max
(∥∥∥∥βα
∥∥∥∥∞
(
u1(0) + u3(0)
)
,
∥∥u40(x)∥∥∞
)
,
‖u50‖∞  u5(0) < τ , u6(0) >max
(
a16
a18
τ ,
∥∥u60(x)∥∥∞
)
. (3.15)
With τ = c2 +
√
( c2 )
2 + a17a15 , the upper solutions are deﬁned as
u1(t) = a1
a2
τ + a4
a2
−
(
a1
a2
τ + a4
a2
− u1(0)
)
exp(−a2t),
u2(t) = a5
a6
τ + a7
a6
−
(
a5
a6
τ + a7
a6
− u2(0)
)
exp(−a6t),
u3(t) = a8
a11 − a10 τ +
(
u3(0) − a8
a11 − a10τ
)
exp
(−(a11 − a10)t),
u4(t) = −
(
D
B
+ C
B + a18 exp(−a18t)
)
+
(
u4(0) + D
B
+ C
B + a18
)
exp(Bt),
u5(t) =
√
c2 + 4a17
a15
[
1−
u5(0) − ( c2 +
√
( c2 )
2 + a17a15 )
u5(0) − ( c2 −
√
( c2 )
2 + a17a15 )
exp
(
−a15
√(
c2 + 4a17
a15
)
t
)]−1
+ c
2
−
√(
c
2
)2
+ a17
a15
,
u6(t) = a16
a18
τ +
(
u6(0) − a16
a18
τ
)
exp(−a18t), (3.16)
where B = a20(( a1a2 +
a8
a11
)τ + a4a2 +
a10
a11
), C = a12(u6(0) − a16a18 τ ) and D =
a12a16
a18
τ .
(ii) Lower solutions ui(x, t):
Let
ui(x, t) = γieAitui(x,0), i = 1,2,3,4,5,6, (3.17)
where eAit denotes a C0-semigroup generated by the operators Ai deﬁned by (3.10), (3.11) and (3.12) above and γi are
positive numbers:
γ1 = min
{(
a1τ + a4
a2
)
· ∥∥u1(x,0)∥∥−1∞ ,1
}
, γ2 = min
{
(a5τ + a7)a−16
∥∥u2(x,0)∥∥−1∞ ,1},
γ3 = min
{
a8τ (a11 − a10)−1
∥∥u3(0, x)∥∥−1∞ ,1}, γ4 = min{u4(0)∥∥u4(0, x)∥∥−1∞ ,1},
γ5 = min
{
c
2
∥∥u5(x,0)∥∥−1∞ ,1
}
, γ6 = min
{
a16τa
−1
18
∥∥u6(x,0)∥∥−1∞ ,1}. (3.18)
By the strong maximum principle for parabolic equations [24], ui(x, t) > 0 for t > 0 (i = 1, . . . ,6) because 0 ≡ ui(x,0) 0
for x ∈ Ω . This completes the proof. 
3.4. ω-Limit and L∞ bounds
We shall show in this subsection the existence of the ω-limit of system (3.1)–(3.5) with strictly positive components ui ,
i = 1,2,3,5, of immune cells. By deﬁnition, in a Banach space X , the ω-limit of a subset I ⊂ X with respect to a semiﬂow
S(t) is ω(I) := {x ∈ X, ∃tk ↑ ∞, x = lim S(tk)bk, where bk ∈ I}. Let τ = c2 +
√
( c2 )
2 + a17a15 be as before. The following result
gives the positive lower bounds for the immune cells and the L∞ upper bounds for the virus and the infected stem cells.
Theorem 3.5. Assume that
(i) a15c − a16 > d5λ1(−), where λ1(−) is the principal eigenvalue of − under the boundary condition θ5 · +η5 ∂·∂n = 0,
(ii) a11 − a10 > 0,
(iii) ea2 > (a1τ + a4),
(iv) a20[(a1τ + a4)a−1 + a8τ (a11 − a10)−1] − a14 < 0.2
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Li  li, where li > 0 (i = 1,2,3,5) (see (3.19) below) and l4, l6  0 such that if the initial data ui(x,0) ∈ [li, Li], then the correspond-
ing solutions ui satisfying Li  ui  li (i = 1, . . . ,6), and the ω-limit ω(I) is thus in the box I :=⊕6i=1[li, Li].
Remark 3.6. Noteworthy is that in [15], we proved that the same set of assumptions in the above theorem implies the
existence of positive steady-states of the parabolic system (3.1)–(3.5).
Remark 3.7. Physically, in order to have a positive ω-limit, the assumption (ii) demands that a10 < a11, where a11 actu-
ally represents the natural death rate of macrophages u3 while a10 refers to the level of immune stimulation mediated
by T4 cells. Since a secondary infection can increase a10, it may lead to the failure of the assumption (ii). It is known
that a secondary infection with another type of virus or bacteria may, in some cases, cause lethal results in HIV infected
individuals.
Proof. Denote τ as before and let
l5 = c − a16/a15, l1 = a1l5/(a2 + a3), l2 = a5l5/a6, l3 = a8l5/(a11 + a9),
l4 =minu40(x), l6 = 0,
L1 = a1τ + a4
a2
, L2 = a5τ + a7
a6
, L3 = a8τ
(a11 − a10) , L5 = τ , L6 =
a16
a18
τ ,
L4 = max
{
a12L6
τ [a14 − a20(L1 + L3)] , l1, l3, l4
}
. (3.19)
Then it is routine to check that Li  li . We now show that the semiﬂow governed by system (3.1)–(3.5) has an invariant
region I = {li  ui  Li, i = 1, . . . ,6}. Notice that since the diffusion rates di = d j are assumed, by the well-known results
for invariant regions of semiﬂows (see, for example, [24, Chapter 14]), the invariant region must be rectangular in R6 which
can be characterized by the so-called inward-pointing condition: n · f < 0, where n is the outward-pointing normal and
f = ( f1, . . . , f6). In our case, it translates into the following inequalities:
−a1l5 + a2l1 + a3 min(l1, L4)− a4 l1l3
1+ l1l3 < 0,
−a5l5 + a6l2 − a7 l1
a
l2l3
1+ l2l3 < 0,
−a8l5 + a9 min(l3, L4) − a10 l1l3
a
+ a11l3 < 0,
−a20l24 + a13L2l4 + a14l4 < 0,
−a15l5(c − l5) + a16 e − l1
e
L4
1+ L4 l5 − a17
L1l5
1+ L1l5 < 0,
a18l6 − a16l5 e − L1
e
L4
1+ L4 + a19L2l6 < 0,
a1L5 − a2L1 − a3 min(L1, l4)+ a4 L1L3
1+ L1L3 < 0,
a5L5 − a6L2 + a7 L2L3
1+ L2L3 < 0,
a8L5 − a9 min(L3, l4)+ a10L3 − a11L3 < 0,
a20L4(L1 + L3) + a12L6 − a14L4 < 0,
a15L5(c − L5) − a16
(
e − L1
e
)(
l4
1+ l4
)
L5 + a17 L1L5
1+ L1L5 < 0,
−a18L6 + a16
(
L4
1+ L4
)
τ < 0. (3.20)
Under the assumptions (i)–(iv) in this theorem and the deﬁnition of τ , we can verify that li, Li (i = 1,2, . . . ,6) given
in (3.19) solve the above inequalities, and thus provide an invariant region, the box I = {li  ui  Li, i = 1,2, . . . ,6}.
Notice that the (nonlinear) semigroup u(t) = S(t)u(t0) deﬁned by system (3.1)–(3.5) is compact in H = ⊕6i=1 L2(Ω),
where u(t) = (u1,u2, . . . ,u6), u(0) = (u1(t0),u2(t0), . . . ,u6(t0)). To see this, observe S(t)u(t0) = T (t)u(t0) +
∫ t
t0
T (t −
s) f (u(s))ds where T (t) is a linear compact semigroup generated by the operator A (see (3.7) and Lemma 3.1). Since u(s)
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continuous on u(t0) [22, Theorem 6.1.2]. Now for small ε,
S1(t)u(t0) :=
t−ε∫
t0
T (t − s) f (u(s))ds = T (ε)
t−ε∫
t0
T (t − ε − s) f (u(s))ds
is therefore a compact mapping of u(t0). For any bounded subset B of the initial data u(t0), S1(t)B is a precompact set.
It is clear that ‖ f (u(s))‖ is bounded for u(t0) in a bounded set. Notice that the compact semigroup T (t) is continuous in
the operator norm. Thus ‖ ∫ tt−ε T (t − s) f (u(s))ds‖ = o(ε), and hence S(t)B is a precompact set. The ω-limit ω(I) of the
invariant region I is thus nonempty, compact, connected and attracts the invariant region I [8, Section 3.3.2]. 
The main results Theorem 3.3 and Theorem 3.5 of this section demonstrate that besides administrating drugs to the
infected individual, stem cells play a vital role in stabilizing the infection. Indeed, the condition (i) of Theorem 3.5 demands
that the growth and death rates of stem cells satisfy a15c − a16 > d5λ1(−) so that a positive steady-state [15] and an
ω-limit with positive lower bounds are provided for immune cells: l5 = c − a16/a15, l1 = a1l5/(a2 + a3), l2 = a5l5/a6, l3 =
a8l5/(a11 + a9).
We end this section with the following quote by Professor Scadden [23]: “Achieving immune control without the need
for chronic anti-HIV medications is clearly a goal of enormous value.”
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Appendix A. The upper and lower solutions to (3.1)–(3.5) in Theorem 3.3
Following the notations used in the proof of Theorem 3.3, we assume that the data ui(0), i = 1, . . . ,6 satisfy (3.15).
Recall the notation ui0(x) := ui(x,0) for the initial data.
To ﬁnd a group of coupled lower and upper solutions of (3.1)–(3.5), we start by constructing upper solutions: ui(x, t) ≡
ui(t).
First we construct u5. Observe that
f 5 = a15(c − u5)u5 − a16u5φ3(u1,u4)+ a17 u1u5
1+ u1u5  a15u5(c − u5)+ a17
u1u5
1+ u1u5
 a15u5(c − u5)+ a17
(
because
u1u5
1+ u1u5  1
)
. (A.1)
Recall that Li := ∂t − di under respective boundary conditions. Let u5 be a function of t such that L5u5 = a15u5(c −
u5) + a17 (thus  f 5). Then
L5u5 = du5
dt
= a15u5(c − u5) + a17 = −a15
[
u25 − cu5 −
a17
a15
]
= −a15(u5 − τ )
(
u5 − τ ′
)
, (A.2)
where
τ =
(
c
2
+
√(
c
2
)2
+ a17
a15
)
, τ ′ =
(
c
2
−
√(
c
2
)2
+ a17
a15
)
.
Thus we can ﬁnd u5(t) as follows:
u5(t) =
√
c2 + 4a17
a15
[
1−
u5(0) − ( c2 +
√
( c2 )
2 + a17a15 )
u5(0) − ( c2 −
√
( c2 )
2 + a17a15 )
exp
(
−a15
√
c2 + 4a17
a15
t
)]−1
+ c
2
−
√(
c
2
)2
+ a17
a15
, (A.3)
where u5(0) is chosen so that ‖u50‖∞  u5(0) < τ using the assumption (3.15). Notice that τ ′ < 0< τ . It is easy to see that
u5(t) is increasing in t by (A.3) and
0<
c
2
< u5(t) τ ,
∂u5
∂n
∣∣∣∣ = 0, hence B5u5|∂Ω  0. (A.4)
∂Ω
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f 1 = a1u5 − a2u1 − a3 min(u1,u4) + a4
(
u1u3
1+ u1u3
)
 a1u5 − a2u1 + a4 u1u3
1+ u1u3
 a1u5 + a4 − a2u1
(
since
u1u3
1+ u1u3  1
)
 a1τ + a4 − a2u1 by (A.4).
Let u1 be a function of t such that
L1u1 = a1τ + a4 − a2u1, i.e., du1
dt
= a1τ + a4 − a2u1.
Then we can ﬁnd
u1 = a1
a2
τ + a4
a2
−
(
a1
a2
τ + a4
a2
− u1(0)
)
exp(−a2t) (A.5)
where u1(0) is chosen so that u1(0) ‖u10‖∞ using (3.15).
Notice that u1(t) is decreasing in t by (3.15), (A.5), and hence u1(t)  u1(0). Further, we have θ1(x)u1 + η1(x) ∂u1∂n  0
because
∂u1
∂n
= 0, u1(t) a1
a2
τ + a4
a2
. (A.6)
To construct u2, note that
f 2 = a5u5 − a6u2 + a7φ1(u1) u2u3
1+ u2u3
 a5τ + a7φ1(u1) − a6u2
(
since
u2u3
1+ u2u3  1 and by (A.4)
)
 a5τ + a7 − a6u2 (by the deﬁnition of φ1).
Let u2 be a function of t such that
L2u2 = a5τ + a7 − a6u2 i.e., du2
dt
= a5τ + a7 − a6u2.
Then
u2 = a5
a6
τ + a7
a6
−
(
a5
a6
τ + a7
a6
− u2(0)
)
exp(−a6t), (A.7)
where u2(0) is chosen to satisfy u2(0) ‖u20‖∞ . Notice that u2(t) is decreasing in t by (3.15), (A.7) and that ∂u2∂n |∂Ω = 0,B2u2|∂Ω  0. Therefore,
u2(t)
a5
a6
τ + a7
a6
. (A.8)
To construct u3, note that
f 3 = a8u5 − a9 min(u3,u4) + a10φ1(u1)u3 − a11u3
 a8u5 + a10φ1(u1)u3 − a11u3
 a8τ + a10u3 − a11u3 (by the deﬁnition of the function φ1)
= a8τ + (a10 − a11)u3.
Let u3 be a function of t such that
L3u3 = a8τ + (a10 − a11)u3, i.e., du3
dt
= a8τ + (a10 − a11)u3.
Then
u3 = a8 τ +
(
u3(0) − a8 τ
)
exp
(−(a11 − a10)t), (A.9)
a11 − a10 a11 − a10
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θ3(x)u3 + η3(x) ∂u3∂n  θ3(x)u30  0. So we have
u3(t)
a8
a11 − a10 τ . (A.10)
To deﬁne u4, notice that
f 4 = sup
u j∈[u j ,u j ], j =4
f4(u1,u2,u3,u4,u5,u6)
 sup
u j∈[u j ,u j ]
(
φ4(u4)+ a12u6
)= φ4(u4)+ a12u6
 a20(u1 + u3)u4 + a12u6 (by the deﬁnition of φ4)
 a20
(
a1
a2
τ + a4
a2
+ a8
a11
τ + a10
a11
)
u4 + a12u6 by (A.4) and (A.8) (A.11)
where function u6 is given below in (A.15).
Let u4 be a function of t such that L4u4 = a20(( a1a2 +
a8
a11
)τ + a4a2 +
a10
a11
)u4 + a12u6, i.e.,
du4
dt
= a20
((
a1
a2
+ a8
a11
)
τ + a4
a2
+ a10
a11
)
u4 + a12u6  f 4. (A.12)
To deﬁne u6(t), note that 0 φ3  1 and
f 6 = sup
u j∈[u j ,u j ], j =6
f6(u1,u2,u3,u4,u5,u6)
= −a18u6 + a16u5φ3(u1,u4)− a19u2u6
 a16u5φ3(u1,u4)− a18u6
 a16u5 − a18u6  a16τ − a18u6
(
by (A.4)
)
. (A.13)
Let u6 be a function of t such that
L6u6 = a16τ − a18u6 i.e. du6
dt
= a16τ − a18u6. (A.14)
Then
u6(t) = a16
a18
τ +
(
u6(0) − a16
a18
τ
)
exp(−a18t), (A.15)
where u6(0) >
a16
a18
τ is a constant as stated in (3.15). Hence
u6(t)
a16
a18
τ . (A.16)
Now using (A.15), we have du4dt = Bu4 + D + C exp(−a18t) and
u4(t) = −
(
D
B
+ C
B + a18 exp(−a18t)
)
+
(
u4(0) + D
B
+ C
B + a18
)
exp(Bt), (A.17)
where B = a20(( a1a2 +
a8
a11
)τ + a4a2 +
a10
a11
), C = a12(u6(0) − a16a18 τ ) and D =
a12a16
a18
τ . Notice that u4(t) is increasing in t and thus
u4(t) > u4(0). (A.18)
Also note that since ∂u4
∂n |∂Ω = 0, we have particularly for x ∈ ∂Ω ,
∂u4
∂n
+ α(x)u4 − β(x)(u1 + u3) = α(x)u4 − β(x)(u1 + u3)
 α(x)u4(0) − β(x)
(
u1(0)+ u3(0)
)
 0
by (3.15) and the decreasing monotonicity of u1(t) and u3(t). It follows from (A.11) and (A.12) that u4(t) is an upper
solution. Similarly, we can prove that u6 is an upper solution.
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f 1 = a1u5 − a2u1 − a3 min(u1,u4) + a4 u1u3
1+ u1u3
−a2u1 − a3 min(u1,u4)−a2u1 − a3u1
= −(a2 + a3)u1. (A.19)
Let
u1 = γ1eA1tu1(x,0) (A.20)
for a constant γ1 to be determined, where the operator A1 is deﬁned by (3.10). Then
∂u1
∂t
− d1u1 = −(a2 + a3)u1, u1(x,0) = γ1u1(x,0)
and θ1(x)u1 + η1(x) ∂u1∂n = 0 on the boundary ∂Ω . Therefore ∂u1∂t − d1u1  f 1, and thus u1 is a lower solution. Moreover,
by Eq. (A.20), together with its boundary condition and the deﬁnition of the operator A1, the strong maximum principle for
parabolic equations and Hopf’s Lemma [24] imply that u1(x, t) > 0 and that u1(x, t) attains its maximum only when t = 0.
In light of the estimate (A.6), let
γ1 = min
{(
a1τ + a4
a2
)
· ∥∥u1(x,0)∥∥−1∞ ,1
}
. (A.21)
Then 0< u1(x, t) a1a2 τ +
a4
a2
 u1(t), and u1(x,0) u1(x,0) u1(0) by (A.21) and (3.15).
To deﬁne u4, note that
f 4 = inf
u j∈[u j ,u j ], j =4
f4(u1,u2,u3,u4,u5,u5,u6)−a13φ2(u1)u2u4 − a14u4
−a13u2u4 − a14u4
(
by the deﬁnition of φ2(u1)
)
= −(a13u2 + a14)u4 −
[
a13u2(0)+ a14
]
u4 = L4u4.
Thus
f 4 −
[
a13u2(0) + a14
]
u4 = L4u4. (A.22)
By (3.17), u4(x, t) = γ4eA4tu4(x,0), and L4u4  f 4 by (A.22) with ∂u4∂n + αu4 = 0 β(x)(u1 + u3), it is a lower solution.
The strong maximum principle and Hopf’s Lemma claim that u4(x, t) > 0 and attains its maximum only at t = 0. Now let
γ4 = min
{
u4(0)
∥∥u4(x,0)∥∥−1∞ ,1}, or = 0 if u4(x,0) ≡ 0. (A.23)
Then u4(x, t) u4(0) u4(t) as a result of (A.18), and u4(x,0) u4(x,0) u4(0) by (A.23) and (3.15).
Using (3.10) and (3.11), we can deﬁne the lower solutions as ui(x, t) = γieAitui(x,0) where eAit denotes the C0-semigroup
generated by the operators Ai , i = 2,3,5,6 and γi , to be determined, and can analogously derive that ui > 0 and that
f 2 −a6u2 = L2u2,
f 3 −(a9 + a11)u3 = L3u3,
f 5 −a16u5 = L5u5,
f 6 −
(
a18 + a19u2(0)
)
u6 = L6u6.
These inequalities justify the lower solutions u2,u3,u5,u6.
The factors γi can be obtained in the same way as those of γ1, γ4:
γ2 = min
{
(a5τ + a7)a−16
∥∥u2(x,0)∥∥−1∞ ,1},
γ3 = min
{
a8τ (a11 − a10)−1
∥∥u3(x,0)∥∥−1∞ ,1},
γ5 = min
{
c
2
∥∥u5(x,0)∥∥−1∞ ,1
}
,
γ6 = min
{
a16τa
−1
18
∥∥u6(x,0)∥∥−1∞ ,1}, or = 0 if u6(x,0) ≡ 0. (A.24)
Then thanks to (A.4), (A.8), (A.10), (A.16), and the above deﬁnitions of γi and by the similar way of showing u1  u1 and
u4  u4, we can derive that ui  ui and ui(x,0) ui(x,0) ui(0) for i = 2,3,5,6. Again, by the strong maximum principle
for the parabolic equations [24], ui(x, t) > 0 for t > 0 (i = 2,3,5,6) because 0 ≡ ui(x,0) 0 for x ∈ Ω . This completes the
proof.
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