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En este trabajo caracterizaremos los módulos planos por ideales finitamente 
generados y por ecuaciones lineales. Para ello hemos dividido el trabajo en 4 capítulos : 
En el  capítulo 1 utilizaremos el lenguaje de  categorías y funtores para presentar  
los módulos proyectivos y planos como aquellos módulos M que hacen exactos a los 
funtores HomR(M,-)   y     respectivamente. −⊗RM
En el capítulo 2 estudiaremos las propiedades básicas de los módulos planos, así 
como algunos ejemplos. 
Los funtores de torsión serán presentados en el capítulo 3. 
En el capítulo 4, como aplicación de los funtores de torsión, probaremos los dos 
teoremas principales de nuestra monografía. El primer teorema mostrará que M es plano 
si y solamente si el funtor de torsión 1 – dimensional  Tor  (M, R1 I
R ) = 0 para todo 
ideal  finitamente generado I . Y el segundo teorema  caracterizará los módulos planos 
usando ecuaciones lineales. Finalmente probaremos que si R es un anillo local y M es 
un R- módulo finitamente generado, entonces M es plano si y solamente si M es 
proyectivo si y solamente si M es libre. 
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 Sea R un anillo conmutativo con unidad y M un R – módulo.   El funtor 
HomR(M,-) es exacto a izquierda, pero en general no es exacto ; aquellos módulos para 
los cuales este funtor es exacto son los denominados módulos PROYECTIVOS. El 
funtor    es exacto a derecha, pero en general no es exacto . Los módulos M 
para los cuales este funtor es exacto son los llamados módulos PLANOS. Todo módulo 
proyectivo es plano, pero el recíproco no siempre es cierto. 
−⊗RM
La noción de módulo plano fue introducida por Jean Pierre Serre en su libro 
GÉOMÉTRIE ALGÉBRIQUE ET GÉOMÉTRIE ANALYTIQUE ( Ann. Inst. Fourier. Vol 6. 
1955/56 ) y son de importancia fundamental en la geometría algebraica moderna. 
El objetivo principal de la presente monografía es caracterizar los módulos planos 
vía los ideales finitamente generados del anillo, más concretamente mostraremos que 
dado un R-módulo M, él será plano si y solamente si el funtor de torsión 1- dimensional  
Tor  (M, R1 I
R ) = 0 para todo ideal finitamente generado I. También caracterizaremos 
los módulos planos por ecuaciones lineales. Finalmente, probaremos que si el anillo es 













             
Preliminares 
En el desarrollo de la presente monografía, R denotará un anillo conmutativo con unidad 
 1 ≠ 0, arbitrariamente dado. 
1.1   Categorías y funtores 
 
Definición 1.1.1.    Una categoría  C  consiste de 
(i)  Una clase Obj C  cuyos elementos  A, B, C,……son llamados objetos de C 
(ii) Para cada par de objetos ( A, B ) de la categoría C  ,   un  conjunto  denotado  por 
HomC (A,B), cuyos elementos   f   son llamados morfismos de A en B y denotados 
con    f : A→B. 
(iii)Para cada terna de objetos A, B, C de la categoría C , una aplicación 
          (f, g) ↦  g o f   de  HomC (A,B) ×  HomC (B, C) →  HomC (A, C)      
    ( llamada  composición) que satisface los siguientes axiomas: 
a) Para cada cuádruple de objetos A, B, C y D de la categoría C   de 
morfismos y toda terna f : A→B,   g : B→C  y  h : C→D, se cumple  que 
     h o (g o f) = (h og)o f. 
b) Para todo objeto A de la categoría C , existe un morfismo 1A∈  HomC (A, 
A), llamado morfismo identidad, tal que para todo objeto B de C y para 
todo f∈  HomC(A,B),    f o1A = f    y   para todo g∈HomC(B, A),    1A og = g. 
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Observación.  No podemos decir que C consta de todos los objetos A, B, C,..., etc., pues 
este "conjunto" sería una total ilegitimidad en la teoría usual de los conjuntos. Sin 
embargo, si adoptamos los axiomas de Gödel - Bernays - Von Neumann para la teoría de 
conjuntos, tendremos totalidades más grandes que los conjuntos, llamadas clases, y 
entonces sí podemos hablar de la clase de todos los objetos A, B, C, etc. 
    Ejemplos. 
1) La categoría Conj: Los objetos son los conjuntos, los morfismos son las 
aplicaciones de un conjunto en otro y la composición de morfismos es la 
composición  de aplicaciones. 
2) La categoría Top: Los objetos son los espacios topológicos, los morfismos son las 
aplicaciones continuas y la composición de morfismos es la composición de 
aplicaciones continuas. 
3) La categoría Gr: Los objetos son los grupos, los morfismos son los 
homomorfismos de grupos y la composición de morfismos es la composición de 
homomorfismos. 
4) Sea S un semigrupo con unidad (o sea un monoide). Definimos C como sigue. 
                Obj C = {A} (o sea un solo objeto) 
                HomC(A,A) = S (es decir, los morfismos son los elementos de S), y la         
 composición es la multiplicación en S. 
         Note  que HomC (A,A) no es conjunto de funciones. 
5) Sea R un anillo conmutativo con unidad. La Categoría ModR: Los objetos son los 
R-módulos a izquierda, los morfismos son los R-homomorfismos de módulos y la 
composición de morfismos es la composición de R-homorfismos. 
6) Sean C y D dos categorías. La categoría producto C×D es definida como sigue: 
Un objeto de C × D es un par (A, B) donde A es un objeto de C y B es un objeto de 
D. 
Un morfismo de (A1, B1) en (A2, B2) es un par (f1, f2) ∈  HomC (A1, A2) × HomD (B1, B2). 
       La composición (g1, g2) o  (f1, f2) es (g1 o f1, g2o f2). 
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Definición 1.1.2.    Sean C y D dos categorías. Un funtor covariante   F :  C → D  es una 
aplicación que a cada objeto A de  C   le asigna un objeto F(A) de D y a cada morfismo          
f  : A → B ∈  HomC(A,B)  un morfismo  F(f) :  F(A) → F(B) de  HomD(F(A), F(B)) de 
modo que: 
a) F(f og)   =   F(f) o  F(g)    
b) F(1A   )   =  1F )( A  
 
Definición 1.1.3.    Sean C y D dos categorías. Un funtor contravariante G : C → D es 
una aplicación que a cada objeto A de C le asigna un objeto G(A) de D y a cada morfismo         
f  : A → B de HomC(A,B)  un morfismo G(f) : G(B) → G(A) de HomD(G(B), G(A)) de 
modo  que 
a) G(f og)  =   G(g)oG(f)    
b) G(1A)    =   1 )( AG      
 
Ejemplos. 
1) Sea C una categoría. El funtor identidad de C es definido por 1C(A) = A 
(respectivamente 1C(f) = f) para todo objeto A (respectivamente para todo 
morfismo f) de C. 
2) Definimos el funtor F: Gr → Conj que a cada grupo G le asigna el conjunto G y a 
cada homomorfismo de grupos f: G→H le asocia la aplicación f: G→H. 
3) Sea C una categoría y sea A un objeto de C. 
         Definimos HomC(A, -): C  → Conj que a cada objeto B de C le asigna el conjunto 
            HomC(A, -) (B)  =   HomC(A, B)  y a cada morfismo   f  :  B  →  C  de  C   le asigna 
            el morfismo    HomC(A, -) (f)  :   HomC(A, B)  →  HomC(A, C) 
g a f o  g 





4) Sea C una categoría y sea A un objeto de C 
Definimos  HomC (-, A)  :  C  →  Conj   la aplicación que a cada objeto B de C le 
asigna el conjunto 
            HomC(-, A) (B)   =   HomC(B, A)  y  a   cada morfismo f  :  B  →  C  de C   le asocia 
HomC(-, A) (f) :         HomC(C, A)  →    HomC(B, A) 
                                     g       a          g o  f 
        Entonces HomC(-, A) es un funtor contravariante. 
5) Consideremos la aplicación F : Conj → ModR que asigna a cada conjunto (objeto) 
X el R-módulo libre generado por X, F(X),  y a cada aplicación de conjuntos 
  f: X→Y  el único R-homomorfismo F(f) :  F(X)  →  Y  que extiende f a F(X). 
        Entonces F es un funtor (covariante) 
            i 
      X                    F(X) 
 
                   f        F(f)o i = f  
        F(f) 
  
 
      Y 
Definición 1.1.4.   Una sucesión exacta  es una sucesión finita o infinita 
…….. ⎯→ X ⎯→⎯f Y ⎯→⎯g Z ⎯→ …….. 
de homomorfismos de R-módulos tal que la imagen del homomorfismo entrante coincide 
con el núcleo del homomorfismo saliente de todo módulo distinto de los extremos (si 
existen) de la sucesión. Por ejemplo, en el módulo Y, deberá ser 
Im ( f ) = Ker ( g ). 
Una sucesión semiexacta  es una sucesión finita o infinita 
…….. ⎯→ X ⎯→⎯f Y ⎯→⎯g Z ⎯→ …….. 
de homomorfismos de R-módulos tal que la imagen del homomorfismo entrante esta 
incluida en el núcleo del homomorfismo saliente de todo módulo distinto de los extremos 
(si existen) de la sucesión. Por ejemplo, en el módulo Y, deberá ser 
Im ( f ) ⊂  Ker ( g ). 
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Una sucesión  exacta de la forma 
0 ⎯→ X ⎯→⎯f Y ⎯→⎯g Z ⎯→ 0 
se llamará sucesión exacta corta. 
 
Definición 1.1.5.    Sea ModR la categoría de R-módulos. 
   1) Un funtor  covariante F: ModR → ModR es llamado exacto a derecha si la exactitud  
       de la  sucesión     N ⎯→⎯f P ⎯→⎯g Q ⎯→ 0  
       implica la exactitud de la sucesión  
F(N) ⎯⎯ →⎯ )( fF F(P) ⎯⎯ →⎯ )( gF F(Q) ⎯→ 0 
 
2) Un funtor covariante G: ModR → ModR es llamado exacto a izquierda si la exactitud          
de la  sucesión 
0 ⎯→ N ⎯→⎯f P ⎯→⎯g Q 
      implica la exactitud de la sucesión 
0 ⎯→ G(N) ⎯⎯ →⎯ )( fG G(P) ⎯⎯ →⎯ )( gG G(Q) 
 
1.2  El funtor  HomR(M,-) en la categoría ModR. 
1.2.1  El Funtor HomR(M,-)  
Sean  M y N dos R-módulos.  El conjunto HomR(M, N) = {  f : M → N  /  f es un R-
homomorfismo} con las operaciones  
(f+g)(x)  =  f(x) + g(x)  y 
          (λf)(x)    = λf(x), 
adquiere de modo natural una estructura de R-módulo. 
Si f: N→P es un R-homomorfismo, la aplicación 
f* : HomR(M, N) →  HomR(M, P) 
                                                  ϕ          a    f∗(ϕ ) = fo ϕ   
es un R-homomorfismo. 
Usaremos la notación HomR(M, f ) para referirnos a f∗ 
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Proposición 1.2.1.1.   Sea M un R-módulo. La aplicación HomR(M,-): ModR → ModR que 
asigna a cada R-módulo N,  el R-módulo HomR(M, N) y a cada     R-homomorfismo  
f  : N→P el R-homomorfismo Hom(M, f) es un funtor (covariante) de la categoría ModR en 
la categoría ModR. 
    Prueba. 
 
    i)  Sean  f : N → P   y  g :  P  →  Q   dos R-homomorfismos y ϕ∈ HomR(M, N),       
        entonces 
        HomR(M, g o f)( ϕ )  =  (go f)oϕ   =  go(foϕ )  =  HomR(M, g)(foϕ )  = 
  HomR(M, g) o  (HomR(M, f)(ϕ ))  =  [HomR(M, g) o  HomR(M, f)](ϕ ) 
        Luego HomR(M, go f) = HomR(M, g) o  HomR(M, f) 
 
    ii)  Sea 1N: N→N el R-homomorfismo identidad y ϕ∈ HomR(M, N) , entonces: 
     HomR(M, 1N)(ϕ ) = 1No ϕ  = ϕ  = (1Hom R (M,N))(ϕ ) 
     Por tanto HomR(M, 1N ) = 1 Hom R (M,N)  
 
Proposición 1.2.1.2.    Sea M un R-módulo . El funtor HomR(M,-) es exacto a izquierda. 
    Prueba. 
Sea                                     0 ⎯→ N ⎯→⎯f P ⎯→⎯g Q 
una sucesión  exacta, probemos que 
0 ⎯ →⎯ HomR(M,N) ( )⎯⎯⎯ →⎯ fM,HomR  HomR(M,P) ( )⎯⎯⎯ →⎯ gM ,HomR  HomR(M,Q) 
 es una sucesión exacta.  
En efecto: 
i) Sea ϕ ∈HomR(M, N) y supongamos que HomR(M, f)(ϕ ) = 0, es decir,  fo ϕ (x) = 0 
para todo x∈M.  
     Como f es un monomorfismo, ϕ (x) = 0 para todo x∈M. 
     Luego ϕ  = 0 y;  por tanto,  HomR(M, f)   es monomorfismo. 
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ii) Supongamos que Im∈ψ (HomR(M,f)), entonces ψ =fo ϕ  para algún 
ϕ∈HomR(M,N). 
     Luego HomR(M, g)(ψ )= goψ  = go  (fo ϕ ) = (go f)o ϕ  = 0,  pues, go f = 0; por tanto, 
 Im (HomR(M, f)) ⊂  Ker(HomR(M,g)). 
 Recíprocamente, sea ψ ∈Ker(HomR(M, g)), es decir, goψ  = 0 
Si x∈M, entonces ψ (x)∈Ker g = Imf, luego existe un único y∈N tal que ψ (x)=f(y), 
pues, f es un monomorfismo. 
Definimos ϕ : M→N mediante ϕ (x) = y = f -¹(ψ (x)), entonces ϕ∈ HomR(M,N) y 
más aún    
HomR(M, f) (ϕ ) = fo ϕ  = ψ . 
Por tanto ψ ∈Im(HomR(M, f)). 
    
 Observación.   En general el funtor HomR(M, -) no es exacto a derecha.  
         Veamos los siguientes ejemplos: 
         Ejemplo 1 
     Consideremos la sucesión exacta de ℤ -módulos 
0 ⎯→  ℤ ⎯→i  ℚ ⎯→⎯π  ℚ / ℤ ⎯→  0 , 
         donde: 
     ℚ: Cuerpo de los racionales.  
         Sea M = ℤ 2 como ℤ -módulo 
Entonces: 
Hom Z ( ℤ2, ℚ) ⎯⎯⎯⎯ →⎯
(   ),ZHom 2Z π Hom Z ( ℤ₂, ℚ/ℤ) no puede ser sobreyectiva,         
pues Hom Z ( ℤ₂, ℚ) = 0  mientras que Hom Z ( ℤ2, ℚ/ℤ) ≠ 0 
En efecto, si  ϕ ∈  Hom Z ( ℤ₂, ℚ) entonces: 
  0 = ϕ (0) = ϕ ( 11+ ) = ϕ (1) + ϕ (1) = 2 ϕ (1), luego ϕ (1) = 0 pero 
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ϕ (n) = nϕ (1) = 0 de donde se concluye que  ϕ ≡  0. Sin embargo                     
Hom Z ( ℤ2, ℚ/ℤ) ≠ 0,  basta tomar  el homomorfismo γ : ℤ2  ⎯→ℚ/ℤ  definido 
por:                           γ ( 0 ) = 0               ,             γ (1) = 
2
1 + ℤ. 
Ejemplo 2 
Sea R = K [ ]x  donde K es cualquier cuerpo y consideremos xRR  como R-módulo. 
Luego se tiene la sucesión exacta de R-módulos: 
0 ⎯→  R ⎯→⎯x  R ⎯→⎯π  xR
R  ⎯→ 0 
 Aplicando el funtor Hom R ( xR
R  ,   )  a esta sucesión, se tiene: 
0 ⎯→  Hom R ( xR
R  , R ) ⎯→  Hom R ( xR
R  , R ) ⎯→  Hom R ( xR
R  , xR
R ) ⎯→ 0 
 Esta sucesión no es exacta a derecha pues,    Hom R ( xR
R  , R ) = 0    pero  
Hom R ( xR
R  , xR
R )  ≠  0. 








          ( xRap += 0 ) 
Ahora,  si ∈ϕ  Hom R ( xR
R  , R )  entonces: 
0 = ϕ ( 0 ) = ϕ ( (a0 + xR)(x + xR) ) = ϕ ( x (a0 + xR) ) = x ϕ ( a0 + xR), luego  
ϕ ( a0 + xR) = 0, pues x ≠ 0. 
Sin embargo Hom R ( xR
R  , xR
R ) ≠  0, basta tomar  el homomorfismo identidad. 
 
Observación.   Aquellos módulos para los cuales el funtor HomR(M, -) es exacto a derecha 





Definición 1.2.1.3.  Un R- módulo M es llamado proyectivo si para todo R-homomorfismo 
ψ :M → Q  y  para  todo R-epimorfismo  g: P → Q  de  R-módulos, existe  un                     




                         
             
                   
                        
 
      
       P     g        Q                     0 
 
                           
 
Proposición 1.2.1.4.        Sea M un R-módulo. Entonces M es proyectivo si y solamente si 
el funtor HomR (M, -) es exacto a derecha. 
 Prueba. 
 Es clara a partir de la definición. 
 
 
Proposición 1.2.1.5.             Todo módulo libre es proyectivo. 
 
 Prueba.   








Lema 1.2.1.6.          Sea M un R-módulo proyectivo y g: P→ M un epimorfismo.  
Entonces P = Kerg ⊕ 1M  donde 1M  es isomorfo a M. 
 Prueba. 
 Como M es proyectivo existeϕ : M → P tal que g ϕo  = 1M ,   bastará tomar 1M  = Imϕ  
 
        M 
             
                  ϕ  
                   M1  
                           
 
     P         g    M           0 
 
 
Proposición 1.2.1.7.        Un R-módulo M es proyectivo si y sólo si es un sumando directo 
de un módulo libre. 
   Prueba. 
Supongamos que M es proyectivo, como todo módulo es cociente de un módulo libre, 
entonces existe un módulo libre F y un epimorfismo π : F → M 
   Entonces por el Lema anterior F = Ker ⊕π 1M  , donde 1M  ≈  M. 
Recíprocamente: Supongamos que existe un R-módulo libre F y un R-módulo N tal que 
F = M ⊕ N 
   Sea   ψ : M →  Q   y     g: P → Q    un epimorfismo. 
Sean   i: M → F    y    π : F → M   las aplicaciones inclusión y proyección, entonces 
ioπ =1M.    
 






Luego existe ϕ : F → P; tal que ϕog  = πψ o  
 
 
              F      i           M 
    π  
 
           ϕ                 πψ o             ψ  
 
                                                                         g 
              P            Q   0 
     Consecuentemente existe σ = ϕ io : M → P  tal que σog  =ψ . 
   Por tanto M es proyectivo. 
 
             M 
 
         σ =φº i 





P           g                      Q           0 
 
 
Observación.   Existen módulos proyectivos que no son libres. 
   Por ejemplo: Si R = ℤ6 
   Entonces ℤ6 ≅ ℤ2 ⊕ ℤ3 (Suma directa externa). Ahora ℤ6 es un ℤ6 – módulo libre, luego 
por el teorema anterior ℤ2 es ℤ6 - módulo proyectivo, pero no es libre, pues todo 





1.3   El Funtor   −⊗RM  en la categoría ModR 
 
Definición 1.3.1.      Sean M y N dos R-módulos. Un producto tensorial de M y N es un  
R-módulo T,  junto con una aplicación bilineal  f: M×N → T tal que, para toda aplicación 
bilineal g: M×N → P en un R-módulo P, existe un único R-homomorfismo h: T → P tal que 
h o f = g. 
     
                                                 M×N  f T 
 
                                                                           g                                                                 h o f = g. 
                                                  !∃ h 
 
              P 
 
 
Proposición 1.3.2.               Dados dos R-módulos M y N, existe un producto tensorial de 
M y N; más aún si   (T, f)   y    (T´, f´)   son productos tensoriales de M  y  N, entonces 
existe un único isomorfismo   h:  T → T´   tal que   ho f = f´  
    Prueba. 
      (ver [ ]R , página 22 ) 
 
Observaciones. 
1) La proposición anterior garantiza que todo par de R-módulos M y N determina un 
producto tensorial  (T , f ) esencialmente único. Denotaremos a T con el símbolo 
M ⊗ RN, el cual será llamado producto tensorial de M y N.  
2) Para cada par (m, n)∈M×N, el elemento f(m, n)∈  M ⊗ RN será denotado por m ⊗ n. 
    3) M ⊗ RN es generado por el conjunto de los m⊗ n. 
 4) Sean  f  :  M  →   N   y   g :   P   →   Q   homomorfismos de R-módulos y 





M×P M ⊗ R P
f ⊗ g  f ×g 
N ⊗ R Q
ψ
N×Q  
 Sean                    ϕ  :     M×P →  M ⊗ RP      y       ψ :     N×Q →  N ⊗ RQ 
 las funciones bilineales respectivas. 
    Consideremos la función   bilineal :     
ψ o (f×g)  :   M×P   ⎯→        N ⊗ Q 
 Como M ⊗ RP es el producto tensorial, existe un único R-homomorfismo  
 h :  M ⊗ RP  →   N ⊗ RQ  que denotaremos con f ⊗ g tal que el siguiente diagrama 
conmuta: 
 
                                   
 
                     
 
 
            
                        
  Luego      (f ⊗ g)(x ⊗ y)  =   f(x) ⊗ g(y),    x∈M, y∈P. 
    En el caso que N = M y  f  = 1M,  el R-homomorfismo: 
    1M ⊗  g  :   M ⊗ RP  →   M ⊗ RQ   será denotado con M ⊗ g. 
Proposición 1.3.3.   Sea M un R-módulo. La aplicación  M ⊗ R -: ModR →  ModR que 
asigna a  cada  R-módulo  N  el  R-módulo  M ⊗ RN   y   a   cada        R-homomorfismo    
 f  :  N →  P  el R-homomorfismo M ⊗ f: M ⊗ RN →  M ⊗ RP es un funtor covariante de la 
categoría ModR . 
    Prueba. 
    i) Sean f :  N →  P   y  g :  P →  Q dos R-módulos. 
 Entonces: 
M ⊗ (g o f)(m ⊗ n) = m ⊗ (go f)(n) = m ⊗ g(f(n)) = M ⊗ g(m ⊗ f(n)) = (M ⊗ g) o (M ⊗ f) (m ⊗ n);   
m∈M y n∈M. 
    Luego M ⊗ (g o f) = (M⊗ g) o (M ⊗ f). 
    ii) Sea 1N: N → N, entonces para (m, n) ∈ M×N 
    M ⊗ 1N(m ⊗ n) = m ⊗ 1N(n) = m ⊗ n = 1M ⊗ N(m ⊗ n) 
    Luego M ⊗ 1N =1M ⊗ N 
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Proposición 1.3.4.     Sea M un R-módulo. El funtor   M ⊗ R -   es exacto a derecha. 
    Prueba. 
   Sea: 
N ⎯→⎯f P ⎯→⎯g Q ⎯→ 0 
  una sucesión exacta. 
Probemos que 
M ⊗ RN ⎯⎯ →⎯ ⊗ fM  M ⊗ RP ⎯⎯ →⎯ ⊗gM  M ⊗ RQ ⎯→ 0 
es una sucesión exacta.  
 En efecto: 







)(  para algunos m i ∈M  y q ∈i Q. 
    Como g es epimorfismo, q i = g(p i ) para algunos p i ∈P. 







)( ∈M ⊗ P y más aún  


















    Por tanto M ⊗ g es un epimorfismo. 
 
    ii) Sea v∈Im (M ⊗ f),  entonces v = M ⊗ f( μ ), para algún μ ∈M ⊗ N. 







μ  para algunos r ∈i R,  m ∈i M,  n ∈i N 







0)(      







0)(o        pues g o f = 0. 






⊗  ⎯→⎯α    QM ⊗    tal que   gM ⊗=πα o . 
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    M⊗ P      gM ⊗   M ⊗ Q 
 
       π                     α  
 





    Por otro lado, como g es sobreyectiva, para cada q∈Q existe p∈P tal que q = g(p). 
    Ahora bien, si  q = g(p1 ) para otro p1 ∈P, entonces  p - p1 ∈Kerg = Imf. 
    Luego, si m∈M entonces tenemos que m ⊗ (p-p1 )∈Im(M ⊗ f) 
    Por tanto, m⊗ p + Im(M ⊗ f) = m ⊗  p1 +Im(M ⊗ P) 
    Luego, la aplicación: 




                                (q, m)   a    p ⊗ m+Im(M ⊗ f) 
    donde q = g(p) está bien definida y es bilineal. 
    Por la propiedad universal del producto tensorial, existe un R-homomorfismo 
     β  :   M ⊗ Q ⎯→ )Im( fM
PM
⊗
⊗      
        M×Q       M⊗ Q 
 
                 γ  
                        β  
 




    Ahora, es fácil ver que 1−= αβ  
    Por tanto α  es un isomorfismo y como gM ⊗=πα o , se tiene que 
    Im(M ⊗ f) = Kerπ  = Ker( πα o ) = Ker(M ⊗ g) 






1) En general el funtor   M ⊗ R –    no es exacto a izquierda. 
Veamos los siguientes ejemplos: 
Ejemplo 1 
    La sucesión de ℤ - módulos 
0 ⎯→   ℤ ⎯→⎯ f  ℤ ⎯→⎯π  ℤ/2ℤ ⎯→  0       es exacta, 
    donde  f : ℤ ⎯→  ℤ homomorfismo definido por  f (m) = 2m, para todo m∈ℤ y π es la 
proyección canónica. 
    Tensorando  con el ℤ -módulo ℤ/2ℤ se tiene la sucesión  
0 ⎯→ℤ/2ℤ Z⊗ ℤ ⎯⎯ →⎯ ⊗  fZ/2Z ℤ/2ℤ Z⊗ ℤ ⎯→  ℤ/2ℤ Z⊗  ℤ/2ℤ ⎯→ 0 
Esta sucesión no es exacta a izquierda, pues ℤ/2ℤ Z⊗ f  no es inyectiva.  
En efecto, consideremos el  siguiente diagrama conmutativo: 
ℤ/2ℤ Z⊗ ℤ ⎯⎯ →⎯ ⊗  fZ/2Z ℤ/2ℤ Z⊗ ℤ 
         (n+2ℤ) Z⊗ m                                 (n+2ℤ) Z⊗ f(m) = (n+2ℤ) Z⊗ 2m 
                         α                  β                      
 
    ℤ/2ℤ     ⎯ →⎯  0    ℤ/2ℤ 
   mn+2ℤ               2mn+2ℤ = 2ℤ 
 Donde α y β son los isomorfismos canónicos, luego se tiene que: 
0 o  α   = β o ( ℤ/2ℤ Z⊗ f ) 
         0   = β o ( ℤ/2ℤ Z⊗ f ) 
    ℤ/2ℤ Z⊗ f  =  0 




   Ejemplo 2 
    Consideremos el anillo conmutativo  K [ ]x  donde K es cualquier cuerpo  y la sucesión 
exacta de R-módulos: 
0 ⎯→   R ⎯→⎯x  R ⎯→  xR
R ⎯→  0        
donde “x” es la multiplicación por x. 
    Tensorando con el R-módulo xR
R  ,se tiene la sucesión: 
0 ⎯→ xR
R






R⊗  R ⎯→  xR
R
R⊗ xR
R ⎯→  0        
Esta sucesión no es exacta a izquierda. 










R⊗  R ⎯→  xR
R
R⊗ xR
R ⎯→  0  
         (p(x) + xR) ⊗ q(x)                                                                   (p(x) + xR) ⊗ x q(x)                             
        
                        α                                 β    
 
                        xR
R                          xR
R  
             q(x)p(x) +  xR                                    0                              x q(x)p(x) + xR  = xR         
 
 
Donde α y β son los isomorfismos canónicos, luego se tiene que    xR
R
R⊗  R    no es 
inyectiva. 
     
 
 2) Los R-módulos M para los cuales el funtor M ⊗ R– es exacto a izquierda serán los    
denominados módulos planos, que serán estudiados en los siguientes capítulos. 
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f βα  
f γα  f γβ  
1.4   Límites Inductivos en la categoría ModR 
 
Definición 1.4.1.    Sea ( I  , ≤  ) un conjunto dirigido, es decir I es un conjunto 
preordenado por ≤  tal que dados   I∈βα ,   existe I∈γ  con      γα ≤    y     γβ ≤ . 
Un sistema inductivo de ModR indexado por I consiste de : 
i) Para todo I∈α , se tiene  un R-módulo αM . 
ii) Para todo par (α , β ) ∈I2 tal que βα ≤ , se tiene  un R – homomorfismo 
          βαf   d e αM   en  βM  tal que ααf  = αM1  para todo I∈α  y  si  γβα ≤≤   
         ( I∈γβα ,, ).              βαγβγα fff o=    osea   el  diagrama  conmuta.  
 
                                                           
αM                                    βM  
 
                                                                                                             βαγβγα fff o=  
                                                                    γM  
 
Tal  sistema  es denotado por ( αM  , βαf ) I∈βα , . 
 
Definición 1.4.2.  Sea   ( αM  , βαf ) I∈βα ,   un sistema inductivo de ModR  indexado por I. 
Un límite inductivo de ( αM  , βαf ) I∈βα ,  consiste de un R – módulo M  y de una familia de 
R – homomorfismos    f α  de M α  en M  tal que si βα ≤ ,      βαβα fff o=      y  para todo  
R-módulo N   y toda familia  ( ) Ig ∈αα  de R – homomorfismos  αg : αM  ⎯→  N  tal que si 
βα ≤ ,         αg = βαβ fg o  , existe un único R – homomorfismo g de M en N  tal que para 
todo I∈α ,     αα fgg o= .  
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 O sea el siguiente diagrama es conmutativo: 
 
                                                              
                                           N                                              M 
                                                  
                                                    g α                           f α    
                                                 
                                                                   M α  
                                                 g β                                      f β  
                                                                      f βα  
 
 
                                                                   M β  
Proposición 1.4.3.        Dado     ( αM  , βαf ) I∈βα ,   un sistema inductivo de ModR  indexado 
por I, existe un límite inductivo ( M , f α  ) I∈α   de   ( αM  , βαf ) I∈βα ,  .   Más aún, si 
 ( M´ , f´ α  ) I∈α   es otro límite inductivo de    ( αM  , βαf ) I∈βα ,  , existe un único 
 R – isomorfismo     h : M ⎯→  M´   tal que     f´ α  =  h o  f α . 
 
Prueba. 
  (ver [ ]L , página 28 ) 
Observaciones. 
 
1. Dado  ( αM  , βαf ) I∈βα ,    un sistema inductivo de ModR.  El límite inductivo de este 
sistema es denotado por    lim M α . 
2. Si I está dotado del orden trivial, el límite inductivo de un sistema inductivo 
      ( M α ) I∈α  es llamado suma de la familia   ( M α ) I∈α  y es denotada por αα MI∈⊕ . 
∃ ! g 
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Proposición 1.4.4.        Sea M un R- módulo . Entonces M es límite directo de una familia 
de módulos  finitamente generados. 
Prueba. 




































Definición 2.1.1.         Sea M un R-módulo.  Diremos que M es plano si el funtor M ⊗ R– 
de la categoría Mod(R) en la categoría Mod(R) es exacto, es decir, si la condición 
 
    (i)  La sucesión         0 ⎯→  N ⎯→⎯ f  P ⎯→⎯g  Q ⎯→  0 
         de Mod(R) es exacta  implica la condición. 
    (ii) La sucesión      0 ⎯→ M ⊗ RN ⎯⎯ →⎯ ⊗ fM  M ⊗ RP ⎯⎯ →⎯ ⊗gM  M ⊗ RQ ⎯→  0 
          es exacta. 
     El R-módulo M es fielmente plano si la condición (i) es equivalente a la condición (ii). 
    En virtud a la exactitud a derecha del producto tensorial, M será plano si para todo 
 R-homomorfismo inyectivo   f: N → P,   la aplicación   M ⊗ R f  :   M ⊗ RN →  M ⊗ RP 
 es  inyectiva. 
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Proposición 2.1.2.         Todo  R-módulo libre es plano. 
    Prueba. 




R   
    Consideremos un R-homomorfismo inyectivo     0 ⎯→ N ⎯→⎯f P 
    El diagrama siguiente es conmutativo 
 
                                             R(I) ⊗ f 
              0           R(I) NR⊗         R
(I) PR⊗  
 
          Nϕ           Pϕ  
                         f(I) 
           0               N(I)                     P(I)  
 
        donde Nϕ :(r i ) nIi ⊗∈ a (r ni ) Ii∈  y 
               Pϕ :( s i ) pIi ⊗∈ a (s pi ) Ii∈  son los isomorfismos canónicos y 
               f (I) : (n i ) Ii∈ a (f(n i ) Ii∈  
Como f es inyectivo se sigue que f (I) es inyectivo y de la conmutatividad del diagrama 
concluimos que    R(I) ⊗ R f es inyectiva. 
     
Corolario 2.1.3.            Todo R-módulo proyectivo es plano. 
    Prueba. 
 Sea M un R-módulo proyectivo, entonces por la proposición 1.2.1.7 existe un R-módulo  
libre  F y un R-módulo M1 tal que 
    F = M ⊕ M1 
    Consideremos ahora un R-homomorfismo inyectivo     0 ⎯→ N ⎯→⎯ f P 
    Por la planitud de F  tenemos que la sucesión      0 ⎯→ F ⊗ RN ⎯⎯ →⎯ ⊗ fF F ⊗ RP           
    es exacta. 
    Pero F ⊗ R f   =   M ⊗ R f ⊕  M1 ⊗ R f,    luego M ⊗ R f es inyectiva. 
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Proposición 2.1.4.        Sea S un subconjunto multiplicativo del anillo R. El anillo de 
fracciones de R con respecto a S,    RS es un R-módulo plano.  
    Prueba. 
    Sea           0 ⎯→ N ⎯→⎯f P      una sucesión exacta 
    El diagrama siguiente es conmutativo 
                               RS R⊗  f   
          0            RS NR⊗         RS PR⊗  
 
          Nϕ           Pϕ  
                         fS 
          0               NS                    PS  
     
    donde ϕ N : s
r
⊗ n∈Rs ⊗ N  a s
rn
∈NS  y 
            ϕ P : s
r
⊗ p∈Rs ⊗ P  a s
rp
∈PS  son los isomorfismos canónicos y 






Como f es inyectivo entonces f S   es inyectivo, luego de la conmutatividad del diagrama  
concluimos que RS ⊗ R f es inyectivo. 
    Ejemplos: 
1) Sea P un ideal primo de R. El conjunto S=R\P es multiplicativo. 
Escribiremos RP para RS en este caso. RP es por tanto un R-módulo plano llamado 
localización de R en P. 
   En el caso especial de R = ℤ y P = (p) (p: número primo), la localización de ℤ en (p) es 
   ℤ(p) ={ n
m
∈ℚ/(n, p) = 1} 
2) Si R es un dominio de integridad, entonces P = (0) es un ideal primo. En este caso 
la localización R₍₀₎ es un cuerpo llamado cuerpo de fracciones de R 
   En el caso de R = ℤ tenemos que R₍₀₎ = ℚ 
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Observaciones. 
    1) Del ejemplo 2, ℚ es un ℤ-módulo plano; sin embargo, ℚ no es un ℤ-módulo 
proyectivo. 
2) Sea G un grupo abeliano de torsión no trivial, es decir, para cada g∈G existe n∈ℤ⁺ 
tal que ng = 0. 
Por ejemplo, todo grupo abeliano no finito. También, el grupo multiplicativo de las 
raíces de la unidad, etc.  
Entonces G es un ℤ-módulo que no es plano, pues G ⊗ ℤ ℤ ≅  G, pero G ⊗ ℤ ℚ = 0 pues 
si g∈G, existe n∈ℤ⁺ tal que ng = 0, luego si q∈ℚ Tenemos: 





















q = 0 
    Consecuentemente               ℤ ⎯→i ℚ                 es inyectiva 




2.2 Propiedades básicas 
 
Proposición 2.2.1.     Sea M un R-módulo, las siguientes afirmaciones son equivalentes: 
    (i) M es fielmente plano. 
    (ii) Si M es plano y M ⊗ RN = 0,  entonces N = 0 
    (iii) M es plano y si g es un R-homomorfismo g: N → P, tal que M ⊗ R g = 0, 
    entonces g = 0 





     Prueba. 
     (i) → (ii) 
     Sea N un R-módulo tal que M ⊗ RN  =  0.  
      Entonces la sucesión    0 ⎯→  M ⊗ RN   es exacta 
     Como M es fielmente plano, la sucesión       0 ⎯→ N es inyectiva, por tanto N = 0 
     (ii)→(iii) 
     La tensorización por el módulo plano M de las sucesiones exactas 
        0 ⎯→  Im(g ) ⎯→  N ⎯→ Im(g)
N  ⎯→   0           y 
        0 ⎯→ Ker(g) ⎯→  P  ⎯→  Im(g)  ⎯→ 0   
       donde    g = v μo     muestra que   M ⊗ R Im(g)  =  Im(M ⊗ R g)     y 
       M ⊗ RKer(g)  =  Ker(M ⊗ R g) 
    Como M ⊗ R g = 0 entonces M ⊗ R Im(g), por tanto, Im(g) = 0 luego g = 0 
    (iii) → (i) 
    Sea     N ⎯→⎯ f P ⎯→⎯g Q     una sucesión de Mod(R) tal que la sucesión  
            M ⊗ RN ⎯⎯ →⎯ ⊗ fM R  M ⊗ RP ⎯⎯ →⎯ ⊗ gM R  M ⊗ RQ ⎯→  0   sea exacta 
    Como        M ⊗ R (go f) = (M ⊗ R g)o (M ⊗ R f)=0     entonces      g o f = 0 
    Luego    Im(f) ⊂ Kerg.      La sucesión exacta 
0 ⎯→   Im(f) ⎯→  Ker(g) ⎯→⎯h  )Im(
)(
f
gKer  ⎯→  0 
    induce la sucesión exacta 









 ⎯→ 0 
    pues M es plano. 
    Ahora      M ⊗ RIm(f) = Im(M ⊗ R f)   y      M ⊗ RKer(g) = Ker(M ⊗ R g) 
    Por tanto M ⊗ R h= 0, luego h = 0, consecuentemente Im(f) = Ker(g) 
    (ii)→(iv) Es suficiente observar que    mM
M ≅  M ⊗ R   m
R  y  que       m
R  ≠ 0 





  (iv)→(ii) 
 La condición (iv) implica la condición M ⊗ R I
R  ≠ 0 para todo ideal I distinto de A.     
En efecto, sea m  un ideal maximal que contienen a I. 
    De la sucesión exacta 
  I
R ⎯→    m
R   ⎯→  0 
  tenemos la sucesión exacta 
M ⊗ R I
R  ⎯→  M ⊗ R   m
R   ⎯→  0 
  de donde, M ⊗ R I
A  es no nulo como en el caso M ⊗ R   m
R    
Ahora sea N un R-módulo no nulo. Entonces existe una sucesión exacta 
0 ⎯→ I
R ⎯→  N     donde I es un ideal propio de R. 
    Luego la sucesión 0 ⎯→  M ⊗ R I
R  ⎯→  M ⊗ RN es exacto. 
    Lo que prueba que M ⊗ RN es no nulo como M ⊗ R I
R     
 
Proposición 2.2.2.         Sea M un R-módulo plano, N un R-módulo, N1 y N2 dos 
submódulos de N. 
Identificando M ⊗ RNi (i=1,2) como submódulos de M ⊗ RN usando las inyeciones 
canónicas, tenemos la igualdad 
             M ⊗ R (N1 ∩  N2) = (M⊗RN1) ∩  (M⊗RN2)   
    Prueba. 
    Es suficiente tensorar por M la sucesión exacta 





Proposición 2.2.3.       Siendo M1 y M2 dos R-módulos.  Si M1 y M2 son planos 
(respectivamente fielmente planos) entonces ocurre lo mismo con      M1 ⊗ RM2. 
   
  Prueba. 
    Utilicemos el isomorfismo funtorial de (M1 ⊗ RM2) ⊗ RN sobre    M1 ⊗ R(M2 ⊗ RN). 
 Sea  N ⎯→⎯ f P ⎯→⎯g Q una sucesión exacta. Si M1 y M2 son planos, obtenemos un                  
diagrama conmutativo donde la primera línea es exacta. 
 
 
)( 21 NMM RR ⊗⊗           )( 21 PMM RR ⊗⊗     )( 21 QMM RR ⊗⊗  
 
 
    ≈                                                          ≈                     ≈   
 
 
                                  fMM ⊗⊗ )( 21                                  gMM ⊗⊗ )( 21  
NMM RR ⊗⊗ )( 21           PMM RR ⊗⊗ )( 21     QMM RR ⊗⊗ )( 21  
 
 
    Donde las flechas verticales son los isomorfismos canónicos 
    De donde la segunda línea es exacta.  
    Luego M1 ⊗ RM2 es plano. 
    Si además M1 y M2 son fielmente planos, (M1 ⊗ RM2) ⊗ RN = 0 implica que M2 ⊗ RN = 0                         
    (Pues M1 es fielmente plano) y N = 0 (pues M2 es fielmente plano) 
     
     
Proposición 2.2.4.   Sea (M α , f βα ) I∈βα ,  un sistema inductivo indexado por un conjunto 
dirigido I. Supongamos que para todo I∈α , M α es un R- módulo plano, entonces el 
límite inductivo   lim  M α  es plano. 
Prueba. 
  (ver [ ]L , página 206 ) 
 
)( 21 fMM ⊗⊗
)( 21 gMM ⊗⊗
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Observación. 
Si R es un dominio, entonces su cuerpo de fracciones ℚ  es límite inductivo de módulos 
cíclicos, cada uno isomorfo a  R . Como R es plano ( por ser R libre) tenemos como 

































El funtor Tor 
 
 
3.1  Resoluciones Proyectivas 
Sea N un R-módulo. Una resolución proyectiva de N es una sucesión exacta descendente. 
P:             ….... ⎯→ Pn+1 ⎯→⎯ +∂ 1n Pn ⎯→⎯ −∂ 1n Pn-1 ⎯→ …..... 
de R-módulos tal que 
    i)  P₋₁= N 
    ii) Pn = 0 para todo n  < -1 
ii) Pn es un R-módulo proyectivo para todo n  ≥ 0 
 
En particular, si Pn es un R-módulo libre para todo n  ≥  0, entonces la sucesión 
descendente P se llama resolución libre del módulo N. 





Proposición 3.1.1.              Todo R-módulo N posee una resolución libre. 
     Prueba. 




F , donde F0 es un R-módulo libre 
     Por tanto existe una sucesión exacta corta 
0 ⎯→ N0 ⎯→⎯ 0α F0 ⎯→⎯ 0β N ⎯→ 0 




F , donde F1 es un R-módulo libre. 
     Luego, existe una sucesión exacta corta 
0 ⎯→ N1 ⎯→⎯ 1α F1 ⎯→⎯ 1β N0 ⎯→ 0 
     Por inducción, obtenemos una sucesión exacta corta 
0 ⎯→ Nn ⎯→⎯ nα Fn ⎯→⎯ nβ Nn-1 ⎯→ 0 
      para todo n > 0, donde Fn es un R-módulo libre. 
     Definimos una sucesión 
P:     ..……… ⎯→  Pn+1 ⎯→⎯ +∂ 1n Pn ⎯→⎯∂n Pn-1 ⎯→ …………  
      tomando 
                 N Si n = -1   0β   Si  n = 0 
 Pn =  Fn Si n ≥ 0 y n∂ =  nn βα o1−  Si n > 0 
  0 Si n < -1   0  Si n < 0 
 
     Afirmamos que P es una resolución libre de N. 
     En efecto:  basta mostrar que Im( 1+∂ n ) = Ker( n∂ )   ∀ n ≥ 0 
Como α n  es  monomorfismo  y  βn  es epimorfismo;  para todo n ≥ 0, tenemos 
Im( ∂ n+1) = Im(α n) = Ker( β n) = Ker( ∂ n)    ∀ n ≥ 0 





3.2  Funtor Torn 
 Sean M y N dos R-módulos y sea P  resolución proyectiva de N 
P:     …… ⎯→  Pn+1 ⎯→⎯ +∂ 1n Pn ⎯→⎯∂n Pn-1 ⎯→⎯ −∂ 1n ……… 
 Consideremos su "producto tensorial" M R⊗ P,  que es la sucesión 
 M R⊗ P:    .... ⎯→ M ⊗ RPn+1 ⎯⎯⎯ →⎯ +∂⊗ 1nRM  M ⊗ RPn ⎯⎯ →⎯ ∂⊗ nRM  M ⊗ RPn-1 ⎯⎯⎯ →⎯ −∂⊗ 1nRM ….. 
 Como     (M R⊗ ∂ n)o (M R⊗ ∂ n+1)  =  M R⊗  ( ∂ n o ∂ n+1) =  M R⊗ 0  = 0 
 Por tanto M R⊗ P es una sucesión descendente semiexacta. 
 Para todo entero n, consideremos el módulo de homología n-dimensional  








Proposición 3.2.1.           Para cualquier otra resolución proyectiva. 
Q:       … ⎯→  Qn+1 ⎯→⎯ +∂ 1'n Qn ⎯→⎯∂ n' Qn-1 ⎯→⎯ −∂ 1'n … 
     del módulo N, se cumple  
           Hn(M R⊗ P) ≈ Hn(M R⊗ Q) para todo entero n. 
     Además: 
Hn(M R⊗ P) = 0 para todo n≤ 0 
 Prueba. 
      (ver [ ]H , página 144 ) 
     
Definición 3.2.2.              Sean M y N dos R-módulos y sea 
P:   ….… ⎯→  Pn+1 ⎯→⎯ +∂ 1n Pn ⎯→⎯∂n Pn-1 ⎯→⎯ −∂ 1n …… 
 una resolución proyectiva de N. 
Para todo entero positivo n, el R-módulo Hn(M R⊗ P) recibe el nombre de producto torsión 
n-dimensional sobre R de M y N y será denotado por     Tor Rn (M, N) 
Observación. 




Proposición 3.2.3.           Sea M un R-módulo    y 
0 ⎯→  N ⎯→⎯f  P ⎯→⎯g  Q ⎯→ 0 
una sucesión exacta corta de R-módulos. 
Entonces existe una sucesión exacta larga. 
     ... ⎯→  Tor Rn (M,N) ⎯→  Tor
R
n (M,P) ⎯→  Tor
R
n (M,Q) ⎯→ Tor
R
n 1− (M,N) ⎯→ ... 
      ... ⎯→  Tor R1 (M, Q) ⎯→  M⊗R N ⎯→ M⊗R P ⎯→ M⊗R Q ⎯→  0 
    
  Prueba. 
     (ver [ ]H , página 152 ) 
 
   
Proposición 3.2.4.     Si el R-módulo P es proyectivo, entonces: 
RTor1 ( M,P) = 0 
para  todo R-módulo M. 
 
 Prueba. 
    (ver [ ]SH − , página 113 ) 
Proposición 3.2.5.    Sea (M α , f βα ) I∈βα ,  un sistema inductivo de R –módulos y M un R- 
módulo, entonces: 
lim ,(),( 11 MTorMMTor
RR =α lim αM ) 
 
     Prueba. 











Aplicaciones de los funtores Tor  a los módulos 
planos 
   
4.1  Caracterización de los módulos planos por los ideales 
finitamente generados.-     
 
Teorema 4.1.1.        Sea  M un R-módulo.Las siguientes afirmaciones  son equivalentes: 
     (i) M es plano. 
     (ii) Tor R1  (M, N) = 0 para todo R-módulo N. 
     (iii) Tor R1  (M, N) = 0 para todo R-módulo N finitamente generado. 
     (iv) Tor R1  (M, I
R ) = 0 para todo ideal I  de R. 
     (v) Tor R1  (M, I
R ) = 0 para todo ideal I  de R finitamente generado. 
(vi) La aplicación canónica M ⊗ RI ⎯→ M  ( )∑∑ ⊗ iiii xrrx a   es inyectiva para 
todo  ideal (respectivamente todo ideal finitamente generado) I de R. 
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     Prueba. 
(i)⇒ (ii)         Sea 
0 ⎯→  Q  ⎯→ P ⎯→  N  ⎯→  0 
una sucesión exacta de R-módulos donde P es proyectivo. 
     Entonces existe una sucesión exacta larga 
  …. ⎯→ Tor R1 (M, P) ⎯→ Tor 
R
1 (M, N) ⎯→  M ⊗ RQ ⎯→⎯
μ M ⊗ RP ⎯→ M ⊗ RN ⎯→ 0 
 
     Como P es proyectivo, Tor R1  (M, P) = 0, entonces Tor
R
1  (M, N) =  Ker ( μ ). 
     Pero μ  es inyectivo, pues, M es plano, luego    Tor R1 (M, N) = 0 
 
     (ii)⇒ (i)      Sea 
0 ⎯→ P ⎯→⎯f Q ⎯→⎯g L ⎯→ 0 
       una sucesión exacta. 
     Entonces existe una sucesión exacta larga. 
…... ⎯→  Tor R1  (M, L) ⎯→ M ⊗ RP ⎯→⎯
μ M ⊗ RQ ⎯→ M ⊗ RL ⎯→ 0 
     Como   Tor R1 (M, L) = 0,  entonces μ  es inyectiva. 
     Pero μ = M R⊗ f, luego M R⊗ f es inyectiva ; por tanto, M es plano. 
     (ii)⇒ (iii) Es claro. 
(iii)⇒ (ii) Consideremos el R-módulo N como límite inductivo de sus submódulos 
finitamente generados,         N =   lim N α  (ver proposición 1.4.3) 
      Luego     
                       Tor R1  (M, N) = Tor
R
1  (M,  lim N α )  
                                             =    lim   Tor R1  (M, N α )  
             =  0 , 
     pues Tor R1  (M, N α ) = 0. 
     (ii)⇒ (iv) Es claro.  
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(iv)⇒ (iii) Haremos la prueba por inducción sobre el cardinal n de un sistema finito de 
generadores del R-módulo N. 
      Si n = 1, entonces N = x , luego considerando el epimorfismo: 
f :     R                     N 
            r            rx  
      Se tiene por el teorema fundamental del isomorfismo que NKerf
R ≅ . 
      Por hipótesis 0),(1 =Kerf
RMTor R , entonces 0),(1 =NMTor
R . 
Supongamos que la afirmación vale para n-1(n ≥ 2), sea N = Re1+...+Ren. 
Consideremos la sucesión exacta: 
0 ⎯→ P = Re1 ⎯→ N ⎯→ Q = R 2e +…+R ne ⎯→ 0 
     Donde   ie es la clase de ei módulo P (i = 2,..., n). 
     Luego existe una sucesión exacta larga: 
….... ⎯→  Tor R1 (M, P) ⎯→  Tor
R
1  (M, N) ⎯→  Tor
R
1  (M, Q) ⎯→ …... 
donde los extremos son nulos (casos n = 1 y hipótesis de inducción),  
luego Tor R1  (M, N) = 0 
     (iv)⇒ (v) Es claro. 
(v)⇒ (iv) Notemos que el R-módulo I









donde Ii recorre el conjunto de los ideales finitamente generados contenidos 




R . Es suficiente razonar 
como en la prueba de (iii)⇒ (ii). 
 (iv) ⇔ (vi)    
  
A partir de la sucesión exacta 
0 ⎯→  I  ⎯→i  R ⎯→⎯π  I
R   ⎯→  0 
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se tiene la sucesión exacta 
0 = Tor R1  (M, R) ⎯→   Tor
R
1 (M, I
R ) ⎯→ M⊗RI ⎯→ M⊗RR ≅ M 
la cual demuestra la equivalencia. 
 
Corolario 4.1.2.        Sea R un dominio de ideales principales, M un R-módulo. Las 
siguientes afirmaciones son equivalentes: 
     (i) M es plano. 
(ii) Sea r∈R, x∈M.   La igualdad   rx = 0     implica r = 0   o  x = 0  
      (Osea el R-módulo M es sin torsión). 
     Prueba. 
La implicación (i)⇒ (ii) es válida con solamente la hipótesis que R es un dominio de 
integridad. En efecto, sea r un elemento no nulo de R. 
     Designemos por δ r  la aplicación s a sr de R en R. 
A partir de la sucesión exacta               0 ⎯→ R ⎯→⎯ rδ R,    ( Pues, δ r  es inyectiva) 
y por la planitud de M, obtenemos una sucesión exacta            
0 ⎯→ M⊗R R ⎯⎯ →⎯ ⊗ rRM δ M ⊗ RR 
y gracias al isomorfismo canónico    M ⊗ RR ⎯→ M     una sucesión exacta      
0 ⎯→ M ⎯→⎯
M
rδ M, 
donde Mrδ es la aplicación x a   rx de M en M.  
Luego, si          r x  = 0 
                   0)( =xMrδ  
                           x  = 0  (Pues, Mrδ es inyectiva) 
De donde, M es sin torsión. 
 
(ii)⇒ (i) Sea I un ideal de R, entonces I = a  para algún a. Por probar, que la 
aplicación :γ  M ⊗ RIa M es inyectiva y por la parte (vi) del teorema 4.1.1. M será 
plano. 
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Del diagrama conmutativo:    
                                        M ⊗ RI ⎯⎯ →⎯ ⊗ aRM δ M ⊗ RR 
 
    γ        ϕ  
 
                 M 
=γ  oϕ (M ⊗ R aδ ) donde ϕ  es el isomorfismo canónico M ⊗ RR → M.  
Luego, si 
                            γ (m ⊗ r)  =  0            , m ≠ 0 ∈  M,     r ∈I. 
      ( oϕ (M ⊗ R aδ )) (m ⊗ r) = 0   
                          ϕ  (m ⊗ ra)  =  0 
                               (ra) m   =  0 
                                r (am)  =  0    
                                       r   =  0           ( M es sin torsión)    
      entonces :            m ⊗ r   = 0 
De donde, γ es inyectiva. 
 
 
    Observación. 
     En caso particular R = ℤ, entonces los ℤ-módulos son los grupos abelianos 
consecuentemente los grupos abelianos finitos con por lo menos 2 elementos no son  







4.2  Caracterización de los módulos planos por ecuaciones 
lineales.- 
 
Teorema 4.2.1.          Sea  M un R-módulo. Las siguientes afirmaciones son equivalentes: 
     (i) M es plano. 








ij xa  (j = 1, …, n) 
Entonces existe un entero natural s, de elementos bik de R, de elementos yk de M 














     (iii) La afirmación (ii) sigue para j = 1. 
 
     Prueba. 
(i)⇒ (ii) Sea g la aplicación lineal natural de R r  en R n  que asocia al elemento 







     Sea N = Ker (g), f la inyección canónica de N en R r . 
      A partir de la sucesión exacta 
0 ⎯→ N ⎯→⎯ f  R r ⎯→⎯g  R n  
 
     y por la planitud de M, se deduce  la exactitud de la sucesión: 
0 ⎯→ M ⊗ RN ⎯⎯ →⎯ ⊗ fM M ⊗ RR r ⎯⎯ →⎯ ⊗gM M ⊗ RR n  
vía los isomorfismos canónicos, la exactitud de la sucesión 
0 ⎯→ M ⊗ RN ⎯→⎯μ M r ⎯→⎯v M n  donde: 
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y μ  es la 








ij xa  traducen el hecho de que el elemento (x1,...,xr) de M
r  
pertenece al núcleo de v y por lo tanto a la imagen de μ . 
     Entonces existen elementos tk de N e yk de M (k=1,..., s) tal que: 












      , algún   s N∈  
     Si tk = (b1k,...,brk); se tiene que: 




















     Como  tk )()( vKergKerN ⊂=∈  









(iii)⇒ (i) Demostraremos que, para todo ideal finitamente generado I de R, la 
aplicación canónica 
      M ⊗ RI ⎯→⎯λ M es inyectiva. 
     Sean raa ,...,1  un sistema finito de generadores del ideal I. 













































ii bayaybax  
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Observación 4.2.1.1.   Sea M un R-módulo y (R , m ) un anillo local. 














m es un submódulo de M.  
Luego Μ m
M  tiene una estructura de m
R - espacio vectorial dada por la aplicación 
    m
R  x Μ m
M    Μ m
M  
    (r + m, x + mM)   rx + mM 
Sea M  finitamente generado y  { } x ,...,x n1   un sistema minimal de generadores de M. 
Afirmación:   { } mmm  Μ+Μ+Μ+ nxxx .......,,........., 21 es una base de Μ mM . 
En efecto:  
(i) Sea  x ∈ Μ m
M ; donde x  = x + mM  con x ∈M 
Como x∈M, Rrr n ∈∃ ....,,.........1 ,  tal que 
           nn xrxrx ++= .....................11  
           nn 11 xr . xr +……………+=x  
       nn xrx ++= .....................xr  11  
      x  =  ( +11xr mM) +…………….+ ( +nnxr mM) 
           x  =  ( +1r m)( +1x mM) +……………+ ( +nr m)( +nx mM) 
Entonces   { } x ,...,x n1    generan    Μ mM . 
 
 (ii) { } x ,...,x n1  es linealmente independiente. 
En efecto;   sea: 
( +1r m)( +1x mM)+……………+ ( +nr m)( +nx mM) = 0 
11xr +…………………+ nnxr + mM = 0 











             con  ∈is m  ,  ∈iu M. 
Supongamos    :1=l  
11xr +…………………+ nnxr = su . 
Como ∈u M , se tiene 
11xr +…………………+ nnxr  = 11xss +…………………+ nnxss  
=− 111 )( xssr +− 222 )( xrss …………………+ nnn xrss )( −  
Si ∉− )( 11 ssr  m  , entonces 
1
11 )(
−−∃ ssr  que cumple: 
nnxxx γγ ++= .................221     donde  )()(
1
11 jjj rssssr −−=
−γ    para  1<j <n+1 
Luego, { } x ,...,x n1  no es minimal  )(→←  
 
Finalmente, ∈− 11 ssr  m y como  ∈1ss   m , entonces ∈1r   m. 
Es así, que los ∈ir  m , luego { } x ,...,x n1  es linealmente independiente. 
 
Proposición 4.2.2.            Sea R un anillo local, M un R-módulo finitamente generado. Las 
afirmaciones siguientes son equivalentes: 
     (i) M es plano. 
     (ii) M es proyectivo. 
     (iii) M es libre. 
     Prueba. 
Como un módulo libre es proyectivo y un módulo proyectivo es plano, bastará probar 
que (i)⇒ (iii). 
En efecto, probaremos por inducción sobre n, que un sistema minimal 
{ }nxxx .......,,........., 21 de generadores de M  es una base.  
Por la observación 4.2.1.1, sus clases módulo mM  son linealmente independiente sobre 
el cuerpo residual k =  m
R   de R formando un sistema libre de M. 
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     Caso n = 1 
Sea ∈a Ann(x1).  








Como x1 no pertenece a mM entonces existe bi que no pertenece a m y por tanto es 
inversible, luego a = 0. 








0 donde ∈ia A. Entonces existen y1,..., yr∈M y  bij∈R  
 (i=1,...,n;  j=1,....r) tales que: 
 






 y   








 Uno de los elementos bij no pertenece a m y es por tanto inversible. 









     Así:                                                    














Las clases módulo mM de los elementos xi+cixn (i = 1,..., n-1) son linealmente 
independientes sobre k. 
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