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Local and global time decay for parabolic equations with
super linear first order terms
Martina Magliocca and Alessio Porretta
ABSTRACT. We study a class of parabolic equations having first order terms with superlinear (and
subquadratic) growth. The model problem is the so-called viscous Hamilton-Jacobi equation with
superlinear Hamiltonian. We address the problem of having unbounded initial data and we de-
velop a local theory yielding well-posedness for initial data in the optimal Lebesgue space, de-
pending on the superlinear growth. Then we prove regularizing effects, short and long time decay
estimates of the solutions.
Compared to previousworks, themain novelty is that our results apply to nonlinear operators
with just measurable and bounded coefficients, since we totally avoid the use of gradient estimates
of higher order. By contrast we only rely on elementary arguments using equi-integrability, con-
traction principles and truncation methods for weak solutions.
1. Introduction
In this paper we wish to study the behavior of parabolic equations perturbed by first order
terms having superlinear growth. In what follows, Ω is an open bounded subset of RN and,
for T > 0, we set QT := (0, T)× Ω. The reference case to keep in mind is the perturbed heat
equation 
ut − ∆u = |Du|q in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,
(1.1)
with Dirichlet boundary conditions. This model example, which is often named as viscous
Hamilton-Jacobi equation, has been extensively studied by many authors who pointed out dif-
ferent features depending on the possibly superlinear growth q > 1 of the right-hand side. If
u0 is C
1, the classical parabolic theory applies and provides with a unique classical solution,
which is global in time if q ≤ 2. On the other hand, a gradient blow-up may happen in finite
time if q > 2 and, in this latter case, a global in time solution exists in the weaker formulation of
viscosity solutions. We refer to [BD, S, SZ], for this kind of analysis. For all q > 1, the solution
of (1.1) is known to decay in long time with the same rate as the heat equation (see [BDL, PZ]):
‖u(t)‖L∞(Ω) +
√
t ‖Du(t)‖L∞(Ω) ≤ C e−λ1t (1.2)
where λ1 is the first eigenvalue of the Laplacian with Dirichlet conditions.
The aforementioned results strongly rely on the maximum principle and on the L∞-contr-
action property, as well as on the standard regularizing properties of the heat semigroup, in-
cluding Bernstein’s type estimates which are often employed to handle the decay of Du and
therefore of the superlinear term.
The situation is much more delicate if one considers unbounded initial data and solutions.
Indeed, in the unbounded setting, the superlinearity has relevant effects and the results are no
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more identical to the standard heat equation. A satisfying theorywas developed in [BSW] when
u0 belongs to a Lebesgue space L
σ(Ω). In particular, the authors show that some necessary
extra conditions are needed both for the existence and for the uniqueness of solutions. For
the existence, it is needed that q ≤ 2 and that σ ≥ N(q−1)2−q (if q < 2). For the uniqueness,
some suitable class of solutions is also needed, where the authors use the gradient estimates of
the heat semigroup. Those results should be compared with similar ones which hold for the
superlinear problem
ut − ∆u = |u|q (1.3)
where again some necessary restriction on the initial Lebesgue class is needed in order that a
suitable well-posed local theory be developed (see e.g. [BC]).
The starting point of our work is the remark that the methods used in [BSW] to deal with
such problem rely on the well-known regularizing properties of the heat kernel, and in particu-
lar on the gradient estimates of the heat semigroup which are, essentially, a consequence of the
Calderon-ZygmundW2,p regularity. To this respect, the above methods do not seem to extend
to general operators having merely bounded measurable coefficients. For instance, the above
theories do not apply even to slightly inhomogeneous variation of the reference problem (1.1)
as the following 
ut − div(A(t, x)Du) = |Du|q in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,
(1.4)
where A(t, x) is a coercive matrix with measurable and bounded coefficients.
The goal of our paper is to give a general basic theory for equations with possibly non
smooth coefficients, providing a suitable setting for the existence and uniqueness of solutions,
showing that regularizing effects and long time decay may be proved in this more general set-
ting as well. The main point that wewish to address is that a satisfying theory does not need the
support of the Calderon-Zygmund estimates since the subquadratic growth of the nonlinearity
is enough to handle both local and global behaviour of solutions in a suitable energy class.
In our study, we leave aside the case of quadratic growth q = 2 for two main reasons: first
of all, this case has been already extensively studied, even in a general nonlinear framework
(see e.g. [DGP, DGS1, DGS2] for existence results and global a priori estimates), secondly this
case always appears to be special since one can rely on the Hopf-Cole transform in order to get
rid of the superlinear first order term. In this way, the case q = 2 can be reduced to the analysis
of semilinear equations and, even the short and long time behavior should be deduced through
this strategy. This is of course no longer true for the growth q < 2, which is precisely the object
of this work.
Let us now be more precise concerning the results that we prove. For the sake of clarity,
at first we state our results for the model problem (1.4), in order to better understand the main
features of our work.
THEOREM 1.1. Let Ω be a bounded domain in RN ,N > 2. Let A(t, x) be a N × N matrix, with
bounded measurable coefficients ai,j(t, x), which is assumed to be coercive (i.e. A(t, x)ξ · ξ ≥ α|ξ|2 for
all ξ ∈ RN , for some α > 0). Let us set
σ :=

N(q− 1)
2− q if 2−
N
N + 1
< q < 2 ,
1 if 1 < q < 2− N
N + 1
.
Then we have:
(i) there exists a unique weak solution u of (1.4), namely a unique function u ∈ L2loc((0, T);H10) ∩
C0([0, T]; Lσ(Ω)) which is a distributional solution of (1.4) in QT and satisfies u(0) = u0 in
Lσ(Ω) .
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(ii) the solution u satisfies the short-time estimates
‖u(t)‖Lr(Ω) ≤
Cr
tN
(r−σ)
2rσ
∀ t ∈ (0, 1) (1.5)
for any r > σ, where Cr depends on r,N,Ω, q, u0, and
‖u(t)‖L∞(Ω) ≤
C0
t
N
2σ
∀ t ∈ (0, 1) (1.6)
where C0 depends on N,Ω, q, u0. In addition the constants Cr ,C0 can be uniformly chosen when-
ever u0 varies in compact sets of L
σ(Ω);
(iii) the solution u satisfies the long-time decay
‖u(t)‖L∞(Ω) ≤ C1 e−λ1t ∀ t ∈ (1,∞) (1.7)
where C1 depends on N,Ω, q, u0 and can be uniformly chosen whenever u0 varies in compact sets
of Lσ(Ω).
Let us comment below the above result in more details.
• When 2− NN+1 < q < 2, the Lebesgue class L
N(q−1)
2−q (Ω) for the initial data is optimal
in order to have the existence of a solution. This was already shown in [BSW] for the
Cauchy problem and the heat operator. In the same spirit, we also give a counterex-
ample for the Dirichlet problem in Section 7, showing optimality of this threshold.
• The borderline case q = 2− NN+1 is a bit special and L1-data are not generically admit-
ted, in this case optimal classes necessarily lead outside Lebesgue spaces. However,
results can be given for u0 ∈ Lr(Ω), whatever r > 1, see Subsection 2.3.
• Similar results hold for N = 1 andN = 2, but the value of σ should be suitably adapted
according to the Sobolev embedding for H10(Ω) in dimensions N = 1 or N = 2, see
Section 5.
• The class of solutions which is considered in the above statement consists, roughly
speaking, of finite energy solutions at positive time, but the only global (in time) re-
quirement is the continuity in Lσ(Ω). It is remarkable that this class is enough to
provide uniqueness.
However, other weak formulations are also possible. When 2− NN+1 < q < 2, we
show that an equivalent formulation can be considered where, rather than requiring
the C0([0, T]; Lσ(Ω)) regularity, we ask the solutions to enjoy the global energy infor-
mation:
(1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω))
and the weak formulation is extended to [0, T)×Ω, eventually using the framework of
renormalized solutions if σ < 2 (see Definitions 2.2 and 2.3). We discuss those formu-
lations in Subsection 2.1 (or in Section 4 for L1-data) and we prove their equivalence in
Appendix A.
Let us now spend a few words on the main ingredients of our proofs. We stress that the
uniqueness in general may fail for unbounded solutions of viscous Hamilton-Jacobi equations
(see e.g. [BP, ADP]). For operators with smooth coefficients, as in (1.1) considered in [BSW],
one could recover uniqueness by requiring extra-integrability on the gradient of solutions. This
option, which essentially allows one to use a linearization approach for proving uniqueness,
can be justified whenever gradient estimates (or, say, the W2,p-regularity) are achievable, but
certainly is not affordable in the context of merely bounded measurable coefficients as we deal
with. In fact, we prove the uniqueness with a refinement of the convexity argument used in
[BP], similarly as it has been developed in [LP] for the stationary case.
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As far as the large time decay estimates are concerned, we need a different strategy com-
pared to what was done in [BDL, PZ]. In those papers the authors used either the L∞- con-
vergence given by viscosity solutions theory (combined with the heat kernel estimates) or the
Bernstein’s method for a gradient decay.
The idea of our proof is different though very simple and combines two facts which are
fundamental in this type of problems. The first one is that when data are small in Lσ(Ω) then
the equation behaves like the unperturbed one: in particular, for small data u0 we have the
standard exponential estimate in Lσ
d
dt
‖u(t)‖σLσ(Ω) + 4 λ1
α(σ− 1)
σ
‖u(t)‖σLσ(Ω) ≤ 0 .
Notice that this estimate is true for any σ in the case of the heat equation (and the best decay
rate follows by taking the optimal case σ = 2). By contrast, in the case of problem (1.4), one
obtains a similar inequality only for the special σ given by (ID1), and by requiring additionally
that the data be small in this class. On the other hand, this property remains true for merely
subsolutions, so we can use it for (u− k)+ which can bemade small for sufficiently large k. This
also explains the kind of short-time estimates (1.5)-(1.6), which do not depend only on the norm
of the initial data, but actually rely on their equi-integrability. To this extent, even the short-time
estimates are somehow different than in the case of coercive operators (see e.g. [Po]).
The second ingredient, which is essential for the long-time behaviour, is that the L∞-norm
is decreasing. In this kind of problems this is standard for classical solutions, but we show it
still holds in our class of weak solutions.
Finally, we reason by splitting our solution as the sum of a term which is small in Lσ(Ω) -
which decays exponentially - plus a bounded term. A suitable combination of the short-time
regularizing effect and the decreasing character of the L∞-norm will allow us to conclude the
global decay (1.7).
Most of the conclusions of Theorem 1.1 continue to hold in a much wider generality, specifi-
cally for nonlinear coercive operators in divergence form (with just measurable bounded coeffi-
cients) and nonlinear Hamiltonians H(t, x, ξ). To be more precise, let us consider the following
Cauchy-Dirichlet problem:
ut − div (a(t, x, u,Du)) = H(t, x,Du) in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,
(P)
where a(t, x, u, ξ) : (0, T) × Ω × R × RN → RN and H(t, x, ξ) : (0, T) × Ω × RN → R are
Caratheodory functions (i.e. measurable with respect to (t, x) and continuous in (u, ξ)) satisfy-
ing the following coercivity and growth conditions:
∃ α > 0 : α|ξ|2 ≤ a(t, x, u, ξ) · ξ, (A1)
∃ λ > 0 : |a(t, x, u, ξ)| ≤ λ[|u|+ |ξ|+ h(t, x)], h ∈ L2(QT), (A2)
and
∃ γ > 0 s.t. |H(t, x, ξ)| ≤ γ|ξ|q with 1 < q < 2 (H)
for almost every (t, x) ∈ QT and for every ξ ∈ RN .
As already explained above, according to the value of q, the initial datum u0 is taken in the
following Lebesgue spaces, at least if N > 2 (for N = 1, 2, see Section 5):
u0 ∈ Lσ(Ω) with σ = N(q− 1)
2− q , if 2−
N
N + 1
< q < 2, (ID1)
u0 ∈ L1(Ω) , if 1 < q < 2− N
N + 1
. (ID2)
Eventually, by a weak solution of (P) we mean a function u ∈ L2loc((0, T);H10(Ω))which is a dis-
tributional solution in QT and belongs to C
0([0, T]; Lσ(Ω)), if 2− NN+1 < q < 2 or, respectively,
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to C0([0, T]; L1(Ω)) if 1 < q < 2− NN+1 . Other formulations, equivalent to the previous one
but yet interesting (including notions of renormalized solutions), are discussed in detail in the
next sections. Let us stress that the growth assumption (A2) is only assumed in order to give
a standard meaning to those formulations (e.g. div (a(t, x, u,Du)) has a usual distributional
meaning whenever u ∈ L2loc((0, T);H10(Ω))). However, (A2) does not play any significant role
in all the estimates obtained, which only rely on the coercivity of the second order part and on
the growth of the first order terms.
Similar results as stated in Theorem 1.1 can be obtained in the general case.
THEOREM 1.2. Let N > 2, and assume that (A1)-(A2) and (H) hold true, with u0 satisfying either
(ID1) or (ID2).
Then, there exists a weak solution of (P). In addition, any weak solution satisfies the same estimates
(1.5)–(1.7) as in Theorem 1.1, where now the constants also depend on α and γ (appearing in (A1), (H)
respectively).
The above theorem is only a rough summary of the main results that we prove in this paper,
but more detailed, and sometimes more general, statements, are given in the next sections.
For example, we also provide with uniqueness results in the class of weak solutions, at least
when the second order operator is linear, namely if a(t, x, u, ξ) = A(t, x) · Du for some coercive
bounded matrix A. In that case we give sufficient conditions ensuring uniqueness of the weak
solution. Simple reference cases are when ξ 7→ H(t, x, ξ) is a convex function (as in (1.4)), or
even if it is a C2 function which is just convex at infinity.
Let us conclude by explaining how the paper is organized. In Section 2 we discuss prop-
erties of solutions, and specifically a priori estimates, for the case when 2 − NN+1 < q < 2.
In Section 3 we prove the regularizing effects, as well as the short and long time estimates.
Section 4 is devoted to the range 1 < q < 2− NN+1 , in which one can afford L1-data (hence the a
priori-estimates take a slightly different form). We briefly discuss the special cases N = 1 and
N = 2 in Section 5. Finally, Section 6 contains the uniqueness results, while Section 7 shows the
optimality of the class considered for the initial data.
For the interested reader, let us stress that existence results for more general operators (in-
cluding the p-Laplacian) and general right-hand sides can be found in [M]. The present study
of short and long time decay can also be extended to the p-Laplace operator with similar tech-
niques, but a similar development would have resulted in a too long exposition.
Notation. We will represent the constant due to the Sobolev’s (Poincare´’s) inequality by
cS (cP) while c will stand for a positive constant which may vary from line to line during the
proofs. Moreover, we define some auxiliary function which will be used in the next Sections:
Gk(v) = (|v| − k)+sign(v), Tk(v) = v− Gk(v) = max{−k, min{k, v}}. (1.8)
2. The case 2− NN+1 < q < 2. Estimates in Lσ(Ω).
In this Section we assume that, accordingly to the growth of the function H(t, x,Du) (see
(H)), we have 2− NN+1 < q < 2 and u0 satisfies (ID1). The value σ is defined here as
σ =
N(q− 1)
2− q .
2.1. Notions of solution. Different notions of solutions could be suggested for problem
(P). We will currently work with the following one, in which we require solutions to be in the
standard energy space for t > 0, while the only global information is that u ∈ C0([0, T]; Lσ(Ω)).
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DEFINITION 2.1. A function u is a solution to (P) if u ∈ C0([0, T]; Lσ(Ω))∩ L2loc((0, T);H10(Ω)),
u(0) = u0 and u satisfies∫∫
QT
−uϕt + a(t, x, u,Du) · Dϕ dx dt =
∫∫
QT
H(t, x,Du)ϕ dx dt
for every ϕ ∈ C∞c (QT).
Let us soon point out that other notions of solutions are equally interesting. In particular,
it could be meaningful to require some energy to be finite in the whole cylinder QT, while no
explicit time continuity (nor boundedness) being a priori required. In this case, it turns out
that the natural energy space consists of functions u such that (1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω)).
Therefore, a second possible notion of solution is the following one.
DEFINITION 2.2. A function u is a solution of (P) if
(1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω)) for σ =
N(q− 1)
2− q , (RC)
if H(t, x,Du) ∈ L1(QT) and u satisfies the weak formulation
−
∫
Ω
u0ϕ(0) dx+
∫∫
QT
[−ϕtu+ a(t, x, u,Du) · Dϕ] dx dt =
∫∫
QT
H(t, x,Du)ϕ dx dt
for every ϕ ∈ C∞c ([0, T)×Ω).
Remark 2.1. We notice that, if σ ≥ 2, condition (RC) implies u ∈ L2(0, T;H10(Ω)). In this case, since
q < 2, we already have from (H) that H(t, x,Du) ∈ L1(QT). Moreover, if (A2) holds, we deduce from
the distributional formulation that
ut = div(a(t, x, u,Du))+ H(t, x,Du) ∈ L2(0, T;H−1(Ω)) + L1(QT).
Thus, thanks to [P1, Theorem 1.1], we can say that u belongs, at least, to C0([0, T]; L1(Ω)).
It is interesting to notice that the above two notions coincide, at least if σ ≥ 2, in which case
(RC) implies that solutions belong to L2(0, T;H10(Ω)) (this range of σ corresponds to 2− NN+2 ≤
q < 2). This is the content of the next result.
Proposition 2.2. Assume that (A1)-(A2) and (H) hold and that 2− NN+2 ≤ q < 2 (i.e. σ ≥ 2). Then
Definition 2.1 and Definition 2.2 are equivalent.
The proof of Proposition 2.2 is a bit technical and we postpone it to the Appendix A, al-
though several ingredients will be already contained in the next sections.
In the case that 1 < σ < 2, which corresponds to 2− NN+1 < q < 2− NN+2 , the regularity
class (RC) does not allow us to consider finite energy solutions any more. However, a simi-
lar equivalent formulation holds if we complement Definition 2.2 by requiring that a standard
chain rule argument is allowed. This usually goes under the name of renormalized formulation, in
which the truncations of the solution - if not the solution itself - are required to be in the energy
space, see [BDGM, BM, DMOP, Mu].
We recall from [BBGGPV] that the set of functions T 1,20 (QT) collects all the measurable
functions u : QT → R almost everywhere finite and such that the truncated functions Tk(u)
belong to L2(0, T;H10(Ω)) for all k > 0. The generalized gradient of a function u in T 1,20 (QT) is
defined as
DTk(u) = Duχ{|u|<k}.
DEFINITION 2.3. We say that a function u ∈ T 1,20 (QT) ∩ L1(QT) is a renormalized solution of
(P) if u satisfies (RC),
H(t, x,Du) ∈ L1(QT), (RS1)
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and if the following renormalized equation holds:
−
∫
Ω
S(u0)ϕ(0, x) dx+
∫∫
QT
−S(u)ϕt + a(t, x, u,Du) · D(S′(u)ϕ) dx dt
=
∫∫
QT
H(t, x,Du)S′(u)ϕ dx dt
(RS2)
for every S ∈W2,∞(R) such that S′(·) has compact support and any ϕ ∈ C∞(QT) such that ϕ(T, x) =
0 and S′(u)ϕ ∈ L2(0, T;H10(Ω)) (i.e., the product S′(u)ϕ is equal to zero on the boundary (0, T)× ∂Ω).
Remark 2.3. We observe that, differently than in the usual notions of renormalized solution ([BM,
DMOP]), no asymptotic condition on the energy term appears in Definition 2.3. In fact, it is the regu-
larity assumption (RC) which, in particular, ensures that
lim
n→∞
1
n
∫∫
{n<|u|<2n}
a(t, x, u,Du) · Du dx dt −→
n→∞ 0.
As is well known, the above asymptotic condition is a crucial information for the renormalized formula-
tion and, in particular, it implies that a standard distributional formulation is also verified.
We show in the next result that the above renormalized formulation is also equivalent to
Definition 2.1. This holds true for every value of σ > 1 although the interesting case is when
σ < 2, since if σ ≥ 2 Definition 2.3 is equivalent to Definition 2.2 and Proposition 2.2 applies.
Proposition 2.4. Assume that (A1)-(A2) and (H) hold and that 2− NN+1 < q < 2. Then Definitions 2.1
and 2.3 are equivalent.
We also postpone the proof of this result to the Appendix A. Let us recall that the existence
of at least one solution satisfying (2.2) (if 2− NN+2 ≤ q < 2) or (2.3) (if 2− NN+1 < q < 2− NN+2 )
is proved in [M].
Eventually, similar notions of subsolution (or supersolution) could be defined with the ob-
vious variations of the above definitions. With similar proofs as before, it follows that for a
function u ∈ C0([0, T]; Lσ(Ω)) the different notions of subsolution coincide.
2.2. A priori estimates and contraction principles. In this section we give evidence to the
crucial role played by the space Lσ(Ω) in the study of (P). We start from a fundamental contrac-
tion principle which holds in this space.
In the following, we simply refer to a solution of (P) in the sense of Definition 2.1. Let us
first observe that a standard chain rule and integration by parts formula hold for those solutions,
namely we have the following
Proposition 2.5. Let u be a solution of (P). Then∫
Ω
Ψ(u(t2)) dx+
∫ t2
t1
∫
Ω
a(s, x, u,Du) · Du ψ′(u) dx ds
=
∫ t2
t1
∫
Ω
H(s, x,Du)ψ(u) dx ds+
∫
Ω
Ψ(u(t1)) dx for every t1, t2 ∈ (0, T),
for every ψ ∈W1,∞(R) such that ψ(0) = 0, where Ψ(v) = ∫ v0 ψ(w) dw.
PROOF. Whenever ψ′(·) has compact support, this Proposition is contained e.g. in [DP,
Lemma 7.1] (or in [PPP, Corollary 4.7 and Remark 4.2]). The conclusion immediately extends
to ψ ∈W1,∞(R) because u ∈ C0([0, T]; Lσ(Ω)) ∩ L2loc((0, T);H10(Ω)). 
Now we prove the main step upon which all a priori estimates will rely. Recall that the
function Gk(s·) is defined in (1.8).
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Lemma 2.6. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P). Then,
there exists a positive value δ0, only depending on α, cS, q and γ, such that, for every k > 0 and for every
δ < δ0 satisfying
‖Gk(u0)‖σLσ(Ω) < δ
we have
‖Gk(u(t))‖σLσ(Ω) < δ ∀ t ∈ [0, T]. (2.2)
Remark 2.7. According to the proof below, the value of δ0 can be explicitly given by the equality
2q cSγσq δ0
2−q
N = 4α σ−1
σ2
.
PROOF. We divide the proof in two steps.
Step 1
Here we show that any solution u according to Definition 2.1 satisfies the properties that
|Gk(u)|
σ
2−1Gk(u) ∈ L2(0, T;H10(Ω)), (2.3)
(1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω)) (2.4)
and the following inequality holds for every k > 0:
1
σ
∫
Ω
|Gk(u(t))|σ dx+ 4α (σ− 1)σ2
∫∫
Qt
|D[|Gk(u)|
σ
2−1Gk(u)]|2 dx ds
≤ 2
qγcS
σq
∫ t
0
(∫
Ω
|D[|Gk(u)|
σ
2−1Gk(u)]|2 dx
)(∫
Ω
|Gk(u(s))|σ dx
) 2−q
N
ds
+
1
σ
∫
Ω
|Gk(u0)|σ dx.
(2.5)
for every t ∈ (0, T].
In order to prove (2.5), we start by considering the case that σ ≥ 2; then we use ψn(u) =
Gk(u)|Tn(Gk(u))|σ−2 in Proposition 2.5. By assumptions (A1), (H), we get∫
Ω
Ψn(u(t2))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 ψ′n(u)dx dt
≤
∫
Ω
Ψn(u(t1))dx+ γ
∫ t2
t1
∫
Ω
|DGk(u)|q |Tn(Gk(u))|σ−2|Gk(u)| dx dt
for every t1, t2 ∈ (0, T), where Ψn(s) =
∫ s
0 ψn(ξ)dξ.
We estimate the last integral by Ho¨lder’s inequality with indices
(
2
q ,
2∗
2−q ,
N
2−q
)
and we get
∫
Ω
Ψn(u(t2))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 ψ′n(u)dx dt
≤
∫
Ω
Ψn(u(t1))dx+ γ
∫ t2
t1
[(∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx
) q
2
×
×
(∫
Ω
|Tn(Gk(u))|
(σ−2)N
N−2 |Gk(u)|2
∗
dx
) 2−q
2∗
(∫
Ω
|Gk(u)|σ dx
) 2−q
N
]
dt ,
(2.6)
where we used the exact value of σ.
Let us now justify that we can take the limit as n → ∞ in (2.6). Indeed, since Ψn(u) ≤
c |u|σ, the terms at t1 and t2 are bounded uniformly with respect to n. Using that ψ′n(u) ≥
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|Tn(Gk(u))|σ−2 we deduce that
α
∫ t2
t1
∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx dt
≤ c+ c sup
[t1,t2]
‖Gk(u(t))‖
σ(2−q)
N
Lσ(Ω)
×
×
∫ t2
t1
(∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx
) q
2
(∫
Ω
|Tn(Gk(u))|
(σ−2)N
N−2 |Gk(u)|2
∗
dx
) 2−q
2∗
dt.
(2.7)
Finally, since
∫ s
0 |Tn(ξ)|
σ
2−1dξ ≥ c |s Tn(s) σ2−1| for some constant independent of n, we have∫
Ω
|Tn(Gk(u))|
(σ−2)N
N−2 |Gk(u)|2
∗
dx ≤ c
∫
Ω
∣∣∣∣∫ Gk(u)
0
|Tn(ξ)| σ2−1dξ
∣∣∣∣2
∗
so using Sobolev inequality we conclude from (2.7) that∫ t2
t1
∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx dt
≤ c+ c sup
[t1,t2]
‖Gk(u(t))‖
σ(2−q)
N
Lσ(Ω)
(∫ t2
t1
∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx dt
)
.
By Dini’s convergence Theorem, we have that ‖Gk(u(t))‖Lσ(Ω) converges to zero as k → ∞,
uniformly for t ∈ (0, T). Therefore, there exists k∗ such that for k ≥ k∗ the right-hand side can
be absorbed into the left-hand side and a uniform estimate follows:∫ t2
t1
∫
Ω
|DGk(u)|2 |Tn(Gk(u))|σ−2dx dt ≤ c . (2.8)
By letting n → ∞, and since (t1, t2) is arbitrary, we conclude that (2.3) holds for k ≥ k∗.
We go back now to the inequality (2.6) wherewe can take the limit as n → ∞. Since ψn(s) →
|Gk(s)|σ−2Gk(s), once we take the limit we obtain
1
σ
∫
Ω
|Gk(u(t2))|σ dx+ α(σ− 1)
∫ t2
t1
∫
Ω
|DGk(u)|2 |Gk(u))|σ−2dx dt
≤ 1
σ
∫
Ω
|Gk(u(t1))|σ dx
+γ
∫ t2
t1
(∫
Ω
|DGk(u)|2 |Gk(u)|σ−2dx
) q
2
(∫
Ω
|Gk(u)|σ
2∗
2 dx
) 2−q
2∗
(∫
Ω
|Gk(u)|σ dx
) 2−q
N
dt .
Using Sobolev inequality in the right-hand side, and letting t1 → 0 (which is licit since u ∈
C0([0, T]; Lσ(Ω))), we conclude that (2.5) holds true. Moreover, we notice that, once we know
that (2.3) holds for some k > 0, this already implies that |Gk(u)|
σ
2 ∈ L2(0, T; L2∗(Ω)) for any k >
0, hence from (2.7) using q < 2 one easily obtains that estimate (2.8) is still true for any possible
value of k. Therefore, as before one deduces that (2.3) holds true and one gets at inequality (2.5)
for every k > 0.
Let us now consider the case that σ ∈ (1, 2). Here we take ψn(u) = (σ − 1)
∫ Gk(u)
0 (εn +
|ξ|)σ−2dξ where εn = 1n . Since |ψn(u)| ≤ (εn + |Gk(u)|)σ−1 in this case (2.6) can be replaced by∫
Ω
Ψn(u(t2))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 ψ′n(u)dx dt
≤
∫
Ω
Ψn(u(t1))dx+ γ
∫ t2
t1
[(∫
Ω
|DGk(u)|2 (εn + |Gk(u)|)σ−2dx
) q
2
(∫
Ω
(εn + |Gk(u)|)σ
2∗
2 dx
) 2−q
2∗ ×
×
(∫
Ω
(εn + |Gk(u)|)σ dx
) 2−q
N
]
dt .
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This inequality in particular yields∫ t2
t1
∫
Ω
|DGk(u)|2 (εn + |Gk(u)|)σ−2dx dt ≤ c
+c
∫ t2
t1
(∫
Ω
(εn + |Gk(u)|)
2∗σ
2 dx
) 2
2∗
(∫
Ω
(εn + |Gk(u)|)σ dx
) 2
N
dt ,
and since
(εn + |Gk(u)|)σ
2∗
2 ≤ c
[(∫ Gk(u)
0
(εn + |ξ|)( σ2−1) dξ
)2∗
+ ε
2∗σ
2
n
]
by Sobolev’s inequality we get{
1− c
[
ε
2σ
N
n + ‖ sup
[t1,t2]
‖Gk(u(t))‖
2σ
N
Lσ(Ω)
]} ∫ t2
t1
∫
Ω
|DGk(u)|2 (εn + |Gk(u)|)σ−2 dx dt ≤ c .
Thus we conclude again an estimate, for sufficiently large k, which is uniform with respect to
n and which allows us to deduce that (2.3) holds true once we take the limit as n → ∞. In
addition, since again we have ψn(s) → |Gk(s)|σ−2Gk(s), we also recover inequality (2.5) for the
case σ < 2. Eventually, with the same argument as before both (2.3) and (2.5) are shown to hold
for every k > 0.
To complete the claim of this Step 1, we only need to show that (1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω)),
and this is now concerned only with the bounded values of u, since we already know that
|Gk(u)|
σ
2−1Gk(u) ∈ L2(0, T;H10(Ω)). Thus we use Tk(u) as test function obtaining∫
Ω
Θk(u(t2)) dx+ α
∫ t2
t1
∫
Ω
|DTk(u)|2 dx dt
≤
∫
Ω
Θk(u(t1)) dx+ γ
∫ t2
t1
∫
Ω
|Du|q|Tk(u)| dx dt,
(2.9)
where Θk(s) =
∫ s
0 Tk(z) dz.
Using the decomposition u = Gk(u) + Tk(u) we estimate the right-hand side as∫
Ω
Θk(u(t1)) dx+ γ
∫ t2
t1
∫
Ω
|Du|q|Tk(u)| dx dt
≤ k
∫
Ω
|u(t1)|dx+ γ k
∫ t2
t1
∫
Ω
|Du|q dx dt
≤ k2|Ω|+ k‖Gk(u(t1))‖Lσ(Ω)|Ω|1−
1
σ +
α
2
∫ t2
t1
∫
Ω
|DTk(u)|2 dx dt+ Ck
2
2−q
+γk
∫ t2
t1
∫
Ω
|DGk(u)|q dx dt,
for some constant C = C(α, γ, T, |Ω|). Therefore (2.9) implies
α
2
∫ t2
t1
∫
Ω
|DTk(u)|2 dx dt
≤ k2|Ω|+ k‖Gk(u(t1))‖Lσ(Ω)|Ω|1−
1
σ + Ck
2
2−q + γk
∫ t2
t1
∫
Ω
|DGk(u)|q dx dt
(2.10)
By choosing k = 2k∗, if σ ≥ 2 we have
|DGk(u)|q ≤
(
Gk∗(u)
k∗
)( σ2−1)q
|DGk∗(u)|q ≤ 1+
4
σ2 (k∗)σ−2
|D|Gk∗(u)|
σ
2 |2 .
Hence we deduce from (2.10) that∫ t2
t1
∫
Ω
|DT2k∗(u)|2 dx dt ≤ C
(
k∗, ‖u‖L∞((0,T);Lσ(Ω)), ‖|Gk∗(u)|
σ
2−1Gk∗(u)‖L2((0,T);H10(Ω))
)
. (2.11)
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If rather σ < 2, we estimate∫
Ω
|DGk(u)|q dx ≤ q2
∫
Ω
|D[|Gk(u)| σ2−1Gk(u)]|2
σ2/4
dx+
(
1− q
2
) ∫
Ω
|Gk(u)|
(2−σ)q
2−q dx .
But we already know that, for k ≥ k∗, |Gk(u)| σ2 ∈ L∞((0, T); L2(Ω)) ∩ L2((0, T);H10(Ω)), hence
|Gk(u)|
σ
2 ∈ L2 N+2N (QT) by Gagliardo-Nirenberg interpolation (see e.g. [D]); since (2−σ)q2−q <
σ
(N+2)
N , the last integral is also estimated by the norm of |Gk(u)|
σ
2−1Gk(u) in L∞((0, T); L2(Ω))∩
L2((0, T);H10(Ω)). Therefore, (2.11) also holds for σ < 2.
Overall, combining estimate (2.3) and (2.11) we can conclude that (2.4) holds.
Step 2
We now define the value δ0 so that
γ2qcS
σq
δ0
2−q
N = 4α
σ− 1
σ2
.
Let δ < δ0 and take some k such that
‖Gk(u0)‖σLσ(Ω) < δ .
Since u ∈ C0([0, T]; Lσ(Ω)) the value
T∗ := sup{t ∈ [0, T] : ‖Gk(u(s))‖σLσ(Ω) < δ ∀ s ≤ t}
is well posed and we have that T∗ > 0.
We claim that T = T∗. Indeed, if t ≤ T∗ in (2.5), then the definition of δ0 implies that
1
σ
∫
Ω
|Gk(u(t))|σ dx+
γ2qcS
σq
[
δ0
2−q
N − δ 2−qN
] ∫ t
0
∫
Ω
|D[|Gk(u)|
σ
2−1Gk(u)]|2 dx ds
≤ 1
σ
∫
Ω
|Gk(u0)|σ dx.
(2.12)
Suppose, by contradiction, that T∗ < T and let t = T∗ in (2.12), so we get∫
Ω
|Gk(u(T∗))|σ dx ≤
∫
Ω
|Gk(u0)|σ dx < δ.
Since u ∈ C0([0, T]; Lσ(Ω)), if T∗ < T this last inequality leads to a contradiction with the
definition of T∗. Hence we conclude that T∗ = T. 
The above contraction principle has two relevant consequences. The first one is the follow-
ing a priori estimate.
THEOREM 2.8. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P).
Then the following estimate holds:
sup
t∈[0,T]
‖u(t)‖Lσ(Ω) + ‖D[(1+ |u|)
σ
2−1u]‖L2(QT) ≤ M (2.13)
where the constant M depends on u0, T, |Ω|, q, γ, N, α and remains bounded when u0 varies in sets
which are bounded and equi-integrable in Lσ(Ω).
PROOF. Let δ0 be given as in Lemma 2.6, and fix some δ < δ0 (e.g. take δ =
δ0
2 ) and let k0 be
such that ‖Gk(u0)‖σLσ(Ω) < δ for k ≥ k0. As a consequence of (2.12) in Lemma 2.6, for any k ≥ k0
we estimate ‖Gk(u)‖L∞((0,T);Lσ(Ω)) and ‖D[|Gk(u)|
σ
2−1Gk(u)]‖L2(QT) only in terms of q, N, γ, α.
Next, from (2.10) in Lemma 2.6 we estimate ‖DTk(u)‖L2(QT) in terms of the above constants
and of T, |Ω|and k0. This latter value depends on u0 and remains bounded for a family of initial
data u0 which are equi-integrable in L
σ(Ω). Finally, it is a simple exercise to combine these two
estimates in order to obtain (2.13). 
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A second consequence of Lemma 2.6 is the contraction property in L∞(Ω).
Corollary 2.9. Assume (A1), (H)with 2− NN+1 < q < 2 and let the initial datum u0 belong to L∞(Ω).
If u is a solution of (P), then we have that u belongs to L∞(QT) and
‖u(t)‖L∞(Ω) ≤ ‖u0‖L∞(Ω) ∀ t ∈ [0, T].
PROOF. Let k = ‖u0‖L∞(Ω). Then (2.2) holds with δ arbitrary small and the assertion follows
by letting δ go to zero. 
Remark 2.10. We notice that Lemma 2.6 and Theorem 2.8 actually hold for nonnegative subsolutions
of 
zt − div(a(t, x, z,Dz)) = γ|Dz|q in QT ,
z = 0 on (0, T)× ∂Ω,
z(0, x) = z0(x) in Ω.
(Pz)
In fact, if the Hamiltonian function H(t, x, ξ) has a sign, it would be more convenient to work with
just nonnegative subsolutions. Assume for instance that uH(x, u,Du) ≥ 0; then by writing u as the
difference between its positive and negative parts, i.e. u = u+ − u−, it is not difficult to see that
u+t − div(a(t, x, u+,Du+)) ≤ H(t, x,Du)χ{u>0} ≤ γ|Du+|q
while
u−t − div(a(t, x, u−,Du−)) ≤ −H(t, x,Du)χ{u≤0} ≤ 0. (2.14)
Therefore the problem related to u− turns out to be a standard coercive problem, whereas all the difficulties
of the superlinear term are observed in the behavior of u+. In particular, in this case all necessary
conditions and any other effect of superlinearity should be discussed in terms of u+0 only.
2.3. The borderline case q = 2 − NN+1 . This particular value of q implies that σ = 1.
However, L1-data are not admissible for a general solvability in this case (see also [BSW, M]).
Therefore, in the class of Lebesgue spaces we should take into account initial data belonging to
L1+ω(Ω) for some ω ∈ (0, 1). This stronger assumption allows us to apply directly what we
obtained before: indeed, given ω > 0 such that u0 ∈ L1+ω(Ω), then it is always possible to em-
bed our nonlinearity into a q-growth for some q = qω such that 1+ ω =
N(q−1)
2−q . In particular,
the a priori estimate reads as below:
THEOREM 2.11. Assume (A1), (A2), (H) with q = p − NN+1 and u0 ∈ L1+ω, 0 < ω < 1.
Moreover, let u be a renormalized solution (P) as in Definition 2.3 and satisfying the regularity condition
(1+ |u|)− 1−ω2 u ∈ L2(0, T;H10(Ω)).
Then we have that the following estimate holds:
sup
t∈[0,T]
‖u(t)‖1+ω
L1+ω(Ω)
+ ‖D((1+ |u|)− 1−ω2 −1u)‖2L2(QT) ≤ M (2.15)
where the constant M depends on α, q, γ, N, |Ω|, T and on u0 and remains bounded when u0 varies in
sets which are bounded in L1+ω(Ω).
3. Regularizing effects and long time decay
We now refine the contraction estimate of Subsection 2.2 into a time pointwise statement.
Lemma 3.1. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P), and
Φ : R → R be a C2, convex function such that Φ′(0) = 0 and Φ′′(ξ) ≤ c(1+ |ξ|)σ−2. Then the
function t 7→ ∫
Ω
Φ(u(t)) dx belongs to W1,1(0, T) and satisfies
d
dt
∫
Ω
Φ(u(t)) dx+
∫
Ω
a(t, x, u,Du) · DuΦ′′(u) dx =
∫
Ω
H(t, x,Du)Φ′(u) dx (3.1)
for a.e. t ∈ (0, T).
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PROOF. We choose ψ(u) = Φ′(Tn(u)) in Proposition 2.5, using (H) and the growth of Φ(·)
we get ∫
Ω
Sn(u(t2)) dx+
∫ t2
t1
∫
Ω
a(t, x, u,Du) · DTn(u) Φ′′(Tn(u)) dx dt
≤ c
∫ t2
t1
∫
Ω
|Du|q (1+ |Tn(u)|)σ−1 dx dt+
∫
Ω
Sn(u(t1)) dx,
where Sn(v) =
∫ v
0 Φ
′(Tn(z)) dz.
Theorem 2.8 provides us with a bound for the right-hand side which is uniform in n and inde-
pendent of the interval (t1, t2), whereas the left-hand side is positive. Hence, we let n tend to
infinity and apply Fatou’s Lemma to deduce that a(t, x, u,Du) · Du Φ′′(u) ∈ L1(0, T; L1(Ω)).
Now, if we change the previous test function into ξ Φ′(Tn(u)) where ξ ∈ C∞c (0, T), we obtain
−
∫ T
0
ξ ′
∫
Ω
Sn(u) dx dt+
∫ T
0
ξ
∫
Ω
a(t, x, u,Du) · DTn(u) Φ′′(Tn(u)) dx dt
=
∫ T
0
ξ
∫
Ω
H(t, x,Du) Φ′(Tn(u)) dx dt
for every ξ ∈ C∞c (0, T). Otherwise, this means that we have
d
ds
∫
Ω
Sn(u) dx = −
∫
Ω
a(t, x, u,Du) · DTn(u) Φ′′(Tn(u)) dx
+
∫
Ω
H(t, x,Du) Φ′(Tn(u)) dx
(3.2)
in the sense of distributions.
Since a(t, x, u,Du) · Du Φ′′(u) ∈ L1(0, T; L1(Ω)), and the same holds for |Du|q Φ′(u), the right-
hand side of (3.2) converges in L1(0, T) as n → ∞ by Lebesgue’s Theorem. We deduce that
d
ds
∫
Ω
Sn(u) dx converges to
d
ds
∫
Ω
Φ(u(s)) dx in L1(0, T). Finally, we get that
∫
Ω
Φ(u(s)) dx ∈
W1,1(0, T) and the equality (3.1) holds for almost every t ∈ (0, T). 
Proposition 3.2. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P).
There exists a value k0 > 0 such that, for k ≥ k0, u satisfies
d
dt
∫
Ω
|Gk(u(t))|σ dx+ α2(σ− 1)σ
∫
Ω
|D[|Gk(u)|
σ
2 ]|2 dx ds ≤ 0 (3.3)
a.e. t ∈ (0, T) and for all k ≥ k0.
In particular, the following exponential decay holds:
‖Gk(u(t))‖σLσ(Ω) < e−λt‖Gk(u0)‖σLσ(Ω) ∀ t ∈ (0, T)
for some λ > 0 and k ≥ k0.
Remark 3.3. Defining
η(k) =
∫
{|u0|>k}
|u0|σ dx ,
a possible choice of k0 can be given by
k0 = inf
{
k : η(k) ≤ δ0
2
N
2−q
}
where δ0 is the value given by Lemma 2.6, see Remark 2.7. Note that η(k) is a non increasing function
of k.
PROOF. If σ ≥ 2, we apply Lemma 3.1 with Φ′(ξ) = |Gk(ξ)|σ−2Gk(ξ) and we get, thanks to
the assumptions (A1) and to (H),
1
σ
d
dt
∫
Ω
|Gk(u(t))|σ dx+ α(σ− 1)
∫
Ω
|DGk(u)|2|Gk(u)|σ−2 dx ≤ γ
∫
Ω
|DGk(u)|q|Gk(u)|σ−1 dx .
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Next we proceed as in Lemma 2.6. We take δ¯0 such that
cS2
qγ
σq δ¯
2−q
N
0 = 2α
σ−1
σ2
and we let k0
be correspondingly defined so that
∫
Ω
|Gk(u0)|σ dx ≤ δ¯0 for every k ≥ k0. This implies that∫
Ω
|Gk(u(t))|σ dx ≤ δ¯0 for all t ∈ (0, T). Eventually, we obtain a pointwise in time version of
(2.5), which leads to
d
ds
‖Gk(u(s))‖σLσ(Ω) +
2α(σ− 1)
σ
‖D[|Gk(u(s))|
σ
2 ]‖2
L2(Ω) ≤ 0
for a.e. t ∈ [0, T] and for all k ≥ k0.
By the Poincare´ inequality, we deduce the following differential inequality:
d
ds
‖Gk(u(s))‖σLσ(Ω) + 2cP
α(σ− 1)
σ
‖Gk(u(s))‖σLσ(Ω) ≤ 0
for a.e. t ∈ [0, T] and for all k ≥ k0. This implies
‖Gk(u(t))‖σLσ(Ω) ≤ e−λt‖Gk(u0)‖σLσ(Ω) < e−λt δ¯0 ∀t ∈ (0, T) ,
where λ = 2cP
α(σ−1)
σ .
If σ < 2, we take Φ′(ξ) = (σ − 1) ∫ Gk(ξ)0 (ε + s)σ−2ds in Lemma 3.1, then we proceed again
as in Lemma 2.6 and we obtain the same conclusion after letting ε → 0. 
Remark 3.4. According to the above estimate, we have found that ‖Gk(u(t))‖Lσ(Ω) decays exponen-
tially with the rate λ = 2cP
α(σ−1)
σ2
. This rate will be actually improved later once we show the decay in
the L2-norm.
We also stress that the above exponential rate is depending on the bounded domain Ω (through
Poincare´’s inequality). However, the above proof would also lead to a long time decay of the Lσ-norm in
unbounded domains. It is enough to use Sobolev’s inequality instead of Poincare´ and a polynomial decay
follows.
3.1. Regularizing effect Lσ − Lr .
Proposition 3.5. Assume (A1), (H) with 2− NN+1 < q < 2, (ID1) and let u be a solution of (P). Then,
u belongs to C0((0, T]; Lr(Ω)) for any r > σ. Moreover, there exists a value k0, independent of r, such
that the following decay holds:
‖Gk(u(t))‖rLr(Ω) ≤ cr
‖Gk(u0)‖rLσ(Ω)
tN
(r−σ)
2σ
∀ t ∈ (0, T), ∀ k ≥ k0 (3.4)
where cr = c(r, q, α, γ,N). Furthermore
‖u(t)‖rLr(Ω) ≤
c
tN
(r−σ)
2σ
∀ t ∈ (0, t0] (3.5)
where c = c(r, q, α, γ,N, t0, u0, |Ω|).
Remark 3.6. Let us stress that the constant in the estimate (3.4) does not depend on the set Ω. The
value k0 is given by the smallness condition on ‖Gk(u0)‖Lσ(Ω), hence it is uniform whenever u0 varies
in a compact set of Lσ(Ω).
The constant c in (3.5) depends on u0 through its modulus of equi-integrability in L
σ(Ω), in partic-
ular the constant can be chosen uniform if u0 varies in a compact subset of L
σ(Ω).
PROOF. Step 1
Wefirst prove the Gk(u(t)) decays in the L
r(Ω) norm, which in turn implies that u ∈ L∞(0, T; Lr(Ω)).
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Assume by now that σ ≥ 2. For r > σ, we take Φ′(u) = ∫ Gk(u)0 |Tn(v)|r−2 dv in Lemma 3.1,
which is licit for every fixed n. We have that
d
ds
∫
Ω
[∫ Gk(u(s))
0
(∫ v
0
|Tn(z)|r−2 dz
)
dv
]
dx+ α
∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
≤ γ
∫
Ω
|DGk(u(s))|q
(∫ Gk(u(s))
0
|Tn(v)|r−2 dv
)
dx a.e. s ∈ (0, T].
(3.6)
We first estimate the test function itself by Ho¨lder’s inequality with indices
(
1
2−q ,
1
q−1
)
, getting
∫ Gk(u(s))
0
|Tn(v)|r−2 dv ≤ |Tn(Gk(u(s)))|q(
r
2−1)
∫ Gk(u(s))
0
|Tn(v)|( r2−1)(2−q) dv
≤ |Tn(Gk(u(s)))|q(
r
2−1)
(∫ Gk(u(s))
0
|Tn(v)| r2−1 dv
)2−q
|Gk(u(s))|q−1.
We thus estimate the r.h.s. of (3.6) as below∫
Ω
|DGk(u(s))|q
(∫ Gk(u(s))
0
|Tn(v)|r−2 dv
)
dx
≤
∫
Ω
|DGk(u(s))|q|Tn(Gk(u(s)))|q(
r
2−1)
(∫ Gk(u(s))
0
|Tn(v)| r2−1 dv
)2−q
|Gk(u(s))|q−1 dx
≤
(∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
) q
2
(∫
Ω
(∫ Gk(u(s))
0
|Tn(v)| r2−1 dv
)2∗
dx
) 2−q
2∗
×
×
(∫
Ω
|Gk(u(s))|σ dx
) 2−q
N
≤ cS
(∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
)
‖Gk(u(s))‖q−1Lσ(Ω),
(3.7)
where we have also applied the Ho¨lder inequality with three exponents
(
2
q ,
2∗
2−q ,
N
2−q
)
and then
Sobolev’s embedding.
Let δ0 be given by Lemma 2.6. Then we fix a value δ¯ < δ0 so that α − γcS δ¯
q−1
σ > 0, e.g. we
take δ¯
q−1
σ < min
(
α
2γcS
, δ
q−1
σ
0
)
, and we take k0 such that ‖Gku0‖σLσ(Ω) < δ¯ for every k ≥ k0.
Without loss of generality we may also assume, from Proposition 3.2, that ‖Gk(u(s))‖Lσ(Ω) is
nonincreasing in time for k ≥ k0. Since by Lemma 2.6 we have ‖Gk(u(t))‖Lσ(Ω) < δ¯ for every t,
(3.6)–(3.7) imply
d
ds
∫
Ω
[∫ Gk(u(s))
0
(∫ v
0
|Tn(z)|r−2 dz
)
dv
]
dx+ α
∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
≤ γ cS δ¯
q−1
σ
∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
≤ α
2
∫
Ω
|DGk(u(s))|2|Tn(Gk(u(s)))|r−2 dx
due to the choice of δ¯. Then subtracting the right-hand side and using Sobolev’s inequality we
deduce
d
ds
∫
Ω
[∫ Gk(u(s))
0
(∫ v
0
|Tn(z)|r−2 dz
)
dv
]
dx+
α
2cS
[∫
Ω
∣∣∣∣(∫ Gk(u(s))
0
|Tn(v)| r2−1 dv
)∣∣∣∣2∗ dx]
2
2∗
≤ 0
(3.8)
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for every k ≥ k0. We set
Φn(v) =
∫ v
0
|Tn(z)| r2−1 dz and Θn(v) =
∫ v
0
(∫ w
0
|Tn(z)|r−2 dz
)
dw
so that (3.8) reads as
d
ds
∫
Ω
Θn(Gk(u(s))) dx+ c
(∫
Ω
|Φn(Gk(u(s)))|2
∗
dx
) 2
2∗
≤ 0 a.e. s ∈ (0, T], ∀ k ≥ k0.
We show now the link between Θn(v) and Φn(v), in order to recover a suitable differential
inequality. To this aim, we rewrite r = 2
∗
2 rω +σ(1−ω), where ω = 2r−2σ2∗r−2σ . Note that 0 < ω < 1
since σ < r. Thus∫ w
0
|Tn(z)|r−2 dz =
∫ w
0
|Tn(z)|( 2
∗r
2 −1)ω|Tn(z)|(σ−1)(1−ω)−1dz
≤
(∫ w
0
|Tn(z)| 2
∗r
2 −1 dz
)ω(∫ w
0
|Tn(z)|σ−1− 11−ω dz
)1−ω
≤ cr
(∫ w
0
|Tn(z)| r2−1 dz
)ω2∗
|w|σ(1−ω)−1, (3.9)
where we used the inequality∫ w
0
|Tn(z)| 2
∗r
2 −1 dz ≤ cr
(∫ w
0
|Tn(z)| r2−1 dz
)2∗
in (3.9). Here and below, cr denotes possibly different constants which may depend on r but are
independent of n. Then, (3.9) leads to
Θn(Gk(u(s))) =
∫ Gk(u(s))
0
∫ w
0
|Tn(z)|r−2 dz dw
≤ cr
∫ Gk(u(s))
0
|Φn(w)|2∗ω |w|σ(1−ω)−1 dw
≤ cr |Φn(Gk(u(s)))|2
∗ω|Gk(u(s))|σ(1−ω)
which implies∫
Ω
Θn(Gk(u(s))) dx ≤ cr
∫
Ω
(
|Φn(Gk(u(s)))|2
∗ω|Gk(u(s))|σ(1−ω)
)
dx
≤ cr
(∫
Ω
|Φn(Gk(u(s)))|2
∗
dx
)ω
‖Gk(u(s))‖σ(1−ω)Lσ(Ω) (3.10)
≤ cr
(∫
Ω
|Φn(Gk(u(s)))|2
∗
dx
)ω
‖Gk(u0)‖σ(1−ω)Lσ(Ω)
where we used the nondecreasing character of ‖Gk(u(s))‖Lσ(Ω) for k ≥ k0.
We summarize the previous steps as follows:
d
ds
∫
Ω
Θn(Gk(u(s))) dx+ cr
[(∫
Ω
Θn(Gk(u(s))) dx
)
‖Gk(u0)‖σ(1−ω)Lσ(Ω)
] 2
2∗ω
≤ 0 (3.11)
for a.e. s ∈ (0, T] and for all k ≥ k0.
Setting
y(s) =
∫
Ω
Θn(Gk(u(s))) dx and C0 = ‖Gk(u0)‖
2σ(1−ω)
2∗ω
Lσ(Ω)
we rewrite (3.11) in the equivalent form
y(s)′ + cr
C0
y(s)1+ρ ≤ 0
LOCAL AND GLOBAL TIME DECAY 17
where the exponent ρ is given by ρ = 2σ
N(r−σ) . Let us recall that y ∈ W1,1(0, T) by Lemma 3.1.
Thus, we integrate in the time variable and we get (see e.g. [P2, Lemma 2.6])∫
Ω
Θn(Gk(u(t))) dx ≤
cr
t
1
ρ
‖Gk(u0)‖
2σ(1−ω)
2∗ρω
Lσ(Ω)
for every n and for every 0 < t ≤ T. We conclude letting n go to infinity and using the value of
ω:
‖Gk(u(t))‖rLr(Ω) ≤ cr
‖Gk(u0)‖rLσ(Ω)
tN
(r−σ)
2σ
∀ t ∈ (0, T), ∀ k ≥ k0.
In particular, we have proved that
‖Gk(u(t))‖rLr(Ω) ≤
crδ
r
σ
0
tN
(r−σ)
2σ
∀ t ∈ (0, T), ∀ k ≥ k0.
Let us spend a few words for the case that σ < 2. First of all, in this case it is enough to restrict
the analysis to σ < r ≤ 2 since for larger exponents r one can proceed as before. Then, for
σ < r ≤ 2, we take Φ(u) = ∫ Gk(u)0 (ε + |v|)r−2 dv, we follow the previous steps and we obtain
the same conclusion by letting ε → 0 (a similar argument is also detailed in Lemma A.1 in the
Appendix A).
Step 2
The decay result written above and the decomposition u = Gk(u) + Tk(u) provide us with the
inequality
‖u(t)‖rLr(Ω) ≤
crδ
r
σ
0
tN
(r−σ)
2σ
+ kr0|Ω| ∀ t ∈ (0, T), ∀ k ≥ k0
which, for t ≤ t0, gives the following decay
‖u(t)‖rLr(Ω) ≤ c
δ
r
σ
0
tN
(r−σ)
2σ
∀ t ∈ (0, t0) ∀ k ≥ k0
where c = c(r, k0, |Ω|, t0).
Step 3
We conclude by showing that u ∈ C0((0, T]; Lr(Ω)). Indeed, we already know that the conver-
gence u(tn) → u(t) for tn −→
n→∞ t holds in L
σ(Ω). Thanks to (3.4), it is easy to see that u(tn)
is equi-integrable in Lr(Ω); we thus deduce the desired continuity regularity by Vitali’s Theo-
rem. 
Remark 3.7. Note that the inequality (3.8) and the regularity u ∈ L∞(0, T; Lr(Ω)) ensure u ∈
Lr(0, T; L
2∗r
2 (Ω)). Hence, we reason as in Lemma 3.1 and deduce that
∫
Ω
|u(t)|r dx ∈W1,1(0, T).
The next step consists in showing a similar regularizing effect in the L∞ norm. To this pur-
pose, we simply observe a similarity between (P) and the power problem with linear growth:
ut − div(a(t, x, u,Du)) = Ψ(t, x)u in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,
(Ppow)
where Ψ ∈ L∞(0, T; Lβ(Ω)) for β ≥ N2 .
In fact, under conditions (A1), (H), equation (P) implies
1
r
d
dt
∫
Ω
|u(t)|r dx+ α(r− 1)
∫
Ω
|Du(t)|2|u(t)|r−2 dx ≤ γ
∫
Ω
|Du(t)|q|u(t)|r−1 dx
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a.e. t ∈ (0, T]. Furthermore, since by Young’s inequality and using r ≥ 2 we have
γ
∫
Ω
|Du(t)|q|u(t)|r−1 dx
≤ α
2
∫
Ω
|Du(t)|2|u(t)|r−2 dx+ cγ,α
∫
Ω
|u|r |u|(q−1) 22−q dx
≤ α(r− 1)
2
∫
Ω
|Du(t)|2|u(t)|r−2 dx+ cγ,α
∫
Ω
|u|r |u|(q−1) 22−q dx ,
we deduce that
1
r
d
dt
∫
Ω
|u(t)|r dx+ α(r− 1)
2
∫
Ω
|Du(t)|2|u(t)|r−2 dx ≤ cγ,α
∫
Ω
|u|r |u| 2σN dx , (3.12)
where we used
2(q−1)
2−q =
2σ
N .
The same kind of inequality clearly holds for (Ppow), where we have directly
1
r
d
dt
∫
Ω
|u(t)|r dx+ α(r− 1)
∫
Ω
|Du(t)|2|u(t)|r−2 dx ≤
∫
Ω
|Ψ| |u|r dx .
In other words, problem (P) shares some energy estimates with the linear problem (Ppow) when-
ever |u| 2σN plays the role of the function Ψ(·). We now observe that |u| 2σN ∈ L∞((0, T); Lβ(Ω))
for some β > N2 as soon as u ∈ L∞((0, T); Lr(Ω))with r > σ.
Problem (Ppow) was studied in detail in [P2] as a preliminary tool for parabolic problems
with superlinear powers as (1.3). By means of the above remark, we can use directly those
results to conclude with our regularizing effects. More precisely, we can apply the following
Lemma, which is nothing but a consequence of a classical Moser iteration method. We won’t
give the proof of the result below since it is contained1 in [P2, Proposition 2.7]
Lemma 3.8. Let v ∈ L2loc((0, T);H10(Ω))∩ C0([0, T]; Lm(Ω)) satisfy v ∈ Lrloc(0, T; Lr(Ω)) for every
r > 1 and, for every s > m,
d
dt
∫
Ω
|v|s dx+
( ∫
Ω
|v|s NN−2 dx
) N−2
N ≤ κ s
∫
Ω
|ψ| |v|s dx , t ∈ (0, T) , (3.13)
for some ψ ∈ L∞((0, T); Lβ(Ω)) with β > N2 , and some κ independent of s and v. Then we have
v(t) ∈ L∞(Ω) and
‖v(t)‖L∞(Ω) ≤ Ce
Ct‖ψ‖
2β
2β−N
L∞((0,T);Lβ(Ω)) t−
N
2m ‖v0‖Lm(Ω) ,
for every t in (0, T], where C = C(m, β,N, κ).
In virtue of the above Lemma, the Corollary below immediately follows fromProposition 3.5.
Corollary 3.9. Assume (A1), (H) with 2− NN+1 < q < 2, (ID1) and let u be a solution of (P). Then u
is bounded in L∞((τ, T)× Ω), τ > 0. Moreover, if k0 is the value given by Proposition 3.5, we have
‖Gk(u(t))‖L∞(Ω) ≤ C
‖Gk(u0)‖Lσ(Ω)
t
N
2σ
∀ t ∈ (0, T), ∀ k ≥ k0 (3.14)
where C = C(q, α, γ,N).
Consequently, we have
‖u(t)‖L∞(Ω) ≤
c
t
N
2σ
∀ t ∈ (0, t0), (3.15)
where c = c(q, α, γ,N, t0, u0) is a constant which remains bounded when u0 varies in a compact set of
Lσ(Ω).
1We warn the reader that this result is not stated as we do here in [P2]. However, the inequality (3.13) corresponds
to (2.27) in the given reference, which is the starting point of the iteration argument leading to the L∞ bound. It makes
no difference whether (3.13) is required as an assumption - as we state here - or whether it is proved to be a preliminary
property of solutions - as in [P2, Proposition 2.7]
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PROOF. From Proposition 3.5 we know that u ∈ C((0, T]; Lr(Ω) for every r < ∞, which im-
plies that the conclusion of Lemma 3.1 holds for functions Φ(u) having any possible polynomial
growth. In particular, using Φ(u) = |Gk(u)|r−1 we obtain
1
r
d
dt
∫
Ω
|Gk(u(t))|r dx+ α(r− 1)
∫
Ω
|DGk(u(t))|2|Gk(u(t))|r−2 dx
≤ γ
∫
Ω
|DGk(u(t))|q|Gk(u(t))|r−1 dx a.e. t ∈ (0, T],
which yields, in the same way as we derived for (3.12),
d
dt
1
r
∫
Ω
|Gk(u(t))|r dx+ α(r− 1)2
∫
Ω
|DGk(u(t))|2|Gk(u(t))|r−2 dx
≤ cγ,α
∫
Ω
|Gk(u)|r|Gk(u)|
2σ
N dx .
Using Sobolev’s inequality in the left-hand side we obtain
d
dt
1
r
∫
Ω
|Gk(u(t))|r dx+
α2(r− 1)
r2cS
(∫
Ω
|Gk(u)|
2∗r
2 dx
) 2
2∗ ≤ Cγ,α
∫
Ω
|Gk(u)|r|Gk(u)|
2σ
N dx .
Therefore, the function v = Gk(u) satisfies (3.13) and we can apply Lemma 3.8 with v = Gk(u),
m = σ, ψ = |Gk(u)|
2σ
N and β = Nr02σ for some r0 > σ. We apply this estimate in the time interval
( t2 , t) for k ≥ k0; using Proposition 3.5, we have
‖ψ(s)‖
2β
2β−N
Lβ(Ω))
= ‖Gk(u(s))‖
2σr0
N(r0−σ)
Lr0 (Ω)
≤ C
‖Gk(u0)‖
2σr0
N(r0−σ)
Lσ(Ω)
s
hence, if s ∈ ( t2 , t)
‖ψ‖
2β
2β−N
L∞(t/2,t);Lβ(Ω))
≤ C
t
where C may be chosen only depending on q,N, α, γ (e.g. we use r0 = σ + 1 and k0 satisfies
‖Gk(u0)‖Lσ(Ω) ≤ δ¯0 for some δ¯0 only depending on q,N, α, γ).
Using Proposition 3.2 we conclude that
‖Gk(u(t))‖L∞(Ω) ≤ C e
Ct‖ψ‖
2β
2β−N
L∞((t/2,t);Lβ(Ω))t−
N
2σ ‖Gk(u(t/2))‖Lσ(Ω)
≤ C t− N2σ ‖Gk(u(t/2))‖Lσ(Ω)
≤ C t− N2σ ‖Gk(u0)‖Lσ(Ω) .
Finally, (3.15) is obtained by the obvious inequality
‖u(t)‖L∞(Ω) ≤ ‖Gk0(u(t))‖L∞(Ω) + k0
≤ ‖Gk0(u(t))‖L∞(Ω) + k0
(
t0
t
) N
2σ
∀ t ≤ t0 .

We observe that estimate (3.14) contains the same decay of the L∞-norm as for the heat
equation or, similarly, for nonlinear coercive operators. Indeed, this estimate could have been
as well obtained through the nonlinear methods used in [Po], rather than using Lemma 3.8.
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3.2. Asymptotic behaviour. This Subsection is devoted to the analysis of the behaviour of
the solution for large times.
Proposition 3.10. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P).
Then, we have
lim
t→∞ ‖u(t)‖L∞(Ω) = 0.
PROOF. We start recalling the following decay for Gk(u) in the L
∞-norm, which is given by
(3.14):
‖Gk(u(t))‖L∞(Ω) ≤ c(t− τ)−
N
2σ ‖Gk(u(τ))‖Lσ(Ω), (3.16)
where t > τ > 0 and k ≥ k0. We recall that k0 is given by requiring ‖Gk(u(τ))‖Lσ(Ω) < δ for
k ≥ k0, where δ is a value only depending on q,N, α, γ. In particular, we can take any k > 0
such that k > ‖u(τ)‖L∞(Ω) − δ.
Now, suppose by contradiction that
lim
t→∞ ‖u(t)‖L∞(Ω) = ℓ, (3.17)
for some strictly positive ℓ. The above limit exists thanks to Corollary 2.9. We rewrite u as the
sum u = Gk(u) + Tk(u) and estimate as follows:
‖u(t)‖L∞(Ω) ≤ ‖Gk(u(t))‖L∞(Ω) + k
≤ c(t− τ)− N2σ δ + k
for k ≥ k0. Now, we fix a positive ε smaller than min{ℓ, δ}: in this way, the decay (3.16) holds
for every k > ‖u(τ)‖L∞(Ω) − ε. In particular, we are allowed to choose k > 0 so that
‖u(τ)‖L∞(Ω) − ε < k < ‖u(τ)‖L∞(Ω) −
ε
2
,
and such a choice is possible for arbitrarily large τ thanks to (3.17) and since ℓ > 0.
Now, we set τ = t2 , hence the previous estimate gives
‖u(t)‖L∞(Ω) ≤ ct−
N
2σ δ + ‖u(t/2)‖L∞(Ω) −
ε
2
and, letting t tend to infinity, we find a contradiction. 
Remark 3.11. It can be interesting to notice that the limit stated by Proposition 3.10 is actually uni-
form whenever u0 varies in a compact set of L
σ(Ω). Indeed, assume that {u0,n}n ⊂ Lσ(Ω) is a se-
quence which is relatively compact in Lσ(Ω). In particular, it is equi-integrable, and as a consequence
of Corollary 3.9 (and Remark 3.6 for the value of k0 in (3.14)) the sequence of solutions {un(t)}n is uni-
formly bounded in L∞(Ω) for any t > 0. Therefore, one has that sup
n
‖un(t)‖∞ is itself a non increasing
quantity and admits a limit at infinity. A similar reasoning as in the proof of Proposition 3.10 shows that
this limit is zero.
This information allows us to improve and extend the decay results previously obtained by
using the smallness of ‖u(t)‖L∞(Ω) (for t large) rather than the smallness of ‖Gk(u(t))‖Lσ(Ω) (for
k great enough). The result below provides a sharp decay for the L∞-norm, extending a similar
result obtained for the heat operator in [BDL], [PZ].
Corollary 3.12. Assume (A1), (H) with 2− NN+1 < q < 2 and (ID1). Let u be a solution of (P). Then
we have the following exponential decay for the L∞(Ω) norm of u, namely for every τ > 0
‖u(t)‖L∞(Ω) ≤ cτe−λ1t ∀ t > τ > 0 (3.18)
where λ1 is defined as below:
λ1 = inf
{
1
2
∫
Ω
a(x, u,Du) · Du dx
‖u‖2
L2(Ω)
, u ∈ H10(Ω)
}
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and the constant cτ = c(τ, α, γ, q,N,Ω, u0) remains bounded whenever u0 varies in a compact set of
Lσ(Ω).
PROOF. By Proposition 3.10, there exists t0 such that
‖u(t)‖Lσ(Ω) ≤ ‖u(t)‖L∞(Ω)|Ω|
1
σ < δ0 ∀t > t0 ,
where δ0 can be chosen sufficiently small as needed in the proofs of both Propositions 3.2
and 3.5. This means that we can take k0 = 0 in those Propositions and we deduce that
‖u(t)‖Lσ(Ω) ≤ C0e−λt ∀t > t0 , (3.19)
for some λ > 0 and some C0 > 0.
Thus, recalling (H), we estimate as below
1
2
d
ds
∫
Ω
|u(s)|2 dx+
∫
Ω
a(x, s, u(s),Du(s)) · Du(s) dx
≤ γ
∫
Ω
|Du(s)|q|u(s)| dx
≤ γ
(∫
Ω
|Du(s)|2 dx
) q
2
‖u(s)‖2−q
L2
∗ (Ω) ‖u(s)‖
q−1
Lσ(Ω)
using Ho¨lder’s inequality with indices
(
2
q ,
2∗
2−q ,
N
2−q
)
and the exact value of σ = N(q−1)2−q . Using
Sobolev’s inequality and assumption (A1) we deduce
1
2
d
ds
∫
Ω
|u(s)|2 dx+
(
1− γcS
α
‖u(s)‖q−1
Lσ(Ω)
) ∫
Ω
a(x, s, u(s),Du(s)) · Du(s) dx ≤ 0 .
We now fix τ large enough so that 1− γcSα ‖u(s)‖
q−1
Lσ(Ω)
> 0 for all s ≥ τ and using the definition
of λ1 we get
d
ds
‖u(s)‖2L2(Ω) + 2λ1
(
1− γcS
α
‖u(s)‖q−1
Lσ(Ω)
)
‖u(s)‖2L2(Ω) ≤ 0. (3.20)
We use (3.19) in (3.20), thus we get
d
ds
‖u(s)‖2
L2(Ω) + 2λ1(1− ce−λ(q−1)s)‖u(s)‖2L2(Ω) ≤ 0.
We set g(s) = 2λ1(1− ce−λ(q−1)s). Then, by integration we obtain
‖u(t)‖L2(Ω) ≤ e−
1
2
∫ t
τ g(s) ds‖u(τ)‖L2(Ω)
≤ ce−λ1(t−τ)‖u(τ)‖L2(Ω)
and thus we conclude the decay for the L2-norm. We now use the regularizing effect and we
deduce the same rate of exponential decay for all other Lebesgue norms and in particular for
the L∞-norm. Finally, thanks to Remark 3.11, the time t0 chosen initially, as well as the other
constants appearing later, can be uniformly chosen if u0 varies in a compact set of L
σ(Ω). 
4. The case 1 < q < 2− NN+1 and L1-data
In the range 1 < q < 2− NN+1 , no restriction is needed on the Lebesgue class of initial data
(notice that the value of σ would become smaller than one for such q). We also stress that one
could as well consider measure data, however we keep ourselves in the Lebesgue framework
assuming L1-data.
Since [BM, L], it is customary for parabolic equations with L1-data to work in the frame-
work of renormalized solutions, as defined below. We recall that the space T 1,20 (QT) is defined
in [BBGGPV], see also Definition 2.3.
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DEFINITION 4.1. We say that a function u ∈ T 1,20 (QT) is a renormalized solution of (P) if satisfies
H(t, x,Du) ∈ L1(QT), (R˜S1)
−
∫
Ω
S(u0)ϕ(0, x) dx+
∫∫
QT
−S(u)ϕt + a(t, x, u,Du) · D(S′(u)ϕ) dx dt
=
∫∫
QT
H(t, x,Du)S′(u)ϕ dx dt,
(R˜S2)
lim
n→∞
1
n
∫∫
{n≤|u|≤2n}
a(t, x, u,Du) · Du dx dt = 0, (R˜S3)
for every S ∈ W2,∞(R) such that S′(·) has compact support, ϕ ∈ C∞c ([0, T)×Ω) such that S′(u)ϕ ∈
L2(0, T;H10(Ω)) (i.e., the product S
′(u)ϕ is equal to zero on the parabolic boundary (0, T)× ∂Ω).
Remark 4.1. The spirit of Remark 2.1 now applies to the truncations of u. Indeed, from the renormalized
formulation we deduce that any S such that S′ ∈ W1,∞(R) and has compact support satisfies S(u) ∈
L2(0, T;H10(Ω)) so, if (A2) holds,
S(u)t = div(a(t, x, u,Du)S
′(u)) + a(t, x, u,Du)DuS′′(u) + H(t, x,Du)S′(u)
∈ L2(0, T;H−1(Ω)) + L1(QT).
This implies ([P1, Theorem 1.1]) that S(u) ∈ C([0, T]; L1(Ω)) and in particular, from the formulation
(R˜S3), S(u)(0) = S(u0) in L
1(Ω).
Later, we are going to see in Proposition 4.2 below that actually u itself is continuous in L1(Ω).
Wepoint out that, by density arguments, one can afford for test functions ϕ ∈ L2(0, T;H10(Ω))∩
L∞(QT) such that ϕt ∈ L2(0, T;H−1(Ω)), ϕ(T, x) = 0. Moreover, integration by parts formulas
also hold for the renormalized formulation, for instance the conclusion of Proposition 2.5 holds
for every t1, t2 ∈ [0, T] at least when ψ′(·) has compact support.
In a similar way as for the other cases, we stress that an equivalent formulation can be given
by only requiring the global time continuity (in L1(Ω)) and a standard energy formulation for
positive times. Namely, we have
Proposition 4.2. A function u is a renormalized solution of (P) (in the sense of Definition 4.1) if and
only if u ∈ C0([0, T]; L1(Ω)) ∩ L2loc((0, T);H10(Ω)), u(0) = u0 and u satisfies∫∫
QT
−uϕt + a(t, x, u,Du) · Dϕ dx dt =
∫∫
QT
H(t, x,Du)ϕ dx dt (4.2)
for every ϕ ∈ C∞c (QT).
We postpone the proof of Proposition 4.2 to the Appendix A, and proceed by showing a
priori estimates and contraction principles for the solutions.
Lemma 4.3. Assume (A1), (A2) and (H) with 1 < q < 2 − NN+1 . Let u0 ∈ L1(Ω) and let u be
a renormalized solution of (P). For ω positive and sufficiently small so that
N(q−1+ω)
2−q < 1, we set
Θ(s) :=
∫ |s|
0 [1− 1(1+|r|)ω ]dr.
Then, there exists a positive value δ0, depending on ω, Ω, α, cS and γ, such that, for every k > 0
and for every δ < δ0 satisfying ∫
Ω
Θ(Gk(u0))dx < δ
we have ∫
Ω
Θ(Gk(u(t)))dx < δ ∀ t ∈ [0, T]. (4.3)
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PROOF. Observe that Θ(s) is a positive, even and convex function such that Θ′ ∈W1,∞(R)
and Θ′(0) = 0; we use Proposition 4.2 and we take Θ′(Gk(u)) as test function, this is justified
as in Proposition 2.5. Using (A1) and (H) we get∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u)) dx dt
≤
∫
Ω
Θ(Gk(u(t1)))dx+ γ
∫ t2
t1
∫
Ω
|DGk(u)|q |Θ′(Gk(u))| dx dt
for every t1, t2 ∈ (0, T). We notice that Θ satisfies, for some constant c (eventually depending
on ω):
|Θ′(s)| ≤ c Θ′′(s) q2
(∫ s
0
Θ
′′(r)
2−q
2 dr
)
(1+ sω) ∀s ∈ R . (4.4)
Thanks to (4.4) we get∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt ≤
∫
Ω
Θ(Gk(u(t1)))dx
+γ c
∫ t2
t1
∫
Ω
|DGk(u)|q Θ′′(Gk(u))
q
2
(∫ Gk(u)
0
Θ
′′(r)
2−q
2 dr
)
(1+ Gk(u)
ω) dx dt
and since
∫ Gk(u)
0 Θ
′′(r)
2−q
2 dr ≤
(∫ Gk(u)
0 Θ
′′(r) 12 dr
)2−q
Gk(u)
q−1 we deduce∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt ≤
∫
Ω
Θ(Gk(u(t1)))dx
+γ c
∫ t2
t1
∫
Ω
|DGk(u)|q Θ′′(Gk(u))
q
2
(∫ Gk(u)
0
Θ
′′(r)
1
2 dr
)2−q
Gk(u)
q−1(1+ Gk(u)ω) dx dt .
Applying Ho¨lder inequality with the usual three exponents
(
2
q ;
2∗
2−q ;
N
2−q
)
we obtain∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u)) dx dt ≤
∫
Ω
Θ(Gk(u(t1)))dx
+γ c
∫ t2
t1
(∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt
) q
2
(∫
Ω
(∫ Gk(u)
0
Θ
′′(r)
1
2 dr
)2∗) 2−q2∗
×
×
(∫
Ω
[Gk(u)
q−1(1+ Gk(u)ω)]
N
2−q dx
) 2−q
N
dt
and then, by Sobolev inequality,∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt ≤
∫
Ω
Θ(Gk(u(t1)))dx
+γ c
 sup
t∈[0,t2]
[∫
Ω
[Gk(u)
q−1(1+ Gk(u)ω)]
N
2−q dx
] 2−q
N
 ∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt .
Since q < 2 − NN+1 , we have N(q−1)2−q < 1, and the same holds for N(q−1+ω)2−q because of the
condition required on ω. Thus(∫
Ω
[Gk(u)
q−1(1+ Gk(u)ω)]
N
2−q dx
) 2−q
N ≤ c
{(∫
Ω
|Gk(u(t))| dx
)q−1
+
(∫
Ω
|Gk(u(t))| dx
)q−1+ω}
≤ c max

[∫
Ω
Θ(Gk(u(t))) dx
]q−1+ω
,
[∫
Ω
Θ(Gk(u(t))) dx
] q−1
2

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where we used that Θ(s) ≥ cmin(s, s2) for some constant c > 0. We conclude that∫
Ω
Θ(Gk(u(t2)))dx+ α
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt ≤
∫
Ω
Θ(Gk(u(t1)))dx
+γ c
 sup
t∈[0,t2]
max

[∫
Ω
Θ(Gk(u(t))) dx
]q−1+ω
,
[∫
Ω
Θ(Gk(u(t))) dx
] q−1
2

×
×
∫ t2
t1
∫
Ω
|DGk(u)|2 Θ′′(Gk(u))dx dt .
We conclude with the usual continuity argument we used before; Let δ0 be such that
γ c max
{
δ
q−1+ω
0 , δ
q−1
2
0
}
≤ α .
Then, whenever
∫
Ω
Θ(Gk(u(t))) dx ≤ δ < δ0 for all t ≤ τ, we deduce that
∫
Ω
Θ(Gk(u(τ))) dx ≤
δ as well. Moreover, since u ∈ C0([0, T]; L1(Ω)), we also have Θ(Gk(u)) ∈ C0([0, T]; L1(Ω)).
Therefore, a continuity argument leads to the conclusion. 
As in the previous cases, we deduce the following consequences from the above Lemma.
THEOREM 4.4. Assume (A1), (H) with 1 < q < 2 − NN+1 and let u0 ∈ L1(Ω). Let u be a
renormalized solution of (P). Then u ∈ M N+2N (QT) and |Du| ∈ M
N+2
N+1 (QT) and the following estimate
holds:
sup
t∈[0,T]
‖u(t)‖L1(Ω) + ‖|Du|‖
M
N+2
N+1 (QT)
+
∫∫
QT
|Du|2
(1+ |u|)δ+1 dx dt ≤ M (4.5)
where δ > 0, the constant M depends on u0, T, |Ω|, q, γ, N, α, δ, and remains bounded when u0 varies
in sets which are bounded and equi-integrable in L1(Ω).
PROOF. Lemma 4.3 yields an estimate for u in L∞((0, T); L1(Ω)) (since the function Θ has
linear growth) and an estimate for
∫∫
QT
|DGk(u)|2
(1+|Gk(u)|)1+ω dx dt for k sufficiently large (from the en-
ergy term). Next one estimates |DTk(u)| in L2(Ω) in a similar way as in Lemma 2.6.
Finally, once we have an estimate for
∫∫
QT
|Du|2
(1+|u|)1+ω dx dt with ω arbitrarily small, and
the fact that u ∈ L∞((0, T); L1(Ω)), it follows an estimate of u in Lr((0, T);W1,r0 (Ω)) for every
r < N+2N+1 (see e.g. [BG]). As a consequence, we have that H(t, x,Du) ∈ L1(QT). The final
conclusion of the Marcinkiewicz estimate is then a consequence of known results for equations
with L1- data (see e.g. [ST]). 
Remark 4.5. Let us stress that the proof of Lemma 4.3 is actually performed for solutions u ∈ C0([0, T]; L1(Ω))∩
L2loc((0, T);H
1
0(Ω)); combining this with the proof of Theorem 4.4 is a way to show that any u ∈
C0([0, T]; L1(Ω))∩ L2loc((0, T);H10(Ω))which satisfies (4.2) enjoys the global regularity stated in Theorem 4.4,
in particular u ∈ M N+2N (QT), |Du| ∈ M
N+2
N+1 (QT) and Tk(u) ∈ L2(0, T;H10(Ω)) for all k > 0.
We also deduce the contraction in L∞(Ω) for this range of q.
Corollary 4.6. Assume (A1), (H) with 1 < q < 2 − NN+1 and the initial datum u0 belonging to
L∞(Ω). Moreover, let u be a solution of (P) in the sense of Definition (4.1). Then, we have that u
belongs to L∞(QT). Moreover, the following estimate holds:
‖u(t)‖L∞(Ω) ≤ ‖u0‖L∞(Ω) ∀ t ∈ [0, T].
PROOF. We use again Lemma 4.3 with k = ‖u0‖L∞(Ω). In that case we obtain (4.3) for any
δ > 0 arbitrarily small, and letting δ → 0 we conclude that ∫
Ω
Θ(Gk(u(t)))dx = 0. This implies
‖u(t)‖L∞(Ω) ≤ k = ‖u0‖L∞(Ω). 
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Finally, we prove the regularizing effect, in particular all solutions become L2(Ω) at positive
time and therefore the decay estimates can then be deduced by the previous sections.
Proposition 4.7. Assume (A1)-(A2) and (H) for 1 < q < 2− NN+1 and u0 ∈ L1(Ω). Moreover, let u
be a solution of (P) in the sense of Definition 4.1. Then ∈ C0((0, T); Lr(Ω)) for every r > 1 and there
exists a value k0, independent of r, such that
‖Gk(u(t))‖rLr(Ω) ≤ cr
‖Gk(u0)‖rL1(Ω)
tN
(r−1)
2
∀ t ∈ (0, T), ∀ k ≥ k0 (4.6)
where cr = c(r, q, α, γ,N). Furthermore
‖u(t)‖rLr(Ω) ≤
c
tN
(r−1)
2
∀ t ∈ (0, t0] (4.7)
where c = c(r, q, α, γ,N, t0, u0, |Ω|). Finally, we have that u ∈ L∞((τ, T)× Ω)) for any τ > 0 and
satisfies
‖u(t)‖L∞(Ω) ≤ cτe−λ1t ∀ t > τ > 0 .
PROOF. The proof of Lemma A.1 shows how to get (4.6) for 1 < r ≤ 2. The case r > 2 can
be proved in the same way and actually even more simply; indeed, for r > 2 one can use as test
function S′(η) =
∫ η
0 |Tn(ξ)|r−2dξ which is allowed once we know that u ∈ L2loc((0, T);H10(Ω)).
Eventually, one ends up with estimates (4.6) and (4.7). Once u has been regularized in any Lp
space, it is possible to use what proved in the previous sections to conclude that the L∞-norm
decays as t → ∞. 
5. The case N = 2 and N = 1.
This short section is devoted to the case of low dimensions N = 1 and N = 2. Of course, the
arguments used before also apply to those cases, provided the thresholds are modified accord-
ing to the peculiarity of the Sobolev embedding of H10(Ω) for N = 1, 2. To be precise, the triplet
of exponents used for the Ho¨lder inequality which estimates the right-hand side, both in (2.6)
Lemma 2.6) and in (3.7) (Proposition 3.5) should more generally read as
(
2
q ,
s
2−q ,
2s
(2−q)(s−2)
)
,
where s > 2 is an exponent of Sobolev embedding, i.e. ‖v‖Ls(Ω) ≤ cS‖v‖H10 (Ω). Next, the
estimate needs the equality σ = 2ss−2
q−1
2−q in order to be closed.
The reader can check that, if N > 2, then s = 2∗ is the optimal choice, the above triplet
becomes
(
2
q ,
2∗
2−q ,
N
(2−q)
)
as appears in our mentioned proofs, and this also yields the value of σ
appearing in (ID1).
On the other hand, if N = 2, H10(Ω) is embedded in all Lebesgue spaces (but not in L
∞(Ω)),
which means that s can be chosen arbitrarily large. This means that the value of σ can be
arbitrarily close to
2(q−1)
2−q but strictly bigger.
If rather N = 1 one is allowed to take s = ∞ in Sobolev embedding, the triplet used
in the above estimate should now read as
(
2
q ,∞,
2
(2−q)
)
and the optimal value of σ becomes
σ = 2(q−1)2−q .
Notice that, in both cases N = 1 and N = 2, the threshold of L1-data becomes q = 43 .
Once the value of σ is modified, consistently with Sobolev’s embedding as explained above,
the rest of the proofs apply without changes. In the end, our results take the following form in
the case N = 1, 2.
THEOREM 5.1. Assume that (A1)-(A2) and (H) hold true.
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If u0 satisfies
u0 ∈ Lσ(Ω) , with

σ >
2(q− 1)
2− q if N = 2 and q ≥
4
3
σ =
2(q− 1)
2− q if N = 1 and q >
4
3
then there exists a weak solution of (P) (in the sense of Definition 2.1). In addition, any solution satisfies
the same conclusions of Proposition 3.5, Corollaries 3.9 and 3.12.
If rather q < 43 and u0 ∈ L1(Ω), then there exists a renormalized solution of (P) (see Definition 4.1).
In addition, any solution satisfies the same conclusions of Proposition 4.7.
Of course, similar remarks can be done as in the previous Sections concerning equivalent
notions of solutions as well as other minor features. For example, if N = 2, since one is obliged
to take σ >
2(q−1)
2−q , the limiting case q =
4
3 has been included (compare with Subsection 2.3) and
the constants of the a priori estimates can be chosen to depend only on the norm of initial data:
indeed, bounded sets in Lσ(Ω) are always equi-integrable in Lσ˜(Ω) for any 2(q−1)2−q < σ˜ < σ.
6. A comparison result for linear operators
In this Sectionwe show that the a priori bounds obtained so far also imply the uniqueness of
solutions in the weak formulation of (P). In order to avoid several minor cases, we only restrict
to N > 2. The cases N = 1, 2 can be done exactly in the same way according to the thresholds
specified in the previous Section.
For simplicity, we only consider the case of linear operators, namely
ut − div(A(t, x)Du) = H(t, x,Du) in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω.
(Plin)
In order to prove a comparison result between subsolutions and supersolutions of (Plin), we
follow an idea of [LP].
Proposition 6.1. Assume that A(t, x) is a bounded and coercivematrix, and let H(t, x, ξ) be a Carathe´odory
function such that
H(t, x, ξ) = H1(t, x, ξ) + H2(t, x, ξ)
where
ξ 7→ H1(t, x, ξ) is convex (6.1)
H1(t, x, ξ) ≤ γ(1+ |ξ|q) with 1 < q < 2 (6.2)
and H2(t, x, ξ) satisfies
|H2(t, x, ξ)− H2(t, x, η)| ≤ L|ξ − η| (6.3)
H2(t, x, ξ)− (1− ε)H2
(
t, x, ξ1−ε
)
≤ 0 (6.4)
for a.e. (t, x) ∈ QT, for every ξ, η ∈ RN .
Let u0, v0 satisfy (ID1) (if 2− NN+1 < q < 2) or (ID2) (if q < 2− NN+1 ), and suppose u and v be a
subsolution, respectively a supersolution, of (Plin) in the sense of Definition 2.1 (if 2− NN+1 < q < 2)
or Definition 4.1 (if q < 2− NN+1 ). Then, if u0 ≤ v0, we have u ≤ v in QT.
Finally, if q = 2− NN+1 , the same conclusion holds if u0, v0 ∈ Lσ(Ω) for some σ > 1 and u, v be
subsolution, respectively supersolution, of (Plin) in the sense of Definition 2.1.
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PROOF. Define vε = (1− ε)v. Thus, vε satisfies:
(vε)t − div(A(t, x)Dvε) ≥ (1− ε)H(t, x,Dv).
Setting zε = u− vε, we deduce that
(zε)t − div(A(t, x)Dzε) ≤ H(t, x,Du)− (1− ε)H(t, x,Dv) . (6.5)
Since the convexity assumption implies that
H1(t, x, p) ≤ (1− ε)H1(t, x, r) + εH1
(
t, x,
p− (1− ε)r
ε
)
∀ p, r ∈ RN ,
we estimate (6.5) as follows:
(zε)t − div(A(t, x)Dzε) ≤ εH1
(
t, x,
Dzε
ε
)
+ H2(t, x,Du)− (1− ε)H2(t, x,Dv) .
Using (6.3)-(6.4) and since v = vε1−ε , we have
H2(t, x,Du)− (1− ε)H2(t, x,Dv) ≤ H2(t, x,Du)− H2(t, x,Dvε) ≤ L|Dzε| .
Therefore we conclude that
(zε)t − div(A(t, x)Dzε) ≤ εH1
(
t, x,
Dzε
ε
)
+ L|Dzε| ,
which implies, on account of (6.2), the inequality below:
(zˆε)t − div(A(t, x)Dzˆε) ≤ γ (|Dzˆε|q + 1) + L|Dzˆε| (6.6)
where we have set zˆε =
zε
ε . By Young’s inequality, we get
(zˆε)t − div(A(t, x)Dzˆε) ≤
(
γ +
1
q
)
|Dzˆε|q +
(
γ +
Lq
′
q′
)
.
Hence, setting c0 =
(
γ + 1q
)
and c1 =
(
γ + L
q′
q′
)
, we have found that the function ψε(t) :=
zˆε − c1t satisfies
(ψε)t − div(A(t, x)Dψε) ≤ c0|Dψε|q .
In particular, we deal with subsolutions of (P). We notice that, at fixed ε > 0, ψε(·) belongs to
C0([0, T]; Lσ(Ω))∩ L2loc((0, T);H10(Ω)); moreover, the function ψ+ε (·) enjoys the same regularity
and is still a subsolution. In addition, we have ψ+ε (0) ≤ v+0 , hence ψ+ε (0) is bounded in Lσ(Ω)
independently of ε. By applying Theorem 2.8 (if 2− NN+1 < q < 2) we deduce that there exists
a constant M, independent of ε, such that
‖[ψε(t)]+‖Lσ ≤ M ∀ t > 0.
The same holds true with σ = 1 if q < 2− NN+1 thanks to Theorem 4.4. Recalling the definition
of ψε(·), the previous inequality implies
‖[u(t)− (1− ε)v(t)]+‖Lσ ≤ ε[M+ c1t |Ω|
1
σ ] ∀t ≥ 0
which, letting ε → 0, leads to the conclusion.
Finally, in the case q = 2− NN+1 we assumed that u0, v0 ∈ Lσ(Ω) for some σ > 1. This is
enough to reduce to the previous case since if (6.2) holds with q = 2− NN+1 then it obviously
holds for all bigger q. 
We conclude by pointing out an easy class of nonlinearities H(t, x,Du) for which the previ-
ous comparison principle applies.
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Corollary 6.2. Assume that A(t, x) is a bounded and coercivematrix, and let H(t, x, ξ) be a Carathe´odory
function which is C2 with respect to ξ (uniformly for (t, x) ∈ QT) and satisfies
∃R > 0 : ξ 7→ H(t, x, ξ) is convex for |ξ| > R (6.7)
H(t, x, ξ) ≤ γ(1+ |ξ|q) with 1 < q < 2. (6.8)
Then the conclusion of Proposition 6.1 is true and, in particular, if u0 satisfies (ID1) or (ID2), problem
(Plin) has a unique weak solution.
PROOF. As suggested in [LP], it is enough to write H = H1 + H2, where H1(t, x, ξ) =
H(t, x, ξ) + µ
√
1+ |ξ|2 and H2(t, x, ξ) = −µ
√
1+ |ξ|2, choosing µ sufficiently large so that H1
be a globally convex function of ξ. 
7. On the optimality of the Lebesgue class of initial data
We conclude our analysis by discussing the optimality of condition (ID1) on the initial data.
We are actually going to see that similar results as proved in Section 2 can not be obtained if
u0 belongs to subcritical Lebesgue spaces. Roughly speaking, this means that assuming u0 in a
Lebesgue space Lρ(Ω) with ρ < σ does not allow (P) to admit a solution, at least in the suitable
class.
For the sake of simplicity, let us consider the problem (P) with the Laplace operator and the
q power of the gradient in the r.h.s.:
ut − ∆u = γ|Du|q in QT,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω.
(P)
Our goal is to show that there exists
u0 ∈ Lρ(Ω) with ρ < σ, (ID1)
such that the problem (P) does not admit a (renormalized) solution u such that
u ∈ L∞(0, T; Lρ(Ω)), |u| ρ2 ∈ L2(0, T;H10(Ω)). (7.1)
We recall that this class is natural in view of the summability of the initial datum and, in partic-
ular, existence and uniqueness in this class have been proved if ρ ≥ σ, see [M] (for the existence)
and Section 6 (for the uniqueness) respectively. Therefore, the counterexample below is an evi-
dence of the optimality of the above results.
Here we follow the lines of [BSW, Subsection 3.2], where a similar counterexample was
proved for the case of Ω = RN and in a different formulation.
THEOREM 7.1. Let 1 ≤ ρ < σ. There exists a value δ > 0 (only depending on ρ, q,N) such that if
u0(x) ≥ |x|−
N
ρ +δχ|x|<1, then (P) does not admit any renormalized solution (in the sense of (RS1)-(RS2)
of Definition 2.3) such that (7.1) hold.
In particular, we deduce that for some u0 ∈ Lρ(Ω), where 1 ≤ ρ < σ, no solution can exist
of problem (P).
PROOF. Suppose, by contradiction, that there exists a solution u as in (RS1)–(RS2) and sat-
isfying (7.1), under the assumption that ρ > 1. The case ρ = 1 can be dealt with in a similar way.
Step 1
Note that such a solution will also satisfy that∫∫
QT
|Du|q|u|ρ−1 dx dt < ∞,
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which implies
|u|
ρ+q−1
q ∈ Lq(0, T;W1,q0 (Ω)) . (7.2)
Roughly speaking, the boundedness of the above integral follows by taking |u|ρ−1 in the renor-
malized formulation in (t0, T), obtaining that
γ
∫ T
t0
∫
Ω
|Du|q|u|ρ−1 dx dt ≤ (ρ− 1)
∫∫
QT
|Du|2|u|ρ−2dx dt+ 1
ρ
‖u‖L∞(0,T;Lρ(Ω))
and then letting t0 → 0. Of course, a standard procedure is followed in order to justify the test
function in the renormalized formulation (as in the proof of Proposition 2.4); in addition, when
ρ < 2, one suitably modifies the test function near u = 0 in an obvious way.
Step 2
Let t be small and fixed. The estimates of the heat kernel in a bounded domain (see e.g. [Z,
Theorem 1.1]) imply that the solution of the corresponding heat problem
Ut − ∆U = 0 in QT,
U = 0 on (0, T)× ∂Ω,
U(0, x) = u0(x) in Ω.
satisfies the following bound from below:
U(t, x) ≥ c1
∫
{
√
t
2 <|y|<
√
t}
t−
N
2 e−c2
|x−y|2
t |y|− Nρ +δ dy ≥ ct− N2ρ+ δ2 ∀x : |x| ≤
√
t ,
for some positive constants c1, c2. Then, this estimate yields∫
{|x|<√t}
U(t, x) dx ≥ c t N2 (1− 1ρ )+ δ2 (7.3)
where, here and below, c denotes possibly different constants independent of δ, t.
We now look for a bound from above for a suitable integral of the solution of (P). The bound-
edness (7.2) ensures that there exists a sequence {tj}j, converging to zero for j → ∞, such that∫
Ω
|Du(tj)|q|u(tj)|ρ−1 dx = ‖D(|u(tj)|
ρ+q−1
q )‖q
Lq(Ω)
≤ 1
tj
. (7.4)
By Ho¨lder’s inequality with indices
(
q∗ ρ+q−1q ,
(
q∗ ρ+q−1q
)′)
and (7.4) we go further estimating
as below: ∫
{|x|<√tj}
u(tj, x) dx ≤ ‖u(tj)‖
L
q∗ ρ+q−1q (Ω)
meas
{
|x| <
√
tj
}1− q
q∗(ρ+q−1)
≤ c‖D(|u(tj)|
ρ+q−1
q )‖
q
ρ+q−1
Lq(Ω)
t
N
2
(
1− q
q∗(ρ+q−1)
)
j
≤ ct−
1
ρ+q−1+
N
2
(
1− N−q
N(ρ+q−1)
)
j
= ct
N
2
(
1− N+2−q
N(ρ+q−1)
)
j .
Step 3
In conclusion, Step 2 provides us with the inequality∫
{|x|<√tj}
u(tj, x) dx ≤ ct
N
2
(
1− N+2−q
N(ρ+q−1)
)
j
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while standard comparison results for the heat equation ensure that∫
{|x|<√t}
u(t, x) dx ≥
∫
{|x|<√t}
U(t, x) dx ≥ c t
N
2
(
1− 1ρ
)
+ δ2 .
Comparing those inequalities we deduce that
c t
N
2
(
1− 1ρ
)
+ δ2
j ≤
∫
{|x|<√tj}
u(tj, x) dx ≤ ct
N
2
(
1− N+2−q
N(ρ+q−1)
)
j . (7.5)
Since ρ < σ, there exists δ > 0 (only depending on ρ and σ) such that
1− 1
ρ
< 1− N + 2− q
N(ρ + q− 1) −
δ
N
.
But this implies that
N
2
(
1− 1
ρ
)
+
δ
2
<
N
2
(
1− N + 2− q
N(ρ + q− 1)
)
and letting tj → 0 in (7.5) we get a contradiction. 
Remark 7.2. The renormalized formulation of the equation is only one possible choice of weak formula-
tion for which a similar nonexistence result can be proved. We could have equally replaced it by asking
that u ∈ L2loc((0, T);H10(Ω)) ∩ C0([0, T]; Lρ(Ω)), u(0) = u0 in Lρ(Ω), and the equation be under-
stood in distributional sense. The above nonexistence result would still hold in this formulation and the
proof be the same as before.
Appendix A.
Here we present the proof of the equivalence between possibly different notions of solution
of (P).
PROOF OF PROPOSITION 2.2. Let u be a solution according to Definition 2.1. We already
proved in Step 1 of Lemma 2.6 that (1+ |u|) σ2−1u ∈ L2(0, T;H10(Ω)), i.e. u satisfies (RC). Then,
since σ ≥ 2 and (A2) holds, it becomes a standard fact that the formulation can be extended up
to t = 0 and so u is also a solution according to Definition 2.2.
Conversely, we assume now that u is a solution according to Definition 2.2 and we wish to
prove that it also satisfies Definition 2.1. To this purpose, we use ψ(u) = |Tn(Gk(u))|σ−2Tn(Gk(u))
as test function in the interval (0, t). Notice that this is allowed because u ∈ L2(0, T;H10(Ω)) and
in this case the conclusion of Proposition 2.5 is true up to t1 = 0. Thanks to the assumptions
(A1) and to (H) we have:∫
Ω
Sn(Gk(u(t))) dx+ α(σ− 1)
∫∫
Qt
|DTn(Gk(u))|2|Tn(Gk(u))|σ−2 dx ds
≤ γ
∫∫
Qt
|DGk(u)|q|Tn(Gk(u))|σ−1 dx ds+
∫
Ω
Sn(Gk(u0)) dx,
(A.1)
where Sn(v) =
∫ v
0 |Tn(z)|σ−2Tn(z) dz. We estimate the first integral in the r.h.s. using Ho¨lder’s
inequality with indices
(
2
q ,
2∗
2−q ,
N
2−q
)
and then Sobolev’s embedding, getting∫∫
Qt
|DGk(u)|q|Tn(Gk(u))|σ−1 dx ds
≤ 2
q
σq
∫ t
0
[(∫
Ω
|D[|Gk(u)|
σ
2 ]|2 dx
) q
2
(∫
Ω
|Tn(Gk(u))|
2∗
2 σ dx
) 2−q
2∗ (∫
Ω
|Tn(Gk(u))|σ dx
) 2−q
N
]
ds
≤ 2q cS
σq
∫ t
0
(∫
Ω
|D[|Gk(u)|
σ
2 ]|2 dx
)(∫
Ω
|Tn(Gk(u))|σ dx
) 2−q
N
ds.
(A.2)
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In particular, this means that the following inequality∫
Ω
Sn(Gk(u(t))) dx
≤ 2q cSγ
σq
∫ T
0
(∫
Ω
|D[|Gk(u)|
σ
2 ]|2 dx
)(∫
Ω
|Tn(Gk(u))|σ dx
) 2−q
N
ds+
∫
Ω
Sn(Gk(u0)) dx
(A.3)
holds. Since we have |u| σ2 ∈ L2(0, T;H10(Ω)) and
∫
Ω
Sn(Gk(u)) dx ≥ c
∫
Ω
|Tn(Gk(u))|σ dxwhere
c = c(N, q), the inequality in (A.3) implies that
sup
t∈(0,T)
∫
Ω
|Tn(Gk(u(t)))|σ dx ≤ c0 + c
(
sup
t∈(0,T)
∫
Ω
|Tn(Gk(u(t)))|σ dx
) 2−q
N
,
where the constants c and c0 depend on, respectively, the L
2(0, T;H10(Ω)) norm of |u|
σ
2 and on
the Lσ(Ω) norm of the initial datum. Hence, we get a uniform bound in n for
∫
Ω
|Tn(Gk(u(t)))|σ dx.
Letting n tend to infinity, we have proved that Gk(u) ∈ L∞(0, T; Lσ(Ω)) which in turn implies
u ∈ L∞(0, T; Lσ(Ω)).
Moreover, as n → ∞ in (A.3), we get∫
Ω
|Gk(u(t))|σ dx ≤
∫
Ω
|Gk(u0)|σ dx+ c
∫ T
0
∫
Ω
|D[|Gk(u)|
σ
2 ]|2 dx ds (A.4)
where c is a constant due to the L∞(0, T; Lσ(Ω)) norm of Gk(u). Having |u| σ2 ∈ L2(0, T;H10(Ω))
the right-hand side in (A.4) tends to zero as k → ∞. Hence ∫
Ω
|Gk(u(t))|σ dx → 0 for k → ∞ and
this fact allows us to deduce the continuity regularity C([0, T]; Lσ(Ω)) of u. Indeed, let {tn}n be
a sequence such that tn → t for n → ∞, for t ∈ [0, T]. Then u(tn) converges to u(t) in L1(Ω)
when n → ∞ by Remark 2.1. Moreover, u(t) is (uniformly in t) equi-integrable in the Lσ(Ω)
norm. To convince us in this sense, we estimate
sup
t∈(0,T)
∫
E
|u(t)|σ dx ≤ c sup
t∈(0,T)
[∫
E∩{|u(t,x)|>k}
|u(t)|σ dx+
∫
E∩{|u(t,x)|≤k}
|u(t)|σ dx
]
≤ c
[
sup
t∈(0,T)
∫
Ω
|Gk(u(t))|σ dx+ kσ|E|
]
where c = c(N, q). Thus, letting |E| → 0 and then k → ∞, and using (A.4), we have the desired
equi-integrability condition verified. Finally, by Vitali’s theorem, we deduce that u(tn) → u(t)
in Lσ(Ω). Hence u ∈ C0([0, T]; Lσ(Ω)), and therefore it is also a solution in the sense of
Definition 2.1. 
We now give the proof of Proposition 2.4. To this purpose, we define the function θn(·) as
θn(v) =

1 |v| ≤ n,
2n− |v|
n
n < |v| ≤ 2n,
0 |v| > 2n
(A.5)
and we notice that it is a compactly supported function which converges to 1 as n → ∞. This
is currently used in the renormalized formulation in order to recover, asymptotically, the case
that the auxiliary function S in (RS2) may have non compact support.
PROOF OF PROPOSITION 2.4. Let u be a solution according to Definition 2.1. FromLemma 2.6,
Step 1, we already know that u satisfies (RC). Then, (1+ |u|) σ2 ∈ L∞((0, T); L2(Ω))∩ L2(0, T; L2∗(Ω)),
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which implies, by interpolation, that u ∈ Lσ N+2N (QT). Using that, by Young’s inequality,
|Du|q ≤ c
[
|D((1+ |u|) σ2 )|2 + (1+ |u|)
(2−σ)q
2−q
]
we deduce that |Du| ∈ Lq(QT) since (2−σ)q2−q ≤ σ N+2N . Hence H(t, x,Du) ∈ L1(QT). Moreover,
as a direct consequence of (RC), we have that Tk(u) ∈ L2(0, T;H10(Ω)) for every k > 0. Now it
is enough to observe that, being u ∈ L2loc(0, T;H10(Ω)), the renormalized formulation holds in
a standard way for t ∈ (τ, T), τ > 0. This means that (RS2) holds in Qτ,T := (τ, T)× Ω, and
letting τ → 0 is allowed, providing with (RS2) in QT. So Definition 2.3 is proved to hold.
Conversely, let u be a solution according to Definition 2.3. We wish to prove that solutions
belong to C0([0, T]; Lσ(Ω)) and become regular at positive time.
First of all, we remark that, by a density argument, the class of test functions can be ex-
tended to include any ϕ ∈ L2(0, T;H10(Ω)) ∩ L∞(QT) such that ϕt ∈ L2(0, T;H−1(Ω)). We take
S′(u) =
∫ Tn(Gk(u))
0 (ε + |z|)σ−2 dz, ϕ = 1 and ε > 0, in (RS2) for 0 ≤ t ≤ T and say that this step
can be made rigorous thanks to the regularity (RC) and by standard arguments in the renor-
malized framework (for instance, we can consider S′(u) = θn(u)
∫ Tn(Gk(u))
0 (ε+ |z|)σ−2 dzwhere
θn(·) is defined in (A.5), and let n go to infinity).
We proceed recalling (A1) and (H) which give us the following inequality:∫
Ω
Θε(u(t)) dx+ α
∫∫
Qt
|DTn(Gk(u))|2[ε + |Tn(Gk(u))|]σ−2 dx ds
≤
∫
Ω
Θε(u0) dx+ γ
∫∫
Qt
|DGk(u)|q
(∫ Tn(Gk(u))
0
(ε + |z|)σ−2 dz
)
dx ds
(A.6)
where we have set Θε(v) =
∫ v
0
(∫ Tn(Gk(z))
0
(ε + |s|)σ−2 ds
)
dz.
Now we can estimate∫∫
Qt
|DGk(u)|q
(∫ Tn(Gk(u))
0
(ε + |z|)σ−2 dz
)
dx ds
≤ c
∫∫
Qt
|DGk(u)|q(ε + |Tn(Gk(u))|)σ−1 dx ds
≤ c
∫∫
Qt
|DGk(u)|q(ε + |Tn(Gk(u))|)(σ−2)
q
2 (ε + |Tn(Gk(u))|)
σ
2 (2−q) (ε + |Tn(Gk(u))|)q−1dx ds
≤ c sup
s∈[0,t]
[∫
Ω
(ε + |Tn(Gk(u))|)σdx
]q−1
where we used again the Ho¨lder inequality with indices
(
2
q ,
2∗
2−q ,
N
2−q
)
(recall that σ = N(2−q)q−1 )
and Sobolev’s embedding, and the information that u satisfies (RC) (so the constant c in the last
inequality depends on the L2(0, T;H10(Ω)) norm of (1+ |u|)
σ
2 u). Finally, from (A.6) we get∫
Ω
Θε(u(t)) dx+ α
∫∫
Qt
|DTn(Gk(u))|2[ε + |Tn(Gk(u))|]σ−2 dx ds
≤
∫
Ω
Θε(u0) dx+ c sup
s∈[0,t]
[∫
Ω
(ε + |Tn(Gk(u))|)σdx
]q−1
.
Since q− 1 < 1, this inequality implies first that Tn(Gk(u)) is uniformly bounded (with respect
to n) in L∞((0, T); Lσ(Ω)). Hence we deduce that u ∈ L∞((0, T); Lσ(Ω)) and, taking the limit
as n → ∞ in the previous inequality, we obtain an inequality of the type (A.4). This means that
we can reason as in Proposition 2.2 to deduce the continuity regularity u ∈ C0([0, T]; Lσ(Ω)).
Finally, we are only left with the fact that solutions have finite energy after any positive time.
This is the content of Lemma A.1 below and concludes this proof. 
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Lemma A.1. Let q > 2− NN+1 and u0 ∈ Lσ(Ω). Then, if u is a renormalized solution according to
Definition 2.3, we have u ∈ L2loc(0, T;H10(Ω)) and, for any r ∈ (σ, 2] and t ≤ 1,
‖u(t)‖Lr(Ω) ≤ c t−N
(r−σ)
2rσ
with c = c(α, γ, q,N, u0, |Ω|). In particular, u satisfies the conclusion and the estimates, both (3.4) and
(3.5), of Proposition 3.5.
Finally, if q < 2− NN+1 and u0 ∈ L1(Ω), any u which is a renormalized solution according to
Definition 4.1 satisfies the same conclusion with σ = 1 and r > 1.
PROOF. We first deal with the case q > 2− NN+1 and u0 ∈ Lσ(Ω), σ = N(2−q)q−1 .
Let S′(u)ϕ in (RS2) with ϕ = 1, S ∈W2,∞(R) such that S′(0) = 0 and
0 ≤ S′′(x) ≤ L(1+ |x|)σ−2. (A.7)
Then we claim that the following differential inequality holds:
d
dt
∫
Ω
S(u(t)) dx+ α
∫
Ω
|Du|2S′′(u) dx ≤ γ
∫
Ω
|Du|q |S′(u)| dx a.e. t ∈ (0, T). (A.8)
Again, since our choice of S′(·) is not an admissible one, we prove this claim taking ξ S˜′n(u) =
ξS′(u)θn(u) in (RS2) where ξ ∈ C∞c (0, T) and θn(·) as in (A.5). Then, we obtain
−
∫ T
0
ξ ′
∫
Ω
S˜n(u) dx ds
≤ −α
∫ T
0
ξ
∫
Ω
|Du|2 [S′′(u)θn(u) + S′(u)θ′n(u)] dx ds+ γ ∫ T
0
ξ
∫
Ω
|Du|q |S′(u)| dx ds.
The r.h.s. is uniformly bounded in n thanks to (RC) and (A.7) (in particular, |Du|q|S′(u)| ≤
c|Du|q(1+ |u|)σ−1 which is L1(QT) because of (RC) and u ∈ L∞((0, T); Lσ(Ω))).
Moreover, (A.7) implies that∫∫
Qt
|Du|2S′(u)θ′n(u) dx ds ≤ c
∫∫
{n<|u|<2n}
|D((1+ |u|) σ2−1u)|2 dx ds → 0
by the definition of θn(·) in (A.5). Then we conclude that, letting n → ∞, we recover (A.8).
In particular, we have
d
dt
∫
Ω
S(Gk(u(t))) dx+ α
∫
Ω
|DGk(u)|2S′′(Gk(u)) dx ≤ γ
∫
Ω
|DGk(u)|q |S′(Gk(u))| dx, (A.9)
since S(Gk(s)) verifies (A.7) whenever S(·) does.
We proceed requiring that the function S(·) satisfies
|S′(x)| ≤ c (S′′(x)) q2 ∣∣∣∣∫ x
0
(
S′′(y)
) 2−q
2 dy
∣∣∣∣ ∀x ∈ R (A.10)
for some c > 0. Since∣∣∣∣∫ Gk(u)
0
(
S′′(v)
) 2−q
2 dv
∣∣∣∣ ≤ (∫ |Gk(u)|
0
(
S′′(v)
) 1
2 dv
)2−q
|Gk(u)|q−1
we get the inequality
d
dt
∫
Ω
S(Gk(u(t))) dx+ α
∫
Ω
|DΦ(Gk(u))|2 dx ≤ c
∫
Ω
|DΦ(Gk(u))|q |Φ(Gk(u))|2−q |Gk(u)|q−1 dx
where Φ(x) =
∫ x
0 (S
′′(y))
1
2 dy. This means that an application of Ho¨lder’s inequality with
indices
(
2
q ,
2∗
2−q ,
N
2−q
)
and Sobolev’s embedding give us
d
dt
∫
Ω
S(Gk(u(t))) dx+ α
∫
Ω
|DΦ(Gk(u))|2 dx ≤ c sup
t∈(0,T)
‖Gk(u(t))‖q−1Lσ(Ω)
∫
Ω
|DΦ(Gk(u))|2 dx
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and then, for k sufficiently large (eventually only depending on u0)
d
dt
∫
Ω
S(Gk(u(t))) dx+ c
∫
Ω
|DΦ(Gk(u))|2 dx ≤ 0. (A.11)
We now choose, for r > σ,
S′(η) =
∫ η
0
(ε + |ξ|)σ−2(ε + |Tn(ξ)|)r−σdξ .
We easily estimate, for constants c0, c1 independent of ε and n,
|S′(η)| ≤ c0|η|(ε + |η|)σ−2(ε + |Tn(η)|)r−σ,
|S(η)| ≤ c1|η|2(ε + |η|)σ−2(ε + |Tn(η)|)r−σ .
Hence, interpolating 2 = 2∗ω + 2 σr (1− ω)we have∫
Ω
S(Gk(u)) dx ≤ c1
∫
Ω
|Gk(u)|2(ε + |Gk(u)|)σ−2(ε + |Tn(Gk(u))|)r−σ dx
≤ c1
∫
Ω
[
|Gk(u)|(ε + |Gk(u)|)
σ
2−1(ε + |Tn(Gk(u))|)
r−σ
2
]2∗ω
(ε + |Gk(u)|)σ(1−ω) dx
≤ c1
(∫
Ω
[
|Gk(u)|(ε + |Gk(u)|)
σ
2−1(ε + |Tn(Gk(u))|)
r−σ
2
]2∗
dx
)ω (∫
Ω
[ε + |Gk(u)|]σ dx
)1−ω
≤ K
(∫
Ω
Φ(Gk(u))
2∗ dx
)ω
for some K = c
[
ε + ‖Gk(u)‖C0([0,T];Lσ(Ω))
]
. Recalling the value of ω, Sobolev inequality and
(A.11) we conclude that
d
dt
∫
Ω
S(Gk(u(t))) dx+ c
(∫
Ω
S(Gk(u(t))) dx
)γ
≤ 0
where γ = 1 + 2σ
N(r−σ) . This implies, as in Proposition 3.5 (see (3.11)) that, for any τ > 0,∫
Ω
S(Gk(u)(t))dx is bounded in (τ, T) by some constant which is independent of n and of ε.
As a first consequence, letting n go to infinity we deduce that u ∈ L∞loc((0, T); Lr(Ω)) for every
r ≤ 2. Indeed, as n → ∞ the function S(·) becomes
S(r) =
∫ r
0
∫ η
0
(ε + |ξ|)r−2dξdη .
In addition, when r = 2, going back to (A.9), integrating and letting n → ∞ we also deduce
that u ∈ L2loc((0, T);H10(Ω)). Finally, since the estimate was uniform with respect to ε, we can
let ε → 0 and we obtain the same precise estimate (3.4) as in Proposition 3.5. Estimate (3.5) will
follow consequently. Notice that, once u has been estimated in L2(Ω), then the estimate with in
Lr(Ω) with r > 2 follows directly from Proposition 3.5 again.
Let us now deal with the case that q < 2− NN+1 and u0 ∈ L1(Ω). Here we follow the same
steps as before except that at first we are only allowed to use a function S(·) such that S′(·) is
bounded. Therefore we choose
S′(η) =
∫ η
0
(ε + |ξ|)δ−2(ε + |Tn(ξ)|)r−δdξ
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with δ < 1. After estimating in a similar way as above both S′(·) and S(·) we interpolate
2 = 2∗ω + 2r (1−ω) (with r > 1) and we have∫
Ω
S(Gk(u)) dx ≤ c1
∫
Ω
|Gk(u)|2(ε + |Gk(u)|)δ−2(ε + |Tn(Gk(u))|)r−δ dx
≤ c1
∫
Ω
[
|Gk(u)|(ε + |Gk(u)|)
δ−2
2 (ε + |Tn(Gk(u))|)
r−δ
2
]2∗ω
(ε + |Gk(u)|)(1−ω) dx
≤ K
(∫
Ω
Φ(Gk(u))
2∗ dx
)ω
for K = c
[
ε + ‖Gk(u)‖C0([0,T];L1(Ω))
]
. This way we obtain as before
d
dt
∫
Ω
S(Gk(u(t))) dx+ c
(∫
Ω
S(Gk(u(t))) dx
)γ
≤ 0
where γ = 1+ 2
N(r−1) and the constant c is independent of n and ε. As n → ∞ and ε → 0 we
find S(η) = |η|
r
r(r−1) and we deduce the desired estimate. 
PROOF OF PROPOSITION 4.2. Let u ∈ C0([0, T]; L1(Ω)) ∩ L2loc((0, T);H10(Ω)) satisfy (4.2).
We are going to show that it also verifies Definition 4.1.
To this purpose, first of all we use Remark 4.5 which says that u ∈ T 1,20 (QT), u ∈ M
N+2
N (QT)
and |Du| ∈ M N+2N+1 (QT). In particular, this latter information implies that H(t, x,Du) ∈ L1(QT).
Now, by a standard finite energy argument, the test function S′(u)ϕ is allowed in (τ, t) for any
τ > 0, where S′ ∈ W1,∞(R), S′ has compact support and S′(0)ϕ vanishes on ∂Ω. On the other
hand, the global informations that u ∈ C0([0, T]; L1(Ω)), that Tk(u) ∈ L2(0, T;H10(Ω)) and that
H(t, x,Du) ∈ L1(QT), allow us to let τ → 0 so that (R˜S2) holds true. Finally, recovering (R˜S3)
is standard in L1 theory (see e.g. [B, Theorem 2], [BM, Lemma 3.2 and Remark 2.4]): in our
setting, it is enough to use (1− θn(u))sign(u) as test function in (τ, T), then letting τ → 0 one
obtains the usual estimate
1
n
∫∫
{n≤|u|≤2n}
a(t, x, u,Du) · Du dx dt ≤
∫
{|u0|>n}
|u0|dx+
∫∫
{|u|>n}
|H(t, x,Du)|dxdt
which implies (R˜S3). Therefore, u is a solution in the sense of Definition 4.1.
Conversely, assume now that u is a solution satisfying Definition 4.1. As far as the conti-
nuity of u(t) in L1(Ω) is concerned, let ϕ = 1 and S′(u) = Tω(Gk(u))ω , ω > 0, in (R˜S2). We
observe that such a test function can be made rigorous in the renormalized setting by taking
S′(u) = Tω(Gk(u))ω θn(Gk(u)) (which has compact support) and using the asymptotic condition
(R˜S3) to let n → ∞. Once we take S′(u) = Tω(Gk(u))ω , then integrating by parts the time deriva-
tive and letting ω → 0 provide us with the L1 estimate∫
Ω
|Gk(u(t)) dx ≤ M (A.12)
where
M =
∫
Ω
|Gk(u0)| dx+ γ
∫∫
QT
|∇Gk(u)|q dx dt.
Since |∇u| ∈ M N+2N+1 (QT) (see Theorem 4.4) we deduce that ‖Gk(u(t))‖L1(Ω) tends to zero (uni-
formly in t) as k → ∞. Since Tk(u) ∈ C([0, T]; L1(Ω)) for every k > 0 (see Remark 4.1), it
is easy to conclude that u ∈ C0([0, T]; L1(Ω)). Finally, from Lemma A.1, we have that u ∈
L2loc((0, T);H
1
0(Ω)). The equality (4.2) now follows straightforwardly, by taking ϕ ∈ C∞c (QT)
and S′(u) = θn(u) in (R˜S2) and letting n → ∞. 
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