

































































































































































































































































































































































1. Introducción 22 
1.1. Motivación 22 
1.2. Objetivos 23 
1.3. Estructura del documento 23 
 
2. Estado de la cuestión 25 
2.1. Tipos de soluciones de almacenamiento distribuidos 25 
2.1.1. Sistemas de ficheros 26 
2.1.2. Bases de datos SQL 28 
2.1.3. Soluciones NoSQL 30 
2.1.4. Tabla comparativa de características 32 
2.2. ​Benchmarks 35 
2.2.1. ​Benchmarks ​para almacenamiento 35 
2.2.2. ​Benchmarks ​aplicables y aspectos medibles 36 
2.2.2.1. IOzone 36 
2.2.2.2. FIO 37 
2.2.2.3. Filebench 38 
2.2.2.4. Postmark 39 
2.2.2.5. Fdtree 39 
 
3. Análisis y propuestas de diseño de una solución de almacenamiento para un  
grupo de investigación 41 
3.1. Análisis de las necesidades 41 
3.1.1. Identificación de los interesados en el proyecto 41 
3.1.2. Casos de uso 41 
3.1.2.1. Principales actores 42 
3.1.2.2. Diagramas de casos de uso 43 
3.1.2.3. Especificación de los casos de uso 45 
3.1.3. Requisitos 50 
3.1.3.1. Requisitos del usuario 50 
3.1.3.2. Requisitos del ​software 53 
3.1.3.3. Estudio de los perfiles de almacenamiento 61 
3.1.3.4. Relación entre requisitos 64 
3.1.4. Matriz de trazabilidad de casos de uso a requisitos del ​software 65 
3.2. Tecnologías propuestas y diseño de las posibles soluciones 66 
3.2.1. Solución basada en GlusterFS 66 
3.2.2. Solución basada en Ceph 67 
3.2.3. Solución basada en LizardFS 68 










3.2.5. Comparación de las principales características 70 
3.2.6. Comparación de las características más relevantes para los requisitos 71 
 
4. Evaluación de las soluciones propuestas 73 
4.1. Descripción del entorno 73 
4.1.1. Entorno físico 73 
4.1.2. Entorno virtual 74 
4.1.3. Diagramas de los distintos escenarios 74 
4.1.3.1. Entorno para Ceph 75 
4.1.3.2. Entorno para GlusterFS 76 
4.1.3.3. Entorno para LizardFS 77 
4.2. Despliegue del entorno 77 
4.2.1. Despliegue de las máquinas virtuales 77 
4.2.2. Despliegue de Ceph 78 
4.2.3. Despliegue de GlusterFS 88 
4.2.4. Despliegue de LizardFS 92 
4.2.5. Despliegue de los ​benchmarks 99 
4.3. Características a evaluar 100 
4.4. Resultados obtenidos 102 
4.4.1. Llamadas y salidas de los ​benchmarks ​utilizados 102 
4.4.1.1. IOzone 103 
4.4.1.2. FIO 104 
4.4.1.3. Filebench 105 
4.4.1.4. Postmark 106 
4.4.1.5. Fdtree 107 
4.4.2. Resultados de los ​benchmarks 108 
4.4.2.1. Almacenamiento de ficheros 108 
4.4.2.2. Servidor web 113 
4.4.2.3. Repositorio de código 117 
4.4.2.4. Servidor de correo electrónico 122 
4.4.2.5. Almacenamiento de discos duros virtuales 126 
4.4.2.6. Información adicional 130 
 
5. Planificación y presupuesto 132 
5.1. Planificación 132 
5.1.1. Tareas 132 
5.1.2. Diagrama de Gantt 136 
5.2. Presupuesto 137 
5.2.1. Costes de ​hardware 138 
5.2.1.1. ​Hardware ​local 140 










5.2.1.3. Comparación de costes ​hardware 143 
5.2.2. Costes de ​software 144 
5.2.3. Costes de personal 144 
5.2.4. Costes de material fungible 145 
5.2.5. Otros costes 146 
5.2.6. Coste total 147 
 
6. Conclusiones y trabajos futuros 148 
6.1. Conclusiones del resultado del proyecto 148 
6.2. Conclusiones del proceso 150 
6.3. Conclusiones personales 152 
6.4. Trabajos futuros 153 
 
Anexo 1: Ceph 155 
Anexo 2: GlusterFS 175 
Anexo 3: LizardFS 190 
Anexo 4: Creación de una máquina virtual Ubuntu 14.04.2 LTE en VMware Workstation 11 194 
Anexo 5: Marco legal 201 
Anexo 6: Nuevas personalidades para Filebench 202 
Anexo 7: Bibliografía 207 



















Figura 2.1: Esquema de los tipos de sistemas de almacenamiento distribuidos 25 
Figura 2.2: Esquema de los tipos de ​benchmarks ​y las características de los seleccionados 40 
Figura 3.1: Diagrama de casos de uso del actor Administrador 43 
Figura 3.2: Diagrama de casos de uso del actor Usuario y de los actores ​software 44 
Figura 4.1: Esquema del entorno de pruebas para Ceph 75 
Figura 4.2: Esquema del entorno de pruebas para GlusterFS 76 
Figura 4.3: Esquema del entorno de pruebas para Ceph 77 
Figura 4.4: Salida del comando de alta del cliente en Ceph 82 
Figura 4.5: Fichero «~/.ssh/config» 84 
Figura 4.6: Salida del comando mon create-initial de Ceph 85 
Figura 4.7: Salida del comando osd prepare de Ceph 86 
Figura 4.8: Salida del comando de creación del nodo administrador en Ceph 87 
Figura 4.9: Salida del comando de sondeo de pares en GlusterFS 90 
Figura 4.10: Secuencia de creación, arranque y comprobación del estado de un volumen en GlusterFS 91 
Figura 4.11: Montaje de GlusterFS y comprobación del volumen montado 91 
Figura 4.12: Contenido del fichero «/etc/mfs/mfsexports.cfg» 93 
Figura 4.13: Salida del comando de arranque del demonio de LizardFS 94 
Figura 4.14: Salida del comando de arranque de los ​chunkservers​ de LizardFS 95 
Figura 4.15: Salida del comando de arranque del ​metalogger​ de LizardFS 96 
Figura 4.16: Secuencia de comandos de preparación del cliente de LizardFS 97 
Figura 4.17: Interfaz web de administración de LizardFS, pestaña «Info» 98 
Figura 4.18: Interfaz web de administración de LizardFS, pestañas «Chunk», «Servers» y «Disks» 99 
Figura 4.19: Gráfico que ilustra la tabla 4.3 112 
Figura 4.20: Gráfico que ilustra la tabla 4.4 114 
Figura 4.21: Gráfico que ilustra la tabla 4.5 115 
Figura 4.22: Gráfico que ilustra la tabla 4.9 120 
Figura 4.23: Gráfico que ilustra la tabla 4.12 126 
Figura 4.24: Gráfico que ilustra la tabla 4.13 128 
Figura 5.1: Listado de tareas del diagrama Gantt 136 
Figura 5.2: Planificación temporal del diagrama Gantt 137 
Figura 6.1: Gráfico que ilustra la tabla 6.1 149 
Figura 6.2: Gráfico que ilustra la tabla 5.25 150 
Figura A1.1: Representación de un objeto en Ceph 156 
Figura A1.2: Diagrama del funcionamiento de un almacén de objetos 157 
Figura A1.3: La pila de Ceph 160 
Figura A1.4: Diagrama del funcionamiento de Ceph 162 
Figura A1.5: Métodos de replicación ante una escritura 165 
Figura A1.6: Diagrama de LIBRADOS 171 










Figura A1.8: Diagrama del dispositivo de bloques 173 
Figura A1.9: Diagrama del uso de Ceph como sistema de ficheros 174 
Figura A2.1: Ejemplo de pila de traductores de GlusterFS 176 
Figura A2.2: Ejemplo de un volumen GlusterFS 177 
Figura A2.3: Esquema de una gestión centralizada de metadatos 180 
Figura A2.4: Esquema de una gestión distribuida de metadatos 181 
Figura A2.5: Volumen distribuido de GlusterFS 185 
Figura A2.6: Volumen replicado de GlusterFS 186 
Figura A2.7: Volumen distribuido replicado de GlusterFS 187 
Figura A2.8: Volumen fraccionado de GlusterFS 188 
Figura A2.9: Volumen fraccionado distribuido de GlusterFS 189 
Figura A3.1: Principales entidades de un ​cluster​ de LizardFS 191 
Figura A4.1: Pestaña inicial de VMware Workstation 11 194 
Figura A4.2: Inicio del asistente para crear una nueva máquina virtual en VMware Workstation 11 195 
Figura A4.3: Creación de una máquina virtual desde una imagen ISO 196 
Figura A4.4: Configurar cantidad de memoria para la máquina virtual 197 
Figura A4.5: Configurar tamaño del disco duro y la creación del mismo en ficheros separados 198 
Figura A4.6: Ventana resumen con todos los datos de la máquina virtual 199 















Tabla 2.1: Comparativa de las principales características de los tres tipos de sistemas de  
almacenamiento distribuidos 32 
Tabla 3.1: Plantilla para las tablas con las que describir los casos de uso 45 
Tabla 3.2: Caso de uso CU-01 46 
Tabla 3.3: Caso de uso CU-02 47 
Tabla 3.4: Caso de uso CU-03 47 
Tabla 3.5: Caso de uso CU-04 48 
Tabla 3.6: Caso de uso CU-05 48 
Tabla 3.7: Caso de uso CU-06 49 
Tabla 3.8: Plantilla para describir los requisitos del usuario 50 
Tabla 3.9: Requisito del usuario RU-01 51 
Tabla 3.10: Requisito del usuario RU-02 51 
Tabla 3.11: Requisito del usuario RU-03 51 
Tabla 3.12: Requisito del usuario RU-04 52 
Tabla 3.13: Requisito del usuario RU-05 52 
Tabla 3.14: Requisito del usuario RU-06 52 
Tabla 3.15: Requisito del usuario RU-07 53 
Tabla 3.16: Requisito del usuario RU-08 53 
Tabla 3.17: Plantilla para describir los requisitos del ​software 54 
Tabla 3.18: Requisito del ​software​ RS-01 55 
Tabla 3.19: Requisito del ​software​ RS-02 55 
Tabla 3.20: Requisito del ​software​ RS-03 56 
Tabla 3.21: Requisito del ​software​ RS-04 56 
Tabla 3.22: Requisito del ​software​ RS-05 57 
Tabla 3.23: Requisito del ​software​ RS-06 57 
Tabla 3.24: Requisito del ​software​ RS-07 58 
Tabla 3.25: Requisito del ​software​ RS-08 58 
Tabla 3.26: Requisito del ​software​ RS-09 59 
Tabla 3.27: Requisito del ​software​ RS-10 59 
Tabla 3.28: Requisito del ​software​ RS-11 60 
Tabla 3.29: Requisito del ​software​ RS-12 60 
Tabla 3.30: Requisito del ​software​ RS-13 61 
Tabla 3.31: Relación entre requisitos del ​software​ y requisitos del usuario 64 
Tabla 3.32: Matriz de trazabilidad de casos de uso a requisitos del ​software 65 
Tabla 3.33: Tabla resumen de las principales características de GlusterFS, Ceph, LizardFS y HDFS 70 
Tabla 3.34: Tabla resumen de las características relevantes para los requisitos de GlusterFS, Ceph,  
LizardFS y HDFS 71 
Tabla 4.1: Prueba de IOzone para el perfil de almacenamiento de ficheros 109 










Tabla 4.3: Prueba de Filebench para el perfil de almacenamiento de ficheros 111 
Tabla 4.4: Prueba de IOzone para el perfil de servidor web 113 
Tabla 4.5: Prueba de FIO para el perfil de servidor web 115 
Tabla 4.6: Prueba de Filebench para el perfil de servidor web 116 
Tabla 4.7: Resumen de anchos de banda obtenidos en las pruebas del perfil de servidor web 117 
Tabla 4.8: Prueba de IOzone para el perfil de repositorio de código 118 
Tabla 4.9: Prueba de FIO para el perfil de repositorio de código 119 
Tabla 4.10: Prueba de Filebench para el perfil de repositorio de código 121 
Tabla 4.11: Prueba de IOzone para el perfil de servidor de correo electrónico 122 
Tabla 4.12: Prueba de FIO para el perfil de servidor de correo electrónico 123 
Tabla 4.13: Prueba de Filebench para el perfil de servidor de correo electrónico 124 
Tabla 4.14: Prueba de Postmark para el perfil de servidor de correo electrónico 125 
Tabla 4.15: Prueba de IOzone para el perfil de almacenamiento de discos duros virtuales 127 
Tabla 4.16: Prueba de FIO para el perfil de almacenamiento de discos duros virtuales 129 
Tabla 4.17: Prueba de Filebench para el perfil de almacenamiento de discos duros virtuales 130 
Tabla 4.18: Prueba de Fdtree para valorar el tratamiento de los metadatos 132 
Tabla 5.1: Plantilla para la descripción de tareas 132 
Tabla 5.2: Tarea TSK_A_01 132 
Tabla 5.3: Tarea TSK_A_02 133 
Tabla 5.4: Tarea TSK_D_01 133 
Tabla 5.5: Tarea TSK_D_02 133 
Tabla 5.6: Tarea TSK_D_03 133 
Tabla 5.7: Tarea TSK_D_04 134 
Tabla 5.8: Tarea TSK_I_01 134 
Tabla 5.9: Tarea TSK_I_02 134 
Tabla 5.10: Tarea TSK_I_03 134 
Tabla 5.11: Tarea TSK_I_04 135 
Tabla 5.12: Tarea TSK_I_05 135 
Tabla 5.13: Tarea TSK_P_01 135 
Tabla 5.14: Tarea TSK_P_02 135 
Tabla 5.15: Tarea TSK_E_01 136 
Tabla 5.16: Tabla comparativa resumen de las características más relevantes de la compra de ​hardware  
y del alquiler de un servicio de virtualización externo 139 
Tabla 5.17: Coste de una máquina nueva con las características detalladas 140 
Tabla 5.18: Coste total del primer año: adquisición y mantenimiento 141 
Tabla 5.19: Comparativa de características y precio entre dos tipos de máquinas t2 142 
Tabla 5.20: Coste de los cinco primeros años de las dos posibles soluciones 143 
Tabla 5.21: Coste de los recursos ​software ​necesarios para la ejecución del proyecto completo 144 
Tabla 5.22: Coste del personal implicado en el proyecto 145 
Tabla 5.23: Costes del material fungible empleado durante el proyecto 145 










Tabla 5.25: Coste total del proyecto y desglose de todos los costes 147 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  CU­01  CU­02  CU­03  CU­04  CU­05  CU­06 
RS­01  X  X  X  X  X   
RS­02          X   
RS­03      X       
RS­04      X       
RS­05        X     
RS­06    X         
RS­07            X 
RS­08            X 
RS­09            X 
RS­10            X 
RS­11            X 
RS­12            X 
RS­13  X           
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apt-get​ install xfs xfsprogs 
mkfs.xfs​ -i size=512 /dev/sdb1 
­ Actualizar apt­get. 
wget​ -q -O- 'https://ceph.com/git/?p=ceph.git;a=blob_plain;f=keys/release.asc'  
sudo apt-key​ add - 
echo deb​ http://ceph.com/debian-firefly/ $(lsb_release -sc) main | ​sudo tee 
/etc/apt/sources.list.d/ceph.list 
sudo apt-get​ update 
­ Instalar Ceph. 
sudo apt-get​ install ceph-deploy 
­ Instalar Openssh­server. 














sudo apt-get​ install openssh-server 
­ Instalar ​Network Time Protocol​, que sirve para sincronizar el reloj de los nodos con unos 
pocos milisegundos de error. 
sudo apt-get​ install ntp  
­ Crear un usuario en todos los nodos. 
ssh user@ceph-server 
sudo useradd ​-d /home/cephuser -m cephuser 
sudo passwd​ cephuser 
­ Conceder permisos de administrador a este usuario. 
sudo echo ​"cephuser ALL = (root) NOPASSWD:ALL" | sudo tee /etc/sudoers.d/cephuser 






sudo ssh-copy-id​ cephuser@nodo1 
sudo ssh-copy-id ​cephuser@nodo2 


























sudo iptables​ -A INPUT -i {iface} -p tcp -s {ip-address}/{netmask} --dport 6789 -j ACCEPT 





ceph-deploy purgedata ​node2 node4 node5 
ceph-deploy ​forgetkeys 







ceph-deploy​ new node2 
 
4. Configurar Ceph. 
sudo vim ​~/.ceph/config 
//Debajo de la sección [global] poner: 
osd pool​ default size = 2 
//Si se tuviesen varios puertos de red (no es el caso), se debería modificar la siguiente 
línea: 
public network = {ip-address}/{netmask} 
 
5. Instalar los nodos. 




























ceph-deploy osd ​prepare node2:/var/local/osd0 nodo4:/var/local/osd1 nodo5:/var/local/osd2 
ceph-deploy osd ​activate node2:/var/local/osd0 nodo4:/var/local/osd1 nodo5:/var/local/osd2 
ceph-deploy admin ​admin-node nodo2 nodo4 nodo5 
 
9. Cambio de permisos y comprobación del estado del ​cluster​. 





















ceph-deploy​ install ceph-client 
ceph​ -s -m nodo3 -k ~/.client.admin.keyring 
 
 





Copiar la clave a usar bajo [client.admin] 
Salvar en un fichero la clave, por ejemplo ​admin.secret​ . 
 
3. Cliente: se crea el sistema de ficheros para acceder a Ceph. 
//​<pg_num> por ejemplo es 12 y <fs_name> puede ser cephfs 
ceph osd​ pool create cephfs_data <pg_num> 
ceph osd ​pool create cephfs_metadata <pg_num> 












sudo mkdir​ ~/mycephfs 










- sudo apt-get install aptitude 
- sudo aptitude update 
- sudo aptitude install ceph-deploy 
 
2. En todos los nodos del ​cluster​: 
- sudo aptitude install NTP 
- sudo aptitude install openssh-server 
- sudo useradd -d /home/cephuser -m cephuser 
- sudo passwd cephuser 
- sudo echo “cephuser ALL = (root) NOPASSWD:ALL” | sudo tee /etc/sudoers.d/cephuser 
- sudo iptables -A INPUT -i {interfaz de red} -p tcp -s {dirección IP}/{máscara de red} --dport 
6789 -j ACCEPT 
- sudo iptables -A INPUT -i {interfaz de red} -p tcp -s {dirección IP}/{máscara de red} --dport 
6800:7300 -j ACCEPT 
- sudo iptables-save 
 
3. En los nodos destinados a ser OSD: 
- sudo mkdir /newhd 
- sudo mount {ruta del punto de montaje} /newhd 
 
4. En el administrador: 
- ssh-keygen //Introducir ruta y passphrase. 
- ssh-copy-id -i sshkey.pub cephuser@{nombre del nodo} //A todos los nodos. 
- sudo vim ~/.ssh/config //Añadir la información de cada nodo. Consultar guía detallada. guardar 
y salir. 













Figura 4.5: Fichero «~/.ssh/config». Es necesario añadir la información de cada nodo del sistema tal y como 
muestra la imagen. 
 
 
- sudo vim ~/.cephdeploy.conf 
- //Añadir la línea «osd pool default size = 2» guardar y salir. 
- ceph-deploy --username cephuser install nodo3 nodo1 nodo2 nodo4 nodo5 













Figura 4.6: Salida del comando mon create-initial de Ceph. El objetivo de este comando es crear los monitores del 
sistema y el quórum. 
 
 













Figura 4.7: Salida del comando osd prepare de Ceph. Este comando envía todo lo necesario al nodo para convertirlo 
en OSD. 
 
- ceph-deploy --username cephuser osd activate nodo1:/newhd nodo2:/newhd 













Figura 4.8: Salida del comando de creación del nodo administrador en Ceph. Adicionalmente, recoge la información 
relativa a los nodos que se se le indica en la llamada y la escribe en el fichero «/etc/ceph/{cluster}.conf» 
 
 
- sudo chmod +r /etc/ceph/ceph.client.admin.keyring 
- ceph-deploy --username cephuser mds create nodo5 
 
5. En el cliente: 
- sudo aptitude install ceph-fuse 


















apt-get​ install xfs xfsprogs 
mkfs.xfs​ -i size=512 /dev/sdb1 
mkdir ​-p /data/brick1 
 
2. Insertamos al final del fichero la siguiente línea. 




mount ​-a && mount 
 
4. Se instala GlusterFS en cada nodo. 
apt-get​ install yum 
yum ​install glusterfs-server 
 
5. Se ejecuta el demonio glusterfs. 





//En el nodo1 (ubuntuserver2 es el hostname del otro servidor)  
sudo gluster​ peer probe ubuntuserver2 
 
//En el nodo2 














sudo mkdir​ /​data​/brick1/gv0 
Y en una de las máquinas arrancamos el volumen. 
sudo gluster ​volume ​create​ gv0 replica 2 server1:/​data​/brick1/gv0 server2:/​data​/brick1/gv0 
sudo ​gluster ​volume ​start​ gv0 







sudo modprobe​ fuse 
//Y para comprobar que este está instalado 
sudo fuse​ init  
(API version 7.23) 
 
2. Instalar OpenSSH. 
sudo apt-get ​install openssh-server vim wget 
 
3. Instalar GlusterFS de la web ​http://download.gluster.com/pub/gluster/glusterfs 




sudo iptables ​-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport ​24007:24008 ​-j 
ACCEPT  





























- sudo apt-get update 
- sudo apt-get install python-software-properties 
- sudo apt-get install glusterfs-server 
- sudo mkdir {ruta del brick} 




Figura 4.9: Salida del comando de sondeo de pares en GlusterFS. Con este comando localiza al nodo indicado y lo 




- sudo gluster volume create volumen1 replica 2 transport tcp {nombre del nodo}:{ruta del brick} 
(tantas parejas nombre-ruta como bricks haya) force 












Figura 4.10: Secuencia de creación, arranque y comprobación del estado de un volumen en GlusterFS. Se puede 
apreciar cómo los dos ​bricks​ de Nodo1 y Nodo2 aparecen marcados como «Online», así como el resto de demonios 




- sudo apt-get install glusterfs-client 
- sudo mkdir {ruta del punto de montaje} 
- sudo mount -t glusterfs {nombre del nodo donde se ha ejecutado gluster volume create}:/volumen1 






















- wget -O - http://packages.lizardfs.com/lizardfs.key > lizardfs.key 
- sudo apt-key add lizardfs.key 
- sudo rm lizardfs.key 
 
- sudo chmod 777 /etc/apt/sources.list.d/ 
- sudo echo "deb http://packages.lizardfs.com/ubuntu/trusty trusty main" > 
/etc/apt/sources.list.d/lizardfs.list 
- sudo echo "deb-src http://packages.lizardfs.com/ubuntu/trusty trusty main" >> 
/etc/apt/sources.list.d/lizardfs.list 
 
- sudo apt-get update 
 
2. Preparación del ​Master Server.​ En el Nodo4: 
- sudo apt-get install lizardfs-master 
 
- sudo cp /var/lib/mfs/metadata.mfs.empty /var/lib/mfs/metadata.mfs 
- sudo cp /etc/mfs/mfsexports.cfg.dist /etc/mfs/mfsexports.cfg 
- sudo cp /etc/mfs/mfsgoals.cfg.dist /etc/mfs/mfsgoals.cfg 
- sudo cp /etc/mfs/mfsmaster.cfg.dist /etc/mfs/mfsmaster.cfg 
- sudo cp /etc/mfs/mfstopology.cfg.dist /etc/mfs/mfstopology.cfg 
- sudo rm /etc/mfs/*.dist 
 
- sudo vim /etc/mfs/mfsexports.cfg  //Añadir la línea «192.168.1.*             / 













Figura 4.12: Contenido del fichero «/etc/mfs/mfsexports.cfg». El fichero debe quedar con este contenido. Para ello 
es necesario añadir la segunda línea no comentada. Desde aquí se controla la lista de acceso de los clientes. 
 
- sudo vim /etc/default/lizardfs-master //Modificar el valor «LIZARDFSMASTER_ENABLE» y ponerlo a 
«true». 













Figura 4.13: Salida del comando de arranque del demonio de LizardFS. 
 
3. Instalación y configuración del Chunk Server 1 y 2. En el Nodo1 y 2: 
- sudo apt-get install lizardfs-chunkserver 
- sudo cp /etc/mfs/mfschunkserver.cfg.dist /etc/mfs/mfschunkserver.cfg 
- sudo cp /etc/mfs/mfshdd.cfg.dist /etc/mfs/mfshdd.cfg 
- sudo rm /etc/mfs/*.dist 
 
- sudo vim /etc/mfs/mfschunkserver.cfg //Activar la línea y cambiar el valor de «MASTER_HOST» a 
«nodo4». 
 
- sudo vim /etc/mfs/mfshdd.cfg //Añadir una línea con el texto «/newhd». 
- sudo mount /dev/sdb1 /newhd/ -t ext4 
- sudo chown -R mfs:mfs /newhd 
 
- sudo vim /etc/default/lizardfs-chunkserver //Modificar el valor de «LIZARDFSCHUNKSERVER_ENABLE» 
y ponerlo a «true». 
 

















- sudo apt-get install lizardfs-metalogger 
- sudo cp /etc/mfs/mfsmetalogger.cfg.dist /etc/mfs/mfsmetalogger.cfg 
- sudo rm /etc/mfs/*.dist 
 
- sudo vim /etc/mfs/mfsmetalogger.cfg //Activar la línea y cambiar el valor de «MASTER_HOST» a 
«nodo4». 
- sudo vim /etc/default/lizardfs-chunkserver //Modificar el valor de «LIZARDFSMETALOGGER_ENABLE» 
y ponerlo a «true». 
 




















- sudo apt-get install lizardfs-cgiserv 
- sudo vim /etc/default/lizardfs-cgiserv //Añadir línea con el valor 
«LIZARDFSCGISERV_ENABLE=true». 
 
- sudo service lizardfs-cgiserv start 
 
6. Instalación y configuración del Shadow Server. En el Nodo5: 
- sudo apt-get install lizardfs-master 
 
- sudo cp /var/lib/mfs/metadata.mfs.empty /var/lib/mfs/metadata.mfs 
- sudo cp /etc/mfs/mfsexports.cfg.dist /etc/mfs/mfsexports.cfg 
- sudo cp /etc/mfs/mfsgoals.cfg.dist /etc/mfs/mfsgoals.cfg 
- sudo cp /etc/mfs/mfsmaster.cfg.dist /etc/mfs/mfsmaster.cfg 
- sudo cp /etc/mfs/mfstopology.cfg.dist /etc/mfs/mfstopology.cfg 
- sudo rm /etc/mfs/*.dist 
 
- sudo vim /etc/mfs/mfsexports.cfg  //Añadir la línea «192.168.1.*             / 
rw,alldirs,maproot=0» Debajo de la primera línea no comentada. 
- sudo vim /etc/default/lizardfs-master //Modificar el valor «LIZARDFSMASTER_ENABLE» y ponerlo a 
«true». 
- sudo vim /etc/mfs/mfsmaster.cfg //Activar la línea «PERSONALITY = master» e igualarlo a 
«shadow». 
- sudo service lizardfs-master start 
 
7. Instalación y configuración del cliente. En el Nodo3: 
- sudo apt-get install lizardfs-client 
- sudo mount /dev/sdb1 /newhd/ -t ext4 
- sudo mfsmount /newhd 













Figura 4.16: Secuencia de comandos de preparación del cliente de LizardFS. La secuencia incluye el montaje del 
disco duro adicional de la máquina, la creación del directorio donde se va a montar LizardFS, el montaje 














































- sudo apt-get​ install iozone3 
 
FIO 2.1.3: 



















- cd /home/nodo3/Desktop/filebench-1.4.9.1/ 
- ./configure 
- make 
- sudo make install 
 
Postmark v1.51: 




















































































































































Children see throughput for  2 initial writers =  142414.30 KB/sec 
Parent sees throughput for  2 initial writers =      38.82 KB/sec 
Min throughput per process =       0.00 KB/sec  
Max throughput per process =  142414.30 KB/sec 
Avg throughput per process =   71207.15 KB/sec 
























































writebw: (g=0): rw=read, bs=8K-8K/8K-8K, ioengine=sync, iodepth=1 
fio 1.59 
Starting 1 process 
Jobs: 1 (f=1): [R] [100.0% done] [872.6M/0K /s] [109K/0  iops] [eta 00m:00s] 
writebw: (groupid=0, jobs=1): err= 0: pid=3427 
  read : io=3147.4MB, bw=772912KB/s, iops=96614 , runt= 58436msec 
    clat (usec): min=1 , max=40964 , avg= 3.72, stdev=54.99 
     lat (usec): min=2 , max=40964 , avg= 4.00, stdev=55.00 
  cpu          : usr=25.48%, sys=65.50%, ctx=38064, majf=0, minf=26 
  IO depths    : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0% 
     submit    : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0% 
     complete  : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0% 
     issued r/w/d: total=5645737/0/0, short=0/0/0 
     lat (usec): 2=0.05%, 4=98.67%, 10=0.36%, 20=0.17%, 50=0.09% 
     lat (usec): 100=0.01%, 250=0.63%, 500=0.02%, 750=0.01%, 1000=0.01% 
     lat (msec): 2=0.01%, 4=0.01%, 10=0.01%, 20=0.01%, 50=0.01% 
 
Run status group 0 (all jobs): 
   READ: io=44107MB, aggrb=772912KB/s, minb=791462KB/s, maxb=791462KB/s, mint=58436msec, maxt=58436msec 
 
Disk stats (read/write): 


























statfile1            374ops        6ops/s   0.0mb/s   1515.6ms/op    37513us/op-cpu [0ms - 10655ms] 
deletefile1          382ops        6ops/s   0.0mb/s   1839.9ms/op    43665us/op-cpu [1ms - 10943ms] 
closefile3           398ops        6ops/s   0.0mb/s      1.6ms/op      251us/op-cpu [0ms - 165ms] 
readfile1            398ops        6ops/s   0.8mb/s    224.8ms/op     6683us/op-cpu [0ms - 5425ms] 
openfile2            399ops        6ops/s   0.0mb/s   1513.0ms/op    36366us/op-cpu [0ms - 10965ms] 
closefile2           411ops        7ops/s   0.0mb/s    265.5ms/op     6253us/op-cpu [1ms - 3041ms] 
appendfilerand1      413ops        7ops/s   0.0mb/s     48.5ms/op     1889us/op-cpu [0ms - 1418ms] 
openfile1            413ops        7ops/s   0.0mb/s   1538.6ms/op    37748us/op-cpu [0ms - 10938ms] 
closefile1           424ops        7ops/s   0.0mb/s    129.2ms/op     2689us/op-cpu [1ms - 2606ms] 
wrtfile1             424ops        7ops/s   0.8mb/s    113.4ms/op     2288us/op-cpu [0ms - 4568ms] 
createfile1          424ops        7ops/s   0.0mb/s    590.2ms/op    13302us/op-cpu [1ms - 4656ms] 
 3228: 500.851: IO Summary:  4460 ops, 70.703 ops/s, (6/13 r/w),   1.6mb/s,   6980us cpu/op, 2494.9ms 
latency 



















47 seconds total 
21 seconds of transactions (47 per second) 
 
Files: 
1496 created (31 per second) 
Creation alone: 1000 files (55 per second) 
Mixed with transactions: 496 files (23 per second) 
483 read (23 per second) 










1496 deleted (31 per second) 
Deletion alone: 992 files (124 per second) 
Mixed with transactions: 504 files (24 per second) 
 
Data: 
1.19 megabytes read (25.97 kilobytes per second) 
















fdtree-1.0.2: starting at ./LEVEL0.ubuntu.4039/ 
creating/deleting 1 directory levels with 50 directories at each level 
for a total of 51 directories 
with 500 files of size 40KiB per directory 
for a total of 25500 files and 1020000KiB 
Tue Jul 28 13:16:02 PDT 2015 
Tue Jul 28 13:16:03 PDT 2015 
DIRECTORY CREATE TIME IN, OUT, TOTAL = 0, 1, 1 
Directory creates per second =  51 
Tue Jul 28 13:16:03 PDT 2015 
Tue Jul 28 13:31:41 PDT 2015 
FILE CREATE TIME IN, OUT, TOTAL      = 1, 939, 938 
File creates per second      =  27 
KiB per second               =  1087 
Tue Jul 28 13:31:41 PDT 2015 
Tue Jul 28 13:39:36 PDT 2015 
FILE REMOVE TIME IN, OUT, TOTAL      = 939, 1414, 475 
File removals per second     =  53 
Tue Jul 28 13:39:36 PDT 2015 
Tue Jul 28 13:39:37 PDT 2015 
DIRECTORY REMOVE TIME IN, OUT, TOTAL = 1414, 1415, 1 























































  GlusterFS  Ceph  LizardFS 
Writer  13680 ­ 18674  22922 ­ 38360  16642 ­ 34290 
Re­writer  12323 ­ 17561  21105 ­ 41001  14081 ­ 32444 
Reader  3852 ­ 6499  7596 ­ 40965  5073 ­ 10804 
Re­reader  2327 ­ 6196  8308 ­ 42346  3184 ­ 10545 
Random read  875 ­ 26289  3642 ­ 6036  2277 ­ 9763 
Random write  3214 ­ 11683  24694 ­ 35826  10890 ­ 67824 
Backward read  523 ­ 5157  459 ­ 4360  2197 ­ 9625 
Record rewrite  4305 ­ 17468  22148 ­ 37537  17866 ­ 26036 
Stride read  1848 ­ 6537  3651 ­ 23937  1805 ­ 7073 
Fwrite  11474 ­ 32806  19825 ­ 35402  18805 ­ 53362 
Re­fwrite  13140 ­ 40194  9533 ­ 35903  13188 ­ 57971 
Fread  13585 ­ 281863  7912 ­ 181380  732538 ­ 4450021 
Re­fread  15156 ­ 923513  9101 ­ 214738  1996610 ­ 5815182 
 
Tabla 4.1: Prueba de IOzone para el perfil de almacenamiento de ficheros. Se muestran los anchos de banda 

































sudo fio --output=/home/nodo3/Desktop/FIO4.txt --ioengine=libaio --iodepth=1 --name=global --rw=rw 
--filesize=10K-100M --numjobs=2 --runtime=60 --name=job1 --direct=1 --time_based 
--file_service_type=roundrobin 
 
  GlusterFS  Ceph  LizardFS 
  Lectura  Escritura  Lectura  Escritura  Lectura  Escritura 
Número de MB  49,10  48,94  404,39  405,64  112,73  112,35 
Ancho de banda total  837  835  6447  6467  1923  1917 
Ancho de banda mínimo  417  416  354  354  953  949 
Ancho de banda máximo  420  418  6520  6539  970  968 
Latencia media de fin (µs)   2,22  2,04  1,27  1,24  1,55  1,31 
Latencia media total (µs)  9208,46  331,71  5392,92  524,58  3930,18  223,31 
 
Tabla 4.2: Prueba de FIO para el perfil de almacenamiento de ficheros. Los anchos de banda están medidos en 

























 5608: 47.296: File-server Version 3.0 personality successfully loaded 
 5608: 47.296: Usage: set $dir=<dir> 
 5608: 47.296:        set $meanfilesize=<size>     defaults to 131072 
 5608: 47.296:        set $nfiles=<value>      defaults to 10000 
 5608: 47.296:        set $nthreads=<value>    defaults to 50 
 5608: 47.296:        set $meanappendsize=<value>  defaults to 16384 
 5608: 47.296:        set $iosize=<size>  defaults to 1048576 







  GlusterFS  Ceph  LizardFS 
Núm. de operaciones  47585  109958  141874 
Operaciones por seg.  79,23  182,60  236,05 
Ancho de banda (MB/s)  1,8  4,3  5,5 
Latencia (ms)  2288,7  1000,8  774,9 
 
Tabla 4.3: Prueba de Filebench para el perfil de almacenamiento de ficheros. La casilla roja muestra que se 































Figura 4.19: Gráfica ilustrativa de la tabla 4.3. Se muestran las operaciones por segundo que consigue cada 





























sudo iozone -s 2m -i 0 -i 1 -RIb autotest11.wks -l 2 -u 50 
 
 
  GlusterFS  Ceph  LizardFS 
Read (Mínima)  8441  63039  16340 
Read (Máxima)  30998  100626  50022 
Read (Media)  9982  78161  43354 
Re­read (Mínima)  9807  72080  14281 
Re­read (Máxima)  41084  91578  49687 
Re­read (Media)  11123  80885  43666 
 
Tabla 4.4: Prueba de IOzone para el perfil de servidor web. Todos los anchos de banda están medidos en ​kilobytes 















Figura 4.20: Gráfico que ilustra la tabla 4.4. Se puede ver el rendimiento mínimo, máximo y medio que ofrece cada 








sudo fio --output=/home/nodo3/Desktop/FIO7.txt --ioengine=libaio --iodepth=1 --name=global --rw=read 
















  GlusterFS  Ceph  LizardFS 
Número de MB  5867  45519  26967 




Ancho de banda máximo  201  1573  953 
Latencia media (µs)  19913,11  2546,05  4328,87 
 






Figura 4.21: Gráfico que ilustra la tabla 4.5. Se muestra el número de ​megabytes​ leídos y el ancho de banda que ha 
















filebench> load webserver 
 5849: 6.161: Web-server Version 3.0 personality successfully loaded 
 5849: 6.161: Usage: set $dir=<dir> 
 5849: 6.161:        set $meanfilesize=<size>   defaults to 16384 
 5849: 6.161:        set $nfiles=<value>    defaults to 1000 
 5849: 6.162:        set $meandirwidth=<value>  defaults to 20 
 5849: 6.162:        set $nthreads=<value>  defaults to 100 








  GlusterFS  Ceph  LizardFS 
Núm. de operaciones  404116  959270  417087 
Operaciones por seg.  1344,19  3194,19  1388,90 
Ancho de banda (MB/s)  6,7  16,0  7,8 
Latencia (ms)  152,9  65,3  146,3 
 


























  GlusterFS  Ceph  LizardFS 
IOzone (50)  9,7  76,3  42,3 
FIO (50)  9,7  75,8  44,9 
Filebench (80)  6,7  16,0  7,8 
 
Tabla 4.7: Resumen de anchos de banda obtenidos en las pruebas del perfil de servidor web. Cada prueba tiene 
entre paréntesis el número de procesos empleados y las cifras representan el ancho de banda obtenido medido en 




























  GlusterFS  Ceph  LizardFS 
Initial Write (Mín ­ Max)  4391 ­ 19134  128 ­ 6239  15682 ­ 21625 
Initial Write (Media)  11945  4680  18256 
Rewrite (Mín ­ Max)  1972 ­ 2496  5666 ­ 9704  4483 ­ 5763 
Rewrite (Media)  2205  7601  4946 
Read (Mín ­ Max)  4931 ­ 6079  304 ­ 619  1956 ­ 2379 
Read (Media)  5482  420  2110 
Re­read (Mín ­ Max)  4987 ­ 6460  6399 ­ 8987  1602 ­ 3937 
Re­read (Media)  5579  7724  2685 
 
Tabla 4.8: Prueba de IOzone para el perfil de repositorio de código. Las celdas que contienen dos valores muestran 
los anchos de banda mínimo y máximo registrados para una determinada operación. Debajo de estas se sitúa el 













sudo fio --output=/home/nodo3/Desktop/FIO9.txt --ioengine=libaio --iodepth=1 --name=global --rw=read 
--filesize=4K-7K --numjobs=3 --runtime=300 --name=job1 --direct=1 --time_based 
--file_service_type=roundrobin 
 
sudo fio --output=/home/nodo3/Desktop/FIO10.txt --ioengine=libaio --iodepth=1 --name=global --rw=write 












  GlusterFS  Ceph  LizardFS 
  Lectura  Escritura  Lectura  Escritura  Lectura  Escritura 
Número de MB  1740,5  429,29  2254,8  1261,4  1749,4  726,6 
Ancho de banda total  5941  1465  7696  4305  5971  2480 
Ancho de banda mínimo  1980  482  2440  1428  1990  826 
Ancho de banda máximo  1981  491  2813  1440  1990  827 
Latencia media de fin (µs)  2,06  2,29  1,20  1,66  1,23  1,76 
Latencia media total (µs)  1210,49  674,6  1165,31  691,79  1095,89  194,97 
 
Tabla 4.9: Prueba de FIO para el perfil de repositorio de código. Todos los anchos de banda están medidos en 





























filebench> load Versions 
 6397: 1842.944: Repository Version 1.0 personality successfully loaded 
 6397: 1842.944: Usage: set $dir=<dir> 
 6397: 1842.944:        set $filesize=<size>    defaults to 3072 


















  GlusterFS  Ceph  LizardFS 
Núm. de operaciones  654193  593781  611617 
Operaciones por seg.  1089,51  989,11  1018,60 
Ancho de banda (MB/s)  968,6  818,89  844,83 
Latencia (ms)  3,5  3,9  3,8 
 












































sudo iozone -RaIb autotest2.wks -g 75 -n 10 
 
 
Tamaño de Fichero  GlusterFS  Ceph  LizardFS 
20 KB  11173  10368  23065 
40 KB  13455  2981  19492 
 
Tabla 4.11: Prueba de IOzone para el perfil de servidor de correo electrónico. Se muestran los anchos de banda 












sudo fio --output=/home/nodo3/Desktop/FIO3.txt --ioengine=libaio --iodepth=1 --name=global --rw=read 












  GlusterFS  Ceph  LizardFS 
Número de MB  5743  17055  20609 
Ancho de banda total  9801  29106  35172 
Ancho de banda mínimo  195  518  685 
Ancho de banda máximo  196  662  721 
Latencia media (µs)  18757,69  6349,94  4122,71 
 
Tabla 4.12: Prueba de FIO para el perfil de servidor de correo electrónico. Todos los anchos de banda están en 













 5256: 1545.076: Varmail Version 3.0 personality successfully loaded 
 5256: 1545.076: Usage: set $dir=<dir> 
 5256: 1545.076:        set $meanfilesize=<size>    defaults to 16384 
 5256: 1545.076:        set $nfiles=<value>     defaults to 1000 
 5256: 1545.076:        set $nthreads=<value>   defaults to 16 
 5256: 1545.076:        set $meanappendsize=<value> defaults to 16384 
 5256: 1545.076:        set $iosize=<size>  defaults to 1048576 

















  GlusterFS  Ceph  LizardFS 
Núm. de operaciones  125496  270306  174959 
Operaciones por seg.  418,02  900,55   582,78 
Ancho de banda (MB/s)  1,5  3,2  2,1 
Latencia (ms)  124  55,9  88,7 
 











pm>set size 10 75 
pm>set subdirectories 50 
pm>set number 1000 
pm>set transactions 10000 






















  GlusterFS  Ceph  LizardFS 
Tiempo total en seg.  129  75  105 
Duración de las transacciones en seg.  118  71  93 
Transacciones por seg.  84  140  107 
Nº de ficheros creados (ficheros por seg.)  6022 (46)  6022 (80)  6022 (57) 
Nº de lecturas (lecturas por seg.)  4941 (41)  4941 (69)  4941 (53) 
Nº de anexos (anexos por seg.)  4562 (38)  4562 (64)  4562 (49) 
Nº de borrados (borrados por seg.)  6022 (46)  6022 (80)  6022 (57) 
KB leídos (KB leídos por seg.)  251,4 (1,95)  251,4 (3,35)  251,4 (2,39) 
KB escritos (KB escritos por seg.)  307,9 (2,39)  307,9 (4,11)  307,9 (2,93) 
 
















Figura 4.23: Gráfico que ilustra la tabla 4.12. Se ha seleccionado el tiempo total, la duración de las transacciones y 
las transacciones como indicadores del rendimiento de cada tecnología. En el caso de los tiempos, un valor menor 


























sudo iozone -s 4g -i 0 -i 1 -RIb autotest7.wks -l 2 -u 2 




  GlusterFS  Ceph  LizardFS 
Initial Write  22707  5811  49607 
Rewrite  25091  8498  20463 
Read  7806  14057  13615 
Re­read  7946  14024  13803 
Mixed Workload  732  488  269 
 
Tabla 4.15: Prueba de IOzone para el perfil de almacenamiento de discos duros virtuales. Las casillas rojas indican 
































sudo fio --output=/home/nodo3/Desktop/FIO17.txt --ioengine=libaio --iodepth=1 --name=global --rw=randrw 

















  GlusterFS  Ceph  LizardFS 
  Lectura  Escritura  Lectura  Escritura  Lectura  Escritura 
Número de MB  565,17  564,68  994,29  992,88  877,84  878,40 
Ancho de banda total  160  160  282  282  124  124 
Ancho de banda mínimo  80  80  139  139  62  62 







Tabla 4.16: Prueba de FIO para el perfil de almacenamiento de discos duros virtuales. Las casillas rojas contienen 



















filebench> load VM 
 6797: 4.606: VM Software Version 1.0 personality successfully loaded 
 6797: 4.606: Usage: set $dir=<dir> 
 6797: 4.606:        set $filesize=<size>    defaults to 4294967296 















  GlusterFS  Ceph  LizardFS 
Núm. de operaciones  488882  649353  155327 
Operaciones por seg.  135,68  180,20  43,10 
Ancho de banda (MB/s)  0,5  0,7  0,2 
Latencia (ms)  29,4  21,4  92,7 
 
Tabla 4.17: Prueba de Filebench para el perfil de almacenamiento de discos duros virtuales. Las casillas rojas 































sudo ../../home/nodo3/Downloads/fdtree-1.0.2/fdtree.bash -l 3 -d 5 -f 5 -s 1 
 
 
  GlusterFS  Ceph  LizardFS 
Número total de directorios  156  156  156 
Directorios creados por seg.  52  156  156 
Directorios borrados por seg.  78  156  156 
Número total de ficheros  780  780  780 
Ficheros creados por seg.  78  260  60 
KiB/s  312  1040  240 
Ficheros borrados por seg.  390  390  390 
 





























































































































































































































































































































































Tabla 5.16: Tabla comparativa resumen de las características más relevantes de la compra de ​hardware ​y del 
































































































































































Tabla 5.20: Coste de los cinco primeros años de las dos posibles soluciones. La diferencia hace que incluso en un 








































(Recursos web)  II, III   ­ 
TOTAL  226,22 € 
 


























  Coste por hora  Número de horas  Coste total 
Jefe de proyecto  56,25  8  450 
Analista  41,25  14  577,5 
Diseñador  41,25  58  2392,5 
Administrador de sistemas  35  128  4480 
TOTALES  ­  208  7900 € 
 
Tabla 5.22: Coste del personal implicado en el proyecto. Todos los costes están en euros. Datos de la empresa Vass 



























































































































  GlusterFS  Ceph  LizardFS 
Almacenamiento de ficheros  0  2  1 
Servidor web  0  3  0 
Repositorio de código  1  2  0 
Servidor de correo  0  2  2 
Discos duros virtuales  0  2  1 
Rendimiento de metadatos  0  1  0 
 













Figura 6.1: Gráfico que ilustra la tabla 6.1. Número de veces que cada tecnología ha resultado ser la más rápida en 


















































































































































































































































































































Figura A1.2: Diagrama del funcionamiento de un almacén de objetos. La aplicación se conecta a través de una API 
al almacén de objetos donde se aprecian dos tipos de nodos distintos: los que albergan datos y los que almacenan 

























































































Figura A1.3: La pila de Ceph. RADOS es el almacén de objetos sobre el que se asientan los diversos servicios que 


































































Figura A1.4: Diagrama del funcionamiento de Ceph. Los clientes tienen comunicación directa con el ​cluster​ de 
monitores y con el de OSD. A su vez los monitores están conectados con los OSD para poder actualizar y propagar 





































































































































Figura A1.5: Métodos de replicación ante una escritura. Diagrama de secuencia de cada uno de los distintos 
protocolos que siguen los OSD de Ceph para dar por correcta una escritura y garantizar la replicación. (Brandt,  
13
 



































































































































































































































































Figura A1.6: Diagrama de LIBRADOS. La librería proporciona acceso al ​cluster​ de monitores y al de OSD. (Inktank  14  




















Figura A1.7: Diagrama de radosgw. La puerta de entrada de objetos se puede comunicar con cualquier API 












































Figura A1.8: Diagrama del dispositivo de bloques. Las dos maneras de presentarse como un dispositivo de bloques 
son mediante librbd o a través de un módulo del kernel. Ambos métodos dependen de LIBRADOS para comunicarse 











































Figura A1.9: Diagrama del uso de Ceph como sistema de ficheros. Para emplear Ceph como un sistema de ficheros 
es necesario conectarse desde el cliente por medio de FUSE o de un módulo del kernel. En este caso existe una capa 
intermediaria que es libcephfs y  que se comunica con LIBRADOS. En este caso LIBRADOS además de tratar con los 


















































































Figura A2.2: Ejemplo de un volumen GlusterFS. En este esquema el ​cluster​ está compuesto por tres nodos y uno de 


















































































































Figura A2.3: Esquema de una gestión centralizada de metadatos. Los metadatos se almacenan en un único servidor 



































Figura A2.4: Esquema de una gestión distribuida de metadatos. Los metadatos se almacenan en un ​cluster​ de 





























































































































































































Figura A2.6: Volumen replicado de GlusterFS. Cada archivo se almacena en tantos ​bricks​ como se haya configurado.

































Figura A2.7: Volumen distribuido replicado de GlusterFS. Se crean grupos de bricks espejo y se denominan volumen 


























Figura A2.8: Volumen fraccionado de GlusterFS. Cada fichero almacenado en el ​cluster​ se fragmenta y estos 

























Figura A2.9: Volumen fraccionado distribuido de GlusterFS. En este caso los ficheros se trocean y se reparten entre 































































































































































































































































































Figura A4.7: Configuración de la red virtual. 
 
Es muy recomendable tomar una imagen (​snapshot​) del conjunto de las máquinas virtuales 
para tener un punto de restauración en un estado completamente limpio y configurado. 
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Anexo 5: ​Marco regulador 
 
Al tratarse este estudio de un sistema de almacenamiento, la ley que hay que asegurar que se 
cumpla es la Ley Orgánica 15/1999, de 13 de diciembre, de Protección de Datos de Carácter 
Personal . 31   
 
En esta ley se establece qué derechos tienen las personas cuyos datos han sido almacenados, 
qué obligaciones tienen las personas físicas o jurídicas que poseen un fichero donde 
almacenan datos, qué es la Agencia de Protección de Datos y las sanciones derivadas de la 
vulneración de los derechos de los titulares de los datos, del incumplimiento de los 
procedimientos establecidos para el tratamiento de los datos y del incumplimiento de las 
obligaciones del titular del fichero, entre otras cosas. 
 
Los responsables del uso del sistema de almacenamiento elegido serán quienes deban 
determinar si esta ley es aplicable o no, ya que depende por completo del uso que le vaya a dar 
el grupo de investigación a dicho sistema. En principio, durante las reuniones no se ha 
mencionado que se tenga la intención de almacenar datos de carácter personal. 
 
Se debe recordar que, según esta ley, los datos de carácter personal son «cualquier 
información concerniente a personas físicas identificadas o identificables».  
 
 
 
 
   
 
201 
 
Proyecto fin de carrera  David Ventas Sierra 
 
  
Análisis, diseño e implantación de una solución de 
almacenamiento distribuido para un grupo de investigación 
 
Anexo 6: ​Nuevas personalidades de Filebench 
 
Se escogió Filebench como una de las herramientas de medición para este estudio por su 
sencillez de uso, gracias a sus personalidades ya creadas y por su potencia a la hora de 
configurar las pruebas, debido a su lenguaje WML. 
 
Para poder probar con Filebench el rendimiento de las soluciones escogidas cuando se les da 
un uso acorde con los perfiles de almacenamiento correspondientes al control de versiones y al 
almacenamiento de discos duros virtuales (RS­09 y RS­11, respectivamente) fue necesario 
escribir nuevas personalidades porque Filebench carece de personalidades predefinidas que se 
parezcan a esas necesidades de almacenamiento. 
 
A continuación se incluye el código de esas nuevas personalidades: Versions.f y VM.f. 
 
Versions.f: 
# 
# CDDL HEADER START 
# 
# The contents of this file are subject to the terms of the 
# Common Development and Distribution License (the "License"). 
# You may not use this file except in compliance with the License. 
# 
# You can obtain a copy of the license at usr/src/OPENSOLARIS.LICENSE 
# or http://www.opensolaris.org/os/licensing. 
# See the License for the specific language governing permissions 
# and limitations under the License. 
# 
# When distributing Covered Code, include this CDDL HEADER in each 
# file and include the License file at usr/src/OPENSOLARIS.LICENSE. 
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# If applicable, add the following below this CDDL HEADER, with the 
# fields enclosed by brackets "[]" replaced with your own identifying 
# information: Portions Copyright [yyyy] [name of copyright owner] 
# 
# CDDL HEADER END 
# 
# 
# Copyright 2007 Sun Microsystems, Inc.  All rights reserved. 
# Use is subject to license terms. 
# 
 
 
# This file has been created with academical purposes only. 
# Universidad Carlos III de Madrid. Author: David Ventas Sierra. 
 
 
set $dir=/tmp 
set $filesize=3k 
set $iosize=4k 
 
define fileset 
name=svnfileset,path=$dir,entries=70,dirwidth=3,dirgamma=0,size=$filesize,filesizegamma=1600,prealloc,paralloc 
 
define process name=Versions,instances=4 
{ 
  thread name=sec­read,memsize=5m,instances=3 
  { 
    flowop readwholefile name=sec­read1, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read2, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read3, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read4, filesetname=svnfileset, iosize=$iosize 
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    flowop readwholefile name=sec­read5, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read6, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read7, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read8, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read9, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read10, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read11, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read12, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read13, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read14, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read15, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read16, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read17, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read18, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read19, filesetname=svnfileset, iosize=$iosize 
    flowop readwholefile name=sec­read20, filesetname=svnfileset, iosize=$iosize 
 
    flowop writewholefile name=sec­write1, filesetname=svnfileset, iosize=$iosize 
  } 
} 
 
echo  "Repository Version 1.0 personality successfully loaded" 
usage "Usage: set \$dir=<dir>" 
usage "       set \$filesize=<size>    defaults to $filesize" 
usage "       set \$iosize=<size>  defaults to $iosize" 
usage "       run runtime (e.g. run 60)" 
 
 
 
VM.f: 
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# 
# CDDL HEADER START 
# 
# The contents of this file are subject to the terms of the 
# Common Development and Distribution License (the "License"). 
# You may not use this file except in compliance with the License. 
# 
# You can obtain a copy of the license at usr/src/OPENSOLARIS.LICENSE 
# or http://www.opensolaris.org/os/licensing. 
# See the License for the specific language governing permissions 
# and limitations under the License. 
# 
# When distributing Covered Code, include this CDDL HEADER in each 
# file and include the License file at usr/src/OPENSOLARIS.LICENSE. 
# If applicable, add the following below this CDDL HEADER, with the 
# fields enclosed by brackets "[]" replaced with your own identifying 
# information: Portions Copyright [yyyy] [name of copyright owner] 
# 
# CDDL HEADER END 
# 
# 
# Copyright 2007 Sun Microsystems, Inc.  All rights reserved. 
# Use is subject to license terms. 
# 
 
# This file has been created with academical purposes only. 
# Universidad Carlos III de Madrid. Author: David Ventas Sierra. 
 
set $dir=/tmp 
set $filesize=4g 
set $iosize=4k 
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define file name=vmfile,path=$dir,size=$filesize,prealloc,reuse,paralloc 
 
define process name=VMSW,instances=1 
{ 
  thread name=rand­read,memsize=5m,instances=3 
  { 
    flowop read name=rand­read1, filename=vmfile, iosize=$iosize, random 
  } 
  thread name=rand­read,memsize=5m,instances=1 
  { 
    flowop write name=rand­write1, filename=vmfile, iosize=$iosize, random 
  } 
} 
 
 
 
echo  "VM Software Version 1.0 personality successfully loaded" 
usage "Usage: set \$dir=<dir>" 
usage "       set \$filesize=<size>    defaults to $filesize" 
usage "       set \$iosize=<size>  defaults to $iosize" 
usage "       run runtime (e.g. run 60)" 
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Anexo 8: Otros recursos 
 
I "Amazon Web Services Simple Monthly Calculator." 2007. 9 Jul. 2015 
<​http://calculator.s3.amazonaws.com/calc5.html​> 
 
II "yUML." 2009. 3 Sep. 2015 <​http://yuml.me/​> 
 
III "Tom's Planner: Planificador de proyectos | Diagrama de ..." 2013. 3 Sep. 2015 
<​http://www.tomsplanner.es/​> 
 
IV "GridFS — MongoDB Manual 3.0.4." 2013. 26 Jul. 2015 <​http://docs.mongodb.org/manual/core/gridfs​> 
 
V "mikejs/gridfs­fuse ∙ GitHub." 2010. 26 Jul. 2015 <​https://github.com/mikejs/gridfs­fuse​> 
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