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by GUAN ZHENG (*)
Abstract
The ‘Echo Sounding Correction Tables’ (formerly Matthews’ Tables) are of 
important practical use to hydrographers, and are convenient to use. In case that 
there is not any oceanographic data available, the actual depth is derived from 
the tables with the observed depth from the echo sounder. With the recommen­
dation of the International Hydrographic Organization (IHO) and the Hydro- 
graphic Offices of some countries, the tables have been widely used in recent 
years.
Matthews’ tables are suitable for the manual correction of sounding velocity, 
but not for use by computers. In this paper, the tables are formulated by using 
the method of the least squares approximation on the basis of the orthogonal 
system of polynomials. So that only a few simple coefficients need to be entered 
into the computer, and then the true depth can be calculated directly on the basis 
of the observed depth data. These correction formulas are very easy and efficient 
to use, and their accuracy is equivalent to that of the ‘Echo Sounding Correction 
Tables’.
INTRODUCTION
At present, depth soundings are usually measured with echo sounders 
(fathometers). The transducer of the echo sounder emits downward-directed pulses 
of high frequency sound, which are reflected from the seabed and return back to 
the transducer, and the depth can be calculated according to the recorded time. 
This depth is only an approximate depth of water, or so-called observed depth, 
because it is calculated by using the product of the designed sounding velocity of 
the echo sounder and the one-way travel time of the sound pulse. In practice, 
because sea water is not an even medium, and both the physical properties and
(*) Tianjin Institute of Hydrographic Surveying and Charting, People’s Republic of China.
the chemical properties in each layer of sea water are different, the travel velocity 
of the sound wave in sea water becomes a variable which is different from the 
designed sounding velocity in each layer. Therefore, in order to obtain the true 
depth, corrections for sound velocity have to be added to the observed depth.
To calculate the correction value of sound velocity, the temperature and 
salinity of each layer in sea water have to be measured. In many cases it is very 
difficult to obtain these oceanographic data. Therefore, how to obtain the correc­
tion data for sound speed in a simple and convenient way without any oceano­
graphic data and to meet the requirements of accuracy is of basic importance in 
improving the accuracy of depth soundings.
Tables of world-wide application for the correction of echo soundings for the 
varying speed of sound in sea water were first prepared for the Hydrographic 
Department of the U.K. by D.J. Matthews in 1927, and published as Tables of 
the Velocity of Sound in Pure Water and Sea Water for Use in Echo Sounding 
and Sound Ranging (Matthews’ Tables). A  second edition, extensively revised by 
the same author, appeared in 1939 and was recommended by the Vth Interna­
tional Hydrographic Conference in 1947 to all hydrographic offices. Much new 
information was added in the late twenty years, and the second edition of 
Matthews’ tables was extensively revised again. The computation of the tables 
was carried out by D.J.T. Carter at the Institute of Oceanographic Sciences of 
U.K. The third edition of ‘Echo Sounding Correction Tables’ was published in 
1980 by the Hydrographic Department of the Ministry of Defence of U.K. and 
its use recommended in 1982 by the Xllth International Hydrographic Confe­
rence to all hydrographic offices. At present, the tables have been adopted by 
many countries for the correction of sound speed, and this offers a great conve­
nience for hydrographic surveying and charting.
GENERAL SITUATION OF ‘ECHO SOUNDING CORRECTION TABLES’
The new edition of the ‘Echo Sounding Correction Tables’ is compiled on 
the basis of the analysis and calculation of numerous historical oceanographic 
observations from 195,000 oceanic stations. Its accuracy is much higher than 
that of the second edition. Generally, the mean square error of the true depth 
from the tables is +3 to +4 metres, no more than ±5 metres. Due to the lack of 
data, it is estimated that the mean square error of the true depth below 5,000 
metres is abouti 10 metres. The accuracy of the tables can completely fulfil the 
requirements for practical use.
When the tables are used, in order to select the corresponding table, the 
figures in the tables should be first used to determine which sea area the position 
being measured belongs to. Then, the observed depth must be reduced to metres 
and rounded to the number of 10 metres. Finally, the true depth will be obtained 
by consulting the table with the observed depth.
Eighty-five ocean areas are delineated in the tables. The limits of the areas 
have been drawn at whole degrees of latitude and longitude. Starting from the 
depth of 200 metres the true depth data obtained from the observed depth will be
given continuously at the interval of 10 metres up to the sea bottom in each 
area.
However, the use of the tables has limitations. The way which the table is 
used to consult correction data is suitable for manual operation and is not suitable 
for computers. If the correction data for every depth measured with the echo 
sounder is consulted from the tables manually, it will be proved to be inconve­
nient and slow. If these tables are entered into the computer directly and the 
computer consults the tables, then much memory space will be occupied, and it 
will also increase difficulty for programming and data input. In order to solve this 
problem, it is necessary to establish formulas which can replace the correction 
tables. W hen the formulas are used, only a few simple parameters of the 
formulas need to be entered into the computer, and the true depth will be con­
veniently calculated. Based on this assumption, the Matthews’ tables are formu­
lated in this paper. In order to meet various requirements, two correction formulas 
are given for each sea area.
ESTABLISHMENT OF ECHO SOUNDING CORRECTION FORMULAS
In fact, the establishment of calculating formulas based on the correction 
tables is a problem of curve fitting. We may take the observed depth x measured 
with echo sounder as an independent variable and the correction of sound speed 
h as the function of x. The functional relation between these two physical values 
is unknown, but from the tables we can get several sets of corresponding x and h 
and find out their functional relation, then the calculation formulas could be 
obtained. The method of curve fitting used most extensively is the least squares 
approximation, that is to select the square sum of residual error of all pairs x2 as 
objective function and reduce x2 to a minimum:
X2= 2  = [H (x. ,C  ) - h. ]2 = min (1)
/.-1 /=1
Where 8 is the residual error, h is the correction of sound speed obtained 
from the tables, C is the coefficient of the fitting formulas and H is the correction 
of sound speed obtained from the fitting formulas.
In order to avoid a poor condition of the coefficient matrix of the normal 
equation and to improve stability in calculation, the orthogonal system of poly­
nomials is selected as the fitting function in this paper. The least squares fitting is 
done by a generalized polynomial of degree m:
m
H(x) = ]T Ak Fk(x) (2)
i= 0
Where, A, is the coefficient, Fk(x) is a polynomial of degree k which satisfies 
the orthogonal condition:
X  Fj (x;  ̂Fk (xi ) = 0 ( i ^ k )  (3)
1= 1
Fk(x) can be established on the basis of the improved Gram-Schmidt 
orthogonal method in linear algebra, A is calculated in the following equation:
Ak = < F k, h > / < F k,F k>  (k = 0, 1 ,... , m) (4)
where, <  >  means inner product.
Equation (2) can be written to the power polynomial form:
J7J
H (x )= ^ C kx k (5)
k, 0
Equation (5) is equivalent to equation (2), and thus we have got the final 
equation of the correction formulas.
THE PRACTICAL CORRECTION FORMULAS
In theory, the orthogonal system of polynomials to carry out fittings may be 
used to approximate the correction tables with arbitrary accuracy. But, since the 
length of the computer’s characters is limited and some other errors may happen 
during the time of calculation, the tables can only be approximated to a certain 
degree. Our calculation shows that the mean square error of the difference bet­
ween the true depths from the formulas and that from the tables generally is 0.2 
to 0.3 metre and the maximum error is 0.5 to 0.6 metre, when the polynomial 
degree m amounts to 14 to 16. Because the listing data of the original correction 
tables is only within the accuracy of a metre, the precision of the true depth 
calculated with the orthogonal system of polynomials of degree 14 to 16 is 
equivalent to that of the true depth obtained from the tables. It is not necessary 
to use the correction formula with very high fitting precision, because the actual 
precision of the tables is +3 to +4 metres. The use of the orthogonal system of 
polynomials which has a lower degree and can meet a certain requirement of 
accuracy is suitable, in this way it is possible to reduce the amount of work for 
calculation and input of coefficients. In this paper, the orthogonal systems of 
polynomials of which the fitting mean square error is ±0.3 to ±0.4 metre and 
the maximum error is below 1.0 metre are selected as the practical echo 
sounding correction formulas. In general, the polynomial degree is 5 to 8, and the 
degree of 2 to 4 or 9 is in the minority. The coefficients of the polynomials Ck 
for each sea area are shown in Table 1.
As long as each coefficient Ck in Table 1 is substituted into equation (5), 
the correction data for sound speed can be obtained. The x in equation (5) is the 
observed depth which is in kilometre, and the result obtained is the correction 
value of sound speed in meter. If we want to get the true depth, the correction 
value of sound speed should be added to the observed depth.
THE APPROXIMATE CORRECTION FORMULAS
In some cases, the requirements of the accuracy for the depth data are not 
very high. For example, to calculate the Bouguer gravity anomaly in marine 
gravity, the depth data are required. If the increase of the depth error is 10 
metres, then the error of the Bouguer anomaly would increase about 0.5 mgal. 
Therefore, if the error of the depth is within the range of 10 metres, that will be 
enough to meet the requirements of the marine gravity. For these purposes the 
polynomial degree could be even lower than above. In this paper, the polynomial 
of degree 2 to 3 is selected as the approximate correction formula, and its fitting 
mean square error is less than ±2m, and the maximum error is normally less 
than 5m and only a few of them are slightly larger than that. The coefficients are 
shown in Table 2.
THE ADVANTAGE OF THE FORMULATION 
OF THE CORRECTION TABLES
When the formulas are used for correction of sound speed, only a few data 
need to be entered into the computer to replace a large number of data in the 
tables. In the original tables, the total number of data points is 55,645, but there 
are 541 coefficients in the practical correction formulas and 303 coefficients in 
the approximate correction formulas, they are about 1/103 and 1/184 of the 
data of the original correction tables respectively. This not only saves the space 
of the memory in the computer, but also decreases the possibility of making 
mistakes. In the second place, the forms of the correction formulas are very 
simple, it is very easy for programs design. The arbitrary observed depth can be 
directly substituted into the formulas to calculate the true depth, and it is not 
necessary to round the depth to whole ten metres before using the tables. For 
accuracy there is not much difference between the use of the correction for­
mulas and that of the correction tables. If the accuracy of the tables is specified 
for ±5m, then the overall accuracies of the correction of the sound speed which 
is carried out by using the practical correction formulas and the approximate 
correction formulas should be ±5.0lm  and ±5.2m respectively after considering 
the fitting error. The effect of using the approximate formulas on the Bouguer 
gravity anomaly is about 0.3 mgal.
In addition, when we handle the observed depth data of the joint sections of 
two or more than two sea areas, as long as the appearances of the correction 
curves of sound speed are similar, we may fit a unitary formula for the correction 
of sound speed. This is a more original advantage for using the correction 
formulas. In this way it is not necessary to distinguish which sea area every 
observed depth belongs to and to determine which correction table is to be used, 
and this will greatly raise the working efficiency. Let us take No. 52 and No. 53 
sea areas of the Northwest Pacific Ocean for example, through unitary fitting the
polynomial of degree 6 is given as the practical formula and the polynomial of 
degree 3 as the approximate formula. The fitting mean square error of the former 
is +1.3 metres and its maximum fitting error is 2.5 metres and those of the latter 
are i l .8 metres and 8.9 metres respectively. These results are enough to meet 
the requirements of accuracies.
However, the above-mentioned formulas are only suitable for the echo 
sounders which have the designed sound velocity of l,500m /sec. (i.e. 820 
fathoms/sec.). If the designed sound velocity of the echo sounder which is used is 
another value V', then the x in the formulas has to be replaced by 1,500 x'/V' 
before the formulas are used, where, x' is the observed depth obtained from the 
echo sounder which is being used.
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